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~ NOTAÇAO 
Nas especificações de sintaxe utilizamos o formalismo derivado da notação 
BACKUS NAUR FORM estendida, onde são usadas as seguintes convenções: 
1. ::= definido por. 
2. },(,),[,],+ e * são caracteres especiais. 
3. Símbolos terminais são cadeias de quaisquer caracteres limitados por '" "', sem 
pertencerem ao símbolo terminal. 
4. Símbolos não terminais são cadeias de caracteres não especiais. 
5. Palavras reservadas são escritas em letras maiúsculas e em negrito. 
6. Itens alternativos são separados por uma barra vertical '}'. 
7. Itens opcionais são colocados entre colchetes '[ ]'. 
8. Itens são agrupados dentro de parênteses '( )'. 
9. Um asterisco '*' após um item significa zero ou mais ocorências deste item. 
10. Um sinal de mais '+' após um item significa uma ou mais ocorências deste item. 
Para maior clareza, o item ou itens que podem ser repetidos devem ser 
agrupados entre parênteses. 
Notas Léxicas da Linguagem DIM: 
1. Comentários começam com '/*' e terminam com '*/'. 
2. Espaços em branco servem para separar itens, senão são ignorados. 
3.' Um identificador é uma letra seguida por uma sequência de letras, dígitos ou 
"underscores" '_'. Onde existe diferença entre letras maiúsculas e minúsculas, 
sendo que somente 8 caracteres são significativos. 
4. Palavras reservadas são escritas em letras maiúsculas.
X 
5. Uma constante é uma seqüência de um ou mais dígitos decimais, precedidos ou 
não por um sinal de menos. 
Notas Sintéticas da Linguagem DIM: 
1. Somente constantes sem sinal podem ser usadas para especificações de arrays. 
Se um identificador for utilizado, deve ter sido declarado previamente como 
uma constante sem sinal em uma definição "const". 
2. Identificadores de constantes e tipos dentro do escopo de uma especificação 
devem ser unicamente declarados. Declarações de especificação de estruturas 
ou uniões criam novos escopos.
v
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RESUMO 
O objetivo deste trabalho é fornecer ao programador de aplicações 
distribuídas, ferramentas que facilitem a programação e integração de componentes 
de forma independente de linguagens e máquinas. Nesse sentido, são discutidos as 
necessidades e os aspectos relacionados ao desenvolvimento de um suporte de 
programação distribuída em múltiplas linguagens para ambientes heterogêneos 
(SPML). 
O SPML é composto de ferramentas de programação e de um suporte de 
tempo de execução. Duas linguagens integram as ferramentas: uma responsável pela 
descrição das interfaces de componentes e outra pela configuração da aplicação. O 
suporte de tempo de execução implementa as abstrações definidas em um modelo de 
programação distribuída e se utiliza de uma representação de dados padrão para 
as transferências de informação entre componentes, de modo totalmente 
independente da heterogeneidade de linguagens e máquinas que caracteriza um 
ambiente distribuído.
:di 
ABSTRACT 
The objective of 'this work is to facilitate the distributed applications 
programming by providing tools which make the programming independent of 
languages and machines. The aspects and requirements related to development of a 
mixed language distributed programming support (SPML) for heterogeneous 
environments are discussed. 
The SPML is composed of programming tools and a run-time support. A 
components interface description language (DIM) and a configuration language 
(LINCS) are supplied. A run-time support incorporates the distributed 
programming model abstractions and uses a standard data representation for 
information exchanges between components.
CAPÍTULO 1 
INTRODUÇÃO 
Nos últimos anos tornou-se crescente o uso de ambientes de computação 
distribuídos, onde programas são alocados a estações de execução e integrados no 
sentido de atender as necessidades computacionais das aplicações. As aplicações 
distribuídas tornaram-se mais difundidas e determinaram novas necessidades em 
termos de modelos e ferramentas, distantes daqueles utilizados em linguagens 
seqüenciais tradicionais.
_ 
Na programação distribuída acredita-se que a melhor abordagem é a de 
separar as necessidades dos que desenvolvem programas de um componente do 
sistema daqueles que desenvolvem as aplicações que utilizam estes componentes. 
Por isso o princípio da Decomposição Modular [DeRemer 76] tem sido largamente 
defendido para a construção de sistemas distribuídos flexíveis. 
Nos últimos anos inúmeras linguagens de programação distribuída têm sido 
propostas. Algumas com caracteristicas voltadas para programação em larga escala, 
mas sem uma separação total da construção de componentes do sistema e da 
configuraáo do mesmo (MESA [Sweet 851, PRONET [Maccabe 821, etc.), trazendo 
limitações de flexibilidade ao sistema construído. Outras possuem uma separação 
completa entre a programação em pequena eq larga escala, tal como a linguagem do 
CONIC, permitindo a construção de sistemas flexíveis e bastante confiáveis. Porém 
neste último exemplo, a implementação dos componentes do sistema é realizada 
através de uma única linguagem de programação. Esse tipo de abordagem ignora 
esforços anteriores de programação onde softwares se apresentam implementados 
em linguagens como C, Pascal, LISP, Prolog, etc. 
Assim, como uma nova forma de implementação de aplicações distribuídas, 
vem-se .estudando meios de manter as características das linguagens de 
programação distribuída na programação em larga escala e, trazer a simplicidade 
das linguagens seqüenciais para a programação em pequena escala, levando-nos 
então a abordagem da programação distribuída por "múltiplas -linguagens". 
A programação distribuída por múltiplas linguagens possibilita maior 
flexibilidade de escolha ao programador, que pode optar pela linguagem que melhor 
se adapta a determinado módulo ou reutilizar softwares já desenvolvidos. Porém
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existem vários obstáculos para se conseguir programar em múltiplas linguagens. Os 
principais problemas estão ligados a incompatibilidade entre linguagens, trazendo 
problemas que incluem diferenças de sistemas de tipos, conceituais, de
~ implementação, etc. 
Nossa proposta consiste num suporte multi-linguagem para programação 
distribuída que tenta reduzir os problemas citados, assumindo separação completa 
da programação em pequena e larga escala. ' 
Em nossa abordagem associamos a cada módulo do sistema uma representação 
"textual" e 'uma representação de "interface"; também utilizamos uma linguagem de 
descrição de tipos e uma representação padrão de dados. A representação textual 
corresponde ao código do módulo escrito em determinada linguagem (linguagem 
hospedeiro), ficando a cargo das ferramentas já existentes para esta linguagem o 
tratamento dos detalhes sintáticos, de geração de código, etc. A representação de 
interface descreve todos os objetos exportados e importados pelo módulo e as 
demais informações julgadas pertinentes do ponto de vista global. Todos os tipos 
descritos na representação de interface, bem como os dados pertencentes a 
comunicação inter-módulos obedecem a representação padrão. Um compilador 
converte a representação de interface em um código na mesma linguagem da sua 
representação textual, fornecendo facilidades de comunicação, sincronização e 
conversão de dados. Com todos os módulos compilados passamos a fase de 
construção do sistema utilizando uma linguagem de configuração com caracteristicas 
que permitem a construção de sistemas distribuídos flexíveis. 
' Este trabalho está dividido em cinco capítulos. O capítulo dois apresenta um 
estudo sobre as características principais da programação distribuída relacionada 
ao tratamento da heterogeneidade máquina/linguagem. O capítulo três apresenta a 
descrição de um suporte para programação por múltiplas linguagens para sistemas 
distribuídos, seus aspectos funcionais e características sintéticas. O capítulo 
quatro apresenta os aspectos relevantes do projeto do suporte de programação 
distribuída em múltiplas linguagens (SPML). O capítulo cinco apresenta as 
conclusões do trabalho e suas perspectivas futuras.
c›.PíTULo 2 
PROGRAMAÇÃO Eu sIsTEMAs Dlsrxnsuínos 
2.1 Introdução 
Este capítulo apresenta as principais características da programação 
distribuída e de alguns sistemas que proporcionam a construção de aplicações em 
sistemas distribuídos. É ressaltada também a problemática envolvida na 
programação multi-linguagens em ambientes heterogêneos, apresentando-se um 
estudo sucinto de sistemas que abordam esse tipo de programação. Por fim, são 
apresentadas as principais técnicas utilizadas na programação nestes ambientes 
caracterizados pelas diferenças de linguagens e máquinas. 
2.2 Programação Distribuída 
Neste item apresentamos a noção de Sistemas Distribuídos e introduzimos as 
abordagens para programação nestes sistemas. 
2.2.1 Sistexmis e Aplicações Distribuídos 
Encontramos na literatura muitas definições sobre sistemas distribuídos, 
sendo que estas diferem um pouco a respeito de como ele é constituído. Porém 
todas concordam num ponto: todo sistema distribuído requer a presença de 
múltiplos processadores. A definição que utilizaremos neste trabalho é a de 
[Bal 891: 
"Um sistema distribuído consiste de múltiplos processadores autônomos que 
não compartilham memória primária, mas cooperam através de envio de mensagens 
sobre uma rede de comunicação." 
A rede de comunicação determina a velocidade e a confiabilidade da 
comunicação inter-processos, entre processadores, e a distribuição espacial destes 
processadores. Tradicionalmente uma arquitetura onde a comunicação é rápida e 
confiável e onde os processadores estão fisicamente próximos é chamada 
"fortemente acoplada" (ex. redes transputer, hipercube). Sistemas onde a
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comunicação é lenta e pouco confiável entre processadores dispersos são 
denominados "fracamente acoplados" (ex. redes LAN e WAN). 
As aplicações distribuídas apresentam caracteristicas e finalidades diferentes 
dependendo do tipo de sistema distribuído em que se executam. Uma caracteristica 
importante é a granularidade de paralelismo das aplicações. A granularidade é dada 
pela quantidade de processamento entre comunicações. Aplicações que apresentam 
comunicação freqüente e rápida., possuem uma granularidade fina de paralelismo e 
são mais adequadas em sistemas fortemente acoplados, uma vez que nos fracamente 
acoplados o custo do overhead da comunicação pode tornar-se proibitivo. Os 
programas distribuídos que despendem a maior parte de seu tempo em 
processamento e eventualmente em comunicação, possuem largas granularidades de 
paralelismo e são mais adequados *a sistemas fracamente acoplados, onde a 
comunicação se caracteriza pela baixa velocidade e pelos atrasos diferenciados. 
O hardware distribuído propicia a implementação de aplicações com 
diferentes graus de descentralização. Por exemplo, algumas aplicações são mais 
eficientes e confiáveis quando suas funções são separadas em uma coleção de 
serviços especializados, onde cada serviço utiliza um ou mais processadores de 
forma dedicada. 
2.2.2 Suporte para a Programação Distribuida V 
Idealmente, o suporte para programação distribuída» deve apresentar 
mecanismos que possibilitem a comunicação e a sincronização entre processos, o 
mapeamento físico destes e que permitam ações de reconfiguração. Este suporte 
pode ser fornecido pelo sistema operacional ou por uma linguagem especialmente 
projetada para programação distribuída. 
No primeiro caso as aplicações são construídas como uma coleção de 
programas seqüenciais, apresentando rotinas de biblioteca responsáveis pelas 
chamadas ao sistema operacional e que permitem acesso ao sistema de comunicações 
e outras facilidades (espera por eventos, mudança de prioridade, etc.). Porém, 
existem problemas nesta abordagem, principalmente quanto a comunicação e a 
manutenção da aplicação. Em geral, as interfaces de comunicação são complexas, as 
primitivas de IPC. não são uniformes apresentando semânticas diferentes para 
interações internas e remotas. O controle de estruturas e tipos de dados quando 
construído sobre base de programas seqüenciais, é inadequado para a programação 
distribuída. Na maioria dos sistemas, o sistema operacional fornece pouco suporte
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para a configuração da aplicação tanto para a construção inicial quanto ao controle 
posterior. 
A outra abordagem utilizada na construção de programas distribuidos é a 
utilização de uma linguagem: linguagem de programação distribuída. Neste caso, é 
importante que a estrutura da linguagem incorpore conceitos de modularidade, 
concorrência, comunicação e sincronismo, juntamente com aspectos de configuração 
e comunicação remota. A verificação de tipos e a realização de outros testes em 
tempo de compilação, neste caso, também são realizados na configuração do sistema. 
Outro ponto de interesse é a visão homogênea e consistente em termos de 
referências de comunicação, tanto para efeito local como remoto. A abordagem por 
linguagem normalmente torna mais simples e seguro o desenvolvimento das 
aplicações distribuídas. 
2.2.3 Princípio da Decomposição Modular 
O princípio da Decomposição Modular (Programming-in-the-Large vs 
Programming-1'n-the-Small) apresentado em [DeRemer 76] separa o desenvolvimento 
de softwares complexos em dois níveis que requerem por vezes, linguagens, 
ferramentas e metodologias diferentes. A idéia central está na distinção das 
atividades envolvidas entre a programação de componentes de software 
(Programação em Pequena Escala), geralmente denominados módulos, e a 
estruturação do sistema através da interconexão destes componentes (Programação 
em Larga Escala). 
A programação em pequena escala envolve todos os aspectos relacionados à 
implementação de componentes, definindo os recursos fornecidos e utilizados por 
estes. Na prática, os recursos wrrespondem a constantes, tipos, estruturas de 
dados e procedimentos. O módulo é classicamente dividido em interface e corpo. A 
interface especifica as relações de importação e exportação de recursos e o corpo 
do módulo corresponde à realização (implementação) destes. Esta separação permite 
que a implementação e testes de um módulo se processe de maneira independente 
dos demais, facilitando a manutenção da aplicação. 
Um arranjo de componentes constituindo um sistema ou aplicação é 
conhecido na literatura como configuração. A programação em larga escala trata 
dos aspectos relacionados com o gerenciamento da configuração de um sistema. A 
linguagem que tratar com aspectos de programação em larga escala, deve fornecer 
mecanismos que descrevam formalmente as operações de composição entre os
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componentes, e no caso de Sistemas Distribuídos, descrever como as estruturas 
lógicas devem ser mapeadas sobre os recursos físicos. Em tempo de compilação, 
esta linguagem deve fornecer meios para a verificação da integridade destas 
composições, tanto a nível das conexões entre componentes, como das possibilidades 
de realização do mapeamento lógico/físico. z 
2.2.4 Linguagens de Programação Distribuída 
Existe uma grande variedade de linguagens de programação distribuída que 
apresentam diferentes modelos e características de programação. A grande 
diversificação é conseqüência dos diferentes ambientes de programação e das 
características das aplicações alvo. 
Citamos aqui, algumas linguagens que se enquadram nas características de 
programação distribuída discutidas até o momento. São linguagens e sistemas que 
apresentam características voltadas ao princípio da decomposição modular. 
Sistema -Mesa 
O sistema MESA [Sweet 85] foi um dos primeiros a adotar o princípio da 
decomposição modular, suportando portanto, uma programação modular com forte 
verificação de tipos em tempo de compilação. Os aspectos de configuração são 
resolvidos por um carregador e um ligador em tempo de execução. Embora existam 
duas linguagens neste sistema, C/Mesa e P/Mesa, para a programação da 
configuração e dos módulos respectivamente, esta separação não é completa: um 
módulo em MESA pode conter comandos de criação de instâncias. 
Argus ~ 
A linguagem de programação Argus [Liskov 87] fornece suporte para 
tolerância a faltas, utilizando um modelo baseado em transações atômicas. Sua 
principal característica é os guardians: módulos que encapsulam dados e 
procedimentos. O guardian apresenta características de concorrência interna, sendo 
formado por um processo iniciador, processos gerenciadores, tratadores de 
exceções, -etc. A configuração permite então o mapeamento de guardians em 
processadores do sistema.
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Emerald 
O sistema Emerald [Black 86] apresenta um modelo de programação "baseado 
a objeto", destinando-se à construção de aplicações distribuídas em ambientes 
homogêneos. Emerald suporta um modelo a objetos aplicável a todas as estruturas 
de dados do sistema, desde inteiros até sistemas de arquivos completos, distintos 
em objetos ativos (contendo processos) e passivos (estrutura de dados somente). 
Cada objeto Emerald tem quatro componentes: um identificador único no sistema, 
uma representação (dados locais ao objeto), um conjunto de operações que são 
chamadas para se executarem sobre a representação do objeto e um processo 
opcional. Objetos com processos "invocam" outros objetos locais ou remotos no 
sistema. 
O sistema Emerald apresenta dois aspectos importantes: alguns objetos sao 
completamente móveis entre os nós do sistema, mesmo durante uma invocação. O 
segundo é o aspecto da persistência: um objeto, uma vez criado, existe em um 
espaço de objetos enquanto existirem referências ao mesmo. Mecanismos são 
fornecidos na linguagem de modo a aumentar a sua persistência, mesmo diante de 
crashes de nó. 
Conic 
Um sistema de programacao que tem influenciado inúmeros trabalhos em 
'programação distribuída é o ambiente Oonic [Magee 871. As aplicações distribuídas 
no sistema Conic são construídas segundo uma abordagem hierárquica, usando 
duas linguagens: linguagem de configuração e linguagem de programação. A 
linguagem de programação é_ usada na construção de módulos (tipos módulos). Um 
"nó lógico" corresponde a uma especificação de subsistema, criada a partir de um 
conjunto' de módulos, usando uma declaração de "grupo" da linguagem de 
configuração. O nó no sistema Conic, constitui-se na unidade de configuração. A 
linguagem de configuração deve então construir um programa distribuído como uma 
composição de um conjunto de nós lógicos, interconectados e mapeados na 
estrutura física do sistema. As interfaces nas abstrações do modelo (nós lógicos e 
módulos) são definidas através de mecanismos de troca de mensagem. Mudanças 
dinâmicas na configuração do programa distribuído são realizadas usando o suporte 
da linguagem de configuração que permite então» criar, interconectar e controlar 
nós lógicos durante a execução do programa distribuído (Configuração Dinâmica 
[Kramer 851). Além das linguagens e do suporte de configuração o sistema fornece 
facilidades de depuração e suporte para execução de programas distribuídos.
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2.3 Programação em Múltiplas Linguagens 
Na última década surgiram inúmeras linguagens de programação distribuída 
com diferentes características dependendo dos ambientes e finalidades para os 
quais foram projetadas. As tentativas em traduzir um considerável número de 
programas já construídos em linguagens seqüenciais ou concorrentes para estas 
novas linguagens demonstraram, em muitos casos, serem de alto custo e, para 
certos fins, os programas ou partes de programas eram mais eficientes quando 
implementados por linguagens seqüenciais (ex. programas de cálculo de autovalores 
e autovetores em Fortran e Algol). Por outro lado, a abordagem de programação 
distribuída, tendo como base uma única linguagem, restringe também a concepção 
de softwares distribuídos a ambientes homogêneos de programação, o quê de certa 
forma, implica numa limitação de uso desta abordagem em sistemas heterogêneos e 
abertos. Então, no final da década de 80, começou-se a pesquisar outras 
abordagens de programação distribuída que possibilitassem a reutilização de 
softwares existentes e que fossem mais adequadas às características usuais de 
heterogeneidade nestes sistemas. Uma destas abordagens é a "Programação 
Distribuída por Múltiplas Linguagens" [Jones 85] [Hayes 86] [Barbacci 891, também 
conhecida como "Programação Mista", na qual um programa distribuído é 
configurado com componentes de software (programas seqüenciais e/ou 
concorrentes), construídos a partir de diferentes linguagens. 
Existem dois tipos de abordagens no desenvolvimento de programação mista. 
A primeira trata de compor programas complexos a partir de diversos 
subprogramas escritos em diferentes linguagens. Nesta abordagem, o programador 
terá como encargo o trabalho árduo da construção de rotinas de interface que 
farão o mapeamento, em tempo de execução, entre os- diferentes conceitos e 
limitações de implementação envolvidos com as várias linguagens utilizadas. A 
segunda abordagem, que corresponde a uma solução mais geral e mais adequada do 
problema, baseia se na existência de um suporte para programaçao mista. Nesta 
abordagem, os subprogramas serao integrados, executando-se em espaços próprios, 
determinados pelas abstrações definidas pelo suporte (por exemplo, processos); os 
aspectos ligados a referências ou comunicações externas serão tratados de maneira 
uniforme pelo suporte. Esta última abordagem é plenamente adequada a Sistemas 
Distribuídos com características de heterogeneidade, sendo neste contexto que se 
insere este trabalho.
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2.3.1 Programação Mista: Principais Obstáculos 
Existem vários obstáculos para se conseguir programar Sistemas Distribuídos 
com várias linguagens. O trabalho do programador é árduo e de custo 
considerável, resultando na maioria das vezes em implementações de difícil evolução 
e pouco seguras. Por isto, vários grupos de pesquisa vem buscando formas de 
simplificar a participação do programador de um software complexo em uma
~ aplicaçao distribuída, principalmente em ambientes heterogêneos. 
Para abordarmos os problemas envolvidos na programação multi-linguagem, 
mostramos a seguir os tipos de dificuldades [Einarsson 84] e exemplos que as 
esclarecem. 
Incompatibilidade entre Linguagens 
Em primeiro lugar destacamos os problemas associados à incompatibilidade 
entre linguagens. Neste caso as dificuldades advêm essencialmente das diferenças 
existentes nos conceitos e modelos de linguagens. Os exemplos são bastante 
comuns: 
1. Estrutura de dados: Neste caso, estruturas de dados ou tipos definidos 
em uma linguagem não encontram correspondência em uma outra linguagem. 
Exemplo: Uma função Fortran não pode retornar uma variável complexa a um 
procedimento Pascal, porque em Pascal não existe tal tipo. 
2. Diferenças conceituais: Neste caso os modelos de linguagem assumem 
diferentes abstrações para o mesmo recurso. Como exemplo podemos citar as 
abstrações definidas para entrada e saída -ou ainda serviços de arquivos. Exemplo: 
A linguagem Fortran assume que as operações de entrada/saída ocorrem sobre 
registros discretos, em outras linguagens estas operações se efetuam sobre byte 
streams. 
3. Diferenças semânticas na passagem de parâmetros: Algumas linguagens 
não suportam mais do que um tipo de acesso ao dado armazenado, como na 
semântica copy in/copy out. Linguagens como o C, por exemplo, suportam apenas 
semânticas do tipo "chamada por valor", dificultando desta maneira, a chamada por 
outras linguagens que utilizam a semântica de "chamada por referência" e que não 
possuem um operador de endereço (Fortran, P1/1 e Pascal Standard). 
4. Diferenças em ligaçoes: As referências de endereço em linguagens são 
tratadas diferentemente. Em algumas as ligações são dinâmicas e em outras 
estáticas. Os arquivos, por exemplo, podem ser abertos e fechados dinamicamente
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durante a execução do p1¬ograma em determinadas linguagens, em outras estes são 
manipulados em tempo de compilação. 
5. Diferentes formas de tratar exceções: Quando em linguagens diferentes 
ocorre a mesma exceção, geralmente os suportes de cada linguagem estipulam 
ações diferentes para tratar o mesmo tipo de exceção. 
6. Diferentes aspectos conceituais: Outros aspectos conceituais podem 
evidenciar diferenças entre linguagens, dificultando a programação mista, podemos 
citar entre estes: 
- Linguagens fortemente tipadas, com atribuições de tipos de forma estática 
e linguagens não tipadas ou com alguma forma de polimorfismo (herança, 
generic, etc.), permitindo de forma mais flexível uma atribuição dinâmica 
de tipos. 
- Diferenças em modelos de comunicação e sincronismo em linguagens com 
suporte para concorrência. Os modelos "chamada de procedimento" 
(semáforos, monitores) são certamente incompatíveis com modelos "troca de 
mensagem". 
Implementações Incompatíveis de Linguagens 
Outro tipo de dificuldades é conseqüência de implementações incompatíveis 
de linguagens: 
7. Diferenças em representações: As diferentes formas que as linguagens 
armazenam e alinham os dados de determinados tipos. Oomo exemplo, podemos citar 
a linguagem Fortran que armazena arrays multidimensionais por colunas, enquanto 
outras linguagens os armazenam por linhas. 
8. Dependências dos suportes subjacentes: As diferenças, em se tratando de 
implementações de linguagens, refletem também as características diferenciadas dos 
serviços de camadas subjacentes. Estas características são reflexos principalmente 
das diferenças no gerenciamento de memória e nisto, podemos incluir as diferentes 
políticas e mecanismos para áreas de heap, pilhas, níveis de indireção usados no 
endereçamento e alocação de memória virtual. Estas características dos serviços 
subjacentes determinam diferenças nos suportes e compiladores . das linguagens, 
implicando por vezes, no envolvimento explicito do programador na definição das 
necessidades para execução de seu programa.
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9. A granularidade do uso de linggggens em 2m~ A 
granularidade na qual linguagens podem ser usadas em programação mista implica 
em limitações. Se o uso destas na programação de componentes se limita ao nível 
de procedures, isto pode nao ser realizável para compiladores que não suportam 
compilação separada. 
Z _ _ , _ 
Diferenças nas Arquiteturas das Máquinas 
10. Diferenças de representação de dados em diferentes arquiteturas: Outros 
problemas são devidos a existência de ambientes heterogêneos. Por exemplo se 
construírmos um programa produtor/consumidor utilizando pipes no sistema 
operacional UNIX e escrevemos os dados, digamos os inteiros 0 1 2 3 4 5 em uma 
máquina SUN, e realizarmos a leitura em um VAX obteremos: 
0 166777216 33554432 50331648 67108864 83886080, 
este problema ocorre devido as diferenças na ordenação de bytes nas duas 
máquinas. Logo, para que máquinas diferentes compartilham dados é necessário a 
"portabilidade" dos mesmos, ou seja, que exista uma representação externa para os 
dados compartilhada pelas diferentes máquinas. Os aspectos envolvendo 
transformações entre a representação externa e representações internas de 
máquinas, devem ser perfeitamente conhecidos e facilmente realizáveis. 
O próximo item explicita as soluções encontradas por diversos grupos de 
pesquisa para o problema da programação mista. 
2.4 Estudo de Casos 
Apresentamos a seguir alguns suportes de sistemas desenvolvidos para 
facilitar a programação em múltiplas linguagens. 
2.4.1 Durra 
Durra [Barbacci 86] [Barbacci 89] é uma linguagem de programação em larga 
escala, projetada para suportar o desenvolvimento de aplicações distribuidas em 
ambientes heterogêneos. As "tarefas" (componentes) da aplicação são escritas em 
diferentes linguagens (ex. C, Ada) e podem se executar sob diferentes sistemas 
operacionais (ex. UNIX, VMS) e diferentes arquiteturas de máquina (ex. VAX, SUN). 
Isto é conseguido através do conceito de descrição de tarefa e declaração de tipos.
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Um programa distribuído especificado em Durra é um conjunto de declarações de 
tipos e descrições de tarefas que descrevem a configuração e aspectos de execução 
em uma rede heterogênea. As declarações de tipos definem a estrutura dos dados 
produzidos ou consumidos pelas tarefas, seguindo uma sintaxe particular. A 
declaração de tipos abrange um conjunto de tipos que vai de uma seqüência d.e 
bits de tamanho fixo ou variável aos tipos mais complexos como arrays 
multidimensionais e registros de tipos mais simples. ' 
As descrições de tarefas fornecem informação sobre: 
A Interface: com declarações de portos que especificam a direção e o tipo de 
dados que se movem através do porto. 
Atributos: especificam várias propriedades da tarefa. Ex. autor, número da 
versao, linguagem, tipo de processador, nome do arquivo, etc. 
Informação de Comportamento: especifica propriedades funcionais e de tempo 
sobre a tarefa. 
Estrutura: descreve a estrutura interna da tarefa. Contendo declarações de 
processos, de filas, ligações e declarações de reconfiguração. 
Para descricão da aplicação e de tarefas wmpostas de outras tarefas mais 
simples utiliza-se a mesma descrição de tarefa. A diferença é que a descrição de 
uma aplicação (ou uma tarefa composta) possui a parte de estrutura e não possui o 
atributo de implementação; para uma tarefa simples ocorre o contrário. 
Uma transformação de dados é necessária quando os tipos dos portos de 
entrada e saída são incompatíveis. As transformações devem ser escritas como 
tarefas separadas e instanciadas como processos. Isto permite sanar as diferenças 
entre linguagens e máquinas. 
A configuração de uma aplicação é realizada através de um conjunto de 
comandos de alocação de recursos e de escalonamento, resultantes da compilação 
das descrições de tarefas que compõem a aplicação. Na configuração o executivo 
Durra carrega as implementações de tarefas nos processadores e de acordo com os 
comandos executa os programas. No ambiente de execução Durra existem dois 
componentes ativos: as tarefas da aplicação e o executivo Durra. 
A comunicação entre tarefas é realizada via executivo através de uma 
interface por mensagens (troca de mensagens). A ativação de primitivas de serviço 
do executivo (também uma tarefa) pelas tarefas de aplicação se dá por meio de
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mecanismos de RPC. Estes serviços incluem operações como: pedir identificadores 
de portos, testar o conteúdo das filas associadas aos portos da tarefa,etc. Do 
ponto de vista de um código em linguagem hospedeiro (tarefa de aplicação), a 
comunicação entre tarefas e os serviços relacionados são conseguidos através de 
uma interface troca de mensagens, formada por primitivas presentes no mesmo 
espaço de endereçamento (mesma tarefa). 
Para finalizar podemos dizer que o objetivo principal da linguagem Durra é 
ser uma linguagem de programação em larga escala, geral o suficiente para 
permitir a programaçao de aplicaçoes em ambientes heterogêneos.. 
2.4.2 Mixed Language Programing (MLP) 
O suporte MLP apresentado em [Hayes 86],[Hayes 88],[Hayes 89] constrói 
programas distribuídos tendo como base mecanismos de RPC (Remote Procedure Cal] 
[Nelson 81]). O suporte MLP está fundamentado sobre um Sistema de 'Tipos 
Universal (Universal Type System - UTS), formado por uma representação padrão 
e uma linguagem de expressão de tipos. A linguagem UTS é usada para descrever 
as interfaces dos diversos componentes (procedimentos) do programa. A 
representação padrão de dados especifica o fomato dos dados transferidos como 
argumentos ou resultados entre procedimentos de forma independente de linguagem 
e de máquina. Um dado representado neste formato é conhecido como um valor 
UTS. 
Um programa em MLP é constituído de componentes, cada um possuindo 
procedimentos escritos' em uma linguagem, conhecida como a linguag hospedeiro 
do componente. Uma descrição de interface escrita em linguagem UTS, traz o 
identificador e os tipos dos parâmetros de cada procedimento importado ou 
exportado por um componente. 
As especificações de interface são analisadas por um gerador de código 
conhecido como "stub generator". O conceito de stub foi introduzido por 
[Nelson 81] como suporte para RPC. Os stubs devem encapsular todos os detalhes 
de conversão e comunicação remota durante uma chamada de procedimento remoto, 
mantendo para o código chamador as mesmas características de uma chamada local. 
Para cada linguagem hospedeiro, o stub generator gera procedimentos ou stub 
procedures que atuam sob cada rotina importada ou exportada do componente. Os 
stubs no contexto MLP, são rotinas que além de converterem os dados locais em 
tipos UTS e vice-versa (funções de "serialização" e "deserialização"), servem de
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interface entre o código do usuário e o sistema de tempo de execução do MLP. Os 
subprogramas e os stubs de cada componente são compilados e ligados à 
biblioteca do MLP através dos compiladores de cada linguagem hospedeiro, 
produzindo arquivos executáveis. 
As rotinas de conversão de dados nos stubs são responsáveis pela 
conversão automática entre tipos UTS e da linguagem hospedeiro que possuam 
mapeamento direto. Nos tipos UTS subespecificados e aqueles não suportados pela 
linguagem hospedeiro, que não podem ser traduzidos diretamente para um valor na 
linguagem, são usados os tipos representativas. Representativas são tickets ou 
capacidades para valores UTS. Os representativas são declarados na linguagem 
hospedeiro como variáveis de tipo REPRESENTATIVE, onde nenhuma operação é 
permitida sobre estas variáveis, a não ser quando manipuladas por rotinas 
especiais da biblioteca UTS. Estas rotinas UTS, presentes nos stubs, são então 
responsáveis pela conversão dos valores associados ao representativa para valores 
suportados pelo UTS. Também são usados representativas na passagem de 
procedimentos como parâmetros, existindo rotinas especiais que chamam um 
procedimento que tenha sido passado como parâmetro.
~ A comunicaçao entre processos é executada usando o mecanismo de RPC, com 
dados no formato UTS. Uma funcionalidade pertencente ao suporte de tempo de 
execução MLP, chamado m1p_server, é responsável pelo envio e recepção de 
chamadas e pela coordenação dos stubs.
_ 
A característica principal do sistema MLP é a simplicidade. Permite o uso de 
muitas linguagens para a- programação distribuída, fornecendo tipos que são 
comuns a maioria das linguagens seqüenciais existentes. Os pontos semãnticos mais 
refinados são deixados para o programador, ajudado por um esquema flexível de 
procedimentos pré-definidos pelo sistema. 
2.4.3 Matchmaker 
Matchmaker [Jones 85] é uma ferramenta para especificação de interface e 
geração de código para permitir comunicações interprocessos, em um ambiente 
heterogêneo, independentemente de linguagem. Esta ferramenta é um suporte para 
o núcleo do sistema operacional Accent [Rashid 81] que forma a base do ambiente 
SPICE [Dannenberg 82] desenvolvido na Universidade Carnegie Mellon 
(Pittsburgh USA).
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As interfaces em Matchmaker definem toda a comunicação inter-processos, 
apresentando diversas semânticas e utilizando a noção de portos para o envio e 
recepção de mensagens. Esta abordagem permite servir também a linguagens 
baseado a objeto. 
Matchmaker possui também um conjunto de tipos próprios a fim de obter 
uma representação padrão de dados. 
Em resumo, este suporte fornece uma linguagem de descrição de interface, 
utilizada para construir uma especificação de interface de módulos. Cada 
especificação é traduzida de acordo com a linguagem de implementação do módulo, 
fornecendo como saída um código de conversão, recepção e envio de mensagens. Os 
códigos resultantes de todos os componentes da aplicação se comunicam pelo 
núcleo Accent na execução da aplicação distribuída. Matchmaker se propõe a ser 
uma ferramenta de fácil utilização. 
2.4.4 Horus Stub Generator 
Horus é um sistema RPC para ambientes heterogêneos, desenvolvido nos 
laboratórios da Hewlett-Packard, que utiliza uma linguagem de especifição de 
interface onde o programador escreve declarações da interface remota, contendo 
definições de tipos e declarações de procedimentos remotos. Baseado nesta 
declaração de interface um gerador de código, denominado stub generator 
[Gibbons 871, produz um subprograma para o servidor do serviço, chamado server 
stub, e produz também subprogramas de clientes chamados, client stubs . Estes 
stubs contêm código para converter argumentos e para chamar e monitorar o envio 
de mensagens sobre a rede. O gerador também produz cabeçalhos de arquivos que 
definem os tipos especificados nas descrições de interface que são utilizados pelos 
procedimentos nas linguagens hospedeiro. 
Em tempo de execução, a chamada ao serviço remoto é interceptada por um 
stub cliente, este converte (serializa) os argumentos da chamada em uma 
representação externa (sintaxe de transferência), envia a mensagem ao servidor e 
espera pelo retorno da mensagem. O stub servidor recebe a mensagem, converte 
(deserializa) os argumentos na representação interna do servidor (sintaxe interna) 
e chama o servidor. No retorno do serviço, o caminho inverso é percorrido pelos 
resultados, envolvendo os mesmos stubs e os processos correspondentes de 
conversão de representações. O stub cliente ao deserializar a mensagem de
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resposta, retorna o resultado ao cliente. A figura 2.1 ilustra uma chamada de 
procedimento remoto entre C e Pascal. 
lvne‹bIH×|taw‹; I 
\ypeddchu'7G\|`ru: 
Xlmew Gdiülnuuelz 
l 
{ 
Xslfng nuno: -Ê 
šš ãš 
. E | ,T __ 
ngm; Sor×I2aNas:a9a(...l; 
bd I Gelflehlrfleszqefl; 
id I GeflD[nII'le); 
l 
zz‹«z¢..1~ 
l ) 
Programa clients "stuh" cliente 
MB 
_ tw: ×1vifl9H = mou; Xlnlegu - Haga: 
×Sh`ng-a|q{0..8U]0Í0ha; 
_ 
Xâhhg-= ana9[l1.m]oleha|; 
nzzzumszuo{nun=z›‹suing1 nf‹×=›dw°5°vv°=GdlDL.-1: 
_ 
: )0nbaga‹; VIH 
.W *°°f{" 
...;...'z*°°°'›z‹_;...;.,. ...J 
Gellü :I b°9'fl 
:= GolID[na|ns1; 
SerIfIehlnMe:sap(...1: 
Programa servidor "stuh" servidor 
2.1 Chamada RPC entre Oomponentes em C e Pascal 
Para resolver problemas de heterogeneidade, Horus implantou sua 
representação de dados externa, que define uma sintaxe padrão de tipos de dados 
comuns a linguagens e máquinas. Os algoritmos de conversão estão envolvidos nos 
stubs, ou seja, estes convertem os argumentos na linguagem hospedeiro para a 
representação padrão, e vice-versa. 
O gerador de código é único e independente das linguagens e das 
máquinas. Toda a informação sobre construção de linguagem e formato dos dados 
de máquina é armazenada em especificações. Uma especificação de linguagem contém 
um conjunto de instruções que especificam completamente tudo que o gerador deve 
saber sobre a linguagem, para gerar os códigos de serialização e deserialização 
entre a linguagem especificada e a sintaxe de transferência. Uma especificação de 
máquina contém todo o conhecimento? dependente da máquina necessário para a 
conversão de argumentos. Assim para a execução de uma aplicação que utiliza L 
linguagens de programação e M tipos de máquinas, na entrada do gerador de 
stubs haverão L especificações de linguagem e M especificaçoes de máquina e mais 
toda informação de interface fornecida pelo usuário, para a criação de todos stubs 
necessários.
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Todo o processo de criação e manutenção de aplicações são realizadas pelo 
ambiente Horus. 
2.5 Comentários e Comparações entre as Abordagens que Tratam do 
Problema da Heterogeneidade Linguagem-Máquina 
Das propostas para permitir a programação distribuída com múltiplas 
linguagens, percebemos a dificuldade no tratamento dos problemas inerentes a 
estes sistemas e que as soluções implementadas são reguladas por uma relação de 
custo-benefício. Porém, todas foram unânimes em alguns pontos: a necessidade da 
separação entre o corpo e a interface do componente de software (subprograma), a 
criação de especificações de interface onde todas as informações de interesse 
global são inseridas, e a necessidade de uma padronização na representação 
externa de dados, durante a comunicação entre componentes. As soluções na 
bibliografia envolvem, neste sentido a definição de um sistema de tipos próprio e a 
utilização de uma representação externa de dados padronizada. Essas medidas 
conseguem contornar a maioria dos problemas citados no item 2.3.1. 
._ ~ A utilizaçao das especificaçøes de interface difere pouco entre as 
abordagens: todas utilizam-na como elemento de entrada para a geração de um 
código de conversao de tipos e dados e algumas também a utilizam para propósitos 
de configuração da aplicação distribuída. 
A conversão dos dados na maioria das propostas, baseia-se em diferentes 
implementações de stubs (mecanismo para comunicação RPC [Birrell 841), que 
consistem de códigos dependentes da linguagem hospedeiro a que estão ligados. 
A geração dos stubs e suportes é similar nos sistemas descritos: um 
tradutor recebe a especificação de interface e gera o código na linguagem 
hospedeiro, a partir do conhecimento necessário desta linguagem e da máquina em 
que se executará o componente de software ligado ao stub. A principal diferença 
entre as diversas proposições da literatura, encontra-se na obtenção do 
conhecimento sobre as interfaces e nas necessidades de entrada do gerador dos 
códigos que realizam a serialização. A MLP possui um gerador para cada linguagem 
hospedeiro e o conhecimento necessário para a geração de código é intrínseco. 
Matchmaker e Horus 'possuem um único gerador para todas as linguagens. Horus 
recebe o conhecimento nécessário através de uma especificação de linguagem e de 
máquina e Matchmaker utiliza uma abordagem de compilação capaz de produzir 
código para muitas linguagens sem o uso de especificações.
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Nosso trabalho se assemelha em muitos aspectos apresentados nesta análise e 
serão abordados no capítulo três. A tabela 2.1 descreve sucintamente os 
mecanismos, as vantagens e as diferenças entre as diversas soluções para a 
programação mista encontradas na literatura. 
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Tabela 2.1 Quadro- Comparativo Entre os Sistemas Descritos 
Um outro aspecto que convém salientar é a diferença entre os suportes para 
programação distribuída em ambientes heterogênenos e as facilidades existentes em 
protocolos de comunicação. No segundo caso, o usuário é em seus programas 
(processos de aplicação) envolvido com a ativação das primitivas da camada de 
apresentação, no sentido de converter seus tipos na sintaxe de transferência. No 
primeiro caso, onde se inclui este trabalho, os algoritmos de conversão de tipos 
são gerados automaticamente e farão parte do suporte dos programas distribuídos, 
deixando os algoritmos de aplicação distantes dos problemas ligados com a 
heterogeneidade de ambientes distribuídos.
CAPÍTULO 3 
UM sUPoRTE PARA A PROGRAMAÇÃO nisrmnutm Em MÚLTIPLAS 
LINGUAGENS (sPML)
\ 
3.1 Introdução 
Este capítulo primeiramente resgata a experiência obtida no desenvolvimento 
de software para aplicações distribuídas através do ADES - Ambiente de 
Desenvolvimento e Execução de Software Distribuído [Fraga 891, descrevendo sua 
metodologia e modelo de programaçao. 
Com o conhecimento adquirido na execução de várias aplicações utilizando 
este ambiente, verificamos a necessidade de trazer facilidades de programação em 
múltiplas linguagens para o mesmo. Abordamos então uma evolução do ADES - um 
sistema que mantém suas principais características trazendo porém, a concepção de 
um suporte de programação multi-linguagem. 
Assim, o novo sistema é descrito, detalhando todos seus aspectos funcionais 
e toda a sintaxe envolvida nas descrições de interface de módulos e configuração 
do sistema. 
3.2 O Sistema ADES 
O Ambiente de Desenvolvimento e Execução de Software Distribuído - ADES 
concebido no LCMI-UFSC, é resultado de um trabalho de cinco anos de pesquisa e 
foi construído com o intuito de permitir o desenvolvimento de aplicações 
distribuídas em tempo real, segundo uma metodologia baseada no princípio da 
decomposição modular [DeRemmer 761. O ambiente de execução consiste de um 
conjunto de estações interconectadas por uma rede de comunicação. Uma das 
estações do sistema, denominada Estação de Trabalho, engloba as funções de 
desenvolvimento e configuração do sistema, as demais são chamadas de Estações de 
Execução, nas quais o software é carregado e executado. Um suporte de tempo de 
execução, o núcleo de tempo real - NTR [Nacamura 881, é responsável pela 
implementação do ambiente multi-tarefas distribuído que executa a aplicação. A 
comunicação e a sincronização entre tarefas apresenta uma interface uniforme, 
independente da distribuição das tarefas no sistema.
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Modelo de Programação 
Uma aplicação distribuída é constituída por um conjunto de módulos 
interconectados entre si. O módulo encapsula uma ou mais tarefas que constituem 
as unidades básicas de concorrência. A visibilidade externa de um módulo e mesmo 
de uma tarefa é fornecida por portos. As ligações deportos de saída a portos de 
~ ~ ~ entrada formam os canais de comunicaçao e sincronizaçao, onde dados sao 
importados e exportados. Os canais de comunicação são definidos externamente aos 
módulos de maneira a tornar a configuração completamente independente do 
comportamento interno dos componentes elementares do sistema. Outras 
características do modelo sao: 
- Uma configuração pode conter várias instâncias de um mesmo módulo. 
- Mudanças na configuração podem ser obtidas em tempo de execução 
(configuraçao dinâmica). 
- Um módulo pode ser programado para alterar a sua configuração interna. 
As tarefas podem modificar em tempo de execução suas ligações e estados, 
reconfigurando o seu módulo internamente. 
As abstrações definidas no modelo de programação são implementadas com a 
linguagem LIS - Linguagem de Interconexão de Sistema, composta de duas sub- 
linguagens: 
- Uma Linguagem de Componentes Elementares (LINCE) [Silva 88] que 
permite a definição de tipos módulos. A LINCE é uma linguagem 
procedural que contém as construções da linguagem Pascal, acrescida de 
extensões para comportar o modelo multi-tarefas.
~ - Uma Linguagem de Configuraçao de Sistemas (LINCS) que possibilita a 
criação de instâncias de tipos módulos, interconexão e o mapeamento dos 
mesmos nas unidades de processamento [Souza 88] e [Abreu 911. ' 
A programação de aplicações distribuídas realizada através da linguagem LIS 
é bastante flexível e permite o desenvolvimento- rápido e seguro de aplicações 
distribuídas.
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3.3 Proposição do Suporte para Programação Distribuida em Múltiplas 
Linguagens (SPML) 
Desenvolvendo aplicações no ambiente ADES, verificamos a existência de um 
grande número de programas, já desenvolvidos nas diversas áreas do laboratório, 
que poderiam compor diversas aplicações, porém estes programas foram 
implementados em linguagens tradicionais e forçosamente necessitariam ser 
traduzidos para a linguagem LINCE, a fim de integrar alguma aplicação distribuída. 
Desta forma, para facilitar a construção de componentes de software em aplicações 
distribuídas a partir de ambientes heterogêneos de programação, direcionamos a 
pesquisa para o desenvolvimento de um novo sistema, baseado na experiência 
adquirida com o ADES e nas pesquisas realizadas sobre a problemática da 
heterogeneidade linguagem-máquina em ambientes de programação distribuída. 
O trabalho aqui proposto visa construir um suporte de programação multi- 
linguagem composto por: 
Ferramentas de Programação: 
- Uma linguagem de programação de interface que permitirá ao programador 
descrever as interfaces de componentes de software do sistema. A 
tradução de uma descrição de interface deve gerar arquivos contendo 
todas as informações sobre o componente julgadas pertinentes do ponto 
de vista global (portos, mensagens e atributos). Estes arquivos serão 
usados para a configuração da aplicação distribuída e pelo suporte de 
tempo de execução. 
- Uma linguagem de configuração que permitirá descrever o programa 
distribuído em termos de uma composição de componentes. As informações 
geradas na tradução desta descrição permitirão, através do suporte de 
tempo de execução, o carregamento, a instanciação e a interconexão de 
componentes, caracterizando então a configuração da aplicação distribuída 
no sistema. 
Suporte de Tempo de Execução: 
- O suporte deverá implementar as abstrações definidas no modelo de 
programação distribuída. As interfaces dos serviços de comunicação e 
sincronismo deverão atender os requisitos clássicos de uniformidade, 
garantindo a total transparência (e independência) da distribuição dos 
códigos de aplicação no sistema.
\
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- O suporte de tempo de execução deve se utilizar de uma reprgsegtaçg 
padrão de dados para as transferências de iigformação entre cqmgwegtes, 
de modo totalmente independente da heterogeneidade de linguagens e 
máquinas que caracteriza o ambiente distribuído. As rotinas que farão as 
conversões entre representações locais e de transferência, serão parte do 
suporte e estarão codificadas na mesma linguagem do componente 
correspondente (linguagem hospedeiro). 
3.3.1 Organização do Sistema e Paradigma de Programação 
Inicialmente está prevista a construção do sistema sobre uma rede 
heterogênea, composta de um conjunto de estações dos tipos PC e Estações de 
trabalho SPARC-SUN, interconectados por uma rede Ethernet. Mantém-se noções 
de Estação de Trabalho e Estações de Execução, presentes no ambiente ADES, com 
o executivo distribuído, utilizando-se das facilidades fornecidas pelo sistema 
operacional UNIX*. 
O modelo de programação é similar ao do ambiente ADES. Mantém-se a 
visibilidade através dos portos dos módulos e os mecanismos de comunicação e 
sincronização. 
O módulo constitui a unidade básica de configuração e de concorrência; cada 
instância de módulo corresponde a um único processo, o que é próprio para o caso 
de linguagens hospedeiro seqüenciais. As necessidades de concorrência interna na 
implementação de módulos, usando linguagens concorrentes, podem ser atendidas 
desde que o conceito de processo fornecido pelo suporte de tempo de execução, 
apresente subunidades internas de processamento (threads). A figura 3.1 ilustra o 
paradigma de programaçao. 
Os próximos itens descrevem as principais caracteristicas do suporte, 
segundo dois aspectos: estrutura funcional do Suporte de Programação Distribuída 
em Múltiplas Linguagens (SPML) e a visão do usuário. Os aspectos funcionais 
mostram como os diversos componentes do sistema interagem, desde a construção 
de cada módulo até a execução da aplicação. Na visão do usuário SPML, são 
tratados todos os aspectos relativos a programação de uma aplicação distribuída: a 
descrição de interface de módulo e a especificação da configuração da aplicação.
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Fig. 3.1 Paradigma de Programação do SPML 
3.4 Aspectos Funcionais do SPML 
A construção e execução de programas distribuídos segundo a abordagem 
do SPML se utiliza de ferramentas e suportes envolvidos em três fases 
distintas: construção dos módulos, configuração e gerenciamento em tempo de 
execução. 
Construção dos Módulos: 
Inicialmente cada módulo da aplicação possui duas unidades de compilação, 
uma contendo o código responsável por parte da aplicação, em linguagem escolhida 
pelo programador (linguagem hospedeiro), a qual chamaremos de implementação de 
módulo, e a outra que fornece a interface referente a este código, a descrição de 
interface. Cada descrição de interface passa por um tradutor especial que gera os 
procedimento denominados Rotinas de Interface, responsáveis pelo tratamento da 
heterogeneidade linguagem-máquina e pelo acesso às primitivas de comunicação do 
suporte de tempo de execução (Interface de Serviços), e ainda um arquivo de 
dados a ser utilizado pelo processador LINCS na configuração. O código executável 
correspondente a um tipo módulo é o resultado da edição de link dos seguintes 
códigos objeto: Código da implementação de módulo, Rotinas de Interface, Interface 
de Serviços e da biblioteca da linguagem hospedeiro. A figura 3.2 mostra as etapas 
da construção dos módulos.
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Fig. 3.2 Construção dos Módulos 
Configurago: 
A configuração de uma aplicação é descrita através de uma declaração 
System em linguagem LINCS do sistema ADES [Abreu 911. Esta descrição permite: 
identificar os módulos da aplicação, determinar a criação de instâncias de módulos, 
interconectar estas instâncias através de canais de comunicação e sincronização e 
também informar em que entidades físicas serão executadas estas instâncias. 
A tradução da declaração System da linguagem LINCS resulta em uma tabela 
de configuração para cada estação do sistema, e em uma base de dados do sistema. 
Estes resultados fornecem a utilitários do sistema (construtor) as diretivas para a 
configuração. Após a tradução, o carregador realiza a carga dos tipos módulos e 
do suporte de tempo de execução, nas estações de execução do sistema. Seguindo 
as informações da tabela de configuração da estação, uma função de iniciação do 
suporte de tempo de execução, ativa as instâncias de módulos, estabelece os canais 
de comunicação da aplicação distribuída e, transfere o controle para o escalonador 
da estação (suporte de tempo de execução da estação), finalizando então o processo 
de configuração estática. A figura 3.3 ilustra o processo de configuração.
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Execug,a_1" o: 
O suporte de tempo de execução implementa as abstrações do modelo de 
programação (módulos, portos, etc.), fornecendo os mecanismos necessários para a 
concorrência e comunicação no sistema. Cada módulo corresponde a um processo 
que é escalonado segundo uma política de pre-empção, baseada em eventos e com 
prioridades estáticas. 
O suporte de tempo de execução, depois de instalado, fornece também 
serviços de remoção de módulos, destruição de instâncias e desconexão de portos. 
Estes serviços são úteis principalmente no caso de configuração dinâmica. 
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Fig. 3.3 Configuração do Sistema 
Durante uma comunicação o processo emissor de uma mensagem aciona a 
operação de envio através de uma chamada à Rotina de Interface correspondente. 
Esta rotina executa a conversão dos dados para o formato da sintaxe de 
transferência e ativa a primitiva de comunicação do suporte (através da Interface 
de Serviços). Da mesma forma, no processo destino, o acionamento da primitiva de 
recepção deve ativar a Rotina de Interface para a conversão dos dados da 
representação externa para a sintaxe local.
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3.5 Programação de Aplicações Utilizando o SPML 
O sistema separa as atividades da programação em pequena e larga escala 
de uma aplicação. A programação em pequena escala compreende basicamente a 
construção de módulos e se divide em duas partes: A implementação do módulo em 
qualquer linguagem hospedeiro suportada pelo SPML e a sua descrição de 
interface, a DIM - Descrição de Interface de Módulo, escrita utilizando uma sintaxe 
específica. A programação em larga escala consiste na configuração da aplicação, 
utilizando uma linguagem de configuração de sistemas.
. 
3.5.1 Implementação do Módulo 
Para construir um módulo é o programador quem define a linguagem 
hospedeiro que melhor se adapta a tarefa a ser implementada ou ainda, 
simplesmente reutilizar um programa já codificado em uma determinada linguagem, 
realizando pequenas alteraçoes. 
As primitivas de comunicação do suporte de tempo de execução são os 
pontos de ligação entre a implementação do módulo e sua descrição de interface. 
Referências no código de implementação do módulo às funções de envio e recepção 
(Rotinas de Interface), implicam na ligação das primitivas de comunicação do 
suporte de tempo deexecução com o código do módulo. Como nas Rotinas de 
Interface estão embutidos os algoritmos que tratam da conversão entre a sintaxe 
local e a sintaxe de transferência e vice-versa, a codificação destas deve também 
ser realizada na linguagem hospedeiro, no sentido de facilitar estas manipulações 
de conversão. A idéia básica é portanto, que para cada linguagem hospedeiro seja 
gerada uma interface nesta mesma linguagem. 
Para comportar todos os tipos de comunicação suportados pelo sistema, esta 
interface deve apresentar procedimentos ou funções para o envio assíncrono, envio 
síncrono, recepção simples e seletiva; operações originalmente presentes no sistema 
ADES. A figura 3.4 ilustra as possíveis combinações destas operações no sentido de 
definir diferentes tipos de canais de comunicaçao. Estas operaçoes possuem 
parâmetros com as seguintes características em comum: 
- A mensagem é passada por referência. 
- A mensagem deve ser uma variável simples ou estruturada, cujo tipo é 
compatível com o do porto.
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- Para identificar o porto, seu nome é passado através de uma variável do 
tipo cadeia de caracteres. 
- O tamanho da mensagem corresponde ao número de bytes definidos pelo 
seu tipo. 
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Fig. 3.4 Combinação de Operações de Comunicação 
Para se obter a generalidade necessária em ambiente multi-linguagem, as 
operações de envio e de recepção correspondem a chamadas de funções ou 
procedimentos, identificadas igualmente por todas as linguagens e possuindo mesmo 
número de parâmetros. Uma sintaxe informal é definida para cada operação de 
comunicação, presente no sistema:
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A. Envio Assíncrono
_ 
envass(nome_por'to, end__msg, tam_msg, falha) 
O envio assíncrono especifica o porto de saída que transmitirá a mensagem, 
o endereço da mensagem, seu tamanho e uma condição de falha. 
Nesta operação, o fluxo da comunicação é unidirecional e o processo continua 
a sua execução logo após o envio. Este tipo de envio permite um maior grau de 
paralelismo entre os processos envolvidos, porém apresenta uma menor 
confiabilidade que o envio síncrono, uma vez que não é sinalizado no processo 
emissor o sucesso/-ou não da transferência assíncrona. O único tipo de sinalização 
de excessão fornecido no processo emissor é a de "falta de ligação” (porto não 
ligado) que é realizado através de um argumento de retorno que denominamos 
"falha". Um valor 1 indica a existência apropriada do canal de comunicação; e 
2 indica a detecção da inexistência do canal de comunicação (porto de saída não 
conectado): seguindo os valores deste parâmetro, o programador pode, se desejar, 
executar uma ação de tratamento de exceção. Abaixo são apresentadas as sintaxes 
possíveis para a chamada de envio assíncrono em diversas linguagens: 
Em C: envass(porto,&ms5,sizeof( nsg),fa.i1); 
Em Fortran: CALL ENVASS(PORTO,llSG,N,FAIL) 
onde: N 6 o número de b_YÍ.`8S ocupados por MSG. 
Em Pascal: envass(porto,nsg,Size0f(msg),fai1): 
onde: msg é definida como var; 
B. Envio Síncrono 
envs¡n(nome_porto, end_msg, tam__msg, timeout, end_rsp, tam_rsp, falha) 
Além dos parâmetros comuns às operações de comunicação, o envio síncrono 
apresenta parâmetros relativos à resposta esperada e ao sucesso da operação. 
A mensagem de resposta deve ser uma variável de tipo compatível ao do 
porto síncrono de saída. No envio a mensagem é passada por referência, 
juntamente com seu tamanho em bytes. 
O argumento de retorno "falha" é uma variavel inteira que identifica dois 
tipos de excessões: esgotamento de tempo e inexistência de ligação no porto de 
saída. Quando se deseja que o processo não espere indefinidamente por uma 
resposta, especifica-se uma constante inteira positiva no argumento "timeout". 
Assim se o tempo de espera pela resposta ultrapassar o período pré-estabelecido, o 
argumento "falha" retorna com valor 0, indicando o esgotamento de tempo. O
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programador pode, no tratamento da excessão, reativar o processo bloqueado, 
tomando os devidos cuidados quanto às consequências desta reativação. O valor -1 
para o argumento "tímeout" é utilizado para inibir esse mecanismo, isto é, fazer o 
processo esperar indefinidamente pela resposta. A deteção de falta na ligação é 
análoga à descrita na operação anterior, excetuando-se apenas que o retorno de 
"falha" com valor 1 indica o sucesso da operação. A codificação desta operação em 
diferentes linguagens é apresentada abaixo: 
Em C: 
penvsin(port›o,lmsg,zeof( msg),-1, &rsp,sizeof(rsp),fa.il); 
Em Fortran:
` CALL ENVSIMPORTO,HSG,NNSG,2,RSP,NRSPJFAIL) 
onde: NMSG é o número de bytes ocupados por MSG. NRSP é o número de bytes ocupados por RSP. 
Em Pascal: 
envsin(porto,msg,Size0f(msg),l,rsp,SizeOf(rsp),fa.il) 
onde: msg e rsp são declaradas como var; 
C. Recepgo 
rec:ebe(nome_porto, end_msg, timeout, 0, 0) 
A recepção possue cinco argumentos: O nome do porto de entrada que 
recebe a mensagem, a especificação de uma localização de memória onde será 
armazenada a mensagem, o tempo de espera máximo para a recepção e ainda outros 
dois parâmetros que serão utilizados somente na recepção seletiva. O parâmetro 
"t1'meout“ é um valor inteiro positivo na existência de espera de tempo e o valor - 
1 para indicar espera indefinida. Exemplos de sintaxe da chamada recebe são 
mostradas abaixo: 
Em C: › 
recebe(porto,&msg, -l, 0, 0); 
Em Fortran: 
CALL RECEBB(POR'l'0,\lSG, 10, 0, 0) 
Em Pascal: 
recebe(porto,msg, 0, 0, 0); 
onde: msg 6 declarada como var; 
D. Recepção Seletiva 
A recepçao seletiva, apresentada como mecanismo de codificação de não 
determinismo, está presente no suporte de tempo de execução, com duas funções 
que permitem a programação de recepções seletivas:
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recebe (nome_.porto, end_msg, timeout, sel, clausula) 
A função recebe habilita à recepção em um subconjunto de portos 
determinados na recepção seletiva. É possível implementar condições de guarda em 
cada porto (através de expressões booleanas) permitindo ou não a execução da 
função recebe, ou seja, habilitando ou não o porto à recepção. A função recebe 
habilita somente o porto para recepção da mensagem e retorna ao programa 
chamador, sem que a recepção propriamente dita tenha sido executada. Todos os 
portos habilitados por funções recebe dentro da recepção seletiva são colocados em 
uma f ila 
Os três primeiros argumentos são utilizados da mesma forma que na 
recepção não seletiva. A existência de várias partes elegíveis de tempo de espera 
faz com que o menor seja escolhido. O argumento sel é uma variável inteira que 
possui valor 1 significando que a recepção é seletiva. O argumento final é uma 
._ ~ cláusula que numera cada declaraçao recebe dentro de uma recepçao seletiva. 
recepção__seI(porto); 
A função recepcao__sel percorre a lista de portos habilitados e verifica a 
existência ou não de mensagem. Ao encontrar a primeira mensagem realiza a 
recepção propriamente dita. Porém se não existe mensagem na fila, esta função 
programa uma espera até o fim do menor timeout fornecido nas funções recebe. Se 
o menor timeout for zero, o processo deve continuar imediatamente a sua execução; 
se todos tempos de espera são iguais a -1 o processo permanece em espera até a 
chegada de uma mensagem. O argumento de retorno "porto" é uma string cujo 
valor indica o porto de entrada de onde a mensagem procede. Se no retorno da 
função, este argumento for nulo temos duas possibilidades: esgotamento de timeout 
(recepção bloqueante) e inexistência de mensagem (recepção não bloqueante). 
O exemplo em linguagem C a seguir, ilustra o uso destas funções em uma 
recepção seletiva. No exemplo, verificamos que o porto A está guardado (comando 
if). O próximo conjunto de portos é guardado por um comando de escolha, 
habilitando um porto do conjunto. O porto B não possue comando de guarda e por 
isso sempre é habilitado. Após a habilitação dos portos né realizada a recepção da 
mensagem e a identificação do porto de onde a mensagem procede, desencadeando 
a ação definida pelo programador para aquela recepção.
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streopy( portoA, " poz'bo_A") 
sf~r‹=‹›:››'(r›°rwB. "s›0rw_B")- 
sttc0py( portol, "porto_l ") 
strcopy(port›o2, " porto_2") 
strcopy( porto3, "porto_3") 
if (a == 2) ( 
recebe ( portoA. &msgA, -l, I, clausula); 
clausula 4+;
1 
switch (c) { 
case l: /5 instrucao 
recebe (portal, lzmsgl, -l, l, clausula); 
clausule. +§; 
instrucoes 1/ 
break; 
case 2: /¢ 0/ 
break; 
case nz /4 instrucao 
recebe (porwn, lzmsgn, -1. 1, clausula); 
clausula +4; 
instrucoes 1/ 
break; - 
default:/1 Nao se deseja recepcao em nenhum portofi/ 
break;
} 
recebe(portoB, &msgB, 10, 1, clausula); 
recepcao_se1 (porto); 
switch (porto) { /* instrucoes para cada porto, 
o default pode ser utilizado para tratamento de 
excecoes (esgotamento de tempo) *I
1 
E. Resposta V 
resposta(nome__por“to, end_msg-)
~ Na comunicaçao síncrona, após o processo receptor haver completado a 
recepção, este deve responder imediatamente ou após um bloco de instruções, 
fazendo uso da operação resposta. Esta primitiva está vinculada à recepção e o 
programador deve atentar cuidadosamente para esse fato, a fim de evitar erros. 
O primeiro argumento corresponde ao nome do porto de entrada que recebeu 
a mensagem. Isto é possível já que a resposta deve seguir a mesma via da 
mensagem recebida. Em seguida é fornecido o endereço da mensagem de resposta 
que deve ser uma variável de tipo compatível ao especificado pelo porto. 
Exemplos: 
Em C: 
res posta( porto,&rs p); 
Em Fortran 
CALL RES POSTA(PORTO,RSP) 
Em Pascal: 
resposta(porto,rsp); 
onde: rsp é declarada como var;
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3.5.2 Descrição de Interface de Módulo (DIM) 
A Descrição de Interface de Módulo é uma unidade de compilação que define 
as propriedades externas da implementação do módulo. A DIM possui uma sintaxe 
própria para especificar as seguintes informações: 
- Identificação do módulo
~ Informaçoes de interface 
- Atributos 
As informações de interface definem os portos do módulo usados para 
comunicação, através de declarações de portos. A declaração de um porto especifica 
a forma de sincronismo possível, a direção e o tipo dos dados da mensagem que 
são veiculados sobre este porto. As informações de atributo descrevem 
propriedades do módulo. 
Como as interfaces dos módulos devem ter uma notação independente de 
linguagem e de máquina, adotamos um sistema de tipos padrão na DIM que engloba 
a maior parte dos conjuntos de tipos apresentados nas linguagens correntes. 
Certos aspectos foram ponderados para a escolha do conjunto de tipos e da 
representação padrão dos dados, os quais apresentamos no próximo item. 
3.5.2.1 Definição de Uma Notação para a DIM 
Para o desenvolvimento de uma especificação de interface, onde se deseja 
uma linguagem de descrição de interface que forneça um denominador comum entre 
as linguagens de programação dos diversos ambientes da aplicação, alguns passos 
devem ser seguidos: 
1. Selecionar um razoável conjunto comum de tipos de dados. Estes tipos 
de dados em linguagem comum poderiam, por exemplo, incluir tipos como 
booleano, cardinal, inteiro, real, enumerado, string, array, record, 
sequence e apontador. 
2. Determinar como e para que estes tipos podem ser combinados» l¢V8~fld0 
em consideração as linguagens hospedeiros e as características de 
comunicação.
p
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3. Adotar uma notação sintática para definir tipos envolvidos nas interfaces 
de módulos. 
Em um ambiente heterogêneo uma comunicação trata com três tipos de 
representação de dados: sintaxes fonte e destino (ambas representações locais) e a 
sintaxe de transferência (representação externa). Estas sintaxes são representações 
ditas concretas e, possivelmente diferentes, dos mesmos dados. '_ 
As interfaces dos módulos, envolvidas com os dados e tipos compartilhados 
no sistema heterogêneo, devem ser descritas usando uma sintaxe abstrata, que 
abstraia o programador dos formatos das três sintaxes concretas citadas acima. A 
linguagem DIM é, neste sentido, introduzida como notação única que permite 
descrever as três sintaxes concretas, independentemente de linguagens e de 
máquinas. 
A linguagem de Descriçao de Interface de Módulo (DIM) é entao a notaçao 
usada para especificar as estruturas de dados presentes nas interfaces dos 
módulos do SPML. No sentido de facilitar a sua implementação, a linguagem DIM 
incorpora a notação XDR - Externa] Data Representatíon [Sun Microsystems 90] 
definida no contexto da rede Arpanet [McQuillan 77]. Desta forma, as descrições de 
interfaces se utilizarão de tipos e regras presentes na notação XDR, mais extensões 
próprias às necessidades impostas pelo paradigma de programação adotado. 
Fatores Determinantes para a Escolha do )fl)R 
XDR inclui tipos como: inteiro, real, booleano, enumerado, string, array, 
estruturado, união, apontador e outros como void e opaque data. Estes tipos são 
suficientes para formar um conjunto entre as linguagens usuais. A similaridade 
destes com os tipos da linguagem C permite também certas facilidades de 
programação em ambiente UNIX. 
Outro fator importante para sua escolha foi a possibilidade de conhecer e 
aproveitar ferramentas de conversão de dados disponíveis em ambiente UNIX, que 
facilitam a conversão de tipos XDR em tipos de linguagens como o C. A 
representação interna nestas ferramentas dos tipos XDR serve de sintaxe de 
transferência. Isto tudo diminui as necessidades de implementação, na construção 
do suporte. 
O emprego da linguagem ASN1 - Abstract Sintax Notation One, definida pela 
ISO e CCITT, foi cogitado. Esta notação se difunde cada vez mais nas descrições
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de formatos (sintaxe abstrata) dos protocolos da camada de aplicação no modelo 
OSI/ISO [ISO 87a] [ISO 87b]. Também a sintaxe de transferência definida no 
contexto do ASN1 é recomendada como representação externa, para uso nos 
protocolos de apresentação nas especificações MAP [McGuffin 871. Porém, o uso do 
ASN1 como base da DIM foi abandonado devido às dificuldades em se obter os 
últimos adendos onde se encontra a definição do tipo ponto flutuante e outras 
questões pendentes quanto à sua normalização. Dentro deste aspecto, o fato da 
notaçao XDR apresentar uma completa documentaçao e ferramentas já disponíveis 
em ambiente UNIX, foi decisivo para nossa escolha. 
A sintaxe XDR completa, que fará parte das especificações DIM, é 
apresentada no apêndice B e maiores detalhes podem ser obtidos em [Sun 
Microsystems 901. 
3.5.2.2 Sintaxe DIM 
No desenvolvimento de uma aplicação, após a decomposição modular, o 
programador identifica, para cada módulo, os portos de comunicação e transcreve 
na notação DIM os tipos de dados das mensagens a serem veiculados nestas 
interfaces. A transcrição deve ser realizada com cautela, uma vez que não há 
verificação da compatibilidade entre os tipos da linguagem de implementação do 
módulo (linguagem hospedeiro) e a linguagem de Descrição de Interface de Módulo. 
A seguir especifica-se passo a passo toda a sintaxe das declarações 
envolvidas na DIM, que permitem a instalaçao de um programa distribuído em um 
ambiente heterogêneo de linguagens. ' 
Linguagem de'Descrição de Interface de Módulo: 
1 - Palavras Reservadas e Identificadores Pré-definidos 
A Descrição de Interface de Módulo apresenta o seguinte conjunto de 
palavras reservadas: z
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ATTRIBUTE, ENDMODULE, lNCLUDE, IN, MODULE, PORT, OUT, REPLY. 
Os identificadores pré-definidos na DIM correspondem aos mesmos 
reservados na sintaxe XDR não podendo ser usados de outra forma. Sintaticamente 
são limitados por aspas '" "' (símbolos terminais), correspondendo a: 
Bool, case,. const, default, double, enum, float, hyper, int, long, opaque, 
short, string, struct, switch, typedef, union, unsigned, void. 
2 - Declarações DIM 
Na linguagem é previsto um conjunto de declaraçoes que permitem 
especificar as interfaces de módulos: 
Declaração da Descrição de Interface de Módulo 
desc_modu|o ::= "MODULE" nome_modu|o 
[dec|_inclusão] 
[dec|_tipo] 
[dec:I_porto] 
[decl_atr¡butos] 
"ENDMODULE" 
nome_moduIo ::= identificador 
II 'I N ~ As palavras reservadas "MODULE e ENDMODULE encapsulam uma descriçao 
de módulo definindo sua interface e atributos. O nome do módulo define um único 
módulo no sistema. Os itens subseqüentes descrevem todas as declarações que 
formam a DIM. Exceto o nome do módulo, todas as declarações são opcionais na 
descrição de interface. 
Declaração de Inclusão 
decI_¡ncIusao ::- INCLUDE |ista_nome , 
lista_nome ::=identificador ["," identificadorl* 
Esta declaração permite a inclusão de unidades de definição de tipos 
(UDT's), contendo declarações de tipos compartilhados entre módulos do sistema. 
Os .identificadores na declaração indicam os nomes das UDT's incluídas, sendo estes 
os mesmos nomes dos arquivos que as contêm.
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Declaração de Tipos 
decI_ti po ::= (def_t¡ po)+ 
_ 
Utilizada para declaração de tipos construídos que não se encontram em 
UDT's,_ mas são suportadas pelos portos do módulo. A declaração define 
identificadores ou etiquetas para os tipos seguindo a notação XDR. 
Exemplo: 
struct mens { /I mens representa 
int n; a estrutura definida */ 
float dados<50>; 
1; 
typedef int resposta[50]; /* resposta é um novo nome 
de tipo para um array de 
inteiros com S0 elementos 1/ 
Declaração de Portos 
deci_porto ::= "PORT" (esp__porto) + 
esp_porto ::= lista_porto "IN" 
"(" tip0_×dr ["REPLY" tipo_×dr] ")" ['tam_buf] 
}Iista_porto "0UT" 
, 
"(" t¡po_×dr ["REP1_Y" fip<›_×dr] ")" 
iista_porto ::= identificador ["," identificador]* 
tipo_xdr ::= identificador de tipo XDR 
tam_buf ::= "unsigned" "int" 
A declaração de portos define as interfaces do módulo em relação ao sistema. 
Os portos de entrada e saída são especificados pelas palavras reservadas "IN" e 
"0UT" respectivamente. O tipo de sincronismo, envolvido nas comunicações que 
utilizam estes portos, é caracterizado pela presença ou não da mensagem de 
resposta: "REPLY" e conseqüentemente pelo bloqueio do processo emissor 
esperando por uma resposta. O porto é síncrono se existe resposta e assíncrono 
em caso contrário. 
O tipo da mensagem é declarado entre parênteses, correspondendo a tipos 
simples definidos pela linguagem XDR, como inteiros, reais, booleano e void ou 
tipos construídos declarados a nível de descrição de interface ou de unidades de 
definição de tipos. Para o porto síncrono a declaração do tipo da mensagem 
resposta é feita após a palavra reservada "REPLY".
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Para o porto de entrada assíncrono pode ser associado após a declaração do 
tipo da mensagem um inteiro sem sinal que indica o número máximo de buffets de 
armazenamento de mensagens. Na ausência deste último é assumido por default o 
valor 1. Com exemplo: 
typedef opaque pacote[l28]; 
PORT 
beta. 2 OUT ( unsigned int REPLY bool); gama : IN ( float) 10; 
delta : OUT (pacote); 
Declaração de Atributos 
dec¡_atríbutos ::= "ATTRIBUTE" l¡sta_atr¡butos 
|ista_atributos ::= (Nomeatr "=" Valoratr)+ 
Nomeatr ::= identificador 
Valoratr ::= tipo_enumerado{"unsigned" "int" 
Os atributos especificam propriedades do módulo. O programador lista os 
possíveis valores das propriedades. Estas informações são utilizadas pelo tradutor 
da DIM e pelo processador da LINCS. 
Os exemplos de atributos especificados até o momento estão relacionados com 
a identificação da linguagem de implementação do módulo (linguagem hospedeiro), a 
identificação do processador onde ocorrerá a tradução, a versão do sistema 
operacional utilizado, a indicação da prioridade do módulo e os tipos de possíveis 
parâmetros de entrada e saída que o módulo pode conter. No primeiro caso o nome 
de atributo escolhido foi "lang" que é uma variável enumerada pré-definida pelo 
suporte, contendo como conjunto de valores as linguagens atualmente suportadas 
pelo SPML. Em linguagem XDR corresponde az 
enum lang { 
` C = 0, FORTRAN = 1, PASCAL = 2]; 
Então "Va1oratr" para "lang" conterá um destes elementos, correspondente à 
linguagem de implementação do módulo. 
Para a identificação da máquina onde vai ser traduzida a Descrição de 
Interface, também são utilizadas variáveis enumeradas pré-definidas, uma com o 
nome da máquina e a outra a versão do sistema operacional. Estas especificações 
são mostradas no apêndice B. Para a prioridade foi escolhida uma variável inteira 
sem sinal pré-definida denominada "prior".
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Se existem parâmetros de entrada e/ou saída no módulo, seus tipos (em 
~ ~ ' II II d notaçao XDR) sao listados após a variável parametros , na mesma or em que se 
apresentam na codificação do módulo. Como exemplo temos: 
ATTRIBUTE 
lang = PORTRAN; 
processador = S U N4; 
versao___SO = UNIX 4.0; 
' prior = S; 
parametros = (string, int, float, bool); 
Unidade de Definição de Tipos 
A unidade de definição de tipos (UDT) é uma unidade de compilação 
separada e serve para declarar tipos construídos que serão usados por diversos 
módulos. Cada módulo que utiliza tipos declarados em uma UDT deve incluí-la. As 
, ~ ~ UDT s sao compiladas com extensao .def. 
def¡niçâo_t¡po ::= def_tipo + 
A UDT segue a sintaxe XDR para a definição de tipos com "typedef" ou 
etiquetas seguindo as palavras-chaves "enum", "struct" e "union". 
Exemplo: 
typedef int nu_va1ores; 
st:-uct mens { 
num_va1ores n; 
float dados‹50›; 
1; enum disc { m = 0, 
med = 
var = 
dp = 
CV ^'= 4 }; 
union result switch (disc opted) { 
case m : float media; 
case med : float mediana; 
case var ' float variancia; 
case dp float desvio __pad:-ao; 
case cv float coef_variacao; 
default string ne.x‹30>; 
bi 
.ya 
1; 
3.5.3 Linguagem de Configuraçao 
A ferramenta inicial utilizada no processo de configuração é a linguagem de 
configuração, que possui um conjunto de comandos destinados a descrever a 
estrutura do sistema imaginada pelo programador. Os diversos comandos identificam 
os .módulos do sistema (definição de contexto), determinam a criação de instâncias 
de tipos módulos, interconectam estas instâncias formando canais de comunicação e
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sincronização, e descrevem o mapeamento lógico/físico, ou seja, informam em que 
entidades físicas serão executadas as instâncias. Todo este conjunto de instruções 
organizadas, seguindo a sintaxe definida pela linguagem de configuração, constitui 
a especificação do sistema. 
Em nossa abordagem, a linguagem de configuração escolhida para a 
especificação do sistema é a LINCS - Linguagem de Configuração de Sistemas, 
pertencente ao sistema ADES [Fraga 891. A fim de suportar programação mista, 
foram inseridas algumas modificações, porém praticamente toda sua sintaxe- foi 
mantida, mesmo a parte referente à configuração dinâmica que não está sendo 
objeto deste trabalho . 
A LINCS é uma linguagem declarativa cujas características mais relevantes 
são: 
- Configuração hierárquica : Permite definir subsistemas. 
- Reutilização de software : Instanciação de módulos facilitada pelas 
características de parametrização formal. 
- Separação de funções : Declarações independentes para cada operação 
necessária na configuração do sistema. 
- Atribuição de módulos às unidades de execução :Definição explícita das 
estações onde serão carregados os módulos. 
- Facilidades para a especificação de mudanças em configuração dinâmica : Proíbe 
a nomeação direta a entidades externas aos módulos, condição básica para 
mudanças em tempo de execução no sistema. 
As declarações da linguagem LINCS são classificadas em: básicas, inversas,
~ auxiliares e de estruturação. 
. As declarações básicas descrevem a estrutura do sistema, definindo contexto 
(USE), criando instâncias (CREATE) e interconectando módulos através de ligações 
de portos (LINK), destacando assim, a separação explícita de funções. 
As declarações inversas estão relacionadas à mudanças na configuração, 
envolvendo remoção de tipos módulos do contexto (REMOVE), destruição de 
instâncias (DELETE) e desligamento de portos (UNLINK).
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As declarações auxiliares definem constantes (CONST), famílias (FAMILY) e 
portos de módulos multi-tarefas (PORT). Estas duas últimas não são usadas no 
suporte SPML, pelo fato de não existir o conceito de módulos multi-tarefas. 
Finalmente as declarações de estruturação englobam as especificações de 
configuração, correspondendo a especificação inicial do sistema (SYSTEM) e a 
especificação de mudanças (CHANGE). A declaração de sub-especificação (GROUP 
MODULE) não é suportada pelo sistema, nesta versão multi-linguagens. 
A sintaxe dos comandos LINCS podem ser encontrados em [Souza,88] e 
[Abreu,91]. Destacamos a seguir, a sintaxe das duas declarações que apresentam 
modificações, para uso em programação com multi-linguagens: 
Declaração de Contexto 
decl_contexto ::= USE contexto ";" [contexto ";"]* 
contexto ::= (ctexto__tipo_modulo }cte×to_tipo_dado) 
ctexto_ti po_modu lo ::= i d_ti po_modu Io 
cte×to_t¡ po_dado ::= id_u n_def__ti po 
Em nosso suporte utilizamos o conceito de Unidade de Definiçao de Tipos ao 
invés do Módulo de Definição. 
Declaração de Instanciação 
decI_instância ::= CREATE decl_insta 
decI_insta ::= [localiza] lista_decl_insta 
localiza ::= [AT [ 1 ] STAT|ON ¡d_estação 
¡d_estação ::= "[" inteiro_positivo "]" 
I ¡sta_dc_i nsta 
instância 
def_ti po 
I¡sta_i nstância 
lista param 
[instância ";"]+ 
[l¡sta_insta ] [ ] def__t¡po 
¡d_tipo_mod [Iista_param] [atribui__índ|ce] 
id_insta ["," id__instância]* 
"(" parâmetros_reais °')" 
param_reais ::= parâmetro ["," parâmetro]* 
parâmetro ::= cadeia_de_caracteres 
atribui_índ¡ce ::= "<" ¡nteiro_positivo ">" 
Os parâmetros atuais de entrada e saída de um módulo, que foi 
originalmente escrito em linguagens clássicas como C, Pascal ou Fortran, são 
especificados na criação da instância do módulo, como mostrado no exemplo:
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CREATE AT STATION [0] : 
serv : zac.:-vl(5); 
geren(true) ‹l›; 
o‹:¡osa0 2 ociosa; 
simulal; 
CREATE AT STATION [1] : 
instal : t.ipol(2,3,tx-ue); 
3.6 Exemplo de Programação Utilizando o SPML 
Após a apresentação do método de programação utilizando o SPML, ilustra-se 
seu emprego em uma aplicação simples composta de dois módulos em linguagens 
diferentes. 
O exemplo constrói um programa de cálculo de autovalores de matrizes reais 
quadradas. A aquisição dos dados de entrada e o controle do programa distribuído 
é realizado por um módulo escrito em C. O cálculo dos autovalores é realizado por 
um módulo escrito em Fortran, que devolve os resultados ao módulo em C. A figura 
3.5 ilustra a aplicação; os códigos presentes nos arquivos de implementação de 
módulo são mostrados nas figuras 3.6 e 3.7. As descrições de interface destes 
módulos são apresentadas nas figuras 3.8, por fim apresentamos a especificação do 
sistema em relação à essa aplicação (figura 3.9). 
Esmçào 1 ESTAÇÃO 2
1 Modulo Fortran 
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Fig. 3.5 Representação Esquemática da Aplicação
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typalaf float ¡atel[l00]; 
atruct aotoval { 
float preal[l0]; 
float pinglllll; 
int iarr; 
ls 
typedal atruct autoval autøval; 
šišzzu
l 
¿alc_autoval(valores,apautov|l);
l 
void 
calc_autoval(val,apval) 
aatal val; 
autoval 'apval;
l 
int ti|eout,falh|,ndi|,n,i; 
strvv1lns1.'vS1'l: 
=1r‹mylnS2.'nS2'l; 
Íalha = ll; 
mass (psi, mdia, sizeoflndíll, ilalha); 
env;sin(ps2,val,sizeoflaalel),ti|eout,apval,sizeol(autovalMalha);
l 
Fig. 3.6 Implementação do Módulo Cliente em C 
iaplicit roal'8 (a-h,o-1) 
dilension a(l0,I0) 
diaension Ir(10), ri(10), MUO) 
integer ivI(I0), dia, tiaeout 
charactemø porto 
rum ¡atel(100l 
oouonlautovl Ir, Ii, ierr 
tilooul = -l 
porto = 'penl' 
di|‹= 0 
call recebe (porto, dio, tiaeout,0,0) 
porto = 'pen2' 
call recebe (porto, utel, ti|eout,0,0) 
I : 
8' 
3° = I, din 
= I, dil 
-'S' 
u 
-- 
_. § _. 
A(i,í) = |atel[l] 
end do 
cod do 
call rg (n. a, ar, Ii, lvl, lvl, ierr) 
all resposta (porto, autov) 
stop 
end 
Fig. 3.7 Implementação do Módulo Servidor em Fortran
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/=o1nnonoouLoomsrm‹/ 
p 
/›on|oona›uLocaLo1u›/ 
noouu diretor 
` 
uoouu caiam 
vom 
p 
mr 
psi :OUT (int); 
p 
\ 
penl : IN lint); 
ps2 : OUT (natel REPLY autoval); 
\ 
pen2 : IR (natal REPLY autoval); 
I 
ATTHIBUÍE ÁTTRIBIITE 
processador = SUN4; processador = SIM; 
versao_S0 = UNIX 4.0; versao_S0 = UNIX 4.0; 
prior = 5; 
\ 
prior = 5;
\ 
EIIUIIODULE EIIDKIUULE 
IRCLUUE txdr IIICLIDE txdr 
\ \ 
lang = C; lang = FORTRAI;
\ 
/' WT 'I 
I* Arquivo txdr.def 0/ 
typedef float |atel<i00>; 
struct autoval { 
float preal[1Ul; 
float pi|ag[l0]; 
int ierr; 
l; 
Fig. 3.8 As DIM's dos Módulos do Exemplo e a UDT Incluída em Ambos 
SYSTBI exenplo; 
USE diretor, calcula; 
p 
creme at smioalojz 
diretor; 
U 
caem: at smim[11z 
calcula; 
LINK 
diretor.psl T0 calcula.penl; 
diretor.ps2 T0 calcula.pen2; 
HU). 
Fig. 3.9 Especificação do Sistema
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3.7 Conclusão 
Neste capítulo descrevemos a estrutura funcional de um suporte para 
Programação Distribuída em Múltiplas Linguagens (SPML). Este sistema é separado 
em ferramentas de programação (linguagens DIM e LINCS) e em um suporte de 
tempo de execuçao. 
O estilo de programação do sistema ADES é assumido como paradigma no 
SPML e portanto 0 sistema apresenta características de programação modular. A 
separação entre interface e implementação de módulos permite que se trate as 
diferenças de linguagens e de máquinas em ambientes heterogêneos. A Descrição de 
Interface de Módulo é o meio utilizado para a resolução destas diferenças no SPML. 
A linguagem de Descrição de Interface de Módulo (DIM), baseada na notação XDR, 
permite a composição de programas distribuídos e ainda a transferência de 
informações neste ambiente multi-linguagens.
CAPÍTULO 4 
PROJETO DE UM PROTÓTIPO DO SUPORTE PARA PROGRAMAÇÃO 
DISTRIBUÍDA EM MÚLTIPLAS LINGUAGENS 
4.1 Introdução 
Neste capítulo são apresentados os aspectos de projeto e implementação do 
suporte para programação distribuída em múltiplas linguagens (SPML). O 
desenvolvimento de um programa distribuído no SPML envolve as seguintes fases: 
- Tradução da DIM: fase envolvendo ferramentas de análise e produzindo 
estruturas de dados intermediárias, correspondentes à interface do 
módulo e gerando como saída um arquivo de informações para a 
configuração e os códigos das Rotinas de Interface do módulo. 
- Configuração do Sistema: nesta fase O sistema é construído usando as 
ferramentas de programação (LINCS) para a especificação da configuração 
e a construção do sistema propriamente dita. O arquivo de informações 
gerado pela tradução da DIM é usado como entrada na tradução de 
especificações de configuração. 
- Gerenciamento em Tempo de Execução: aborda principalmente os 
mecanismos envolvidos com O escalonamento e comunicação no sistema. 
4.2 Tradução de Especificações DIM 
A tradução de cada especificação DIM é realizada pelo tradutor DIM e 
corresponde à análise sintática e ã geração de ações semânticas a partir de suas 
declarações: a análise sintática verifica se a seqüência de declarações obedece a 
certas convenções estruturais explícitas na definição sintática da DIM; as ações 
semânticas proporcionam a formação de estruturas de dados a serem utilizadas pelo 
Gerador de Rotinas de Interface e na geração de um arquivo de dados a ser 
utilizado pelo processador LINCS na configuração. As características do tradutor 
perrnite que este seja desenvolvido de acordo com a abordagens clássicas de 
compiladores [Setzer 851, [Kowaltowski 83] e [Aho 891. Na figura 4.1 apresentamos o 
diagrama funcional do tradutor DIM.
.Sëë.2í$.!z\l9_4 4.6 
cz . : ., ...
. : . . . . : . . : : : 
.i 
__-__T_
2
Z _
-
. 
.. 
í» 
1.: 
. 
. 
.I
Ç
É 
.¬ 
.-
l
z.. , .,. .. .. zi aàâzxsoon «mw vã mas muco E não smmcos 
i h UX 
z.â -J 'Ê 3-» 
--_-___-_T----- 
1» 
2
š 
.:¡.¬‹ÍÍ 
uv 
Fun 
_l->> 
.`¡ 
.". 
‹= 
3; 
.~. 
za 
.¬ 
;':2ä 
z.-'_a 
az 
ge- 
«- 
zz.-¬ 
'14 
DI o un ev 'Í ¶ D: D 'B Z 
GH' 'SL “R 
eu 
procedimento 
'H~£YI!'1'k.¡ ›‹' 
, de en ›‹--- L, age-v‹ f r-.- 
‹-›
. 
E 
Fãvfii
1 
_‹_ 
'qz-3 
-Q--. 
: 
zz 
» 
. 
...z 
. 
.zum 
.
, 
... 
. 
‹›- 
. 
., 
¡... 
.:-
_ 
V 
: 
Égá' 
...___ 
- 
.š 
‹í 
. 
O 
cz 
›-.-. 
. 
“' 
' 
.*-na 
ía 
I 
.
lv! 
:VP
n
" 
" 
L-. 
.. 
›« 
_4_.. 
_¢_. 
_¢_ 
_‹__ 
<_
_ 
¿.| 
‹í- 
z., 
‹-í 
\l‹ 
_.‹___ 
_¢_. 
I-Q. 
.- 3 I! C O 3 É Ú 
dados_residentes na memoria 
_. 7253 Mx !=.E€Lfl EEGIEIRD '=.§;.!'S.'.!€I= EI! DE .' Eêššiiií 55.305 fiI.=.iE'.'IOS au-›‹azenaMent›o eu disco 
dispositivo de saida 
'NL ` G EMIR -J” 0 G DE F["!hfi< 
Cthrúëáizfñí DE IIUERHC: 
-ii-D fluxo 
:aguas
' 
INI- FME -*iii chamada de procedieuento 
Fig. 4.1 Diagrama Funcional do Tradutor DIM. 
Antes de descrever cada item que compõe o diagrama mostrado, precisamos 
fazer algumas considerações iniciais sobre as declarações contidas na DIM. As 
especificações DIM se caracterizam por serem códigos fonte onde são encontradas 
unidades sintáticas, descrevendo a estrutura gramatical das especificações de
~ interface. Por exemplo, a declaraçao de um porto: 
PORT beta: OUT [float REPLY bool] ; 
Fig. 4.2 Árvore Sintática da Declaração de Porto
Capítulo 4 41 
Observando o que chamamos de árvore sintética da declaração de um porto, 
notamos que cada um de seus nós representa uma unidade sintática e que existem 
unidades compostas a partir de outras mais simples, indo até as elementares que 
~ ' ' N H I I! estao no primeiro nível (PORT,beta, : ,OUT,'( , etc.) e as quais denominamos itens 
léxicos. 
4.2.1 O Analisador Léxico 
O analisador léxico realiza a leitura da DIM, fazendo uma varredura linha a 
linha, agrupando os caracteres em itens léxicos. Para cada item léxico é definido 
um token que determina sua classe (identificador, número, palavra reservada) que 
é enviado ao analisador sintético. O analisador léxico tem também por tarefa o 
reconhecimento de erros léxicos, que pode ser, por exemplo, um símbolo especial 
inválido ou a formação incorreta de um identificador. 
Para a implementaçao foi escolhida a ferramenta Lex [Lesk 821, que gera um 
analisador léxico a partir de uma especificação de entrada. Esta especificação 
compreende um conjunto de expressões regulares e fragmentos de programas. As 
expressoes regulares definem os itens léxicos. 
Deste modo o analisador léxico particiona os dados de entrada, no nosso 
caso o arquivo fonte da DIM, em cadeias de caracteres que se encaixam nas 
expressões regulares, classificando-as em tokens, através dos fragmentos de 
programa associados às expressoes. Cada vez que o analisador léxico é chamado um 
item léxico é identificado e seu respectivo token é enviado ao analisador sintético. 
4.2.2 O Analisador Sintático 
O analisador sintético deve detectar erros sintáticos, ou seja, construções 
no programa fonte que não estão de acordo com as regras gramaticais da 
linguagem. O erro quando reconhecido, provoca a ativação, por parte do analisador 
sintático, do gerador de mensagens de erro para a emissão da mensagem 
correspondente. 
Foi escolhida para ser utilizada na implementação do analisador sintático 
para DIM a ferramenta Yacc [Johnson 78] que fornece meios para se gerar 
analisadores sintáticos. Para tanto, devemos fornecer um arquivo de especificaçao 
contendo as regras gramaticais que definem a sintaxe da linguagem cujos códigos
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serão analisados (no caso, a sintaxe da linguagem DIM). O analisador sintético se 
utilizará do analisador léxico definido acima para que este forneça as unidades 
sintáticas elementares (tokens) nos códigos fontes. Os tokens são organizados 
segundo as regras gramaticais especificadas, que ao serem reconhecidas 
desencadeiam ações correspondentes, executando códigos especificados pelo 
projetista do analisador. 
No processo de análise, o analisador sintático percorre um código fonte, 
classificando tokens em unidades sintáticas elementares, agrupando-as, segundo 
regras gramaticais, em unidades gramaticais compostas, construindo entao a árvore 
sintática correspondente à especificação DIM. Sempre que uma regra gramatical é 
reconhecida sao ativadas açoes semânticas do analisador de contexto. 
4.2.3 O Analisador de Contexto 
O analisador de contexto deve criar as estruturas de dados correspondentes 
às especificações de interface do módulo: as tabelas de símbolos, portos, arrays, 
records e atributos. Através destas estruturas o analisador insere, busca e 
classifica os identificadores contidos na DIM. 
O analisador de contexto é responsável pela deteção de erros de contexto, 
como por exemplo, a deteção da inexistência de um identificador na tabela de 
símbolos, quando de acordo com a regra gramatical este já deveria ter sido 
declarado. 
Estas ações semânticas, em parte, são realizadas pelas ações inseridas 
através do Yacc e em outra pelas ações indicadas na especificação do Lex. 
4.2.4 Principais Estruturas de Dados Presentes no Tradutor DIM 
Tabela de Símbolos 
A tabela de símbolos é uma tabela que contém entradas para os 
identificadores de tipo definidos pelo usuário na especificação DIM, e todos os 
identificadores que se referem à comunicação: o tipo de sincronismo dos portos e 
os tipos das mensagens que estes suportam. 
A tabela de símbolos é a estrutura de dados central do gerador das Rotinas 
de Interface, pois a esta ligam~se outras estruturas necessárias para completar
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toda a informação sobre um identificador presente em uma especificação DIM. Nesta 
tabela cada item é composto por quatro campos: nome, classe, tipo e indt, 
conforme [Setzer 851. O nome do identificador é a própria cadeia de caracteres 
reconhecida pelo analisador léxico. A classe revela o que o identificador significa: 
um módulo, um tipo, um campo de uma estrutura, um porto, um atributo ou uma 
constante. O tipo está relacionado à classe e complementa a informação sobre o 
identificador, determinando sua função ou a que tipo de estrutura este se refere. 
indt é um índice que pode referenciar outra tabela, fornecer informações sobre o 
tamanho do tipo ou ainda apontar para um outro item da tabela de símbolos. 
Tabela de Portos 
Em cada elemento desta tabela encontram-se as informações associadas a um 
determinado porto. Apresenta em cada entrada, ponteiros que indicam na tabela de 
símbolos, o módulo que possui o porto, o tipo de mensagem veiculada por este além 
de outras informações. 
Tabela de Arrays 
Quando é identificado um tipo array nas especificações DIM, este é inserido 
na tabela de símbolos; o campo indt possui um índice que referencia a entrada em 
uma tabela de arrays, onde são descritas as características do mesmo. 
Tabela de Registros 
De maneira análoga aos arrays, também existe uma tabela que descreve os 
registros (records) declarados na DIM. 
Registro de Atributos do Módulo 
Quando a tabela de símbolos está sendo formada, para incorporar os 
atributos do módulo é formada também uma estrutura que concentra todas as 
características descritas sobre os mesmos. Esta estrutura é o registro de atributos 
do módulo.
H 
4.2.5 Gerador das Rotinas de Interface 
O Gerador de Rotinas de Interface (GRI) é a ferramenta responsável pela 
geração dos algoritmos envolvidos com o tratamento da heterogeneidade 
linguagem/máquina e da interface de comunicação do suporte de tempo de 
execução, apresentando alguns aspectos similares à proposta do sistema Horus
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[Gibbons 871. Seu objetivo é liberar o programador do módulo das questões 
pertinentes à comunicação tais como: formato dos dados das mensagens, 
peculiaridades do sistema operacional, diferentes representações de tipos, etc, 
fornecendo ao usuário um nível de interface de mensagem padrão entre processos. 
Para cada porto de comunicação está associada uma Rotina de Interface, que 
é fundamentalmente, um código composto de uma parte de declarações de tipos 
(correspondentes as informações de portos e mensagens), um cabeçalho do 
procedimento de envio ou recepção e o corpo deste procedimento, que contém 
ações cujo objetivo é: 
- Serializar os dados da mensagem no caso de envio através do uso de 
rotinas de conversão para a sintaxe concreta do XDR; 
- Invocar as rotinas de comunicação do suporte de tempo de execução; 
- Desserializar os dados da mensagem no caso de recepção através das 
rotinas de conversão e passar a mensagem ao processo receptor. 
Este código será gerado na mesma linguagem do módulo associado. 
O Gerador de Rotinas de Interface é independente das linguagens e 
máquinas; todas as informações sobre as construções da linguagem hospedeiro e os 
formatos de máquina são armazenadas em Especificações de Linguaguem e 
Especificações de Máquina, respectivamente [Gibbons 871. Desta forma a função do 
gerador é analisar a Tabela de Símbolos e conforme as especificações de linguagem 
e de máquina gerar o código das Rotinas de Interface. A figura 4.3 ilustra os 
componentes usados para a geração das rotinas. 
ESTšgIURA 
DADOS DIN 
ESPECÉEICACAD' ESPECÊÊICACAD 
LINGUAGEM MAQUINA 
GERADOR 
DE RDIINAS 
DE INTERFACE 
RDTINAS DE 
INTERFACE 
Fig. 4.3 Geração das Rotinas de Interface.
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A estrutura funcional do Gerador de Rotinas de Interface segue também a 
estrutura de Compiladores. Assim, o gerador inicia seu processamento seguindo 
passo a passo a Tabela de Símbolos do módulo e dependendo do elemento da 
tabela, aciona a interação dos analisadores sintático e léxico, que agem sobre uma 
parte determinada da especificação de linguagem e/ou máquina e, através das 
ações semânticas e de geração de código produzem os diversos códigos que 
correspondem às Rotinas de Interface. 
O Gerador de Rotinas de Interface será escrito em C e utiliza analisadores 
sintático e léxico, implementado também a partir das ferramentas Yacc [Johnson 78]
~ e Lex [Lesk 821, para o processamento das informaçoes de entrada. 
As especificações de linguagem e de máquina não são atribuições do 
programador de módulo, mas do responsável pelo suporte, que implementa para 
cada linguagem presente no sistema a respectiva especificação de linguagem e, 
analogamente, para as diferentes máquinas da rede. Detalhamos a seguir as 
diversas características da implementação das especificações citadas. 
4.2.5.1 Especificação de Linguagem
~ Como a descriçao de interface de módulo possui todos os tipos definidos em 
)_fl)R, cada especificação de linguagem hospedeiro deve conter um conjunto de 
comandos que especifica completamente a correspondência dos tipos XDR com os 
da linguagem hospedeiro, podendo apresentar também, um tratamento mais 
elaborado quando nao existe correspondência direta, com comandos de composiçao e 
decomposição de tipos. 
O conjunto de comandos que fazem parte da especificação de linguagem são 
processados pelo Gerador de Rotinas de Interface que emite código, segundo estes 
comandos, em linguagem hospedeiro para: 
- Declarações de tipos; 
- Serialização e desserialização dos tipos de interface; 
- Geração do corpo das Rotinas de Interface. 
Cada linha de comando consiste de uma declaração de geração e de uma 
linha de caracteres com espaços significativos. Esta linha é composta de
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identif`icadores pré-definidos da linguagem alvo e de nomes de variáveis 
correspondentes a atributos de um elemento da Tabela de Símbolos. 
O Gerador de Rotinas de Interface processa então o seguinte conjunto de 
comandos: WRITE, REPEAT, NEXT, MARSHAL e M_MEMBER. A seguir descrevemos os 
comandos do gerador, conforme são utilizados nas diferentes partes de uma 
especificação de linguagem (declaração de tipos, conversão de dados, corpo das 
Rotinas de Interface) para a geração de todo código necessário para formar as 
Rotinas de Interface. 
Declaração de Tipos 
A especificação de linguagem possui para cada tipo definido na DIM uma 
especificação de tipo, que contém todos os comandos necessários para gerar a 
declaração daquele tipo na linguagem hospedeiro. 
Por exemplo a declaração de tipo para uma string em C, cujo identificador 
na DIM é "escolha" e tamanho 80, seguirá o seguinte comando: 
string esco1ha‹80>; ~ 
WRITE typedef char $type__name[$va|ue]; 
O comando WRITE emite a linha de caracteres correspondente ao texto fonte 
da Rotina de Interface. WRITE é a declaração básica de geração de código. No 
exemplo, o Gerador de Rotinas de Interface substituirá $type_name pelo 
identificador "escolha" e $value por 80. A Rotina de Interface conterá a seguinte
~ linha após a efetuaçao deste comando: 
typedef char escolha[80]; 
O comando WRITE é insuficiente para emitir declarações de tipos construídos 
que possuem um número arbitrário de elementos. Assim, mais duas declarações de 
geração são fornecidas: REPEAT e NEXT que oferecem a possibilidade da construção 
de um loop para declarar elementos de uma seqüencia arbitrária. REPEAT ê uma 
declaração de controle do gerador, WRITE possui a linha de caracteres 
correspondente a declaração dos membros da seqüência e NEXT separa-os, podendo
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interpretar os caracteres de formatação do C como \n para nova linha e \t para 
tabulação, e também marca o final do Ioop. As variáveis na linha associada ao 
WRI'I'E referem-se a identificadores (na Tabela de Símbolos) do membro daquela 
iteraçao. 
Considerando uma DIM que define um registro chamado "tabela" consistindo 
de uma string denominada "nome" e de um inteiro "identidade", a seguinte 
declaração de geração seria então utilizada para a linguagem Pascal: 
WRITE type $type__name = reoord 
REPEAT (n_f¡e|ds) 
WRITE $f¡eId_name : $fie|d__type_name; 
NEXT 
WRITE end; 
O gerador emitiria o seguinte código para a Rotina de Interface em questao: 
type tabela = record 
nome : string[20]; 
identidade : integer 
end; 
É importante perceber que todo o conhecimento sobre um tipo particular é 
isolado dentro da especificação para aquele tipo, uma mudança em um tipo acarreta 
~ ~ somente a ,modificaçao da especificação 'associada a ele, o restante permanece 
inalterado. 
Conversão de Dados 
Para a conversão dos dados das mensagens a especificação de linguagem 
utiliza a mesma estrutura da declaração de tipos, com a diferença da inclusão de 
alguns novos comandos. 
A conversão é realizada por "filtros" existentes na biblioteca XDR, que 
corresponde a um conjunto de funções que convertem dados entre as 
representações local e streams )CDR (representação de transferência). Os filtros 
possuem função tríplice: codificar, decodificar e liberar memória que um filtro 
possa ter alocado. Assim, os comandos de geração emitem chamadas a estes filtros 
de acordo com o tipo a ser convertido.
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A biblioteca XDR fornece os chamados "filtros primitivos" correspondendo 
aos tipos básicos suportados pelas linguagens clássicas. A figura 4.4 lista estas 
funções correspondentes aos tipos da linguagem C: 
C Type Filter XDR Type 
char 
short Int 
unsigned short Int 
Int 
unsigned Int 
long 
unslgned long 
float 
double 
vold 
BHUITI 
×dr__char () 
×dr__shon'() 
×dr_u_short () 
×dr_Int () 
×dr_u__Int () 
×dr_Iong () V 
×dr_u_Iong () 
×dr_float () 
xdr_double () 
×dr_void () 
×dr_enum () 
Int
` 
Int
' 
unsigned int 
Int 
unsigned Int 
Int 
unsigned Int 
float 
double 
void 
Int 
Fig. 4.4 Filtros Primitivos 
Os filtros apresentam dois argumentos, o primeiro é um apontador para o 
controlador da "fonte XDR", o segundo é o endereço do dado de interesse (obtido 
na passagem de parâmetros do módulo quando é requisitado a comunicação). 
O meio onde os filtros lêem e escrevem os dados na representação padrão 
denomina-se "fonte XDR" ou "stream XDR", que pode residir em qualquer meio: 
memória, disco, tape, etc. A biblioteca XDR possui três tipos de streams: standard 
I/O, memory e record streams, e também podem ser criados streams usuários. 
O controlador XDR suporta a abstração de stream XDR. Ele possui informação 
sobre a operação sendo aplicada ao stream, um vetor de operações e alguns dados 
privados (que não devem ser alterados). O vetor de operações contém o endereço 
das funções que realmente lêem, escrevem dados e destroem streams. A operação é 
definida na criação do stream. Os streams XDR constituem a sintaxe concreta, 
utilizada como representação de transferência na comunicação entre ambientes 
heterogêneos. Maiores detalhes sobre streams e o controlador XDR podem ser 
obtidos em [Corbin 901. 
Em adição aos filtros primitivos, a biblioteca XDR fornece filtros para tipos 
construídos comumente usados: string, byte,vetor, array, union. A sinopse destes 
filtros são descritos no apêndice B.
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Notamos que a biblioteca XDR não fornece um filtro para registros, porque 
seria difícil saber antecipadamente os tipos dos membros da estrutura. Os filtros 
para registros são denominados custom filters e se comportam como procedimentos 
que chamam outros mais primitivos. Para implementar esses filtros utilizamos 
comandos de geração na especificação de linguagem. 
Após estes esclarecimentos podemos descrever como é especificada a 
conversão de dados, através dos comandos de geração. 
O código para codificar/decodificar os dados depende do tipo do dado e, se 
for tipo construído, depende também dos tipos de seus membros. Para emitir o 
código que utiliza um filtro XDR, introduzimos um novo comando de geração o 
MARSHAL, onde a linha de caracteres associada é uma chamada a um filtro XDR. 
Para exemplificar começamos com um tipo primitivo. Considerando na DIM, a 
declaração de uma mensagem cujo tipo é um enumerado, o seguinte comando é 
especificado: 
MARSHAL xdr_enum(xdrs, objp) 
onde xdrs é o controlador de stream e objp o endereço do dado. É 
importante perceber que é usado o mesmo comando MARSHAL tanto para a 
serialização quanto para a deserialização, o filtro sabe qual é a operação desejada 
devido a definição da mesma na criação do stream. 
Para um tipo construído, digamos a string "exemplo" de tamanho 80, teremos 
o seguinte comando de geração: 
MARSHAL ×dr_string(xdrs,&obj p, $va|ue) 
onde &:objp é o endereço do apontador da string, $value o tamanho. No caso 
de uma string variável $value seria de tamanho máximo. Logo para a string 
"exemplo" o gerador emite: 
xdr_stri n g(xdrs, &objp,80) 
Na montagem de filtros de estruturas para tipos registro introduzimos o 
comando M_MEMBER que redireciona para o filtro correspondente ao tipo do campo
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definido por $type_fiiden (valor retirado da Tabela de Simbolos). As linhas de 
comando para a geração de um custom filter são: 
wR|TE bo‹›|_t 
MARSHAL ×dr_$type_name(×drs, objp) 
WRITE XDR *xdrs; 
WRITE $type_name *objp; 
WRITE { 
REPEAT (n_fieIds) 
WRITE if (! 
M_MEMBER xdr_$type_f¡iden ) { 
WRITE r'eÍUrn(FALSE); 
WRITE } 
NEXT 
WRITE return(TRUE); 
WRITE } 
O filtro será chamado pela Rotina de Interface como um procedimento, com a 
seguinte linha de comando: 
MARSHAL xdr_$type_name(xdrs, objp) 
Como exemplo, suponhamos a estrutura definida na Unidade de Definição de 
Tipos (UDT) do exemplo do capítulo 3: 
struct autoval { 
float prea.l[l0]; 
float pima.g[l0]; 
int ierr; 
1; 
A rotina de conversão emitida pelo gerador será.: 
boo1_t 
xdr_autova.l(xdr, objp) 
XDR fxdrs; 
autoval fiobjp;
{ 
if (!xdr__vector(xdrs, (char *)objp->prea.l, 10, sizeof(float), xdr_float)) { retuz-n(FALSE);
} 
if (!xdr_vector(xdrs, (char ¢)objp-›pimag, 10, sizeoflfloat), xd.r_float)) { return(PALSE);
l 
if (!xdr__int(xdrs,âobjp->ierr)) { 
return(PALS!-2); 
} '
. 
retui-n(TRUE);
1
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Corpo das Rotinas de Interface 
Também na especificação de linguagem estão as linhas de comando para a 
emissão do código que declara a Rotina de Interface como um procedimento. 
Para cada tipo de comunicação existe uma Rotina de Interface associada. O 
gerador analisa os portos descritos na Tabela de Símbolos para emitir as Rotinas 
de Interface necessárias. Em todas são incluídas a biblioteca XDR e as definições 
de tipos necessários; também são criados os streams e definidas as operações de 
conversão de dados (de acordo com o sincronismo da comunicação). 
O apêndice C traz uma especificação de linguagem completa da emissão de 
Rotinas de Interface para todos os tipos de portos. 
A figura 4.5 ilustra sinteticamente os arquivos gerados a partir da 
especificação de linguagem C, para a estrutura "tabela" definida em uma DIM, e 
considerando a parte das Rotinas de Interface que trata do envio assíncrono desta 
variável. 
4.2.5.2 Especificação de Máquina 
As especificações de máquina contêm informações sobre a ordenação dos 
bytes na máquina, o tamanho e a representação dos tipos primitivos de hardware 
como: caracter, inteiros com e sem sinal de vários tamanhos e, para os tipos de 
ponto flutuante. Desta forma, toda a informação para conversão de dados que 
depende da máquina é fornecida. No apêndice C, mostramos um exemplo de 
especificação de máquina para estações de trabalho SPARC-SUN (escopo do trabalho 
simplificado na primeira versão).
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I' Especicação Linguagem C 'I 
I' DIN 'I 
I' Declaracao de Tipos 'I 
IHITE struct $type_nane { 
HEPEAT (n_tields) 
IRITE $field_type_nane $field_nane; 
struct tabela { NEXT 
string none[20]; IRITE }; 
int identidade; 
}; I' Enissao das Rotinas de Conversao 'I 
KARSHAL xdr_$type_nane(xdrs, objp) 
I' Enissao das Rotinas de Interface 'I 
Gerador de Rotinas de Interface 
I' Rotinas de Conversao 'I I' Rotinas de Interface 'I 
struct tabela { 
char none[20]; void 
int identidade; enviass(porto,nsg,tansg,apfail) 
l: Í 
typedef struct tabela tabela; 
bodl_t xdr_tabela(&xdr_hendle,(tabela ')nsg); 
xdr_tabela(xdrs,objp) 
ii'(!xdr_strin9(...)) Í
U
l 
1fu×ór_intt...ll { 
u-u 
Fig. 4.5 Especificações de Entrada do Gerador e Códigos Gerados 
4.3 Geraçao de Dados para Configuracao 
O gerador de dados para configuração é a entidade responsável pela 
obtenção de informações das tabelas de símbolos, de portos e do registro de 
atributos, e pela conseqüente preparação destas informações como dados de 
entrada necessários para a configuração. A extração das informações destas tabelas 
é realizada por um código de programa que é ativado quando da sinalização da não 
ocorrência de erros nas análises léxica, sintática e de contexto no código fonte da 
DIM.
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As estruturas geradas para a configuração contêm as seguintes informações: 
Informações de Portos do Módulo 
- nome do porto 
- tipo da mensagem 
- unidade de definição 
- prioridade 
- tipo do porto 
- tamanho do buffer 
Informações dos Atributos do Módulo 
- linguagem de implementação do módulo 
- processador onde foi realizada a tradução 
- versão do sistema operacional utilizado 
- prioridade do módulo 
- índice do módulo 
4.4 Configuração do Sistema 
Até o momento discutimos a especificação dos componentes elementares de 
um sistema distribuído: os módulos; que permitem a definição de tipos dos quais 
podem ser criadas instâncias. Agora, abordamos a construção do sistema a partir 
desses módulos escritos nas diversas linguagens. Recordando a figura 3.3 (item 
3.4) percebemos que a partir do sucesso de uma especificação de sistema, o 
tradutor LINCS cria uma tabela de configuração para cada estação de um sistema 
distribuído, representando a estrutura lógica do software em cada entidade física 
(processador) do sistema. O construtor do sistema carrega em cada estação uma 
instância do suporte de tempo de execução, o Gerenciador de Estação, que a partir 
de .um procedimento de iniciação monta o sistema, seguindo as informações da 
respectiva tabela de configuração (processo de configuração estática).
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4.4. 1 Processador LINCS 
O processador LINCS de forma semelhante ao tradutor da DIM é composto 
por várias unidades funcionais destinadas a ler as especificações de configuração, 
processá-las e gerar estruturas de dados correspondentes ao tipo de especificação. 
O diagrama da figura 4.6 apresenta os aspectos funcionais do processador. 
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Figura 4.6 Processador LINCS 
No sentido de atender a utilização em ambientes heterogêneos de 
programação, o processador LINCS teve que sofrer um conjunto de alterações em 
vários de seus aspectos originais. Por questões de simplicidade nos limitamos a 
certos detalhes ligados a estas alterações, principalmente devido ao fato de não 
haver mais os conceitos de módulo multi-tarefas, de grupo de módulos e família de 
portos. Aspectos mais completos sobre o processador LINCS e as estruturas de 
dados resultantes do processamento de uma especificação de configuração podem 
ser obtidos em [Souza 88] e [Abreu 911. 
4.4.1.1 Alterações no Processamento de Declarações LINCS 
Neste item serão citadas as declarações LINCS que apresentam modificações 
no seu processamento, no sentido de atender a programação em ambientes 
heterogêneos. 
Processamento da Declaração de Contexto (USE) 
Esta declaração tem por objetivo a determinação de tipos módulos e de 
unidades de definição que comporão a configuração do sistema. No seu 
processamento é verificado pelo processador LINCS a existência dos códigos
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referentes aos tipos módulos no sistema de arquivos da estação de trabalho e em 
seguida, a cada módulo identificado nesta declaração é atribuído um índice que o 
identifica no contexto do sistema. 
Processamento da Declaração de Instanciação (CREATE) 
O processamento desta declaração cria a estrutura denominada "instância" e 
a insere em uma estrutura "estação", já existente na base de dados do suporte de 
configuração, correspondente à entidade física onde a instância será executada. 
Também são validados os parâmetros reais que devem ser fornecidos caso o tipo 
módulo contenha parâmetros de entrada e/ou saída. A instância é representada 
pela seguinte estrutura : 
struct instancia { 
char id_insta[], id_t.ipo[]; 
int ind_t:ip__mod; 
char *param[]; 
struct instancia flprox; 
); 
Com os dados obtidos no arquivo de dados do módulo, é realizada uma 
validação em relação à compatibilidade do tipo de processador existente na estação 
e o indicado nos atributos do módulo da DIM. A validação dos parâmetros reais é 
realizada através da leitura e comparação com os dados referentes aos tipos 
correspondentes, listados no atributo "parâmetros" da DIM correspondente. 
Por fim, é atribuído um índice à instância que é único a nível de estação e 
que a identifica nas operações do sistema operacional distribuído. A nível de 
sistema a instância é identificada por uma hierarquia de campos com atributos de 
~ ~ ~ localizaçao (concatenaçao dos índices da estaçao e da instância). 
4.4.1.2 Base de Dados Representativa da Configuração Especificada 
O sucesso da tradução e validação da especificação resulta em uma estrutura 
de dados global do sistema, composta de estruturas referentes a estações, tipos, 
instâncias, conexões, etc. A base de dados formada por esta estrutura hierárquica, 
uma vez que a configuração definida pela especificação correspondente esteja 
instalada no sistema, passa a ser o estado atual de configuração do sistema. Esta 
base de dados estará armazenada no sistema_de forma a poder ser recuperada 
quando necessária.
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4.4.1.3 Tabelas de Configuração 
Obtendo as informações geradas na tradução da especificação de 
configuração (declaração System), são geradas as tabelas de configuração 
específicas para cada estação do sistema que contêm informações sobre : 
id. sistema Eslaâo ~ ~ 
'd.\ipu ind.\¡p.mod |J_`\ng¡ |_ pu ¡¡¶_`Ê`;¡ 
lfld-Ê' 
| 
nrozsr 
I 
Imsrfmsr umarsr
|
3 š› Lil 
Fig. 4.7 Base de Dados Representativa do Estado de Configuração do Sistema 
- O índice da estação 
- Número de tipos módulos 
- Informações de tipos módulos 
- Número de instâncias 
- Informações de instâncias 
- Número de conexões 
~ ~ - Informaçoes de conexoes dos portos 
Esses dados serão utilizados pelos procedimentos de iniciação das estações. 
Para construir o sistema, o procedimento de iniciação de cada estação através dos 
serviços do seu Gerenciador de Estação, utilizando as informações contidas na 
respectiva tabela de configuração, cria os blocos de controle dos tipos módulos, 
carrega os códigos, cria as instâncias e seus blocos de controle tornando-as aptas 
para a execução.
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4.4.2 Programa Construtor 
_. - O procedimento de iniciaçao em cada estaçao, na sua execução precisa de 
três elementos: a tabela de configuração, o Gerenciador de Estação e os códigos 
aplicativos. Várias soluções são possíveis para criar as condições de execução do 
procedimento de iniciação, porém duas abordagens são sugeridas: 
- A primeira utiliza um sistema de arquivos de rede (NFS) [Sun 
Microsystems 90] que permite o acesso transparente a arquivos no sistema 
distribuído, fornecendo independência de sistema operacional, de máquina 
e acesso transparente. Assim, para construir o sistema, a estação de 
trabalho cria em cada estação, uma instância do Gerenciador de Estação e
~ executa o procedimento de iniciaçao que utiliza o serviço NFS para 
acessar os arquivos necessários. 
- Outra proposta é a utilizaçao de um processo servidor, criado durante 0 
boot da máquina, e que seja responsável pelo recebimento dos códigos 
dos módulos e da tabela de configuração, através dos recursos de 
comunicação do sistema. Desta forma, o construtor na estação de trabalho, 
ativa esses servidores e envia os códigos às estações, cria instâncias do 
Gerenciador de Estação e são executados os programas de iniciação. 
4.5 Gerenciamento em Tempo de Execuçao 
O suporte de tempo de execução deve implementar todas as abstrações do 
modelo de programação adotado. No sentido de facilitar a implementação do suporte 
do SPML, foi definida como camada subjacente o sistema UNIX, possibilitando então 
que vários serviços e ferramentas disponíveis neste ambiente fossem utilizados nas 
implementações desejadas. 
No caso das abstraçoes do paradigma de programaçao utilizado, no sistema 
original, estas eram implementadas através de um núcleo especialmente 
desenvolvido (NTR [Nacamura 881). A implementação destas mesmas abstrações sobre 
o sistema UNIX, deve se utilizar de conceitos e serviços deste último. É o caso, 
por exemplo, de processos UNIX usados para implementar o conceito de 
processosfinstâncias do módulo adotado.
~ O suporte de tempo de execuçao do SPML, deve manter praticamente a 
mesma interface de serviços do NTR. No sentido do gerenciamento das abstrações 
do modelo de programação, são também mantidas praticamente as mesmas estruturas
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de dados presentes no NTR. Na implementação deste suporte sobre o sistema UNIX, 
a solução empregada foi a de centralizar todas as estruturas do suporte (e por 
conseqüência dos serviços) sobre um processo UNIX: O Gerenciador de Estação. As 
interfaces de serviços (primitivas do NTR) estão disponíveis em todos os processos 
que compõem a aplicação. Estas primitivas quando acionadas podem envolver um 
processamento local (Rotinas de Interface) antes de serem acionadas e ativarem os 
serviços correspondentes no processo Gerenciador de Estação. A passagem do 
pedido de serviço se dá através da camada inferior (sistema UNIX), usando os 
mecanismos de comunicação desta (serviços de socket). A figura 4.8 ilustra a 
interação dos processos/instâncias de módulos com o Gerenciador de Estação. 
Figura 4.8 Solicitação de Serviços ao GE 
4.5.1 Visão Global do Gerenciador de Estação 
O Gerenciador de Estação (GE) corresponde a um processo do Sistema 
Operacional UNIX, onde são mantidas todas as informações sobre as entidades 
definidas no modelo de programação (tipo módulo, processo/instância de módulo, 
portos, etc.), presentes na estação. Diante disto, o Gerenciador de Estação 
centraliza aspectos como a configuração da estação. Na criação de instâncias dos 
módulos, o Gerenciador de Estação executa uma chamada fork do UNIX que cria um 
processo filho, em seguida uma chamada exec associa um arquivo de código 
executável (tipo módulo) ao processo/instância. Na seqüência da configuração os 
processos/instâncias devem ser "ligados" através de seus portos. Estas ligações 
devem passar pelo GE. 
No momento da inicialização do GE um socket (mecanismo presente no UNIX 
que será usado tanto para comunicações locais como remotas entre processos) é
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criado e habilitado a receber comunicações provenientes de sockets dos 
processos/instâncias. As instâncias devem logo no início chamar a rotina start da 
Interface de Serviços, que cria o seu socket de comunicação. Este procedimento 
habilita a instância a realizar uma solicitação de qualquer dos serviços do
~ Gerenciador de Estaçao. , 
No escalonamento de processos, o NTR usa uma política de preempção a 
prioridades. A implementação desta política no suporte do SPML é feita com o 
Gerenciador de Estação se utilizando de facilidades UNIX de sincronização entre 
processos (signals), controlando com isto a execução de seus processos filhos 
(instâncias de módulos). 
Também obedecendo os mecanismos de comunicação e sincronização definidos 
no ADES, as mensagens entre processos (módulos) devem passar pelo GE para 
depois seguirem seus destinos finais. Para implementar os serviços de comunica.ção 
definidos no modelo de programação do ADES, o suporte do SPML se utiliza. dos 
serviços de socket da camada subjacente. O Gerenciador de Estação além da 
comunicação local, centraliza também toda a comunicação remota. 
~ ._ Detalhamos a seguir as funçoes do Gerenciador de Estaçao, que se resumem 
em oferecer serviços de criação/destruição de instâncias de módulos, 
escalonamento, temporização e comunicação. O conjunto de serviços do Gerenciador 
de Estação disponíveis aos processos de aplicação se encontra no apêndice A. 
Criação dos Módulos 
Para o cumprimento de todas as funções de gerenciamento em tempo de 
execução, o Gerenciador de Estação deve possuir uma estrutura que represente a 
configuração das instâncias dos módulos na sua estação. Essa estrutura é formada 
por descritores de módulos e instâncias chamados blocos de controle, e por 
descritores de portos e ligações, contendo os dados relevantes à efetivação da 
troca de mensagens. Esses descritores estão dispostos em filas como ilustra a 
figura 4.9. ' 
Estas estruturas são criadas na execução do programa de iniciação da 
estação, durante a configuração estática da estação. Para cada instanciação de 
módulo é seguido o seguinte procedimento: primeiramente é criado o bloco de 
controle do tipo módulo, depois é chamada a função habilita__t:ipo, que verifica se o 
código do módulo já está carregado e em caso afirmativo, são criados então os 
blocos de controle e descritores das instâncias desejadas. A criação de uma
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instância, além de dar origem às estruturas de controle da instância também cria 
os descritores dos portos associados à instância. 
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Figura 4.9 Filas de descritores do Gerenciador de Estação 
Após a criação destas estruturas são realizadas as conexões dos portos 
através da função liga _porto. O estabelecimento desta ligação, consiste na criação 
de um descritor de ligação entre os portos relacionados. 
Os serviços do Gerenciador de Estação utilizados pelo programa de 
inicialização para construir as estruturas mencionadas são: cria_bc_tip__mod, 
habilita_tipo, cria_ins_mod, inicia_mod, cria_tarefa, cria _porto, liga __porto. 
O Gerenciador de Estação também possui serviços para a destruição de 
módulos, instâncias e de conexões de portos, que são utilizados principalmente na 
configuração dinâmica. Estes serviços são analisados no apêndice A. 
Escalonamento 
A execução dos processos segue uma política de preempção a prioridades 
f/z cmO controlada por um escalonador event driven. Nesta política os processos
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executados obedecendo a prioridade de ocupação do processador, determinada no 
momento da criação do processo e armazenada em seu respectivo descritor. 
O escalonamento do tipo event driven é acionado através da função 
escalonador(), não acessível ao usuário, diante da alteração de estado do processo 
ativo que se dá a partir de eventos de comunicação, interrupção ou temporização. 
Maiores detalhes da política de escalonamento pode ser encontrados em 
[Siqueira 921. 
Para implementar a política de escalonamento no sistema UNIX, os processos 
.. ~ filhos do GE sao interrompidos em seguida à sua criaçao, pela rotina start O 
escalonador reativa o processo de estado "pronto" mais prioritário. Se este 
processo que ocupa o processador (processo ativo), muda de estado ou deixa de 
ser o mais prioritário, o escalonador o interrompe e o substitui pelo processo mais 
prioritário da fila de "prontos". ~ 
O mecanismo de interrupção e reativação de processos é conseguido 
utilizando os signals e a chamada pause fornecidos pelo UNIX. O sinal SIGUSR1 
realiza a chamada pause e o SIGUSR2 reativa o processo enviando um signal 
através da chamada Icill. O envio dos sinais SIGUSR1 e SIGUSR2 é realizado pela 
função troca_oontexto do Gerenciador de Estação. 
Temgorizaéo 
Os serviços de temporização do GE têm por objetivo central fornecer ao 
usuário e ao sistema uma base de tempo local, através da atualização periódica do 
relógio tempo real. Os serviços são: le_relogio, tempo, KrnReadAbs'l*ime, 
KrnSetAbs'I`ime. 
Comunicação 
Pelo paradigma de programação adotado, as mensagens trocadas entre 
processos devem passar pelo Gerenciador de Estação, onde ficam armazenadas, se 
necessário, e por onde são enviadas quando possível, considerando 'os aspectos de 
concorrência na estaçao. 
A comunicação inter-módulos é desenvolvida pelas Rotinas de Interface, que 
solicitam a execução de serviços ao GE através da Interface de Serviços. Desta
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forma, quando um processo numa troca de mensagem ativa uma primitiva de envio 
da Interface de Serviços, através da Rotina de Interface correspondente, os dados 
a serem transmitidos são passados pela interface, usando os serviços de 
comunicação subjacente (mecanismo de socket) ao Gerenciador de Estação. Este 
analisa o tipo de envio a ser executado, verifica as ligações dos portos e se o 
porto está apto a receber a mensagem. A transferência ao processo receptor da 
mensagem também usa os serviços de socket. Para as mensagens que não podem 
ser transferidas imediatamente aos processos destinatários, por questões de 
escalonamento, o Gerenciador de Estação possui descritores de mensagens onde são 
armazenados a mensagem e todos os dados relevantes à efetivação do envio. No 
caso de comunicação síncrona a mensagem de resposta percorre o caminho inverso, 
usando as mesmas estruturas (descritores de porto). 
Para tornar mais claro o modelo de implementação dos mecanismos de 
comunicação entre processos/instâncias no SPML, apresentamos a estratificação de 
serviços usados na implementação destes mecanismos tanto para comunicação local 
como remota. A figura 4.10 apresenta a estratificação de serviços para comunicação, 
o modelo OSI/ISO é colocado ao lado das camadas de comunicação remota no sentido 
de estabelecer comparações. A comunicação remota em nosso protótipo se utiliza de 
ferramentas e protocolos disponíveis em ambiente UNIX, que preenchem 
funcionalmente (em grande parte) as necessidades explicitadas no modelo OSI/ISO. 
Estes protocolos pela difusão do sistema UNIX, estão se tornando padrões de fato. 
Em nosso sistema os serviços de socket se executam sobre a camada Ethernet 
(serviços de enlace). 
A comunicação local faz uso do XDR devido as diferenças de linguagens 
possíveis em uma estação. A interface de comunicação presente em cada 
processo/instância não diferencia aspectos de distribuição. Um processo se 
comunica com um outro processo remoto, usando as mesmas primitivas de 
comunicação que são utilizadas em comunicações locais, e portanto são 
encaminhados os dados relativos a comunicação também ao Gerenciador de Estação. 
É o GE que identifica o porto de entrada como remoto e neste caso utiliza os 
serviços de socket para transferir a mensagem ao GE remoto, no sentido que este 
complete o envio (figura 4.11).
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Fig. 4.10 Estratificação de Serviços de Comunicação
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Fig. 4.11 Comunicação Inter-processos (Local e Remota) 
4.5.2 Interface de Serviços 
A Interface de Serviços está implementada em linguagem C e é ligada 
durante o processo de compilação, junto ao código fonte do usuário e as Rotinas 
de Interface do módulo. Assim o programador do módulo pode ter acesso a 
qualquer serviço do suporte de tempo de execução, desde que implemente a 
interface (se necessário) para chamar os serviços através da Interface de Serviços 
e tomar as devidas precauções quanto às conseqüências de suas chamadas. Os 
serviços do suporte de tempo de execução estão descritos no apêndice A. Para a 
comunicação inter-módulos, o programador deve utilizar a sintaxe genérica descrita 
no capítulo três, pois as Rotinas de Interface são responsáveis pela solicitação 
deste tipo de serviço à Interface de Serviços. 
Ocorrendo uma solicitação de serviço, a Interface de Serviços identifica o 
serviço solicitado criando uma estrutura de dados do tipo solicita_servioo (descrita 
no apêndice A) que especifica o serviço e os parâmetros necessários para a 
execução da solicitação. Esta estrutura é enviada ao Gerenciador de Estação para a 
execução do pedido. Se houver um valor de retorno, este é enviado pelo
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Gerenciador de Estação à Interface de Serviços para o retorno ao programa 
chamador. 
4.6 Exemplo 
Para o exemplo de aplicação do capítulo 3 , temos Rotinas de Interface 
geradas pelo tradutor da DIM para os módulos codificados nas duas linguagens 
hospedeiro: C e Fortran. O tradutor da DIM gera além das Rotinas de Interface, 
códigos suplementares que são incluídos ou utilizados por estas. O primeiro 
arquivo gerado pelo tradutor referente a uma DIM de um módulo, contém a 
definição dos tipos (apresentados na DIM) em linguagem C. Este arquivo é incluído 
no arquivo que contém as rotinas de conversão XDR para os tipos especificados na 
DIM. Isto acontece, nesta primeira versão, para todas as DIM's independentemente 
das linguagens hospedeiros, já que as rotinas de conversão XDR estão escritas em 
C. A figura 4.13 ilustra o arquivo de definição dos tipos em C e as rotinas de 
conversão XDR. As Rotinas de Interface de cada módulo do exemplo encontram-se 
no apêndice C, juntamente com a especificação de linguagem necessária para 
geração de Rotinas de Interface para a linguagem C. 
/* diretor.h *I 
\ 
/* rc_xdr.c *I 
tinclude <rpc/rpc.h> 
tinolude ‹rpc/types.h> tinclude 'diretor.h' 
q 
bool_t 
typedef struc I xdr_natel(xdrs,objp) 
u_int natel_len; XDR 'xdrsz 
float *natel_val; 
\ 
oatel tobip; 
}natel; { 
bool_t xdr_natel(); 
p 
if(!xdr_array(xdrs,(char ttlobjp-›natel_val, 
(u_int *ltobjp->natel_len,100,sizeof(float),xdr_float)){ 
struct autoval { 
l 
return(FALSE); 
float preal[10]; } 
float pinag[10]; return(TRUE); 
int ierr; 
‹
} 
l; bool_t 
typedef struct autoval autoval; 
` 
l 
xdr_autovallxdrs,objp) 
bool_t xdr_autoval(); _ _ _
} 
Fig. 4.12 (bdigos Auxiliares às Rotinas de Interface
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Agora ilustramos a semântica da comunicação síncrona entre os processos do 
exemplo, mostrando a interação de cada parte do suporte na realização da 
comunicação. A figura 4.13 ilustra as camadas por onde a mensagem percorre até 
chegar ao processo receptor e o caminho inverso da resposta. 
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Fig. 4.13 Comunicação Síncrona 
Verificamos primeiramente que o processo emissor ativa seu pedido de envio, 
através da operação envsin (Rotina de Interface) que ativa a conversão dos dados 
para a sintaxe de transferência. Após a conversão é solicitado o serviço à 
Interface de Serviços que estrutura o pedido contendo a mensagem e o envia ao 
Gerenciador de Estação. As figuras abaixo mostram as partes significativas dos 
códigos e as funções envolvidas nas interações do processo emissor de nosso 
exemplo. 
a) Chamada da Rotina de b) Conversão de Tipos e Ativação c) Aigoritno da IS e a Utilização de Serviço 
Interface da Interface de Serviços de Socket -ii /› rn ‹/ 
j 
/‹1s-/ 
I* diretor.c 1/ 
\ 
struct sockaddr_un dst,tar_sock; 
void struct solicita_servico serv; 
typedef float natel[100]; envsin(porta,asg,...,rSn,.-~) 
‹ struct autoval ( 
\ 
q 
envio(...); 
float preaI[10]; 
\
{ 
float pinag[10]; 
V { 
* 
int ierr; xdr_natei(...);
\ 
i 
}; 
\ 
q 
I' aonta a estrutura so1icita_servico *I 
typedef struct autoval 
\ 
envio(2,...,ae|,...,nrsn); 
\ 
serv.ident_servico = ENVIO; 
autoval; 
\ 
serv.paran.nsg_ind_porto = ind_porto; 
\ 
xdr_autoval(...); 
envsin(ps2,val,...,apval, 
\ 
/' chana o GE *I 
...); 
l ¿ 
return; 
\ 
solicita_servico(); 
-*-----I ` /' retorna resposta 'I 
retorno = retorna_servico(); 
returníretorno);
} 
Fig. 4.14 Códigos do Módulo C Envolvidos na Comunicação Síncrona
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O Gerenciador de Estação recebe a solicitação do serviço, identifica-a como 
sendo de envio síncrono e realiza a semântica SEND-WAITE São registrados os 
parâmetros de endereço da mensagem no descritor de porto de saída do processo 
emissor (DSC_PS), o descritor de porto de entrada do processo receptor (DSC_PE) 
é localizado, através da estrutura de ligação do DSC_PS. Se o processo receptor 
encontra-se aguardando a mensagem, esta é enviada via socket, através da 
chamada de uma função, o processo receptor é retirado da fila de espera e 
colocado na fila de pronto. O DSC_PS é colocado na fila de mensagens do DSC_PE 
de maneira que o processo receptor possa enviar a mensagem de resposta. O 
processo emissor é retirado do estado ativo e colocado em estado de espera; Se o 
processo receptor não se encontra aguardando mensagem neste porto, o DSC_PS é 
colocado na fila de mensagens do DSC_PE do processo receptor, permitindo que a 
mensagem seja recebida posteriormente. Assim nas duas condições o processo 
emissor é colocado na fila de espera, permanecendo até a chegada da resposta ou 
o esgotamento do timeout. 
Quando o processo receptor recebe a mensagem, os dados da mensagem 
passam pela sequência de rotinas que os convertem e os transferem ao programa 
de cálculo de autovalores (de forma similar, porém inversa, ao processo emissor). 
Após o processamento necessário é produzida a resposta (ativada pela operação 
resposta) e os dados da mensagem de retorno são enviados ao GE e deste ao
~ processo emissor (descriçao que omitimos por ser semelhante ao envio descrito). 
Assim o processo emissor recebe a resposta, através da função 
retorna_serviço (IS). Os dados são convertidos na RI (xdr_autoval) e finalmente o 
programa usuário continua seu processamento. 
4. 7 Conclu sao 
Neste capítulo foram apresentados os principais aspectos de implementação 
do SPML, segundo os trabalhos em curso no LCMI. As ferramentas de programação 
foram apresentadas, especificando suas estruturas e funcionalidades associadas. Em 
particular, foi salientado o processo de geração das Rotinas de Interface, 
apresentando os comandos de geração presentes nas especificações de linguagem. 
O suporte de tempo de execuçao foi implementado tendo como base o sistema 
UNIX. Neste capítulo foram tratados vários pontos desta implementação, envolvendo
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desde a disposição destes serviços até a estratificação envolvendo a plataforma 
UNIX. 
Também ilustramos a ativação dos diversos mecanismos e algoritmos 
envolvidos no envio referente ao exemplo do capítulo 3, mostrando o encadeamento 
das diferentes camadas definidas na transferência de uma mensagem entre 
ambientes heterogênenos de linguagens.
CAPÍTULO 5 
.- CONCLUSAO E PERSPECTIVAS FUTURAS 
O SPML foi originado da experiência inicial desenvolvida no LCMI com o 
ambiente distribuído ADES. Este sistema permitiu constatar, apesar das facilidades 
de desenvolvimento de aplicações proporcionadas pelo seu paradigma de 
programação, as dificuldades em utilizar software pré-existente escritos em outras 
linguagens. Em adição o ADES não possibilita nenhum tratamento específico da 
heterogeneidade entre máquinas. 
O SPML vem neste sentido suprir uma lacuna em parte já preenchida por 
algumas linguagens propostas (Cap. 2), mas que no entanto diferem 
consideravelmente do modelo proposto. Tratamos então, neste trabalho do projeto 
de um suporte para programação distribuída em múltiplas linguagens, uma 
ferramenta útil e simples que permite a interação de componentes de software 
(subprogramas) escritos em diferentes linguagens. 
Para atender estes objetivos, vários mecanismos foram concebidos e 
sucintamente detalhados em dois capítulos da presente dissertação. Podemos citar 
entre eles: a Linguagem de Descrição de Interface de Módulo (DIM), a sua 
_. ~ traduçao e a geração das Rotinas de Interface de Módulo. 
Na continuidade do trabalho pretendemos: 
- Implementar completamente este suporte, introduzindo abordagens 
dinâmicas de estruturação de dados nas unidades compiladoras. A 
implementação deve-se dar inicialmente em estações de trabalho Sun-4, 
devendo-se estender posteriormente para outras arquiteturas. 
- Introduzir métodos eficazes de composição e decomposição de tipos sem 
correspondência com os suportados pela linguagem XDR; 
- Incorporação de toda interface com as primitivas do ADES às Rotinas de 
Interface; 
- Implementação de rotinas de conversão XDR nas demais linguagens 
suportadas pelo ambiente;
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- Ampliar o número de linguagens suportadas pelo ambiente, introduzindo 
também linguagens concorrentes. 
- Testes para a verificação do desempenho do sistema, através da 
verificação das velocidades de troca de mensagens entre módulos. 
Por fim, realizar-se-ao desenvolvimento de aplicações no ambiente totalmente 
integrado, onde serão verificadas as vantagens e desvantagens desta abordagem, 
proporcionando a determinação de novos objetivos para desenvolvimentos f uturos.
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APÊNDICE A 
A interface de serviços, também chamada Krnlib, oferece entrada para trinta 
e três serviços do Gerenciador de Estação, os quais fornecem ao usuário 
ferramentas para programação em sistemas distribuídos. Eles se dividem em 
serviços de comunicação, de temporização e de configuração dinâmica. Os dois 
primeiros são mostrados em detalhe, os serviços de configuração dinâmica são 
listados e descritos ligeiramente, mas podem ser analisados em "O Núcleo de Tempo 
Real" - Nota técnica LCMI - Apêndice : Interfaces do Núcleo, porque a 
implementação dos serviços oferecidos pelo Gerenciador de Estação segue o padrão 
dos serviços oferecidos pelo Núcleo de Tempo Real do sistema ADES [Nacamura, S81. 
Serviços de Comunicação 
1) envio (ind_porto, msg_tam, base_msg, ofs_msg, timeout, base_rsp, ofs_rsp) 
int ind_porto, timeout, msg_tam; 
char *base_msg, *ofs_msg, *base_rsp, *ofs_rsp; 
Função : Realiza o envio de mensagem entre módulos através de portos.
A Parametros de Entrada : 
ind_porto : índice do porto de saída. 
timeout : tempo máximo de espera do processo. 
base_msg, 
base_rsp : base do segmento em que se encontram as mensagens 
de envio e resposta. 
ofs_msg, 
ofs_rsp : indicam o offset das mensagens de envio e resposta. 
respectivamente. 
Parâmetros de Retorno : Não há. A 
2) falha (ind_env¡o) 
int *ind_envio; 
Função : Permite a um processo, após o envio, detectar a razão pela qual retornou 
ao estado de pronto. ' 
Parâmetros de Entrada : 
ind_envio : índice do envio; retorna atualizado indicando: 
O - timeout esgotado 
1 - envio normal; 
- PS não ligado 
- buffer do PE assíncrono esgotado 
Cats)
.apêndice A 
Parâmetros de Retorno : 
Status(int) indicando :
1 
O - timeout esgotado 
1 - envio normal; 
2 - PS não ligado 
3) inicia_recepcao (ind_porto, base_msg, ofs_msg, ind_for, clausula) 
int ind_porto, ind_for, clausula; 
char *base__msg, *ofs_msg; 
Função : Habílita o processo para a recepção da mensagem.
A Parametros de Entrada : 
ind__porto : 
base_msg : 
ofs_msg í 
ind_for : 
clausula : 
índice do porto de entrada. 
base do segmento da mensagem a ser recebida. 
offset da mensagem de envio. 
sem uso atualmente. 
identifica o PE para um conjunto de recepções. 
Parâmetros de Retorno : Não há. 
4) rece pcao (timeout) 
int timeout;
~ Funçao : Possibilita a um processo receber mensagem. 
Parâmetros de Entrada : 
timeout : tempo que o processo permanecerá. em espera. 
A .- Parametros de Retorno : Nao há. 
5) condicao__recepcao (ind_for_ptr, clausuIa_ptr) 
int *ind_for)ptr, *cIausuIa__ptr; 
Função : Indica a razão pela qual o processo retornou ao estado de pronto.
A Parametros de Entrada : 
ind_for_ptr 
clausu1a_ptr 
A ~ 
: sem uso atualmente. 
: endereço da variável na qual é retornada a 
cláusula do PE em que o processo recebeu 
mensagem (0 se o timeout se esgotou).
_ 
Parametros de Retorno : Nao há. 
6) responde (ind_por“to, tam_rsp, base_rsp, ofs_rsp) 
int ind_por^to, tam_rsp; 
char *base_rsp, *ofs_rsp; 
Funçao : Permite o envio de uma mensagem de resposta. 
6.1
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Parâmetros de Entrada : 
ind_porto : índice do porto de entrada. 
tam_base : tamanho da mensagem de resposta. 
base_rsp : base do segmento da mensagem de resposta. 
ofs_rsp : offset da mensagem de resposta. 
Parâmetros de Retorno : Não há. 
Serviços de Temporização 
1) le_relogio (relogio) 
unsigned int *reIogio;
~ Funçao : Retorna o valor atual do relógio tempo real. 
Parâmetros de Entrada : 
relogio : tem seu valor atualizado com o valor do relógio tempo real. 
Parâmetros de Retorno : Nao há. 
2) tempo() 
Função: Incrementa o relógio tempo real e verifica se o tempo de espera do 
processo atual na fila de espera não se esgotou. 
Parâmetros de Entrada : Não há. 
Parâmetros de Retorno : Não há. 
3) KrnReadAbsTime (AbsTime) 
long int *AbsTime; 
Função : Lê o tempo global no instante de sua chamada.
^ Parametros de Entrada : 
AbsTíme :retorna atualizado com o valor do tempo global no 
instante da chamada da função. 
Parâmetros de- Retorno : Não há. 
4) KrnWaitAbsTime (AbsTime) 
long int *AbsTime; 
Função: Coloca o processo solicitante em espera por um tempo global na Time 
Table e a transfere da fila de prontas para a fila de espera.
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Parâmetros de Entrada : 
AbsTime : tempo absoluto de espera. 
Parâmetros de Retorno : Não há. 
Outros Servigzgs 
1) muda_pr¡oridade 
Função : Muda a prioridade do módulo. 
2) suspende_moduIo 
Função : Suspende o processo de uma instância de módulo. 
3) cria_porto 
Função : Cria um descritor de porto para um módulo instanciado. 
4) Iiga_porto 
Função : Liga um porto de entrada a um porto de saída. 
5) espera_tempor¡zada 
Função : Coloca um processo em espera. 
6)inicia_interrupcao 
Função : Inicia uma interrupção. 
7) espera_interrupcao 
Função : Verifica a ocorrência de uma interrupção. 
8) cr¡a_bc_t¡p_mod 
Funáo : Cria o bloco de controle do tipo módulo. 
9) cr¡a_ins__mod 
Função : Cria instância de um módulo. 
10) KrnParaModuIoAsy 
Função : Interrompe o processo de um módulo assíncrono. 
11) KrnParaModuIoSinc 
Função : Interrompe o processo de um módulo síncrono. 
12) destroí_ins_mod 
Função z Destrói uma instância de um módulo. 
13) destroi_bc_t¡p_mod 
Função : Destrói um tipo módulo. 
14) inicia_mod 
Função : Inicia um módulo. 
15) habi|ita__t¡po - 
Função : Indica no bloco de controle de um tipo que o módulo pode ser 
instanciado porque seu código já foi carregado. 
16) KrnReIn¡cia.modu|o ' 
Função: Coloca na fila de prontos todos os processos suspensos por estado de 
configuração.
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17) KrnCheckTaskSusp 
Função : Verifica o número de processos ainda não suspensos. 
18) KrnVer¡ficaConfig 
Função : Verifica o estado de configuração da instância a qual pertence o processo 
ativo naquele instante. 
19) KrnWa¡tSuspTasks 
Função: Suspende o processo configurador por um tempo determinado indicado 
como parâmetro na chamada da função. 
20) re|¡ga_porto 
Função : Religa um porto de saída a um porto de entrada. 
21) desIiga_porto 
A
\ 
Função : Desliga um porto de saída de um porto de entrada. 
22) KrnSetAbsTime 
Função : Seta o tempo global para o valor indicado como parâmetro. 
Para identificar o serviço e criar a estrutura de dados correspondente aos 
parâmetros do serviço, a Krnlib possui uma estrutura em union denominada 
solicita__servico que está implementada em C da seguinte maneira: 
typedef struct so1i‹:ita_servico
{ 
int ident_sevieo; 
union { 
struct mod { 
int. ind_tip_mod, ind_ins_mod, ümeout; 
unsigned int cs_tam, ds__tzam, ss_tam, param__tam, db_base, cs__base, msksusp; 
char inic:is,cao[10], base_param[10]. oí`s_param[l0]; 
}mod; 
struct tar { 
char tar__in.icio[100], ta.r___seg[10]; 
int prioridade, timeout; 
unsigned int ss_tzam; 
BOOLEAN estado; 
lmr; 
struct porto_1 { 
int ind_ins__mod_pe, ind_ins__mod__ps, ind_pe, ind_ps, ind_ests‹:ao_pe, ind__esu\cno__ps; 
}x›°rt0_l; 
struct p0rt0_c { 
int identificador, ind_porto, num_max_msg, prioridade; 
}porto_c; 
struct msg { 
int ind__porto, timeout, msg_tam, ind_for, clausula, tam_rsp; 
int ind_envio, ind_for_ptr, c1ausula_ptr; 
1 
char base_rsp[l0], ofs_rsp[l0], base_msg[l0], ofs_msg[l0]; 
msg; 
struct intr ( 
unsigned char ind_vet_int; 
int ind_int, nivel; 
}intr; 
struct time { 
long int AbsTime; 
long int DeadTime; 
}t.ime; 
lpamm;
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Este apêndice especifica o protocolo XDR que tem sido usado para 
transferir dados entre diferentes arquiteturas de computadores. Ele foi projetado 
para o uso entre diferentes linguagens, sistemas operacionais e arquiteturas de 
máquinas. XDR é levemente análogo à proposta para X.409 da ISO , o ASN-1 
(Abstract Syntax Notation), a maior diferença entre as duas abordagens é que XDR 
usa tipagem implícita, enquanto o X.409 utiliza tipagem explícita. 
Inicialmente mostramos a especificação do protocolo XDR e depois 
descrevemos um pequeno tutorial das rotinas em C, da biblioteca XDR. Maiores 
detalhes podem ser obtidos em Network Programming Guide [SunMicrosystem 901. 
Sintaxe da linguagem XDR 
A sintaxe na notação XDR é bastante similar à linguagem C. Em XDR existem 
quatro tipos básicos de declarações: a declaração simples, a de array de 
comprimento fixo, a de array de comprimento variável e a declaração de apontador. 
Também existem declarações especiais para string, opaque data (semelhantes à 
declaraçao de array) e para o tipo void, que serao apresentadas posteriomente. 
As declarações simples e de array de comprimento fixo são idênticas às 
utilizadas pela linguagem C: 
declaração ::= tipo ¡dent_variáveI 
declaração ::= tipo ident__variáveI"[" valor "]" 
As declarações de arrays de comprimento variável não tem sintaxe explícita 
em C, então o XDR utiliza parênteses angulares < e >, entre os quais indica-se o 
tamanho máximo do array, se o valor for omitido o array é de qualquer tamanho: 
declaração ::= tipo ident_varíáveI"<" [valor] ">" 
As declarações de apontadores são feitas em XDR exatamente como em C. Não 
se pode utilizar apontadores em sistemas distribuídos, mas pode-se usá-los para 
enviar tipos de dados recursivos tais como listas e árvores. O tipo é chamado de 
opcional data:
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declaração ::= tipo "*" ident_variáveI 
onde: 
tipo ::= ["unsigned"] "int" 
}["unsigned"] "hyper" 
I"float" 
}"doubie" 
{"booi" 
}t_enum 
}t_struct 
}t_un¡on 
B 1. Declaraçao de Inteiro 
tipo ::=["unsigned"] "int" {["unsigned"] "hyper" 
Um inteiro com sinal em XDR é um dado com 32 bits que codifica um inteiro 
entre os valores -2147483648 e 2147483647. O inteiro sem sinal também com 32 bits 
codifica um inteiro positivo entre O e 4294967295. XDR também suporta o chamado 
"hyper int" definido com 64 bits que é uma extensao do inteiro com e sem sinal. 
B 2. Declaração de Real 
tipo ::="float" l"doub|e" 
Para representar valores de ponto flutuante XDR possui o tipo "float" de 
precisão simples que contém três campos, o bit de sinal, o expoente do número, em 
base 2 com 8 bits e a parte fracionária da mantíssa do número, em base 2 com 23 
II - bits. XDR usa o IEEE standard" para codificar reais de precisao simples. 
Seguindo também a normalização do IEEE o tipo "double" também possui três 
campos, com 64 bits, reservando 1 bit para o sinal, 11 para o expoente em base 2 
e 52 para a parte fracionáría da mantíssa do número. 
B 3. Declaraçao de Booleano 
tipo ::= "booI"
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O tipo pré-definido booleano é um tipo enumerado que tem dois valores 
possíveis: TRUE e FALSE. É resultado de expressões booleanas que geralmente 
apresentam operadores lógicos. 
B 4. Declaração de Tipo Enumerado 
tipo ::= t_enum 
t enum ::= "enum" [etiqueta] c_enum 
c:enum ::= { 
(identificador "=" valor) 
("," identificador "=" valor) * 
II}II 
etiqueta ::= identificador 
O tipo enumerado tem a mesma representação que inteiros com sinal. São 
muito úteis para descrever subconjuntos de inteiros. 
Pode ser incluída uma etiqueta para definir um novo nome representando o 
tipo enumerado. O conjunto de identificadores denotando os valores do tipo podem 
ser usados como constantes, favorecendo a compreensao. 
Exemplo: 
enu cores { AZUL =2, AMARELO = 3, VERMELHO = 5 } flag; 
B 5. Declaração de Estrutura 
tipo ::= t_struct 
t__struct::=` "struct" [etiqueta] c_struct 
c_struct::= "{" 
(declaração ";")+ 
..}.. 
etiqueta::= identificador 
A semântica é a mesma do "struct" do C e do "record" do Pascal. 
Compreendendo um conjunto de componentes, que podem ser de tipos diferentes. 
A etiqueta opcional atribui um nome de tipo à estrutura definida, sendo 
usada posteriormente como uma abreviação da descrição detalhada. 
Exemplo: 
struct data { 
int dia; 
string nome_mes[4]; 
int ano; 
1: 
data d; /1 define a variável d como sendo uma estrutura do tipo data 1/
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B 6. Declaração de Tipo União Discriminada 
tipo ::=t_union 
t_union ::="union" [etiqueta] c_union 
c_union ::="switch" "("t__enum")" "{" 
( "case" valor declaração"-")+ 
[ "default" declaração ':;"] 
II}II 
etiqueta ::= identificador 
Semelhante ao record variante do Pascal, o tipo união discriminada é uma 
união C e um valor enumerado que seleciona um "braço" da união. Cada tipo 
componente, ou braço da união, é precedido pelo valor do discriminante que 
implica em sua execução. A declaração do discriminante é feita especificando um 
tipo enumerado seguido pelo seu identificador, ou seja, a variável que conterá o 
valor do discriminante. 
Somente um tipo componente é selecionado. O braço default é opcional e 
executado se nenhum dos outros casos forem satisfeitos. Para uma codificação 
válida da união, não havendo braço default, o valor do díscriminante deve 
Sel€CÍOIl8.1` um ÕOS CãSOS. 
Como nas declaraçãoes dos tipos "struct" e "enum" também na declaração de 
"union" a etiqueta atribui um novo nome de tipo à uniao definida. 
Exemplo: 
enum filekind { TEXTO = 0, EXEC = 1); 
union tipoarq switch (filekind opcao) { 
case TEXTO : void; 
case EXEC : string interp‹255›;
} 
B 7. Declaração de Array 
dec|aração::= tipo identificador "[" valor "]" 
:tipo identificador "<" [valor] ">" 
Arrays consistem de componentes que são do mesmo tipo; os elementos são 
numerados de O a valor-1, onde 'valor' é um inteiro sem sinal. Em 'tipo' supõem-se 
um tipo XDR. Quando o array tem comprimento variável e o tamanho maximo de 
elementos não é especificado, assume-se o valor de (2** 32)-1. O 
identificador é a variável do tipo array especificado.
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Exemplo: 
float dados‹S0›; 
B 8. Declaração de String 
decIaração::="string" ident¡ficador"<" [valor] ">" 
Um tipo string em XDR é uma sequência de caracteres ASCII, terminada com 
um byte nulo que não é considerado no cálculo do comprimento da string. O 
identificador é a variável do tipo string especificado. O comprimento máximo de 
caracteres é especificado com um inteiro sem sinal entre os parênteses angulares 
(sem contar o byte nulo), em caso de omissão é assumido (2**32)-1 como 
comprimento máximo. 
B 9. Declaração do Tipo Opaque-data 
decIaração::= "opaque" identificador "[" valor "]" 
{"opaque" identificador "<" [valor] ">" 
Às vezes, dados não interpretados precisam ser passados entre máquinas. 
Este dado é chamado "opaco" e é uma sequência de bytes arbitrários. Seu 
comprimento é declarado com um inteiro sem sinal em 'valor',e se omítido, no caso 
de comprimento variável, assume-se (2**32)-1 como comprimento máximo. O 
identificador é a variável do tipo opaco especificado. 
B 10. Declaração do Tipo opcional-data 
declaração ::= tipo "*" identificador 
O tipo opcional é um tipo de union que ocorre com frequência e ao qual foi 
dada uma sintaxe especial para declará-lo, utilizando o terminal "*". 
nome_do_t.ipo ¢ identificador; 
Que é equivalente à seguinte declaração union : 
union switch (bool opted) { case TRUE 2 
nome_do_t.ipo elemento; 
case FALSE 2 
void; 
} identificador;
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A sintaxe do tipo opcional é a mesma da utilizada para apontadores na 
linguagem C. Uma vez que não se utiliza apontadores na comunicação de dados 
remota, ela não aparece como uma declaração única, mas dentro de uma estrutura 
referenciando-se a outra. 
Exemplo: Definindo o tipo "stringlist" que codifica uma lista de strings de 
comprimentos arbitrários. 
struct 0 stringlist { 
string item‹›; 
stringlist next; 
); 
B 11. Declaração do Tipo void 
declaração ::= "void" 
~ ~ A declaraçao é simplesmente "vo1`d". Um void em XDR nao tem comprimento 
(0-byte). Eles são muito úties em "unions", onde alguns braços podem conter 
dados e outros nao, e para descrever operaçoes que nao levam nenhum dado como 
entrada ou saída. 
B 12. Declaração de Constantes 
def_constante ::= "oonst" identificador "=" cte 
"const" é usada para definir um nome simbólico para uma constante inteira. 
Pode ser usada onde qualquer constante regular possa ser utilizada. 
Exemplo: 
const DOZEN = 12; 
B 13. Declaração de Definição de Tipo 
def_tipo ::= "typedef" declaração 
{"enum" etiqueta c_enum 
1 
struct" etiqueta c_struct 
{"union" etiqueta c_union 
A definição de tipo não cria tipo algum, somente serve para criar novos 
nomes de tipos de dados já existentes. Tem a mesma sintaxe que as definições de
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tipo em C. O nome de um tipo é o nome da variável na parte da declaração de uma 
"typedef". Porém difere da linguagem C nas outras formas de definição de nomes 
de tipos quando são usadas etiquetas para representar o tipo definido, como já 
mostrado nos itens B (5,6,7). 
Sinopse das Rotinas da Biblioteca XDR 
A rotina xdrmem_create() inicializa um stream XDR em um local na memória: 
void 
xdrmem_‹:reate(xdrs, addr, len, x__op) 
X-DR fixdrs; 
char fladdr; 
u_int len; 
enum x‹1r_op x_op; 
Filtros primitivos XDR: 
#define boo1_t int 
#define TRUE 1 
Êdefine FALSE 2 
bool_t xdr_char( xdrs, c p) XDR fixdrs; 
char flcp; 
bool_t xdr___u__cha.r(xd.rs, ucp) 
XDR fxdrs; 
unsigned char fiucpz 
boo1__t xdr_i nt(xdrs, ip) 
XDR flxdrs; 
int li p; 
bool_t xdr_u_int(xdrs, up) 
XDR fixdrs; 
unsigned fiup; 
bool__t xdr_long(xdrs, lip) 
XDR fixdrs; 
long filip; 
bool_t xdr__u_1on g(xdrs, lup) 
XDR flxdrs; 
u_long *l u p; 
boo1_t xdr_short(xdrs, sip) 
XDR *xdrs; 
short lsip; 
b00l_t xdr_u_short(xdrs, sup) 
XDR íxdrs; 
u_shox't fisup; 
bool__t xdt_float(xdrs, fp) 
XDR *xdrs; 
float *Ip;
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boo1_t xdr_doub1c(xdrs, dp) 
XDR fixdrs; 
double fdp; 
Filtros Enumerados: 
átdefine enum_t int 
bool_t xdr_enum(xdrs, ep) 
XDR fixdrs; 
enum_t fiep; 
bool_t xdr_boo1(xdrs, bp) 
XDR flxdrs; 
boo1__t *bp; 
Filtro para o tipo void: 
boo1_t xdr_void() /* Sempre retorna TRUE */ 
Filtros para tipos construídos: 
Filtro para string: 
bool_t xdr_string(xd.rs, sp, meadength) 
XDR fixdts; 
char Usp; 
u__int maxlength; 
Filtro para array de bytes: 
boo1_t xdx-_bytes(xdrs, bpp, lp, maxlength) 
XDR fixdrs; 
char Hbpp; 
u_int llp; 
u__int maxlength; 
Filtro para array fixo: 
boo1__t xdr_vector(x‹1rs, ap, size, elementsiz, xdr_e1ement) XDR fixdrs; 
char Map; 
u_int size; 
u__int. elementsíz; 
bool_t (*xdr__e1ement) (); 
Filtro para array variável: 
boo1__t xdr_army(xdrs, ap, lp, maxlength, elementsiz, xdr_e1ement) 
XDR flxdrs; 
char flap; 
u__int filp; 
u_int maxlength; 
u_int elementsiz; 
boo1__t (*xdr_element) (); 
Filtro para opaque data: 
boo1__t x‹1r_opaque(xdrs, p, len) XDR *xdrs; 
char * p; 
u_int len;
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Filtro para união discriminada: 
struct xdr_disc:-in { 
cnum_t value; 
bo‹›1_t (*pr‹›‹=)(): 
1; 
bool_t xdr_union(xdrs, dscmp, unp, arms, defaultarm) 
XDR íxdrs; 
enum_t ídscmp; 
chat fiunp; 
struct xdr_d.iscrim ¢arms; 
bool_t (fidefaultarm) (); 
Filtro para apontadores: 
bool__t xdr_reference(xdrs, pp, size, proc) XDR flxdrs; 
char U pp; 
u___int size; 
boo1_t (fiproc) (); 
Outras primitivas XDR que nao sao filtros: 
u_i nt xdr__getpos(xdrs) 
XDR *xdrs; 
boo1__t xdr_setpos(xdrs, pos) 
XDR fxdrs; 
u__i nt pos; 
xdt_destroy(xdrs) 
XDR flxdrs; 
Implementação do stream XDR: 
enum ×az~_°p {x1:›x_ENcoms=o, xnx_m~:conz=1, xnn_nu-:¡~:=z) 
typedef struct { enum xdr__op x_op; 
struct xdr_ops { 
boo1_t (*x_get1ong)(); 
bool_t ('x_put.`long)(); 
bool_t (*x_getbytes)(); 
u_int (lx_putbytes)(); 
bool___t (¢x_getpostn)(); 
bool_t (*x_setpostn)(); 
caddr_t (*x_in1ine)(); 
VOID (*x_destroy)(); 
} 'x_0ps; 
caddr_t x_puh1ic; 
ce.ddr_t x_private; 
caddr_t x_base; 
int x_ha,ndy; 
} XDR;
APÊNDICE C 
Neste apêndice mostramos os códigos de implementação em C e Fortran 
referentes ao exemplo dos capítulos 3 e 4, juntamente com os códigos que devem 
ser gerados pelo Gerador de Rotinas de Interface (GRI). Também descrevemos a 
especificação de linguagem (não completa) para a linguagem hospedeiro C, dividida 
em geração de: Cabeçalho, Rotinas de Conversão XDR e Rotinas de Interface. E 
finalmente a especificaçao de máquina utilizada. 
Primeiramente mostramos os códigos de implementação do módulo C (rotina 
cliente) e do módulo Fortran (rotina servidor). Depois o cabeçalho gerado, 
contendo as definições em C dos tipos definidos nas DIM's, este cabeçalho é 
incluído no arquivo de Rotinas de Conversão XDR, também gerado pelo GRI. Outro 
código de conversão de dados auxiliar para o módulo Fortran é apresentado 
(xdr_converte). Os dois últimos códigos gerados pelo GRI são as rotinas de 
interface propriamente ditas. 
Finalizando apresentamos os códigos da especificação de linguagem, onde 
salientamos as partes da especificação envolvidas no exemplo e a especificação de 
máquina. 
C.1 Código de Implementação dos Módulos 
Código de Implementação do Módulo C: 
#in‹:lude "math.h" 
typedef float mate1[l00]; 
struct autoval { 
float prea.I[10]; 
float pimag[10]; 
int ierr; 
I; 
typedef struct autoval autoval; 
void 
ca.lc_autova.l(d,va1,a.pval) 
int d; 
mate! val; 
autoval fiapval;
{ 
int t.imeout,fa1ha,n,i; 
psl = "ps1"; 
ps2 = "ps2"; 
fâlha = 0; 
envass (psl, &d, sizeof(nd.im), kfalha); 
if (falha == 2) return; /* falha no envio Y/ 
n = pow(d,2);
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Lineout n -1; 
envsin(ps2,va.l,sizeo!'(nate!),ümeout,apva.!,sizeo!`(autova.l),fa.lha); 
switch(!'a.lha) ( 
case 0: fprintf(stderr, "esgotamento de t.ineout"); 
break; 
case 2: fprintflstderr, "falha de ligacao"); 
break;
}
1 
Código de Implementação do Módulo Fortran: 
IMPLICIT REAL*8 (A-8,0-Z) 
DIMENSION A(l0,lO) 
DIMENSION WR(10), WI(l0), PVl(10) INTEGER IV1(10), IERR, DIN, TIMEOUT CHARACTEIUIO PORTO 
REAIA8 MATELU00) 
TIMEOUT = -l 
PORTO = 'PENI' 
DIM = O 
CALL RECEBE (PORTO, DIN, TIMEOUT) 
L = O 
DO 10 I = 1, DIN 
DO J = 1, DIN 
L = L + 1 
A(1,J') = MATELIL] 
END DO 
END DO 
CALL RG (N, A, WR, WLIVI, FVI, IERR) CALL RESPOSTA (PORTO, WR, WI, IERR) STOP 
END 
C.2 Rotinas de Interface Geradas 
Cabeçalho: 
itinclude ‹rpc/types.h› 
typedef struct { 
u_int ma.te1_len; 
float *mate1_va1; 
} matel; 
boo1_t xdr_ma.tel(); 
struct autoval { 
float prea.l[l0]; 
float pimag[l0]; 
int ierr; 
}; 
typedef struct autoval autoval; 
boo1_t xdr_autova.l(); 
Rotinas de Conversão XDR: 
/z 
1 Please do not edit this file. 
1 It was generated using rigen.
Agêpdice C 9 
~/ 
Oinclude ‹rpc/rpc.h> 
finclude "diretor.h" 
bool_t 
xdr_mat.el(xdrs, objp) 
XDR Ixdrs; 
matei fiobjp;
{ 
if (!xdr_array(xdrs, (char **)&.objp->natcl__va1. (\l_int ')&0bjP">mB\€1_¡¢fl- Nm» S¡Z¢0f(f100Í). 
xdr_f1oat)) ( 
return (I-`ALSE);
1 
return (TRUE-2);
1 
bool__t 
xdr_autova.1(xdrs, objp) 
XDR fixdrs; 
autoval *objpg
( 
if (!xdr___vector(xdrs, (char *)objp->prea1, 10, sizeof(float), xdr_float)) { return (FALSB);
) 
if (!xdr_vector(xdrs, (char ¢)objp->pimag, 10, sizeof(float), xdr_float)) { return (FALSE);
} 
if (!xdr_int(xdrs, ãzobjp->ierr)) ( return (PALSE);
) 
return (TRU E);
) 
Rotina de Conversão Auxiliar: 
äinclude <stdio.h> 
finclude <rpc/rpc.h› 
#include "diretor.h" 
int 
xdr_converte(porto, lengthport, endmsg, opxdr, mem) 
char porto[20], lendmsg, imem; 
int filengthport; 
u_int opxdr;
{ XDR xd.:-_hand.le; 
u_int size, sizemsg; 
int v, p; 
v = strcmp(porto,"penl"); if(v==0)p=l; 
else { 
v = strcmp(porto, "pen2"); 
if (V == 0) P = 2; 
else { 
fp:-intf(stderr,"O porto especificado na funcao xdr__converte nao esta co:-rcto!!") 
return;
}
} 
switch (p) { 
case 1: 
size = RNDUP(sizeof(int)); 
if (mem == NULL) [ 
fprintf(stderr,"Inexistencia de dados para conversao na recepcao do 
porto %s", porto); 
return;
_
} 
/¢ Criacao do strea.m__xdr í/ 
xdrmem_create(&xdr_hand1e, mem, size, opxdr); 
I* Conversao dos dados de entradafl/ 
xdr_int(&xdr_hand1e, (int l)endmsg); 
sízemsg = xdr__getpos(&xdr_handle); 
return(sizemsg); 
break; 
case 2: 
if (opxdr == I) {
A1z_€nAi¿‹.=C 
size n RNDUP(sizeof(nate1)); 
if (mem ns NULL) { 
fprintf(st.der|:,"!ne›‹isten‹:ia de dados para conversao na recepcao do 
porto Xs", porto); 
return;
} 
/0 Criacso do stream_xdr I/ 
xdrmem_‹:reate(&.xdr_hand.1e, mem, size, opxdr); 
/¢ Conversso dos dados de entradaí/ 
xdr__mate1(&xdr_handle, (matei *)endmsg); 
sizemsg = xdr__getpos(&xdr_hand1e); 
return(sizemsg);
1 
else { 
size = RNDUP(sizeof(autova1)); 
if (mem == NULL) { 
fprintf(stderr,"Erro na alocacao de memoria para o st.ream_xdr na 
resposta do porto Xs", porto);
}
1 
return;
1 
/* Criacao do stream_xdr */ 
xdrmem_creat.e(&xdr_hand.\e, mem, size, opxdr); 
/1 Conversso dos dados de entradafi/ 
Xdr_autova.l(&xdr_hand.Ie, (autoval *)endmsg); 
sizemsg = xdr_getpos(&xdr_hand.le); 
return(sizemsg);
} 
break; 
Rotina de Interface Módulo C: 
8¬inc1ude ‹stdio.h› 
finclude ‹rpc/rpc.h> 
finclude "d.iretor.h" 
void
{ 
enviass (porto, msg, tamsg, apfail) 
char 
int 
XDR 
char 
u_int 
porto[20], *msg; 
tamsg, fiapfail; 
xdr_hand1e; 
1 mem; 
size, sizemsg; 
size = RNDUP(tamsg); 
mem = malloc (size); 
if (mem == NULL) { 
fprintf(stderr,"Erro na alocacx-io de memoria para o stream_xdr do porto Ss", porto); 
return;
) 
/* Criacao do stream_xdr */ 
xdrmem_creat.e(&xdr_ha.nd.1e, mem, size, XDR__ENCODE); 
/U Conversao dos dados de saida. ¢/ 
xdr___int(&xdr_hsnd.le, (int *)msg); 
sizemsg = xdr_getpos(&xdr_handle); 
/0 Envio da mensagem */ 
envio(l,sizemsg,0,mem,-l,0,0); 
*apfail = fa.1ha();
1 
void
{ 
envsin (porto, msg, tamsg, timeout., rsp, tamrsp, fail) 
char 
int 
u_i nt 
XDR 
char 
u_i nt 
size = 
p°rt0[20]. Hnss, °rSp; 
Limeout, ffail; 
Lsmsg, tamrsp; 
xdr_hand1e, xdrs; 
fimem, *mrsp; 
size, sizemsg; 
RNDUP(tamsg);
AEšn.é‹i£§_Ç
/ 
/3
/
/ 
/t
}
8
C 
nen I malloc (size); 
if (men == NULL) { 
fprintf(stderr,"Brro na aloeacao de memoria. para o strean_xdr do porto $s", porto); 
return;
) 
Criacao do stream__xdr */ 
xdrmem_create(&.xdr_handle, nem, size. XDR_BNCODE); 
Conversao dos dados de saida 0/ 
xdr_matel(&xdr_hand1e, (matel 0)msg); 
sizemsg = xdr__getpos(&xdr_hand1e); 
Envio da mensagem 1/ 
envio(2,sizemsg,0,mem, t.imeout,0, mrsp); 
fifail = fa1ha.(); 
Se o envio nao obteve sucesso indica o valor de "falha" 1/ 
i.{`(¢fai1 != 1) [ 
fprintf(stderr," Problema no envio da mensagem, falha = ", fifail); 
return;
1 
Conversao dos dados da resposta 'I 
else ×dr__autova.l(xdrs, (autoval 0) rsp); 
Rotina de Interface do Módulo Fortran: 
ÔOÕÓI? 
I I I I I I I I II I I I I I I I I III I II I III I I I I I I I II I I I I I I I II I I I I I I I I I I II
C
&
C 
&. 
ROTINAS DE INTERFACE DO MODULO CALCULA 
S UBROTINA RECEBE 
SUBROUTINE RECEBE (PORTO, ENDNSG, TIMEOUT, SEL, CLAUSULA) 
CI'IARACTER*20 PORTO 
POINTER(ENDMSG, A) 
EXTBRNAL CHARACTER A, C 
INTEGER TIMEOUT, SEL, CLÁUSULA 
cnânâcrsmzo Pomousc 
Pomn=:x‹unu, c) 
mr:-scan Pusn, Tampo. xm‹_nzcom~: 
mxAun'rnx‹Pusn=o, xnn_nzcom-:=1) 
axnannu. nnc1.à_m»:c1~:PcAo mpmcuâ c ‹m¡c1A_nzcm›cAo) 
1ax'r1smuL nzcsvcào xsvxâcm c uuacr-:Pc.ào) 
sxnzmux. xnn_co:‹vmz'ra esmmomà c ‹xnx_couv|ax'rn) 
u= ‹PoR'ro.aQ.'Pmu') 'rmax ` 
meu = uALLoc(4) 
c›.L1. m1c1A_xsc1=.PcAo(1,o,›uau,o,cLAusULA› 
11= (sz1..so.o› meu mm. xacspcóovrxmsou'r,1›ox'ro›4sc› 
Ir ‹Pom¬ousc.Ns.Pox'ro) 'raw nasoomunmo no Humour ou msxxsnsucu na usnsâczu 
cLAusvL.à = o nmumx 1 
Enss 
càu, xnx_co›:vsm~E(¡›ox'ro,sNnusc,xnn_nsconn. 
MEM) 
RETIJRN 
sua Ir 
zLsE - 
n-:mo = rzuPo_ns_ssmâxA‹T1maounrusu) 
càu. cvARnA_ENns‹1aunuso,m=.m) 
nsrnxu 
END IP usa xr ‹1›on'ro.zQ.'r›EN2') 'rmau um = uALLoc(soo› 
câu, m1cm_xzc1~:r›cAo‹2,o,mau,o,cLAUsuLA) 
n= ‹s1~:L.so.o) msn 
céu. Rxac1~:Pc.ào('m.mouT, Pomousc) 
xr ‹¡›om¬ouse.N1a.Pox'ro› -mau ussoorzmzmo no Humour ou rnsxxsrsncu na msusâozu cmusum = o 
mzwuxn 1 
sLsE um xnR_coNvsxrn‹PoxTo,1aNnMsc,xnn_nac 
oI›E,MEM) mm u= 
snsz 
-r¡‹:›.u=o = 'rx-:›uPo_n1~:_zsPsRA‹T1ueour,Pusm 
c,u.L ou.uwA_zNns‹sunusc,u¡-zu)
Apêndice C
\ 
RETURN 
END IF 
ELSE 
C *O PORTO ESPECIFICADO NA FUNCAO RECEBE NAO ESTA CORRETO RETURN 2 
END IP 
RETURN 
END 
OCFOO I III SUBROTINA RECEPCAO_SEL '-~--- 
SUBROUTINE RECEPCAO__SEL() 
CHARACTERí20 PORTOMSG 
INTEGER TIMEOUT,POP, XDR_DECODE 
PARAMETER(POP = I, XDR_DECODE=l) 
POINTER(ENDMSG, A) 
EXTERNAL CHARACTER A, C 
POINTER(MEM, C) 
EXTERNAL RECEPCAO !$PRAGMA C (RECEPCAO) 
EXTERNAL XDR_CONVER'l`E !$PRAGMA C (XDR__CONVERTE) 
TIMEOUT = TEMPO_DE_ESPERA(0,POP) 
CALL RECEPCAO('I`IMEOUT,PORTOMSG) 
IF(PORTO.EQ.“)THEN 
C *ESGOTAMBNTO DO TIMEOUT OU INEXISTÊNCIA DE MENSAGEM 
CLAUSULA = O 
RETURN I 
ELSE 
CALL RETIRA_ENDS(ENDMSG,MEM) 
CALL XDR_CONVERTE(PORTO,ENDHSG,XDR_DECODE,MEM) 
END IP 
RETURN 
END 
Õ(?OO I I II SUROTINA RESPOSTA ----- 
SUBROUTINE RESPOS'I`A(PORTO, ENDNSG) 
CHARACTER*20 PORTO 
POINTER(ENDMSG, A) 
EXTERNAL CHARACTER A, C 
INTEGER XDR_ENCODE, TAMSG 
PARAME'l`ER(XDR_ENCODE=0) 
POINTER(MEH, C) 
EXTERNAL XDR_CONVERTE !$PRAGMA C (XDR_CONVERTE) EXTERNAL RESPONDE !$PRAGNA C (RESPONDE) MEM = MALLOC(204) 
C ¡CONVERTE OS DADOS DA RESPOSTA 
TAMSG = XDR_CONVERTE(PORTO, ENDHSG, XDR_ENCODE, NEM) 
C *ENVIA A RESPOSTA 
CALL RESPONDE(2, TAMSG, MEM, 0) RETURN 
END 
C.3 Especificação de linguagem para C 
Parte da Especificação de Definição de tipos (XDR -> C 
; Emitindo codigo equivalente em C para 0 array variavel 
name_type: array 
type-decl: 
WRITE struct $type_name { WRITE u_int $type_name_1en; 
WRITE $base__type_name $type_name_va1; 
WRITE ]; 
type-def: 
WRITB typedeƒ struct $type_name $type_name; 
; Emitindo a chamada para a rotina de convcrsao do tipo especificado 
type_xdr:
Apêndice C 
WRXTB bool_t xdx-_$t.ype_name(); 
;Emitindo codigo equivalente em C para registro 
na.me_ty pe: record 
type_dec1: 
WRITE struct $type_name { RBPEAT (n_fie1ds) 
WRITB $fie1d_type_name $fieJd_name( [$va1ue]); NEXT 
WRITE }; 
t.ype_def: ' 
WRITE typedef struct $type_name $type_name; 
; Emitindo a chamada para a. rotina de conversao do tipo especificado 
type_xdr: 
WRITE boo1_t xdr_$type_name(); 
Parte da Especificaçao das Rotinas de Conversao XDR: 
; Emitindo codigo para conversao de array variavel 
conversion: array 
WRITE boo1_t 
MARSHAL xdr_$type_name(xdcs, objp) 
WRITE XDR fixdrs; 
WRITE. $type_name fiobjp; 
WRITE { 
WRITB if(!xdr_array(xdrs,(char 1fi)&objp->$type_name_va1,(u_int 1)&objp-›$type_name_len, 
$va.lue, sizeof($base___type_name), xdr_$base_tape_name))( 
WRITE return(FALSE); 
wRx'rE } 
WRITB ret.urn(TRUE); 
WRITE } 
; Emitindo codigo para conversao da estrutura definida 
conversion: record 
WRITE bool_t 
MARSHAL xdr_$type_name(xdrs, objp) 
WRITE XDR íxdrs; 
WRITB $type_name fiobjp; 
WRITE { RBPEAT (n_fields) 
WRITE if(! 
M__MEMBER xdr_$type__füden) { WRITE retutn(FALSE); 
WRITB } NEXT 
WRITE return(TRU!-I); 
WRITE } 
Especificação das Rotinas de Interface: 
WRITE /*Rotinas de interface para $modu1e */ 
; Emitindo o cabecalho das rotinas de interface 
WRITE itinclude ‹std.io.h› 
WRITE #include ‹rpc/rpc.h> 
WRITE finclude <$modu1e.h> 
WRITE #define PUSH = O 
WRITE ãdefine POP = 1 
;"" Emitindo 0 codigo da funcao ENVIASS, se existir NH 
WRITE void 
WRITB envia.ss(port,o, msg, tamsg, apfail) 
WRITE char porto[20], fimsg; 
WRITE int tamsg, *ap!`a.i1;
_._A_pêndice C 
WRITE { WRITE XDR xdr_hand.1e; 
WRITE char fimem; 
WRITB u_int size, sizemsg; 
; Verifica se existe mais de um porto de saida asssincrono 
; Se existe passa para o switch 
; Senao perfaz o programa de envio assincrono 
;Codigo para mais de um porto 
WRITE int v,p; 
REPEAT (n_port_saida__ass) 
WRITE v = strcmp(porto, "$pott__name"); 
WRITB if(v == 0) p = $tabport[n]->num; 
wR1'r¡z: else { NEXT 
WRITE fprint.f(stderr,"0 porto especificado na funcao enviass nao esta correto!!"); 
WRITE return; 
REPEAT (n_port_sa.id.a__ass) 
WRITE ) NEXT 
WRITE switch (p) { REPEAT (n_port_sa.ida_ass) 
WRITE case $(abport[n]-›num: 
M_MEMBBR programa_ass 
WRITE break; 
NEXT 
WRITE ) 
; Codigo do Programa assincrono 
WRITE size = RNBUP(sizeof($port_msg_type)); 
WRITB mem = ma.l1oc(size); 
WRITE if (mem == NULL) { WRITE fprintf(stderr,"E.rro na alocacazo de memoria para o stream_xdr de envio no 
porto Xs", porto); 
WRITE return; 
WRITE } WRITE /8 Criacao do stream_xdr *I 
WRITB xdrmem__create(&xdr_handle, mem, size, XDR_ENCODE); 
WRITE /* Conversao dos dados de sa.ida*/ 
WRITE xdr_$port_msg_type(&xdr_hand.le, ($port__msg_type *)msg); 
WRITE dzemsg =xdr_getpos(&xdr_handle); 
WRITE /1 Envio da mensagem ¢/ 
WRITE envio($tabport[n]->num, sizemsg, 0, mem, O, 0, 0); l WRITE íapfail = fa1ha(); 
; Emitindo o final da funcao enviass 
WRITE } 
; 
“U Emitindo o codigo da funcao ENVSIN, se existir "N 
WRITE void 
WRITE envsin(porto, msg, tamsg, timeout, rsp, tamrsp, apfail) 
WRITB char porto[20], flmsg, lrsp; 
WRXTE int timeout, fiapfail; 
WRITE u_int tamsg, tamrsp; 
WRITE { 
WRITB XDR xdr_handle, xdrs; 
WRITB char fimem, flmrsp; 
WHITE u_int size, sizemsg, sizersp; 
; Verifica se existe mais de um porto de saida sincrono 
; Se existe passa para o switch 
; Senao perfaz o programa de envio sincrono 
;Cod.igo para mais de um porto 
WRITE int v,p; 
REPEAT (n_port_saida_sin) 
WRITE v = strcmp(porto, "$port._name"); 
WRITE i.f(v == 0) p = $tabport[n]-›num; 
WRITE. else { . NEXT 
WRITE fprintf(stderr,"0 porto especificado na funcao envsin nao esta correto!!"); WRITE return; 
REP!-:AT (n_porto_saida__sin) 
WRITE } NEXT 
WRITE switch (p) { REPEAT (n_port_said.a__sin) 
WRITE case $tabport[n]->num: 
M__MEMBI-IR programa_sin 
WRITE break; 
NEXT
_A_pênd.ice C 
WRITB ) 
; Codigo do Programa Sincrono 
WIUTE size = RNDUP(aizeof($port__ms5_type)); 
WRITB mem s ma1loc(size); 
WRITE if (men == NULL) { WRITE fprintf(stderr,"Erro na alocacao de memoria para o stx-eam_xdr de envio no 
porto %s", porto); 
WRITB 
WRITE ) 
WRIT!-3 
WRITE 
WRITE 
WRITE 
WRITE 
WRITB 
WRITE 
WRITE 
WRITE 
WRITE 
porto %s", porto); 
WRITB 
WRITE 
WRITE 
WRITB 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
return; 
/* Criacao do stream_xdr ¢/ 
xdrmem__create(&.xdr__hand1e, mem, size, XDR__ENCODE); 
/í Conversao dos dados de saidafi/ 
xdr_$port_msg_type(&xdr_hand.le, ($p0rt_msg_type *)msg); 
sizemsg = xdr_getpos(&xdr_hand.le); 
/* Criacao do stream_xdr para a resposta 0/ 
sizersp = RNDUP(sizeof($port_reply___type)); 
mrsp= mal1oc(sizersp); 
if (mrsp == NULL) { 
fprintf(stderr,"Erro na alocacao de memoria para o stream_xdr de resposta no 
return;
1 
xdrmem_create(&xdrs, mrsp, sizersp, XDR_DECODE); 
/* Envio da mensagem 0/ 
envio($tabport[n]-›num, sizemsg, 0, mem, timeout, 0, mrsp); *apfaü = falha(); 
if((*apfa.i1 == 0) 22 (flapfail == 1)) ( 
fprintf(stderr,"Envio do porto Xs sem sucesso", porto); 
return;
1 
/K Conversao da respostafl/ 
xdr_$ port_rep1y_type( lzxdrs, ($port_repl y__type ¢)rsp); 
; Emitindo o final da funcao envsin 
WRITE ] 
; att! 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
void 
Bmitindo o codigo da funcao RECEBE, se existir "N 
recebe(porto, endmsg, timeout, sel, clausula) 
char porto[20], fiendmsg; 
int timeout; 
u__int sel, clausula;
{ 
char * mem; 
int tem po; 
u_i nt size; 
char portomsg[20]; 
; Verifica se existe mais de um porto de entrada 
; Se existe passa para 0 switch 
; Senac perfaz o programa de recepcao 
;Codígo para mais de um porto 
WRITE int v,p; REPEAT (n_por't__ent) 
WRITE 
WRITE 
WRITE 
NEXT 
WRITE 
WRITE 
REPEAT (n_port_ent) 
WRITE ] NEXT 
else { 
v = strcmp(porto, "$port__name"); 
if(v == 0) p = $tabport[n]->num; 
fprintf(stderr,"O porto especificado na funcao recebe nao esta cor:-eto!!"); 
return; 
wnrrs switch (p) ( REPEAT (n_port_ent) 
WRITB case $tabport[n]->num: 
M_M E M B ER pro gra ma__rece pcao WRITE break; Next 
WRITE ) 
; Codigo do programa de recepcao WRITE size 
WRITE mem 
RNDU P(sizeof($ port__msg__type)); 
ma1lo‹:(size); 
WRITE if (mem == NULL) { WRITE fprintf(stderr,"Erro na alocacao de memoria para o stream_xdr de recepcao no porto Xs", porto); 
WRITE return; 
wxrrz } WRITE /1 Hahilita o porto para a recepcao 1/
¿pèndice C 
WRITB inicia__recep‹:.so($tabport[n]->num, 0, mem, 0, dausula); 
WRITE if (sel == O) { 
WRITE /i Recepcao simples ¢/ 
WRITE recepcao(timeout,portomsg); 
wR1'rE if(p0z-tomss != porto) { WRITE fprintf(stderr,"Esgotamento de tempo ou inexistencia de mensagem no 
porto Xs", porto); 
WRITE return; 
WRITE } WRITE else { WRITB /* Conversao dos dados de entrada 0/ 
WRITE xdr__converte(porto, endmsg, XI)R__DECODE, mem); WRXTE } WRITE `} 
WRITB else { WRITB /8 Recepcao seletiva '/ 
WRITB tempo = tempo_de_espera(timeout, PUSH); 
WRITE guarda__ends(porto, endmsg, mem); 
WRITE } 
; Emitindo o final da funcao recebe 
WRITE } 
; HH Emitindo o codigo da funcao RECEPCAO_SEL, se existir N" 
WRITE void ' 
WRITE recepcao_sel(); 
WRITE { 
WRITB char portomsg[20] = “", flendmsg, flmem; 
WRITE int timeout; 
WRITE \n 
WRITE /1 Escolha do menor timeout 1/ 
WRITE timeout = tempo_de_espera(0, POP); 
WRITE /* Recepcao */ 
WRITE recep‹:ao(timeout,portomsg); 
WRITE if((strcmp(portomsg,"") == 0) { 
WRITE. fprint.f(stderr,"Esgotamento de tempo ou inexistencia de mensagem na recepcao 
se1etiva"); 
WRITE return; 
WRITE } WRITE else { WRITE /1 Recupera os enderecos de "portmsg" 1/ 
WRITE retira_ends(portomsg, endmsg, mem); WRITE /¢ Convex-sao dos dados de entrada 1/ 
WRITE xdr__converte(po1-tomsg, endmsg, XDR_I)ECODE, mem); WRITE } WRITE } 
; 
H" Emitindo o codigo da funcao RESPOSTA, se existir U" 
WRITE vøid 
WRITE resposta(porto, endmsg); 
WRITE char porto[20], flendmsg; 
WRITE { 
WRITE u_int tamsg, size; 
WRITE char fimem; 
WRITE \n 
WRITE size = RNDUP(sizeof($port;rep1y_type)); 
WRITE mem = mal1oc(size); 
WRITE if (mem == NULL) { WRITE fprint.f(stderr,"Erro na alocacao de memoria para o stream_xdr de resposta no porto Xs", porto); 
WRITE return; 
WRITE } WRITE /* Conversao dos dados da resposta ¢/ 
WRITE tamsg = xdr__converte(porto,endmsg,XDR_I-INCODE, mem); WRITE /* Envio da resposta 0/ 
WRITE responde($tabport[n]->num,ta.msg,0,mem); 
WRITE } 
; 
MN Emitindo o codigo da funcao XDR_CONVERTE, se existir “U 
WRITE int 
WRITE xdr_converte(porto, lengthport, endmsg, opxdr, mem) WRITE char porto[20], íendmsg, fimem; 
WRITB int filengthport; 
WRITE u_int_ opxdr; 
WRITE ( 
WRITE XDR xdr_hand1e; 
WRITE u__int. size, sizemsg; 
; Verifica se existe mais de um porto de entrada 
; Se existe passa para o switch
_A_pênd.ice C 
; Senso perfaz o programs de conversso 
;Codigo para mais de um porto 
WRITE int v,p; 
REPBAT (n_port_ent) ' 
VIRITE 
WRITE 
WRITE 
NEXT 
WRITE 
WRITE 
v = strcnp(porto, "$port_name"); 
if(v == 0) p = $tabport[n]-›num; 
else ( 
fprint.f(stderr,"O porto especificado na funcao xdr__converte nao esta cox-rcto"") 
return; 
REPEAT (n__port_ent)
} WRITE NEXT 
WRITE switch (p) { REPEAT (n__port_ent) ' 
WRITE 
M__MEMBER progrsma_conversao 
WRITE break; 
NEXT 
WRITE 
case $tabport[n]-› nu mz
} 
; Emitindo o codigo do programa de conversao 
WRITE 
WRITE 
WRITE 
WRITE 
%s", porto); 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITE 
WRITB 
WRITE 
WRITE 
; Emite 0 restante do codigo somente se 0 porto de entrada for sancrono 
WRITE 
WRITE 
WRITE 
WRITB 
WRITE 
if (opxdr == I) { 
size = RNDUP(sizeof($port_msg_type)) 
if (mem == NULL) { 
fprintf(stderr,"Erro na alocacao de memona para a recepcao do porto 
return;
} 
/1 Criacao do stream_xdr */ 
xdrmem_create(&xdr_handle, mem, sxze, opxdr) 
/1 Conversao dos dados de entradafi/ 
xdr_$port__msg_type(&xdr__hand1e, ($port_msg_type *)endmsg) 
sizemsg = xdr__getpos(&xdr_hand1e), 
ret.urn(sizemsg);
} 
else { 
/* opxdr deve ser 0, indicando que se trata de resposta *I 
size = RNDUP(sizeof($port_rep1y_type)), 
if (mem == NULL) ( 
fprint.f(stderr,"I-Erro na alocacao de memorxa para 0 stream__xdr na 
resposta do porto Xs", porto); 
WRITE 
WRITB 
WRITE 
WRITE xdrmem__create(&xdr_hand1e, mem, sxze, opxdr), 
WRITE /0 Conversao dos dados de entradafi/ 
WRITE xdr_$port_rep1y_type(&xdr__hs.ndle, ($port_reply_type *)endmsg) WRITE sizemsg = xdr_getpos(&xdr_hand1e), 
WRITE 
WRITE 
return;
1 
/1 Criacao do stream_xdr f/ 
return(sizemsg);
} 
; Emitindo o final da funcao xdr_converte 
WRITE ] 
; 
"H Emitindo 
WRITE int 
WRITE 
WRITE 
WRITE {... 
WRITE } 
; 
“U Emitindo 
WRITE void 
WRITE 
WRITE 
WRITE {... 
WRITE } 
; nu Emifinóo wmfl: vúid 
wxrrfi wmns 
WRITB {... 
WRITE } 
o codigo da funcao TEMPO_DE_!-ESPERA 
tem po_de_es pera(ti meout, operacao) 
int timeout, operacso; 
o codigo da funcao GUARDA_ENDS "H 
5uarda_ends(porto, endmsg, mem) 
char porto[20], fiendmsg, flmem; 
0 codigo da funcao RETIRA_E.NDS UN 
retira_ends(porto, endmsg, mem) 
char porto[20], fendmsg, fimem;
Apêndice C 
C.4 Especificação de Máquina 
machine: 
machine-byte_order: 
d.ata_name: 
size: 
representation: 
data_name: 
size: 
representation: 
SUN 4 
big-endian 
integer 
32 
2 complement 
double 
64 
IE EE standard
