ヒセンケイ テキオウ セイギョ ト ソノ オウヨウ by Bando, Mai
















This thesis is concerned with the adaptive control theory and its applications to
the autonomous flight control system of unmanned aerial vehicle.
First we propose a adaptive control system based on multiple module architecture
and new learning algorithm based on Lyapunov design methods that is applicable in
practical problems are proposed. We examine the performance of the proposed method
both in simulations and experiments. It is shown that multiple modules are successfully
trained and specialized for different domains in the state space in a cooperative way.
Furthermore, the control system which consists of several online modules is applied to
the autonomous flight control system of aero-robot, and we evaluate our method by
flight experiments.
Second, the output regulation problem for linear time-invariant systems with un-
known parameters is considered. Based on the Lyapunov stability theory, a stabilizing
adaptive controller is derived. It is shown that an adaptive controller can be designed
using the solution of the parameter dependent Riccati equation if the derivative of the
solution is sufficiently small. Then sufficient conditions for the output regulation prob-
lem with full information to be solvable are established. Furthermore, the condition
on the solution of the Riccati equation imposed above is relaxed.
Finally, adaptive output regulation for nonlinear systems described by multiple
linear models with unknown parameters is considered. We design a local stabilizing
controller for affine nonlinear system using the solution of the state dependent Riccati
equation and local output regulation is established using a state dependent regulator
equation. Then locally stabilizing adaptive state-feedback controllers for nonlinear sys-
tems described by multiple linear models with unknown parameters are designed based
on the Lyapunov stability theory. Local adaptive output regulation is also established
using a state dependent regulator equation. We extend our method to output feedback
control. The adaptive laws are derived from Lyapunov stability analysis which guar-
antees that observer error and parameter estimation error are bounded provided that
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1.1.1 Adaptive control: overview
In a broad sense, to adapt means “to change (oneself) so that one’s behavior will
conform to new or changed circumstances”. Adaptive control is one of the ideas which
can realize adaptive behavior of control systems. Specifically, adaptive control involves
measuring elements and auto-tuning elements to modify the controller to cope with
changes of plant or environment using online information. The most remarkable point
is to introduce a new “mechanism” to achieve adaptive behavior, i.e., to maintain
desirable performance of control system according to the changes of parameters of
plant. On the other hand, even the most elementary feedback controllers can tolerate
significant uncertainties. In fact it is also possible to realize the adaptive behavior of
control systems using this property. Even though robust control can handle certain
classes of parametric and dynamic uncertainties, it is not considered to be an adaptive
system.
Adaptive control seems today a “natural” strategy to attack the stabilization and
tracking of highly uncertain dynamical systems. In fact, since the late 50’s, control
theorists have struggled to develop adaptive control laws that guarantee closed loop
stability in the presence of unmodeled dynamics and external disturbances. The Model
Reference Adaptive Control (MRAC) architecture (Narendra and Annaswamy, 1989;
Ioannou and Sun, 1995; Yoan, 1979) was first proposed for linear systems by Whitaker
at the M.I.T. Instrumentation Laboratory in 1958 (Whitaker et al., 1958; Osburn et al.,
1961). The MRAC approach was based on a heuristically constructed gradient or delta
rule, also known as M.I.T. rule. Though this approach was originally a direct approach,
in which parameters of controller is adjusted based on adaptive rule, the structure
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of MRAC has changed to the combination of adaptive laws that can be guaranteed
stability and controller which include parameters corresponding to the parameter of
the controlled object to overcome the stability issue of the control system (Grayson,
1963; Parks, 1966). In 1970s, the theoretical framework of adaptive control called
parametric adaptive control which include MRAC was established based on Lyapunov
stability theories (Kalman and Bertram, 1959; Yoshizawa, 1966). An important feature
of traditional adaptive control is its reliance on “certainly equivalence” controllers. This
means that controller is first designed as if all the plant parameters were known. The
controller parameters are determined as functions of the plant parameters. Given the
true values of the plant parameters, the controller parameters are calculated by solving
design equations for model-matching, optimality and so on. When the true plant
parameters are unknown, the controller parameters are either estimated directly or
computed by solving the same design equations with plant parameter estimates. The
resulting controller is called a certainly equivalence controller. It is not obvious that
certainly equivalence controller will work inside an adaptive feedback loop and achieve
stabilization and tracking. Even when the plant is stable, bad parameter estimates
may yield a destabilizing controller. The situation is more critical when the plant
is unstable, because then the controller must achieve stabilization in addition to its
tracking task. It is therefore significant that certainly equivalence controllers have
been proven to be satisfactory for adaptive control of systems.
1.1.2 Reinforcement learning as a new approach of adaptive
systems
In the field of modern artificial intelligence, “learning through interaction” is a key fea-
ture of new AI which is known as behavior-based approach (Brooks, 1991). Especially
reinforcement learning (RL) (Sutton and Barto, 1998; Kaelbling et al., 1996), which
is one of the most active research areas in artificial intelligence, is a computational
approach to learning whereby an agent tries to maximize the total amount of reward
it receives when interacting with a complex, uncertain environment. From a historical
perspective, Sutton and Barto identify two key trends that led to the reinforcement
learning: the trial-and-error learning from psychology and the dynamic programming
methods from mathematics (Sutton and Barto, 1998). The previously ignored areas
lying between artificial intelligence and conventional engineering are now among the
most active, including new fields such as neural networks, intelligent control, and our
topic, reinforcement learning. In reinforcement learning we extend ideas from optimal
control theory and stochastic approximation to address the broader and more ambitious
goals of artificial intelligence.
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While the main research effort of adaptive control theory was directed towards
the theoretical stability assuming comparatively limited structure, in which parameter
update rules are based on minimization of quadratic index function by gradient rule
and so on, reinforcement learning deal with more complex problems which is far beyond
adaptive control theory since it is only based on trial-and-error search and reward given
by trying actions assuming the computational possibilities. Among the notable research
of reinforcement learning is the recent success of reinforcement learning applications
on difficult and diverse control problems (Anderson and Hong, 1994; Samuel, 1995;
Tesauro, 1994; Crites and Barto, 1996; Singh and Bertsekas, 1997). Reinforcement
learning is based on the idea that if an action is followed by a satisfactory state of
affairs, or by an improvement in the state of affairs, then the tendency to produce that
action is strengthened, i.e., reinforced. For a nonlinear, high-dimensional system, the
conventional RL method necessitates a huge number of states, which makes learning
very slow. Recently, many RL architecture to overcome this problem is proposed
(Anderson and Hong, 1994; Haruno et al., 2001; Morimoto and Doya, 1998, 2001).
1.1.3 Nonlinear adaptive control
Research in nonlinear control theory has been motivated by the inherently nonlinear
characteristics of the dynamical systems we often try to control. Examples of such
systems are Euler-Lagrange systems, limit and rate saturated control systems, dynam-
ically coupled and interconnected systems, to list a few. If we add to the nonlinear
nature of the dynamics, the fact that most systems are not well known and therefore
not exactly modeled, it is clear that linear control techniques fall short in both their
theoretical and practical aspects. Although linear systems are very well understood
and controlled, linear control is not enough to guarantee stability and performance of
nonlinear systems. A milestone in the extension of linear control techniques to non-
linear systems has been the development of nonlinear geometric control (Isidori, 1995;
Marino and Tomei, 1996). Recent research involving differential geometric methods has
rendered the design of controllers for a class of nonlinear systems somewhat systematic.
This nonlinear control theory is based on coordinate transformations by which a class
of nonlinear systems can be transformed into linear systems through feedback.
Adaptive control for nonlinear systems have developed together with the advent
of feedback linearization (Sastry and Isidori, 1989; Krstic et al., 1995). In the first
stage of the research on adaptive nonlinear control, the strict conditions like match-
ing conditions were supposed on the system. Later Kanellakopoulos et al. develop a
systematic approach called backstepping to the design of adaptive controllers for lin-
earizable systems. A backstepping control has become a very popular and powerful
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tool in nonlinear adaptive control.However the applicable class of nonlinear systems is
still small. The system must be affine with its input, and unknown parameters must
appear linearly with regard to known functions (Kanellakopoulos et al., 1991; Marino
and Tomei, 1993).
1.1.4 Output regulation problem
The output regulation problem addresses design of a feedback controller to achieve
asymptotic tracking and asymptotic disturbance rejection while maintaining closed-
loop stability. This is a general mathematical formulation applicable to many control
problems. The output regulation problem for linear systems was completely solved by
the collective efforts of several researchers, including Davison, Francis, and Wonham,
to name just a few (Saberi et al., 2000; Francis and Wonham, 1975; Francis, 1977).
A simple extension of existing linear output regulation theory cannot dealt with
output regulation for nonlinear systems. As a result of extensive work (Isidori and
Byrnes, 1990), output regulation have now been successfully addressed to a certain
degree. The idea to solve the nonlinear output regulation problem is similar to what
has been used to solve the linear output regulation problem (Byrnes and Isidori, 1997;
Huang, 2004). However, the control is much more difficult to find, since it is determined
by a set of nonlinear partial differential and algebraic equations, which is a nonlinear
analog of the regulator equations.
1.2 Motivation and Approach
There are two main objectives in this thesis: one is to apply adaptive controller moti-
vated by reinforcement learning to real systems, i.e., to modify the method to match
them and another one is to establish a new nonlinear adaptive control framework to
ensure the stability based on the linear control theory, which is mainly a theoretical
goal, but it is also aimed for practical application. The reason why the author does not
focus on only one objective comes from the author’s trails of researches. Reinforcement
learning have been applied to many problems both in simulation and application and
shown the possibilities to solve difficult and complex problem which existing control
cannot deal with. However, as is often said, controller which is constructed by rein-
forcement learning method does not guarantee the stability of the closed-loop system.
Moreover the stability problem of the learning process exists. When reinforcement
learning controller is applied to real systems, the stability issue become more serious.
Therefore, it is imperative that the controller be engineered with stable operation as
a primary goal; performance is a secondary design consideration to be pursued after
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stability is assured. For this point of view, it is necessary to restrict the objects and to
examine the stability. If we restrict the system, it is easier to recognize possibilities,
limits and expansibilities of the theory. For this reason, the author’s interests have
moved to control theoretical aspects of adaptive control of nonlinear systems.
To achieve the first objective, we employ multiple model-based approach to rein-
forcement learning. For real application, reinforcement learning controller may be still
complicated enough from the control design viewpoint and further simplifications may
be necessary. We assume that the plant is approximated by a linear model that is
valid around a given operating point. Different operating points may lead to several
different linear models that are used as plant models. To generate such plant model
automatically, we employ the idea of softmax responsibility signal which is trained
through experience.
The second objective is motivated by the fact that nonlinear systems is described by
multiple local linear models, we can apply the linear control theory to each local linear
model. This idea is similar to State Dependent Riccati Equations (SDRE). Consider
the affine nonlinear systems:
x˙ = f(x) + g(x)u (1.1)
where x ∈ Rn is the state, u ∈ Rm is the control and f(0) = 0 and the goal will be to
regulate the state x to the origin. A factorization is introduced such that it appears
linear at any fixed state
x˙ = A(x)x + B(x)u (1.2)
where A(x)x = f(x) and B(x) = g(x). Then the feedback
u = R(x)−1BT (x)X(x)x (1.3)
is used where X(x) is the solution of the SDRE:
A(x)TX + XA(x) + Q(x)−XB(x)R−1(x)B(x)TX = 0. (1.4)
and Q(·) and R(·) are the design parameters that satisfy pointwise positive definiteness
condition Q(x) > 0, R(x) > 0 ∀x. The greatest advantage of SDRE control is that
physical intuition is always there and the designer can directly control the performance
by tuning the weighting matrices Q(x) and R(x). Although SDRE approach has been
demonstrated its effectiveness in many applications (Mracek and Cloutier, 1998; Erdem
and Alleyne, 2004; Cloutier et al., 1996), little is known about the stability properties
associated with the SDRE controllers. In other to achieve the second objective of
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establish the nonlinear adaptive control theory based on the linear control theory, we




λi(x)(Aix + Biu) (1.5)
where λi(x) are known functions of x such that
r∑
i=1
λi(x) = 1, λi(x) ≥ 0. (1.6)
and employ an approach that combines SDRE and linear adaptive control. We also
consider output regulation problem. In this case we also employ linear theory approach.
We examine the solution of the regulator equations and design a controller to achieve
adaptive output regulation. Then we examine the expansibilities to general nonlinear
system.
1.3 Outline of the Thesis
This dissertation is organized as follows. Chapter 2 is concerned with adaptive control
motivated by reinforcement learning method and its application to unmanned aerial
vehicle. Chapters 3, 4 and 5 are concerned with adaptive control theory for linear and
nonlinear systems.
Specifically, these chapters are organized as follows:
in Chapter 2, we focus on application of adaptive control to real system. Motivated
by reinforcement learning approach, we derive the adaptive controller applicable to
the practical control problems based on the optimal linear quadratic problem. We
formulate learning algorithm based on Lyapunov design methods. We carried out
numerical simulations to show that the dynamic relations between modules to achieve
the task are learned and resulted controller is capable of nonlinear system. Moreover,
it is applied to the autonomous flight control system of aero-robot and evaluated by
a flight experiment. Experimental results revealed that softmax responsibility signal
becomes binary signal, by which that the single model is used in each operating regime,
and stability analysis holds even though the stability analysis doesn’t hold for multiple
modules with softmax responsibility signal.
In Chapter 3, we summarize the mathematical preliminaries used in Chapter 4
and 5. We review Riccati equation and regulator equation from linear theory and
show the regularity properties of solution of the algebraic Riccati equation and the
regulator equation with respect to system matrices. We also recall certain sufficient
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conditions of asymptotic stability of a linear time-varying system and some estimates
of the solution of the inhomogeneous system. Useful lemmas to analyze the stability
of adaptive control system are enumerated.
In Chapter 4, we examine the stability properties of adaptive controller based on the
linear quadratic problem. Then we propose a method of designing a full-information
controller to achieve adaptive output regulation based on regulator equation for linear
systems with parameter uncertainties.
In Chapter 5, we extend the method used in Chapter 4 to nonlinear systems. First
we present a method to design controller for affine nonlinear systems with special form
with known parameters. Secondly, We focus on the nonlinear system described by
multiple local models. Then we describe extensibilities of the proposed method to
general nonlinear systems.
In Chapter 6, we summarize the results of this thesis.

Chapter 2




In 1990’s, great progress was made in autonomous flight control of unmanned heli-
copter, for example, vision-based approach (Amidi et al., 1998), linear control approach
(Sato, 1999). These approaches were based on linear controller despite the fact that
helicopter has strong nonlinearity inherent to the rotorcraft vehicle (Mettler, 2002).
Then some approaches to deal with nonlinearity were proposed (Kim and Calise, 1997;
Nakanishi et al., 2003). Kim and Calise developed a direct adaptive control architecture
using Neural Networks. In Nakanishi et al., a robust controller using offline training
of Neural Networks was applied to autonomous flight control of aero-robot. However
most of these approaches were operated by single controller, regardless of whether the
controller has the ability to adapt changes of the environment. To control the objects
which vary considerably over the operating regime, it is impossible for a single con-
troller to meet design specifications. It is generally difficult to design control system
which meet various specifications even for linear systems. A nonlinear controller which
is called gain scheduling controller is widely used to keep desirable performance over
several operating regimes. Gain scheduling controllers consist of multiple controllers
designed based on several partially linearized models. But designing gain scheduling
controller is time-consuming and difficult because it depends on designers experience.
On the other hand, based on reinforcement learning framework, Doya et al. pro-
posed a modular reinforcement learning architecture for nonlinear, non-stationary con-
trol tasks, called multiple model-based reinforcement learning (MMRL) (Doya et al.,
9
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2002). The basic idea is to decompose a complex task into multiple domains in space
and time based on the predictability of the environmental dynamics. This idea is similar
to gain scheduling controller, however, how to decompose the system into several local
models automatically determined. The resulting learning architecture, in which they
extend the idea of a softmax combination of modules to the paradigm of reinforcement
learning, decompose a nonlinear and/or nonstationary task through the competition
and cooperation of multiple prediction models and reinforcement learning controllers.
However, like most of RL algorithms, the learning agent uses the derivative of signal
and is not appropriate to apply control systems of real application.
In this chapter, we propose a new learning architecture that is applicable to practical
problems. The possibility of controller using multiple modules for the system which
has nonlinear and time-varying dynamics is investigated. In the following sections, we
first review the reinforcement learning method from control theoretical view and then
introduce the basic MMRL architecture and point out its problem. We propose new
learning algorithm based on Lyaounov design methods. We first test the performance
of the proposed method by numerical simulation and also apply the method to the
autonomous flight control system of an aero-robot.
2.2 Modular Learning
2.2.1 Reinforcement learning as adaptive optimal control
Reinforcement learning is based on the idea that if an action is followed by a satisfactory
state of affairs, or by an improvement in the state of affairs, then the tendency to
produce that action is strengthened, i.e., reinforced. Extending the original idea to
allow action selections to depend on state information introduces aspects of feedback
control. Control problems can be divided into two classed: 1) regulation and tracking
problems, in which the objective is to follow reference trajectory, and 2) optimal control
problems, in which the objective is to maximize a functional of the controlled system’s
behavior that is not necessarily defined in terms of a reference trajectory. For example,
the majority of adaptive control methods including MRAC address regulation and
tracking control because they have proven to be more tractable both analytically and
computationally. However, adaptive methods for optimal control problems would be
widely applicable if methods could be developed that were computationally feasible and
that could be applied robustly to nonlinear systems. On the other hand, reinforcement
learning can be viewed as an approach to the adaptive optimal control (Sutton et
al., 1992). Most formal results are for the control of Markov processes with unknown
transition probabilities (Sutton, 1988; Watkins, 1989).
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In recent years there have been many robotics and control applications that have
used reinforcement learning. Here we will concentrate on the following example, al-
though many other interesting ongoing robotics investigations are underway. Schaal
and Atkeson constructed a two-armed robot, which learns to juggle a device known as
a devil-stick. This is a complex nonlinear control task involving a six-dimensional state
space and less than 200 msecs per control decision (Schaal and Atkeson, 1994). After
about 40 initial attempts the robot learns to keep juggling for hundreds of hits. The
juggling robot learned a world model from experience, which was generalized to unvis-
ited states by a function approximation scheme known as locally weighted regression
(Cleveland and Devlin, 1988; Moore and Atkeson, 1992). Between each trial, a form of
dynamic programming specific to linear control policies and locally linear transitions
was used to improve the policy. The form of dynamic programming is known as linear
quadratic regulator design.
2.2.2 Multiple model-based reinforcement learning
Figure 2.1 shows the structure of the MMRL architecture. It is composed of n modules,
each of which consists of a state prediction model and a reinforcement learning con-
troller. The action output of reinforcement learning controllers as well as the learning
rates of both the predictors and the controllers are weighted by the “responsibility sig-
nal”, which is a Gaussian softmax function of errors in output of the prediction models.
The advantage of this module selection mechanism is that the areas of specialization
of the modules are determined in a bottom-up fashion based on the nature of the
environment. In the following, we describe a specific algorithm of modular learning.
A nonlinear system is considered
x˙(t) = f(x(t),u(t)), (2.1)
where x(t) is a state variable vector and u(t) is a control input vector. The goal of
reinforcement learning is to find the policy that can maximize the cumulative future
reward (Sutton and Barto, 1998). The task for the prediction model is to predict the
state derivative x˙(t). Output of the i-th module is denoted as ˆ˙xi(t) and the prediction
error as
Ei(t) =‖ x˙− ˆ˙xi ‖2 . (2.2)


















Figure 2.1: Multiple Model-based Reinforcement Learning (MMRL)
where σ is a parameter that controls the sharpness of module selection. Output of the
i-th module
ˆ˙xi = fi(x(t),u(t)), (2.4)
is compared with the observed state dynamics x˙ to calculate the responsibility signal
according to (2.3). Output of the prediction model of the i-th module is linearly
weighted by the responsibility signal to make a prediction of the next state.




Responsibility signal λi(t) is also used for weighting the update of prediction models.
Outputs of reinforcement learning controllers are also linearly weighted by λi(t) to
make the action output to the environment. The parameters of the local linear model
of the i-th module Ai, Bi are updated by the weighted prediction errors λi(t)(ˆ˙xi−x˙(t)),
respectively.
However, there are obstacles to apply MMRL to practical problems where it is
difficult to measure derivatives of state variables x˙. This is because, like other RL
techniques, gradient methods are used in MMRL. We must overcome this difficulties of
MMRL for real applications, such as controlling an autonomous robot. In our approach,
a Lyapunov function is used to formulate a learning rule so that we can guarantee the
stability during operation of single module and in which we only use state variables
not any derivatives so that we can use the proposed method for learning in a real
environment.
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2.2.3 Learning rule based on Lyapunov design method
In the following, we formulate a new learning rule based on Lyapunov design method.
We assume that a locally linearized model of the controlled object (2.1) is described as
x˙ = A(xk,uk)x + B(xk,uk)u, (2.6)
where xk,uk are a reference point and a prediction model
ˆ˙x = Aˆx + Bˆu + v, (2.7)
for each module, where v is a pseudo control input which is introduced in order to
guarantee stability. The error dynamics of the overall system can be expressed as
e˙ = A˜x + B˜u− v, (2.8)
where A˜, B˜ are A˜ = A − Aˆ and B˜ = B − Bˆ. To derive the stable learning rules, we









where P is a symmetric positive definite matrix, ΓA, ΓB are weight matrix and are
positive defined, and trA denotes the trace of matrix A. The derivative of the Lyapunov
function is given by
V˙ = e˙TPe + tr(A˜TΓA
˙˜A + B˜TΓB
˙˜B), (2.10)
and we substitute (2.8) into (2.10) to obtain (2.11)




= tr[A˜T (PexT + ΓA







B be expressed as
˙ˆ
A = − ˙˜A = Γ−1A PexT ,
˙ˆ
B = − ˙˜B = Γ−1B PeuT , (2.12)
v = e,
then (2.11) will become
V˙ = −eTPe. (2.13)
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From (2.13), it is guaranteed that V is a decreasing function while P is positive-definite
matrix and the uniform ultimate boundedness of the error signal is achieved, then
(2.8) and (2.12) is stable in the sense of Lyapunov stability. Actually, xk, uk in (2.6)
dynamically change through learning process. If learning rules (2.12) are sufficiently
fast, modules can track change of the locally linearized model (2.6). The proposed
method can be applied to train linearly parameterized neural networks in order to use
nonlinear prediction models. We can extend the proposed method to use modules in
which a nonlinear prediction model is used. For examples, Tayler series model, linearly
parameterized neural network model, and radial basis function model and so on are
easily to use in our method. For simplicity, we focus on modules in which a linear
prediction model is used.
2.3 Numerical Simulation
In this section, we show the result of numerical simulation. Consider the van der Pol
equation
x¨ = 0.2(1− x2)x˙− x + u, (2.14)
x(0) = 2 , x˙(0) = 0, (2.15)
and a desired trajectory is given by 2 sin(t). The origin is not stable but all trajectories
asymptotically approach to a certain stable trajectory called a limit cycle. The local
stability depends on whether the state is outside or inside of the cycle. We use two
modules, each of which has a linear dynamic model and a quadratic reward model. Ei
can be implemented by using a short-term average of the prediction error instead of
the instantaneous prediction error to prevent chattering
τE˙i(t) = −Ei(t)+ ‖ x− xˆi ‖2, (2.16)
where we set τ = 0.01, σ = 0.5 and initial prediction models of modules were set to
have different property. Figure 2.2 shows transition of the state controlled by single
module and Figures 2.3 and 2.4 show transition of the state and the responsibility signal
controlled by two modules. As shown in Figure 2.2, about 60 seconds, the performance
became good when it was controlled by single module. On the contrary, in Figure
2.3, after proper decomposition of the modules was learned around 25 seconds, the
performance became good when it was controlled by multiple modules. This result
shows that multiple modules learn faster than single module and our learning rules
(2.12) work well in sufficient speed. Moreover the modules could keep the information
about the controlled object. On the contrary, when one module is used in learning, the











Figure 2.2: Transition of state controlled by single linear module
parameter used in the module kept varying, and knowledge about the controlled object
didn’t stored in the module, that is, the module kept forgetting collected information
about the controlled object, which was necessary to keep control performance. Figure
2.5 show the relation between modules in the phase plane. After learning is finished,
module A specialized in the internal region of the limit cycle and module B specialized
in the external region of the limit cycle as shown in Figure 2.5. The result shows that
multiple prediction models are successfully trained and specialized for different domains
in the state space. In this example, modules which specialized in stable domain and
unstable domain is formed through learning, so that they operate cooperatively, and the
control task is efficiently achieved. It turns out that the learning rate of each module
is successfully weighted by the responsibility signal. Consequently, modules that have
different property and the dynamic relations between modules to achieve the task are
learned. Thus, the relations between modules are not fixed but are decided in adaptive
way depend on the behavior of each module. Therefore, the module configuration can
be changed using prior and acquired information enough. Moreover, if it is possible
to adapt to the change in the controlled object and the environment only by a part
of module, information has already been acquired by learning is maintained in other
modules.




























Figure 2.4: Transition of responsibility signal controlled by two linear module



















Figure 2.5: Relation between two modules in state space
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2.4 Flight Experiment of Autonomous Aero-robot
2.4.1 Experimental settings
In this section, we show a result of a flight experiment of an autonomous aero-robot
to confirm that the proposed method is applicable to practical problems. The au-
tonomous aero-robot used in this experiment is based on an unmanned helicopter
YAMAHA RMAX, and its photograph is shown in Figure 2.6. Table 2.1 shows the
main specification of RMAX. RMAX is the best unmanned commercial aerial spray
system which is widely used for agricultural purpose in Japan, and it is operated man-
ually by use of a remote controller. Equipping various sensors for navigation, such as
GPS (Global Positioning System) and a computer system for flight control, the state of
the aero-robot can be measured with enough accuracy, and it can fly without manual
control by developing an autonomous flight control system. Especially it can fly out of
the operator’s sight, therefore it can be applied for various purposes (Nakanishi et al.,
2003). Rotorcraft represent a challenging control problem with high-dimensional, com-
plex, non-linear, dynamics, and are regarded as significantly more difficult to control
than fixed-wing aircraft. Moreover, the atmospheric change, such as wind direction,
the gust and so on, affects the behavior of the small sized helicopter significantly, so
that adaptation to the environmental change is important property of the aero-robot.
Designing an altitude controller is shown in this paper. In our previous report (Bando
et al., 2004), there existed steady-state error in the experiment. It becomes clear that
Figure 2.6: Autonomous Aero-robot
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Table 2.1: Principal Specifications of YAMAHA RMAX
Overall Length 3,630(mm)






the input offset, that is collective trim difference, which is not modeled in a simulation
existed in an actual environment and it suggest that modules may have not learned in
adequate way. In order to cancel steady-state error, we include the term of uncertainty
into our prediction model to take uncertainties into account. We assume that
• The thrust coefficient of the main rotor doesn’t depend on altitude and vertical
velocity.
• The drag works in the movement of the vertical direction, and the magnitude is
proportional to the vertical velocity.
and a linear prediction model of the aero-robot is described as






















for each module, where x1, x2, u, v is altitude, velocity, collective input and a pseudo
control input respectively. Parameter aˆ corresponds to the drag coefficient, bˆ corre-
sponds to the thrust coefficient and gˆ corresponds to the uncertainties. In the flight
experiment, desired altitude and vertical velocity are set to be varying and unit of
desired altitude and velocity are m and m/s, respectively. Other states of the aero-
robot is controlled to keep the initial value in this experiment. Initial parameters were
obtained in advance by use of a flight simulator, which can emulate flight state of the
aero-robot with sufficient accuracy. Reinforcement learning controller of each module
u = −Kx− gˆ, (2.18)
20 Chapter 2. Modular Learning and Its Application to Autonomous Aero-robot
is used. K is the optimal gain and computed continuously by solving Riccati equation
so that it changes adaptively using prediction model. In our experiment, a performance







2.4.2 Results and discussion
We first tested the performance of our proposed method with 3 modules. Figures 2.7
and 2.8 show transition of the state. As shown in these figures the aero-robot follows
the desired trajectory and learning rules (2.12) works. Figure 2.9 summarize estimated
value of parameters at flight experiment. This parameter corresponds to the thrust
coefficient. This result shows the thrust coefficient of the module that takes charge
of the hovering is bigger than that of the module when accelerating. It is also proved
that when 3 modules are used in learning, the change in the parameter is small, and
each module can maintain the information about the controlled object. To confirm
how the number of modules affects on relation between modules, we also tested with 2
modules. Figures 2.10 and 2.11 shows the relation between modules. The control task
was decomposed into negative acceleration and the other when two modules were used.
When three module were used, the other task except for negative acceleration was de-
composed into positive acceleration and hovering. The difference between 2 modules
and 3 modules and of specialization is shown in Tables 2.2 and 2.3. The altitude did
not influence the differentiation of the module according to the result. Because of small
changes of altitude, it doesn’t cause environmental changes such as air density and so
on, and affect the dynamic characteristics little. If the environment and task become
complicated or time-varying, it is impossible to determine the optimal number of mod-
ules in advance which are required to control the aero-robot with enough performance.
However experiments show that modules can learn suitable differentiation and change
their relation according to the situation by use of the proposed learning rule even if
sufficient modules are not used.




























































Figure 2.9: Estimated value of parameters at flighf experiment









































Figure 2.11: Relation between 2 modules
2.5. Conclusion 23
Table 2.2: specialization in 2 Modules
Module A negative acceleration
Module B the other
Table 2.3: specialization in 3 modules
Module A negative acceleration
Module B positive acceleration
Module C hovering (the other)
2.5 Conclusion
In this chapter, we propose new learning algorithm based on Lyapunov design methods
applicable in practical problems. We tested the performance of the proposed method
both in simulations and experiments. It is shown that multiple modules are successfully
trained and specialized for different domains in the state space in a cooperative way.
Furthermore, the control system which consists of several online modules is applied to
the autonomous flight control system of aero-robot, and we evaluated our method by
a flight experiment. These results show that the proposed method can be applied to
control various autonomous robots. Actually, the stability analysis doesn’t hold for
multiple modules with softmax responsibility signal. However, softmax responsibility




In this Chapter, the focus is on some elementary results and principles that are used
in the design and analysis of adaptive systems.
3.1 Linear Control Theory
Consider the linear system
x˙ = Ax + B1w + B2u,
z = C1x+ D11w + D12u,
(3.1)
where x ∈ Rn is the state, u ∈ Rm is the control, z ∈ Rq is the output to be regulated,
and w ∈ Rs denotes bounded disturbances or reference signals generated by an anti-
stable exosystem
w˙ = Sw. (3.2)
All matrices A, B1, B2, C1 and D11 are constant and of appropriate dimensions.
3.1.1 The algebraic Riccati equation
Let C ∈ Rp×n, and assume that (C, A) is detectable. If (A, B2) is stabilizable, there
exists a unique nonnegative stabilizing solution X of the algebraic Riccati equation
ATX + XA + CTC −XB2BT2 X = 0. (3.3)
Now we show that the solution X is a smooth function of the parameters of the matrices
A, B2 and C.
Lemma 3.1.1. Let (A, B2, C)=(A0, B20, C0) be a stabilizable and detectable triple.
Then the following holds:
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1. There exists a neighborhood N1 of (A0, B0, C0) such that each (A, B, C) ∈ N1
is stabilizable and detectable. Moreover for each (A, B, C) ∈ N1, there exists a
nonnegative stabilizing solution X = X(A,B,C) of (3.3).
2. There exists a neighborhood N2 of (A0, B20, C0) such that for each (A, B2, C)
∈ N2, there exists a unique solution X = X(A,B2, C) of (3.3) which is continuous
and continuously differentiable in each element of the matrices A, B2, and C.
Proof. 1. Let M ∈ Rn×m with n ≤ m. Since the rank of a matrix is lower semi-
continuous (Beltrami, 1970) the set {M : rank M ≤ n − 1} is closed. First
we show by contradiction that the stabilizable pair (A, B) forms an open set.
Suppose each neighborhood of (A0, B0) contains a pair (A, B) which is not
stabilizable. Then we can construct a sequence (Ak, Bk) which is not stabiliz-
able. Moreover, there exists an eigenvalue λk of Ak such that Re λk ≥ 0 and
rank[λkI − Ak Bk] ≤ n − 1. Let pk be the normalized eigenvector correspond-
ing to λk so that Akpk = λkpk. Taking a subsequence if necessary, we can find
limits λ0 and p0 such that Re λ0 ≥ 0, ‖p0‖ = 1, and A0p0 = λ0p0. By the lower
semicontinuity of the rank we obtain rank[λ0I − A0 B0] ≤ n − 1. This is a
contradiction to the stabilizability of (A0, B0). Hence if (A0, B0) is stabilizable,
then there exists a neighborhood M1 of (A0, B0) such that each (A, B) ∈ M1
is stabilizable. Similarly, if (C0, A0) is detectable, there exists a neighborhood
M2 of (C0, A0) such that each (C, A) ∈ M2 is detectable. Combining these
observations we obtain the first assertion. The second part is well-known.
2. We set
θ = [vec(A)T vec(B)T ], x = vec(X),
where vec(·) denotes the vector formed by the column vectors of the matrix,
taking them from left and placing them from top. The Riccati equation (3.3) is
equivalently transformed to
F (θ,x) = vec(ATX + XA + CTC −XBBTX) = 0. (3.4)
We shall apply the implicit function theorem (Khalil, 2002) to (3.4), and show
that X is a continuously differentiable function of A and B. Let X0 be a non-
negative stabilizing solution of (3.3) associated with (A0, B0, C0) and θ0, x0 the






= In ⊗ (A0 −B0BT0 X0)T + (A0 − B0BT0 X0)T ⊗ In
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where ⊗ denotes the Kronecker product of matrices (Brewer, 1978). For example
if A is an m-by-n matrix and B is a p-by-q matrix, then the Kronecker product








am1B · · · amnB
⎤
⎥⎦ .
By the assumption, the matrix (A0−B0BT0 X0) is stable. Hence det J = 0, i.e., J
is nonsigular at (θ0, x0). Note that F (θ,x) is a continuous function of (θ,x) and
C1. Then, by the implicit function theorem, there exists a neighborhood V of θ0




3.1.2 The regulator equation
The output regulation problem of (3.1) and (3.2) with full information is to find a
stabilizing feedback control
u = Fx + Gw
such that z(t) → 0 as t →∞ for any x(0) = x0 and w(0) = w0.
It is known that the output regulation problem is solvable if and only if the regulator
equation
AΠ− ΠS + B1 + B2Γ = 0,
C1Π+ D11 + D12Γ = 0,
(3.5)
has a solution (Π, Γ) (Saberi et al., 2000). In this case, u = Fx+ (Γ− FΠ)w, for any
stabilizing F , is a solution.






has full row-rank for each eigenvalue λ of S (Saberi et al., 2000). For fixed C1, D11
and D12 we show that the solution of the regulator equation (3.5) is a continuously
differentiable function of the elements of A, B1 and B2. Suppose
rank
[
A0 − λI B20
C1 D12
]
= n + q ∀λ ∈ σ(S).
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= n + q ∀λ ∈ σ(S). (3.6)
Lemma 3.1.2. Suppose A1 is a square matrix, i.e., the input signal u and the output
signal z have the same dimension. Then the solution (Π, Γ) of the regulator equation
(3.5) is continuously differentiable function of B1 and (A, B2) in M1.
Proof. In M1, the solvability of the regulator equation (4.3) is guaranteed. We set
θ = [vec(A)T vec(B2)
T ], x = [vec(Π)T vec(Γ)T ].
We can rewrite (4.3) as




(Is ⊗A)− (ST ⊗ In) −(Is ⊗ B2)








From (3.6), it follows that Ac ∈ R(n+q)s×(n+q)s has full row-rank Zhou and Duan (2006).
Hence x is a continuously differentiable function of θ.
If A1 is a wide matrix, then the solution of the regulator equation is not unique.
The solutions consist of two parts, those corresponding to a nonsingular submatrix of
order (n + q)s and those which can be set arbitrary. But the nonsingular submatrix
may change when (A, B2) changes and the continuity of the solution is not always
ensured. However, we can show the regularity of the solution for systems of special
structure. In fact, we assume that (A, B2) is in the controllable canonical form and








Am1 · · · Amm
⎤








⎥⎥⎥⎥⎦ , C1 =
[







0 1 0 · · · 0






∗ ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎦ ∈ Rni×ni, (3.9)





∗ ∗ ∗ · · · ∗
⎤





0 0 · · · 1 ∗ · · · ∗
⎤












where the i-th elements of the last row of Bi and of the first column of Ci are one, and
the symbol ∗ stand for possible nonzero elements and are called the parameters of A
and B2. We assume q ≤ m.
Lemma 3.1.3. Suppose D12 = 0 and that (A, B2, C1) has the structure (3.8)-(3.12).
Then there exists a solution (Π, Γ) of the regulator equation (3.5) which is continuously
differentiable function of the parameters of A and B2. Moreover Π is independent of
the parameters of A and B2.
Proof. We set
θ = [vec(A)T vec(B2)
T ], x = [vec(Π)T vec(Γ)T ].
We can rewrite (4.3) as




(Is ⊗A)− (ST ⊗ In) −(Is ⊗ B2)








First we show the solvability of the regulator equation (4.3). We recall that if Ac has
full row rank, the solution of (3.13) exists. Let Λ be the diagonal matrix consisting of
eigenvalues of ST and ST = PΛP−1 where P is the eigenvector matrix of ST . Using
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the property of the Kronecker product V1V2 ⊗W1W2 = (V1 ⊗W1)(V2 ⊗W2) (Brewer,
1978), we obtain (Zhou and Duan, 2006)











= (P ⊗ In+m)A˜c(P−1 ⊗ In+m)
Hence the regulator equation (3.13) is reduced to the equation of the form
A˜cx˜− b˜ = 0,






















0 · · · −λ1 1 0 · · · · · · 0 0 0
∗ · · · · · · ∗ ∗ · · · · · · ∗ 1 ∗








0 · · · · · · 0 0 · · · −λ1 1 0 0
∗ · · · · · · ∗ ∗ · · · · · · ∗ 0 1




A˜c has full row rank. In fact, we can see rank A1(λ1) = n+1 and rank A˜c = (n+ 1)s
since A˜c has a block structure (3.14). Now Ac is of full row rank and the solvability of
the regulator equation (4.3) is guaranteed.
Next we show that there exists Π which does not depend on the parameters of A
and B2. Suppose Ac is a square matrix. For simplicity we assume q = 2, m = 2 and
s = 2. Then Ac becomes
Ac =
[
(Is ⊗ A)− (ST ⊗ In) −(Is ⊗B2)





A− s11In −s12In −B2 0
s21In A− s22In 0 −B2
C1 0 0 0
0 C1 0 0
⎤
⎥⎥⎥⎦




−s11 1 0 −s12 0 0 0 0 0 0
0 −s11 1 0 −s12 0 −1 ∗ 0 0
∗ ∗ ∗ 0 0 −s12 0 −1 0 0
−s21 0 0 −s22 1 0 0 0 0 0
0 −s21 0 0 −s22 1 0 0 −1 ∗
0 0 −s21 ∗ ∗ ∗ 0 0 0 −1
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where S = (sij). Note that nth- and 2nth rows contain the parameters of A and B2.
Without nth- and 2nth rows, we have
A¯cvec(Π)− vecB1 = 0. (3.15)
Since A¯c is nonsingular, we can uniquely determine Π. Then Π is independent of the
parameters of A and B2. If q < m, Ac become a wide matrix. In this case there are
m − q parameters of Π which are free. Choosing these elements independent of the
parameters of A and B2, the rest of the solutions are uniquely determined by the same
discussion as in the square case, and Π becomes independent of the parameters of A
and B2.
3.2 Stability of Linear Time-Varying System
Consider the linear system
x˙ = A(t)x, (3.16)
where x ∈ Rn and the elements of A(t) are piecewise continuous, bounded and dif-
ferentiable for all t ≥ t0 ≥ 0. We recall sufficient conditions for asymptotic stability
(Ioannou and Sun, 1995).
Lemma 3.2.1. Assume the condition
Re{λi(A(t))} ≤ −σs ∀t ≥ 0
for any eigenvalue λi(A(t)) of A(t), where σs is a positive constant. If ‖A˙‖ ∈ L2[0,∞),
then the equilibrium state xe = 0 of (3.16) is uniformly asymptotically stable in the
large.
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By Theorem 4.11 in (Khalil, 2002), under the conditions of Lemma 3.2.1 the state
transition matrix Φ(t, τ) satisfies
‖Φ(t, τ)‖ ≤ λ0e−α0(t−τ) (3.17)
for some λ0, α0 > 0.








and δ ≥ 0 is a constant. This is called the L2δ-norm (Ioannou and Sun, 1995). Consider
the system
x˙ = A(t)x + B(t)u, x(0) = x0 (3.18)
where u ∈ Rm and the elements of B(t) are bounded continuous functions. Suppose
the inequality (3.17) holds. Then for each δ ∈ [0, 2α0) and a locally square intergrable
function u, we have the following useful estimates (Ioannou and Sun, 1995).
Lemma 3.2.2.
(i) |x(t)| ≤ c0λ0√
2α0 − δ
‖ut‖2δ + t





where c0 = sup
t
‖B(t)‖, t = λ0e−α0t|x0| and δ1 satisfies δ < δ1 < 2α0.
A key lemma for analysis of adaptive control schemes is the following.




φ(τ)dτ exists and is finite, and f(t)
is a uniformly continuous function, then lim
t→∞
f(t) = 0.
Lemma 3.2.4 (Bellman-Gronwall Inequality). Let λ : [a, b] → R be continuous
and µ : [a, b] → R be continuous and nonnegative. If a continuous function y : [a, b] →
R satisfies




for a ≤ t ≤ b, then on the same integral










Adaptive Output Regulation for
Linear Systems
4.1 Introduction
The output regulation problem addresses design of a feedback controller to achieve
asymptotic tracking and asymptotic disturbance rejection while maintaining closed-
loop stability. This is a general mathematical formulation applicable to many control
problems. Consider a linear plant of the form
x˙ = Ax + B1w + B2u,
z = C1x+ D11w + D12u,
(4.1)
where x ∈ Rn is the state, u ∈ Rm is the control, and z ∈ Rq is the output to be
regulated. The signal w ∈ Rs denotes disturbances or reference signals generated by
an anti-stable exosystem
w˙ = Sw. (4.2)
The output regulation problem is to find a control law such that z(t) converges to zero
as t → ∞ for any initial conditions of the plant and the exosystem. When the state
and the signal are available, it is called the output regulation with full information.
In this case a control of the form u = Fx + Gw is sought. The output regulation
problem for linear systems was completely solved by the collective efforts of several
researchers, including Davison, Francis, and Wonham, to name just a few (Saberi et
al., 2000; Francis and Wonham, 1975; Francis, 1977). The following results are known.
Theorem 4.1.1 (Saberi et al. (2000)). Suppose (A, B2) is stabilizable. Then the
output regulation problem with full information is solvable if and only if there exist two
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matrices Π and Γ which satisfy the regulator equation
AΠ− ΠS + B1 + B2Γ = 0,
C1Π + D11 + D12Γ = 0.
(4.3)
Under this condition admissible controllers are given by
u(t) = Fx(t) + (Γ− FΠ)w(t),
where F is any matrix such that A + BF is exponentially stable.
However if the system parameters contain uncertainties, the above controller is no
more feasible. Adaptive control is one of the ideas which can deal with uncertainties.
Specifically, adaptive control involves measuring elements and auto-tuning elements
to modify the controller to cope with changes of plant or environment using online
information. On the other hand, even the most elementary feedback controllers can
tolerate significant uncertainties. In (Huang, 2004) it is shown robust output regulation
can handle parametric uncertainties. In this chapter, we consider the adaptive output
regulation problem for linear time-invariant systems with unknown parameters.
In 1970s, the theoretical framework of adaptive control called parametric adaptive
control which include MRAC was established based on Lyapunov stability theories
(Kalman and Bertram, 1959; Yoshizawa, 1966). The main contribution was certainly
equivalence principle by which traditional adaptive controllers are designed regarding
estimated parameters as true parameters. The greatest advantage of the “certainly
equivalence” controller is that we can use linear control theory for known systems.
Given the true values of the plant parameters, the controller parameters are calculated
by solving design equations for model-matching, optimality and so on. When the true
plant parameters are unknown, the controller parameters are either estimated directly
or computed by solving the same design equations with plant parameter estimates.
The resulting controller is called a certainly equivalence controller. Even when the
plant is stable, bad parameter estimates may yield a destabilizing controller. The
situation is more critical when the plant is unstable, because then the controller must
achieve stabilization in addition to its tracking task. The stability of the system can
be analyzed by considering estimated parameter as a time-varying parameter. Hence
the stability problem of the adaptive system can be stated in terms of the stability of
a linear time-varying system depending on parameters and the stability property in
terms of parameters are discussed in (Narendra and Annaswamy, 1989). In (Ioannou
and Sun, 1995) stability results of linear time-varying systems based on a L2δ norm
that are particularly useful in the analysis of adaptive systems are shown. However
It is not obvious that certainly equivalence controller based on the algebraic Riccati
4.2. Adaptive Output Regulation 35
equation and the regulator equation will work inside an adaptive feedback loop and
achieve stabilization and output regulation. When we design certainly equivalence
controllers based on the algebraic Riccati equation and the regulator equation from
linear theory, the analysis of adaptive feedback loop become more complex. Moreover
it is not obvious that under what conditions the regularity properties of solution of
the algebraic Riccati equation, which is often used in real applications, with respect to
system matrices hold. The solutions of the regulator equation become more complex.
It is therefore significant that such controllers are proven to be satisfactory for adaptive
control of systems.
This chapter is organized as follows. Section 1 is introduction. Section 2 is con-
cerned with adaptive stabilization and adaptive output regulation. We introduce an
estimator of the system and adaptive laws which decrease the estimation error of the
state and parameters. We then introduce a feedback law based on the algebraic Ric-
cati equation. Based on this result, we consider the output regulation problem with
full information and give sufficient conditions for solvability in terms of the regulator
equation. In Section 3 to relax the condition on the solution of the Riccati equation
imposed above, we introduce normalized adaptive laws. In Section 4 two examples are
worked out numerically and simulation results of the tracking of a step function and a
sine function are presented. Section 5 is conclusion.
4.2 Adaptive Output Regulation
Consider the linear system
x˙ = Ax + B1w + B2u,
z = C1x+ D11w + D12u,
(4.4)
where A, B1 and B2 contain unknown parameters and the other matrices are assumed
to be known. We introduce the signal w generated by (4.2) and assume that it is
bounded. We assume that the state x and the signal w are accessible and consider the
output regulation problem for (4.4) under the following conditions.
Assumption 4.2.1.
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has full row-rank for each eigenvalue λ of S for any unknown parameters of (A,
B2).
Assumption 4.2.2. One of the following conditions is satisfied.
1. A1 is a square matrix, i.e. the input signal u and the output signal z have the
same dimension.
2. D12 = 0 and (A, B2, C1) has the structure (3.8)-(3.12).
First we consider the stabilization problem.
4.2.1 Adaptive stabilization
Introduce an estimator and adaptive laws of the form (Narendra and Annaswamy,
1989):
˙ˆx = Amxˆ + (Aˆ− Am)x+ Bˆ1w + Bˆ2u, (4.5)
˙ˆ
A = Φ˙ = −PexT ,
˙ˆ
B1 = Ψ˙1 = −PewT , (4.6)
˙ˆ
B2 = Ψ˙2 = −PeuT ,
where Am is an n× n stable matrix, P is the solution of the following matrix equation
ATmP + PAm = −Q0
for some positive-definite matrix Q0 and
e = xˆ− x, Φ = Aˆ− A, Ψ1 = Bˆ1 −B1, Ψ2 = Bˆ2 − B2.
Then the error equation is given by
e˙ = Ame + Φx +Ψ1w +Ψ2u. (4.7)
If some elements of A, B1 and B2 are known, we can omit their adaptive laws in (4.6),
but for notational convenience we use (4.6).
Lemma 4.2.1. The system (4.6) and (4.7) is globally stable.
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Proof. Consider the function




where trA denotes the trace of the matrix A. The time derivative of (4.8) along the
solutions of (4.6) and (4.7) is given by
V˙ = eT (ATmP + AmP )e + 2e
TPΦx+ 2eTPΨ1w + 2e
TPΨ2u + 2tr(Φ
T Φ˙ + ΨT1 Ψ˙1 +Ψ
T
2 Ψ˙2)
= −eTQ0e ≤ 0.
Hence the origin of (4.6) and (4.7) is globally stable. It follows that e, Φ, Ψ1 and Ψ2
are bounded for all t ≥ 0 and e ∈ L2.
Let Q be positive-definite. Then (C, Aˆ) is observable where C =
√
Q. Since (Aˆ(t),
Bˆ2(t)) is stabilizable for each t by Assumtion 4.2.1, there exists a positive stabilizing
solution X(t) of the algebraic Riccati equation
AˆT (t)X + XAˆ(t) + Q−XBˆ2(t)BˆT2 (t)X = 0. (4.9)
Lemma 4.2.2. X(t) is continuously differentiable with respect to t and is uniformly
bounded.
Proof. We set
θˆ = [vec(Aˆ)T vec(Bˆ2)
T ].





Lemma 4.2.1 θˆ is bounded and hence x = f(θˆ) is bounded.
Now we introduce the control law
u = −BˆT2 (t)X(t)xˆ. (4.10)
Before stability property is established, the existance of the solutions must be shown.
The overall adaptive system is represented by
x˙ = (A− B2BˆT2 X)x+ B1w, (4.11)
e˙ = Ame+(Aˆ− A)x+ (Bˆ1 − B1)w − (Bˆ2 − B2)BˆT2 Xx, (4.12)
˙ˆ
A = −PexT , (4.13)
˙ˆ
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Since the right-hand side of (4.11) -(4.15) is continuous with respect to t, the existence
of a solution is assured for all t ∈ [t0, t0+α] for some α > 0. Since the Lyapuov function
defined in (4.8) ensures that e, Aˆ, Bˆ1, Bˆ2 are bounded for all t ∈ [t0, t0 + α]. Then
(4.11) can be considered as a linear time-varying differential equation with bounded
coefficients. It follows that x(t) grows at most exponentially and the existence of
solutions of (4.11) -(4.15) on t ∈ [t0, ∞) is assured.





B2(t) → 0 as t → ∞, then x and xˆ are bounded and
lim
t→∞
e(t) = 0. Moreover, if w = 0 then lim
t→∞
x(t) = 0.
Proof. Substituting (4.10) into (4.5) , we have
˙ˆx = (Aˆ− Bˆ2BˆT2 X)xˆ + (Am − Aˆ)e + Bˆ1w. (4.16)




θ and x˙ → 0. Hence X˙ → 0 as ˙ˆA, ˙ˆB2 → 0. Consider the
homogeneous part of (4.16)
ξ˙ = (Aˆ− Bˆ2BˆT2 X)ξ. (4.17)
Since X˙ → 0, there exists a δ > 0 such that
d
dt
ξTXξ = −ξT (Q + XBˆ2BˆT2 X − X˙)ξ ≤ −δ‖ξ‖2 (4.18)
for large t. Since X stays in a compact set, X(t) ≥ αI for some α > 0 and (Aˆ−Bˆ2BˆT2 X)
is exponentially stable. Since Aˆe and Bˆ1w are bounded in (4.16), xˆ is also bounded,
which in turn implies x is bounded. Now, we conclude from (4.7) that e˙ is bounded.
Therefore by Barbalat’s lemma we obtain lim
t→∞
e(t) = 0. If in particular w = 0 then
lim
t→∞
xˆ(t) = 0 and hence lim
t→∞
x(t) = 0.
4.2.2 Adaptive output regulation
Now we consider the adaptive output regulation problem associated with (4.4), (4.5)
and (4.6). In this case regulator equation is given by
Aˆ(t)Π− ΠS + Bˆ1(t) + Bˆ2(t)Γ = 0,
C1Π+ D11 + D12Γ = 0.
(4.19)
Lemma 4.2.3. Under Assumptions 4.2.1 and 4.2.2, then there exists a solution (Π, Γ)
of (4.19) which is continuously differentiable function of Aˆ, Bˆ1 and Bˆ2 and is uniformly
bounded.
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Proof. The first part is shown by the same arguments as Lemma 4.2.2. Since Aˆ, Bˆ1





B2(t)→ 0 as t →∞, then (Π˙(t), Γ˙(t)) → 0 as t →∞.
We choose the controller
u = −BˆT2 (t)X(t)xˆ + (Γ(t) + BˆT2 (t)X(t)Π(t))w, (4.20)
where X(t) is the solution of the Riccati equation (4.9) corresponding to (4.4), (4.5)
and (4.6). The following result is obtained.




B2(t) → 0 as







B2 → 0, we can use the arguments in the proof of Theorem 4.2.1
to conclude that xˆ and x are bounded. It also follows from (4.7) that e˙ is bounded.
Therefore we conclude by Barbalat’s lemma that lim
t→∞
e = 0. Now consider
x˜ = xˆ− Πw
then
˙˜x = ˙ˆx− Πw˙ − Π˙w





B2 → 0, lim
t→∞
Π˙ = 0 by Corollary 4.2.1. Since lim
t→∞
e = 0, lim
t→∞
x˜ = 0. Now
z = C1x+ D11w + D12u
= (C1 −D12BˆT2 X)x˜ + (C1Π+ D11 + D12Γ)w + C1e
= (C1 −D12BˆT2 X)x˜ + C1e → 0.
Hence output regulation is achieved.
4.3 Modification of Adaptive Laws
In this section, we design a controller with normalized adaptive laws (Ioannou and Sun,
1995) so that all signals in the closed-loop plant are bounded and regulation is fulfilled.
We use adaptive laws driven by the normalized estimation error which are not directly
related to the regulation error x. As a result, the stability analysis of the closed-loop
adaptive system is more complicated. We shall introduce new adaptive laws following
(Ioannou and Sun, 1995).
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4.3.1 Adaptive output regulation with normalized adaptive
laws
We consider (4.4) and (4.5). Define
θ  [Φ Ψ1 Ψ2], φ  [xT wT uT ]T .
Then the error equation (4.7) is written as
e˙ = Ame + θφ. (4.21)
We modify this system and define
˙ = Am+ θφ− n2s, (4.22)
where n2s = φ





We modify adaptive laws (4.6) and define
˙ˆ
A = Φ˙ = −PxT ,
˙ˆ
B1 = Ψ˙1 = −PwT ,
˙ˆ
B2 = Ψ˙2 = −PuT .
(4.23)
Lemma 4.3.1. The adaptive law (4.23) guarantees that
(i) θ,  ∈ L∞, and
(ii) , ns, θ˙ ∈ L2
independently of the boundedness properties of φ.
Proof. Let us now consider the following quadratic function for the system (4.22) and
(4.23)




The time derivative of (4.24) along the solutions of (4.22) is given by
V˙ = T (ATmP + PAm) + 2
TPΦx+ 2TPΨ1w + 2
TPΨ2u
+ 2tr(ΦT Φ˙ + ΨT1 Ψ˙1 +Ψ
T
2 Ψ˙2)− 2TPn2s.
Then by (4.23) we have
V˙ (,Φ,Ψ) = −TQ− 2TPn2s ≤ 0,
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which together with (4.24) implies that V , , Φ, Ψ ∈ L∞. Moreover , ns ∈ L2. From
the adaptive laws (4.23), we have






Since 2(1 + n2s) = 
2 + 2n2s and , ns ∈ L2, we have 
√




∈ L∞ implies θ˙ ∈ L2.
We choose the control law
u = −BˆT2 Xx+ [Γ + BˆT2 XΠ)]w (4.26)
where X is the solution of the algebraic Riccati equation (4.9). The system (4.4) can
be written as
x˙ = Aˆx+ Bˆ1w + Bˆ2u− θφ. (4.27)
Substituting (4.26) into (4.27), we have
x˙ = (Aˆ− Bˆ2BˆT2 X)x− θφ + (Bˆ1 + Bˆ2Γ + Bˆ2BˆT2 XΠ)w. (4.28)
Define Aˆc  Aˆ− Bˆ2BˆT2 X and we consider the homogeneous part of (4.28).
Lemma 4.3.2. The homogeneous part of (4.28) is uniformly asymptotically stable.
Proof. By taking the derivative of (4.9), we obtain






A−X ˙ˆB2BˆT2 X −XBˆ2 ˙ˆBT2 X. (4.29)
First we show Re{λi(Aˆc(t))} ≤ −σs, ∀t ≥ 0 and for i = 1, 2, . . . , n where σs > 0 is
some constant. Suppose there exists a i and sequence ti →∞ such thatRe{λi(Aˆc(ti))} →





Bˆ2(ti) and X∞  lim
ti→∞
X(ti). And Aˆ∞, Bˆ∞ and X∞ satisfy
AˆT∞X∞ + X∞Aˆ∞ + Q−X∞Bˆ∞BˆT∞X∞ = 0.
Moreover there exists an eigenvalue of (Aˆ∞ −B∞BˆT∞X∞) on the imaginary axis. This
is a contradiction since (Aˆ∞ −B∞BˆT∞X∞) is exponentially stable.
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Since ‖eAˆc(t)τ‖ ≤ k1e−σsτ for some k1 ≥ 0, it follows that
‖X˙(t)‖ ≤ c‖Q(t)‖
for some c ≥ 0. In view of ˙ˆA, ˙ˆB2 ∈ L2 and Aˆ, Bˆ2, X ∈ L∞, we obtain Q(t) ∈ L2 from
(4.29) and hence ‖X˙(t)‖ ∈ L2. From the estimate
‖A˙c‖ ≤ ‖ ˙ˆA‖+ 2‖ ˙ˆB2‖‖Bˆ2‖‖X‖+ ‖Bˆ2‖2‖X˙‖,
we obtain A˙c ∈ L2. Since Aˆc satisfies the condition of Lemma 3.2.1, Aˆc is uniformly
asymptotically stable.
Next, we show the boundedness of x, x˙ and u by using the properties of the L2δ
norm. We define e¯  x + , then (4.22) and (4.28) yield
˙¯e = Aˆce¯ + (Am − Aˆc)− n2s + (Bˆ1 + Bˆ2Γ + Bˆ2BˆT2 XΠ)w. (4.30)
From Lemma 4.3.2 the state transition matrix of x˙ = Aˆcx satisfies ‖Φ(t, τ)‖ ≤ λ0e−α0(t−τ)
for some constant λ0 and α0. We choose δ ∈ [0, α0) and define mf as
m2f(t)  1 + ‖xt‖22δ + ‖wt‖22δ + ‖ut‖22δ. (4.31)
Now, we verify that the signal mf bounds x, x˙, and u from above.










Proof. Applying Lemma 3.2.2 to (4.28), using Φ, Ψ1, Ψ2 ∈ L∞, we obtain
|x(t)| ≤ c0λ0√
2α0 − δ
(‖xt‖2δ + ‖wt‖2δ + ‖ut‖2δ) + c
≤ cmf (t) + c,
for some generic constant c ≥ 0. From (4.26) and the facts Bˆ2, X, Π, Γ ∈ L∞, we
obtain
|u(t)| ≤ c|x(t)|+ c ≤ cmf(t) + c.
From (4.28) we also have
|x˙(t)| ≤ |Aˆcx− θφ + (Bˆ1 + Bˆ2Γ + Bˆ2BˆT2 XΠ)w|
≤ cmf (t) + c.
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Now we are ready to show the boundedness of x, x˙ and u and lim
t→∞
 = 0.
Lemma 4.3.4. For the adaptive control system (4.4), (4.22), (4.23) and (4.26) the
following is true.
x(t), x˙(t), u(t) ∈ L∞ and lim
t→∞
 = 0.
Proof. (4.31) and the L2δ norm of the control (4.26) yields
m2f (t) ≤ c + c‖xt‖22δ.
Since x = e¯− , we have ‖xt‖2δ ≤ ‖e¯t‖2δ + ‖t‖2δ. Hence from the inequality above we
obtain
m2f (t) ≤ c + c‖e¯t‖22δ + c‖t‖22δ. (4.32)
On the other hand applying Lemma 3.2.2 to (4.30) we have
‖e¯t‖22δ ≤ c + c‖t‖22δ + c‖(n2s)t‖22δ. (4.33)
Since Lemma 4.3.3 implies
|φ|
mf




mf ≤ c|nsmf |.
Combining (4.32), (4.33) and then using the fact  ∈ L2 we have
m2f (t) ≤ c + c‖t‖22δ + c‖(n2s)t‖22δ ≤ c + c‖(nsmf )t‖22δ. (4.34)
By the definition of L2δ norm, (4.34) can be rewritten as






Applying Bellman-Gronwall lemma and using the fact ns ∈ L2, we obtain







By Lemma 4.3.3 x, x˙, u ∈ L∞. Since , x, u, n2s ∈ L∞, it follows from (4.22) that ˙ is
bounded. But  ∈ L∞
⋂L2 and hence lim
t→∞
 = 0 by Barbalat’s lemma.
The following theorem is the main result of this section.
Theorem 4.3.1. Under Assumuptions 4.2.1 and 4.2.2, the adaptive output regulation
is fulfilled i.e., lim
t→∞
z(t) = 0.
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Proof. Define
e˜ = e¯− Πw.
Then (4.30) gives
˙˜e = ˙¯e− Πw˙ − Π˙w
= Aˆce˜ + (Am − Aˆc)− n2s − Π˙w. (4.35)
Since this is a linear equation in e˜, we consider responses to the input (Am− Aˆc)− n2s
and Π˙w separately. Since , n2s ∈ L2, the former converges to zero as t → ∞. Since
lim
t→∞
 = 0 , lim
t→∞
˙ˆ
A = 0 and lim
t→∞
˙ˆ
B2 = 0 by (4.23). Hence lim
t→∞
Π˙ = 0 by Corollary 4.2.1.
Then the response to Π˙w also converges to zero. Hence the response to the sum of
two inputs also converges to zero. Since both e˜ = x + − Πw and  converges to zero
lim
t→∞
(x−Πw) = 0. Now
z = C1x + D11w + D12u
= (C1 −D12BˆT2 X)(x− Πw) + (C1Π + D11 + D12Γ)w
= (C1 −D12BˆT2 X)(x− Πw)→ 0.
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where a1 = 1, a2 = 2, a3 = −1, a4 = 1.5, a5 = 1, a6 = −2, a7 = 1, a8 = 1, a9 = −1, a10 =



































Figure 4.2: Solution of the Riccati equation
controller such that x1(t) → 1 as t → ∞ under the sinusoidal disturbance. Then we









The exosystem (4.37) represents both sinusoidal disturbance and reference step signal.
















−1 + (−aˆ4 + bˆ1 + aˆ9bˆ1)p1 + (aˆ5 − aˆ10bˆ1)p2 −(1 + aˆ9)p1 + aˆ10p2
(−aˆ5 + aˆ10bˆ1)p1 − (aˆ4 − bˆ1 − aˆ9bˆ1)p2 −aˆ10p1(1 + aˆ9)p2





where p1, p2 and p3 are free parameters. Now we choose p1 = p2 = p3 = 0. Adaptive
output regulation by (4.20) with Q = I2 is considered. The simulation result with
x(0) = [2 0 0 0 0]T , w(0) = [0 1 1]T , aˆi(0) = 0 (i = 1, · · · , 10) and bˆ1(0) = 0 is
shown in Figure 4.1. The solution of the Riccati equation (4.9) is also shown in Figure
4.2. We can see that X˙ → 0 and assumption Q− X˙  δI holds for t > 10.
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Example 4.4.2















⎥⎦ , C1 = [ 1 0 0 ] , D11 = [ −1 0 ] ,
where a1 = 1, a2 = −2, a3 = 3, b1 = 1 are assumed to be unknown. For this system we








which generates a reference signal. In this case A1 is not square, but Assumption 4.2.2











−aˆ1 − aˆ3p1 + bˆ1(p1 + p2)− 1 −aˆ2 − aˆ3p2 − bˆ1(p1 − p2)
−p1 − p2 p1 − p2
]
,
where p1, and p2 are free parameters and we choose p1 = p2 = 0. The simulation result
with x(0) = [2 0 0]T , w(0) = [0 1]T , aˆi(0) = 0 and bˆ1(0) = 0 is shown in Figure 4.3.
The solution of the Riccati equation (4.9) is also shown in Figure 4.4. We can see that
X˙ → 0 and assumption Q − X˙  δI holds for t > 15. Figures 4.5 and 4.6 show the
results using normalized adaptive laws. We can see that the adaptive controller with













































































Figure 4.6: Solution of the Riccati equation
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4.5 Conclusion
In this chapter, the output regulation problem for linear time-invariant systems with
unknown parameters was considered. Based on the Lyapunov stability theory, an adap-
tive controller which stabilize the system was derived. It was shown that an adaptive
controller can be designed using the solution of the Riccati equation if the derivative of
the solution is sufficiently small. Then sufficient conditions for the output regulation
problem with full information to be solvable are established. Furthermore, the con-
dition on the solution of the Riccati equation imposed above was relaxed introducing
normalized adaptive laws. Simulation results were given to illustrate the theory.
Chapter 5
Adaptive Output Regulation of
Nonlinear Systems described by
Multiple Linear Models
5.1 Introduction
Modelling and control of complex nonlinear dynamical systems is a difficult task, and
a natural approach is to use multiple local models and controllers. It is referred to
as a multiple model approach, and is used in many areas (Murray-Smith and Jo-
hansen, 1997). For example, if local models are linear and underlying systems are
described by their convex combination, they form an important subclass which con-
tains Takagi-Sugeno fuzzy systems (Murray-Smith and Johansen, 1997). Weights in
the convex combination are referred to as model validity functions. This subclass has
theoretical and computational advantages that ample design methods of controllers
from linear systems theory and many efficient algorithms already developed can be
used. In Takagi-Sugeno fuzzy systems, model validity functions are fuzzy weights from
the firing strengths of IF-THEN rules in the systems. For such systems much work
has been done on stability, stabilization and H∞ control (Tanaka and Sugeno, 1992;
Tanaka et al., 1996; Yoneyama et al., 2000, 2001a,b; Nishikawa et al., 2000; Katayama
and Ichikawa, 2002, 2004; Feng, 2006, (and references therein)). An application of mul-
tiple model approach can be found in (Bando and Nakanishi, 2006). There multiple
linear models are used to design a controller of an unmanned helicopter. It is based on
an algebraic Riccati equation, and a soft-max function of estimation error was used as
model validity functions.
In (Bando and Ichikawa, 2007), a nonlinear system described by multiple linear
models, where model validity functions are smooth functions of the state variable, was
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considered. It is assumed that linear systems are of controllable canonical form with
the same structure and contain unknown parameters. Introducing an estimator of the
system, adaptive laws, and feedback controllers based on algebraic Riccati equations,
local adaptive stabilization was established.
As pointed out in (Chen et al., 2000; Feng and Harris, 2001; Lam et al., 2000),
for most of the nonlinear systems, state variables are not available in practice. Then
the above requirement may be too restrictive or does not hold. In this situation,
observer-based adaptive controllers are more appealing. In this chapter we first con-
sider an adaptive state feecback controller for nonlinear systems described by multiple
linear models and then consider an adaptive observer and an adaptive output feedback
controller for a class of SISO uncertain nonlinear systems.
Our approach is similar to the state dependent Riccati equation (SDRE) method
(Cloutier et al., 1996) for the affine nonlinear systems. In the SDRE approach, the
system is described in the linear form with matrices depending on the state, and the
nonlinear system described by multiple linear models is a special case. While SDRE
approach has been shown to be effective in many applications (Mracek and Cloutier,
1998; Erdem and Alleyne, 2004; Cloutier et al., 1996), very little is known about the
stability properties associated with the SDRE controllers. In (Langson and Alleyne,
1999) and (Curtis and Beard, 2002) the stability of SDRE approach is investigated. In
(Curtis and Beard, 2002) the SDRE approach is combined with satisficing (Curtis and
Beard, 2004), and the stability of the system is shown by a control Lyapunov function.
A sufficient condition for global asymptotic stability is derived in (Langson and Alleyne,
1999). These works are concerned with known dynamics with state-feedback control.
Our system is uncertain, and an adaptive output feedback is employed to establish the
local stability. Moreover, our controller can take physical intuition into account, since
the controller is designed based on state variables. It is desirable that there be room for
physical intuition in controller design. This gives the designer the opportunity to tune
the performance of the controller by adjusting the physically significant parameters.
while feedback linearization, for example, which is often used in nonlinear control, is a
method which allows very little room for physical intuition, for the physical significance
of the parameters are easily lost during coordinate transformation.
The chapter is organized as follows. Section 1 is introduction, and Section 2 is
concerned with output regulation of affine nonlinear systems. Section 3 gives adaptive
regulation and adaptive output regulation by state feedback. Section 4 is concerned
with adaptive regulation by output feedback . As examples, adaptive regulation of a
nonlinear mass-spring system and the van der Pol equation is considered, and simula-
tion results are given.
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5.2 Output Regulation of Affine Nonlinear Systems
Here we assume that A and B2 are continuously differentiable functions of the state x.
Then the system (4.4) becomes an affine nonlinear system
x˙ = A(x)x + B1w + B2(x)u,
z = C1x + D11w + D12u.
(5.1)
We shall consider the output regulation problem for (5.1) under the following condition:
Assumption 5.2.1. Suppose D12 = 0 and that (A(x), B2(x), C1) has the structure
(3.8)-(3.12) for each x.
5.2.1 Stabilization
Consider first the regulation problem of (5.1) with w = 0. Let Q be positive-definite.
Then (C, A(x)) is observable, where C =
√
Q. Since (A(x), B2(x)) is by Assumption
5.2.1 stabilizable for all x, there exists a positive stabilizing solution X = X(x) of the
algebraic Riccati equation
A(x)TX + XA(x) + Q−XB2(x)B2(x)TX = 0. (5.2)
Now we show the regularity of the solution X in x = (xi).
Lemma 5.2.1. For all x, there exists a unique positive stabilizing solution X = X(x)
of (5.2) which is continuous and continuously differentiable with respect to x. Moreover,
if x stays in a compact domain,
∂X
∂xi
is bounded for any i.
Proof. If (A, B2, C) of (5.2) is of the form (3.8)-(3.12), then by Lemma 3.1.1 X is a
continuously differentiable function of parameters of A and B2. Now the parameters
of A(x) and B2(x) are continuously differentiable functions of x, and hence X(x) is a
continuously differentiable with respect to x.
Now we introduce the control law
u = −BT2 X(x)x, (5.3)
and we shall examine the stability of the closed-loop system
x˙ = [A(x)−B2(x)B2(x)TX(x)]x. (5.4)
Theorem 5.2.1. The equilibrium xe = 0 of the system (5.1) is locally asymptotically
stable.
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Proof. Consider the Lyapunov function candidate
V (x) = xTX(x)x. (5.5)









= [(Xx)T + xTX + xT (∇x ⊗X)(In ⊗ x)](A−B2BT2 X)x,





, · · · , ∂
∂xn
]
, ⊗ denotes Kronecker product and M ⊗ N is a block
matrix with (i,j) block mijN , and for simplicity we have omitted x in A(x), B2(x) and
X(x). Define Ω = {x ∈ Rn| Q − (∇x ⊗ X)(In ⊗ x)(A − B2BT2 X) > 0}. Then Ω is
an open set containing the origin. If x ∈ Ω, then V˙ ≤ 0. Hence the origin is locally
asymptotically stable.
Corollary 5.2.1. If Q − (∇x ⊗ X)(In ⊗ x)(A − B2BT2 X)  δI for some δ > 0, then
the equilibrium xe = 0 of the system (5.4) is globally asymptotically stable.
Let x(t; x0) be the solution of (5.4) with x(0) = x0.
Corollary 5.2.2. Suppose x(t; x0) exists for all t ≥ 0. If Q − d
dt
X(x(t; x0))  δI for
some δ > 0 and for t > T > 0, then x(t; x0) → 0 as t →∞.
By Theorem 5.2.1 the existence of local controller is assured. In this section we
construct the controller which can assure the stability in larger domain. To achieve
this we consider following:
1. For small 0, construct the controller such that if |x(t)| ≤ 0 then x(t) → 0.
2. Choose  < 0 and constrct the controller by which state converges to B = {x ∈
R
n; |x| ≤ }.
3. We use the controller constructed in first and second steps.
We consider the domain





|x| , β  min≤|x|<r
|BT2 (x)x|
|x| .
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To achieve 2, we consider the following controller:
u = −ρBT2 x. (5.7)





Then the solution of (5.9) starting from x0 ∈ Br asymptotically converges to B.
Proof. Closed-loop sytem becomes
x˙ = [A(x)− ρB2(x)BT2 (x)]x. (5.9)
Consider the Lyapunov function candidate
V (x) = xTx. (5.10)
The time derivative of (5.10) along the solutions of (5.4) is given by
V˙ (x) = 2xT [A(x)− ρB2BT2 ]x,
≤ (α− ρβ2)|x|2 < 0
Hence the solution of (5.9) starting from x0 ∈ Br asymptotically converges to B.
5.2.2 Output regulation
Consider the output regulation problem associated with (5.1). By Assumption 5.2.1
and Lemma 3.1.3, there exists a solution (Π, Γ) of the regulator equation
A(x)Π− ΠS + B1 + B2(x)Γ = 0,
C1Π + D11 + D12Γ = 0,
(5.11)
such that Π is independent of x. We choose the controller
u = −BT2 (x)X(x)x + (Γ(x) + BT2 (x)X(x)Π)w, (5.12)
where X(x) is the solution of the Riccati equation (5.2).
Theorem 5.2.2. Under Assumption 5.2.1, the local output regulation is fulfilled, i.e.,
lim
t→∞
z(t) = 0 for any small x0 and w0.
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Proof. Substituting (5.12) into (5.1), we have
x˙ = (A−BT2 BT2 X)x+ (B1 + Γ + BT2 XΠ)w
 Afx+ Bw. (5.13)
The time derivative of V (x) along the solution of (5.13) is given by
V˙ ≤ −xT [Q− (∇x ⊗X)(In ⊗ x)(Afx + Bw)]x+ 2xTXBw
≤ −xT [Q−M(x, w)]x + 1
β
|w|2, β > 0
where M(x, w)  (∇x ⊗ X)(In ⊗ x)(Afx + Bw) + βXBBTX. For sufficiently small
α > 0,  > 0 and β > 0, there exists a δ such that V (x) ≤ α and |w| ≤  imply






< α. In fact there exist positive numbers δ′ and δ′′ such that Q − δ′′I ≥ δ′I.
Choose small positive numbers α > 0, 0 > 0 and β > 0 such that V (x) ≤ α and
|w| ≤ 0 imply max ‖M(x, w)‖ ≤ δ′′. Then
Q−M(x, w) ≥ Q− ‖M(x, w)‖I ≥ Q− δ′′I ≥ δ′I.
Now for x satisfying V (x) ≤ α, there exists a δ > 0 such that δ′|x|2 ≥ δV (x) and hence
V˙ ≤ −δV + 1
β
|w|2. Choose 0 <  ≤ 0 such that 
2
δβ
< α. Then V (x) ≤ α and |w| ≤ 
imply V˙ ≤ −δV + 1
β
|w|2.
By integrating (5.14) we have
V (x(t)) ≤ e−δtV (x0) + β
δ
|w|2.
Finally choose α0 such that α0 +
β2
δ
< α and x0 such that V (x0) ≤ α0. Then the




˙˜x = (A− B2BT2 X)x˜ = Af x˜. (5.15)
Consider V˜ (x, x˜) = x˜TX(x)x˜. The time derivative of V˜ (x) along the solutions of (5.13)
and (5.15) is given by
˙˜V ≤ −x˜T [Q− (∇x ⊗X)(In ⊗ x)(Afx+ Bw)]x˜
≤ −δ′|x˜|2
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for some δ′ > 0, since x ∈ Ωα and |w| ≤  for all t ≥ 0. Then the origin of (5.15) is
locally asymptoticaly stable. Now
z = C1x + D11w + D12u
= (C1 −D12BT2 X)x˜+ (C1Π + D11 + D12Γ)w
= (C1 −D12BT2 X)x˜ → 0.
Hence local output regulation is achieved.
Corollary 5.2.3. If Q− (∇x ⊗X)(In ⊗ x)(Afx + Bw)  δI for w = w(t;w0), t ≥ 0
and x, then the global output regulation is fulfilled i.e., lim
t→∞
z(t) = 0 for any x0 and w0.
Corollary 5.2.4. Suppose x(t; x0) exists for all t ≥ 0. If Q− d
dt
X(x(t; x0))  δI for
some δ > 0 and for t > T > 0, then z(t) → 0 as t →∞.
We shall apply Theorem 5.2.2 to the van der Pol equation.
5.2.3 Example
Example 5.2.1
Consider the van der Pol equation
ξ¨ = 0.2(1− ξ2)ξ˙ − ξ + u. (5.16)
This system can be represented by the following affine nonlinear system:























We design a state feedback controller such that x1(t) → 0.3sin(t). In this case we set







Then the solution of the regulation equation (5.11) is Π = I2 and Γ = [−1,−0.2(1−x21)].
We consider the controller
u = F (x)x + (Γ(x) + BT2 (x)X(x)Π)w,
and choose three different types of feedback gain F (x).
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• SDRE control
We choose F (x) = −BT2 (x)X(x) where X(x) is the solution of the Riccati equa-
tion (5.2).The first controller tried in simulation is SDRE with Q=diag([1, 1]),
R=1. Another SDRE controller with state-dependent Q(x) and R(x) matrices
was also simulated on the model.
• Pole placement
Consider F (x) = −Kp(x) and Kc(x) are calculated from
det(sI −A + B2Kp) = (s + 1)2, (5.18)
for each x where A∗c are given monic Hurwitz polynomials of degree n. The roots
of A∗c(s) = 0 represent the desired pole locations of the transfer function of the
closed-loop system. We select the closed-loop polynomial A∗c = (s+1)
2 and solve
(5.18) for Kp(x) to obtain
Kp(x) = [0 − 0.2(1− x21)].
Since A−B2Kp is assymptotically stable, there exists a slolution P of a Lyapunov
equation
(A−B2Kp)TP + P (A−B2Kp) = −Qp (5.19)
where Qp = Q
T
p is positive definite matrix for all x. P is a continuously differ-
entiable function of parameters of A and B2 and hence P (x) is a continuously
differentiable with respect to x. Consider the Lyapunov function candidate
V (x) = xTP (x)x. (5.20)
and local asymptotic stability is shown by the same discussion as in Theorem
5.2.1.
• H∞ control
We choose F (x) = −BT2 (x)X(x) where X(x) is the solution of the Riccati equa-
tion
A(x)TX + XA(x) + Q−X(B2(x)B2(x)T − γ−2B1BT1 )X = 0. (5.21)
where Q = I2 and B1 = [0 1]
T . For x = [2 0]T , the solution of (5.21) is shown
in Figure 5.1. and we select γ = 1.2.

















The free system (5.16) has a periodic solution. In Figure 5.2, the responses to
the controllers mentioned above are shown with initial conditions x(0) = [4 0]T ,
w(0) = [0 2]T . Figure 5.2(a) corresponds to the controller with Q=diag([1, 1]). Figure
5.2(b) corresponds to the controller with diag([x21+1, x
2
2+1]). This example illustrates
how in SDRE control the weighting matrices Q and R can be chosen as functions of the
states so as to obtain the desired system response. The closed-loop poles are shown
in Figures 5.3. It is seen that pole placement controller respond faster than other
controllers which have poles smaller than −1 initially.
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(b) SDRE control (Q(x) = diag([x21 + 1, x
2
2 + 1]))
Figure 5.2: The trajectories of the state (left) and the trajectories of the state in the
phase plane (right).













































































































Figure 5.3: The closed loop poles.
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5.3 Adaptive Output Regulation of Nonlinear Sys-
tems Described by Multiple Linear Models








z = C1x+ D11w + D12u,
(5.22)
where the constant matrices Ai and B2i contain unknown parameters, and the other
matrices are assumed to be known. We assume Ai, B2i and C1 satisfy Assumption 5.2.1.







λi(x)B2i) is also in the controllable canonical form for any unknown




λi(x) = 1, λi(x) ≥ 0 i = 1, · · · , r. (5.23)
Note that (5.22) is a special case of (5.1) if Ai and B2i are known. Hence Theorems
5.2.1 and 5.2.2 can be applied.
5.3.1 Adaptive regulation










Ai = Φ˙i = −λi(x)PexT ,
˙ˆ
B2i = Ψ˙2i = −λi(x)PeuT ,
(5.25)
where Am is an n× n stable matrix, P is the solution of the following matrix equation
ATmP + PAm = −Q0
for some positive-definite matrix Q0 and
e = xˆ− x, Φi = Aˆi − A, Ψ2i = Bˆ2i − B2.
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Then the error equation is given by




If some elements of Ai and B2i are known, we can omit their adaptive laws in (5.25),
but for notational convenience we use (5.25).
Lemma 5.3.1. If x(t) and u(t) are bounded for all t ≥ 0, then (5.25) and (5.26) are
globally stable.
Proof. Consider the Lyapunov function candidate







The time derivative of (5.27) along the solutions of (5.26) is given by
V˙ (e,Φi,Ψ2i) = −eTQ0e ≤ 0.
Hence the origin of (5.25) and (5.26) is globally stable. It follows that e, Φi and Ψ2i
are bounded for all t ≥ 0 and e ∈ L2.
Consider (5.2) with (A(x), B2(x)) replaced by (Aˆ(x, t), Bˆ2(x, t)), where Aˆ(x, t) =
r∑
i=1
λi(x)Aˆi(t), Bˆ2(x, t) =
r∑
i=1

















TX = 0. (5.28)
By Lemma 3.1.1 and 5.2.1, X = X(x, θ(t)) is continuously differentiable function of x
and θ(t), where
θ = [vec Aˆ1, · · · , vec Aˆr, vec Bˆ21, · · · , vec Bˆ2r]T .
Now introduce the control law
u = −BˆT2 X(x, θ(t))xˆ (5.29)
and consider the stability of the adaptive control system.
5.3. Adaptive Output Regulation of Nonlinear Systems Described by Multiple Linear
Models 63
Theorem 5.3.1. For sufficiently small x(0), xˆ(0), e(0) and θ(0), x, xˆ, e and θ are
bounded and lim
t→∞
e(t) = 0. Moreover, if w = 0, then lim
t→∞
x(t) = 0.
Proof. Substituting (5.29) into (5.22) and (5.24) , we have
x˙ = (Aˆ− Bˆ2BˆT2 X)x+
r∑
i=1
λi(x)(Φix−ΨiBˆT2 Xxˆ) + B1w.
 Aˆfx + Φx +Ψxˆ+ B1w (5.30)
˙ˆx = (Aˆ− Bˆ2BˆT2 X)xˆ+ (Am − Aˆ)e + B1w
 Aˆf xˆ + Ee + B1w, (5.31)
where we have suppressed x and t in Aˆ and Bˆ2 and X and so on. Consider V1 =
xTX(x, θ)x. The time derivative of V1 along the solution of (5.30) is given by
V˙1 ≤ −xT [Q− (∇x ⊗X)(In ⊗ x)(Aˆfx + Φx +Ψxˆ+ Bw)− (∇θ ⊗X)(I2r ⊗ θ)θ˙]x
+2xTXΦx + 2xTXΨxˆ+ 2xTXBw.
There exist e, w, α, β1, β2 > 0 such that |e|, |θ| ≤ e , |w| ≤ w and V1(x) ≤ α imply

























< α and x0 such that
V1(x0) ≤ α0. Now consider also V2 = xˆTX(x, θ)xˆ. The time derivative of V2 along the
solution of (5.31) is given by
V˙2 ≤ −xˆT [Q− (∇x ⊗X)(In ⊗ x)(Aˆfx+ Φx +Ψxˆ+ Bˆ1w)− (∇θ ⊗X)(I2r ⊗ θ)θ˙]xˆ
+2xTXΦx + 2xˆTXEe + 2xˆTXBw.





where β3 and β4 are small positive numbers and conditions for (5.32) are assumed.






< ρ and xˆ0 such that V2(xˆ0) ≤ ρ0. Then by (5.33),
V2(xˆ) ≤ ρ. Combining this and (5.32), we obtain V1(x) ≤ α. Thus the solution starting
from x0, xˆ0 stays in Ω = {x, xˆ ∈ Rn| V1(x) ≤ α, V2(xˆ) ≤ ρ}.
Now, we conclude from (5.26) that e˙ is bounded. Therefore by Barbalat’s lemma
(Narendra and Annaswamy, 1989) we obtain lim
t→∞
e(t) = 0. If in particular w = 0, then
by (5.33) lim
t→∞
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5.3.2 Adaptive output regulation
Now we consider the adaptive output regulation problem associated with (5.22), (5.24)
and (5.25). In this case regulator equation is given by
Aˆ(x, θ)Π− ΠS + B1 + Bˆ2(x, θ)Γ = 0,
C1Π+ D11 + D12Γ = 0.
(5.34)
By Assumption 5.2.1 and Lemma 3.1.3, there exists a solution (Π, Γ) of (5.34) such
that Π is a constant matrix. Using this solution, we choose the controller
u = −BˆT2 X(x, θ)xˆ + (Γ(x, θ) + BˆT2 X(x, θ)Π)w, (5.35)
where X(x, θ) is the solution of the Riccati equation (5.28) corresponding to (5.22),
(5.24) and (5.25). Then the following result is obtained.
Theorem 5.3.2. For sufficiently small x(0), xˆ(0), e(0) and θ(0), the adaptive local
output regulation is fulfilled i.e., lim
t→∞
z(t) = 0.
Proof. Choose x(0), xˆ(0), e(0) and θ(0) as in Theorem 4.2.1. Consider
x˜ = xˆ−Πw
then
˙˜x = (Aˆ− Bˆ2BˆT2 X)x˜+ (Am − Aˆ)e.
Proceeding as Theorem 4.2.1 with V3 = x˜
TX(x, θ)x˜, we obtain V˙3 ≤ −δ˜|x˜|2 + 1
β ′
|e|2
for some δ˜ > 0 and β ′ > 0. Since limt→∞ e(t) = 0, lim
t→∞
x˜(t) = 0. Now
z = C1x+ D11w + D12u
= (C1 −D12BˆT2 X)x˜ + C1e → 0.
Hence local output regulation is achieved.
Corollary 5.3.1. Suppose x(t; x0) exists for all t ≥ 0. If Q − d
dt
X(x(t; x0))  δI for
some δ > 0 and for t > T > 0, then z(t) → 0 as t →∞.
Remark We can extend Theorem 4.2.1 and 5.3.2 to the system (5.22) where λi(x)
are continuously differentiable functions of x but does not satisfy (5.23). For example,











































, λ1(x) = 1, λ2(x) = 1− x21, a1 = −1, a2 = 0.2.
By replacing Aˆ =
r∑
i=1








Theorem 4.2.1 and 5.3.2 hold for this system.
5.3.3 Example
Example 5.3.1
Consider the nonlinear mass-spring system
ξ¨ = −0.01ξ − 0.67ξ3 + u, (5.37)
The nonlinear term satisfies the following conditions for ξ ∈ [− 1 1]:
−0.67ξ  −0.67ξ3  0ξ, ξ  0,
0ξ  −0.67ξ3  −0.67ξ, ξ  0.

































λ1(x) = 1− x21, λ2(x) = x21,
a1 = −0.01, a2 = 0, a3 = −0.68, a4 = 0.
Here a1 and a3 are regarded unknown and λi(x) are given functions. Adaptive stabiliza-
tion by (5.29) with Q = I2 is considered. The simulation result with x(0) = [0.8 0]
T ,
[aˆ1(0), aˆ3(0)] = [0, 0] is shown in Figure 5.4.
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Example 5.3.2
For the system (5.37) we design a state feedback controller such that x1(t) → 0.5. For
this purpose we set C1 = 1, D11 = −1 and take the following exosystem
S = 0, w(0) = 0.5.
In this case Π = [1 0]T and Γ = −(1 − x21)aˆ1 − x21aˆ3. The simulation result with
x(0) = [0.8 0]T , [aˆ1(0), aˆ3(0)] = [0, 0] is shown in Figure 5.5.
Example 5.3.3
We design a state feedback controller for (5.37) such that x1(t) → 0.3sin(t). In this







Then Π = I2 and Γ = [−1 + (x21 − 1)aˆ1 − x21aˆ3, (x21 − 1)aˆ2 − x21aˆ4]. The simulation
result with x(0) = [0.8 0]T , w(0) = [0 0.3]T , [aˆ1(0), aˆ3(0)] = [0, 0] is shown in Figures
5.6 and 5.7. In this example X˙ does not converge to zero but the assumption in the
Corollary 5.3.1 hold as shown in Figure 5.7.






































































Figure 5.7: Solution of the Riccati equa-
tion.
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Example 5.3.4
For the van der Pol equation (5.36), we design a state feedback controller such that
x1(t) → 2sin(t). Here a1 and a2 are regarded unknown and λi are given functions. In















−(aˆ1 + 1) −aˆ2(1− x21)
]
.
As in Example 5.2.1, we consider the controller
u = F (x)x+ (Γ(x) + BT2 (x)X(x)Π)w,
and choose three different types of feedback gain F (x) as in Example 5.2.1. The
simulation results with x(0) = [4 0]T , w(0) = [0 2]T and [aˆ1(0), aˆ2(0)] = [0, 0] are
shown in Figure 5.8. The pole of the closed-loop system are shown in Figure 5.9 .


































































Figure 5.8: The trajectories of the state (left) and the trajectories of the state in the
phase plane (right).
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Figure 5.9: The closed loop poles.
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5.4 Adaptive Regulation of Nonlinear Systems by
Output Feedback
In this section we consider the observer-based adaptive regulation of (5.22). Consider






0 1 0 · · · 0


























λi(x) = 1, λi(x) ≥ 0, i = 1, · · · , r.
(5.39)
(5.39) becomes









0 1 0 · · · 0






0 0 0 · · · 0
⎤








⎥⎥⎥⎥⎦ , ai =
[
ai1 · · · ain
]
. (5.41)
ai and bi ≥ b0 > 0 are unknown, λi(x) are locally Lipshitz given functions of x and y
is the observation.
We consider the observer
˙ˆx = Axˆ + B
r∑
i=1
λi(xˆ)[aˆixˆ+ bˆiu] + J(y − yˆ),
yˆ = Cxˆ,
(5.42)
where J is the observer gain, chosen such that A − JC is Hurwitz because (C, A) is
observable. Now we set
e  xˆ− x, φi  aˆi − ai, ψi  bˆi − bi.
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Then the error equation is given by
e˙ = (A− JC)e + B
r∑
i=1
[λi(xˆ)(aˆixˆ+ bˆiu)− λi(x)(aix+ biu)]
= (A− JC)e + B[ r∑
i=1
















H(s) = C[sI − (A− JC)]−1B.
Note that H(s) is a known stable transfer function. If n > 1, H(s) cannot be SPR
(Tao and Ioannou, 1988, 1990). To achieve SPR in the n > 1 case, following (Tong



















−1(s)λi(xˆ)(φixˆ+ ψiu)− φixˆfi + ψiufi (5.47)
wf = L
−1(s)w0, (5.48)
and L(s) is chosen so that L−1(s) is a proper stable transfer function and H(s)L(s)
is a proper SPR transfer function. Suppose that L(s) = sm + β1s
m−1 + · · ·βm, where
m = n or m = n− 1. Then the state-space realization of (5.45) can be written as
e˙c = Acec + Bc
[ r∑
i=1
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where
Ac = A− JC,Bc =
[




1 0 · · · 0
]
.
For the given positive-definite matrix Qc, there exists positive-definite solution Pc for
the matrix equations





We choose adaptive laws for adjusting aˆi(t) and bˆi(t)
˙ˆai = φ˙i = −e1xˆTfi − k1aˆi,
˙ˆ
bi = φ˙i =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−e1uTfi − k2bˆi if bˆi > b0,
−e1ufi − k2bˆi if bˆi = b0 and e1uf > 0,
0 if bˆi = b0 and e1uf ≤ 0,
(5.51)
where k1 > 0 and k2 > 0.
Lemma 5.4.1. If |xˆ(t)| < c1 and |u(t)| < c2, |x(t)| < c3 for all t ≥ 0, then (5.43),
(5.49) and (5.51) is globally stable, provided the following conditions hold:
λminQc > 2c
2, k1 > 2c
2
1, k2 > 2c
2
2. (5.52)
Proof. Since A − JC is stable matrix, for the given positive-definite Q1 there exists
positive-definite solution P for the matrix equation
(A− JC)TP + P (A− JC) = −Q1 < 0. (5.53)
Consider the Lyapunov function candidate
V (e, ec, φi, ψi) = e
TPe + eTc Pcec +
r∑
i=1
(φTi φi + ψ
T
i ψi), (5.54)
where P and Pc is a solution for the matrix equations (5.53) and (5.50), respectively.
The time derivative of (5.54) along the solutions of (5.49) is given by
V˙ (e, ec, φi, ψi) = e













(φixˆfi + ψiufi + i)
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Now we consider the case bˆi > b0 in (5.51). From (5.50), (5.53) and (5.51), (5.55)
becomes








Since |xˆ(t)| < c1, |u(t)| < c2, |x(t)| < c3, w0, wf and i can be bounded as













Using this bound, (5.56) can be bounded as
V˙ (e, ec, φi, ψi) ≤ −eTQ1e−eTc Qcec + 2
[


















From (5.49), |e1| ≤ c|ec|, and hence




















































































































where λQ means the minimum eigenvalues of Q. Under the condition (5.52), the
requirement V˙ ≤ 0 holds outside an ellipsoid in the space of the error variables e, ec,







ψie1uf ≤ 0, V˙ ≤ 0 also holds outside an ellipsoid in the space of the
error variables e, ec, φi and ψi. It follows that e, ec, e1, φi and ψi are bounded for all
t ≥ 0.
Now, we consider the output feedback stabilization of the nonlinear system (5.40).














λi(xˆ)aˆi) is observable for each t there exists a positive stabilizing solution















TX = 0. (5.58)
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and introduce the control law
u = −BˆT (t)X(t)xˆ (5.59)
and consider the stability of the adaptive control system.
Theorem 5.4.1. For sufficiently small xˆ(0), e(0) and θ(0), x(t) , xˆ(t), e(t), e1(t), θ(t)
and y(t) are bounded for all t ≥ 0, provided (5.52) hold.
Proof. Substituting (5.59) into (5.40) and (5.42), we have


























Aˆfx+ E1x+ E2xˆ + E3e (5.60)
˙ˆx =(Aˆ− BˆBˆTX)xˆ− JCe,
Aˆf xˆ− J1e, (5.61)
where we have suppressed xˆ and t in Aˆ and Bˆ and X and so on. Consider V1 =
xTX(xˆ, θ)x. The time derivative of V1 along the solution of (5.60) is given by
V˙1 ≤− xT
[
Q− (∇xˆ ⊗X)(In ⊗ xˆ)(Aˆf xˆ− J1e)− (∇θ ⊗X)(I2r ⊗ θ)θ˙
]
x
+ 2xTXE1x + 2x
TXE2xˆ+ 2x
TXE3e
≤− xT [Q− (∇xˆ ⊗X)(In ⊗ xˆ)(Aˆf xˆ− J1e)− (∇θ ⊗X)(I2r ⊗ θ)θ˙








There exist , α, β1, β2 > 0 such that |e|, |θ| ≤  and V1(x) ≤ α imply




















< α and (5.62) implies
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< α and x0 such that V1(x0) ≤ α0.
To guarantee xˆTXxˆ < ρ, consider also V2 = xˆ
TX(xˆ, θ)xˆ. The time derivative of V2
along the solution of (5.61) is given by
V˙2 ≤− xˆT
[
Q− (∇x ⊗X)(In ⊗ x)(Aˆf xˆ− J1e)− (∇θ ⊗X)(I2r ⊗ θ)θ˙
]
xˆ + 2xˆTXJ1e
≤− δV2 + 1
β3
|e|2, (5.64)




and xˆ0 such that V2(xˆ0) ≤ ρ0. Then by (5.64),
V2 ≤ V2(xˆ0) + |e|
2
β3δ




Combining this and (5.63), we obtain V1(x) ≤ α. Thus the solution starting from x0,
xˆ0 stays in Ω = {x, xˆ ∈ Rn| V1(x) ≤ α, V2(xˆ) ≤ ρ}. The boudedness of x guarantees
that y = Cx is also bounded.
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Consider the nonlinear mass-spring system:
ξ¨ = −0.01ξ − 0.67ξ3 + u,
y = ξ.






































λ1(x) = 1− x21, λ2(x) = x21,
a1 = −0.01, a2 = 0, a3 = −0.68, a4 = 0.
Here a1 and a3 are regarded unknown and λi(x) are given functions. When the state
is available, we can design adaptive stabilization controller by (5.24), (5.25) and (5.29)
with Q = I2 . The simulation result with x(0) = [0.8 0]
T , [aˆ1(0), aˆ3(0)] = [0, 0] is
shown in Figure 5.10.
When available information is the measurement y = ξ only, we have to design
observer (5.42). We choose observer gain in (5.42) as J = [2 1]. In this case H(s)
becomes
1
s2 + 2s + 1
and we choose L(s) = s+1. Then calculate the filtered state and
input by (5.46) and use these in adaptive laws (5.51). Adaptive stabilization by (5.42),
(5.51) and (5.59) with Q = I2 is considered. The simulation result with x(0) = [0.8 0]
T ,
[aˆ1(0), aˆ3(0)] = [0, 0] is shown in Figure 5.11.
















Figure 5.10: The trajectories of the state

















Figure 5.11: The trajectories of the state
and its estimate by output feedback.
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Example 5.4.2
We can extend Theorem 5.3.1 and 5.4.1to the system (5.22) where λi(x) are continu-
ously differentiable functions of x but does not satisfy
r∑
i=1
λi(x) = 1, λi(x) ≥ 0. For
example, van der Pol equation:
ξ¨ = 0.2(1− ξ2)ξ˙ − ξ + u.









































, λ1(x) = 1, λ2(x) = 1− x21, a1 = −1, a2 = 0.2.
Here a1 and a2 are regarded unknown and λi(x) are given functions. When the state
is available, the simulation results with x(0) = [2 0]T , [aˆ1(0), aˆ3(0)] = [0, 0] by (5.24),
(5.25) and (5.29) with Q = I2 is shown in Figure 5.12(a).
When available information is the measurement y only, We choose observer gain in
(5.42) as J = [2 1] and L(s) = s + 1. The simulation results with x(0) = [0.8 0]T ,
[aˆ1(0), aˆ2(0)] = [0, 0] by (5.42), (5.51) and (5.59) with Q = I2 is shown in Figure
5.12(b).




























































(b) Adaptive regulation by output feedback
Figure 5.12: The trajectories of the state (left) and the trajectories of the state in the
phase plane (right).
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5.5 Conclusion
In this chapter, adaptive output regulation for nonlinear systems described by multiple
linear models with unknown parameters is considered. First we designed a local stabi-
lizing controller for affine nonlinear system using the solution of the state dependent
Riccati equation. Then local output regulation was established using a state dependent
regulator equation. As an example, we designed an controller for the nonlinear system
described by van der Pol equation.
Second, locally stabilizing adaptive state-feedback controllers for nonlinear systems
described by multiple linear models with unknown parameters are designed based on
the Lyapunov stability theory. Then local adaptive output regulation is established
using the property of the solution of the state dependent regulator equation.
Finally, we extend our method to output feedback control. Adaptive regulation by
output feedback is considered for a class of single-input/single-output nonlinear systems
described by multiple linear models. The adaptive laws are derived from Lyapunov
stability analysis which guarantees that observer error and parameter estimation error
are bounded provided that the state and the control are bounded.




This thesis has considered the adaptive control theory and its applications, where
adaptive control is useful. The main contributions are summarized as follows.
In Chapter 2, we propose new learning algorithm based on Lyapunov design meth-
ods applicable in practical problems. We tested the performance of the proposed
method both in simulations and experiments. It is shown that multiple modules are
successfully trained and specialized for different domains in the state space in a coop-
erative way. Furthermore, the control system which consists of several online modules
is applied to the autonomous flight control system of aero-robot, and we evaluated our
method by a flight experiment. These results show that the proposed method can be
applied to control various autonomous robots.
In Chapter 3, we review Riccati equation and regulator equation from linear theory
and show the regularity properties of solution of the algebraic Riccati equation and the
regulator equation with respect to system matrices.
In Chapter 4, the output regulation problem for linear time-invariant systems with
unknown parameters was considered. Based on the Lyapunov stability theory, a stabi-
lizing adaptive controller was derived. It was shown that an adaptive controller can be
designed using the solution of the Riccati equation if the derivative of the solution is
sufficiently small. Then sufficient conditions for the output regulation problem with full
information to be solvable are established. Furthermore, the condition on the solution
of the Riccati equation imposed above was relaxed introducing normalized adaptive
laws. Simulation results were given to illustrate the theory.
In Chapter 5, adaptive output regulation for nonlinear systems described by mul-
tiple linear models with unknown parameters is considered. First we designed a local
stabilizing controller for affine nonlinear system using the solution of the state de-
pendent Riccati equation. Then local output regulation was established using a state
dependent regulator equation. As an example, we designed an controller for the non-
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linear system described by van der Pol equation.
Second, locally stabilizing adaptive state-feedback controllers for nonlinear systems
described by multiple linear models with unknown parameters are designed based on
the Lyapunov stability theory. Then local adaptive output regulation is established
using a state dependent regulator equation.
Finally, we extend our method to output feedback control. Adaptive regulation by
output feedback is considered for a class of single-input/single-output nonlinear systems
described by multiple linear models. The adaptive laws are derived from Lyapunov
stability analysis which guarantees that observer error and parameter estimation error
are bounded provided that the state and the control are bounded. Simulation results
are given to illustrate the theory.
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