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摘 　要 :提出将 BP 网络与函数型网络相结合用于有限元单元刚度矩阵的实时计算 ,给出了网络结
构的设计依据 ;对不同阶数输入向量的网络的收敛速度进行了对比分析 ,为网络输入参数数目的确
定提供了参考。
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Abstract :A method of combining BP net and function type net for application to real - time computa2
tion of FE stiffness matrix is proposed. In the paper , the basis of the Neural Network′s st ructure de2
sign is given. And the convergence speed to the different order input vector of the net is compared , so
that it can be referred to when the number of the input parameters of the net need to be determined.
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1 　函数型连接 BP 网络
1 . 1 　BP 网络
神经网络是由大量神经元依一定结构互连而
成 ,用来完成不同智能处理任务的一个大规模复杂
系统。BP 网络如图 1 所示。网络由输入节点层、输
出节点层、隐层和层间节点的联接权值所组成〔6 ,7〕。









(2) 　给定输入 x 和目标输出 ŷ ;
(3) 　计算实际输出 y ;







( yk - ŷ k)
2
　　权值修正 :
w ji = w ji +Δw ji = w ji +ηδpiypi
其中 :η为学习因子 ;下标 P 表示第 P 个样本。
如果加入惯性项 ,即 :
Δw ji ( n + 1) = ηδjy i +αΔw ji ( n)
其中 : n + 1 表示第 n + 1 次迭代 ;α表示为一比例
因子。
(5) 　达到误差精度 ,则停止学习 ,否则回到
(2) 。
1 . 2 　函数型连接网络
为了改善 BP 网络的学习效率 , Pomerlean 等人
提出在网络中引入高阶连接 ,大大加快了网络的学
习速度。1988 年 ,美国学者 Yuh - Han Pao 等人基
于网络的映射的特点对此进行了推广 ,提出函数型
连接网络。函数型连接网络与 BP 网络在结构上没
有本质的区别 ,函数型连接网络是在 BP 网络的输
入层与隐层之间增加一层函数型连接 (函数变换) ,
这种连接是以原始模式的分量或模式本身作为自变
















{ x 1 , x 2 , ⋯, x n}




从理论上讲 ,用适当的 BP 网络来实现单刚矩
阵的计算 ,用函数型连接来提高网络的学习速度是












外积型 函数展开型 外积型 函数展开型
单隐层 双隐层 单隐层 双隐层 单隐层 双隐层 单隐层 双隐层
0 4 ,4 0 4 ,4 0 4 ,4 0 4 ,4 0 4 ,4
4 8 ,4 4 8 ,4 4 8 ,4 4 8 ,4 4 8 ,4
8 8 ,8 8 8 ,8 8 8 ,8 8 8 ,8 8 8 ,8
16 16 16 16
　　为了实验方便 ,取单刚矩阵中的一个元素作为
网络的输出 ,原始输入模式的各个分量经正交函数
变换 (函数型连接) 后 ,直接作为网络的输入。取正
交函数基为 sin x ,cos x 。分别形成 50 ,102 个二阶、
三阶函数展开型输入分量。二阶、三阶外积型输入
分量分别为 10 ,14 个。
实验过程中 ,取学习因子η= 0. 7 ,惯性项系数




况 ,图 4 表达了各种隐层结构不同阶网络的学习情








越好 ,图 3 中的曲线反映了这一点。比较各阶、各隐




同一坐标图上 ,如图 4 所示。对于无隐层网络 ,当增
加网络阶数时 ,虽然其收敛速度有很大提高 ,但网络
在收敛后期趋于一条水平直线 ,不能达到预期的收
敛精度 (收敛精度要求低除外) 。从理论上讲 ,可用
无隐层高阶函数连接型网络实现任意精度连续函数
映射 ,但高于二阶的网络 ,对于多变量输入来说 ,随
着网络阶数的增加 ,函数型连接数量大幅度增加 ,实
现起来更为复杂 ,实际应用很不方便。
图 4 　双隐层 8 ,4 单元网络的学习过程
　
另外 ,由图 4 可以看出 ,高阶外积型网络的学习









二阶混合网络的连接数为 50 ,网络也不太复杂 ,实
际应用是可行的。
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在图 3 和图 4 中 ,学习初期 ,不同网络的收敛曲
线区别比较明显 ,随着学习次数的增加 ,网络收敛误
差逐渐减小 ,故各条收敛曲线相对集中 ,很难区分 ,
给网络收敛后期特性分析带来很大困难 ,为此将图
3 中的收敛曲线用双对数坐标绘制 (如图 5 所示) ,






习 200～500 次之间有一聚集区域 ,在该区内 ,合网
络的收敛误差基本相同。不同阶数的网络 ,其聚集
区域的收敛误差水平有明显差别 ,在该区域 ,一阶网
络误差为 10 - 3 ,二阶、三阶外积型连接网络误差为
10 - 4数量级 ,二阶、三阶函数展开型连接网络误差










连接网络的学习速度明显优于 BP 网络 ;综合考虑
学习速度和网络结构的复杂性 ,二阶函数型连接网
络较为合理 ;双隐层网络优于单隐层网络 ,隐层单元
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