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I. INTRODUCTION 
A. Miras 
Mira-class stars are a type of long period variable (LPV) located on 
the asymptotic giant branch. These red giant stars undergo long-
period, large-amplitude radial pulsations. Mira pulsation periods range 
from ~ 100 to over 500 days and are fairly regular, with variations of less 
than 20% between cycles. Miras, by definition, exhibit visual magnitude 
changes of AMv>2.5 during a cycle (often having AMv>6), but the 
bolometric magnitude typically varies by one magnitude or less. Mira 
spectra show emission lines which also vary in strength during the 
pulsation cycle. Miras typically have mass loss rates between 10"® and 
10 5 Mo/year and they are surrounded by circumstellar outflows of gas 
and dust. Although this work deals primarily with Mira variables, the 
results and discussions are pertinent to other long period variables such 
as OH/IR sources and semi-regular variables which appear to be related 
to Miras. 
The LPV phase is an important stage in the late evolution of many 
stars. Although short, typically lasting ~10® years, this period of mass 
loss allows stars with initial masses as high as 8 M© to end their lives 
quietly as white dwarf stars with masses less than the Chandrasekhar 
limit of 1.4 Mq. The importance of the LPV phase extends beyond the 
stars themselves due to the massive outflows enriched in heavy 
elements formed in the depths of the star. These winds are the main 
source of dust in galaxies, and they provide a major source of processed 
elements for the formation of later-generation stars, planetary systems, 
and astronomers. 
B. Modeling Mira Atmospheres 
To understand the details of how Miras lose mass we must know 
what conditions are like in the atmosphere of the Mira. Unfortunately, 
unlike the relatively thin and static atmospheres that surround most 
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other types of stars, the atmosphere of a Mira is a complex, dynamic, 
extended beast. Whereas a "stellar atmosphere model" in the 
traditional sense is an exercise in radiative transfer (complex as it is!), 
to attempt such a model of a Mira atmosphere without first accounting 
for the large scale dynamic effects would result in nonsense. 
The dynamic nature of the Mira atmosphere stems from an 
instability to radial pulsation in the interior of the star. Driving of the 
oscillations occurs in the hydrogen ionization zone and the first helium 
ionization zone. Modeling the pulsation is difficult, since the interior 
models show the stars to be convective at these driving points, so the 
normal kappa driving mechanism (which depends on radiative energy 
transfer) is difficult to implement, but some successful models have 
been reported (Ostlie, 1982; Wood, 1974). Because of the modeling 
difficulties and the use of inadequate treatment of the outer boundary 
conditions at the atmosphere, the interior models provide little in the 
way of constraints on driving amplitude and driving function shape for 
dynamic atmosphere models. Even the mode of pulsation, whether 
fundamental or first overtone, has been in contention for many years 
(Willson, 1982; Wood, 1982), with the fundamental mode now 
generally agreed to be most likely. The interior models do provide 
period-mass-radius relations that are useful in defining parameters for 
the hydrodynamical models (Ostlie and Cox, 1986). 
As the compressions from the radial pulsations move outward 
through the atmosphere, the decreasing density causes the amplitude 
to increase until a shock wave is formed. Observations of Mira spectra 
in the visual and infrared (Joy, 1954; Hinkle et al, 1984) clearly show 
that Mira atmospheres have a complex velocity and excitation structures 
caused by these shocks moving outward through the atmosphere. 
Interpretation of these observations requires great care and a proper 
dynamical model. 
To understand the Mira atmosphere, making as few assumptions as 
possible, requires numerical modeling of the hydrodynamics and 
thermodynamics of the atmosphere. In order to produce a dynamic 
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atmosphere model (within the limits of computational power currently 
available), we must forsake the details of radiative transfer. A typical 
dynamical model requires at least several hundred timesteps per 
pulsation cycle, and solving a standard stellar atmosphere code to 
determine the radiative transfer for each timestep would be prohibitive. 
Once the dynamical models provide the necessary understanding of the 
Mira atmosphere, the results can be used as the basis for a more 
standard treatment of radiative transfer (Luttermoser and Bowen, 1990; 
Bessell et ai, 1989). 
Numerical models of Mira atmospheres were studied by Wood 
(1979) and Hill (Willson and Hill, 1979; Hill and Willson, 1979). These 
early models produced periodic shocks that extended the atmospheres, 
but they failed to produce reasonable mass loss rates or steady-state 
models. Wood has continued his work in this area, and his current 
efforts are described very briefly by Bessell and Scholz (1989). Bowen 
(1988) has developed a dynamic atmosphere code that has been used 
extensively to study Mira atmospheres with a wide range of parameters. 
The results presented in this thesis are applications and extensions 
of the Bowen code and the resulting Mira models. 
C. The Bowen Dynamic Atmosphere Code 
The Bowen dynamic atmosphere code (Bowen, 1988) attempts to 
model dynamic atmospheres using as few a priori assumptions as 
possible about the behavior of the resulting models. The code assumes 
spherical symmetry; the resulting models consist of concentric shells, 
typically 390 zones in the models used in this work. The hydrodynamic 
equations in Lagrangian coordinates are numerically integrated with 
standard finite difference methods. This requires the use of 
pseudoviscosity pressure in zones undergoing rapid compression to 
keep the solutions stable. Pseudoviscosity has the undesirable effect of 
smearing out the shocks in the models; for some purposes this effect is 
negligible, but in others it must be compensated for. The radiative 
equilibrium temperature (T^q) at every point is calculated using the 
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Eddington approximation for a grey spherical atmosphere; a constant 
opacity value is used throughout the model. 
Thermal relaxation toward the equilibrium temperature (in the 
models used here) is assumed to occur at a rate proportional to the 
density and the temperature difference T-Teq. At temperatures above 
6000 K an additional calculation is included to model cooling by neutral 
hydrogen; this cooling factor becomes dominant above -8000 K. The 
cooling radiation escapes the model unimpeded; radiative transfer 
between zones is not included in the calculation. 
The code assumes an ideal gas, constant molecular weight and 
constant y, effectively Ignoring ionization and formation of molecules. 
The code does incorporate the effects of radiation pressure on dust. 
The dust is modeled as a radiation pressure cross section which is a 
function of Tgq and a specified dust condensation temperature. 
The model is driven by varying the radius of the inner zone 
boundary (sometimes referred to as the "piston"). In the standard 
Bowen code the shape of the driving function is sinusoidal. Driving 
phase 0.0 is defined to occur when the inner boundary passes through 
its average position while moving outward. The driving amplitude, 
expressed in terms of the maximum velocity of the driving boundaiy, is 
a free parameter that must be specified. The number of zones between 
the photosphere and the piston is also specified as an input parameter. 
Typical model parameters and results are presented in the next 
section. 
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n. SHOCKS 
A. Model Parameters 
Parameters for Mira model #1 are presented in Table 1. This 
model is discussed in this section and is used as the basis of Mg II 
calculations in Section IV. 
Table 1. Mira model #1 parameters 
Mass 1.0 M© 
Radius of Static Model 1.666 X 10l3 cm 
Driving Period 320 days 
Driving Amplitude 3 km s'l Fundamental-mode driving 
Effective Temperature 2960 K 
Grey Opacity 4x 10"4 cm2 g-1 
Cooling Factor C 1 X 10 G g s cm"3 see Eq. 3b in Bowen, 1988 
Lyman Escape Fraction 0.01 
Dust Condensation 1400 K (F/m)rad = 0-8g 
Photosphere Zone 21 
Luminosity^ 3955 L© 
Photoshpere Radius^ 1.664 X 10l3 cm at phase 0.0 
Mass Loss Rate^ -2,5 X 10-7 Mo yr-1 
^Denotes values calculated for cycle 40.0 (driving amplitude = 3 
km/s). All other values are input parameters. 
The photosphere is defined as the T=2/3 point calculated using the 
constant grey opacity value of the model. This opacity approximates the 
Rosseland mean value for radiation in the infrared region of peak 
emission for the Mira. The visual photosphere of the Mira would be 
located at a greater radius. 
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The velocity, density, and temperature structure of the model 
atmosphere are displayed in Figures 1-3. These results are typical of 
Mira models generated using a wide range of parameters, as discussed 
by Bowen (1988). Figure 1 shows the velocity structure of the model 
atmosphere. Periodic shock waves form and propagate outward through 
the model, gradually losing strength. The phase 0.0 plot line shows four 
outward-moving shocks at increasing radii. The shocks initially form at 
phase 0.88, in zone 30 at a radius of 1.56 x 10^3 cm; at this phase the 
photosphere of the model is located at 1.53 x 10^3 cm. Figure 2 shows 
the effect these shocks have on the density distribution of the 
atmosphere, greatly extending it beyond the distribution expected for a 
static atmosphere. This extension of the atmosphere results in a 
sufficient density at the radius where dust formation occurs to allow 
radiation pressure on the dust to drive stellar winds with mass loss 
rates comparable to observed values. Figure 3 shows the temperature 
structure of the model atmosphere. The shape of this curve, 
particularly the thickness of the hot regions behind the shocks, is 
determined by the cooling rates used in the code. 
B. Shock Morphology 
The existence of the outward-moving shock was expected based on 
observations of Miras and early dynamical models. What was not 
expected or fully understood until detailed plots of the dynamical 
models were made, was the existence of another shock structure that 
occurs deep in the atmosphere prior to the formation and emergence of 
the outward-moving "main" shock. This "preliminary" shock structure 
can be seen in Figure 4, which plots the radial position of the model 
zones as a function of the driving phase. The shock fronts are visible 
where the zone trajectories suddenly change direction. The 
preliminary shock occurs when gas that had been propelled outward by 
the previous main shock falls back and encounters the lower zones 
(similar to an accretion shock forming in infalling matter). The 
preliminary shock remains in the lower atmosphere until it is overrun 
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Figure 1. Velocity vs. radius for model #1. Solid line is the velocity 
structure of the model atmosphere at phase 0.0; dotted line 
is for phase 0.5. The stellar escape velocity plot is shown at 
the upper right 
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Figure 2. Density vs. radius for model #1. Solid line is the density 
structure of the model atmosphere at phase 0.0; dotted line 
is for phase 0.5. The dashed line shows density structure of 
the static atmosphere (no driving) 
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Figure 3. Temperature vs. radius for model #1. Solid line is the 
temperature structure of the model atmosphere at phase 0.0; 
dotted line is for phase 0.5. The dashed line shows the 
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Figure 4. Zone radii vs. phase for model #1 (even numbered zones are plotted). 
The photosphere (zone 21) is indicated by bold line 
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by the next outward-moving main shock. In this model, the preliminary 
shock forms at phase 0.58 near zone 30, at a radius of 1.55 x lO^S cm; 
at this phase the photosphere is at a radius of 1.53 x 10^3 cm. Figures 
5-8 display the variation of shock parameters with phase in model #1 
(the plots have been smoothed). 
The term "preliminary" should not be taken as an indication that 
the preliminary shock structure is less powerful or has less effect on 
the stellar atmosphere than the main shock; it simply denotes that this 
structure occurs prior to the main shock that eventually overruns it. In 
fact, due to its location in the dense lower zones, the post-shock power 
dissipation of the preliminary shock usually exceeds that of the main 
shock. 
The preliminary shock structure is a feature unique to the 
fundamental pulsation mode of the typical Mira model. Models driven 
at the first overtone period (which is typically 1/3 to 1/2 of the 
fundamental period) do not exhibit this behavior; by the time the 
shocked layers fall back, the next main shock has already formed. 
The morphology of the preliminary shock structure varies with the 
parameters of the model. The structure is often made up of a series of 
shocks; each shock forming behind the previous one, overrunning it 
and then becoming stalled in radius itself until another preliminary 
shock (or, in the end, the main shock) overruns it. This tendency 
toward multiple shocks in the preliminary structure increases with 
driving period, but some of this effect (at very long periods) is probably 
due to discrete zoning used in the model. The shape of the shock 
structure varies with the driving amplitude of the model. At higher 
driving amplitudes the preliminary shocks form deeper in the model 
and move outward less in radius. When model #1 is driven at an 
amplitude of 5 km/s or more, the main shock forms at the current 
radius of the preliminary shock and immediately overruns it, so the 
preliminary and main shocks appear to form one continuous structure. 
Obviously we must consider the question: Is this preliminary shock 
structure a feature of real Miras, or is it simply an artifact of the 
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numerical modeling code? In particular, the method of driving the 
model, by sinusoidal variation of the position of the inner boundary, is 
suspect, both because of its shape and the "hard" nature of its driving 
piston. We consider the latter objection first. 
Because the Bowen code specifies the position of the inner 
boundary of the model irrespective of conditions in the model (there is 
no feedback from layers above the piston) the driving boundary acts as 
an infinitely "hard" piston (this also has the effect of placing no limit on 
the amount of mechanical work the piston can do; whatever work is 
required to move the overlying layers is allowed the piston). If the 
driving boundary could yield under infalling layers, would this eliminate 
the preliminary shock? This was tested by generating models with 
progressively deeper pistons, thereby introducing more layers between 
the photosphere and the hard driving boundary. Models typically use a 
piston positioned 11 zones below the photosphere, placing the driving 
boundary at about 95% of the stellar radius, midway between the 
photosphere and the location of the ionization driving zone in a real 
Mira. Models similar to model #1 (which has a driving boundary located 
21 zones below the photosphere at about 90% of the stellar radius) have 
been run with pistons as deep as 80% of the stellar radius. To model 
this region realistically we must modify the assumption in the Bowen 
code that the cooling radiation escapes unimpeded; this assumption is 
valid in the outer atmosphere (the area of primary interest for which 
the code was developed) but is not valid for the layers far below the 
photosphere. Allowing the radiation to escape results in the lower 
layers of the model undergoing far more compression than is realistic. 
A simple modification was made to the Bowen code that restricts the 
loss of the cooling radiation as a function of optical depth. The shape of 
the primary shock structure is then much less sensitive to the depth of 
the driving piston. In all cases, although the shape of the preliminary 
shock structure may be altered by changing piston depth or altering the 
rate of energy escape from the lower layers, it always remains a very 
prominent feature. 
15 
The basic Bowen code Mira model is driven with a sinusoidal 
driving function. Would using a different shape for the driving function 
eliminate the preliminary shock structure? To test this idea, the 
Bowen code was modified to allow the specification of any shape driving 
function. For all functions tried, the shape of the primary shock 
structure could be altered but it could not be eliminated. An attempt to 
model a realistic driving function is presented as model #2 in figures 
9-13. Model #2 uses the same parameters as model #1 with the 
exception of the differences in driving. Due to the observational 
difficulties in determining the motions of the lower atmospheric layers 
in real Miras, and due to the lack of input from interior pulsation 
models on the subject of the driving function, the shape of the driving 
function used in model #2 was inspired by a typical Cepheid radius vs. 
phase plot (Bowers and Deeming, 1984); Cepheids pulsate radially, but 
have much thinner atmospheres allowing observations of the motion of 
the lower atmosphere. The driving function used for model #2 is shown 
in Figure 9; both the radius and velocity variation with phase are shown. 
The units on the amplitude scales of these plots are arbitrary; the 
modified Bowen code scales the amplitudes to the velocity amplitude 
parameter specified in the model input. On this velocity plot, positive 
velocity indicates outward movement; this is the convention used 
throughout the Bowen code, but is opposite the convention used in 
measuring radial velocities in stars. Model #2 was generated using a 
velocity amplitude of 2 km/s. When comparing the model #2 results 
with those of model #1, please notice that driving phase 0.0 for model 
#2 is arbitrarily defined to occur when the driving function is at 
minimum radius (zero velocity). Driving phase 0.0 of model #1 is 
defined to occur when the driving function passes through its average 
radius (maximum outward velocity). Perhaps the most insightful 
comparison would come from defining phase 0.0 to be the point of 
maximum outward velocity, since this outward motion forms the main 
shock in both models; in that case, the phase of model #2 can be 
considered as lagging model #1 by a phase shift of 0.1. 
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Figure 10 plots zone radius vs. phase. The preliminary shock 
structure is made up of two shocks; the first forms at phase 0.25 and 
the second at phase 0.83. The main shock forms at phase 0.93 and 
overruns the preliminary shock at phase 0.1. Figures 11-13 display the 
shock parameters vs. phase for model #2. 
The existence of the preliminary shock structure can be 
understood by studying the dynamics of the lower layers in the 
atmosphere. The gas propelled upward at supersonic velocities by the 
main shock follows a roughly ballistic trajectory. The velocity imparted 
to the gas by the shocks in these models (which are similar to velocities 
observed in Miras) is simply not sufficient to keep the gas from falling 
back onto the lower layers before the formation of the next main shock 
in these fundamental mode models. 
Bowen and Beach (1990) provide an additional explanation based 
on the behavior of acoustic waves in a gravitational field: Sinusoidal 
waves (i.e., an infinite wave train) with periods longer than the acoustic 
cutoff period cannot propagate through the atmosphere; they are 
reflected, and only evanescent waves can exist. For the typical Mira 
models used by Bowen, the period of fundamental mode pulsation is 
well above the cutoff period, while the first overtone period is generally 
of the same order as the cutoff period. 
C. Implications for Mira Light Curves 
It is assumed that maximum light in a Mira visual light curve 
corresponds to the emergence of the main shock wave through the 
visual photosphere of the star. This acounts for the rapid rise prior to 
maximum light, and the gradual decay after maximum observed in many 
Mira light curves. If this interpretation is correct, we would expect to 
see some effect on the light curve from the powerful preliminary shock. 
In fact, many Miras do exhibit a "bump" in their light curves during the 
rise to maximum light. 
Figure 14 shows a selection of smoothed Mira light curves with 
increasingly pronounced pre-maximum bumps. These light curves 
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Figure 14. Selected Mira light curves with periods near 400 days, displaying 
increasingly pronounced pre-maximum bumps (Campbell, 1955). 
The / values are light curve asymmetry factors 
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(and all other Mira visual light curves used in this work) are from 
Campbell (1955). These examples, all with periods near 400 days, were 
selected because the longer period light curves show the bumps more 
distinctly than shorter period light curves, where the bumps tend to 
occur closer in phase to maximum light. The bumps do exist with 
varying degrees of prominence in shorter period Miras as well. 
Quantifying the prominence of the bumps in the ordinate (magnitude) 
scale would be of interest to this study but it is difficult, especially for 
the shorter period stars where the bump often blends into the rise to 
maximum. An alternate method of quantifying the size of the bump that 
appears to work well is to use the light curve asymmetry factor /, 
defined as the ratio of the number of days between minimum and next 
maximum light to the period. This method works because, as the 
pre-maximum bump increases in magnitude, it shifts the point of 
minimum light away from the following point of maximum light. It is 
possible that a very low / value could result from a powerful preliminaiy 
shock being responsible for maximum light, but such a star would 
probably show an unusual velocity structure near maximum light. 
Quantifying the bumps by f value is also useful because other 
investigators have studied the correlation of the f value with stellar 
parameters (without mentioning that the pre-maximum bump is 
responsible for the changing f value). The light curves in Figure 14 are 
arranged in order of increasing f value. For these curves the f values 
were calculated from the maximum and minimum positions as marked 
by Campbell (1955). 
It appears from models studied in this work that the preliminary 
shock structure is responsible for the pre-maximum bump in the light 
curve of Miras, with the prominence of the bump being a function of the 
optical depth at which the shocks form. Although the generation of an 
accurate light curve would require a much more rigorous treatment of 
radiative transfer of the post-shock radiated energy in the lower 
atmosphere, we can demonstrate the effect roughly in the simple model 
illustrated in Figure 15. The upper solid line shows the post-shock 
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power generated in model #1. By applying an e'-* correction, where x 
is the optical depth of the shock and xis an enhancement factor, we 
can simulate the luminosity that would escape from these shocks if they 
occurred at differeht optical depths. Part of the enhancement is 
included because the x value from the model is calculated assuming the 
grey opacity used in the model, which is representative of a Rosseland 
mean in the infrared; the opacity encountered by the post-shock 
cooling radiation will be much higher. The variation in optical depths 
between the other curves, each representing a different Mira, could 
result from several causes: Models with a larger driving amplitude will 
form shocks lower in the atmosphere; the atmosphere of the model 
may be more extended (for any number of reasons), resulting in higher 
optical depth at the point of shock formation; or, the composition of the 
atmosphere may vary between models, resulting in higher optical 
depths at the point of shock formation. The dashed line in Figure 15 
results from an enhancement factor of%= 1,000, the dotted line 
represents x = 5,000, and the lower solid line results from x = 10,000. 
These three models show a range of pre-maximum bumps similar to 
those seen in Figure 14. 
Additional support for this interpretation can be found in Vardya et 
ai (1986), in which the light curve asymmetry factor f is correlated 
with features found in IRAS Low-Resolution Spectrograph spectra. 
Figure 16 shows the visual light curves (from Campbell, 1955) for the 
LPVs discussed in the paper. The curves are arranged by f value (as are 
the LRS spectra in Figure 1 of Vardya et ai.); in this case the / values are 
from the General Catalog of Variable Stars (Kukarkin et al, 1969). The 
correlation of / values with the magnitude of the pre-maximum bump 
can be seen (although it is less obvious in the short period curves). We 
have added mass loss rates alongside the light curves (in units of 10"? 
M© yr'l); lili values are from Gehrz and Woolf (1971), and IVI2 values are 
from Knapp and Morris (1985). Vardya et al. find that the LRS spectra 
of stars with f^0A5 show weak, broad emission features at 12 |i.m and 
20 |im which they interpret as emision from dust with a high 
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condensation temperature (perhaps Al/Ca silicates) that is able to freeze 
out in all the Miras (the gas density at the radius where the dust 
condensation temperature is reached is great enough to form this dust). 
These spectra do not show the emission features of the less refractory 
Mg/Fe silicates, implying that at the radius where the lower 
condensation temperature of this dust is reached, the atmospheric 
density is too low to form much of this dust. In contrast, the LRS 
spectra of stars with f^0A5 are dominated by strong emission features 
at 9.7|im and 20 |im, interpreted as emission from the less refractory 
Mg/Fe silicate dust. This supports the idea that stars with low / values 
have more extended atmospheres, and agrees with the hypothesis that 
the lower f value results from a more extended atmosphere "burying" 
the preliminary shock. 
Bowers (1975) and Bowers and Kerr (1977) have found that Miras 
with low / values have a greater chance of being detected as OH maser 
sources, again in agreement with the hypothesis. 
Vardya (1985) finds a correlation between f and the intensity of 
the technetium line in S-type Mira variables. Since the presence of 
technetium indicates the recent dredge-up of processed material from 
the interior of the Mira, the low f value could be the result of higher 
atmospheric opacities due to the material. This material may also have 
an effect on the driving amplitude of the model, affecting the f value. 
In Section IV we discuss the lUE observations of the Mg II light 
curves of R Car and T Cep. The slower rise and later peak of the R Car 
curve indicates R Car has a more extended atmosphere than T Cep, in 
agreement with the more prominent pre-maximum bump seen in the T 
Cep visual light curve. 
Because the Miras with low / have more extended atmospheres, we 
might expect them to have higher mass loss rates than Miras with high 
f values. Figure 17 is a plot of mass loss rate vs. f for the stars included 
in Figure 16. There is no strict correlation between JJl and /. Instead, 
we see a range of IVI at each f value, but stars with high f values do tend 
to have lower mass loss rates. 
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Because the parameters of the star, such as mass, radius, driving 
amplitude, and driving function, affect the position and shape of the 
preliminary shock structure, the shape of the light curve serves as an 
additional constraint in the determination of these parameters. 
Constraining these parameters will require improved modeling of the 
light curve based on the dynamical models. 
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m. LIMB FUNCTIONS 
A. Introduction 
This section deals with work presented in Beach et al. (1988) 
dealing with the effects of pulsation-extended atmospheres on the 
apparent diameters of Miras. Obtaining accurate angular diameters for 
Miras is vital for the determination of the effective temperature scale 
(Ridgway et al, 1980) and mode of pulsation (Willson, 1982) for these 
stars. Measuring, or even defining, a diameter for a Mira has inherent 
difficulties. The diameter measured at different wavelengths can vary by 
more than a factor of two, especially when observing in narrow bands 
near the absorption frequencies of molecules such as TiO (Labeyrie et 
al. 1977). 
The extended nature of Mira atmospheres affects the diameter 
measured at any wavelength. The radius of the photosphere for a given 
wavelength is defined for models as the radius at which 1=2/3 when 
integrating dt = K p dx inward along a line of sight toward the center of 
the star. When observing a stellar disk, however, the limb of the star 
will appear to be on the line of sight along which t=2/3 occurs at the 
tangent point. For an extended atmosphere, this line of sight will have 
an impact parameter which can be appreciably greater than the 
photospheric radius defined above, causing the star to appear larger 
than it actually is, as shown in Figure 18. 
Mira atmospheres exhibit shocks which also can have a large effect 
on the limb darkening/brightening (limb function) of the star. In some 
regions of the spectrum, notably near the visual region, where 
post-shock cooling radiation primarily occurs, most of the luminosity of 
the Mira comes from the shocks. Measurements of the diameter at 
these frequencies during phases when the shocks are strong will result 
in a diameter representative of the shock front and not the 
photosphere. This important effect is only apparent when using 
dynamical models for the atmosphere. Static model atmospheres, even 
with complete treatments of radiative transfer, are not valid in these 
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Figure 18. Schematic diagram showing apparent size increase due to 
an extended atmosphere. The radius of the photosphere 
(Rphot) is defined as the radius for which x = J K p dx = 2/3, 
where the integration is along a line of sight through the 
center of the star. The dotted line indicates where x = 2/3 
as seen by an observer. The limb of the star will appear 
along the line of sight with impact parameter rumh 
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cases. Apparent diameter enhancement due to shock emission is small 
in the infrared region where most lunar occultation studies are 
currently carried out. 
B. limb Functions and Observed Angular Diameters 
The two primary methods of directly measuring stellar angular 
diameters, speckle interferometry and lunar occultations of stars, both 
depend upon assuming a limb function for the star in order to derive 
angular diameters from the observational data. The analysis in this 
study was based upon the lunar occultation method. To understand this 
analysis better a brief description of the lunar occultation method and 
data reduction procedure are presented here. 
The shadow cast by a solid object does not have a sharp edge, but is 
a diffraction pattern. The light intensity at the edge of a shadow is 
described by the Fresnel function. Figure 19 shows the Fresnel pattern 
of the edge of the lunar shadow that would be cast upon the surface of 
the Earth by a 5550 Â monochromatic point source (located at an infi­
nite distance). When the observation is made using a finite bandwidth 
the superposition of the Fresnel patterns for the different wavelength 
present, each of which have slightly different spacings of their maxima, 
resembles the pattern shown in Figure 20. Figure 20 displays the fringe 
pattern cast by a 3000 K point source observed in the V band (the 
3000 K blackbody function is used to weight the monochromatic 
Fresnel patterns of the wavelengths across the band). A star located 
near the lunar limb can be thought of as being divided into a series of 
strips parallel to the lunar limb, each of which acts like a point source 
projecting a fringe pattern (see Figure 21). These projected patterns 
are shifted relative to each other, and the shape of the resulting sum of 
the shadow patterns depends on the angular diameter of the star as 
shown in Figure 22 (from Nather and Evans, 1970). Since the 
brightness of each strip depends upon the limb function of the star (see 
Figure 21) the shadow pattern cast by the star will depend on both the 
angular diameter and the limb function of the star. 
Figure 19. The light intensity at the edge of the lunar shadow that 
would be cast by a 5550 Â monochromatic point source at 
infinity. The abscissa indicates the distance from the 
geometrical edge of the shadow. The shape of this pattern 
is described by the classic Fresnel function 
Figure 20. The light intensity at the edge of the lunar shadow that 
would be cast by a 3000 K point source observed in the V 
band. Each wavelength within the band projects a Fresnel 
pattern with slightly different fringe spacing; the result 
shown is the sum of these interfering light patterns 
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Figure 21. Each strip is replaced by a point source with intensity equal 
to the total brightness of the strip. For the case of a uniform 
brightness disk, the strip brightness is proportional to the 
area of the strip. For the case of a non-uniform brightness 
limb function, the total brightness of each strip is given by 
bi = /strip dA, where I(r) is the limb function and r is 
the impact parameter 
Figure 22. Theoretical curves showing the systematic effects expected 
as the size of the stellar disk is increased. Diagram from 
Nather and Evans (1970) 
Figure 23. Lunar occultation observation of \|/ Vir, M3 III, in the 1.6 p.m 
band. The upper curve shows the best fitting uniform 
brightness disk pattern, resulting from (|)UD = 0. "00492; the 
lower curve shows the response expected from a point 
source. Diagram from from Ridgway et al (1977) 
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During lunar occultation observations, the shadow pattern that 
results as the Moon passes between the observer and the star is 
recorded as it sweeps over the observer. The angular diameter is 
determined from the observations by comparing the data to a set of 
theoretical traces generated using models with a range of angular 
diameters. For simplicity, these comparison traces are usually 
generated assuming a disk with uniform surface brightness. Some 
investigators generate comparison traces assuming a fully 
limb-darkened disk (I=Io|i) because this limb function is physically 
more reasonable for a late-type star with a static atmosphere. It can be 
shown, however, that the diameter found assuming a fully 
limb-darkened disk is always approximately 13% larger than the 
corresponding diameter found assuming a uniform disk (Ridgway et al, 
1977), so commonly the data are reduced using the uniform brightness 
disk assumption and then the 13% increase is applied to correct for 
limb darkening. Other investigators use limb darkening corrections 
derived from static atmosphere models, but the applicability of static 
models to Miras and other pulsating stars is questionable. Figure 23 is 
an example of observational data (from Ridgway et aL, 1977) of an 
occultation of xj/ Vir at 1.6 |im. At the bottom they show the trace 
expected from a point source superimposed on the data. Above they 
show the trace of the best fitting uniform disk model superimposed on 
the data. This best fit trace is from a uniform brightness disk model 
with an angular diameter of 0.00492 seconds of arc (4)UD=0' 00492) 
which they correct for limb darkening to (l)T.n=0".00511 using a limb 
darkening function from a static atmosphere model. The fully 
limb-darkened angular diameter would be <l)FT.n=0".00556. 
In this study we derived limb functions from dynamical model 
atmospheres covering a range of phases of the stellar pulsation cycle. 
Occultation traces were then generated that simulate observations of 
Miras having these limb functions. These traces were then analyzed by 
the standard lunar occultation method, comparing them to traces 
generated assuming uniform brightness disks. The resulting best 
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uniform disk angular diameter fits were then compared with the known 
diameters of the original Mira models used to generate the theoretical 
Mira occultation traces. In this way we examined how accurately 
standard data reduction techniques would determine the angular 
diameter of a Mira exhibiting the limb functions indicated by our 
dynamical models. 
C. The Dynamic Atmosphere Models 
The dynamic atmosphere models used here were generated using 
the Bowen dynamic atmosphere code (Bowen, 1988). Parameters for 
the model are listed in Table 2. 
Table 2. Mira model #3 parameters 
Mass 1.2 Mo 
Radius of Static Model 1.729 X 10l3 cm 
Driving Period 300 days 
Driving Amplitude 3 km s'l Fundamental mode driving 
Effective Temperature 3000 K 
Grey Opacity 1 X 10 3 cm2 g-1 
Cooling Factor C 3 xlO-7 g s cm'3 see Eq. 3b in Bowen, 1988 
Lyman Escape Fraction 0.30 
Dust Condensation 1500 K (F/m)rad = 1% 
Photosphere Zone 11 
Luminosity^ 4500 L© 
Photosphere Radius^ 1.732x1013 cm at phase 0.0 
^Denotes values calculated for cycle 35.0 (driving amplitude = 3 
km/s). All other values are input parameters. 
During each cycle a shock forms and moves outward through the 
atmosphere. The amplitude of the shock typically reaches a maximum 
of 35 km/s and decreases as the shock continues outward. These 
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shocks enormously extend the atmosphere, as seen in the density 
distribution of this model shown in Figure 24. 
The passage of the shock compresses and heats the gas, which 
then radiates away energy as it cools back toward the local equilibrium 
temperature. The luminosity from the post-shock region has a great 
effect on the limb function of the star. The luminosity history of the 
inner shock region is presented in Figure 25 which shows the 
post-shock radiated power vs. driving phase for the model atmosphere 
used here. The main shock forms at driving phase 0.85 and moves 
outward through the atmosphere. The strong preliminary shock forms 
in the model near driving phase 0.5 when infalling material compresses 
the region near the piston; the piston at this time has reached its 
maximum inward velocity and is beginning to slow down. The driving 
phases chosen for the calculation of limb functions were selected to 
include a variety of shock structures. 
The correspondence between the driving phase of the model 
atmosphere and the phase of the light curve that such a star would 
display is not known precisely. The phase relationship is a function of 
the driving amplitude of the model and may need to be determined for 
each star on a case by case basis. Phase 0.0 of the light curve is assumed 
to occur when the main shock emerges from the visual photosphere, 
which happens near driving phase 0.0 (±0.2). For purposes of 
approximation the driving phase and light curve phase can be 
considered to be the same here. 
Model Mira-type atmospheres were also calculated assuming a 
first-overtone pulsation mode. In order to match the period, 
luminosity, and mass of the fundamental mode model, the overtone 
model requires a radius of 2.705 x lO^S cm (1.56 Rfundamental) a 
temperature of 2400 K. The overtone model must be driven at 1.5 
km/s to produce the same post-shock luminosity as the fundamental 
model driven at 3 km/s. The densities found in the resulting overtone 
model atmosphere are approximately three orders of magnitude greater 
than those found in the fundamental mode model, due primarily to the 
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Figure 25. Post-shock radiated power vs. driving phase for model #3. 
The main shocks are labeled "M" and the preliminary 
shocks are labeled "P" 
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lower surface gravity of the overtone model. The optical depth of the 
dust which forms in the overtone model exceeds unity, making it a poor 
representation of an optical Mira-type star with a 300-day period. The 
apparent diameter enhancement effects discussed in this paper would 
be greater for overtone models due to the increased densities. The 
results presented here, which are based on fundamental mode models, 
can be considered as lower bounds in this regard. 
D. Theoretical Umb Functions 
Limb functions were calculated from the dynamical model 
atmospheres covering a range of driving phases and for two spectral 
responses. The two bands used were the V band (X^=550 nm, AX=90 
nm) and the H' band ( Xo=1.618 |im, AX=0.042 nm). The V band was 
chosen as representative of an area of the spectrum where post-shock 
cooling radiation dominates (for much of the cycle) over radiation from 
the stellar photosphere. The H' band is located at an opacity minimum 
in the infrared and was chosen as representative of photospheric 
emission. This opacity minimum is also the reason for the large number 
of occultation measurements that have been made in this band (Ridgway 
etal, 1982). 
The limb functions were calculated for both bands assuming a 
constant opacity k = KRosseland = 10"^ cm^ g-1. This value was used 
for the grey model atmosphere calculations as it is a fair approximation 
for the regions of a Mira atmosphere which contribute most to the 
optical depth (Alexander et al, 1983). Another set of limb functions 
was calculated for the V band assuming a constant opacity of k = 5 
KRosseland to simulate observations in a spectral region with enhanced 
opacity. In all cases a blackbody source function was assumed. 
The limb functions were calculated by integrating the intensity 
inward along lines of sight through the model atmosphere. Assuming a 
blackbody source function By, a grey atmosphere, and observing in a 
band characterized by a normalized spectral response Ry, the intensity 
received from the ith segment along the line of sight is given by 
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AIj - [ { Kgas J ByCTgag) Ry dv} + { K(Just J ^O^dust) 1 
Ktotal"^ H - exp(-Ax)] exp(-T) 
where: Kgas and K^just are the opacities of the gas and dust, 
respectively, in the ith segment; Ax = p Ax Ktotal Is the change in optical 
depth across ith segment; and x is the optical depth between the ith 
segment and observer. 
The total intensity (integrated over frequency) along the line of 
sight, is I = Si AIj. The intensities were calculated for lines of sight 
with impact parameters out to 1.38 Rphot to include the effects of 
shocks in the lower atmosphere. 
Note that the contribution to the source function of radiation 
scattered from dust is not considered in this blackbody approximation. 
In the Mira model used here dust forms near a radius of 2 Rphot- The 
peak intensity of radiation scattered by dust would be expected to occur 
in an annular region at an impact parameter of approximately 2 Rphot* 
placing it beyond the range of the limb functions calculated here. The 
absorption opacity and blackbody radiation of the dust are included 
because these effects contribute to the integration along the lines of 
sight which pass through all the layers of the atmosphere. The 
implications of not including radiation scattered by dust are considered 
in Section E. 
The calculated limb functions for the V and H' bands using k = kr 
are presented in Figure 26, and for the V band using k = 5 in Figure 
27. The plots show the intensity, integrated over frequency and divided 
by the central value, plotted versus the impact parameter of the line of 
sight. A vertical line indicates the position of the x=2/3 photosphere (as 
found by integrating kr p dx inward at an impact parameter of zero) for 
the current phase. The impact parameters are in units of the 
photosphere radius at driving phase 0.0. 
At phase 0.0 the main shock, which forms above the kr 
photosphere, is seen beyond the limb of the star. Phase 0.437 exhibits 
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Figure 26. Model limb functions for the H' and V bands, assuming 
K = KR, at driving phases 0.0 (upper left), 0.437 (upper 
right), 0.688 (lower left), and 0.815 (lower right) 
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Figure 27. Model limb functions for the V band, assuming K = 5 KR, 
at driving phases 0.0 (upper left), 0.437 (upper right), 
0.688 (lower left), and 0.815 (lower right) 
45 
no shock, since the main shock, which has grown considerably weaker, 
is now beyond the range of radii over which the limb functions were 
calculated. Phase 0.688 shows the strong, sharp preliminary shock 
close to the photosphere. At phase 0.815 the preliminary shock has 
become stalled in the infalling material and is broad and weaker. 
The assumption of a blackbody source function may be satisfactory 
for the denser photospheric layers, but it is clearly not valid for the 
post-shock cooling radiation, which is primarily in the form of line 
emission. The situation may not be all that bad, however, due to a 
similarity of behavior between the limb functions of the model and an 
actual Mira-type star. The H' band limb functions of the models used 
here are dominated by radiation from the cool photosphere; the hot 
blackbody post-shock region of the model radiates comparatively little 
in the infrared and therefore the shocks have little effect in the H' band. 
The V band limb functions of the model can be dominated by the 
radiation of the post-shock region if a strong shock is present. The 
blackbody radiation from the hot (typically 6,000 to 10,000 K) 
post-shock region peaks in or near the visual, whereas the blackbody 
radiation from the cool photosphere peaks in the IR and contributes 
little to the visual. This is particularly true for the enhanced opacity 
case because the shock contribution is increased while the contribution 
of the photosphere is now coming from a higher, and therefore cooler, 
layer and has a smaller fraction of its radiation in the V band. In the 
case of an actual Mira-type star, the results will be qualitatively the 
same. The H' band limb functions are dominated by photospheric 
emission, with little contribution coming from the post-shock regions, 
which are primarily emitting and scattering cooling line radiation. The 
visual light curve of a real Mira-type star is dominated by the cooling 
radiation emitted and scattered from the post-shock region. 
E. Synthesized Diameter Measurements 
The limb functions were used to generate the Fresnel patterns that 
would be observed if Miras with these limb functions were occulted by 
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the Moon. These theoretical occultation traces were compared to 
traces that would be produced by uniform surface brightness disks with 
a range of diameters. The uniform disk trace which "best fits" the 
Mira trace determines the angular diameter that would be assigned to 
the Mira from lunar occultation observations. To determine the best fit, 
the squares of the differences between the two traces for all calculated 
"data" points along the traces were summed, the smallest result 
representing the best fit. This procedure is considerably simpler than 
matching uniform disk models to actual observational data because in 
our case the zero point and the vertical and horizontal scale factors are 
known. 
The occultation traces for the uniform surface brightness reference 
models were generated as outlined by Nather and McCants (1970). The 
stellar disk is divided into a series of equal width strips parallel to the 
limb of the Moon. Each strip is replaced by a point source whose 
intensity is equivalent to the total brightness of the strip (the total 
brightness is proportional to the area of the strip for the uniform 
brightness case). The Fresnel patterns of all the point sources are 
shifted relative to each other due to their different angular separations 
from the limb of the Moon. These overlapping, shifted patterns add 
together to form the occultation trace observed at the surface of the 
Earth. The occultation traces for the Mira models having the 
theoretical limb functions were generated in the same manner, except 
that the brightness of the ith strip is now bi = /strip IM dA, where I(r) 
is the limb function and r is the impact parameter (see Figure 21). 
Occultation traces were calculated for the model Miras using two 
different size scales, one with geometrical angular diameter (at driving 
phase 0.0) of 0".0047, and the other with angular diameter of 0".026. 
When comparing the Mira traces to the best fitting uniform disk traces, 
it was found that the relative diameters were independent of the 
angular diameter scale used over this range. Our results are therefore 
given in units of the geometrical diameter of the t=2/3 photosphere at 
driving phase 0.0. 
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Topical generated occultation traces are shown in Figures 28-30. 
Figure 28 shows the occultation trace in the V band for the 0".0047 
angular diameter Mira at phase 0.0 generated assuming the k = limb 
function. The best fitting uniform disk trace is also plotted, offset 
vertically for clarity. Figure 29 shows similar traces for the 0".026 
angular diameter Mira at phase 0.0 using the K = KR limb function. Also 
shown is the best fitting trace from a fully limb-darkened disk. The 
presence of the shock in the limb function does not cause the 
occultation trace of the Mira to appear noticeably unusual in shape 
compared to the fully limb-darkened trace. 
A case with a more extreme shock is displayed in Figure 30, which 
shows the occultation trace in the V band for a 0 ".024 angular diameter 
Mira at phase 0.688 using the K = 5 KR limb function which is 
dominated by powerful shock emission. The best fitting uniform disk 
and fully limb-darkened disk traces are also presented for comparison. 
In this extreme case the occultation trace shows characteristics of this 
"bright ring" limb function, but the effect is not as great as might be 
expected considering the dominance of the limb function by the shock 
emission. 
As a check of the program used, an occultation trace was prepared 
for a fully limb-darkened disk and compared to the uniform disk traces. 
The fully limb-darkened disk was found to be 13.2% larger than the 
best fitting uniform brightness disk, as expected. 
The results of fitting uniform disks to the model Miras are 
presented in Tables 3-5. The geometrical angular diameter of the grey 
atmosphere photosphere at each phase is labeled (t>phot- These values 
are given in units of the angular diameter at phase 0.0. The 
photosphere diameter at each phase is constant for all bands and 
opacities since it represents the diameter of the Mira at the (constant) 
Rosseland mean opacity. The angular diameter of the best fitting 
uniform brightness disk is labeled <1)UD« specified in the same units. 
The value labeled erroryD indicates the percent difference between 
({)UD and the true angular diameter of the Mira given by (|)phot-
Figure 28. Theoretical V band occultation trace for a Mira-lype model 
with angular diameter of 0".004725, using the limb function 
for driving phase 0.0 and K = KR. The best fitting uniform 
disk trace, ifrom a uniform disk with diameter 0".004575, is 
plotted offset vertically for comparison 
Figure 29. Theoretical V band occultation trace for a Mira-type model 
with angular diameter of 0".026, using the limb function for 
driving phase 0.0 and K = KR. The best fitting uniform disk 
trace (disk diameter = 0".0252) and the best fitting 
fully-limb-darkened disk trace (disk diameter = 0".0284) 
are plotted offset vertically for comparison 
Figure 30. Theoretical V band occultation trace for a Mira-lype model 
with angular diameter of 0".024, using the limb function for 
driving phase 0.688 and K = 5 KR. The best fitting uniform 
disk trace (disk diameter = 0".0252) and the best fitting 
fully-limb-darkened disk trace (disk diameter = 0".0284) 
are plotted offset vertically for comparison. Variations in 
the model Mira trace due to the extreme shock-induced 
limb brightening are apparent 
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A positive value for erroruj) means (})ud overestimates the true angular 
diameter, while a negative value means underestimates the true 
angular diameter. The fully limb-darkened angular diameter <t)FLD is 
obtained by multiplying <t)UD by 13.2% (representing an extreme 
correction for limb darkening). The value labeled errorpT.n indicates 
the percentage difference between (t)FLD and the true geometrical 
angular diameter. 
Table 3. Angular diameters: H' band, K = KRosseland 
Phase Ophot <t>UD erronjD <t>FLD errorpLD 
0.000 1.000 
0.252 1.094 
0.437 1.042 
0.688 0.923 
0.815 0.919 
1.000 0.0% 
1.104 +1.0% 
1.058 +1.5% 
0.931 +1.0% 
0.923 +0.5% 
1.132 +13.2% 
1.250 +14.3% 
1.198 +15.0% 
1.054 +14.2% 
1.045 +13.7% 
Table 4. Angular diameters: V band, K = KRosseland 
Phase Ophot «I'UD erroruD 0FLD errorpLD 
0.000 
0.252 
0.437 
0.688 
0.815 
1.000 
1.094 
1.042 
0.923 
0.919 
0.965 
0.965 
0.919 
0.956 
0.927 
-3.5% 
-12.0% 
-12.0% 
+3.5% 
+1.0% 
1.092 
1.092 
1.040 
1.082 
1.049 
+9.2% 
-0.3% 
-0.2% 
+17.2% 
+14.1% 
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Table 5. Angular diameters: V band, K = 5 KRosseland 
Phase Ophot <1>UD erroryD <1>FLD errorpLD 
0.000 1.000 
0.252 1.094 
0.437 1.042 
0.688 0.923 
0.815 0.919 
1.404 +40.5% 
1.110 +1.5% 
1.046 +0.5% 
1.262 +36.5% 
1.442 +57.0% 
1.589 +58.9% 
1.256 +14.8% 
1.184 +13.6% 
1.429 +54.8% 
1.632 +77.6% 
As can be seen from the tables, the "correction" for limb darkening 
is not always desirable, and in some cases it represents a change in the 
wrong direction. In the H' band, <1)UD provides a good measure of the 
actual model diameter, and <))FLD overestimates the diameter. 
Corrections derived from static models, although less severe than the 
full limb-darkening correction, will also result in an overestimate of the 
true diameter. 
The V band is somewhat more complicated. When no strong shock 
is present (near minimum light), (1)flD gives a good estimate of the true 
diameter. When a shock is present, the proper limb darkening 
correction required depends on the strength and position of the shock, 
and must be obtained from dynamic atmosphere models. 
The situation is even more complex in the enhanced opacity V band 
case where the (mild) opacity enhancement accentuates the effect of 
the shocks. When a shock is present, the limb function resembles a 
bright ring (surrounding a dim disk), and the diameters obtained by 
comparison to uniform brightness disks are not very meaningful. It 
would be useful to make observations (using either speckle 
interferometry or occultation) in a narrow band centered on the 
Hydrogen Balmer emission lines. Analyzing these observations using 
ring-dominated limb functions would allow the angular diameter of the 
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shock front to be measured. 
Including radiation scattering by dust would surround the stellar 
image with a diffuse annular region at an impact parameter of 
approximately 2 Rphot- An angular diameter derived without 
considering the contribution of this region would overestimate the true 
angular diameter. However, it seems likely that the dust amiulus would 
be ignored by the data analysis procedure used for occultation 
measurements because the Fresnel pattern of the armulus would be 
characteristic of a diameter about twice that of the photosphere. The 
uniform disk model trace which best fits the occultation trace would be 
characteristic of the much stronger photosphere pattern; increasing 
(1)UD slightly would improve the fit to the Fresnel pattern of the dust 
armulus, but it would much more rapidly degrade the fit to the stronger 
Fresnel pattern of the photosphere. 
F. Conclusions and Suggested Improvements 
Dynamic effects in the atmospheres of Mira-fype variables cause 
these stars to appear larger (and therefore, cooler) than they actually 
are. Standard methods for measuring stellar angular diameters require 
the assumption of a limb function, but the limb functions derived from 
static atmosphere models are not valid for Miras (and probably not for 
semi-regular variables, either). Stellar pulsations cause atmospheric 
shocks which affect the limb function of a Mira by extending the 
atmosphere and by the emission of substantial post-shock cooling 
radiation. 
The limb function correction required to derive <t)true from <1)UD is a 
function of the wavelength of observation and the phase of the pulsation 
cycle. Specifically, for observations in the H' band, <t)true = 4)UD (iio 
correction for limb darkening should be applied). For observations in 
the V band, or any other band where shock luminosity is significant, the 
limb function correction ((|)true/^UD) depends on the shock strength 
and position, and therefore varies greatly with phase. 
We recommend that observers should always publish ({)ud values. 
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Investigators should apply limb function corrections with care, 
conscious of the need to use limb functions derived from dynamical 
models. Our results can serve as a guide, but refined modeling is 
needed, including improved dynamic model atmospheres, modeling of 
post-shock emission, and better handling of radiative transfer. 
Later work presented In Section IV shows that the hot regions 
behind the shocks in model #3 are much thicker than they should be 
due to use of incorrect cooling rates. This will have little effect on the 
H' band results, which are primarily a consequence of the extension of 
the atmosphere, but it will alter the V band results. A better method for 
calculating limb functions in the V band would be to substitute the 
post-shock cooling radiation results from the relaxation code discussed 
in Section IV for the blackbody integration over the shock position. 
The V band contribution from the photosphere could be found as 
presented here (and ignoring contribution from shocks). A superior 
method would find the photospheric contribution from standard model 
atmosphere calculations based on the extended atmospheres of the 
dynamical models. 
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IV. Mg n EMISSION 
A. Introduction 
As the main shock moves outward through the atmosphere of a 
Mira, it compresses and heats the gas, gradually dissipating its energy 
and decreasing in amplitude. The gas heated by the shock radiates 
energy away, relaxing back toward a condition of equilibrium with its 
environment (a condition which, in the dynamic Mira atmosphere, is 
not a static state but a constantly changing target). The kinds of 
radiation generated depend on the temperature history of the gas, and 
therefore on the strength of the shock that compressed the gas. How 
much and what kinds of this radiation escape in a fairly direct manner 
and are observed depend on the optical depth (for the various kinds of 
radiation) overlying the gas. 
When the shock is deep in the atmosphere, it is strong enough to 
excite Lyman and Balmer line radiation from hydrogen atoms. Most of 
the Lyman photons can not escape directly because their mean free 
path is short due to the large number of neutral hydrogen atoms in the 
n=l state. Balmer photons (and higher order hydrogen line photons to 
a lesser extent) are the primary cooling radiation in this regime, since 
there are relatively few neutral hydrogen atoms in the n=2 state to 
absorb the photons. 
When the shock is further out in the atmosphere and weaker in 
strength, the hydrogen radiation becomes less dominant and cooling 
radiation from metals, which can be excited at lower temperatures, 
becomes more important. In particular the Magnesium II h & k 
photons (%k = 2795.5 À, = 2802.7 Â) are responsible for a substantial 
fraction of the cooling radiation. Since these are resonance line 
transitions, it is expected that the Mg II h & k photons will not escape 
easily until the shock is higher in the atmosphere (at a later phase than 
the visual light curve maximum). 
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B. Mg n Observations 
Observations of the Mg II h & k flux from Miras have been made by 
Brugel et aL (1987) using the International Ultraviolet Explorer satellite 
over a range of phases. Figures 31-32 display the Mg II luminosities 
from the Miras T Cep and R Car. The distances used to convert the 
observed fluxes to the luminosities shown are presented with other 
stellar parameters used in Table 6. 
Table 6. T Cep and R Car stellar parameters 
TCep RCar 
Period 387 days 308 days 
K band apparent magnitude -1.95 -1.21 
Distance^ 173 pc 204 pc 
^Distances were derived from period vs. K-magnitude relationship 
Mk = 1.67 - 3.79 log(P) given by Glass et al (1987). 
The Mg II flux data plotted are from several cycles, showing that 
the Mg II light curves for these two Miras, at least for these cycles, have 
been stable in shape (this is not always the case with Miras). These Mg 
II light curves show the behavior expected of shock-esfccited emission. 
They rise quickly to maximum, corresponding to the shock reaching 
the point where the optical depth is near unity for the Mg II h & k 
photons, and decay more slowly back to minimum due to decrease of 
the shock strength and atmospheric density with radius. 
The shape of the Mg II light curves suggests that the atmosphere of 
R Car is more extended than that of T Cep. The curve for R Car rises 
more slowly, although when considered in terms of time since 
maximum light, and not phase, the difference is less pronounced. 
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Figure 31. Mg II luminosity vs. visual light curve phase for T Cep 
observed with the lUE 
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Figure 33. Smoothed visual light curves for T Cep and R Car 
(Campbell, 1955). The light curve asymmetry values 
(/) were calculated from the indicated minimum and 
maximum points 
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The R Car curve reaches a higher flux which may be the result of higher 
densities, but which may also indicate a stronger shock or simply result 
from errors in the distances of the stars. Lastly, whereas T Cep and 
numerical models (to be discussed) show a long roughly linear decline 
on these linear/log plots, the R Car plot curves over fairly quickly. This 
could be due to rapidly decreasing density, but this seems unlikely in 
light of what the Bowen code models indicate about the density 
distributions of Mira atmospheres. It could also be the result of the 
shock strength dissipating more rapidly due to higher densities in a 
more extended atmosphere. The visual light curves of T Cep and R Car 
(from Campbell, 1955) are presented in Figure 33. 
C. Modeling the Mg n Emission 
A major difficulty in modeling Mg 11 emission from a Mira is that 
the periodic shocks moving through the atmosphere will alter the ionic 
abundances from equilibrium values, especially in the post-shock 
regions close behind the shocks where most of the cooling radiation 
originates. Even a stellar atmosphere code employing the correct 
density, velocity, and temperature distributions from a dynamical model 
will yield incorrect results if it fails to include the time-dependent 
ionization effects. 
To model the time-dependent ionization behind the shock, a 
post-shock relaxation zone code written by Pierce (1980) was modified 
for interface with the Bowen dynamic atmosphere code. The ultimate 
goal of the project was to have the relaxation code follow the ionization 
states and return cooling radiation rates for all zones in the dynamical 
models. Initially, however, it would be used with a limited number of 
zones to calculate the Mg II emission expected from the dynamical 
model without feedback of cooling rates to the dynamic atmosphere 
code. After some initial runs it became apparent that the only 
acceptable method of modeling the Mg II emission realistically would 
require compensating for the pseudo-viscosity smearing of shocks in 
the dynamical models. Without the sudden compression of a shock, the 
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temperatures would not reach realistically high levels and the calculated 
emission would not be indicative of the behavior of real Miras. The 
requirement of sharpening the shocks eliminated the possibility of 
directly interfacing the two codes. Instead, the dynamical model 
parameters of selected zones were stored for every timestep into data 
files. These files were then run through a shock sharpening code on 
the Macintosh computer which altered the data arrays in the areas of 
the shocks. Finally, these files served as input to the modified 
relaxation code, which treated the data just as if it were being fed 
directly from the dynamical code. 
The relatively small amount of pseudo-viscosity used in the dynamic 
atmosphere code is sufficient to spread the shock compression over 
many tens of timesteps. Figure 34 shows velocity vs. phase and radius 
vs. phase plots in the immediate region of a typical shock in the dynam­
ical model. The "ringing" visible in the velocity plot is a numerical 
artifact that is kept in check by the use of psuedo-viscosity; a lower 
pseudo-viscosity parameter will result in sharper shocks, but this ring­
ing can increase to the point where it obscures the calculational results. 
To sharpen the shock, lines were manually fitted to the pre-shock 
and post-shock portions of the velocity plot. Starting from the velocity 
and radius values at the phase limits indicated by the vertical lines, and 
using the new velocity values of the fitted lines, the sharpening code 
integrates inward from both limits until reaching a point where the two 
radii match. The shock is placed at this phase and the new velocity and 
radius values are overwritten into the arrays. The results of the shock 
sharpening are shown in Figure 35. A similar procedure is then used to 
sharpen the specific volume vs. phase plot, making use of the fact that 
mass must be conserved across the shock boundary. The pseudo-
viscosity array is zeroed in the area of the shock and the value of the 
shock velocity for this zone, measured from Figure 4, is stored in the 
array for use by the relaxation code and as a flag marking the shock 
point. 
Because of the importance of energy balance in the calculation of 
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cooling radiation, special effort was expended to insure that the 
sharpened shock deposited the same amount of energy in the gas as did 
the unsharpened shock; although the use of pseudo-viscosity does 
smear out the shock, the energy calculations in the numerical 
hydrodynamical code remain valid (Richtmyer and Morton, 1967, pp. 
311, 316, 332). The relaxation code calculates the internal energy 
increase of the shocked gas from jump conditions using the pre-shock 
and post-shock gas velocities and the shock velocity as inputs. The 
shock velocity is measured from Figure 4. The shock sharpening 
procedure was repeated, altering the velocity fits slightly, until the 
internal energy increase calculated by the jump conditions matched 
that calculated in the dynamical model. This made the shock 
sharpening process very tedious and time consuming, but it did provide 
consistent results. Further automation of the procedure did not seem 
possible since it would require a very sophisticated pattern recognition 
routine to correctly locate the shocks and fit the pre-shock and 
post-shock velocity lines. 
In retrospect, the shock sharpening procedure seems a bit 
overdone, with too much effort expended fine tuning the velocities to 
give the correct energy result. Even if the velocities were to be used in 
other calculations, such as finding line profiles, this fine adjustment 
seems unwarranted. In future work, it would be better to sharpen the 
shock velocities in a rougher manner, and simply pass the amount of 
energy indicated by the dynamical code to the relaxation code, rather 
than using the relaxation code to calculate the energy from the 
velocities. 
The temperatures in the relaxation zones immediately following the 
sharpened shocks are shown in Figure 36. Comparison with the 
unsharpened shock case in Figure 7 shows that the temperatures 
following the sharp shocks are much higher, as expected. As we will 
see from the relaxation zone models, these temperatures drop very 
rapidly after the shock passes, so one should not expect to observe 
radiation indicative of these temperatures from Miras, 
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D. The Pierce Relaxation Zone Code 
The code written by J. N. Pierce (1980) follows the ionization 
states and concentrations of hydrogen, helium, 23 metals, and hydrogen 
molecules during post-shock relaxation in a Mira atmosphere layer. 
The code calculates the line radiation from hydrogen and seven 
selected metal species, and recombination radiation from all of the 
elements and molecules included in the code. An analytical atmosphere 
model provides density, velocity, radius, and shock velocity values to the 
code. The code models one zone in the Mira atmosphere, and several 
model zones, created separately, can be assembled into a complete 
model atmosphere. The code does not consider dust. 
In the process of adapting the Pierce code for use in this project 
with the Bowen dynamic atmosphere code, many corrections, 
modifications, and improvements were required. Please note that 
references herein to "the Pierce code" refer to the state of that code as 
of November, 1986, when a copy was obtained (at that time the code 
functioned essentially as described in Pierce's thesis). Since that time 
Pierce has implemented many corrections and changes to the code 
(some are similar to changes described below). Any disparaging 
remarks about "the Pierce code" should not be taken as a reflection 
upon current work using the improved code. 
E. The Modified Relaxation Code 
Modifications made to the Pierce code are described in this 
section. The dynamic atmosphere model provides the parameters of 
the zone being modeled by the relaxation code, primarily the zone 
density and radius, strength and timing of the shocks, column density 
of overlying layers, and the photosphere radius. The relaxation code 
then calculates a new temperature, pressure, and radiation history for 
the zone, as well as following the ionization states of the atomic species. 
Interfacing the Pierce code to the output from the dynamic 
atmosphere code involved completely rewriting the timestep control 
routine. To allow the two codes to keep in step, the timesteps used in 
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the relaxation code are always powers of 1/2 or powers of 2 times the 
length of the timesteps used in the dynamic atmosphere model. The 
timestep size is controlled primarily by the maximum changes allowed 
in the gas temperature and the number of free electrons. At the end of 
each timestep the code checks the changes in temperature and Ng. If 
these values have changed too much, the last step is repeated with the 
timestep length divided by 2 (or some larger power of 2, if the size of 
the limit violation dictates it). If the changes in T and Ng are 
sufficiently slow the timestep size is increased, even to the point where 
one timestep may encompass several timesteps of the dynamical model. 
Immediately following a shock, the timestep used by the relaxation code 
is typically 2"25 times the stepsize used in the dynamical model. By the 
time the relaxation code reaches step 100, the timesteps are usually 
equal in size to the dynamical model timesteps, but many times during 
the relaxation the recombination of some species will force the code to 
drop back down to a small stepsize and start working its way back up 
again. A relaxation code run uses 500 to 2,500 steps, depending on 
conditions in the zone. 
1. Relaxation constraints and rate equations 
Relaxation in the Pierce code is assumed to follow a simple rule: 
The gas always evolves toward equilibrium. The code is very "heavy 
handed" in this respect. Rate equations are used to determine how 
rapidly the concentrations in each species vary, but, if these rate 
equations indicate a move away from the current calculated equilibrium 
values, the rates are ignored and the model is forced toward 
equilibrium. Since a dynamical model generated by the Bowen code is 
more complicated than the analytical model used by Pierce (with 
additional shocks and compressions possible), and in order to make as 
few a priori assumptions about model behavior as possible, the heavy 
handed restrictions were removed wherever possible, and the code 
allowed to follow the rate equations wherever they lead. Unfortunately, 
this change resulted in the modified code being more susceptible to 
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numerical instabilities and required more careful timestep control. 
In the Pierce code, the rate constants and equations are based 
primarily on those of Zel'dovich and Raizer (1966). For the general 
reaction 
N N+ + e" 
the rate equation is 
-dN dN 
dt dt 
•= aN 
where a is the ionization rate coefficient and P is the recombination 
rate coefficient (rates include both coUisional and photo ionizations). 
The Pierce code calculates the change in the number of atoms in the 
ground state using AN = (PNeN+ - aN)At, but this equation is prone to 
estimate the change incorrectly unless very small timesteps are used. 
The modified relaxation code uses an equation derived by separating 
variables and integrating the rate equation, giving the result 
AN = 
pN N -aN 
e 
a + PN 1 - e 
-{a + pN^) At 
where N and N+ are the initial numbers of atoms in the ground and 
excited states, respectively. This form correctly accounts for the 
changes in N and N+ during the timestep and allows larger timesteps to 
be used. This equation is derived assuming Ng is constant, but the 
modified relaxation code monitors Ng and chooses timestep sizes to 
insure that Ng does not change by more than a few percent during the 
timestep. 
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2. The energy equation 
One minor change should be noted first: Whereas the Pierce code 
keeps track of the specific enthalpy of the gas (H), the modified code 
was written in terms of the internal energy per gram (U). The two 
quantities are related by: U = H + PV, where P is the gas pressure and 
V is the specific volume of the gas. 
The Pierce code failed to account for internal energy changes in 
the gas due to work done during expansion or compression of the gas as 
it moved through its trajectory. Equation 159 from Pierce (1980) is 
replaced by 
Unew = Uold - ERad Out + ^Rad In + • 
where PAV is the mechanical work done on or by the gas, and the 
Epad In term has been added to account for energy absorbed by the gas 
from the radiation field of the star. The PAV term not only accounts for 
work done in the expansion of the gas as it follows its trajectory, it is 
also the source of energy input to the gas when the code is run using 
dynamical model data without sharpened shocks. The Pierce code does 
consider radiative energy input through photo-lonizatlons, but the 
Epad In term was added to account for radiation absorbed through 
mechanisms not included in the code (molecules, scattering, free-free 
emission, dust). The value of Ep^d In was approximated by ER^d In = 
Fbb K fhhin where F^b is the blackbody flux from the photosphere, K 
is the grey opacity used in the dynamical model, and /bbln is a free 
parameter that adjusts the amount of energy absorbed. The value of 
/bbln would depend on the conditions within the zone and would be 
expected to vary between zones. In practice, the /bbln term is used to 
insure that the temperature of the zone being modeled returns to the 
starting temperature (approximately) indicated by the dynamical model 
before the next cycle starts. For the zones of model #1 used in the 
study (zones 30 to 110), the value of /bbln required ranged from 0.2 for 
the inner zones to 0.35 for the outermost zone. The Pierce code 
requires a similar procedure: A starting temperature for the zone must 
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be specified as an input parameter, and the relaxation code is run 
repeatedly, adjusting the starting temperature, until the final 
temperature reached is equal to the starting temperature. Since the 
temperatures from the dynamical models are specified as input 
parameters, unalterable by the relaxation code (until feedback from the 
relaxation code is used to modify cooling rates in the dynamical code), 
the /bbin method described above was used. 
3. Numerical instabilities 
The most perverse problem of the Pierce code was its tendency to 
"oscillate" at low temperatures. This condition occurred when the 
ionization/dissociation energy {Ejd) stored in the gas was many times 
larger than the thermal energy (Eth), a situation brought about by rapid 
cooling after a strong shock. A small amount of energy radiated away 
(from Exh) causes a decrease in temperature, which induces 
recombination, converting a relatively small fraction of Eid (due to 
collisional recombinations) into a substantial increase in Eth* The 
resulting higher temperature dictates an increase in Eiq, causing a 
precipitous drop in Eth and temperature; the resulting oscillations in 
Eid and temperature, although often only on the order of a few percent 
in amplitude, would force the use of very small timesteps, and the code 
grinds to a halt. To prevent this numerical instability, an energy 
buffering scheme is used at low temperatures. When energy is radiated 
away, causing a temperature drop, the energy released by the decrease 
of Eid is not dumped into EtH' but is sequestered into a buffer. 
Continued radiation losses are taken first from the buffer, until the 
energy stored there is depleted, after which it is again taken from Eth. 
If the temperature of the zone does rise, as happens when another 
shock hits, the energy in the buffer is dumped into E^h. Therefore, 
while the expected trend of relaxation is facilitated in a stable manner, 
the code does not force the model to proceed toward equilibrium. 
Another instability stemmed from the Pierce code calculating the 
rotational/vibrational energy (Erv) using the temperature from the 
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previous timestep, and then calculating the new temperature based on 
the remaining energy going to thermal energy (Bxh)* This often 
resulted in an overestimated Erv appropriating energy that should have 
gone to Eth; the resulting sudden temperature drop would dictate 
more molecule formation, an even greater Erv aiid so on, with the 
code halting on a negative temperature error. This was solved by 
implementing a loop that distributed the available energy to ERV and 
EJH in small parcels, with ERV recalculated each time for the new 
temperature; this resulted in a final temperature in agreement with 
both the ERV and EXH values. 
Other instabilities, such as rapid changes in H" and H2 
concentrations soon after a shock, were handled by damping the rates 
somewhat. The concentrations were still allowed to follow the 
direction of the rate equations, but the changes were not allowed to 
happen so rapidly that they disrupted the energy balance and number of 
free electrons in the model. 
4. Molecular hydrogen 
The molecular hydrogen formation rate used in the Pierce code was 
replaced with three-body reactions and rates from Palla et al (1983), 
which they claim are more efficient than two-body reactions at the gas 
densities found in our Mira models. The reactions and rates are 
k4 
H + H + H ^ H2 + H 
and 
k5 
k6 
H + H + H2 ^ H2 + H2 
k? 
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where 
k4 = 5.5x10-29 T"! cm^ s"! 
ks = 6.5x10-7 t-0.5 [ i . exp(-6.000/T)] exp(-52,000/T) cmS s'l 
kg =1/8 k4 
ky=1/8 ks . 
The modified relaxation code also included the option of altering 
the concentration of H2 molecules in the initial pre-shock gas 
configuration. The Pierce code creates a starting configuration based on 
the pre-shock temperature and density of the gas (supplied by the 
dynamical model) using the assumption that the gas is in equilibrium. 
Because the zones from the dynamic atmosphere models commonly 
have very low pre-shock temperatures, the equilibrium configurations 
created for these zones by the Pierce code had almost all of the 
hydrogen in molecular form. However, when these zones were modeled 
with the relaxation code, the concentration of hydrogen molecules did 
not return to the pre-shock equilibrium levels before the next shock hit 
(except in the case of the deepest zones). The dissociation of the H2 
molecules by the first shock was absorbing a large fraction of the shock 
energy, when in fact the H2 should not have been present at the levels 
calculated for the pre-shock gas. To alleviate this problem, the 
modified code incorporates an input parameter controlling the amount 
of H2 molecules in the pre-shock models. In all other respects, the 
section of the Pierce code that calculates equilibrium conditions was 
left unaltered. 
Molecular hydrogen is important to calculations in the modified 
relaxation code because it has a very large effect on the energy balance 
in the atmosphere. Although many other molecules are very important 
sources of opacity in Mira atmospheres (e.g., H2O and TiO) they are 
much less important to the energy balance, so they are not Included. 
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5. Radiation rates 
a. Metals The method of calculating cooling radiation from 
selected metals remains essentially unchanged in the modified 
relaxation code, except that Mg II and Ca II have been added to the list 
of seven metals used in the Pierce code (Fe I, Fe II, Mg I, Ti II, Ni I, 
Mn I, Ti I). For some of these metals the Pierce code uses values 
averaged for several lines; the data added to the code for Mg II applies 
to the h & k resonance line transitions (A.^ = 2795.5 Â, = 2802.7 Â). 
Line radiation from the metals is assumed to occur at the collisional 
excitation rate because the collisional timescales in the model are 
orders of magnitude greater than the timescale for radiative decay of 
the excited state (~10"® sec). The emission is calculated following 
Osterbrock (1974) by 
AE 
TT = ^12^^ At ^ 
where Nj^ is the number density of the metal species, hv is the energy 
of the emitted photon, and the rate qi2 is given by 
Q. I 2n _ 2 -e/kT 
where is the weight of the lower level, e is the excitation energy of 
the upper level, and O is the collisional strength of the transition. 
b. Hydrogen The Pierce code estimated the hydrogen line 
radiation cooling rate using fits to tables in Osterbrock (1974). 
Hydrogen Lyman radiation is assumed not to escape, and the cooling is 
due to Balmer line radiation (with a correction to include higher-order 
lines). 
The modified code replaces this estimate with a hydrogen atom 
model that explicitly calculates collisional excitations to the first five 
levels of the atom to explicitly determine the hydrogen line cooling 
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radiation. This model also allows the code to calculate the number of 
metal atoms ionized by Lyman photons. 
The model assumes that no Lyman photons escape; the mean free 
path of these photons is short due to the large number of neutral 
hydrogen atoms available to absorb them. The absorption cross section 
of a Lyman a photon by an H1 atom (Kaplan and Pikelner, 1970) is 
given by 
5.9x10'^^ 2 o = p=— cm . 
La 7t 
As an example, for zone 80 of model #1, the post-shock gas 
temperature is 45,722 K (its maximum value in the model), and the 
number density of H 1 atoms is N = 3.85 x 10^ 1 cm"3, corresponding to 
a mean free path (1=1 /Na) of 94 cm. One might expect the velocity 
structure of the atmosphere to aid the escape of the Lyman photons; 
just after the shock hits, zone 80 is traveling outward at 14.5 km/s, a 
velocity above that of all the overlying atmosphere layers (see Figure 1), 
thereby decreasing the efficiency of the overlying H I atoms at absorbing 
the doppler-shifted 1^ photons. But, one must remember that the 
shock, moving outward at ~16 km/s, is piling up H 1 atoms (also moving 
at ~14.5 km/s) above zone 80 at a rate of one meter (one mean free 
path) every 6 x 10"5 seconds; and, before the gas can emit Lyman 
photons, some H atoms must be coUisionally excited, but the collisional 
excitation timescale under these conditions is ~5 x 10 ^ seconds. So, 
while some Lyman photons will escape, the numbers may be less than 
expected from consideration of the velocity structure. The assumption 
of no Lyman cooling appears sufficiently valid. 
The hydrogen line cooling algorithm tracks the number of H atoms 
in the n=l and n=2 states. Neutral hydrogen atoms in the n=l state 
may be coUisionally excited to n=2, 3, 4, or 5. Neutral hydrogen atoms 
in the n=2 state may be coUisionally excited to n=3, 4, or 5 . Any atom 
excited to the n=3, 4, or 5 states is assumed to radiatively decay to the 
n=2 state, and this decay is assumed to be "instantaneous" in the sense 
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that the radiative de-excitation timescale is much shorter than the 
timescale of the collisions responsible for exciting the upper level. The 
atom may take any one of several paths during the decay to n=2; for 
example, one atom excited to n=5 may decay directly to n=2, while 
another may first decay to n=3, then decay to n=2. These paths are 
determined by decay branching ratios calculated from the decay rates 
for the hydrogen atom transitions given in Zel'dovich and Raizer (1966) 
and Allen (1973). For example, an atom in the n=3 state has a 44.21% 
chance of decaying to the n=2 state and a 55.79% chance of decaying to 
the n=l state. 
However, the code treats radiative decays to the n=l state in a 
special way. An atom that radiatively decays from an upper state to the 
n=l state will not change the net number of atoms in that upper state. 
The atom emits a Lyman photon, and since Lyman photons are assumed 
not to escape the local environment, this photon is absorbed by a 
neighboring H atom, exciting it into the upper state of the original 
atom. The Lyman photon is simply "handed ofT to another H atom, 
which continues the decay to the n=2 state. Once in the n=2 state, the 
H atom is "trapped" since it cannot radiatively decay to the n=l state. 
The only way for the total number of atoms in the n=2 state to decrease 
is by a collisional de-excitation to the n=l state. Until the collisional 
de-excitation occurs, the atoms continue to hand off Lyman a photons, 
and the size of the "Lyman pool" (the number of H atoms in the n=2 
state, plus the number of Lyman a photons currently in transit between 
H atoms) is constant. The collisional excitation and de-excitation rates 
are calculated using formulae from Jefferies (1968). The rate of 
collisional excitation from a lower ( I ) to an upper ( u ) level is given by 
3  
C, = 2.16 a hi 
-1.68 
e 
where a = T|/kT, Tj is the threshold energy of the transition l-*u, and 
f is the oscillator strength. The rate of de-excitation is given by 
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where gj and gu are the statistical weights of the levels. 
The transitions used in the model are displayed in Figure 37, with 
the branching ratios of the radiative decays shown. The branching 
ratios were used to calculate all possible decay paths, thus giving the 
expected number of each type of photon that would be emitted as a 
result of exciting the atom to a given excited state. This calculation is 
complicated by the fact that the decay path may "bounce" to the n=l 
state several times during the decay (in which case multiple atoms 
participate in the decay, handing off the Lyman photons on the bounce). 
All decay paths end with an atom in the n=2 state. The results of the 
decay path calculations are shown in Table 7. 
The last three columns in Table 7 show the number of each type of 
photon expected from a collisional excitation to the state listed at the 
top of the column. When an atom is excited to the n=3 state, it can 
either emit an H(% photon and decay to the n=2 state (where the decay 
path ends), or it can decay to the n=l state, emitting a Lp photon, 
which will excite another H atom to the n=3 state (and the process 
repeats until the path to n=2 is taken). The probability that an atom 
ends up in the n=2 state with no Lp photon being emitted is 0.4421. 
The probability that the decay path will bounce to the n=l state (the 
atom passes the Lp photon to a neighbor) and then drop to n=2 is 
(0.4421)(0.5579). The probability that the decay path will bounce to 
n=l twice before dropping to n=2 is (0.4421)(0.5579)2. The 
probability that the decay path will bounce to n=l state m times before 
dropping to n=2 is (0.4421)(0.5579)"^. The number of H(x photons that 
is expected to result from exciting the n=3 state is 1.0, since all paths 
end with the emission of an H(% photon when they drop to n=2. The 
number of Lp photons expected from an excitation of the n=3 state is 
found by multiplying the number of Lp photons resulting from a given 
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Figure 37. Transitions and branching ratios used in the hydrogen atom 
model. Heavy lines are collisional transitions, light lines are 
radiative transitions. Radiative transitions from an upper * 
state to n=l have no effect on the net number of atoms in 
that excited state 
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Table 7. Photons resulting from collisional excitations 
Excited Level 
Transition n=3 n=4 n=5 
Lp 3- 1 1.2620a 0.6518a 0.6633a 
Ly 4 - 1  0.7337a 0.3415a 
LS 5- 1 0.3043a 
Ha 3 - 2  1.0000 0.5165 0.5264 
Hp 4 - 2  0.4835 0.2250 
Hy 5 - 2  0.2486 
Pa 4 - 3  0.5165 0.2404 
Pp 5 - 3  0.2860 
Ba 5 - 4  0.4654 
^Lyman photons do not escape; they only exist in transit to another 
hydrogen atom, where the decay path continues. 
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decay path by the probability of that decay path occurring, and summing 
the products in the equation 
Lp Total = lab + 2ab^ + Sab^ + • • • + m ab^ + • • • 
OO 
= a m = a —-—T- = 1.262 
n,= l (l-b)2 
where a=0.4421 and b=0.5579 for the n=3 state. These photons do not 
escape, but only exist in transit between H atoms. The same formula is 
used to calculate the number of Lyman photons expected from an 
excitation of the n=4 and n=5 states, where b is the probability of decay 
to the n=l state, and a is the total probability of decaying to any lower 
state except n=l. 
From the n=4 state, the total probability of decaying by Balmer P 
(Hp) or Paschen a (P(x) emission is 0.5768; the probability that the atom 
will eventually decay by one of these paths is unity. The probability that 
the atom will take the Hp path is 0.2789/0.5768 = 0.4835, and the 
decay path ends at n=2 (the expected number of Hp photons emitted 
per excitation to n=4 is therefore 0.4835). The probability that the 
atom will take the Pqj path is 0.2979/0.5768 = 0.5165 (the expected 
number of P(x photons emitted per excitation to n=4 is therefore 
0.5165); the atom is now in the n=3 state (from which 1.262 Lp and 1.0 
H(x photons are expected) so the excitation to n=4 is expected to 
produce 0.5165 x 1.262 = 0.6518 Lp photons, and 0.5165 x 1.0 = 
0.5165 Ho( photons. The total number of photons emitted is found by 
multiplying the number of atoms coUisioneilly excited to a given state by 
the number of photons expected from each excitation to that state. 
The hydrogen line radiation cooling rate is calculated by summing 
the energies of the Balmer (H^^, Hp, Hy), Paschen (Pqj, Pp), and Brackett 
(B(x) photons emitted in the excitations calculated above. This rate is of 
the same order of magnitude as the hydrogen radiation rate calculated 
in the Pierce code, although the rate in the modified code lags behind 
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the Pierce code rate by a short interval (rising later and falling later) 
due to the time required to collisionally excite and de-excite the 
hydrogen atoms in the modified code. 
Although the Lyman photons do not directly aid in cooling the gas 
(because they do not escape), the code keeps track of the number of 
Lyman photons emitted (and re-absorbed) during the timestep to 
calculate the flux of Lyman photons in the gas. This flux of Lyman 
photons is allowed to ionize metals with sufficiently low ionization 
energies. For each metal species with an ionization energy less than the 
photon energy, the total cross section is OionNm' where Nm is the 
number density of the metal species and ajon is the ionization cross 
section for Lyman photons. A generic cross section of ajon = 10"1® cm^ 
was used for all metals. The total cross section for hydrogen is found by 
aexNH(l). where Nh(1) is the number density of neutral hydrogen 
atoms in the n=l state, and Gqx is the excitation cross section for 
Lyman photons. The relative cross section of the i th species is then 
found by dividing the total cross section for that species by the summed 
total cross sections of all species (R( = OiNf/asum)-
The Lyman photons emitted during each timestep (and therefore 
the number absorbed, since none escape) come from two sources. 
Lyman (3, y. and Ô photons resulting from collisional excitation of 
hydrogen atoms are found from the same calculation used for the 
hydrogen line cooling, as described above. More numerous are the 
Lyman a photons being emitted by the pool of hydrogen atoms in the 
n=2 state that are awaiting collisional de-excitation. The average 
lifetime of the n=2 state is 12 = 4.68 x 10"8 seconds (equal to the 
inverse of the Einstein A value for the 2-» 1 transition). This is the 
average length of time the atom will stay in the n=2 state before 
decaying to the n=l state and emitting a photon. The L(^ photon is 
eventually absorbed by a hydrogen atom in the n=l state, exciting it to 
the n=2 state. The average time-of-flight between hydrogen atoms for 
the L(x photon is found by Xy = l/c = (o^a Nh(1) c)"l, where I is the 
mean free path, c is the speed of light, CLa is the L^j cross section, and 
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Nh(i) is the number of hydrogen atoms in the n=l state. In the 
conditions encountered in the dynamical models, X2 is significantly 
greater than Ty (the vast majority of the "Lyman pool" consists of atoms 
in the n=2 state, with relatively few la photons in transit). The total 
number of Lyman a photons emitted (absorbed) during the timestep is 
given by NLa = Nh(2) (X2 + 1^"^, where Nh(2) is the number of 
hydrogen atoms in the n=2 state. At is timestep length, and (X2 + Xy) is 
the average time between photon emissions for atoms in the n=2 state. 
Most of the Lyman photons will be absorbed by hydrogen atoms, due to 
the large number density of H atoms and their large excitation cross 
section (the derivation above was simplified by using this fact). A small 
fraction of the Lyman photons, however, will ionize metal atoms. The 
number of metal atoms of the fth species ionized during the timestep is 
given by NLaRf, where Rj is the relative cross section of the i th species. 
Relaxation code results show that the ionization of metals by Lyman 
photons is less than expected, less than 0.001 times the corresponding 
coUisional ionization rates. This is due to the very large number density 
and the relatively large excitation cross section of the hydrogen atoms, 
as compared to the small number densities and small ionization 
crossections of the metals. It is also due to the very high coUisional 
ionization rates prevalent when the Lyman flux is greatest (at high 
temperatures). 
c. Recombination The modified relaxation code includes a 
change in the calculation of recombination radiation. In the Pierce code 
the recombination radiation from a species was calculated based upon 
the net change in the number of ions (only radiative recombinations are 
considered). In actuality, atoms are both ionizing and recombining, and 
the recombination radiation should be based upon the total number of 
(radiative) recombinations, not on just the net change. To find this 
value we again integrate the rate equation, solving for the number of 
atoms in the upper ionization state as a function of time, N+(t). The 
total number of atoms recombining during the timestep is then found by 
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recomb = j N'^(t) p Ng dt 
t=t. 
with the result 
recomb AN +aAt IN* +N,) 
e 
where AN is the change in the number of atoms in the neutral state as 
previously calculated, the i and f subscripts denote initial and final 
values, and a and p are radiative rates (collisional rates are not 
included). 
Zones from model #1, with the shocks sharpened, were used as 
input to the modified relaxation code in a project to calculate the Mg II 
emission of the model. Zones between 30 (where the shocks first form) 
and 110 were used. Figures 38-51 display example results from three 
representative zones. Figures 38-41 show results for zone 50, a zone 
deep enough to show both the preliminary and main shocks. Figures 
42-47 show results for zone 80, a zone that makes a significant 
contribution to the peak of the Mg II light curve. Figures 48-51 show 
the results for zone 100, an outer zone with a relatively weak shock. 
The abscissae of the plots show the local shock phase, where phase 
0.0 is defined to occur when the first shock hits (for zone 50 this is the 
preliminary shock; for zones 80 and 100 it is the main shock). Both 
zones 50 and 80 show the start of the next cycle where the shock hits 
again near phase 1.0. Zone 100 is located far enough from the star that 
radiation pressure on dust is causing the zone to move slowly outward, 
so the next main shock is not seen before phase 1.2. There are four 
types of plots presented for each zone. 
F. Relaxation Code Results 
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1. Temperature vs. phase plots 
The temperature calculated by the relaxation code and the 
temperature from the original dynamical model are both shown for 
comparison. The radiative equilibrium temperature from the dynamical 
model is also shown. 
In zone 50 (Figure 38) and zone 80 (Figure 42), where the 
sharpened shocks are strong, the relaxation code results show a very 
different temperature history than the dynamical model results. The 
relaxation zone temperatures rise instantly (because the shocks are 
assumed to be instantaneous) to very high temperatures, then drop very 
rapidly due to hydrogen line cooling. Figure 43 is an expanded plot of 
the post-shock behavior for zone 80 (phase 0.0 to 0.1); the temperature 
jumps to a maximum of 45,700 K, but within one second it has fallen to 
under 8080 K. The relaxation model temperature drops to 5400 K 
approximately 43 minutes after the shock hits; at this point the 
temperature in the dynamical model is just reaching 5400 K on its way 
up to its maximum value of 10,600 K, which it reaches 39 hours after 
the onset of the shock. 
Zones 50 and 80 also fail to drop to the low temperatures 
characteristic of the dynamical model. This is due to shock energy 
deposited in the gas in the form of ionization and dissociation energies 
(Eid); this energy is difficult to remove due to the low rates 
encountered at these low temperatures and densities, and because the 
energy released by some recombinations (those due to collisions) heats 
the gas. Because the energy stored in Eid is typically an order of 
magnitude or more greater than the thermal energy (Eth) of the gas, 
even a small percentage of Ejd converted to E^H can maintain the gas 
temperature. Although it may be possible to force the relaxation model 
temperature lower by using a different /bbin value, this was not pursued 
for two reasons: The instabilities of the relaxation code are much 
greater at very low temperatures, making such an effort difficult and 
time consuming; and, the behavior of the model in this region has very 
little effect on the Mg II emission of the model as a whole, which is 
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dominated by the immediate post-shock radiation. 
In zone 100 (Figure 48) the temperature histories of the relaxation 
model and the dynamical model are very similar because the weaker 
shock does not produce a high post-shock temperature, so the very 
rapid cooling does not occur; tlie cooling rates calculated by the two 
codes are similar in this case. 
2. Radiation rate vs. phase plots 
The radiation rates due to hydrogen line radiation (Balmer and 
higher order lines), line radiation from nine selected metal species, Mg 
II line radiation, and recombination radiation are shown. All energy 
quantities in the Pierce code are stored multiplied by a factor of 10" ^  2 
for convenience, so the radiation rate axes are labeled in units of 10" ^  2 
ergs s"l gram"l. The plots show the amounts of radiation generated 
per gram in the zone, not how much escapes the star. 
The hydrogen radiation rates for zones 50 (Figure 39) and zone 80 
(Figure 44) rise to maximum and fall to insignificant levels within a very 
small fraction of the phase. The very rapid cooling due to this radiation 
quickly drops the temperature below the level where hydrogen 
excitation is significant. In zone 100 (Figure 49), where the shock is 
weak, the hydrogen radiation rate is too low to cool the zone efficiently, 
so it persists at low levels for a large fraction of the cycle. 
The radiation rate from the metals also peaks sharply immediately 
following the shock, but it is able to continue at significant levels long 
after the hydrogen radiation, due to the lower excitation energies of the 
metals. Radiation from Mg II provides over half of the radiation from 
metals at high temperatures; this fraction decreases with decreasing 
temperature. Late in the cycle, recombination radiation dominates as 
the ions and hydrogen molecules recombine, shedding the shock 
energy stored in the ionization of atoms and the dissociation of 
molecules. 
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3. Number/gram vs. phase plots 
Two types of number/gram plots are presented: The first shows 
the numbers/gram of the various forms of hydrogen (H, H+, H", and 
H2); the second shows the numbers/ gram of three species of ionized 
metals (Mg II, Ca II, and Fe II), one neutral metal (Fe I), and of 
electrons. 
G. Mg n Light Curve 
The Mg II radiation rates for every tenth zone, from zone 30 to 
zone 110, are presented in Figures 52 and 53 (some zones are repeated 
for ease of comparison). Mg II curves were prepared for all zones 
between 30 and 110, either by calculation or by interpolation from 
calculated zones; interpolation was used to decrease the number of 
zones to which the shock-sharpening procedure needed to be 
performed. 
Before the Mg II emission from all zones could be combined into an 
overall light curve for the Mira model, it was necessary to find the 
radiation rate from the zone as a whole. The radiation rates shown in 
Figures 52 an 53 are instantaneous rates calculated for one radius in the 
zone; the entire zone does not radiate at this rate because the width of 
the post-shock region that radiates very strongly is much narrower than 
the width of the zone in the dynamical model. The mean radiation rate 
for each zone was found using an averaging width based on the phase 
interval required for the shock to traverse the zone; for zones traversed 
by both the preliminary and main shocks, different averaging widths 
were used for the sections of the plot dominated by each shock. Figure 
54 shows the Mg II radiation rates for zone 60, before and after 
averaging. Due to the shorter transit time of the faster-moving main 
shock, its emission peak is less affected by the averaging than the 
emission peak due to the preliminary shock. 
The Mg II (h & k line) luminosity generated in a zone at any given 
phase (Lgen) is found by multiplying the mass of the zone by the 
averaged radiation rate per gram for that zone at that phase. Not all of 
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Figure 38. Temperature vs. phase for zone 50. Temperatures from the 
dynamical model are also shown for comparison 
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Figure 40. Number per gram vs. phase for zone 50; hydrogen species 
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Figure 41. Number per gram vs. phase for zone 50; metal species and 
electrons 
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Figure 42. Temperature vs. phase for zone 80. Temperatures from the 
dynamical model are also shown for comparison 
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Figure 43. Temperature vs. phase for zone 80 (phase 0.0 to 0.1). 
Temperatures from the dynamical model are also shown 
for comparison 
91 
- 1  
- 2  
- 3  
- 5  
- 6  
- 7  
10 
10 
10 
10' 
10 
10 
10 
10~® 
10"^ 
0-10 
o"'' 1 
0-12 
0-1^ 
0-14 
0-15 
0-16 
0-17 
0-18 
0 - 1 9  
0 - 20  
0-21 
0-22 
0-23 
n-24 
ZONE 80 
T I I r 
Hydrogen 
Metals 
Mg II 
Recombination 
"""3% I 
\ 
V\ 
1" .  
^ -
\ . 
Maximums: 
Hydrogen = 216 
Metals = 1.8x10"^ 
-4 Mg II = 9.5x10 
r \ 
I \ 
1 r 
A../ 
\ 
\ 
; / 
/ 
• I 
I 
I 
\ . 
s'. 
\ 
1 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
PHASE 
Figure 44. Radiation rates vs. phase for zone 80. These are rates of 
radiation generation within the zone, not necessarily the 
amounts that escape the stellar model 
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These are rates of radiation generation within the zone, 
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Figure 46. Number per gram vs. phase for zone 80; hydrogen species 
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Figure 47. Number per gram vs. phase for zone 80; metal species and 
electrons 
95 
12000 
10000 
ZONE 100 
Relaxation code 
Hydrodynamic model 
Radiative equilibrium 
8000 
6000 
4 0 0 0  
2000 
1  . 0  . 1  . 2  . 3  
_L 
4  . 5  . 6  
PHASE 
. 7  . 8  . 9  1 . 0 1 . 1  
Figure 48. Temperature vs. phase for zone 100. Temperatures from 
the dynamical model are also shown for comparison 
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Figure 51. Number per gram vs. phase for zone 100; metal species and 
electrons 
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Figure 52. Mg II radiation rate vs. phase (h & k lines). These are rates of 
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Figure 53. Mg II radiation rate vs. phase (h & k lines). These are rates of 
radiation generation within the zone, not necessarily the amounts that 
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this luminosity will escape from the star, of course. To estimate the 
fraction of the zone luminosity that escapes from the star, we multiply 
by a factor to correct for absorption by overlying layers, and also 
multiply by a geometrical correction factor to account for photons that 
are emitted toward the star and do not escape. The resulting equation 
is 
where x is the optical depth of the zone (as calculated using the grey 
opacity in the dynamical model; dust opacity is not considered), x is an 
opacity enhancement factor to correct for the much higher opacity 
expected to be experienced by the Mg II h & k line photons, and W is 
the geometrical correction factor calculated by 
where r is the zone radius, and R is the radius where xx=2/3 (the 
"photosphere radius" for the enhanced opacity: a Mg II line photon 
emitted toward this photosphere from above would not escape the star). 
For radii r<R, a value of W=l/2 was used. 
The Mg II light curve for the model is found by summing up the 
contributions from all zones at each phase. Light curves were prepared 
for a range of opacity enhancement factors (;i^, and the results were 
compared to the observed Mg II light curves for T Cep (Figure 31) and 
R Car (Figure 32). The shape of the model Mg II light curve (plotted in 
terms of driving phase) more closely resembles the T Cep curve than 
the R Car curve, indicating that the density structure and shock 
strengths of model #1 more closely resemble those of T Cep. The best 
fit to the T Cep curve is obtained with an enhancement factor of 
X = 11,000. The model light curve for x = 11,000 is shown in Figure 55. 
The model curve is shown superimposed on the T Cep data in 
Lobs - Lgen W e"^ 
W= 2n 
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Figure 56, where the model curve has been shifted to the right by a 
phase of 0.14; a phase shift of this magnitude between the driving phase 
of the model and the visual light curve phase is expected. The model 
approximates the shape of the observed light curve well and shows 
nearly the same amplitude (the peak luminosity should not be 
considered in judging the fit since this was used to determine the x 
parameter). A model with a larger driving amplitude (more extended 
atmosphere) would result in a better fit. 
The model Mg II light curve receives contributions primarily from 
zones 60 through 105. The preliminary shock in zones 60-70 is 
responsible for the rise to maximum, the main shock in zones 70-94 is 
the main source of emission for the peak of the curve, and the emission 
in the gradual decay results from the main shock passing through zones 
95-105. In zones 60-95, it is the emission from the immediate 
post-shock region that provides the dominant contribution to the light 
curve; a light curve produced from the Mg II emissions from relaxation 
zones run without sharpening the shocks would show little contribution 
from zones 60-70, and would give results about an order of magnitude 
low from zones 70-90. 
H. Cooling Rates in the Bowen Dynamic Atmosphere Code 
The relaxation code results suggest that changes to the cooling 
rates used in the Bowen dynamic atmosphere code are required. The 
most striking difference between the dynamical code models and the 
relaxation code models is the extremely rapid cooling that the 
relaxation models exhibit in the wake of strong shocks. Other 
differences discussed below are due to the shock energy absorbed by 
ionization and dissociation in the relaxation models. 
Relaxation models for zone 50 and zone 80 were prepared without 
sharpened shocks for comparison to the sharp shock cases presented 
in Figures 38-47. Figures 57-60 show the results for zone 50 and 
Figures 61-64 show the results for zone 80; these figures are of the 
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Figure 55. Model Mg II light curve generated with opacity enhancement 
factor X =11,000, plotted vs. the driving phase of the dynamic 
atmosphere model 
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same type as described in Section F. The results for zone 100 without a 
sharpened shock are very similar to the results with the sharpened 
shock presented in Figures 48-51 (due to the weakness of the shock at 
that point), so the unsharpened shock results are not presented. 
Without the very high temperatures of the sharp shock to excite 
the hydrogen atoms, the hydrogen cooling calculated by the relaxation 
code is much closer to the hydrogen cooling estimated by the dynamical 
code. This indicates that the hydrogen cooling calculation in the 
dynamical code may be giving fairly accurate results for the conditions 
encountered in the dynamical models; but, the rates are inaccurate 
following a strong shock, where the very high post-shock temperatures 
experienced in the wake of a real shock significantly alter the excitation 
ratios of the hydrogen atoms. An improved method would have the 
dynamical code monitor the strength of all recent shocks, perhaps by 
keeping track of the work done on the gas in each zone during the 
previous 100 time steps, and modifying the hydrogen cooling rate 
accordingly. This will not result in shock fronts as thin as those 
exhibited by the relaxation models (because the dynamical model must 
still compress the gas in the presence of pseudo-viscosily), but it will 
give a more realistic post-shock behavior. 
The low-temperature cooling calculations of both codes give similar 
results in zone 100, but the codes disagree in the wake of strong shocks 
that leave a significant fraction of their energy in the ionization and 
dissociation state of the gas in the relaxation models. This deposited 
shock energy is responsible for the inability of the relaxation models to 
reach the low temperatures seen in the dynamical models. It also 
results in lower post-shock temperatures in the relaxation models with 
unsharpened shocks, as seen in Figures 57 and 61. These effects could 
be modeled in the dynamical code: The ionization/dissociation increase 
that immdiately follows the shock can be modeled by subtracting energy 
from the gas, based on the strength of the shock compression; the 
inability of the gas to cool to the equilibrium temperature could be 
modeled by allowing the dynamical model to cool toward a higher 
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Figure 57. Temperature vs. phase for zone 50 (shock not sharpened). 
Temperatures from the dynamical model are also shown for 
comparison 
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Figure 58. Radiation rates vs. phase for zone 50 (shock not sharpened). 
These are rates of radiation generation within the zone, not 
necessarily the amounts that escape the stellar model 
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Figure 59. Number per gram vs. phase for zone 50 (shock not 
sharpened); hydrogen species 
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Figure 61. Temperature vs. phase for zone 80 (shock not sharpened). 
Temperatures from the dynamical model are also shown for 
comparison 
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Figure 62. Radiation rates vs. phase for zone 80 (shock not sharpened). 
These are rates of radiation generation within the zone, not 
necessarily the amounts that escape the stellar model 
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Figure 63. Number per gram vs. phase for zone 80 (shock not 
sharpened): hydrogen species 
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Figure 64. Number per gram vs. phase for zone 80 (shock not 
sharpened); metal species and electrons 
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temperature that would be a function of the previous shock strength 
and length of time since the shock hit. However, while modification of 
the hydrogen cooling rate is obviously warranted, the argument for 
altering the low-temperature cooling scheme is less forceful (because 
the relaxation code modeling of this regime is more susceptible to 
error, and the suggested corrections are rife with the need for free 
parameters). More careful relaxation code modeling of the 
recombination regime is suggested before the low-temperature cooling 
algorithm of the dynamical code is changed. 
1. Conclusions and Future Work 
The Mg II light curve model, although derived with simplified 
radiative transfer calculations, is sufficiently similar to the observations 
to validate the methods used. An improved series of Mg II light curve 
models covering a range of stellar parameters (especially driving 
amplitude) for comparison to the T Cep and R Car observations, would 
provide considerable insight into the atmospheric structure of Miras. 
The dynamical models used should incorporate improved hydrogen 
cooling to better conform with the post-shock temperature histories 
exhibited by the relaxation models. Improvements to the radiative 
transfer calculation that determines the amount of Mg II luminosity that 
escapes from the zone should be made. 
The results from the relaxation models should be used in 
conjunction with a stellar atmosphere code (e.g., PANDORA) to 
determine profiles for lines that originate in the post-shock relaxation 
region (e.g., Mg II h & k and Balmer lines). Calculations of these line 
profiles based on standard dynamical models will yield incorrect results 
because they do not incorporate the realistic post-shock temperature 
profiles and time-dependent ionization fractions found in the relaxation 
models. 
More careful modeling of recombination in the latter phases of the 
relaxation models should be attempted to provide information for 
improving the low-temperature cooling rates used in the dynamical 
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models. These results will also have bearing upon some stellar mass 
loss observations. Some methods of measuring mass loss rates involve 
making observations of a particular ionized species; the total mass loss 
rate is then calculated using an assumed ionization fraction for the 
observed species. If ionized species have difficulty in recomblnlng in 
the low density outer atmosphere, as the relaxation code indicates, then 
the actual ionization fractions in these regions may be higher than 
previously believed. 
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