Management options
can be effective at mitigating impacts of proposed alterations spatial effects of proposed human activities, the ability to separate these effects from natural changes, and the ability to appropriately modify the short-term incentive structures that guide local decision-making to better reflect these impacts (Costanza 1987a) . Adequately predicting ecosystem impacts requires sophisticated computer simulation models that represent a synthesis of the best available understanding of the way these complex coastal ecosystems function.
The more general objectives of landscape modeling are to predict changes in land cover patterns across large geographic regions (tens to hundreds of kilometers) over long time scales (tens to hundreds of years) as a result of various site-specific management alternatives and natural changes. Development of this capability is needed for regional ecosystem management and also for modeling regional and global ecosystem response to regional and global climate change, sea level rise resulting from atmospheric CO2 enrichment, acid precipitation, toxic waste dumping, and a host of other potential impacts.
Two recent developments make this type of modeling feasible. First, the ready accessibility of extensive spatial and temporal databases from such sources as remote sensing and historical aerial photography make it possible to measure the behavior of real landscapes over large spatial and long temporal scales. Second, advances in computer power and convenience make it possible to build and run predictive landscape models at the necessary levels of spatial and temporal resolution.
Coastal marshes
The Atchafalaya delta and adjacent Terrebonne Parish marshes represent one of the most rapidly changing landscapes in the world. Figure 1 shows the study area. Figure 2 shows the historical sequence of Mississippi River main distributaries that have deposited sediments to form the current Mississippi deltaic plain marshes. This delta switching cycle (on average lasting 1500 years) sets the historical context of this landscape. At present, the river is in the process of changing from the current channel to the much shorter Atchafalaya River.
The US Army Corps of Engineers maintains a control structure at Old River (see Figure 1) to control the percentage of Mississippi River flow going down the Atchafalaya. For the last 40 years, this percentage has been set at approximately 30%. Sediment borne by the Atchafalaya River first filled in open water areas in the upper Atchafalaya basin, and more recently it has begun to build a delta in Atchafalaya Bay (Roberts et al. 1980, Van Heerden and Roberts 1980a,b) . Atchafalaya-borne sediments are dispersed to Fourleague Bay (Figure 3) and are contributing to marsh building in the eastern part of the study area as well Adams 1981, Baumann et al. 1984) . During the next few decades, new delta is projected to form at the mouth of the river, and plant community succession will occur on the recently formed delta and in the existing marshes.
In contrast, the leveeing of the Mississippi and Atchafalaya rivers, along with the damming of distributaries, has virtually eliminated riverine sediment input to most Louisiana coastal marshes. This change has broken the deltaic cycle and greatly accelerated land loss. The overall Louisiana coastal zone has been projected to lose a net of approximately 100 km2/ yr due to sediment starvation and salt water intrusion (Gagliano et al. 1981) . Only in the area of the Atchafalaya delta is sediment-laden water flowing into wetland areas and land gain occurring (Roberts et al. 1980, Van Heerden and Roberts 1980a,b) .
Primary human activities that potentially contribute to wetland loss are flood control, canals, spoil banks, land reclamation, fluids withdrawal, and highway construction. There is evidence that canals and levees are an important factor in wetland loss in coastal Louisiana, but there is much disagreement about the magnitude of the indirect loss caused by them (Cleveland et al. 1981 , Craig et al. 1979 , Deegan et al. 1984 , Leibowitz 1989 , Scaife et al. 1983 ). Natural channels are generally not deep enough for the needs of oil recovery, navigation, pipelines, and drainage, so a vast network of canals has been built. In the Deltaic Plain of Louisiana, canals and their associated spoil banks of dredged material currently comprise 8% of the total marsh area compared to 2% in 1955. The construction of canals leads to direct loss of marsh by dredging and spoil deposition and indirect loss by changing hydrology, sedimentation, and productivity. Canals are thought to lead to more rapid salinity intrusion, causing the death of freshwater vegetation. Canal spoil banks also limit water exchange with wetlands, thereby decreasing deposition of suspended sediments.
Proposed human activities can have a dramatic impact on the distribution of water and sediments from the Atchafalaya River, and consequently on the development of the Atchafalaya landscape. For example, the Corps of Engineers is considering extending a levee along the east bank of the Atchafalaya that would restrict water and sediment flow into the Terrebonne marshes (Figure 3 ). This situation represents a unique opportunity to study landscape dynamics. The Atchafalaya landscape is changing rapidly enough to provide time-series observations that can be used to test basic hypotheses about how coastal landscapes develop. In addition to short-term observations, there is a uniquely long and detailed history of field and remotely sensed data available on the study area ).
Solutions to the land loss problem in Louisiana all have far-reaching implications. Outside forces (such as rates of sea level rise) also influence the effectiveness of any proposed solution. In the past, suggested solutions have been evaluated independently of each other and in an ad hoc manner. To more objectively evaluate the many interdependent implications of the various natural changes, management strategies, and specific projects that have been suggested to remedy the coastal erosion problem, an integrated spatial simulation modeling approach was developed (Costanza et al. 1988, Sklar et al. 1985, in press ). Using this approach, we first demonstrated the ability to simulate the past behavior of the system, and then we projected future conditions as a function of various management alternatives and natural changes, both individually and in various combinations. Our approach simulates both the dynamic and spatial behavior of the system, and it keeps track of several of the important landscape level variables in the system, such as ecosystem type, water level and flow, sediment levels and sedimentation, subsidence, salinity, primary production, nutrient levels, and elevation.
Process-based dynamic spatial ecosystem simulation models
Ecosystem models can be differentiated from population models in that the former include biotic and abiotic components whereas the latter in- clude only populations of organisms. Ecosystem models tend to be more complex and realistic, and population models tend to be more simple and general. The majority of ecosystem models in the literature are designed to predict dynamic behavior while treating the system as spatially homogeneous . Many existing ecosystem models are process based, in the sense of attempting to mimic (at least in an aggregated way) the underlying physical and ecological processes in the system, as opposed to statistical or probabilistic models, which are based directly on observed correlations in the data, generally without specifying mechanisms. One way to extend the processbased approach to model spatial dynamics is to arrange a spatial array of point ecosystem models and connect them with fluxes of, for example, water and nutrients, employing rules to govern successional, evolutionary, or other changes in the structure of the system. This approach is some-what analogous to that employed in general atmospheric circulation models used in long-term climate modeling (Potter et al. 1979 , Schlesinger and Zhao 1989 , Washington and Williamson 1977 , Williams et al. 1974 ), but it also incorporates elements of cellular automata and expert systems modeling incorporated in the successional rules. Richard Levins (1966) first described the fundamental trade-offs in modeling between realism, precision, and generality. No single model can maximize all three goals, and the choice of which objectives to pursue depends on the fundamental purposes of the modeling study. Our approach favors higher realism and precision (the ability to and accurately realistically depict specific processes and ecosystems) at the expense of generality (direct and easy applicability to a broad range of systems). It is a relatively expensive and time-consuming approach to modeling that requires much site-specific data and a significant amount of effort to calibrate the model to local conditions. But the payoffs are significant in light of the model's ability to simulate realistically a specific system. This approach was essential to achieve the analytical and management goals of our study.
The spatial process-based approach had been attempted in only a few previous cases for ecosystem modeling (Botkin et al. 1972 , Phipps 1979 . In general, past applications were relatively successful, and their rarity is probably due to the size and complexity of the resultant models and the difficulty of assembling the necessary databases for calibrating and verifying the models. These limitations are decreasing with the increasing availability of remote sensing data and supercomputers, and we expect the relative expense of the spatial process-based approach to continue to decrease in the future.
The CELSS model
We developed a process-based spatial The change in water level in each cell is determined in the model by water exchanges in both directions across all four boundaries plus surplus rainfall (precipitation minus evapotranspiration). The hydrologic component of the model is, in essence, a two-dimensional, finitedifference, mass-balance model. Although this mass-balance approach does not accurately simulate shortterm hydrodynamics (because it leaves out momentum transfers, vertical dynamics, and Coriolis forces), it does approximate the major longerterm effects in our flat, shallow, and well-mixed study area.
It was necessary to give up some hydrologic precision because we needed to do continuous simulations for 58 years, which would have been prohibitively expensive using a complete hydrodynamic model, even on the fastest supercomputer. In addition, our primary goal in this model was to simulate plant community succession and productivity, conditions that respond more strongly to longerterm water flow patterns than to short-term flooding. Our results for water flow were similar to those produced for a few selected points in time by a more elaborate two-dimensional hydrodynamic model of the same area.
In our model, water can exchange with adjacent cells via canals, natural bayous, and overland flow, or it may be prevented from exchanging with adjacent cells by the presence of levees. An overall water flow connectivity parameter (K) is adjusted during the model run to reflect the presence and size of waterways or levees at the cell boundaries. Connectivity is a function of habitat type, drainage density, waterway orientation, and levee height. If a waterway is present at a cell boundary, a large K value is used, increasing with the size of the waterway. If a levee is present, a K value of 0 is used until water level exceeds the height of the levee. The model's canal and levee network is updated each year during a simulation run (i.e., dredged canals and levees are added to the model's hydrologic structure at the beginning of the year they were built). Water crossing from one cell to another carries both organic and inorganic sediments. This sediment is partitioned between being deposited, resuspended, lost due to subsidence, and carried to the next cell. The relative rates of each of these sediment exchanges in each location is a function of ecosystem type. Plants and nutrients within each cell also influence these exchanges and flows.
Changes in other abiotic material concentrations (i.e., salts and nitrogen) are also a function of water flow between cells and concentration of materials in the cells, along with internal deposition and resuspension (Figure 4).
The primary production in a cell is related to flooding regimes, turbidity, temperature, and elevation, according to functions like the one illustrated in Figure 5 , which shows the model's relationship between weekly gross primary productivity and salinity for three of the habitat types. Data to calibrate the productivity functions was taken from Conner and Day (1987) . In this type of function, maximal output occurs at optimal levels of inputs, and output is reduced with increased deviation from the optimum. The response of primary production to different nitrogen concentrations was stimulated with a Michaelis-Menten type rate equation, in which production continues to increase with increasing nitrogen, but at a decreasing rate. Data to calibrate Ecosystem succession occurs in the model (after a time lag) when the physical conditions in a cell become appropriate to a different ecosystem type. The program monitors the state variables in each cell and checks the physical environment (e.g., salinity, elevation, and water level). If the values of the state variables change to the extent that the environment in the cells is outside the range for its currently designated ecosystem type, then the cell's ecosystem type and all the associated parameter settings are switched to a new, better-adapted set.
For example, if salinity in a cell that is fresh marsh rises beyond a certain threshold value and remains at this high level long enough, then the model converts the cell to brackish marsh and changes all the associated parameters.
The square cells have exchanges across their four sides. We did not use a hexagonal or triangular grid or a square one that allowed exchanges across the diagonals mainly because we wanted the simplest arrangement that would work reasonably well for our purposes and was easy to program. We used a simple Euler numerical integration technique with a variable time step. The maximal time step is one week. The model checks the rates of change of each variable, and if any of these is above a predetermined maximum it reduces the time step in increments until the rates of change are below the threshold, down to a minimum of one day.
The model was written in standard FORTRAN (3021 lines of code), and was run on a variety of computers, including a VAX 11/780, IBM 3034, and CRAY X/MP. A typical 22-year run at a weekly time step (1144 total time steps) for all 2479 cells with eight state variables each (19,832 total simultaneous difference equations) takes approximately 24 hours of CPU time on the VAX, 2 hours on the IBM, and 15 minutes on the CRAY. Most of the full-scale runs of the model were done on the CRAY, with the other computers used mainly in the early model development stages.
Apple Macintoshs were used extensively for unit model design and debugging using STELLA (Costanza 1987b ), for telecommunicating with the CRAY, and for mapping, analysis, and animation of results. Input data. Primary input data for the model were: detailed, digitized ecosystem type maps prepared by the US Fish and Wildlife Service for 1956, 1978, and 1983; the history of canal and levee construction in the area, obtained from analysis of state permit records for the 1956-1978 period; a weekly record of climate variables, including rainfall, temperature, wind, river flow, and sediment and nutrient concentrations; and water level and salinity in the Gulf of Mexico. In addition, field measurements of productivity, biomass, and nutrient uptake were available for setting parameters for the productivity component of the model.
The model was initialized using the 1956 ecosystem type map. Because no direct measurements for the initial values for the model's other state variables in each cell were available, they were set at the middle of the range for the corresponding ecosystem type. ues and ranges of uncertainty for these parameters, based on available data and literature values. We then ran calibration runs of the model from 1956 to 1978 and compared the goodness of fit of the model's ecosystem type predictions with the 1978 data using visual inspection and the procedures described below. We also looked at the other variables in the model to make sure they were approximately replicating what we knew to have happened in the system. But we concentrated on the ecosystem type predictions because ecosystem type is the result (in the model as well as in the real world) of the integration of the behavior of the other variables. Ecosystem type is also the most easily and accurately observed variable in the real system at the landscape scale.
We performed a preliminary parameter optimization by manually adjusting parameters within the predetermined ranges of uncertainty to improve the ecosystem type fit. When Calibration based on ecosystem type maps. Our first objective was to replicate the behavior of the system during the period from 1956 to 1978 and quantify the degree of fit between various alternative models and the data. The CELSS model was calibrated by starting it with the 1956 ecosystem type conditions and associated values for the other variables and simulating the evolution of the area during the intervening 22 years to 1978 with a maximum of weekly time steps. A measured ecosystem type map was available for 1978 for comparison with the model's predictions. The simulated and real maps were then compared for degree of fit. The model's parameters were iteratively adjusted within predetermined ranges of uncertainty to maximize the fit. The model was then continued to 1983 (for which a third map was available), and the fit was again calculated to estimate the model's predictive accuracy.
The CELSS model contains more than 130 parameters. In calibrating the model, we first choose initial val- this procedure began to yield negligible improvements, we began a more formal parameter optimization procedure.
Because the model is nonlinear and has many discontinuities (due in part to the ecosystem succession algorithm), it is not amenable to traditional linear parameter optimization procedures, such as linear regression. We therefore used a procedure that is applicable to any model structure. This procedure treats the model as if it were an experiment (with the parameters as the controllable factors in the experiment) and uses traditional analysis-of-variance procedures to analyze the response of the model's fit to various combinations of changes in the parameters (factors). This method required a large number of simulation runs (one for each combination of parameter changes chosen) and was only possible for a model of this size because the speed of the supercomputer made generating the requisite number of runs feasible. A byproduct of this approach is a fairly elaborate sensitivity analysis of the model's response to changes in the parameters, which gave us significant insight into the model's behavior. Table 1 shows the results of an analysis of the variance in fit due to the manipulated parameters and combinations of parameters. These results indicate that, although the physical and hydrologic parameters (such as water flow and subsidence) are important, the biological parameters (such as primary productivity), alone and in combination with the physical parameters, contribute significantly to controlling the fit of the model. It also appeared that our decision to use a process-based, whole-ecosystem approach was justified, because no single parameter explained most of the variation in fit and the higher order interactions between physical and biological parameters were significant.
We limited the parameters manipulated in this procedure to those of which we were most unsure, and, based on preliminary sensitivity analysis, those with the largest impact on the fit. Based on an analysis of the parameters, we could derive a set of changes in the parameter settings that would maximally improve the fit. We then implemented these changes and repeated the factorial experimental procedure. We iterated this process until significant improvements in fit were no longer being made. The base case CELSS model results reflect these optimized parameter settings.
Degree of fit of predicted ecosystem type with data. For relatively simple purposes, there are well-established statistical measures of goodness of fit. For example, a standard chi-square test can determine the fit between two categorical variables, but it ignores the spatial or other patterns of the variables. It could be used to determine if the total number of cells in each land use category were significantly different between two maps, but not whether there was a significant difference in the pattern of two maps that both had the same total number of cells in each land use category.
Landscape analysis requires quantifying the degree of matching of complex spatial and temporal patterns. Spatial pattern matching is not a straightforward statistical procedure. Even quantifying the degree to which nonspatial ecosystem modeling timeseries results match real patterns of ecosystem behavior is difficult and there is no agreed-on procedure (Gardner et al. 1982 , Jorgensen 1982 .
We used a multiple resolution approach to test the goodness-of-fit between the model and data. This approach allows a more complete analysis of the way the spatial patterns match (Costanza 1989 , Turner et al. 1989 ). The algorithm gradually degrades the resolution with which the fit is measured by gradually increasing the size of a sampling window in which the fit is calculated. A plot of it versus window size (resolution) yields information on the way the patterns match. The total fit is estimated as a weighted average of the fit at all the window sizes, with the smaller window sizes given the most weight. Figure 6 shows various model predictions for 1978 (including several null models) based on simulations using the 1956 conditions as the starting point. Figure 7 shows the variable resolution procedure applied to the spatial modeling results summarized in The CELSS simulation model performs better than any of the alternative or null models, but its performance can best be judged in relation to the null models. The simulation model fits the 1978 data better than "random" (Ft = 89.6% versus 32.5%) and "random 1978" (Ft = 89.6% versus 50%). The fit for "random 1978" approaches 100% as window size increases, indicating that the overall percentages of habitat types are the same, but the pattern is not well matched.
If only the fit at window size 1 is considered, the 1956 initial conditions null model does not appear to be much worse than the CELSS model (86% versus 81%). The initial conditions null model appears to fit fairly well because only approximately 20% of the cells actually changed type between 1956 and 1978. But the pattern of fit is revealed by looking at the plots of fit versus window size in Figure 7 . The CELSS model plot increases rapidly as window size increases indicating that the patterns of the model and data are similar. The initial conditions null model exhibits a flatter plot, indicating the patterns are not as similar. Total weighted fit (Ft) reflects this added pattern matching (89.6% versus 81.6%). The Markov null model has a lower fit (69%) at window size 1 than the initial conditions null model (81%), but the fit increases more rapidly as window size increases. At the maximal window size, it fits better than the initial conditions model because the total number of cells of each type is closer to the 1978 data. Total weighted fit for the Markov model is less than the initial conditions model (81.6% versus 76.1%) because, by randomly placing the transition cells, the detailed spatial pattern is disrupted even while the fit is increased at larger window sizes.
The CELSS model is the only alternative that also predicts changes in the underlying physical and ecological processes and that links these changes in a causal way to ecosystem type changes. Thus, even if it were only as good as the alternative models at predicting ecosystem type changes, the CELSS model would be preferred for management applications because it can address the underlying reasons for habitat changes and the relative impacts of human changes on these processes. This is not to say that the CELSS model approach to spatial ecosystem modeling is in all aspects superior to other possible approaches. Like anything else, it has advantages and disadvantages. Its advantages are the ability to deal with a large, complex ecological system in a relatively realistic way. If the goal of the modeling effort is to make specific predictions about specific management alternatives in a specific region, then these advantages are crucial.
In achieving realism, however, this approach must sacrifice some generality. The model's parameters must be calibrated to historical conditions for each application of the model. Thus, while the CELSS modeling approach can be applied to any coastal area, its specific results in one area are not directly generalizable to other areas.
We compared the CELSS model simulations for some of the physical variables with a more elaborate hydrodynamic model of the area constructed by the Corps of Engineers' Waterways Experiment Station (WES; Donnell and Letter in press, Letter 1982). The WES model deals with fewer variables (water, salt, and sediments) over much shorter time scales (maximum of one week continuous runs with time steps of minutes or seconds). It gives a more precise picture of short-term water, salt, and sediment levels and fluxes, whereas the CELSS model is more concerned with long-term ecosystem succession as driven by such factors as long-term water, salt, and sediment fluxes.
In general, the two models agree fairly well for their areas of overlap. Figure 8 shows ios, which address the impacts of natural and human-induced variations in the systems' boundary conditions (i.e., sea level rise). Management and boundary scenarios were run by restarting the model with the real 1983 ecosystem type map (rather than the model's predicted 1983 map) to ensure maximal realism. Climate and historical scenarios were run starting with 1956, so that the full impacts of climate and historical variations could be analyzed. After 1978, canal and levee construction for oil and gas exploration slowed significantly in the area compared with the 1956-1978 period. Therefore, all scenarios assumed that no additional canals or levees were constructed after 1978, except those specifically mentioned in the scenarios. 11, 13, and 14) . We also further summarize the results in Table 2 , which lists for each alternative the total area of each ecosystem type in 2033, along with differences between each scenario and the base case. Climate scenarios. Predicting future marsh succession required that we provide the model with predictions of future climate and boundary conditions. By climate we mean all the model's external forcing functions, including rainfall, Atchafalaya River flow, wind, and sea level.
We present summary maps of the ecosystem type in the year 2033 for comparison of alternatives (Figures
For example, Figure 10 is a plot of Atchafalaya River discharge during the 1956-1983 period showing the weekly data used in calibrating the model. To project the base case climate into the future, we selected at random one-, two-, or three-year blocks from this record, modified them by randomly increasing or decreasing each point a maximum of 10%, and added this block to the end of the projected time series. This ex-, ercise provided a series of future years that were statistically identical to the past record and included the seasonal timing of the historical signals, but allowed for some novel random variations. We produced several future climate runs with this algorithm and tested the model's response to each. Some examples are shown in Figure   11 .
We were also interested in what BioScience Vol. 40 No. 2 I part of the behavior of the system was due to random, aperiodic variations in climatic variables; what part was due to the annual periodic signal; and what part was due to the mean or average signal. We therefore analyzed two additional climate scenarios. These were the weekly average climate scenario, in which each week's value for each climate variable for the entire run from 1956 to 2033 was set at the average value for that week from the 1956 to 1983 data, and the mean-climate scenario, in which the long-term average for each variable was used for all weeks. For example, Figure 10 shows both the weekly average and mean signals for Atchafalaya River discharge. Figures 11 and 12 show the projected ecosystem type maps for the year 2033 and a summary of the land/water balance in the system during the 1956-2033 period for the various climate scenarios. These figures clearly show the major effect of differing climate assumptions on the model. The base case runs show a moderate amount of difference due to the different random components in each run, but the general behavior was approximately the same. In all other future scenarios, we used the climate run labeled 3, because this case produced intermediate results.
The degree to which the other climate scenarios affected the results was surprising. The weekly average climate scenario produced a drastic reversal in land loss in the area. The mean climate scenario produced only a moderate decrease in land loss. This result indicates that the annual flood cycle and other annual periodicities in the climate are important to the land building process, but that random, aperiodic events (such as major storms and floods) tend to have a net erosional effect on marshland. A periodic but predictable climate seems to maximize marsh building. If global climate becomes less predictable in the future due to global warming, it may bode ill for the stability of coastal marshes. both the ecosystem type map resulting from each alternative in 2033 and the cells that are different from those in the base case run, regardless of the direction of change. All the alternatives (see Figure 3 ) except the base case assume the two-reach Avoca Island levee extension (a 15-kilometer extension to the current levee system on the Atchafalaya River) has been built. The results for the other management options therefore indicate the amount of remaining (unmitigated) impact from the two-reach levee extension. All alternatives used climate run 3. BASE CASE. The base case of the model assumed the canal network fixed as it was in 1978. As shown in Table 2 , the base case run indicates a net land loss to open water of 37 km2 from 1983 to 2033. Most of this loss occurred in fresh (-49 km2) or saline marsh (-32 km2) that was either converted to open water or to brackish marsh (+63 km2) due to continued fresh water inputs via the Atchafalaya River.
Management alternatives. A base case
The overall rate of land loss predicted by the model to occur after 1983 (0.75 km2/yr) was much lower than the rates between 1956 and 1978 (6.2 km2/yr) and between 1978 and 1983 (24 km2/yr). There was therefore some concern that the model may be seriously underestimating the future rate of land loss. To test the model's predictions, we performed a careful visual inspection of infrared aerial photographs taken in December 1988, which indicated that the rates of land loss have indeed slowed dramatically in the study area. Areas which appeared stressed in 1983 and which might have been expected to succeed to open water habitat have remained as marsh, as the model predicted. There were no apparent areas of significant marsh loss in the study area between 1983 and 1988, as predicted by the base case run of the model. The 1988 photographs are currently being interpreted and digitized to allow a quantitative assessment of the model's predictions, but it is clear that the model provided a better prediction of the status of the area in 1988 than predictions based on simple extrapolation of past trends. This finding underscores the effectiveness of our spatial, process-based approach to landscape modeling. TWO-REACH LEVEE EXTENSION. The model was then modified in structure to allow for the construction of the first two reaches of the proposed Avoca Island levee extension. All other model parameters were held constant and identical climate inputs were used. The predicted effects are the indirect effects of the construction and do not include the acreage directly affected by construction. The result was a relatively modest net negative land loss (-5 km2) compared to the base case, mostly from the brackish marsh category. Most of the effects were at the fresh/brackish interface, due to the redirection of fresh water by the levee extension further south in the study area. All the other management alternatives assumed the two-reach levee extension was in place, so that their ability to mitigate its effects could be estimated. This alternative resulted in a net gain of land (+4 km2) relative to the base case. The filling of Avoca Lake with sediments, which would be expected to occur with a water diversion structure, did not take place in the model. The flow of water did not allow for significant sedimentation because the turbulence is too high near the division structure. The CELSS model does not, however, currently distinguish sediment grain sizes, and it may not adequately account for large-grain sediments that fall out quickly near a diversion site. If coarse-grained sediments make up a significant fraction of the total, the net land gain under this scenario may therefore be higher than the model predicts.
PALMETTO WEIR AND FRESH-WATER DIVERSION. Implementation of this alternative involved a run of the model with a weir on Palmetto Bayou (see Figure 3) . The weir was installed in model year 1985 and allowed flow one way to the south. The fresh-water diversion structure was installed as described above and run with the same limits on the river flow conditions. This alternative resulted in a 5square-kilometer net land gain relative to the base case and only a one-cell land gain relative to the simulation with fresh-water diversion as the only mitigation. Because the weir is preventing the newly diverted water from flowing out Palmetto Bayou, redirected water has beneficial effects in the brackish marsh. It does, however, flood some of the fresh marsh just north of the weir.
SUPERIOR WEIR AND FRESH-WATER
DIVERSION. Implementation of this alternative involved a run of the model with a weir on Superior Canal at the location of an existing plug (see Figure  3) . The weir was installed in model year 1985 and allowed flow one way to the south. The fresh-water diversion structure was installed as described above and run with the same limits on the river flow conditions. This alternative resulted in a 1square-kilometer net land gain relative to the base case. The swamp habitat in the north is prevented from succeeding to open water, and land loss occurs just to the north. The retardation of the diverted water, which is beneficial to the swamp, waterlogs the marsh in the south and causes land loss there.
FRESH-WATER DIVERSION STRUC-TURE AND BOTH PALMETTO AND SUPE-
RIOR WEIRS. This run included the fresh-water diversion structure and both the Palmetto Bayou Weir and the Superior Canal Weir, as described above. This model run illustrates the importance of cumulative impacts. In this scenario there is a net loss of land (-3 km2) relative to the base case. This net loss occurs even though the structures each produced a predicted net gain when used individually. The effects are not additive, however. The positive effects of the sediments in the fresh water are overcome by the negative effects of waterlogging when both weirs are used, but not when either one is used by itself. There is some optimal balance of waterdiversion rate and location and weir location that can best be determined by iterative simulations of a model of this type.
FRESH-WATER DIVERSION STRUC-TURE AND BOTH FALGOUT AND SUPE-

RIOR WEIRS. This scenario included
the Falgout Canal Weir, the Palmetto Bayou Weir, and the fresh-water diversion structure. This alternative resulted in a net gain of land (+7 km2) relative to the base case. This net gain occurred mainly in the swamp and fresh marsh ecosystem types, due mainly to increased sediment flows to these areas as a result of the diversion. This combination of management alternatives yielded the largest positive net land gain of those we have investigated thus far. Boundary scenarios. One important boundary scenario was analyzed-the effect of increasing rates of future sea level rise due to global warming. Projected rates of future sea level rise are in the range of 50 to 200 cm during the next 120 years (or 0.42 to 1.67 cm/yr; Titus 1988) Coastal Louisiana has historically experienced high rates of apparent sea level rise due to regional subsidence. In the study area, this rate has ranged from 0.57 to 1.17 cm/yr (0.23 cm/yr from eustatic or general oceanic sea level rise and the remainder from subsidence; Penland et al. 1987 ). Thus coastal Louisiana represents an appropriate laboratory for studying the response of coastal wetlands to high rates of sea level rise (Day and Templet 1989) .
We experimented with the CELSS model to study the effects on the study area of the projected higher rates of sea level rise. Figure 13b and Table 2 show the results for rates of February 1990 eustatic sea level rise of 0.46 and 1.67 cm/yr (1.03 to 1.63 and 2.24 to 2.84 cm/yr apparent rates including subsidence) starting in model year 1983.
The results were somewhat surprising. Doubling the rate of eustatic sea level rise (from 0.23 to 0.46 cm/yr) actually caused a slight net gain in land in the study area (+10 km2, or 0.7% of the total land area) relative to the base case. We believe this increase occurs because, in the presence of high sediment loads, healthy coastal marshes can keep up with moderate rates of sea level rise. In fact, the entire existing coastal marsh system in Louisiana has developed in the presence of high apparent rates of sea level rise (Day and Templet 1989) . If sea level rise rates become high enough, however, the marshes can no longer keep up. The Environmental Protection Agency's higher rate of sea level rise (1.67 cm/yr eustatic, 2.24 cm/yr apparent) caused a net loss of land of 19 km2 (or 1.3% of the total land area).
These results indicate that healthy coastal marshes with adequate sediment inputs may act as a buffer against moderate rates of sea level rise. The marshes build coastal marshland as fast as the sea can rise to inundate it. Historical scenarios. Two historical scenarios were analyzed. We looked at how the system would have evolved if the original Avoca Island levee had not been built or if neither the levee nor the the post-1956 canals had been built. Results are summarized in Figure 13b and Table 2 . These results indicate that both the original levee and the canals had a major effect on the evolution of the system. Results of these runs are not directly comparable with the base case 2033 scenario, because the base case was restarted with actual 1983 data, whereas the historical scenarios had to use model predictions for 1983. Nevertheless, it is clear that the post-1956 canals and the original levee caused increased land loss in the area compared to what would have happened without them.
Conclusions
The CELSS model simulation of longterm ecosystem changes demonstrates that spatially linked ecological and physical processes can be realistically modeled on modern supercomputers. The results of the CELSS model indicate complex and often counterintuitive behavior that, like the real system, is difficult to summarize. This observation is not surprising, given that the CELSS model trades off generality for realism. The model is most enlightening in its elaboration of the effects of specific cases. Nevertheless, a few general conclusions can be drawn from this modeling exercise. * Past activities in the area that modified the hydrologic and sediment flow patterns, such as canal and levee construction, at critical stages had significant influence on the evolution of the region. Proposed future modifications seem to have smaller effects, partly because they will occur at less critical times in this landscape's evolution.
* Management options in the area can be effective at mitigating the effects of proposed human alterations, but cumulative effects make analysis of individual options in isolation risky. Process-based spatial models such as CELSS may be necessary to incorporate these cumulative effects, to effectively weigh the costs and benefits of major projects, and to design optimal coastal management strategies.
At present, ecosystem models of the size and complexity of the CELSS model are fairly new and expensive to build and run. But as we gain experience, and as supercomputers and parallel processors become more readily available, models of this type will become more practical tools for understanding and managing ecosystems. Future studies might employ parallel computers (e.g., the Connection Machinel or microcomputerbased transputer systems such as TransLink2 boards) to radically improve the speed, complexity, and ease of use of spatial ecosystem models.
We are currently applying the CELSS approach at multiple scales to other coastal areas in Louisiana, Maryland, and South Carolina, and we plan to continue to modify, improve, and experiment with the existing model toward the goal of better environmental management. We hope to learn enough from these applications and experiments to allow both scaling up of this approach for global ecosystem modeling to assess the impacts of global climate change and scaling down to assess local effects in more detail.
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