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The delay time in a non-linear car-following equation is taken to be a random 
variable. A confidence interval is determined for the response of the follower 
to a sufficiently small perturbation of the leader velocity to be a safe one according 
to a natural safety criterion. 
In the car-following theory of traffic control, it has been assumed [l] that the 
acceleration of a following car is governed by the delay differential equation 
x1(t) = h 
i 
qt - T) - 3i& - T) 
xo(t - T) - X# - T) I 
where h > 0, 7 > 0. The functions us, xi(t) give the positions of the leader 
and follower respectively and h is the sensitivity and T the reaction time of the 
following driver. This equation has found application to the flow of cars and 
buses [2] and has also been applied to automated flow [3]. More general car- 
following equations have also been studied [4]. 
In [l] and in mast previous work the delay time 7 is taken to be a positive 
constant. Lee [5] has generalized this for the linear model by assuming that the 
response of a driver depends on the continuous time history of the relative 
speed. 
In *the present paper we consider a different generalization of constant 7. 
We assume that each driver has his own constant 7, but that value of 7 varies 
from driver to driver in a random manner. Accordingly, we take r to be a random 
variable, T(W), defined on the sample space 52, of all drivers. We characterize 
T(W) by its distr. function P(t) which we assume is known. In practice it can be 
constructed to any degree of accuracy [7] by statistical methods from experi- 
mental samples such as in [6]. 
We consider the following stability problem: a leader-follower pairs of cars 
are travelling at the same positive constant velocity u1 at the headway h1 when 
the leader begins changing his velocity in a smooth way to a limiting non- 
negative value uF . 
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We shall be concerned with finding “safe” solutions of (I), that is, solutions 
for which a rear-end collision is avoided. In particular, for any given probability 
p, , we find values of h1 such that there will exist a “safe” solution with at least 
the probability p, for sufficiently small changes in the leader velocity. These 
values of the headway h, constitute what can be termed a confidence headway 
interval. 
The significant feature of the present approach is that we work directly 
with the distribution function for T(W) and not simple with average of the data. 
Accordingly, since the standard deviation of T(W) is in general not negligible 
[e.g. [6, p. 9131 the present method is expected to yield more realistic results. In 
addition, since the result is expressed in terms of confidence intervals it is 
potentially more precise and hence more useful in attaining a higher degree of 
safety in the planning of traffic flow. Moreover, the method which we employ 
seems to be applicable to other car-following equations of the type (I) as well 
as to systems of more than two vehicles. 
In Section I we give a definition of the problem and prove several preliminary 
lemmas. In Section 2 we state and discuss the main result while in Section 3 
we give the proof of the result. In Section 4 we define the average model. More- 
over, we compare the average model to the stochastic model for very “small” 
randomness of the reaction time. 
1. DEFINITION OF THE PROBLEM 
We consider the non-linear delay differential equation 
i&(t) = A 
I 
3io(t - T) - k,(t - T) 
xo(t - T) - q(t - T) 1 ’ t>r 
where x,, , xi are positions of the leader and the follower respectively. Here, 
X > 0 and 7 is a positive random variable. The continuous function x,,(t) is a 
known deterministic function and therefore the quantity x,,(t - T) is a random 
variable [7]. The function xl(t - T) is also a random variable as shown in the 
following lemma. 
LEMMA 1. Assume that x,(s, W) is a random variable for each t and is continu- 
ous with respect to 8. Then xl(t - T(W), w) is a random variable. 
Proof. Since T is a random variable, there exists a sequence {TV} of 
discrete random variables such that 
T,(W) - +‘)Y n+co. 
Let {a,“} be the set of values of T,(W) and let 
AT = {w / T,(W) = ai”}, n == 1, 2, 3,.... 
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Since ~,(t, W) is a random variable 
B, = {w 1 xl(t - uin, w) < a} 
is a measurable set for each 01. Since the set 
c,n = {w 1 Xl@ - Tn(W), f.u) < a} = 5 (w / xl(t - a,“, w)} 
i=l 
is a countable union of measurable sets Can is a measurable set for each n and 
therefore x,(t - T(W), w) is a random variable. 
Since x,([, W) is continuous with respect to [ we have 
Xl@ - T,(W), w) - Xl(t - T(W), w), n-t co. 
Hence, x,(t - T(W), W) is a random variable. 
DEFINITION 1. The derivative of the random variable *;(a, w) is defined in 
the sense of a.e. convergence, i.e. as the limit 
lim xl(u + h’ w, - ‘l(‘, w, 
h-0 h = *I(& w), 
when the limit exists for almost all w. 
From Lemma 1 the function f,(t - T(W), w is a random variable whenever ) 
~,(t, UJ) is continuous with respect to t. 
In view of the above, equation (1) takes the following stochastic form: 
wf w) = h ! Lqt - T(W)) - Li$(t - T(W), co { xo(t - T(W)) - Xl@ - T(W), co ! ’ i! > T(W). (2) 
For fixed t this equation holds for the set 
A(t) = {w 1 T(W) < t}. 
Therefore equation (2) holds with the probability P(A(t)). For the set 
B(t) = {w 1 T(W) 3 t> 
we assume that x,(t, W) satisfies the initial conditions 
&(O, OJ) = x0(O) - hI (34 
*,(c w) = UI, 0 < t < T(W) (3b) 
where ur, h, are positive constants. Conditions (3a), (3b) are satisfied with 
probability P(B(t)) = 1 - P(A(t)). 
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In terms of the geadway function 
(2) and (3) become 
h(t, w) = x0(t) - X1(& w), 
& &)) = _ @t - +J>, WI 
h(t - T(W), w) + -w)~ t > T(W) (4) 
and 
h(0, w) = h, (54 
iz(t, cu) = Ro(t) - 241 ) 0 < t < T(W). (5b) 
We assume that the leader velocity, ko(t), satisfies 
Leo(x) = 241 
lim R, = uF 
t+m 
uI > UF 
*“o(t) > UF, t20 
(64 
(6’3) 
(64 
(64 
where uF > 0 is constant. 
One obtains a first order equation by integrating (4) from Q-(W) to t using (5): 
ir(t, w) = -A log [h@ - ;I”)7 “‘1 + 2,(t) - UI, t > T(W) (7) 
h(t, W) = x0(t) - uIt - x,(O), 0 < t < T(W)’ (8) 
Equations (7) and (8) hold with probability P(A(t)) and 1 - P(A(t)) respectively. 
Since the leader velocity tie(t) [cf. (6b)] approaches a limit as t+ co, it is 
natural to expect that h(t, ) w will also. If so, the following lemma gives its 
value. 
LEMMA 2. If the solution h(t, W) of (6), (7), (8), approaches a limit h, with 
probability 1, then that limit must be given by 
h,=h,exp[ uFxul]. (9) 
Proof. As t -+ 00 equation (7) holds with probability 1. By hypothesis one has 
l&t h(t, w) = hF . 
As t -+ co the expression t - T(W) will also approach infinity with probability 1. 
Hence h(t - T(W), w) will apprach h, with probability 1. Therefore the right side 
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of (7) approaches a constant as t + co, and hence &t, W) must approach that 
same constant with probability 1. If the constant were not zero, then h(t, w) 
could not approach a finite limit as t + co. Thus in the limit, (7) yields 
0 = --x log (2) + UF - UI 
with probability 1, which gives the desired result. 
Our goal is to show the existence of a safe, accident-free, solution of equations 
(6), (7)) (0 A “SU e” f solution h(t, w) of (6), (7), (8) is defined as one for which 
there exist numbers m, M such that 
0 < m < h(t, w) < M, t > 0. (10) 
Condition (10) implies that for a “safe-solution” the leader and follower can 
never meet, hence there can be no accident. We seek conditions on the initial 
headway h1 such that safe solutions will exist with any preassigned probability. 
2. EXISTENCE OF A SAFE-SOLUTION 
In this section we state the main result: the existence of a safe solution for a 
sufficiently small perturbation of the leader velocity. 
To describe the result we introduce the normalized leader velocity 
%(4 = 
‘Cdt) - UF 
u _ * , t>O 
I F 
and the parameter 
THEOREM 1. Let v&t) satisfy the following conditions: 
(HI) “o(O) = 1, 
(H2) lim,,, w,,(t) = 0, 
(H3) dt) 2 0, 
(H4) There exists V > 0 such that 
%(t) < v, t 3 0, 
(H5) there exists R > 0 such that 
I %(t)l < R%(t), t 3 0, 
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(H6) Moreover, let p, , 0 < p, < 1, and 0, 0 < 0 < 1, be given, let h10 
be defined by 
and let h, > hIO. 
Then there exists p. > 0 such that for all 0 < p < p. a safe solution of (7), (8) 
exists with at least probability p, . 
Discussion of Theorem 1 
The conditions HI, H2, H3 are merely (6a), (6b), (6c), (6d) expressed in terms 
of vo(t). Condition H4 states that the difference between the leader velocity ko(t) 
and its limiting values uF is bounded for t > 0 and H5 is a boundedness condi- 
tion on the leader acceleration. We note that HI-H5 hold uniformly in uI - uF , 
i.e., in p. Condition (H6) defines a relation between the given probability p, 
and the range of initial headways h, > h,O which are safe with at least probability 
p, . P is the known distribution function of T(W). 
The result states that for sufficiently small p that is, for sufficiently small 
changes in the leader velocity (which represents a reasonable behaviour of the 
leader), a follower chosen at random has a probability of at least p, of reacting 
safely in the sense of (10). 
3. PROOF OF THE THEOREM 
We first present the notation which we will employ. 
Introducing the normalized headway function 
W, w) - hF 
g(t, w) = -j-----h- 
F 
and the parameter 
equations (7) and (8) become 
j(t, w) = -VP-l log[l + (eU - l)g(t - T(W), w)] + W,(t), t > T(W); 
(11) 
g(t, W) = 1 + v 1“ [vo(t’) - l] dt’, 
* 0 
0 < t < T(W). 
(12) 
Equations (11) and (12) hold with probability P(A(t)) and 1 - P(A(t)) res- 
pectively. 
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To convert (11), (12) into an equivalent integral equation we introduce the 
function K(t, w), following [8], which is defined by the initial value problem: 
i(t, co) = vqt - T(W)), t>o 
h(t) = 0, t<o 
k(O) = 1. 
Letting p(w) = VT(W), h(t, W) has the integral representation [8] 
(13a) 
(13b) 
(14) 
where T(W) is a vertical line in the complex z plane lying to the right of all the 
roots of the denominator in (14). 
In what follows, we shall consider only those values of w in the set 
(15) 
For w E C, k(t, W) is absolutely integrable on [0, co) [cf. (14) and [8]]. Hence for 
each w E C it is possible to define the functions 
Gd,)(P(~)) = jny,., I WY WI dt’, n = 0, 1, 2, 3 ,... (16) 
which play an important role in the proof of the theorem. 
Now we prove several lemmas which will be used in the proof of Theorem 1. 
LEMMA 3. Let w E C. Then the equations (11) and (12) are equivalent to the 
integral equation 
=z k(t + T(W), co) + v .c’ z+,(t - t’) k(t’, OJ) dt’ 
+ lJ r”” {g(t - t’ - T(W), w) - p-l log[l + (eu - l)g(t - t’ - T(W))} 
1 h(t’, w) dt’, t 3 +J) (17a) 
and the initial condition (12): 
g(t, co) = 1 + v jt [v,(t’) - I] dt’, 0 < t < T(W). 
0 
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The integral equation (17a) has the alternate form 
= v,(t) - It d,(t - t’) h(t’ + T(W), w) dt’ 
0 
+ v r 
{g(t - T(W) - t’) - p-l log[l + (eU - l)g(t - T(W) - t’, w)> 
. h(t’, o) dt’, 
= F(g). 
Te derivative j(t, CO) satisfies the integral equation 
&, w) = v 1” d,(t - t’) h(t’, w) dt’ 
0 
+ v jb+) [I (eu; 1) . 1 
1 + (eU-- l)g(t- t’-3-(w) 1 
(17b) 
(18) 
- j(t - t’ - T(W)) h(t’, OJ) dt’, t 2 T(W) 
= q&g). 
Proof. We remark that when t > 7r/2v equation (17a), (17b), (18) hold with 
probability P(C) and when T(W) < t < 742~ they hold with probability P(t) 
where P(t) < P(C). Equation (12) holds with probability P(C) - P(t). 
We write equation (11) as follows: 
g(t, w) = -vg(t - T(W), w) 
$ v{g(t - T(w), W) - CL-l bid + (e” - 1) g(t - +J), w)] f vo(t)h 
t > T(W) 
or 
&, w) = -vg(t - T(W), QJ) + @(g(t - T(W), w), 2). 
Now using the solution formula of Theorem (3.7) in [8] we obtain 
g(t, co) = qt, w) + So’l”)&‘, w) h(t - t’, w> dt’ 
+ s:(y) Q(t’ - T(W), w), t’) h(t - t’, co) dt’. 
From (12) one has 
j(4 w) = q(t) - v, 0 < t < T(W), 
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inserting this and using (13a) one finally obtains the nonlinear integral equation 
(17a). Using (13a) in th e second term on the right side of (17a) and integrating 
by parts we obtain (17b). Finally differentiating (17a) with respect to t recalling 
that v,(O) = g(0) = 1 and in view of (13a) we obtain (18). 
LEMMA 4. Assume that v,,(t) satis@ (H3), (H4) let w E C and let g(t, W) 
satisfy 
I g(t, w) - v,(t)1 < 3 , t>o (19) 
where s(w) is a random variable such that 0 < s(w) < I for all w E C. Moreover let 
p take only the values 
where CL* is the smallest positive root of the equation 
H(p) = !yL - 1 + (e” - 1) V/2 
1 - s2(w) + (1 - S(W)) (e@ - 1) Y = ” 
Then g(t, u) satisfies 
1 g(t, W) - p-l log[l + (eu - 1) g(t, ~111 <&.b 4 I d4 w>I 
where 
,qp, s) = P - 1)/P] - 1 + s(w) 
1 - s(w) 
Proof. From (19) and (H3), (H4) one has 
We apply the mean value theorem to the function 
obtaining 
G(x) = x - p-l log[l + (e” - 1) X] 
where 
G(g(t, OJ>> = G(g(t, WI> - G(O) = W(w))& w> 
0 < y(w) < 1 
g(t, * 
We define the function L(p) by the expression 
(20) 
(21) 
(224 
(23)) 
(23) 
(24) 
(25) 
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for 
The maximum of 1 F(p, r(w))1 will clearly occur at an endpoint of (26). In fact 
it will occur at the left endpoint. To see this, we divide into two cases according 
as the quantity F(p, s(w)/(eu - I) -t- V) is osi ive or nonpositive. In the first p t 
case we form the difference D between the values of / F(p, r(w))1 at the right 
and left endpoints of (26) obtaining 
D = 2[1 - H(p)]. 
There exists CL* given by (21), such that D < 0 for 0 <CL < II* < co, and 
hence the max 1 F(p, r)i is obtained at the left endpoint of (26) for 0 < p < 
CL* < 00. In the second case the result is clear. 
Hence 
as in (22b). 
-Q) = I F(P, --s/e” - l)l =-&CL, s(w)) 
Estimating (24), in view of (23) 
I G(&, w>)l < max I F(cL, r)l I g I G max 1%~ Al I g I 
O<V/S<l -s(e~-l)<Ygsw-l)+V 
= w4 s) I g I ’ 
We now use the previous results to prove Theorem 1. 
Proof of Theorem 1. Throughout the proof we will consider only w E C. As a 
consequence k is absolutely integrable and the quatities KY,, in (16) are defined. 
From Lemma 2 one obtains 
where f (p) is strictly increasing on p > 0 and f(0) = 1. From (27) we see that 
the set C defined in (15) depends on CL, C = C(p), t.~ > 0. In particular C 
contracts as p increases. Moreover it is clear from (27) that there exists p1 > 0 
such that the set 
O<@<l, 
is contained in C(p) for all CL, 0 < p < ~~(0). The value of p,(e) is given by the 
equation 
1 - e-% = epl . (29) 
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Accordingly, for w E E. and 0 < p < p,(e) the functions K&(w)), PZ = 
0, 1, 2 ,...) are defined and uniformly bounded in w E EB . Hence there exists 
6 > 0 such that the expression 
hI 
y(u) = hI + AK0 (k!i$) 
satisfies 
6 < Y(w) < 1 - 6, WEE,. 
For the purpose of the present proof we choose the random variable s(w) 
as in Lemma 4 with the additional restriction that w E E, and 
6 < s(w) < Y(w) < 1 - 6. (30) 
Henceforth we take 0 < p < t~a = min(p*, &e)), where p* and p1 are as 
given in (21) and (29), and w E E, . 
We now use Lemma 3 to define a scheme of successive approximations: 
go@, w) = 0, t >/ 0; 
&+&, WI = ~kn(t, W))> t > T(W), 71 3 0 (3W 
g,+&, w) = 1 + v j-” [q,(f) - 11 dt’, 0 < t < T(W), n > 0. (31b) 
0 
The derivatives of the iterates j7E+l(t, W) are defined by 
&+&, w) = %5l(t, w), A& w)> (3~ 
&+I(4 w) = 4fJo,(t) - I>, 0 < t < T(W), n > 0. (32b) 
We shall show by induction that for w E E. there exists a number G such that 
for sufficiently small p all of the iterates g n+l(t, w), n > 0, satisfy the following 
properties: 
I A@, w)I 3 G, t 3 0. (33b) 
We can insure that the initial functions g,(t, w), 0 < t < T(W) satisfy (33a), 
(33b) by choosing p3 , 0 < pL3 < pup such that (cf. 31b) 
1 1 - uo(t) + v s,t (q,(f) - 1) dt’ / < --& , 0 < P < P3 1 0 < t < +J> 
(34) 
where 6 is as in (30). This is possible since the left hand of (34) is bounded 
409/69/z-16 
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uniformly in w E E, . Therefore by (30) one sees that (33a) is satisfied byg,(t, w) 
for 0 < t < T(W) and 0 < p < pa . 
In view of (32b) one can choose G,, > 0 sufficiently large that (33b) is also 
satisfied for 0 < TV < pa . 
We now show by induction that the g, satisfy (33a) for t > T(W), w E E, and 
sufficiently small p. For n = 0 we use (H4), (H5) and (16) to estimate (30a). We 
obtain 
Accordingly for g, to satisfy (33a), t > T(W) one must choose p such that 
(35) 
Now assuming that g, satisfies (33a) for t > T(W), w E E. , we use Lemma 4 
(which is permissible since t~s < CL*) and (H4) to estimate (33a). 
The function g,+i(t, W) will satisfy (33a) if p is chosen such that 
From the uniform boundedness of K in E. and from the continuity of L(p, s) 
with respect to p an s on 0 < p ,< pa , 6 < S(W) < 1 - 6 the left side of (36) 
attains a maximum. The function in brackets on the right side of (36) is continu- 
ous in p, 0 < t.~ < t~s , and 
From assumption (30) this quantity is less than one. Therefore in the limit as 
p--f 0 the right side of (36) approaches infinity while the left approaches a 
finite limit. Hence there exists a pa , 0 < pa < pa, such that (36) and therefore 
(35) are satisfied. Thus the iteratesg, satisfy (33a) for t > T(W) and 0 < p < ph . 
We now show by induction that the g, satisfy (33b) for t > T(W) and w E E, 
for sufficiently small p. We estimate (32a) for 0 < p < Jo: 
I &+&, w)I < BRISK, + max I FbL, gn)l j,‘,, I &(t’ - 7, w)l I k(t - t’, w)l dt’ 
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where F is defined in equation (25) and the maximum is taken over all g, satis- 
fying (33a). Thus 
For n = 0 (37) yields 
In order that g, satisfy (33b) for t > r w one must choose G, G 2 G,, such that ( ) 
vRVKo(p) < G. (38) 
Now assuming that g, satisfies (33b), the equation (37) yields 
Hence for g,+i to satisfy (33b), G must be chosen such that 
vRV&(p) + ~L(P, 4 W,(P) < G. (39) 
As before (30) insures the possibility of chasing G sufficiently large that (39) 
and therefore (38) are satisfied for all 0 < p < p4 and w E E, . Hence all of the 
g,(t, W) satisfy (33a), (33b) for al t and w c EB . 
From (32a), (32b) one sees that {g,(t, w)}, n 2 0 is uniformly bounded and 
equicontinuous for 0 < TV < t.~ . The theorem of Arzela-Ascoli then implies 
the existence of a continuous limit function g(t, W) to which a subsequence of the 
g,(t, w) which we again denote by {g,(t, w)} converges uniformly on every 
compact subset of [0, co). Therefore g(t, w) satisfies the integral equation (17a) 
and initial condition (12) (and hence equations (7), (8) by Lemma 3) for all 
w~E~andO<~<~~=t.+,. Moreover, this limit function is a safe solution 
in the sense of (10) since (33a) is also satisfied by g due to the uniform con- 
vergence of {gn}. 
Hence, for a given p, , 0 < p, < 1, the equation 
defines a unique value h, = h10 such that for h, > hro the equations (7), (8) are 
satisfied, with at least probability p, , by a safe solution g(t, CO) for 0 < p < 
Pa = PO 1 
This is the desired result. 
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4. THE RELATION BETWEEN THE “SAFE" SOLUTION OF STOCHASTIC TYPE 
AND “SAFE" SOLUTION OF THE DETERMINISTIC MODEL 
In this section we examine the relation between the “safe” solution as the 
variance of T(W) goes to zero and a “safe” solution of the average model. We 
will answer the question if it is possible to use a deterministic model for very 
small randomness of reaction time. 
We consider the following average model: 
Let ET(W) = ?. The non-linear delay differential equation for the average 
model (2) takes the form 
x1 = 1 
9io(t - i;) - kqt - b) ’ 
x&t - ?) - q;(t - Q) I ’ 
and for t < ? Eq. (3) rakes the form 
al(O) = x0(O) - h, 
a,(t) = UI, o<t<2. 
In terms of the headway function 
h(t) = x0(t) - q(t). 
t>i: (40) 
(4la) 
(4lb) 
From Lemma 2 one can show that if there exists a limit of h(t) then lim h(t) = 
h F’ 
Similarly as in the stochastic case we define a “safe” solution for the average 
model as one for which there exists numbers m, M such that 
0 < m < h(t) < M, t 30. (42) 
THEOREM 2. Suppose that HI-H5 are satisjied and also 
be satis$ed. Then there exists a CL,, > 0 such that for 0 < p < puo there exist a “safe” 
solution for the average model. 
The proof of this theorem is an analog the proof of Theorem 1. 
The normalized headway function for the average model is 
4t) - hF 
i+) = h, _ hF . 
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Using Lemma 3 we obtain that g(t) satisfies the integral equations (see Eqs. 
g(t) = W(K(t, T)) + v jt-” G(g(t - 7 - t’)) R(t’) dt’ = F@(t)), t > F (43) 
0 
where 
W(k(t, T)) = vo(t) - j” d,(t - t’) h(t’ + 5) dt’. 
0 
and the initial condition 
(44) 
g(t) = 1 + v j” [v,(t’) - l] dt’, O<t<?. (45) 
0 
Here k(t) is a solution of Eqs. (13a), (13b) for the average T(W), i.e., ?. 
For the relation between the stochastic model and the average model we 
consider the following theorem: 
THEOREM 3. Assume that Hl-H6 are satisjed and 
(H7) 
ThetZ 
i 
O” v,(t’) dt’ < A, A a positive constant. 
0 
&k(t, w) - cw2 -+ 0 
for all t > 0 and 0 < I* < I*~ . 
as Var(T(w)) ---f 0 ’ w 
For our proof of this theorem we use the following Lemma. 
LEMMA 5. Assume Hl-H7. Then there exists M > 0 such that 
.r om 1 g(t’)l dt’ < M. 
For the proof of this Lemma see the Appendix. 
Proof of Theorem 3. Let t < T and consider the sets 
c, = (w; T(W) > d > t) f-l c, c, = (w; t < T(W) < T) n c, 
c, = (0; T(W) < t < 7) n c. 
Let 
~cM4 WI - m2 
= (&l(g(t, WI - m2> WC,) + (-%,(& w> - g(t)“> P(G) (47) 
+ cw& WI - m2> P(G). 
In the sets C, , C, we have g(t, W) - g(t) = 0. 
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The set C, is contained in C’, where C, = {w; T(W) - i: / :a 7 - t}. 
Using the Chebyshev inequality we obtain 
P(C,) < P(C,) < var(r(w)) (r - t)2 . (48) 
Hence, 
for t < 7. 
EcMt, w> - sw + 0 as Var(T(w)) -+ 0 (49) 
For t > d we consider the sets 
D,c = {w; T(W> < t n t > F) n (w; 1 T(W) - 7 / < E} n C (504 
Dzf = (q T(W) < t n t > T) n {w; 1 T(W) - ? / > c} n C WI 
D, = (w; T(W) > t > I} fl c. 
Let t > 7 and consider 
w4 
From Chebyshev’s inequality we obtain that 
W,‘) -+ 0, P(D,) --f 0 as Var(r(w)) -+ 0. (52) 
From Theorems l-2 we have that g(t, w), g(t) are bounded and hence the 
second and third terms of the right hand of Eq. (51) approach zero as Var(r(w)) 
-+ 0. 
We will show that also EDIs(g(t, w) - g(t))2 -+ 0 as Var(r(w)) -+ 0. 
We will show that 
-q& w> - m2 -=I Ok) as Var(T(W)) + 0. (53) 
Let #(t) = (ED 4& w) - f(t) 2 1/2 > and use the notation llfli = {ED,,(f)2}1’2. 
From Schwarz’s mequality and Eqs. (17b) and (43), we obtain 
+ v iA-’ I/ G(g(t - T(W) - t’, w)) - G(g(t - ? - t’))ll . sup / k(t’, w)I dt’ 
DIE 
s 
t--r 
j-V (I k(t’, w) - k(t’)ll (&t - T - t’)) dt’ 
0 
+ v s,I:’ 1) G(g(t - T(W) - t’) k(t’, w)l] dt’. 
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The first term of inequality (54) on the right side is O(E) as Var(T(w)) + 0 since 
it is smaller than 
s t--i d,(t - t’) 11 k(t’ + T(W), w) - K(t’ + Q, w)ll dt’ 0 
+ Jy ti,(t - t’) I/ k(t’ + 7, w) - h(t’ + ?)I] dt’ (55) 
< sup 1 *(C)l (Var(T(w)))l/” jot-r uo(t - t’) dt’ + O(E) Jot-’ d,(t - t’) dt’ 
&D1( 
tie(t) is an integrable function from the assumptions H5 and H7. 
The second term is smaller than 
v max 1 G’(Y(w))~ !‘-‘I1 g(t - t’ - T(W)) - g(t - t’ - ?)I1 * sup / k(t’, w)I dt’ 
T~~ED~~ 0 UJEDf 
+ v max 1 G’(r(w))l Jot-’ II g(t - t’ - f) - g(t - t’ - ?)I] . sup 1 K(t’, w)I dt’. 
h+Df UJEDIC 
The first term of (56) goes to zero since j(t, w) is bounded and k(t’, w) is an 
integrable function. 
From Lemma 4 the third term is smaller than 
s 
t-T 
VE is 1 f(t - ? - t’)l 11 K(t’, w) - K(t’)ll dt’ (57) 
and from Lemma 5, g is an integrable function since the second factor isO 
for var(T(W)) -+ 0, we obtain that the third term is O(E) as v(T(W)) -+ 0. From 
the results on (55), (56), 57) we obtain 
where 
4(t) < O(E) + a (-‘#(t - F - t’) sup I k(t’, w)I dt’ 
Dl’ 
(58) 
a = v max ) G’(r(w))l . 
?‘bED1~ 
One can show from (58) and from the first part of our proof for t < 7, #(t) + 0 
as Var(T(W)) -+ 0, that 
VW) -==c O(4 as Var(T(W)) + 0. (59) 
Since o is arbitrary small we obtain 
E,l&(t, w) - i?tt))2+o as Var(T(W)) -+ 0. (60) 
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Using (51), (52), (60) we obtain that 
&(& WI - m2 - 0 as Var(T(w)) -+ 0 for t > ?. 
Thus completing the proof. 
DISCUSSION 
In this theorem we see that very “small” randomness in reaction time does not 
alter our conclusion on traffic behaviour using deterministic reaction time (the 
average). In other words we can use the determiniqtic model and get “safe” 
solutions in the deterministic model in the case of very “small” randomness in 
reaction time for all t > 0. 
APPENDIX 
Proof of Lemma 5. We consider the successive of approximations functions: 
is(t) = 0, t>O 
‘%+1(t) = WLW)~ t>s= 
and 
G.+1(t> = wa % t < 6. 
We will show that there exists G > 0 such that 
.r 7m Ign(t’)l dt’ < G. (61) 
We estimate (61) for 0 < p < p,, (pO defined in Theorems l-2) using Lemma 3 
(for the average model) and the assumption H4. 
/ &+&)I < 1 h(t + ?)I + vYL’ 1 h(t - t’)l dt’ + v IL v,(t’) / k(t - t’)I dt’ 
? 
+ ~L(P, s) j” I g,(t’ - 41 I h(t - t’)l dt’, t > T. 
? 
We rewrite this for -co < t < cc by employing the Heaviside function 
H(x) = I, x>,o 
= 0, x < 0. 
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Then 
= je W - 3 I &+&)I dt -co 
- jm H(t - ?) 1 h(t - ?)I dt + jm H(t - F) VA j’ I k(t - t’)/ dt’ dt - 
-02 -02 0 
+ jy jm H(t’ - s) vo(t’) H(t - t’) I k(t - t’)I dt’ dt 
--m --m 
+ vL(p, ??) jm jm H(t’ - T) I g,(t’ - T-)I H(t - t’) I K(t - t’)l dt’ dt 
--m --m 
= %T + VA j’jm 0 r-t 
1 h(s)/ ds dt’ + ja H(t’ - T) vo(t’) jm H(s) I K(s)1 ds dt’ -cc --m 
+ V&L, s) j@ H(t’ - f) I &(t’ - ?)I jm H(s) 1 R(s)/ ds dt’ 
-co --co 
where we have used (16) for the average model. Using (13a), (I 3b) and the 
assumption H7 we obtain 
We first take n = 0 in (62) 
Hence for & to satisfy (61), 9 must be chosen so that 
It follows from (45) that the functionsg,(t) are integrable on [0, -F] and we denote 
s or I i%(t)1 d  G 90 9 n > 1. (64) 
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Wow assuming that gn satisfies (61), (62) becomes, in view of (64) 
s 7Q I &+dO dt 
G -G(P) + y?yTQ + .x,(P)) + A&J(j) + q-h S) %(pJ (90 +9). 
Thus g,+i will satisfy (61) if 9 is chosen so that 
%(/q + y7WP + ,x,(P)) + AxJ(IJ) + qcL, S) &A(P) 9s+q -c 9. (65) 
As we proved in Theorem 1 the set g,(t), n > 0, is equicontinuous and uni- 
formly bounded. The Arzela Ascoli theorem then implies the existence of a 
continuous limit function g to which a subsequence of the E,, , which are again 
denoted by gn , converges uniformly on every compact subset of [0, co]. Hence 
It is clear that g satisfies the integral Eqs. (43) and (45). 
From (64), (66) we obtain that there exists M > 0 such that 
Q.E.D. 
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