The preexisting pairings ate, ate i , R-ate, and optimal-ate use q-expansion, where q is the size of the defining field for the elliptic curves. Elliptic curves with small embedding degrees only allow a few of these pairings. In such cases, efficiently computable endomorphisms can be used, as in [11] and [12]. They used the endomorphisms that have characteristic polynomials with very small coefficients, which led to some restrictions in finding various pairingfriendly curves. To construct more pairing-friendly curves, we consider μ-expansion using the Gallant-LambertVanstone (GLV) decomposition method, where μ is an arbitrary integer. We illustrate some pairing-friendly curves that provide more efficient pairing from the μ-expansion than from the ate pairing. The proposed method can achieve timing results at least 20% faster than the ate pairing.
I. Introduction
A pairing is a non-degenerate bilinear map from a product of two cyclic groups to another cyclic group. The pairing enables numerous protocols and schemes providing multifunctional security services. From the initial finding of efficient algorithms to compute the Tate pairing on elliptic curves [1] - [3] , pairing computation has significantly improved. Notable progress has come from using q, the size of the defining field, to represent the pairing rather than r, the size of the cyclic groups [3] . Hess and others [4] extended the idea in [3] , [5] to ordinary elliptic curves to introduce the ate pairing by specifying the cyclic groups with a q-th power Frobenius endomorphism π q , which are called pairing-friendly groups. Since then, many efficient pairings using q-expansion of a multiple of r, such as the ate i [6] , R-ate [7] , and optimal-ate [8] , have been proposed. An important consideration in the development of efficient pairings is the need to reduce the number of iterations in the Miller algorithm [9] . Vercauteren [8] introduced the concept that optimal pairing can be computed using at most 2 2 ( log )
where k is the embedding degree and ϕ is Euler's phi function.
pairing using an efficiently computable endomorphism on nonsupersingular (NSS) curves with the embedding degree k=2. The pairing is constructed by choosing λ as an integer of the form 2 i or 2 i +2 j and the prime r as a factor of λ 2 +λ+1. The λ is an eigenvalue for the efficient endomorphism on the NSS curves. By these selections, the pairing can be computed by (log 2 r)/2 iterations in the Miller algorithm, which is better than the optimal pairings. Ionica and Joux [12] extended Scott's method to other classes of curves with k=2, 4. They set λ as the same form of the integers in [11] and chose r as a factor of λ 2 +aλ+b for small integers a, b. Zhao and others [13] presented a variant of the Weil pairing using the endomorphisms on NSS curves with k=2. Galbraith and Scott [14] applied the GLV decomposition algorithm to speed up pairing computations. They determined which ate pairing was an optimal pairing and developed an improvement of exponentiations in pairingfriendly groups using the GLV decomposition algorithm. Therefore, we see that NSS curves with k=2 and the ate pairing-friendly curves provide efficient pairing computations.
However, not only are most pairing-friendly curves ate pairing-friendly curves but the characteristic polynomials have coefficients of variant size. Notably, for small embedding degrees, there are a few choices of the "ate" pairings since the length of q-expansion is bounded by k. Furthermore, there has only been known to be a small set of curves with efficiently computable endomorphisms in explicit formulae [15] . Scott's approach [11] on the NSS curves and Ionica-Joux's approach [12] require efficiently computable endomorphism and more conditions for the endomorphism: the characteristic polynomial of the endomorphism has small coefficients, the evaluation on the characteristic polynomial at an integer λ is a small multiple of a large prime number r and the Hamming weight of λ is extremely low. Therefore, it is not guaranteed for most pairingfriendly curves with small embedding degrees to satisfy the conditions for both λ and the endomorphism. In fact, lacking a large prime r to satisfy the conditions for a given λ resulted in [12] not providing new pairing-friendly curves to sufficiently satisfy the security level requirement.
In this paper, we alleviate the conditions for λ to find many pairing-friendly curves with small embedding degrees, which can have efficient pairings. We use Scott's approach, but we consider μ-expansion for a random integer μ instead of using endomorphisms. For an integer S that defines a pairing, we represent S as μ-expansion modulo r and define a new pairing with respect to μ (Theorem 1). To find the μ-expansion for a given S, we use the GLV decomposition algorithm [10] . Sica and others [16] analyzed the GLV algorithm for a given eigenvalue of an endomorphism. However, we observe that the proof in [16] does not involve "endomorphism," and we conclude that the GLV algorithm works for any integer μ without endomorphisms (Lemma 2). The GLV decomposition algorithm is adopted in modifying the Cocks-Pinch [17] method to construct pairing-friendly curves that have effective representation of S with respect to μ (Theorem 2).
We focus on the curves with k=4, which have only the ate pairing by q-expansion. For the cases in which the ate pairing is not optimal, we propose to improve the ate pairing computation on those curves. The performance of the proposed pairing depends on the hamming weight of μ (Lemma 1). Since μ can be any integer to define the pairing, we choose the best μ so that the pairing with respect to μ provides efficient performance. We give some pairing-friendly curves (Table 1) , which have μ with the lowest Hamming weight, such as μ = 2 i , and a subgroup of large prime order r. The ate pairing and the new pairing by μ-expansion are implemented on the given example curves. The new pairing is shown to be at least 20% faster than the ate pairing.
The rest of this paper is organized as follows. Section II recalls the necessary background of pairings and the GLV decomposition algorithm. In section III, we suggest a new pairing representation and an algorithm to construct an elliptic curve which makes the new pairing efficient on the curve. Section IV explores examples and experiment results. Section V contains a summary of our results and concluding remarks.
II. Preliminaries
Let , then the curve is a pairing-friendly elliptic curve (for a detailed definition, see [5] ). The parameters for pairing-friendly elliptic curves are (r, t, q).
Pairings
For [ ] P E r ∈ and integer m, let f m, P be a function with divisor div(f m, P )=m(P)-(mP)-(m-1) (O), where O is the point at infinity. Then, the Tate pairing is defined as
, ,
The reduced Tate pairing is defined as Recall the pairings by q-expansion from [10] , [12] , [13] , [16] . Let π q be the Frobenius endomorphism:
:
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One can define a general form of "ate" pairing with the vector c for 1 2 ,
optimal-ate pairing: +aλ+b=ur, for small integers a, b. They chose λ as Scott did and were able to provide more pairing-friendly curve parameters due to the freedom of choice for a and b. However, the parameters, especially r, did not satisfy the security level requirement. The pairing functions in [9] , [16] are defined as
where Φ is an efficiently computable endomorphism with X 
GLV Decomposition
In [10] , Gallant and others proposed the GLV method, in which an integer is decomposed to accelerate the scalar multiplication of elliptic curves with efficiently computable endomorphisms. The method involves choosing an efficiently computable endomorphism, Φ, and computing nP for [ ] P E r ∈ as 1 2 ( ) , n P n P Φ + where 1 2 mod n n n r λ ≡ + and λ is an eigenvalue of Φ modulo r. The GLV decomposition method is described in Algorithm 1. Gallant and others claimed that for all , n ∈ Z there exist 1 2 , n n ∈ Z such that 1 2 ,| | n n r ≤ without proof. Later, Sica and others [16] 
.
. 
III. Pairing Using GLV Decomposition
In this section, we suggest using the pairing representation µ-pairing along with a variation of the Cocks-Pinch method to construct an elliptic curve that makes the µ-pairing efficient.
µ-Pairing
Let q be a power of prime and r be a prime factor of #E(F q ) for an elliptic curve E. Pairing computation can be improved by q-expansion or λ-expansion for the multiple of r, where λ is an eigenvalue of an endomorphism on E [r] . The pairings by qexpansion have "ate" in their names, such as ate, ate i , R-ate, and optimal-ate. When the embedding degree is small, there are few choices for the various pairings as discussed in subsection II.1. The λ-expansion improves the pairing computation when the endomorphism is efficiently computable and its characteristic polynomial has small coefficients. Therefore, if the embedding degree is small or there is no efficiently computable endomorphism, a different approach is required to improve pairing computations.
In this subsection, we take a random integer, µ, and consider µ-expansion. For integer S, which defines a pairing, we represent S as µ-expansion modulo r. The pairing given by S using µ-expansion is called the µ-pairing.
k L q r = − Let µ be an integer with gcd(r, µ)=1. Assume that for integer S, f S,Q (P) relates to the reduced Tate pairing e(Q, P) as
for an integer L′ with . r L′ Let S 1 , S 2 be integers such that 1 2 , ,
S S S
From (2) 
where
) is the normalized rational function such that div(G A,B )=(A)+(B)-(A+B)-(O) for ,
A B∈ E and the point at infinity O.
The computation of (3) requires the Miller algorithm to be performed twice for the scalars S 2 and µ with the same points P and Q. This enables the saving of one repetition of the algorithm by computing them simultaneously, which we call the simultaneous Miller (simMiller) algorithm. We illustrate simMiller in Algorithm 2. Note that the steps 5, 6, 9, 10, 12, and 13 of Algorithm 2 are similar since each consists of three field (4) . Therefore, the computational cost of step 3 is The total cost to compute , ( )
Return f.
Let S be T=q mod r, which is the integer to define the ate pairing. Then, the µ-pairing is the µ-representation of the ate pairing. When q mod r is as large as r, then the computational cost of the ate pairing is as much as that of the Tate pairing. To improve pairing computation, we suggest the following condition for the parameters of µ-pairing. Corollary 1. For the integers T and r, let S 1 , S 2 , µ be the integers such that 
T S S
then we can obtain a faster pairing computation for the ate pairing using Algorithm 3. To find the two integers S 1 , S 2 satisfying C2, we adopt the GLV decomposition algorithm [10] , as described in Algorithm 1. Originally, the input λ for the GLV decomposition algorithm is chosen as an eigenvalue of an endomorphism of E. We observe that the GLV decomposition algorithm and the proof for a bound in [16] do not depend on whether λ is an eigenvalue of an endomorphism of E. The results in [10] and [16] are summarized here, using this work's terminology. Then, for all S ∈ Z , there exist 1 2 , S S ∈ Z such that Proof. Refer to [16] . Remark 2. In [11] , [14] , the polynomial X 2 +aX+b is the characteristic polynomial of an endomorphism on an ordinary elliptic curve. This means that the discriminant of X 2 +aX+b should be a negative integer. However, since the GLV decomposition algorithm works for any µ satisfying the conditions in Lemma 2, we do not have the restriction on the discriminant. Therefore, the choice of a, b becomes more flexible.
To construct pairing-friendly elliptic curves satisfying C1, C2, C3, and C4, we propose Algorithm 4, which is a modification of the Cocks-Pinch method.
Theorem 2. Let µ, k > 1 be an integer and D be a square free positive integer. Then, Algorithm 4 outputs the pairing-friendly parameters (r, t, q) and µ-pairing parameters (S 1 , S 2 ) for the ate pairing, which satisfy C1, C2, C3, and C4.
Proof. The values (r, t, q) are computed by the Cocks-Pinch method [17] , [18] , and it is thus enough to check the conditions C1, C2, C3, and C4:
C1 3. Set z be a k-th primitive root of unity in Z/rZ.
4. Set t'=z+1.
6. Select , y t ∈ Z such that t≡t' mod r and y≡y' mod r. 
IV. Examples
This section examines examples for pairing-friendly curves that provide efficient ate pairings using µ-pairing computations.
To search the examples, we implement Algorithm 4 using MAGMA [19] .
Scott [11] and Ionica and Joux [12] took D=1, 3, where an efficiently computable endomorphism is defined. This endomorphism is as efficient as the Frobenius endomorphism. As in [4] , [9] , the inputs D, µ, k for Algorithm 4 are set as follows:
In [4] , [9] , the integer μ plays a role as an eigenvalue of the efficient endomorphism, which causes some restrictions in choosing the prime r. This is because r is taken as the largest prime divisor of μ 2 +aμ+b for some integers a, b, which are chosen as (a, b)=(1, 1) or small integers so that X 2 +aX+b is the characteristic polynomial of the efficient endomorphism. To recover from this restriction, instead of using the endomorphism to represent the ate pairing, we use the GLV decomposition algorithm as taking an irreducible polynomial X 256 among the integers.
In step 7, we set T=t-1 to obtain a decomposition S 1 and S 2 such that 1 2 mod T S S r μ ≡ + for the ate pairing integer T. We check the Hamming weight of t, which will be the trace of the Frobenius endomorphism on the desired curve. If t has a low Hamming weight, then steps 8 and 9 can be skipped since the ate pairing can be efficiently computed with the original form f T,Q . However, if t has a large Hamming weight, then we go to step 8 and check the condition in step 9. While we find examples using Algorithm 4, we give a stricter condition for step 9, such as hw(S 1 ), hw(S 2 ) < 10.
Consequently, among the 880 prime numbers for r, we find nine curves satisfying the Hamming weight condition, hw(S 1 ), hw(S 2 ) < 10. In Table 1 , we provide nine pairingfriendly elliptic curves obtained by GLV decomposition and the parameters for the µ-pairings. The curves have hw(S 1 )≤6 and hw(S 2 )=1. Notably, hw(S 1 )=1 provides an efficient µ-pairing computation since the value S 1 is used for the exponentiation in Algorithm 3 to compute the µ-pairing.
We use MAGMA for all the computations in this paper. Table 2 lists the timing complexities of the pairing computations for the ate pairing and the µ-pairing. All the timing results are in milliseconds. The µ-pairing improves the overall timing by more than 20% compared with the ate pairing.
V. Conclusion
In this paper, we constructed pairing-friendly curves with small embedding degrees using a modified Cocks-Pinch method. We improved the ate pairing using μ-expansion for t-1 instead of q-expansion when the embedding degree was 4. We suggested many pairing-friendly elliptic curves with a special integer, including µ=2 i , hw(S 1 )=1, and hw(S 2 )≤6. The μ-pairing improved the overall timing by more than 20% compared with the ate pairing. However, a relationship among Hamming weights for T, S 1 , and S 2 was not found. Future works will aim to find conditions for T to obtain S 1 , S 2 with low Hamming weights.
