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Työssä on käsitelty monitavoiteoptimointia yleisesti, erilaisia monitavoiteop-
timointiongelmien ratkaisumenetelmiä, sekä erityisesti NIMBUS-menetelmän
hyödyntämistä ongelmanratkaisussa.
Työssä on käsitelty aluksi monitavoiteoptimoinnin keskeisiä käsitteitä sekä
optimointiongelmien muotoa ja ratkaisua. Tämän jälkeen on esitelty erilaisia mo-
nitavoitteisten optimointiongelmien ratkaisumenetelmiä. Ratkaisumenetelmät on
jaoteltu neljään osaan riippuen siitä, millaisessa roolissa päätöksentekijä ratkai-
suprosessissa on. Jokaisesta menetelmäosasta on valittu yksi ratkaisumenetelmä,
jonka toimintaperiaate on esitetty. Ratkaisumenetelmistä on nostettu esille erityi-
sesti NIMBUS-menetelmä, jonka toimintaperiaate on esitetty tarkemmin ja jonka
avulla on ratkaistu monitavoiteoptimointiongelma.
Työssä on lisäksi esitetty sovelluksia, joissa NIMBUS-menetelmää on hyödyn-
netty. Aiheeksi on valittu paperin valmistukseen liittyvät monitavoiteongelmat,
joista toinen kuvaa paperikoneen vedenjakeluongelmaa ja toinen paperintuotanto-
ongelmaa. Molempien monitavoiteoptimontiongelmien ratkaisussa päätöksentekijä
on ollut keskeisessä roolissa.
Asiasanat: monitavoiteoptimointi, optimointimenetelmä, NIMBUS-menetelmä,
paperikone, paperintuotanto.
Sisältö
1 Johdanto 3
2 Monitavoiteoptimointitehtävistä 4
2.1 Peruskäsitteitä . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Monitavoiteoptimointiongelma . . . . . . . . . . . . . . . . . . 4
2.3 Monitavoiteoptimointiongelman ratkaisu . . . . . . . . . . . . 5
2.4 Pareto-optimaalisuus . . . . . . . . . . . . . . . . . . . . . . . 6
3 Monitavoiteoptimointitehtävien ratkaisumenetelmiä 9
3.1 Päätöksentekijän mielipidettä ei huomioida . . . . . . . . . . . 10
3.1.1 Globaalin tavoitteen menetelmä . . . . . . . . . . . . . 10
3.2 Päätöksentekijän mielipiteet huomioidaan etukäteen . . . . . . 11
3.2.1 Painokerroinmenetelmä . . . . . . . . . . . . . . . . . . 11
3.3 Päätöksentekijän mielipiteet otetaan huomioon jälkikäteen . . 12
3.3.1 Rajoiteyhtälömenetelmä . . . . . . . . . . . . . . . . . 12
3.4 Interaktiiviset menetelmät: päätöksentekijän ja ratkaisumene-
telmän välistä vuorovaikutusta . . . . . . . . . . . . . . . . . . 13
3.4.1 ISWT (Interactive Surrogate Worth Trade-Oﬀ) . . . . 14
4 NIMBUS 15
4.1 NIMBUS-menetelmä yleisesti . . . . . . . . . . . . . . . . . . 15
4.1.1 NIMBUS-menetelmän keskeisiä käsitteitä . . . . . . . . 15
4.2 NIMBUS-menetelmän aputehtävät . . . . . . . . . . . . . . . 16
4.3 NIMBUS-algoritmi . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4 Yksinkertaisen optimointiongelman ratkaisu . . . . . . . . . . 20
4.4.1 Optimointiongelman ratkaisu erilaisilla luokittelutie-
doilla . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5 Monitavoiteoptimoinnin hyödyntäminen paperin valmistuk-
sessa 28
5.1 Paperikoneesta . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2 Monitavoiteoptimointi ja paperikone . . . . . . . . . . . . . . 29
6 NIMBUS-menetelmä paperinvalmistuksessa 30
6.1 Vedenjakeluongelman asettelu . . . . . . . . . . . . . . . . . . 30
6.1.1 Ongelmaratkaisuprosessi . . . . . . . . . . . . . . . . . 31
1
6.2 Paperintuotanto-ongelma . . . . . . . . . . . . . . . . . . . . . 33
6.2.1 Ongelmanratkaisuprosessi . . . . . . . . . . . . . . . . 34
7 Päätelmät 36
Kirjallisuutta 37
2
1 Johdanto
Useimmat todelliset päätöksentekotilanteet koostuvat monista eri tavoitteis-
ta, joiden väliltä halutaan löytää paras mahdollinen ratkaisu. Tavoitteet saat-
tavat olla keskenään ristiriitaisia ja päätöksen syntymiseen vaikuttavat vah-
vasti päätöksentekijän omat mieltymykset ja arvotusjärjestelmät. Esimer-
kiksi yrityksen logistiikan suunnittelussa tulee ottaa huomioon sekä tuotteen
kuljetuksen kustannukset että mahdollisimman ripeä aikataulu. Tuote halu-
taan toimittaa asiakkaalle mahdollisimman edullisesti, mutta samaan aikaan
myös mahdollisimman nopeasti. Jos yritys valmistaa esimerkiksi pihakeinu-
ja, tulee myös niiden valmistuksessa optimoida monia eri tavoitteita. Tavoit-
teena voi olla esimerkiksi tuotantokustannusten ja tuotantoajan minimointi,
sekä laadukkuuden ja ulkonäön maksimointi. Tällaisien monista eri tavoit-
teista koostuvien ongelmien ratkaisua kutsutaan monitavoiteoptimoinniksi.
Monitavoiteoptimointitehtävissä kohdefunktioita on enemmän kuin yksi,
jolloin optimiratkaisu ei ole yksikäsitteinen, kuten yhden tavoitefunktion ta-
pauksissa. Monitavoiteoptimoinnissa myös esimerkiksi päätöksentekijän mie-
lipide voi vaikuttaa lopputulokseen. Onkin olemassa eri tyyppisiä monita-
voiteoptimointimenetelmiä sen mukaan, millaisessa roolissa päätöksentekijä
niissä on. Joissakin menetelmissä päätöksentekijän mielipidettä ei oteta ol-
lenkaan huomioon, kun taas joissakin tapauksissa päätöksentekijä on ratkai-
suprosessin kanssa jatkuvassa vuorovaikutuksessa. Erilaiset monitavoiteopti-
mointitehtävien ratkaisumenetelmät ovat keskeisiä yhteiskunnan toimivuu-
den ja kehityksen kannalta.
Tässä työssä käsitellään monitavoiteoptimointia yleisesti ja käydään läpi
erilaisia monitavoiteoptimointiongelmien ratkaisumenetelmiä. Esitellyt me-
netelmät on valittu siten, että menetelmät ovat päätöksentekijän roolin kan-
nalta erilaisia. Työssä syvennytään erityisesti NIMBUS-menetelmään, jos-
sa päätöksentekijä on jatkuvasti mukana ratkaisuprosessissa. Menetelmän
avulla ratkaistaan monitavoiteoptimointiongelma kahdessa eri tapauksessa,
jolloin pystytään tuomaan esille päätöksentekijän vaikutus saatuihin rat-
kaisuihin. Lisäksi esitellään muutama paperinvalmistukseen liittyvä monita-
voiteoptimointiongelma, joiden ratkaisussa on myös hyödynnetty NIMBUS-
menetelmää.
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2 Monitavoiteoptimointitehtävistä
2.1 Peruskäsitteitä
Aluksi esitellään muutamia optimoinnin keskeisiä termejä ja käsitteitä, jotka
esiintyvät tekstissä myöhemmin, ja joiden pohjalta optimointiongelmat
muodostetaan.
- Muuttujien arvo optimitilanteessa halutaan selvittää.
- Kohdefunktio kuvaa tavoitetta, jota halutaan minimoida tai maksimoida.
Kohdefunktio ilmoittaa, kuinka optimoitava suure lasketaan muuttujien
avulla.
- Rajoitteet määrittävät sallitun alueen S, jolta ratkaisun tulee löytyä.
-Hyötyfunktio on eri tavoitteiden reaaliarvoinen funktio.
- Trade-Oﬀ kuvaa kohdefunktioiden arvojen välistä suhdetta/ tasapainoa;
kun jonkin kohdefunktion arvo laskee, se mahdollistaa jonkin toisen kohde-
funktion arvon nousun (ja päinvastoin).
- Päätöksentekijä on henkilö, joka voi kertoa ristiriitaisiin tavoitteisiin
liittyvää tietoa mieltymyksistään, ja voi siten vaikuttaa omien arvojensa,
mielipiteidensä ja päätöstensä kautta ongelman ratkaisuun. Matemaattisesti
kaikki saadut ratkaisut ovat yhtä hyviä, joten tällöin tarvitaan päätöksente-
kijä valitsemaan niiden joukosta parhaat ratkaisut.
2.2 Monitavoiteoptimointiongelma
Monitavoiteoptimointiongelma voidaan esittää seuraavasti:
minimoi f(x) = ff1(x); f2(x); :::; fk(x)g
rajoituksin x 2 S
missä
x 2 Rn on n:stä muuttujasta xi koostuva muuttujavektori
fi on kohdefunktio (i = 1; :::; k)
k on kohdefunktioiden lukumäärä (monitavoiteoptimoinnissa näitä on aina
enemmän kuin yksi, k  2)
S on sallittu alue.
Rajoitteet voidaan esittää esimerkiksi seuraavasti:
S = fx 2 Rn j g(x)  0g;
missä g(x) = (g1(x); :::; gm(x))T [5].
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Kuva 1: Esimerkin 1 sallittu alue.
Esimerkki 1
minimoi f1 = x
f2 = y
rajoituksin  x  y + 2  0
x  y   2  0
y   x  2  0;
x  0; y  0
Kuvasta 1. nähdään, että tavoite f1 saavuttaa minimiarvonsa pisteessä
(0; 2). Tavoite f2 taas saavuttaa miniminsä pisteessä (2; 0).
Tällöin ongelmalle ei ole olemassa ratkaisua, jossa kumpikin kohdefunk-
tio saavuttaisi minimiarvonsa. Tällaisessa tilanteessa voidaan hyödyntää
esimerkiksi päätöksentekijän mieltymyksiä ja arvojärjestyksiä. [4]
2.3 Monitavoiteoptimointiongelman ratkaisu
Monitavoiteoptimointiongelmissa parasta ratkaisua ei yleensä löydetä vain
optimointimenetelmien avulla, vaan lisäksi tarvitaan myös psykologisia kei-
noja. Optimoinnilla saadaan ratkaistua ongelmasta osa, ja loput jää päätök-
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sentekijän ratkaistavaksi. Paras ratkaisu riippuu siis paljolti päätöksenteki-
jän omista mieltymyksistä ja arvoista. Jotkut arvostavat esimerkiksi enem-
män määrää ja toiset laatua. Tällöin saman ongelman paras ratkaisu saattaa
vaihdella sen mukaan, millaisia mieltymyksiä päätöksentekijällä on. Opti-
mointimenetelmillä voidaan kuitenkin määritellä ratkaisujen joukko, joista
päätöksentekijä voi valita itselleen parhaan. Tätä joukkoa kutsutaan Pareto-
optimaalisten ratkaisujen joukoksi.
Monitavoiteoptimoinnissa kohdefunktioita voidaan pitää optimaalisina,
mikäli yhtäkään niiden komponenteista ei voida parantaa ilman, että ainakin
yksi muista komponenteista huononee. Kutakin kohdefunktiota minimoivaa
kohdevektoria kutsutaan ideaaliseksi kohdevektoriksi. Ideaalisen kohdevekto-
rin komponentit z?i 2 Rk, i = 1; :::; k saadaan minimoimalla jokaista kohde-
funktiota erikseen rajoitteiden mukaan. Ideaalinen kohdevektori olisi monita-
voiteoptimointiongelman ratkaisu, mutta koska tavoitteiden välillä on tavalli-
sesti ristiriitoja, eivät komponenttien optimit yleensä löydy samasta pistees-
tä. Tällöin näille tehtäville on siis määriteltävä muita ratkaisujen määrittely-
ja valintakeinoja. Ideaalista kohdevektoria voidaan kuitenkin pitää kiintopis-
teenä, jota kohti tavoitellaan. Lisäksi ideaalisen kohdevektorin komponenteis-
ta saadaan Pareto-optimaalisen joukon alarajat jokaiselle kohdefunktiolle. [8]
Pareto-optimaalisuus on keskeinen käsite monitavoiteoptimoinnissa [6].
2.4 Pareto-optimaalisuus
Määritelmä 2.1. Piste x 2 S on Pareto-optimaalinen, jos ei ole olemassa
toista sallittua pistettä x 2 S siten, että fi(x)  fi(x) kaikilla i = 1; :::; k ja
fj(x) < fj(x
) ainakin yhdellä indeksin j arvolla. Kohdevektori z = f(x) 2
Z = f(S) on Pareto-optimaalinen kohdefunktioavaruudessa, jos sitä vastaava
piste x 2 S on Pareto-optimaalinen muuttuja-avaruudessa.
Pareto-optimaalisten pisteiden joukkoa kutsutaan Pareto-optimaaliseksi
joukoksi. Kuvassa 2. on esitetty esimerkki muutuja-avaruudesta S ja sitä vas-
taavasta kohdefunktioavaruudesta Z on esitetty esimerkki kuvassa 3. Mää-
ritelmän 2.1 mukaan kohdevektori z 2 Z on Pareto-optimaalinen kohde-
funktioavaruudessa, jos sitä vastaava piste x 2 S on Pareto-optimaalinen
muuttuja-avaruudessa. [5]
Pareto-optimaalisessa pisteessä mikään kohdefunktio ei voi saada pienem-
pää arvoa, kuin ideaalisen kohdevektorin komponentti. On mielekästä pu-
hua pienemmistä arvoista, sillä Pareto-optimaalisten joukkojen ylärajojen
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arviointi on paljon haastavampaa. [5]
Pareto-optimaalisen joukon alarajat ovat mahdollisia ideaaliselle kohde-
vektorille z? 2 Rk.
Määritelmä 2.2. [6] Ideaalisen kohdevektorin z? 2 Rk komponentit z?i saa-
daan minimoimalla jokaista kohdefunktiota rajoitteiden mukaisesti.
minimoi fi(x)
rajoituksin x 2 S;
kaikilla i = 1; :::; k
Vektoria, joka saa parempia arvoja kuin z?, kutsutaan utopistiseksi koh-
devektoriksi z??.
Määritelmä 2.3. [6] Utopistisen kohdevektorin z?? 2 Rk komponentit z??i
muodostetaan ideaalisen kohdevektorin avulla:
z??i = z
?
i   "i
kaikilla i = 1; :::; k. Muuttuja z?i on ideaalisen kohdevektorin komponentti ja
"i > 0 on pieni skalaari.
Pareto-optimaalisten ratkaisujen joukon ylärajat muodostavat nadir-
kohdevektorin znad. Todellista nadir-kohdevektoria on vaikeaa laskea, joten
usein viitataan vektorin znad approksimoituun arvoon. [6] Tarkan laskume-
netelmän sijaan nadir-kohdevektorin arvo voidaan arvioida käyttämällä niin
sanottua pay oﬀ -taulukkoa [5].
Pareto-optimaalisen joukon lisäksi on olemassa heikosti Pareto-
optimaalisten pisteiden joukko. Kohdevektori on heikosti Pareto-
optimaalinen, jos ei ole olemassa toista kohdevektoria, jonka kaikki
komponentit saisivat parempia arvoja. Pareto-optimaalisten pisteiden jouk-
ko on heikosti Pareto-optimaalisten pisteiden osajoukko, joten heikosti
Pareto-optimaalisten pisteiden joukko on yleensä liian suuri ollakseen kovin
käytännöllinen. Heikosti Pareto-optimaalisia pisteitä on kuitenkin usein
helpompi generoida kuin Pareto-optimaalisia pisteitä. [6]
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Kuva 2: Muuttuja-avaruuden sallittu joukko S.
Määritelmä 2.4. [5] Piste x 2 S on heikosti Pareto-optimaalinen, jos ei
ole olemassa toista sallittua pistettä x 2 S siten, että fi(x) < fi(x) kaikilla
i = 1; :::; k. Kohdevektori z 2 Z on heikosti Pareto-optimaalinen, jos sitä
vastaava sallitun alueen piste x 2 S on heikosti Pareto-optimaalinen.
Koska vektoreita ei voida järjestää, voidaan kaikkia Pareto-optimaalisen
joukon ratkaisuja pitää matemaattisessa mielessä yhtä toivottuina. Tämän
vuoksi tarvitaan päätöksentekijä tunnistamaan parhaat ratkaisut saadusta
ratkaisujoukosta. [8]
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Kuva 3: Kohdefunktioavaruus ja sallittu kohdealue Z. Tummennettu osa vii-
vasta kuvaa Pareto-optimaalista joukkoa.
3 Monitavoiteoptimointitehtävien ratkaisume-
netelmiä
Monitavoiteoptimointiongelmien ratkaisut perustuvat yleensä yksitavoittei-
sen optimoinnin menetelmien hyödyntämiseen. Monitavoiteongelmat muoka-
taan tehtävätyypistä riippuen erilaisin keinoin yksitavoiteongelmiksi. Lisäksi
menetelmätyypit eroavat toisistaan siinä, millaisessa roolissa päätöksentekijä
niissä on. Päätöksentekijän rooli monitavoiteongelmissa on merkittävä, sillä
juuri päätöksentekijän arvioitavana on, miten hyvä matemaattinen ratkaisu-
menetelmä on. Pelkästään matemaatikon mielestä hyvä ratkaisumenetelmä
ei suinkaan siis takaa, että menetelmä on hyvä ja käyttökelpoinen. Toki myös
tilanne, jossa päätöksentekijä ja matemaatikko ovat sama henkilö, on mah-
dollinen.
Seuraavaksi esitellään neljä erilaista monitavoiteoptimoinnin menetelmä-
luokkaa, joissa päätöksentekijä osallistuu ratkaisuprosessiin erilaisin tavoin.
Lisäksi esitellään kustakin menetelmästä esimerkki, jossa on käytetty jotakin
menetelmäluokkaan kuuluvaa ratkaisumenetelmää.
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3.1 Päätöksentekijän mielipidettä ei huomioida
Ensimmäisessä kategoriassa päätöksentekijän mielipidettä ei huomioida, eikä
päätöksentekijää näin ollen tarvita. Tällaisissa tapauksissa eri tavoitteille ei
siis anneta erilaisia painoarvoja, vaan jokainen kohdefunktio on yhtä tärkeä.
Yritetään löytää siis ratkaisu, jossa kaikki tavoitefunktiot saavat mahdolli-
simman pieniä arvoja.
3.1.1 Globaalin tavoitteen menetelmä
Globaalin tavoitteen menetelmissä on ensin muodostettava jotenkin globaa-
li tavoite, jota sitten minimoidaan. Useimmiten minimoidaan etäisyyttä re-
ferenssipisteen ja sallitun kohdealueen välillä. Kaikkia kohdefunktioita pi-
detään tässä menetelmässä saman arvoisina. Tehtävän ratkaisua varten on
löydettävä sopiva yksitavoitteisen optimoinnin menetelmä. Seuraavassa rat-
kaisumenetelmässä ideaalista kohdevektoria käytetään referenssipisteenä ja
mittaukseen käytetään Lp-metriikkaa:
minimoi (
Pk
i=1 jfi(x)  z?i jp)
1
p
rajoituksin x 2 S; (1)
missä 1 6 p 61.
Erilaisilla p:n valinnoilla voidaan tuottaa erilaisia ratkaisuja. Kun p = 1,
saadaan Tsebysevin metriikka, jonka ratkaisut ovat heikosti Pareto-
optimaalisia. [5]
Lause 3.1. [6] Tehtävän (1) ratkaisut ovat Pareto-optimaalisia, kun 1  p <
1.
Todistus. Olkoon x 2 S ongelman (1) ratkaisu, kun 1 6 p <1.
Oletetaan, että x ei ole Pareto-optimaalinen. Tällöin on olemassa sellainen
piste x 2 S, jolla fi(x)  fi(x) kaikilla i = 1; :::; k ja fj(x) < fj(x) ainakin
yhdellä indeksin j arvolla.
Tällöin (fi(x) z?i )p  (fi(x) z?i )p kaikilla i ja (fj(x) z?j )p < (fj(x) z?j )p.
Nyt saadaan
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kX
i=1
(fi(x)  z?i )p <
kX
i=1
(fi(x
)  z?i )p
Kun epäyhtälön molemmat puolet kohotetaan potenssiin 1=p, saadaan epäyh-
tälö, jonka mukaan on olemassa ratkaisua x pienempi ratkaisu x. Saadaan
ristiriita oletuksen kanssa, jonka mukaan x on ongelman (1) ratkaisu. Voi-
daan siis todeta, että ratkaisu x on Pareto-optimaalinen.
3.2 Päätöksentekijän mielipiteet huomioidaan etukä-
teen
Tässä kategoriassa päätöksentekijä miettii jo etukäteen eri kohdefunktioille
painoarvot, joiden avulla voidaan määrittää kohdefunktioiden tärkeysjärjes-
tys. Sitten matemaatikko etsii annettujen tietojen ja arvojen pohjalta par-
haan mahdollisen ratkaisun. Tässä menetelmässä tilanne on paras, kun pää-
töksentekijä on tietoinen paremmuuksista ja niiden vaikutuksista lopputulok-
siin. Tällöin päätöksentekijä ei joudu tekemään valintoja ikäänkuin sokkona.
3.2.1 Painokerroinmenetelmä
Painokerroinmenetelmässä kaikille kohdefunktioille fi määrätään painoker-
roin wi > 0 (i = 1; :::; k) ja ratkaistaan seuraava tehtävä:
minimoi
Pk
i=1wifi(x)
rajoituksin x 2 S; (2)
missä wi > 0 kaikilla i = 1; :::; k ja
Pk
i=1wi = 1.
Painokerrointen avulla saadaan määriteltyä kohdefunktioille tärkeysjär-
jestys. [5]
Lause 3.2. [6] Painokerrointehtävän (3) ratkaisu on Pareto-optimaalinen,
jos wi > 0 kaikilla i = 1; :::; k.
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Todistus. Olkoon x 2 S vain positiivisia painokertoimia sisältävän paino-
kerrointehtävän ratkaisu. Oletetaan, että ratkaisu ei ole Pareto-optimaalinen.
Tällöin on olemassa ratkaisu x 2 S jolla fi(x)  fi(x) kaikilla i = 1; :::; k,
ja epäyhtäsuuruus on aito ainakin yhdellä indeksin j arvolla.
Koska wi > 0 kaikilla i = 1; :::; k, saadaan että
Pk
i=1wifi(x) <
Pk
i=1wifi(x
).
Tällöin saadaan epäyhtälö, jonka mukaan on olemassa ratkaisua x pienempi
ratkaisu x. Saadaan ristiriita oletuksen kanssa, jonka mukaan x on tehtävän
(3) ratkaisu. Ratkaisun x on siis oltava Pareto-optimaalinen.
Mikäli painokertoimia varioidaan, saadaan tuotettua vielä erilaisia
Pareto-optimaalisia ratkaisuja. Painokertoimien suuruuksien lisäksi paino-
kerrointehtävien ratkaisussa tulee muistaa kohdefunktioiden skaalaus, jotta
painokertoimet toimivat halutusti. [5]
3.3 Päätöksentekijän mielipiteet otetaan huomioon jäl-
kikäteen
Tätä kategoriaa voidaan kutusua myös Pareto-optimaalisten pisteiden mää-
räämismenetelmäksi. Matemaatikko siis etsii Pareto-optimaalisten pisteiden
joukon, josta päätöksentekijä saa valita mielestään parhaan. Mikäli Pareto-
optimaalisia pisteitä on ääretön määrä, on parhaan pisteen valinta vaikeaa.
Tällöin on etsittävä sopiva edustajisto pisteistä. Pareto-optimaalisten pistei-
den etsiminen saattaa olla myös vaikeaa ja raskasta. Pareto-optimaalisten pis-
teiden määräämismenetelmien avulla tehtäviä voidaan kuitenkin palauttaa
yksitavoitetehtäviksi, mihin monet monitavoitemenetelmät perustuvatkin.
3.3.1 Rajoiteyhtälömenetelmä
Rajoiteyhtälömenetelmässä valitaan yksi kohdefunktio f1 optimoitavaksi.
Sitten asetetaan muille kohdefunktioille ylärajat "i (i = 2; :::; k), jotka saa-
daan määriteltyä esimerkiksi lausekkeen "i = z?i + i avulla. Lausekkeessa
z?i on i:nnen kohdefunktion ideaalinen arvo ja i on muunneltavissa oleva
positiivinen luku. Näin saadaan palautettua tehtävä yksitavoitteiseksi opti-
mointitehtäväksi
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minimoi f1(x)
rajoituksin fi(x)  "i; i = 2; :::; k;
x 2 S:
(3)
Yksitavoitteinen optimointitehtävä ratkaistaan sallitun alueen S osajou-
koissa. Rajoitteiden monimutkaiset funktiot voivat kuitenkin tehdä kuva-
alueen hahmottamisesta haastavaa. Saatetaan joutua esimerkiksi tilantee-
seen, jossa alkuperäisen alueen ja uusien rajoitteiden muodostaman alueen
leikkaus on tyhjä. [5]
Lause 3.3. [5] Jos piste x 2 S on tehtävän (3) yksikäsitteinen ratkaisu, kun
"i = fi(x
), niin x on Pareto-optimaalinen.
Todistus. Olkoon x 2 S tehtävän (3) yksikäsitteinen ratkaisu minimoitaessa
funktiota f1. Oletetaan, että ratkaisu ei ole Pareto-optimaalinen. Tällöin on
olemassa toinen ratkaisu x 2 S, jolla f(x)  fi(x) kaikilla i.
Pisteen x yksikäsitteisyyden mukaan kaikilla x 2 S, joilla fi(x)  fi(x)
kun i 6= 1, on f1(x) < f1(x).
Saadaan edellisten epäyhtälöiden kanssa aikaan ristiriita, joten voidaan to-
deta, että x on Pareto-optimalinen.
Pareto-optimaalisten pisteiden joukko saadaan muuttamalla tehtävän (3)
ylärajoja "i (i = 2; :::; k) tai minimoimalla eri kohdefunktiota.
3.4 Interaktiiviset menetelmät: päätöksentekijän ja rat-
kaisumenetelmän välistä vuorovaikutusta
Seuraava kategoria poikkeaa edellisistä menetelmistä siten, että tässä pää-
töksentekijä saa antaa mielipiteitä ja miettiä paremmuussuhteita sitä mukaa,
kun matemaatikko antaa erilaisia vaihtoehtoja ja etenee tehtävän ratkaisus-
sa. Päätöksentekijän ei siis tarvitse etukäteen tietää mahdollisia painotuksia,
tai jälkikäteen valita ratkaisua isosta määrästä Pareto-optimaalisia pisteitä.
Tällöin esimerkiksi paperikoneen toiminnan optimoinnissa päätöksentekijä
saa olla mukana prosessissa, ja pystyy antamaan uutta tietoa tai mielty-
myksiään päästessään paremmin perille tehtävän luonteesta ja mahdollisista
ratkaisuista.
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3.4.1 ISWT (Interactive Surrogate Worth Trade-Oﬀ)
ISWT -menetelmän perusajatuksena on maksimoida tuntematonta hyöty-
funktiota. Tehtävä ratkaistaan ensin rajoiteyhtälömenetelmällä, jonka jälkeen
saadusta ratkaisusta voidaan lähteä eteenpäin: selvitetään millaisia mielty-
myksiä päätöksentekijällä on eri kohdefunktioiden arvojen muutoksista tässä
pisteessä.
Jokaisen kohdefunktion kohdalla annetaan vaihtoehto, jolla kyseinen koh-
defunktion arvo vähenee, mutta samaan aikaan jonkin toisen kohdefunktion
arvo kasvaa. Päätöksentekijä saa omien arvojensa perusteella sanoa, kannat-
taako vai eikö kannata tämän kyseisen kohdefunktion arvon vähentämistä.
Saatujen vastausten perusteella voidaan sitten muuttaa rajoiteyhtälötehtä-
vää, ja saadaan ratkaistua uusi piste, jossa päätöksentekijä saa vastata sa-
moihin kysymyksiin kuin edellä.
Lopulta tulisi päästä ratkaisupisteeseen, jossa päätöksentekijä ei ha-
lua muuttaa minkään kohdefunktion arvoa. Menetelmä tuottaa Pareto-
optimaalisia ratkaisuja, mutta niiden löytäminen saattaa tällä menetelmäl-
lä kestää kauan, mikäli päätöksentekijä ei osaa antaa aivan johdonmukaisia
vastauksia toistuvilla kierroksilla. Päätöksentekijä saa kuitenkin olla tiiviisti
mukana ratkaisun löytämisessä ja saatu ratkaisu on lopulta varmasti päätök-
sentekijää miellyttävä. [5]
Seuraavaksi esitellään tarkemmin toista interaktiivista ratkaisumenetelmää;
NIMBUS-menetelmää.
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4 NIMBUS
NIMBUS-menetelmän esittely perustuu kolmeen eri lähteeseen:
Kaisa Miettisen teoksiin Epälineaarinen optimointi [5] ja Nonlinear mul-
tiobjective optimization [6], sekä K. Miettisen ja M. M. Mäkelän artikkeliin
Synchronous approach in interactive multiobjective optimization [8].
4.1 NIMBUS-menetelmä yleisesti
NIMBUS on monitavoiteoptimointimenetelmä, joka pyrkii tekemään ongel-
manratkaisun päätöksentekijälle mahdollisimman miellyttäväksi. Menetel-
män tavoitteena on helpottaa matemaatikon ja päätöksentekijän yhteistyötä
ja tehdä ongelmanratkaisusta joustavampaa. Päätöksentekijä oppii ratkaisu-
prosessin aikana tuntemaan ongelman ja sen mahdolliset ratkaisumahdolli-
suudet paremmin, ja voi halutessaan muuttaa aiempia päätöksiään. Päätök-
sentekijä saa näin olla alusta asti mukana päätöksenteossa. Helppokäyttöi-
syyden lisäksi menetelmä painottaa laskennallista tehokkuutta.
4.1.1 NIMBUS-menetelmän keskeisiä käsitteitä
Ensimmäiseksi päätöksentekijän tulee luokitella viiteen eri luokkaan kohde-
funktiot fi, joiden arvot on laskettu Pareto-optimaalisessa pisteessä xh.
Funktioluokat:
I< funktiot, joiden arvoja halutaan pienentää.
I funktiot, joiden arvoja halutaan pienentää tavoitetasolle z^i < fi(xh).
I= funktiot, joiden arvoja ei haluta tällä hetkellä muuttaa.
I> funktiot, joiden arvot saavat kasvaa ylärajaan "i > fi(xh) asti.
I funktiot, joiden arvot saavat vaihdella vapaasti.
Kaikkien funktioluokkajoukkojen yhdisteen on luokittelussa oltava joukko
f1; :::; kg eli
I< [ I [ I= [ I> [ I = f1; :::; kg:
Luokittelussa joukkojen I< [ I ja I> [ I on lisäksi oltava epätyhjiä. Tämä
seuraa Pareto-optimaalisuudesta, sillä jotta jonkin kohdefunktion arvoa
voitaisiin kasvattaa, on jonkin kohdefunktion arvoa voitava pienentää.
Päätöksentekijän on luokittelua varten määrättävä myös seuraavat tie-
dot:
- luokan i2I funktioille tavoitetasot z^i < fi(xh)
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- luokan i 2 I> funktioille ylärajat "i > fi(xh).
Luokan I< funktioita minimoidaan niin paljon, kuin mahdollista.
Referenssipiste
Referenssipiste muodostuu tavoitetasoista zi, jotka päätöksentekijä haluaa
kohdefunktioiden arvojen saavuttavan. Useimmiten ideaalisen kohdevektorin
arvo on laskettu ja esitetty päätöksentekijälle jo ennen kohdefunktioiden
luokittelua, jolloin päätöksentekijä saa tietoa tehtävän mahdollisuuksista
ja rajoitteista. Tällöin voidaan olettaa, että päätöksentekijä ei määrittele
toiveita ideaalisia arvoja paremmaksi, eli oletetaan, että zi  z?i kaikilla
i = 1; :::; k.
Kun päätöksentekijä on antanut luokittelutiedot, voidaan niiden avulla
muodostaa referenssipiste z 2 Rk (mikäli kohdevektoreiden vaihteluvälit
tunnetaan Pareto-optimaalisessa joukossa) seuraavasti: [8]
zi = z
?
i kaikilla i 2 I<,
zi = z^i kaikilla i 2 I,
zi = fi(x
h) kaikilla i 2 I=,
zi = "i kaikilla i 2 I>,
zi = z
nad
i kaikilla i 2 I.
4.2 NIMBUS-menetelmän aputehtävät
Edellisten päätösten ja niistä saatujen tietojen perusteella voidaan muodos-
taa uusi tehtävä: [8]
minimoi max
i2I<;j2I
"
fi(x)  z?i
znadi   z??i
;
fj(x)  z^j
znadj   z??j
#
+ 
kX
i=1
fi(x)
znadi   z??i
rajoituksin fi(x)  fi(xc) kaikilla i 2 I< [ I [ I= (4)
fi(x)  "i; kaikilla i 2 I>
x 2 S;
missä
 > 0 on täydennyskerroin (pieni reaaliluku).
z?i on ideaalisen kohdevektorin komponentti.
z??i on utopiavektorin komponentti.
znadi on nadir-kohdevektorin komponentti.
1
znadi  z??i
ovat painokertoimia, jotka skaalaavat kohdefunktioiden arvoja ja li-
säävät siten laskennallista tehokkuutta.
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Aputehtävistä (4), (5), (6) ja (7) saadut ratkaisut on taattu olevan Pareto-
optimaalisia täydennyskerrointermin avulla [8]. Pareto-optimaalisia pistei-
tä lähestytään yleensä kartion avulla, jonka sivut ovat koordinaattiakselien
suuntaisia. Täydennyskerrointermin avulla tästä kartiosta saadaan muodos-
tettua tylppä, jolloin saadut ratkaisut ovat varmasti Pareto-optimaalisia.
Pareto-optimaalisen ja heikosti Pareto-optimaalisen pisteen erottaa se, et-
tä heikosti Pareto-optimaalisen pisteen tapauksessa saattaa olla olemassa pis-
te, jossa joidenkin kohdefunktioiden arvot parantuvat, mutta joidenkin koh-
defunktioiden arvot pysyvät samoina. Pareto-optimaalisen pisteen tapaukses-
sa taas kaikkien kohdefunktioiden arvojen tulee parantua. Heikosti Pareto-
optimaalisia pisteitä saattaa esiintyä esimerkiksi koordinaattiakselien suun-
taisilla viivoilla. Täydennyskerrointermin avulla saadaan siis tilanne, jossa
kartio on tylppä, ja tällöin muodostuu vain Pareto-optimaalisia ratkaisuja.
Lause 4.1. [8] Tehtävän (4) ratkaisut ovat Pareto-optimaalisia.
Todistus. Olkoon tehtävän (4) ratkaisu x 2 S. Oletetaan, että ratkaisu ei
ole Pareto-optimaalinen. Tällöin on olemassa x0 2 S jolla fi(x0)  fi(x)
kaikilla i = 1; :::; k. Epäyhtäsuuruus on aito ainakin yhdellä indeksin j
arvolla. Tästä seuraa, että x0 on tehtävän (4) sallittu ratkaisu.
Kun znadi > z
??
i , saadaan
max
i2I<;j2I
"
fi(x
0)  z?i
znadi   z??i
;
fj(x
0)  z^j
znadj   z??j
#
 max
i2I<;j2I
"
fi(x
)  z?i
znadi   z??i
;
fj(x
)  z^j
znadj   z??j
#
ja

kX
i=1
fi(x
0)
znadi   z??i
< 
kX
i=1
fi(x
)
znadi   z??i
Täten x ei voi olla tehtävän (4) ratkaisu. Tästä ristiriidasta seuraa, että
ratkaisu x on Pareto-optimaalinen.
Yleensä matemaatikko valitsee päätöksentekijän puolesta menetel-
män, jolla monitavoitetehtävä muutetaan yksitavoitetehtäväksi. NIMBUS-
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menetelmässä kuitenkin käytetään useampia aputehtäviä, jolloin päätöksen-
tekijä saa valittavakseen useampia eri ratkaisuja. [5]
Seuraavaksi esitellään nämä yksitavoitteiset aputehtävät, jotka on esitelty K.
Miettisen ja M. M. Mäkelän artikkelissa [8].
minimoi maxi=1;:::;k
h
fi(x) z??i
zi z??i
i
+ 
Pk
i=1
fi(x)
zi z??i
rajoittein x 2 S;
(5)
missä tavoitetasojen zi on oltava utopiavektoreita z??i aidosti suurempia.
minimoi maxi=1;:::;k
h
fi(x) zi
znadi  z??i
i
+ 
Pk
i=1
fi(x)
znadi  z??i
rajoittein x 2 S
(6)
minimoi maxi 62I
h
fi(x) znadi
znadi  zi
i
+ 
Pk
i=1
fi(x)
znadi  zi
rajoittein x 2 S:
(7)
Yksitavoitteiset aputehtävät (5), (6) ja (7) perustuvat samoille pää-
töksentekijän antamille luokittelutiedoille kuin tehtävä (4). Samoista läh-
tötiedoista muodostetut aputehtävät tuottavat kuitenkin erilaisia Pareto-
optimaalisia ratkaisuja, jolloin päätöksentekijä saa kattavamman valikoiman
mahdollisia ratkaisuja. [5] Aputehtävät eroavat toisistaan siinä, onko niis-
sä hyödynnetty ideaalisen kohdevektorin, utopistisen kohdevektorin, nadir-
kohdevektorin vai referenssipisteen komponentteja. Tehtävää (5) hyödynne-
tään STOM-menetelmässä, tehtävää (6) referenssipiste-menetelmässä ja teh-
tävää (7) GUESS-menetelmässä [8].
4.3 NIMBUS-algoritmi
Seuraavaksi käydään vaihe vaiheelta läpi, miten NIMBUS-algoritmi toimii,
ja millaisia tehtäviä matemaatikolla ja päätöksentekijällä optimointitehtävän
ratkaisussa on. Kappale perustuu K. Miettisen teokseen [5] ja K. Miettisen
ja M. M. Mäkelän artikkeliin [8].
1. Ratkaisuprosessin lähtöpiste voi tulla päätöksentekijältä, tai se voi olla jo-
kin kompromissi kohdefunktioiden välillä. Generoidaan Pareto-optimaalinen
lähtöpiste x1 2 Sn, jota kutsutaan nykyratkaisuksi, minimoimalla jokaista
kohdefunktiota rajoitteiden mukaisesti. Tällöin saadaan ideaalisen kohde-
vektorin z? komponentit, jotka muodostavat Pareto-optimaalisen joukon
alarajat.
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2. Päätöksentekijän tulee luokitella kohdefunktiot nykyratkaisussa luokkiin
I<, I, I=, I> ja I, sekä määritellä tavoitetasot ja ylärajat.
3. Päätöksentekijän tulee kertoa, montako ratkaisua haluaa maksimis-
saan generoitavan väliltä yhdestä neljään. Matemaatikko tuottaa sitten yhtä
monta ratkaisua ratkaisemalla edellä esiteltyjä yksitavoitteisia aputehtäviä
(4),(5),(6),(7).
4. Matemaatikko esittelee saamansa erilaiset ratkaisut päätöksenteki-
jälle.
5. Päätöksentekijä voi halutessaan tallettaa saadun/ saatuja ratkaisuja
joukkoon A. Joukko A sisältää vain saatuja ratkaisuja, ja on siten aluksi
tyhjä joukko. Päätöksentekijä voi jatkossa tarkastella uudelleen joukkoon
lisättyjä ratkaisuja.
6. Päätöksentekijä voi valita, haluaako nähdä välivaihtoehtoja kahden
aiemmin saadun ratkaisun välillä. Mikäli haluaa, tulee hänen valita kaksi
ratkaisua uusista tai joukkoon A talletetuista ratkaisuista, sekä päättää,
montako ratkaisua haluaa generoitavan. Mikäli päätöksentekijä ei halua
nähdä välivaihtoehtoja, voidaan mennä suoraan kohtaan 8.
7. Matemaatikko generoi väliratkaisuja halutun määrän ja projisoi ne
Pareto-optimaalisiksi. Kahden pisteen xh ja x^h väliratkaisut saadaan
muodostamalla hakusuunta dh = x^h   xh ja määräämällä askelpituus. Koh-
devektoreita f(xh + tdh) lasketaan t:n arvoilla kun 0  t  1. Ratkaisuista
saadaan Pareto-optimaalisia referenssipistepohjaisen aputehtävän (5), (6)
tai (7) avulla. Sitten mennään kohtaan 4, eli esitellään saadut ratkaisut
jälleen päätöksentekijälle.
8. Päätöksentekijän tulee valita mielestään paras ratkaisu uusien rat-
kaisujen, väliratkaisujen ja talletettujen ratkaisujen joukosta. Mikäli
päätöksentekijä haluaa jatkaa, tehdään valitusta ratkaisusta nykyratkaisu
ja mennään uudelleen kohtaan 2. Mikäli päätöksentekijä on tyytyväinen
saatuun ratkaisuun, voidaan algoritmi lopettaa tähän.
Saatujen ratkaisujen jälkeen voidaan aina palata kohtaan 2, jolloin
päätöksentekijä saa luokitella uudestaan kohdefunktiot nykyratkaisussa,
sekä antaa tarvittavat ylärajat ja tavoitetasot. Päätöksentekijä voi siis aina
palata takaisin päin, tai muuttaa valintojaan. Hänen on tällöin mahdollista
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oppia ongelmasta lisää, sekä muuttaa käsityksiään saadessaan lisää tietoa.
Tämä on juuri NIMBUS-algoritmin vahvuus. Pareto-optimaalisuudesta
johtuen päätöksentekijän on tosin oltava valmis heikentämään jonkin koh-
defunktion arvoa, mikäli hän haluaa parantaa jonkin toisen kohdefunktion
arvoa. Algoritmin pyörittäminen ei siis sinänsä anna parempia arvoja, jos
päätöksentekijä ei ole valmis heikentämään minkään funktion arvoa.
4.4 Yksinkertaisen optimointiongelman ratkaisu
Seuraavaksi esitellään yksinkertaisen optimointiongelman ratkaisu NIMBUS-
menetelmän avulla. NIMBUS-menetelmää pystyy käyttämään nettiselaimella
ilman, että tietokoneelle tarvitsee ladata erillistä ohjelmaa ongelman ratkai-
sua varten [8]. Tehtävä (8) on artikkelista [7] ja on nimeltään Chankong-
Haimes. WWW-NIMBUS -menetelmän käyttöä on esitelty artikkelissa [8].
Esimerkki 4.2. Chankong-Haimes
minimoi f1(x) = (x1   1)2 + (x2   1)2
f2(x) = (x1   2)2 + (x2   3)2
f3(x) = (x1   4)2 + (x2   2)2
rajoittein g1(x) = x1 + 2x2  10
0  x1  10
0  x2  4
(8)
Aloitetaan tehtävän ratkaisu syöttämällä kohdefunktiot, muuttujat ja ra-
joitteet WWW-NIMBUS -menetelmään [9].
Valitaan sitten aloituspisteet: x1 = 5 ja x2 = 2 (Kuva 4.).
NIMBUS-menetelmä laskee lähtötietojen avulla lähtöpisteen, jonka avul-
la pystytään suorittamaan luokittelu. Ensimmäisessä luokittelussa (Kuva 5.)
kohdefunktion f1 arvo pyritään saamaan tasolle 2.5 (Kuva 6.) ja kohdefunk-
tion f2 arvo taas ei saa nousta yli ylärajan 5.0. Kohdefunktion f3 arvoa
pyritään minimoimaan.
Aloitusratkaisun lisäksi saatiin kolme uutta ratkaisua, joista valittiin se,
jossa kohdefunktioiden arvot olivat lähimpänä toisiaan: f1 = 2:679605, f2 =
2:497952 ja f3 = 2:32663 (Kuva 7).
Valitut arvot luokiteltiin nyt toisen kerran (Kuva 8.). Kohdefunktion f2
arvo saa edelleen nousta ylärajaan 5.0 asti ja funktion f1 pyritään edelleen
saamaan tasolle 2.5. Funktion f3 arvolle asetetaan tavoitetaso 2.0 (Kuva 9.).
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Kuva 4: Lähtötietojen syöttäminen WWW-NIMBUS -menetelmään.
Kuva 5: Ensimmäinen luokittelu.
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Kuva 6: Määritetään funktiolle f1 tavoitetaso 2.5.
Kuva 7: Ensimmäisen luokittelun jälkeen saadut kolme uutta ratkaisua.
22
Kuva 8: Toinen luokittelu.
Kuva 9: Tavoitetasot funktioille f1 ja f3.
23
Kuva 10: Toisen luokittelun jälkeen saadut uudet ratkaisut.
Toisen luokittelun ja tavoitetasojen määräämisen jälleen saadaan generoi-
tua vain kaksi uutta ratkaisua (Kuva 10.). Yhdessäkään ratkaisussa funktio
f1 ei saavuta tavoitetasoa 2.5, joten lopulliseksi ratkaisuksi valittiin ratkaisu,
jossa funktion f3 arvo saatiin lähemmäs tavoitetasoa 2.0: f1 = 2:786392,
f2 = 2:505533 ja f3 = 2:229136. Muuttujien arvoiksi saadaan tällöin
x1 = 2:583365 ja x2 = 1:528532 (Kuva 11.).
4.4.1 Optimointiongelman ratkaisu erilaisilla luokittelutiedoilla
Ratkaistaan seuraavaksi sama ongelma kuin edellä (8), mutta erilaisilla luo-
kittelutiedoilla. Tällöin nähdään, miten monitavoiteoptimointiongelman rat-
kaisut voivat muuttua, kun päätöksentekijä vaihtuu. Tehtävän ratkaisu aloi-
tetaan jälleen syöttämällä kohdefunktiot, muuttujat ja rajoitteet WWW-
NIMBUS -menetelmään [9].
Ensimmäisellä ratkaisukerralla aloituspisteet valittiin sallittujen välien
keskivaiheilta. Valitaan nyt aloituspisteet, jotka ovat lähempänä sallittujen
välien ylärajoja: x1 = 9 ja x2 = 3 (kuva 12.). Seuraavaksi tehdään ensimmäi-
nen luokittelu (kuva 13.), jossa kohdefunktion f2 arvo pyritään saamaan ta-
solle 1.0 ja kohdefunktioiden f1 ja f3 arvot taas saavat kasvaa ylärajaan 10.0
asti. Tilanne on siis toisella ratkaisukerralla päinvastainen kuin ensimmäisel-
lä ratkaisukerralla, jolloin funktioiden f1 ja f3 arvoja pyrittiin minimoimaan
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Kuva 11: Lopullisen ratkaisun funktioiden ja muuttujien arvot.
Kuva 12: Lähtötietojen syöttäminen WWW-NIMBUS -menetelmään toisella
ratkaisukerralla.
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Kuva 13: Ensimmäinen luokittelu toisella ratkaisukerralla.
Kuva 14: Ensimmäisen luokittelun jälkeen saadut kaksi uutta ratkaisua toi-
sella ratkaisukerralla.
ja funktion f2 arvo taas sai nousta ylärajaan asti.
Näillä luokittelutiedoilla pystyttiin generoimaan vain kaksi uutta ratkai-
sua aloitusratkaisun lisäksi (kuva 14.). Ratkaisusta valittiin se, jossa funktiot
f1 ja f3 saivat suurimmat arvot, ja funktion f2 arvo oli pienin: f1 = 4:995012,
f2 = 2:490535  10 6 ja f3 = 4:995012.
Suoritetaan sitten toinen luokittelu, jossa pyritään vielä minimoimaan
funktion f2 arvoa. Funktioiden f1 ja f3 arvot saavat jälleen kasvaa ylärajaan
10.0 asti. Saadaan generoitua yksi uusi ratkaisu, jossa funktion f2 arvo on
saatu minimoitua edelleen pienemmäksi ja funktioiden f1 ja f3 arvot eivät
ole kasvaneet merkittävästi: f1 = 4:999999, f2 = 9:980651  10 14 ja f3 =
4:999999. Päätöksentekijä on tähän ratkaisuun tyytyväinen ja muuttujien
arvoiksi saadaan tällöin x1 = 2:0 ja x2 = 3:0 (kuva 15).
Verrattaessa kuvissa 11. ja 15. esitettyjä ratkaisuja monitavoiteoptimoin-
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Kuva 15: Lopullisen ratkaisun funktioiden ja muuttujien arvot toisella rat-
kaisukerralla.
tiongelmalle (8) voidaan todeta, että saadut ratkaisut muuttuvat, kun pää-
töksentekijän antamat luokittelutiedot muuttuvat. Ensimmäisellä ratkaisu-
kerralla päätöksentekijä pyrki löytämään ratkaisun, jossa kohdefunktioiden
arvot olisivat mahdollisimman lähellä toisiaan (kuva 11.). Toisella ratkaisu-
kerralla taas päätöksentekijä pyrki löytämään ratkaisun, jossa tavoitefunk-
tio f2 saisi mahdollisimman pienen arvon (kuva 15.). Lisäksi kummalla-
kin ratkaisukerralla päätöksentekijät tekivät uusia luokitteluja sen mukaan,
millaisia ratkaisuja WWW-NIMBUS -menetelmän avulla saatiin. NIMBUS-
menetelmän avulla päätöksentekijät pystyivät siis oppimaan ongelmasta ja
muuttamaan luokittelutietoja ratkaisuprosessin edetessä, mutta lisäksi erilai-
silla luokittelutiedoilla ja tavoitteilla voitiin muodostaa samasta tehtävästä
(8) kahteen erilaiseen päämäärään sopivia ratkaisuja.
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Kuva 16: Paperikoneen laitteisto
5 Monitavoiteoptimoinnin hyödyntäminen pa-
perin valmistuksessa
5.1 Paperikoneesta
Tyypillinen paperintekoprosessi sisältää kaksi perusosaa: paperin tuottami-
sen ja paperin viimeistelyn. Viimeistely voi olla myös erillinen prosessi.
Paperin tuottamiseen tarvittava koneisto (kuva 16.) muodostuu useista eri
osista, joista ensimmäinen on perälaatikko. Perälaatikon tehtävänä on sekoit-
taa paperimassa mahdollisimman tasaiseksi ja syöttää sitä sitten tasaisesti
seuraavaan koneiston osaan, joka on viira. Viirat kuljettavat paperimassan
edelleen kohti puristusosaa ja matkan aikana massasta haihtuu pois noin 20
prosenttia vettä. Puristin muistuttaa mankelointia ja se puristaa edelleen vet-
tä pois massasta. Lopun kosteuden paperimassasta poistaa kuivatusosa, joka
vie koneistossa eniten energiaa. Sitten paperi päällystetään sen mukaan, mil-
laista paperia halutaan saada. Lopuksi kalanteri kiilottaa paperin ja muok-
kaa tarvittaessa sen paksuutta. Valmis paperi rullataan isoiksi konerulliksi,
jotka saattavat painaa kymmeniä tuhansia kiloja. [3]
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5.2 Monitavoiteoptimointi ja paperikone
Paperikoneen suunnittelussa ja toiminnassa tulee ottaa huomioon useita eri
tekijöitä: paperin laatu, tehokkuus, tuotannon suuruus, kustannukset ja ym-
päristövaikutukset. Eri tavoitteet ovat yleensä ristiriidassa keskenään, jolloin
sopivan tasapainon löytämiseksi voidaan käyttää monitavoiteoptimointia.
Tavoitteena on muodostaa virtuaalinen paperikone, jonka toimintaa
pystytään simuloimaan. Virtuaalinen paperikone koostuu paperikoneen
eri osien matemaattisten mallien simulaatiosta. Simulaatioon sisältyy niin
paperin laatuun, kuin koneen ajettavuuteen ja tehokkuuteenkin vaikuttavat
koneistot. Kun toteutettu virtuaalimalli on tarpeeksi luotettava, tarkka
ja ennustettava, voidaan sen toimintaperiaate siirtää käytäntöön. Tällöin
myös paperikoneeseen aiottuja muutoksia voidaan ensin kokeilla simulaation
avulla ja sen jälkeen vasta oikealla paperikoneella. Seuraavaksi esitellään
virtuaalisen paperikoneen tärkeimpiä ominaisuuksia.
Virtuaalisen paperikoneen tärkeimpiä vaatimuksia:
- Kokonaisen paperikoneen mallintamiseksi prosessin eri osien väliset
suhteet ja reaktioketjut tulee saada toimimaan oikein.
- Virtuaalisen paperikoneen tulisi antaa nopeaa ja luotettavaa tietoa
paperintekoprosessista, kuten esimerkiksi parametrien vuorovaikutuksen ja
syy-seuraus -suhteiden toimivuudesta. Virtuaalisesta paperikoneesta tulee
sen vuoksi löytyä laaja valikoima erilaisia virtuaalisia toimintamalleja.
- Virtuaalisen paperikoneen avulla tulisi voida joustavasti kokeilla ja
analysoida erilaisia asetuksia ja käyttöolosuhteita. Kokeilu ja analysointi
pitää lisäksi pystyä toteuttamaan niin koko koneen, kuin vain yksittäisen
laiteosankin kohdalla.
- Virtuaalisen systeemin avulla tulisi pystyä automatisoimaan ainakin
osa paperintekolaitteiston suunnitteluprosessista.
- Virtuaalisen paperikoneen tulee pysyä ajan tasalla uusien prosessien
ja mallien kehittelyssä; kun uusi simulaatiomalli on kehitetty, olisi sen sitten
oltava myös virtuaalisesti saatavilla.
- Virtuaalinen paperikone tulee kehittää paperin tekoon erikoistuneelle
ammattilaiselle, eikä esimerkiksi vain matemaatikolle sopivaksi. Virtuaalisen
paperikoneen tulee siis olla myös suhteellisen helppokäyttöinen. [3]
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6 NIMBUS-menetelmä paperinvalmistuksessa
Interaktiiviset monitavoiteoptimointimenetelmät sallivat päätöksentekijän
oppia eri tavoitteiden välisistä riippuvuuksista, sekä erilaisten mieltymys-
ten ja valintojen toimivuudesta ja merkityksestä kyseisen tehtävän ratkai-
sussa. Tällöin saadaan todennäköisesti ratkaisu, joka lopulta miellyttää pää-
töksentekijää. Interaktiivisista menetelmistä erityisesti NIMBUS-menetelmä
on käyttäjäystävällinen ja ottaa erityisen hyvin huomioon päätöksentekijän
mahdollisen oppimisen ja mielenmuutokset. Tällöin ei myöskään ole tarvet-
ta kartoittaa päätöksentekijän arvojärjestyksiä etukäteen, kuten esimerkiksi
painokertoimia käytettäessä. [8] Seuraavaksi esitellään kaksi erilaista tutki-
musta [2] ja [3], joissa on NIMBUS-menetelmän avulla optimoitu paperiko-
neen toimintaa.
6.1 Vedenjakeluongelman asettelu
Artikkelissa [2] esitellään veden jakeluun liittyvä ongelma, joka ilmenee pape-
rikoneen käytössä ja jonka ratkaisuun käytetään NIMBUS-menetelmää. Ve-
denkäsittelyä paperituotannossa ohjaa tavoite valmistaa paperia mahdolli-
simman tehokkaasti. Tuotantoprosessi vaatii vettä, jonka avulla hallinnoi-
daan paperin laatua ja koneiston ajettavuutta. Paperinteon alussa puuaines
prosessoidaan selluloosaksi, mikä edellyttää jauhantaa ja valkaisua. Vettä
tarvitaan muun muassa ennen ja jälkeen valkaisun. Sitten selluloosa johda-
tetaan paperikoneeseen, jossa siitä valmistetaan paperia.
Ratkaistava ongelma sisältää kolme kohdefunktiota, joita tulee minimoi-
da. Ensimmäinen funktio WW kuvaa liuenneen orgaanisen aineen pitoisuut-
ta paperikoneen johdinvedessä. Toinen kohdefunktio B kuvaa liuenneen or-
gaanisen aineen pitoisuutta valkaisuprosessiin menevässä massassa (kg/1000
kg). Kolmas kohdefunktio FW kuvaa prosessissa tarvittavan tuoreen veden
määrä (m3/ 1000 kg paperia).
Ongelma sisältää kahdeksan muuttujaa, jotka voidaan jakaa kahteen eri
tyyppiin: jakajiin ja venttiileihin. Jakaja jakaa tulevan virran kahdeksi ulos-
tuloksi. Sen arvo on nollan ja yhden välillä ja se kuvaa virtauksen osaa, joka
menee ensimmäiseen ulostuloon. Venttiili taas kontrolloi veden määrää, joka
tarvitaan prosessiin ja jonka yksikkö on kg/s.
Ensimmäiset kaksi muuttujaa ovat jakajia S1 ja S2, jotka kuvaavat valkai-
suprosessista tulevan veden reittiä (Kuva 17.). Myös seuraavat kaksi muuttu-
jaa S3 ja S4 ovat jakajia, jotka taas kuvaavat pesupuristimesta tulevan veden
reittiä. Viides muuttuja V 1 on venttiili, joka kontrolloi suodatteen määrää,
joka otetaan paperikoneen suihkuvesitankkiin. Kuudes ja seitsemäs muuttuja
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Kuva 17: Vedenjakeluongelmaa kuvaava kaavio. Tummat viivat kuvaavat pa-
perimassan kulkureittiä ja ohuet viivat veden kulkureittiä.
V 2 ja V 3 ovat venttiilejä, jotka kontrolloivat veden määrää, joka otetaan val-
kaisuprosessiin ja pesupuristimeen. Viimeinen muuttuja S5 on jakaja, joka
jakaa valkaisuvettä valkaisun ja pesun välillä. [2]
6.1.1 Ongelmaratkaisuprosessi
Tutkimuksen [2] vedenjakeluongelman ratkaisussa käytettiin NIMBUS-
menetelmää, jolloin pystyttiin myös hyödyntämään päätöksentekijän tietoa
paperikoneen toiminnasta. Kohdefunktioiden ala- ja ylärajojen Pareto-
optimaalisiksi ratkaisuiksi arvioitiin (261; 5:0; 4:9)T ja (2718; 21:0; 28:8)T .
Pareto-optimaalinen lähtöpiste x1 muodostettiin sitten syöttämällä rat-
kaisuarviot NIMBUS-algoritmiin, jolloin saatiin kohdefunktioille arvot:
funktiolle WW arvo 820, funktiolle B arvo 6.6 ja funktiolle FW arvo 12.1.
Päätöksentekijä halusi tutkia kohdefunktioiden WW ja B vaikutuksia ve-
denjakeluun, joten ensimmäinen luokittelu tehtiin veden kulutuksen mini-
moimiseksi: orgaanisen aineen osuutta johdinvedessä lisättiin tasolle 1000
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Ratkaisu WW (f1)[mg/l] B (f2) [kg/1000 kg] FW (f3) [m3/tonni paperia]
f(x1) 820 6.6 12.1
f(x2) 1024 9.1 9.4
f(x3) 1693 10.0 7.5
f(x4) 1079 9.0 9.1
f(x5) 1143 9.0 8.9
f(x6) 1217 9.1 8.6
f(x7) 1305 9.2 8.3
f(x8) 1410 9.4 8.1
f(x9) 1536 9.7 7.8
f(x10) 1444 13.6 7.3
f(x11) 1328 10.0 8.1
f(x12) 1359 11.1 7.8
f(x13) 1397 12.2 7.5
Taulukko 1: NIMBUS-menetelmällä tuotetut kohdefunktioiden Pareto-
optimaaliset arvot.
mg/l. Kohdefunktion B arvo oli sillä hetkellä tyydyttävä.
Tällöin saatiin luokittelu:
I<=3, I==2, I>=1 ja "1=1000.
NIMBUS-menetelmä tuotti neljä eri ratkaisua kohdefunktioille, joista pää-
töksentekijä valitsi seuraavan luokittelun lähtöpisteeksi ratkaisun f(x2)=
(1024, 9.1, 9.4)T . Saatu ratkaisu on tuotettu aputehtävän (5), (6) tai (7)
avulla, jolloin asetettu yläraja "1 ei ole niin kova, kuin esimerkiksi tehtävän
(4) avulla ratkaistaessa.
Seuraavaksi päätöksentekijä halusi tutkia kohdefunktion WW vaikutuk-
sia veden kulutukseen. Kohdefunktion B arvo pidettiin tasolla 9.1 ja funktion
WW arvo nostettiin arvosta 1024 arvoon 1600 mg/l. Toinen lukittelu oli täl-
löin:
I<=3, I==2, I>=1 ja "1=1600.
Menetelmän avulla saatiin jälleen neljä eri ratkaisua, joista päätöksentekijä
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valitsi ratkaisun f(x3)=(1693, 10.0, 7.5)T . Myös tämä ratkaisu on saatu apu-
tehtävän (5), (6) tai (7) avulla.
Tämän jälkeen päätöksentekijä halusi generoida kuusi uutta ratkaisua
kahden edellisen ratkaisun (f(x2) ja f(x3)) väliltä. Saadut ratkaisut f(x4)
- f(x9) on esitetty taulukossa 1. Seuraavaksi lähtöpisteeksi päätöksentekijä
valitsi ratkaisun f(x7) = (1305; 9:2; 8:3)T .
Päätöksentekijä halusi tutkia myös kohdefunktion B vaikutuksia veden-
käyttöön, jolloin kolmas luokittelu oli seuraava:
I<=3, I==1, I>=2 ja "2=13.0.
Tässä on uusi yläraja 13.0 funktiolle B. Saatiin kolme uutta ratkaisua, joista
päätöksentekijä valitsi ratkaisun f(x10) = (1444; 13:6; 7:3)T . Tämä ratkaisu
vähensi vedenkulutusta.
Lopuksi päätöksentekijä halusi generoida vielä kolme uutta ratkaisua ar-
vojen f(x7) ja f(x10) väliltä. Saadut ratkaisut f(x11)   f(x13) on esitetty
taulukossa 1. Tämän jälkeen päätöksentekijä oli tyytyväinen saatuihin rat-
kaisuihin, eikä halunnut tehdä enää luokitteluja. Hän valitsi lopulliseksi rat-
kaisuksi ratkaisun f(x11). Tällä ratkaisulla vedenkulutus on 8.1 m3/ 1000 kg
paperia ja orgaanisen aineen pitoisuus on 1328 mg/l johdinvedessä ja 10.0
kg/ 1000 kg valkaisuun menevässä massassa.
Tutkimuksessa selvitettiin pääasiassa kohdefunktioiden WW ja B vaiku-
tuksia vedenkulutuksen minimointiin ja NIMBUS-menetelmä tarjosi tähän
hyvän mahdollisuuden. [2]
6.2 Paperintuotanto-ongelma
Tutkimuksessa [3] esitetty ongelma kuvaa esimerkkiä todellisesta optimoin-
titehtävästä, jossa kohdefunktioiden arvot on tuotettu virtuaalisen paperiko-
neen avulla. Näin monimutkaista ongelmaa on mahdoton saada mallinnettua
alusta loppuun vain yhdellä mallilla, joten on luotava useita osamalleja. Esi-
tetyn ongelman ratkaisua varten luotiin yhteensä 23 eriliasta osaongelmaa.
Optimointiongelma sisältää kokonaisuudessaan yhdeksän optimoitavaa
kohdefunktiota. Kolmea niistä maksimoidaan, ja kuutta minimoidaan. Nämä
kohdefunktiot kuvaavat paperin tuotantoon ja laatuun vaikuttavia tekijöi-
tä, kuten kuiva-ainepitoisuutta, ominaispainoa, -formaatiota, vetolujuutta,
kiiltoa ja PPS 10 -ominaisuuksia. Kaikki kohdefunktioiden arvot on norma-
lisoitu, jotta niitä pystytään vertaamaan toisiinsa.
Optimointiongelma sisälsi kaikkiaan 23 muuttujaa, jotka ovat yleisesti
tyypillisiä paperikoneen toimintaa ohjaavia tekijöitä. Paperin tuottamiseen
erikoistunut ammattilainen osallistui päätöksentekoon olemalla päätöksente-
kijä, jolle optimointiongelman muuttujat olivat siis jo ennalta tuttuja. [3]
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6.2.1 Ongelmanratkaisuprosessi
Tutkimuksessa [3] on ongelmanratkaisuprosessi esitetty seuraavasti: Päätök-
sentekijällä oli läpi ratkaisuprosessin selvät ajatukset siitä, millaisia arvoja
hän halusi saavuttaa. Kuiva-ainepitoisuuden tulisi olla niin suuri kuin mah-
dollista, tavoitearvona 1.0. Ominaispainon tulisi olla lähellä arvoa 1.0 ja -
formaation ja vetolujuuden arvojen tulisi molempien kohdalla olla korkein-
taan 1.0. Päätöksentekijä halusi lisäksi, että PPS 10 -arvojen (jotka kuvaavat
paperin karkeutta) tulee olla 1.0 ja kiillon arvojen tulee olla vähintään 1.0.
Päätöksentekijän mielestä paperin ylä- ja alareunan arvojen tulisi lisäksi olla
lähellä toisiaan karkeuden ja kiillon osalta.
NIMBUS-menetelmällä toteutettu ratkaisuprosessi sisälsi kaikkiaan kah-
deksan eri luokittelua ja kaksi väliratkaisujen generointia. Aluksi päätöksen-
tekijä halusi kontrolloida erityisesti paperin laatuun liittyviä kohdefunktioita.
Lisäksi hän piti tärkeimpänä tavoitteena ominaispainon arvon optimointia.
Ensimmäisen luokittelun avulla saavutettiin todella hyvä arvo ominais-
painolle, sekä lisäksi -formaation arvo parani. Sen jälkeen päätöksenteki-
jä halusi pitää näiden muuttujien arvot samoina ja lisäksi parantaa vetolu-
juuden arvoa. Tämä ei kuitenkaan ollut mahdollista, jolloin todettiin, että
-formaation ja vetolujuuden arvojen välillä on ristiriita. Molempien muut-
tujien arvoja on siis mahdotonta kasvattaa samaan aikaan. Paperin laatuun
vaikuttavien ominaisuuksien arvot, vetolujuutta lukuunottamatta, olivat toi-
votuilla tasoilla, joten päätöksentekijä siirtyi seuraavaksi optimoimaan pape-
rin viimeistelyyn liittyviä tavoitteita.
Ensimmäiseksi hän halusi parantaa alareunan PPS 10 -arvoa, jotta se
olisi lähempänä yläreunan arvoa. Lisäksi hän halusi parantaa myös kuiva-
ainepitoisuutta. Muutamia toivottuja parannuksia pystyttiin saavuttamaan,
mutta samaan aikaan ominaispainon arvo huononi. Päätöksentekijä va-
litsi ratkaisun, jossa ominaispainon arvo on erittäin hyvä, mutta kuiva-
ainepitoisuus tarvitsi parannusta. Tämän jälkeen jatkettiin parantamalla
kuiva-ainepitoisuutta ja pitämällä ominaispainon arvo nykyisellään. Täten
löydettiin ratkaisu, jossa ominaispainon ja kuiva-ainepitoisuuden arvot oli-
vat hyviä ja sen lisäksi -formaation arvo parani ja kiillon arvo oli hyväksyt-
tävällä tasolla. Tämä kuitenkin johti siihen, että vetolujuuden arvo huononi
huomattavasti.
Tähän mennessä oli siis saatu kaksi hyvin erilaista ratkaisua ja päätök-
sentekijä päättikin generoida ratkaisun, joka olisi näiden kahden ratkaisun
välistä. Toisen ratkaisun generoinnin jälkeen hän saavutti ratkaisun, jonka
valitsi parannettavaksi luokittelun avulla. Tavoitteena oli saavuttaa pieniä
parannuksia ilman, että tarvitsisi huonontaa saavutettuja hyviä arvoja.
Kahden luokittelun avulla päätöksentekijä pystyi parantamaan ominais-
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Taulukko 2: Taulukko optimointitehtävän ratkaisun etenemisestä.
painoa, -formaatiota ja vetolujuutta hyväksyttävälle tasolle asti. Tällöin
kuitenkaan kuiva-ainepitoisuuden ja PPS 10 arvot eivät saavuttaneet ihan-
teellista tasoa. Päätöksentekijä piti tilannetta kuitenkin tyydyttävänä, sillä
kiillon saavuttamat arvot olivat jopa toivottua paremmat. Lisäksi sekä kiillon
että karkeuden kohdalla paperin ylä- ja alareunan arvot olivat lähellä toisi-
aan. Saadut ratkaisut on esitetty taulukossa 2, jossa lyhenne "Cl"tarkoittaa
luokittelua ja "Ge"generointia. [3]
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7 Päätelmät
Tutkimuksen perusteella monitavoiteoptimointi antaa uuden näkökulman
monimutkaisiin ja ristiriitaisiin ilmiöihin ja auttaa päätöksentekijää löytä-
mään parhaan mahdollisen ratkaisun. Pienetkin muutokset paperinvalmis-
tusprosessissa saattavat vaikuttaa merkittävästi taloudelliseen tuottoon. Esi-
merkiksi yhden prosentin kasvu paperikoneen tuotossa tarkoittaa miljoonan
euron arvoa myynnissä. Taloudellisesta näkökulmasta katsoen on loppujen
lopuksi vain yksi tavoite, jota halutaan maksimoida: tuotto ja raha.
Mallinnuksen näkökulmasta katsoen ei ole aivan yksiselitteistä, miten
kaikki virtuaalisen paperikoneiston osat ja niiden vuorovaikutus saadaan ta-
loudellisen tavoitteen alle. Tämän vuoksi ratkaisun löytämiseen käytetään
monitavoitteista optimointia interaktiivista mallinnusmenetelmää hyödyn-
täen. [3]
Molemmissa NIMBUS-menetelmän sovelluksissa päätöksentekijät ovat
ratkaisuprosessin edetessä kokeilleet erilaisia vaihtoehtoja ja muuttaneet
mieltään kohdefunktioiden luokitteluiden suhteen, kun ovat nähneet, miten
funktioiden arvot vaikuttavat toisiinsa. Voidaan siis todeta, että NIMBUS-
menetelmä on erityisen joustava monitavoiteoptimointiongelman ratkaisume-
netelmä ja sen avulla pystytään valitsemaan päätöksentekijää eniten miellyt-
tävä ratkaisu.
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