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Abstract. We study solution techniques for a linear-quadratic optimal control problem involving
fractional powers of elliptic operators. These fractional operators can be realized as the Dirichlet-
to-Neumann map for a nonuniformly elliptic problem posed on a semi-infinite cylinder in one more
spatial dimension. Thus, we consider an equivalent formulation with a nonuniformly elliptic operator
as state equation. The rapid decay of the solution to this problem suggests a truncation that
is suitable for numerical approximation. We discretize the proposed truncated state equation using
first degree tensor product finite elements on anisotropic meshes. For the control problem we analyze
two approaches: one that is semi-discrete based on the so-called variational approach, where the
control is not discretized, and the other one is fully discrete via the discretization of the control by
piecewise constant functions. For both approaches, we derive a priori error estimates with respect
to the degrees of freedom. Numerical experiments validate the derived error estimates and reveal a
competitive performance of anisotropic over quasi-uniform refinement.
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1. Introduction. We are interested in the design and analysis of numerical
schemes for a linear-quadratic optimal control problem involving fractional powers of
elliptic operators. To be precise, let Ω be an open and bounded domain of Rn (n ≥ 1),
with boundary ∂Ω. Given s ∈ (0, 1), and a desired state ud : Ω→ R, we define
J(u, z) =
1
2
‖u− ud‖2L2(Ω) +
µ
2
‖z‖2L2(Ω), (1.1)
where µ > 0 is the so-called regularization parameter. We shall be concerned with
the following optimal control problem: Find
min J(u, z), (1.2)
subject to the fractional state equation
Lsu = z in Ω, u = 0 on ∂Ω, (1.3)
and the control constraints
a(x′) ≤ z(x′) ≤ b(x′) a.e x′ ∈ Ω. (1.4)
The functions a and b both belong to L2(Ω) and satisfy the property a(x′) ≤ b(x′) for
almost every x′ ∈ Ω. The operator Ls, s ∈ (0, 1), is a fractional power of the second
order, symmetric and uniformly elliptic operator L, supplemented with homogeneous
Dirichlet boundary conditions:
Lw = −divx′(A∇x′w) + cw, (1.5)
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2 H. Antil, E. Ota´rola
where 0 ≤ c ∈ L∞(Ω) and A ∈ C0,1(Ω,GL(n,R)) is symmetric and positive definite.
For convenience, we will refer to the optimal control problem defined by (1.2)-(1.4)
as the fractional optimal control problem; see §3.1 for a precise definition.
Concerning applications, fractional diffusion has received a great deal of attention
in diverse areas of science and engineering. For instance, mechanics [8], biophysics
[11], turbulence [19], image processing [23], peridynamics [26], nonlocal electrostatics
[31] and finance [35]. In many of these applications, control problems arise naturally.
One of the main difficulties in the study of problem (1.3) is the nonlocality of the
fractional operator Ls (see [12, 13, 14, 38, 42]). A possible approach to overcome this
nonlocality property is given by the seminal result of Caffarelli and Silvestre in Rn
[13] and its extensions to both bounded domains [12, 14] and a general class of elliptic
operators [42]. Fractional powers of L can be realized as an operator that maps a
Dirichlet boundary condition to a Neumann condition via an extension problem on
C = Ω× (0,∞). This extension leads to the following mixed boundary value problem:
LU − α
y
∂yU − ∂yyU = 0 in C, U = 0 on ∂LC, ∂U
∂να
= dsz on Ω× {0}, (1.6)
where ∂LC = ∂Ω × [0,∞) is the lateral boundary of C, α = 1 − 2s ∈ (−1, 1), ds =
2αΓ(1− s)/Γ(s) and the conormal exterior derivative of U at Ω× {0} is
∂U
∂να
= − lim
y→0+
yαUy. (1.7)
We will call y the extended variable and the dimension n+1 in Rn+1+ the extended
dimension of problem (1.6). The limit in (1.7) must be understood in the distribu-
tional sense; see [13, 42]. As noted in [12, 13, 14, 42], we can relate the fractional pow-
ers of the operator L with the Dirichlet-to-Neumann map of problem (1.6): dsLsu =
∂U
∂να in Ω. Notice that the differential operator in (1.6) is −div (yαA∇U ) + yαcU
where, for all (x′, y) ∈ C, A(x′, y) = diag{A(x′), 1} ∈ C0,1(C,GL(n + 1,R)). Conse-
quently, we can rewrite problem (1.6) as follows:
−div (yαA∇U ) +yαcU = 0 in C, U = 0 on ∂LC, ∂U
∂να
= dsz on Ω×{0}. (1.8)
Before proceeding with the description and analysis of our method, let us give an
overview of those advocated in the literature. The study of solution techniques for
problems involving fractional diffusion is a relatively new but rapidly growing area of
research. We refer to [38, 39] for an overview of the state of the art.
Numerical strategies for solving a discrete optimal control problem with PDE
constraints have been widely studied in the literature; see [28, 29, 32] for an extensive
list of references. They are mainly divided in two categories, which rely on an agnostic
discretization of the state and adjoint equations. They differ on whether or not the
admissible control set is also discretized. The first approach [3, 7, 15, 41] discretizes
the admissible control set. The second approach [27] induces a discretization of the
optimal control by projecting the discrete adjoint state into the admissible control
set. Mainly, these studies are concerned with control problems governed by elliptic
and parabolic PDEs, both linear and semilinear. The common feature here is that,
in contrast to (1.3), the state equation is local. To the best of our knowledge, this is
the first work addressing the numerical approximation of an optimal control problem
involving fractional powers of elliptic operators in general domains. For a compre-
hensive treatment of a fractional space-time optimal control problem we refer to our
recently submitted paper [2].
A FEM for a control problem for fractional powers of operators 3
The main contribution of this work is the study of solution techniques for problem
(1.2)-(1.4). We overcome the nonlocality of the operator Ls by using the Caffarelli-
Silvestre extension [13]. To be concrete, we consider the equivalent formulation:
min J(U |y=0, z) = 1
2
‖U |y=0 − ud‖2L2(Ω) +
µ
2
‖z‖2L2(Ω),
subject to (1.8) and (1.4). We will refer to the optimal control problem described
above as the extended optimal control problem; see §3.2 for a precise definition.
Inspired by [38], we propose the following simple strategy to find the solution
to the fractional optimal control problem (1.2)-(1.4): given s ∈ (0, 1), and a desired
state ud : Ω→ R, we solve the equivalent extended control problem, thus obtaining an
optimal control z¯(x′) and an optimal state U¯ : (x′, y) ∈ C 7→ U¯ (x′, y) ∈ R. Setting
u¯ : x′ ∈ Ω 7→ u¯(x′) = U¯ (x′, 0) ∈ R, we obtain the optimal pair (u¯, z¯) solving the
fractional optimal control problem (1.2)-(1.4).
In this paper we propose and analyze two discrete schemes to solve (1.2)-(1.4).
Both of them rely on a discretization of the state equation (1.8) and the corresponding
adjoint equation via first degree tensor product finite elements on anisotropic meshes
as in [38]. However they differ on whether or not the set of controls is discretized
as well. The first approach is semi-discrete and is based on the so-called variational
approach [27]: the set of controls is not discretized. The second approach is fully
discrete and discretizes the set of controls by piecewise constant functions [7, 15, 41].
The outline of this paper is as follows. In §2 we introduce some terminology used
throughout this work. We recall the definition of the fractional powers of elliptic op-
erators via spectral theory in §2.2, and in §2.3 we introduce the functional framework
that is suitable to analyze problems (1.3) and (1.8). In §3 we define the fractional and
extended optimal control problems. For both of them, we derive existence and unique-
ness results together with first order necessary and sufficient optimality conditions.
We prove that both problems are equivalent. In addition, we study the regularity
properties of the optimal control. The numerical analysis of the fractional control
problem begins in §4. Here we introduce a truncation of the state equation (1.8), and
propose the truncated optimal control problem. We derive approximation properties
of its solution. Section 5 is devoted to the study of discretization techniques to solve
the fractional control problem. In §5.1 we review the a priori error analysis developed
in [38] for the state equation (1.8). In §5.2 we propose a semi-discrete scheme for the
fractional control problem, and derive a priori error estimate for both the optimal
control and state. In §5.3, we propose a fully-discrete scheme for the control problem
(1.2)-(1.4) and derive a priori error estimates for the optimal variables. Finally, in
§6, we present numerical experiments that illustrate the theory developed in §5.3 and
reveal a competitive performance of anisotropic over quasi-uniform.
2. Notation and preliminaries.
2.1. Notation. Throughout this work Ω is an open, bounded and connected
domain of Rn, n ≥ 1, with polyhedral boundary ∂Ω. We define the semi-infinite
cylinder with base Ω and its lateral boundary, respectively, by C = Ω × (0,∞) and
∂LC = ∂Ω × [0,∞). Given Y > 0, we define the truncated cylinder CY = Ω × (0,Y )
and ∂LCY accordingly.
Throughout our discussion we will be dealing with objects defined in Rn+1, then
it will be convenient to distinguish the extended dimension. A vector x ∈ Rn+1,
will be denoted by x = (x1, . . . , xn, xn+1) = (x′, xn+1) = (x′, y), with xi ∈ R for
i = 1, . . . , n+ 1, x′ ∈ Rn and y ∈ R.
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We denote by Ls, s ∈ (0, 1), a fractional power of the second order, symmetric
and uniformly elliptic operator L. The parameter α belongs to (−1, 1) and is related
to the power s of the fractional operator Ls by the formula α = 1− 2s.
If X and Y are normed vector spaces, we write X ↪→ Y to denote that X is
continuously embedded in Y. We denote by X ′ the dual of X and by ‖ · ‖X the norm
of X . Finally, the relation a . b indicates that a ≤ Cb, with a constant C that does
not depend on a or b nor the discretization parameters. The value of C might change
at each occurrence.
2.2. Fractional powers of general second order elliptic operators. Our
definition is based on spectral theory [12, 14]. The operator L−1 : L2(Ω) → L2(Ω),
which solves Lw = f in Ω and w = 0 on ∂Ω, is compact, symmetric and positive, so
its spectrum {λ−1k }k∈N is discrete, real, positive and accumulates at zero. Moreover,
the eigenfunctions:
Lϕk = λkϕk in Ω, ϕk = 0 on ∂Ω, k ∈ N, (2.1)
form an orthonormal basis of L2(Ω). Fractional powers of L can be defined by
Lsw :=
∞∑
k=1
λskwkϕk, w ∈ C∞0 (Ω), s ∈ (0, 1), (2.2)
where wk =
´
Ω
wϕk. By density, this definition can be extended to the space
Hs(Ω) =
{
w =
∞∑
k=1
wkϕk :
∞∑
k=1
λskw
2
k <∞
}
=

Hs(Ω), s ∈ (0, 12 ),
H
1/2
00 (Ω), s =
1
2 ,
Hs0(Ω), s ∈ ( 12 , 1).
(2.3)
The characterization given by the second equality is shown in [36, Chapter 1]; see
[10] and [38, § 2] for a discussion. The space H1/2(Ω) is the so-called Lions-Magenes
space, which can be characterized as ([36, Theorem 11.7] and [43, Chapter 33])
H1/2(Ω) =
{
w ∈ H 12 (Ω) :
ˆ
Ω
w2(x′)
dist(x′, ∂Ω)
dx′ <∞
}
.
For s ∈ (0, 1) we denote by H−s(Ω) the dual space of Hs(Ω).
2.3. The Caffarelli-Silvestre extension problem. The Caffarelli-Silvestre
result [13], or its variants [12, 14], requires to address the nonuniformly elliptic equa-
tion (1.8). To this end, we consider weighted Sobolev spaces with the weight |y|α,
α ∈ (−1, 1). If D ⊂ Rn+1, we define L2(|y|α, D) as the space of all measurable
functions defined on D such that ‖w‖2L2(|y|α,D) =
´
D
|y|αw2 <∞, and
H1(|y|α, D) = {w ∈ L2(|y|α, D) : |∇w| ∈ L2(|y|α, D)} ,
where ∇w is the distributional gradient of w. We equip H1(|y|α, D) with the norm
‖w‖H1(|y|α,D) =
(
‖w‖2L2(|y|α,D) + ‖∇w‖2L2(|y|α,D)
) 1
2
. (2.4)
Since α ∈ (−1, 1) we have that |y|α belongs to the so-called Muckenhoupt class
A2(Rn+1); see [24, 45]. This, in particular, implies that H1(|y|α, D) equipped with the
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norm (2.4), is a Hilbert space and the set C∞(D)∩H1(|y|α, D) is dense in H1(|y|α, D)
(cf. [45, Proposition 2.1.2, Corollary 2.1.6], [34] and [24, Theorem 1]). We recall now
the definition of Muckenhoupt classes; see [24, 45].
Definition 2.1 (Muckenhoupt class A2). Let ω be a weight and N ≥ 1. We say
ω ∈ A2(RN ) if
C2,ω = sup
B
( 
B
ω
)( 
B
ω−1
)
<∞,
where the supremum is taken over all balls B in RN .
To study the extended control problem, we define the weighted Sobolev space
◦
H1L(y
α, C) = {w ∈ H1(yα, C) : w = 0 on ∂LC} . (2.5)
As [38, (2.21)] shows, the following weighted Poincare´ inequality holds:
‖w‖L2(yα,C) . ‖∇w‖L2(yα,C), ∀w ∈
◦
H1L(y
α, C). (2.6)
Then ‖∇w‖L2(yα,C) is equivalent to (2.4) in
◦
H1L(y
α, C). For w ∈ H1(yα, C), we denote
by trΩ w its trace onto Ω× {0}, and we recall ([38, Prop. 2.5])
trΩ
◦
H1L(y
α, C) = Hs(Ω), ‖ trΩ w‖Hs(Ω) ≤ CtrΩ‖w‖ ◦H1L(yα,C). (2.7)
Let us now describe the Caffarelli-Silvestre result and its extension to second order
operators; [13, 42]. Consider a function u defined on Ω. We define the α-harmonic
extension of u to the cylinder C, as the function U that solves the problem{
−div (yαA∇U ) + yαcU = 0 in C,
U = 0 on ∂LC, U = u on Ω× {0}.
(2.8)
Problem (2.8) has a unique solution U ∈ ◦H1L(yα, C) whenever u ∈ Hs(Ω). We define
the Dirichlet-to-Neumann operator N : Hs(Ω)→ H−s(Ω)
u ∈ Hs(Ω) 7−→ N(u) = ∂U
∂να
∈ H−s(Ω),
where U solves (2.8) and ∂U∂να is given in (1.7). The fundamental result of [13], see
also [14, Lemma 2.2] and [42, Theorem 1.1], is stated below.
Theorem 2.2 (Caffarelli–Silvestre extension). If s ∈ (0, 1) and u ∈ Hs(Ω), then
ds(−∆)su = N(u),
in the sense of distributions. Here α = 1 − 2s and ds = 2α Γ(1−s)Γ(s) , where Γ denotes
the Gamma function.
The relation between the fractional Laplacian and the extension problem is now
clear. Given z ∈ H−s(Ω), a function u ∈ Hs(Ω) solves (1.3) if and only if its α-
harmonic extension U ∈ ◦H1L(yα, C) solves (1.8).
We now present the weak formulation of (1.8): Find U ∈ ◦H1L(yα, C) such that
a(U , φ) = 〈z, trΩ φ〉H−s(Ω)×Hs(Ω) ∀φ ∈
◦
H1L(y
α, C), (2.9)
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where
◦
H1L(y
α, C) is as in (2.5). For w, φ ∈ ◦H1L(yα, C), the bilinear form a is defined by
a(w, φ) =
1
ds
ˆ
C
yαA(x′, y)∇w · ∇φ+ yαc(x′)wφ, (2.10)
where 〈·, ·〉H−s(Ω)×Hs(Ω) denotes the duality pairing between Hs(Ω) and H−s(Ω) which,
as a consequence of (2.7), is well defined for z ∈ H−s(Ω) and φ ∈ ◦H1L(yα, C).
Remark 2.3 (equivalent semi-norm). Notice that the regularity assumed for A
and c, together with the weighted Poincare´ inequality (2.6), imply that the bilinear
form a, defined in (2.10), is bounded and coercive in
◦
H1L(y
αC). In what follows we
shall use repeatedly the fact that a(w,w)1/2 is a norm equivalent to | · | ◦
H1L(y
α,C).
Remark (2.3) in conjunction with [14, Proposition 2.1] for s ∈ (0, 1) \ { 12} and
[12, Proposition 2.1] for s = 12 provide us the following estimates for problem (2.9):
‖U ‖ ◦
H1L(C,yα)
. ‖u‖Hs(Ω) . ‖z‖H−s(Ω). (2.11)
We conclude with a representation of the solution of problem (2.9) using the
eigenpairs {λk, ϕk} defined in (2.1). Let the solution to (1.3) be given by u(x′) =∑
k ukϕk(x
′). The solution U of problem (2.9) can then be written as
U (x, t) =
∞∑
k=1
ukϕk(x
′)ψk(y),
where ψk solves
ψ′′k + αy
−1ψ′k − λkψk = 0, ψk(0) = 1, ψk(y)→ 0 as y →∞. (2.12)
If s = 12 , then clearly ψk(y) = e
−√λky. For s ∈ (0, 1) \ { 12} we have that if cs = 2
1−s
Γ(s) ,
then ψk(y) = cs
(√
λky
)s
Ks(
√
λky) ([14, Proposition 2.1]), where Ks is the modified
Bessel function of the second kind [1, Chapter 9.6].
3. The optimal fractional and extended control problems. In this section
we describe and analyze the fractional and extended optimal control problems. For
both of them, we derive existence and uniqueness results together with first order
necessary and sufficient optimality conditions. We conclude the section by stating the
equivalence between both optimal control problems, which set the stage to propose
and study numerical algorithms to solve the fractional optimal control problem.
3.1. The optimal fractional control problem. We start by recalling the
fractional control problem introduced in §1, which, given the functional J defined in
(1.1), reads as follows: Find min J(u, z), subject to the fractional state equation (1.3)
and the control constraints (1.4). The set of admissible controls Zad is defined by
Zad = {w ∈ L2(Ω) : a(x′) ≤ w(x′) ≤ b(x′), a.e x′ ∈ Ω}, (3.1)
where a, b ∈ L2(Ω) and satisfy a(x′) ≤ b(x′) a.e. x′ ∈ Ω. The function ud ∈ L2(Ω)
denotes the desired state and µ > 0 the so-called regularization parameter.
In order to study the existence and uniqueness of this problem, we follow [44,
§ 2.5] and introduce the so-called fractional control-to-state operator.
Definition 3.1 (fractional control-to-state operator). We define the fractional
control to state operator S : H−s(Ω)→ Hs(Ω) such that for a given control z ∈ H−s(Ω)
it associates a unique state u(z) ∈ Hs(Ω) via the state equation (1.3).
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As a consequence of (2.11), S is a linear and continuous mapping fromH−s(Ω) into
Hs(Ω). Moreover, in view of the continuous embedding Hs(Ω) ↪→ L2(Ω) ↪→ H−s(Ω),
we may also consider S acting from L2(Ω) and with range in L2(Ω). For simplicity,
we keep the notation S for such an operator.
We define the fractional optimal state-control pair as follows.
Definition 3.2 (fractional optimal state-control pair). A state-control pair
(u¯(z¯), z¯) ∈ Hs(Ω)× Zad is called optimal for problem (1.2)-(1.4), if u¯(z¯) = Sz¯ and
J(u¯(z¯), z¯) ≤ J(u(z), z),
for all (u(z), z) ∈ Hs(Ω)× Zad such that u(z) = Sz.
Given that Ls is a self-adjoint operator, it follows that S is a self-adjoint operator
as well. Consequently, we have the following definition for the adjoint state.
Definition 3.3 (fractional adjoint state). Given a control z ∈ H−s(Ω), we define
the fractional adjoint state p(z) ∈ Hs(Ω) as p(z) = S(u− ud).
We now present the following result about existence and uniqueness of the optimal
control together with the first order necessary and sufficient optimality conditions.
Theorem 3.4 (existence, uniqueness and optimality conditions). The fractional
optimal control problem (1.2)-(1.4) has a unique optimal solution (u¯, z¯) ∈ Hs(Ω)×Zad.
The optimality conditions u¯ = Sz¯ ∈ Hs(Ω), p¯ = S(u¯− ud) ∈ Hs(Ω), and
z¯ ∈ Zad, (µz¯ + p¯, z− z¯)L2(Ω) ≥ 0 ∀z ∈ Zad (3.2)
hold. These conditions are necessary and sufficient.
Proof. We start by noticing that using the control-to-state operator S, the frac-
tional control problem reduces to the following quadratic optimization problem:
min
z∈Zad
f(z) :=
1
2
‖Sz− ud‖2L2(Ω) +
µ
2
‖z‖2L2(Ω).
Since µ > 0, it is immediate that the functional f is strictly convex. Moreover, the set
Zad is nonempty, closed, bounded and convex in L
2(Ω). Then, invoking an infimizing
sequence argument, followed by the well-posedness of the state equation, we derive
the existence of an optimal control z¯ ∈ Zad; see [44, Theorem 2.14]. The uniqueness
of z¯ is a consequence of the strict convexity of f . The first order optimality condition
(3.2) is a direct consequence of [44, Theorem 2.22].
In what follows, we will, without explicit mention, make the following regularity
assumption concerning the domain Ω:
‖w‖H2(Ω) . ‖Lw‖L2(Ω), ∀w ∈ H2(Ω) ∩H10 (Ω), (3.3)
which is valid, for instance, if the domain Ω is convex [25]. In addition, for some
values of s ∈ (0, 1), we will need the following assumption on a and b defining Zad:
a ≤ 0 ≤ b on ∂Ω. (3.4)
The range of values of s for which such a condition is needed it will be explicitly
stated in the subsequent results.
We conclude with the study of the regularity properties of the fractional optimal
control z¯. These properties are fundamental to derive a priori error estimates for the
discrete algorithms proposed in §5.2 and §5.3. To do that, we recall the following
result: If µ > 0 and p¯ is given by Definition 3.3, then the projection formula
z¯(x′) = proj[a(x′),b(x′)]
(
− 1
µ
p¯(x′)
)
(3.5)
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is equivalent to the variational inequality (3.2); see [44, Section 2.8] for details. In the
formula previously defined proj[a,b](v) = min{b,max{a, v}}.
Lemma 3.5 (H1-regularity of control). Let z¯ ∈ Zad be the fractional optimal
control, a, b ∈ H1(Ω) and ud ∈ H1−s(Ω). If s ∈ [ 14 , 1), then z¯ ∈ H1(Ω). If s ∈ (0, 14 )
and, in addition, (3.4) holds, then z¯ ∈ H10 (Ω).
Proof. Let φ ∈ Hs(Ω) be the solution to Lsφ = z¯ in Ω and φ = 0 on ∂Ω. Since
Ω satisfies (3.3), Ls is is a pseudodifferential operator of order 2s and z¯ ∈ L2(Ω), we
conclude that φ ∈ H2s(Ω). Consequently, if u¯ = u¯(z¯) solves (1.3) and p¯ = p¯(z¯) is given
by the Definition 3.3, then
u¯(z¯) ∈ H2s(Ω), p¯(z¯) ∈ Hκ(Ω),
where, since ud ∈ H1−s(Ω), κ = min{4s, 1+s} < 2. Next, we define Aw = max{w, 0},
which satisfies:
(a) ‖Aw‖H1(Ω) . ‖w‖H1(Ω) for all w ∈ H1(Ω) [33, Theorem A.1].
(b) ‖Aw1 −Aw2‖L2(Ω) ≤ ‖w1 − w2‖L2(Ω) for all w1,w2 ∈ L2(Ω).
1 s ∈ [ 14 , 1) and a, b ∈ H1(Ω): The formula (3.5), in conjunction with property (a)
immediately implies that z¯ ∈ H1(Ω); see also [44, Theorem 2.37].
2 s ∈ (0, 14 ), a, b ∈ H1(Ω) and (3.4) holds: In this case p¯(z¯) ∈ H4s(Ω). As the
operator A satisfies (a) and (b), an interpolation argument based on [43, Lemma
28.1] allows us to conclude ‖Ap¯‖H4s(Ω) . ‖p¯‖H4s(Ω). This, in view of (3.5), and the
fact that a, b ∈ H1(Ω) satisfy (3.4), immediately implies that z¯ ∈ H4s(Ω). We now
consider two cases:
2.1 s ∈ [ 18 , 14 ) : Since z¯ ∈ H4s(Ω), we conclude that u¯(z¯) ∈ H6s(Ω) and p¯(z¯) ∈ Hσ(Ω)
with σ = min{8s, 1+s}. Then, in view of (3.5), we have that z¯ ∈ H10 (Ω) for s ∈ [ 18 , 14 ).
2.2 s ∈ (0, 18 ) : A nonlinear operator interpolation argument, again, yields z¯ ∈
H8s(Ω). Consequently, u¯(z¯) ∈ H10s(Ω) and p¯(z¯) ∈ Hδ(Ω) where δ = min{12s, 1 + s}.
2.2.1 s ∈ [ 112 , 18 ) : We immediately conclude that z¯ ∈ H10 (Ω).
2.2.2 s ∈ (0, 112 ) : Proceed as before.
Proceeding in this way we can conclude, after a finite number of steps, that for
any s ∈ (0, 14 ) we have z¯ ∈ H10 (Ω). This concludes the proof.
Remark 3.6 (regularity of the fractional optimal state and adjoint). Let a, b ∈
H1(Ω) and ud ∈ H1−s(Ω). Then, as a consequence of the analysis developed in Lemma
3.5, we conclude the following regularity results for u¯ = u¯(z¯) and p¯ = p¯(z¯). If s ∈ [ 12 , 1),
then u¯ ∈ H10 (Ω). If s ∈ (0, 12 ) and (3.4) holds, then u¯ ∈ H10 (Ω). On the other hand, if
s ∈ [ 14 , 1), then p¯ ∈ H10 (Ω) and, if s ∈ (0, 14 ) and (3.4) holds, p¯(z¯) ∈ H10 (Ω).
3.2. The optimal extended control problem. In order to overcome the non-
locality feature in the fractional control problem we introduce an equivalent problem:
the extended optimal control problem. The main advantage of the latter, which was
already motivated in §1, is its local nature. We define the extended optimal control
problem as follows: Find min J(trΩU , q), subject to the state equation
a(U , φ) = 〈q, trΩ φ〉H−s(Ω)×Hs(Ω) ∀φ ∈
◦
H1L(y
α, C) (3.6)
and the control constraints q ∈ Zad, where the functional J is defined by (1.2).
Definition 3.7 (extended control-to-state operator). The map G : H−s(Ω) 3
q 7→ trΩU (q) ∈ Hs(Ω) where U (q) ∈ ◦H1L(yα, C) solves (3.6) is called the extended
control to state operator.
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Remark 3.8 (The operators S and G coincide). The result of Theorem 2.2 tells
us that if u(q) ∈ Hs(Ω) denotes the solution to (1.3) with q ∈ H−s(Ω) as a datum,
and U (q) solves (3.6), then
trΩU (q) = u(q).
Consequently, the action of the operators S and G coincide, and then the results of
§3.1 imply that G is a well defined, linear and continuous operator.
Definition 3.9 (extended optimal state-control pair). A state-control pair
(U¯ (q¯), q¯) ∈ ◦H1L(yα, C)×Zad is called optimal for the extended optimal control problem
if trΩ U¯ (q¯) = Gq¯ and
J(trΩ U¯ (q¯), q¯) ≤ J(trΩU (q), q),
for all (U (q), q) ∈ ◦H1L(yα, C)× Zad such that trΩU (q) = Gq.
Since G is self-adjoint with respect to the standard L2(Ω)-inner product, we have
the following definition for the extended optimal adjoint state.
Definition 3.10 (extended optimal adjoint state). The extended optimal adjoint
state P¯(q¯) ∈ ◦H1L(yα, C), associated with U¯ (q¯) ∈
◦
H1L(y
α, C), is the unique solution to
a(P¯(q¯), φ) = (trΩ U¯ (q¯)− ud, trΩ φ)L2(Ω), (3.7)
for all φ ∈ ◦H1L(yα, C).
Definitions 3.7 and 3.10 yield: trΩ P¯(q¯) = G(Gq¯−ud). The existence and unique-
ness of the extended optimal control problem, together with the first order necessary
and sufficient optimality condition follow the arguments developed in Theorem 3.4.
Theorem 3.11 (existence, uniqueness and optimality system). The extended
optimal control problem has a unique optimal solution (U¯ , q¯) ∈ ◦H1L(yα, C)×Zad. The
optimality system
U¯ = U¯ (q¯) ∈ ◦H1L(yα, C) solution of (3.6),
P¯ = P¯(q¯) ∈ ◦H1L(yα, C) solution of (3.7),
q¯ ∈ Zad, (trΩ P¯ + µq¯, q− q¯)L2(Ω) ≥ 0 ∀q ∈ Zad,
(3.8)
hold. These conditions are necessary and sufficient.
We conclude this section with the equivalence between the optimal fractional and
extended control problems.
Theorem 3.12 (equivalence of the fractional and extended control problems). If
(u¯(z¯), z¯) ∈ Hs(Ω)×Zad and (U¯ (q¯), q¯) ∈ ◦H1L(yα, C)×Zad denote the optimal solutions
to the fractional and extended optimal control problems respectively, then
z¯ = q¯ and trΩ U¯ = u¯,
that is, the two problems are equivalent.
Proof. The proof is a direct consequence of Theorem 2.2; see Remark 3.8.
4. A truncated optimal control problem. A first step towards the discretiza-
tion is to truncate the domain C. Since the optimal state U¯ decays exponentially in
the extended dimension y, we truncate C to CY = Ω× (0,Y ), for a suitable truncation
parameter Y and seek solutions in this bounded domain; see [38, §3]. The exponential
decay of the optimal state U¯ (z¯) is the content of the next result.
Proposition 4.1 (exponential decay). For every Y ≥ 1, the optimal state U¯ =
U¯ (z¯) ∈ ◦H1L(yα, C), solution to problem (3.6), satisfies
‖∇U¯ ‖L2(yα,Ω×(Y ,∞)) . e−
√
λ1Y /2‖z¯‖H−s(Ω), (4.1)
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where λ1 denotes the first eigenvalue of the operator L.
Proof. The estimate (4.1) follows directly from [38, Proposition 3.1] in conjunction
with Remark 2.3.
As a consequence of Proposition 4.1, given a control r ∈ H−s(Ω), we consider the
following truncated state equation
−div (yαA∇v) + yαcv = 0 in CY ,
v = 0 on ∂LCY ∪ Ω× {Y }, ∂v
∂να
= dsr on Ω× {0},
(4.2)
for Y sufficiently large. In order to write a weak formulation of (4.2) and formulate
an appropriate optimal control problem, we define the weighted Sobolev space
◦
H1L(y
α, CY ) =
{
w ∈ H1(yα, CY ) : w = 0 on ∂LCY ∪ Ω× {Y }
}
,
and for all w, φ ∈ ◦H1L(yα, CY ), the bilinear form
aY (w, φ) =
1
ds
ˆ
CY
yαA(x)∇w · ∇φ+ yαc(x′)wφ.
We are now in position to define the truncated optimal control problem as follows:
Find min J(trΩ v, r) subject to the truncated state equation
aY (v, φ) = 〈r, trΩ φ〉H−s(Ω)×Hs(Ω) ∀φ ∈
◦
H1L(y
α, CY ) (4.3)
and the control constraints r ∈ Zad.
Before analyzing the truncated control problem, we present the following result.
Proposition 4.2 (exponential convergence). If U (r) ∈ ◦H1L(yα, C) solves (3.6)
with q = r ∈ H−s(Ω) and v(r) ∈ ◦H1L(yα, CY ) solves (4.3) then, for any Y ≥ 1, we have
‖∇ (U (r)− v(r)) ‖L2(yα,C) . e−
√
λ1Y /4‖r‖H−s(Ω), (4.4)
‖ trΩ (U (r)− v(r)) ‖Hs(Ω) . e−
√
λ1Y /4‖r‖H−s(Ω), (4.5)
where λ1 denotes the first eigenvalue of the operator L.
Proof. The estimate (4.4) follows from [38, Theorem 3.5] and Remark 2.3. On
the other hand, the trace estimate (2.7), in conjunction with (4.4), yields (4.5).
Now, we introduce the truncated control-to-state operator as follows.
Definition 4.3 (truncated control-to-state operator). We define the truncated
control-to-state operator H : H−s(Ω) → Hs(Ω) such that for a given control r ∈
H−s(Ω) it associates a unique state trΩ v(r) ∈ Hs(Ω) via (4.3).
The operator above is well defined, linear and continuous; see [12, Lemma 2.6]
for s = 1/2 and [14, Proposition 2.1] for any s ∈ (0, 1) \ { 12}.
The optimal truncated state-control pair is defined along the same lines of Defi-
nitions 3.2 and 3.9. We now define the truncated optimal adjoint state as follows.
Definition 4.4 (truncated optimal adjoint state). The optimal adjoint state
p¯(¯r) ∈ ◦H1L(yα, CY ), associated with v¯(¯r) ∈
◦
H1L(y
α, CY ), is defined to be the solution to
aY (p¯(¯r), φ) = (trΩ v¯(¯r)− ud, trΩ φ)L2(Ω), (4.6)
for all φ ∈ ◦H1L(yα, CY ).
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As a consequence of Definitions 4.3, and 4.4, we have that trΩ p¯ = H(Hr¯−ud). In
addition, the arguments developed in §3.1 allow us to conclude the following result.
Theorem 4.5 (existence, uniqueness and optimality system). The truncated op-
timal control problem has a unique solution (v¯, r¯) ∈ ◦H1L(yα, CY )×Zad. The optimality
system 
v¯ = v¯(¯r) ∈ ◦H1L(yα, CY ) solution of (4.3),
p¯ = p¯(¯r) ∈ ◦H1L(yα, CY ) solution of (4.6),
r¯ ∈ Zad, (trΩ p¯+ µr¯, r − r¯)L2(Ω) ≥ 0 ∀r ∈ Zad,
(4.7)
hold. These conditions are necessary and sufficient.
The next result shows the approximation properties of the optimal pair (v¯(¯r), r¯)
solving the truncated control problem.
Lemma 4.6 (exponential convergence). For every Y ≥ 1, we have
‖r¯ − z¯‖L2(Ω) . e−
√
λ1Y /4‖r¯‖L2(Ω), (4.8)
and
‖ trΩ(U¯ − v¯)‖L2(Ω) . e−
√
λ1Y /4‖r¯‖L2(Ω) (4.9)
Proof. We proceed in four steps.
1 We start by setting q = r¯ ∈ Zad and r = z¯ ∈ Zad in the variational inequalities of
the systems (3.8) and (4.7) respectively. Adding the obtained results, we derive
µ‖r¯ − z¯‖2L2(Ω) ≤ (trΩ(P¯ − p¯), r¯ − z¯)L2(Ω),
where we used Theorem 3.12: q¯ = z¯. Now, we add and subtract trΩP (¯r) to arrive at
µ‖r¯ − z¯‖2L2(Ω) ≤
(
trΩ(P¯ −P (¯r)), r¯ − z¯
)
L2(Ω)
+ (trΩ(P (¯r)− p¯), r¯ − z¯)L2(Ω) = I + II.
2 We estimate the term I as follows: we use the relations trΩ P¯(z¯) = G(Gz¯ − ud)
and trΩP (¯r) = G(Gr¯ − ud) to obtain
I = (G(Gz¯−Gr¯), r¯ − z¯)L2(Ω) = −‖G(z¯− r¯)‖2L2(Ω) ≤ 0.
3 We now proceed to estimate II. We first extend p¯(¯r) by zero to C and then define
ψ =P (¯r)− p¯(¯r) ∈ ◦H1L(yα, C). We notice that ψ solves
a(ψ, φ) = (trΩ(U (¯r)− v¯(¯r)), trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, C).
Invoking the trace estimate (2.7), together with the well-posedness of the problem
above, the estimate (2.11) and Remark 2.3, we conclude
‖ trΩ ψ‖L2(Ω) . ‖∇ψ‖L2(yα,C) . ‖ trΩ(U (¯r)− v¯(¯r))‖L2(Ω).
Therefore, the exponential estimate (4.5) yields ‖ trΩ ψ‖L2(Ω) . e−
√
λ1Y /4‖r¯‖L2(Ω).
This result, in conjunction with Steps 1 and 2, yield (4.8).
4 We extend v¯(¯r) ∈ ◦H1L(yα, CY ) by zero to C. Then, U¯ (z¯)− v¯(¯r) ∈
◦
H1L(y
α, C) solves
a(U¯ (z¯)− v¯(¯r), φ) = (z¯− r¯, trΩ φ)L2(Ω) , ∀φ ∈
◦
H1L(y
α, C).
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The well-posedness of the problem above, together with Remark 2.3 and (2.11), yield
‖∇(U¯ (z¯)− v¯(¯r))‖L2(yα,C) . ‖r¯ − z¯‖L2(Ω) . e−
√
λ1Y /4‖r¯‖L2(Ω),
which implies (4.9) and concludes the proof.
We conclude this section with the following regularity result.
Remark 4.7 (regularity of r¯ vs. z¯). In Lemma 3.5 we studied the regularity of z¯.
The techniques of [39, Remark 4.4] allow us to transfer these results to the solution
of the truncated optimal control problem r¯. Similarly, we can derive the regularity
results of Remark 3.6 for trΩ v¯ and trΩ p¯. For brevity we skip the details.
5. A priori error estimates. In this section, we propose and analyze two
simple numerical strategies to solve the fractional optimal control problem (1.2)-(1.4):
a semi-discrete scheme based on the so-called variational approach introduced by
Hinze in [27] and a fully-discrete scheme which discretizes both the state and control
spaces. Before proceeding with the analysis of our method, it is instructive to review
the a priori error analysis for the numerical approximation of the state equation (4.3)
developed in [38]. In an effort to make this contribution self-contained, such results
are briefly presented in the following subsection.
5.1. A finite element method for the state equation. In order to study the
finite element discretization of problem (4.3), we must first understand the regularity
of the solution U , since an error estimate for v, solution of (4.3), depends on the
regularity of U ; see [38, §4.1] and [39, Remark 4.4] . We recall that [38, Theorem 2.7]
reveals that the second order regularity of U is significantly worse in the extended
direction, since it requires a stronger weight, namely yβ with β > α+ 1:
‖LU ‖L2(yα,C) + ‖∂y∇x′U ‖L2(yα,C) . ‖z‖H1−s(Ω), (5.1)
‖Uyy‖L2(yβ ,C) . ‖z‖L2(Ω). (5.2)
These estimates suggest that graded meshes in the extended variable y play a fun-
damental role. In fact, since Uyy ≈ y−α−1 as y ≈ 0 (see [38, (2.35)]), which follows
from the behavior of the functions ψk defined in (2.12), we have that anisotropy in
the extended variable is fundamental to recover quasi-optimality; see [38, §5]. This in
turn motivates the following construction of a mesh over the truncated cylinder CY .
Before discussing it, we remark that the regularity estimates (5.1)-(5.2) have been
also recently established for the solution v to problem (4.3); see [39, Remark 4.4].
To avoid technical difficulties we have assumed that the boundary of Ω is polygo-
nal. The case of curved boundaries could be handled, for instance, with the methods
of [9]. Let TΩ = {K} be a conforming mesh of Ω, where K ⊂ Rn is an element that
is isoparametrically equivalent either to the unit cube [0, 1]n or the unit simplex in
Rn. We denote by TΩ the collection of all conforming refinements of an original mesh
T 0Ω . We assume TΩ is shape regular [20, 22]. We also consider a graded partition IY
of the interval [0,Y ] based on intervals [yk, yk+1], where
yk =
(
k
M
)γ
Y , k = 0, . . . ,M, (5.3)
and γ > 3/(1−α) = 3/(2s) > 1. We then construct the mesh TY over CY as the tensor
product triangulation of TΩ and IY . We denote by T the set of all triangulations of
CY that are obtained with this procedure, and we recall that T satisfies the following
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regularity assumption ([21, 38]): there is a constant σY such that if T1 = K1× I1 and
T2 = K2 × I2 ∈ TY have nonempty intersection, and hI = |I|, then
hI1h
−1
I2
≤ σY . (5.4)
Remark 5.1 (anisotropic estimates). The weak regularity condition (5.4) allows
for a rather general family of anisotropic meshes. Under this assumption weighted
and anisotropic interpolation error estimates have been derived in [21, 38, 40].
Remark 5.2 (s-independent mesh grading). The term γ = γ(s), which defines
the graded mesh IY by (5.3), deteriorates as s becomes small because γ > 3/(2s).
However, a modified mesh grading in the y-direction has been proposed in [17, §7.3],
which does not change the ratio of the degrees of freedom in Ω and the extended
dimension by more than a constant and provides a uniform bound with respect to s.
For TY ∈ T, we define the finite element space
V(TY ) =
{
W ∈ C0(CY ) : W |T ∈ P1(K)⊗ P1(I) ∀T ∈ TY , W |ΓD = 0
}
, (5.5)
where ΓD = ∂LCY ∪ Ω× {Y } is the Dirichlet boundary. If the base K of T = K × I
is a simplex, P1(K) = P1(K): the set of polynomials of degree at most 1. If K is a
cube, P1(K) = Q1(K) i.e., the set of polynomials of degree at most 1 in each variable.
The Galerkin approximation of (4.3) is given by the function VTY ∈ V(TY ) solvingˆ
CY
yα∇VTY∇W = 〈r, trΩW 〉H−s(Ω)×Hs(Ω) ∀W ∈ V(TY ). (5.6)
Existence and uniqueness of VTY immediately follows from V(TY ) ⊂
◦
H1L(y
α, CY ) and
the Lax-Milgram Lemma.
We define the space U(TΩ) = trΩV(TY ), which is simply a P1 finite element
space over the mesh TΩ. The finite element approximation of u ∈ Hs(Ω), solution of
(1.3) with r as a datum, is then given by
UTΩ := trΩ VTY ∈ U(TΩ). (5.7)
It is trivial to obtain a best approximation result a` la Cea for problem (5.6).
This best approximation result reduces the numerical analysis of problem (5.6) to
a question in approximation theory, which in turn can be answered with the study
of piecewise polynomial interpolation in Muckenhoupt weighted Sobolev spaces; see
[38, 40]. Exploiting the structure of the mesh it is possible to handle anisotropy in the
extended variable, construct a quasi-interpolant ITY : L
1(CY )→ V(TY ), and obtain
‖v − ITY v‖L2(yα,T ) . hK‖∇x′v‖L2(yα,ST ) + hI‖∂yv‖L2(yα,ST ),
‖∂xj (v − ITY v)‖L2(yα,T ) . hK‖∇x′∂xjv‖L2(yα,ST ) + hI‖∂y∂xjv‖L2(yα,ST ),
with j = 1, . . . , n + 1 and ST being the patch of T ; see [38, Theorems 4.6–4.8] and
[40] for details. However, since vyy ≈ y−α−1 as y ≈ 0, we realize that v /∈ H2(yα, CY )
and the second estimate is not meaningful for j = n + 1; see [39, Remark 4.4]. In
view of estimate (5.2) it is necessary to measure the regularity of vyy with a stronger
weight and thus compensate with a graded mesh in the extended dimension. This
makes anisotropic estimates essential.
Notice that #TY = M #TΩ, and that #TΩ ≈Mn implies #TY ≈Mn+1. Finally,
if TΩ is quasi-uniform, we have hTΩ ≈ (#TΩ)−1/n. All these considerations allow us
to obtain the following result, which follows from [39, Proposition 4.7].
Theorem 5.3 (a priori error estimate). Let Ω satisfies (3.3) and let TY ∈ T be a
tensor product grid, which is quasi-uniform in Ω and graded in the extended variable
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so that (5.3) holds. If r ∈ H1−s(Ω), u denotes the solution of (1.3) with r as a datum,
v solves problem (4.3), VTY ∈ V(TY ) is the Galerkin approximation defined by (5.6),
and UTΩ ∈ U(TY ) is the approximation defined by (5.7), then we have
‖ trΩ v − UTΩ‖L2(Ω) = ‖ trΩ(v − VTY )‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖r‖H1−s(Ω), (5.8)
and
‖u− UTΩ‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖r‖H1−s(Ω). (5.9)
where Y ≈ | log(#TY )|.
Remark 5.4 (regularity assumptions). As Theorem 5.3 indicates, (5.8) and (5.9)
require that r ∈ H1−s(Ω) and that the domain Ω satisfies (3.3). If any of these two
conditions fail singularities may develop in the direction of the x′-variables, whose
characterization is an open problem; see [38, § 6.3] for an illustration. Consequently,
quasi-uniform refinement of Ω would not result in an efficient solution technique and
then adaptivity is essential to recover quasi-optimal rates of convergence [18].
Remark 5.5 (suboptimal and optimal estimates). The error estimate (5.9) is
optimal in terms of regularity but suboptimal in terms of order. The main ingredients
in its derivation are the standard L2(Ω)-projection, the so-called duality argument
and the regularity estimates (5.1)-(5.2) for v; see [39, Remark 4.4]. The role of
these regularity estimates can be observed directly from the estimate (4.16) in [39,
Proposition 4.7], which reads:
‖ trΩ(v − VTY )‖L2(Ω) . Y 2s(#TY )−
1+s
n+1S(v),
where S(v) = ‖∇∇x′v‖L2(yα,CY ) +‖∂yyv‖L2(yβ ,CY ). Then (5.9) follows by invoking the
regularity results of [39, Remark 4.4]: S(v) . ‖r‖H1−s(Ω). We also remark that (5.9)
holds under the anisotropic setting of T given by (5.4).
Remark 5.6 (Computational complexity). The cost of solving (5.6) is related
to #TY , and not to #TΩ, but the resulting system is sparse. The structure of (5.6)
is so that fast multilevel solvers can be designed with complexity proportional to
#TY (log(#TY ))1/(n+1) [17]. We also comment that a discretization of the intrinsic
integral formulation of the fractional Laplacian result in a dense matrix and involves
the development of accurate quadrature formulas for singular integrands; see [30] for
a finite difference approach in one spatial dimension.
5.2. The variational approach: a semi-discrete scheme. We consider the
variational approach introduced and analyzed by Hinze in [27], which only discretizes
the state space; the control space Zad is not discretized. It guarantees conformity
since the continuous and discrete admissible sets coincide and induces a discretization
of the optimal control by projecting the discrete adjoint state into the admissible
control set. Following [27], we consider the following semi-discretized optimal control
problem: min J(trΩ V, g), subject to the discrete state equation
aY (V,W ) = 〈g, trΩW 〉H−s(Ω)×Hs(Ω) ∀W ∈ V(TY ), (5.10)
and the control constraints g ∈ Zad. For convenience, we will refer to the problem
described above as the semi-discrete optimal control problem.
We denote by (V¯ , g¯) ∈ V(TY ) × Zad the optimal pair solving the semi-discrete
optimal control problem. Then, by defining
U¯ := trΩ V¯ , (5.11)
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we obtain a semi-discrete approximation (U¯ , g¯) ∈ U(TΩ) × Zad of the optimal pair
(u¯, z¯) ∈ Hs(Ω)× Zad solving the fractional optimal control problem (1.2)-(1.4).
Remark 5.7 (locality). The main advantage of the semi-discrete control problem
is its local nature, thereby mimicking that of the extended optimal control problem.
In order to study the semi-discrete optimal control problem, we define the control-
to-state operator HTY : Zad → U(TΩ), which given a control g ∈ Zad associates a
unique discrete state HTY g = trΩ V (g) solving problem (5.10). This operator is linear
and continuous as a consequence of the Lax-Milgram Lemma. In addition, it is a
self-adjoint operator with respect to the standard L2(Ω)-inner product.
We define the optimal adjoint state P¯ = P¯ (g¯) ∈ V(TY ) as the solution to
aY (P¯ ,W ) = (trΩ V¯ − ud, trΩW )L2(Ω) ∀W ∈ V(TY ). (5.12)
We now state the existence and uniqueness of the optimal control together with
the first order optimality conditions for the semi-discrete optimal control problem.
Theorem 5.8 (existence, uniqueness and optimality system). The semi-discrete
optimal control problem has a unique optimal solution (V¯ , g¯) ∈ V(TY ) × Zad. The
optimality system
V¯ = V¯ (g¯) ∈ V(TY ) solution of (5.10),
P¯ = P¯ (g¯) ∈ V(TY ) solution of (5.12),
g¯ ∈ Zad, (trΩ P¯ + µg¯, g − g¯)L2(Ω) ≥ 0 ∀g ∈ Zad,
(5.13)
hold. These conditions are necessary and sufficient
Proof. The proof follows the same arguments employed in the proof of Theorem
3.4. For brevity, we skip the details.
To derive error estimates for our semi-discrete optimal control problem, we rewrite
the a priori theory of §5.1 in terms of the control-to-state operators H and HTY . Given
r ∈ H1−s(Ω), the estimate (5.8) reads
‖(H−HTY )r‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖r‖H1−s(Ω). (5.14)
The estimate (5.14) requires r¯ ∈ H1−s(Ω) (see also Theorem 5.3 and Remark 5.4).
We derive such a regularity result in the following Lemma.
Lemma 5.9 (H1−s(Ω)-regularity of control). Let r¯ ∈ Zad be the optimal control
of the truncated optimal control problem and ud ∈ H1−s(Ω). If, a, b ∈ H1(Ω), and, in
addition, (3.4) holds for s ∈ (0, 12 ], then r¯ ∈ H1−s(Ω).
Proof. For s ∈ ( 12 , 1), we have that H1−s(Ω) = H1−s0 (Ω). Then (2.3), Lemma 3.5
and Remark 4.7 yield r¯ ∈ H1−s(Ω). When s ∈ (0, 12 ] and (3.4) is satisfied, Lemma 3.5
and Remark 4.7, yields immediately z¯ ∈ H10 (Ω) ⊂ H1−s(Ω).
We now present an a priori error estimate for the semi-discrete optimal control
problem. The proof is inspired by the original one introduced by Hinze in [27] and
it is based on the error estimate (5.14). However, we recall the arguments to verify
that they are still valid in the anisotropic framework of [38] summarized in § 5.1, and
under the regularity properties of the optimal control r¯ dictated by Lemma 5.9.
Theorem 5.10 (variational approach: error estimate). Let the pairs (v¯(¯r), r¯)
and (V¯ (g¯), g¯) be the solutions to the truncated and the semi-discrete optimal control
problems, respectively. Then, under the framework of Lemma 5.9, we have
‖r¯ − g¯‖L2(Ω) . Y 2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) , (5.15)
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and
‖ trΩ(v¯ − V¯ )‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 (‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)), (5.16)
where Y ≈ | log(#TY )|.
Proof. Similarly to the proof of Lemma (4.6), we set r = g¯ ∈ Zad and g = r¯ ∈ Zad
in the variational inequalities of the systems (4.7) and (5.13) respectively. Adding the
obtained results, we arrive at
µ‖r¯ − g¯‖2L2(Ω) ≤ (trΩ(p¯− P¯ ), g¯ − r¯)L2(Ω).
We now proceed to use the relations trΩ p¯ = trΩ p¯(¯r) = H(Hr¯ − ud) and trΩ P¯ =
trΩ P¯ (g¯) = HTY (HTY g¯ − ud), to rewrite the inequality above as
µ‖r¯ − g¯‖2L2(Ω) ≤ (H2r¯ −H2TY g¯ + (HTY −H)ud, g¯ − r¯)L2(Ω)
which, by adding and subtracting the term HTY Hr¯, yields
µ‖r¯ − g¯‖2L2(Ω) ≤
(
(H−HTY )Hr¯ + HTY Hr¯ −H2TY g¯ + (HTY −H)ud, g¯ − r¯
)
L2(Ω)
.
We now add and subtract the term H2TY r¯ to arrive at
µ‖r¯ − g¯‖2L2(Ω) ≤ ((H−HTY )Hr¯, g¯ − r¯)L2(Ω) + (HTY (H−HTY )¯r, g¯ − r¯)L2(Ω)
+(H2TY (¯r − g¯), g¯ − r¯)L2(Ω) + ((HTY −H)ud, g¯ − r¯)L2(Ω) = I + II + III + IV.
We estimate the term I as follows:
|I| ≤ ‖(H−HTY )Hr¯‖L2(Ω)‖g¯ − r¯‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖Hr¯‖H1−s(Ω)‖g¯ − r¯‖L2(Ω)
where we have used the approximation property (5.14). Now, since Hr¯ = trΩ v(¯r) and
r¯ ∈ H1(Ω) ∩ H1−s(Ω), the arguments developed in [39, Remark 4.4], in conjunction
with Remark 3.6, yield ‖ trΩ v(¯r)‖H1−s(Ω) . ‖r¯‖H1−s(Ω). The estimate for terms II and
IV follow exactly the same arguments by using the continuity of HTY .
The desired estimate (5.15) is then a consequence of the derived estimates in
conjunction with the fact that III ≤ 0.
Finally, we prove the estimate (5.16). Since v¯ = v¯(¯r) and trΩ V¯ = trΩ V¯ (g¯), we
conclude that that
‖ trΩ(v¯ − V¯ )‖L2(Ω) = ‖Hr¯ −HTY g¯‖L2(Ω) ≤ ‖(H−HTY )¯r‖L2(Ω) + ‖HTY (¯r − g¯)‖L2(Ω)
. Y 2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) , (5.17)
where we have used the estimates (5.14) and (5.15), and the continuity of HTY . This
yields (5.16) and concludes the proof.
Remark 5.11 (variational approach: advantages and disadvantages). The key
advantage of the variational approach is obtaining an optimal quadratic rate of con-
vergence for the control [27, Theorem 2.4]. However, given (5.8), in our case it allows
us to derive (5.15), which is suboptimal in terms of order but optimal in terms of
regularity. From an implementation perspective this technique may lead to a control
which is not discrete in the current mesh and thus requires an independent mesh.
Remark 5.12 (anisotropic meshes). Examining the proof of Theorem 5.10, we
realize that the critical steps, where the anisotropy of the mesh TY is needed, are
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both, at estimating the term I and in (5.17). The analysis developed in [27] allows
the use anisotropic meshes through the estimate (5.14). This fact can be observed in
Theorem 5.10 and has also been exploited to address control problems on nonconvex
domains; see [4, § 6], [5, § 3] and [6, § 4].
We conclude this subsection with the following consequence of Theorem 5.10.
Corollary 5.13 (fractional control problem: error estimate). Let (V¯ , g¯) ∈
V(TY )×Zad solve the semi-discrete optimal control problem and U¯ ∈ U(TΩ) be defined
as in (5.11). Then, under the framework of Lemma (5.9), we have
‖z¯− g¯‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 (‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)), (5.18)
and
‖u¯− U¯‖L2(Ω) . Y 2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) , (5.19)
where Y ≈ | log(#TY )| and (u¯, z¯) ∈ Hs(Ω)× Zad solves (1.2)-(1.4).
Proof. We recall that (U¯ , z¯) ∈ ◦H1L(yα, C)×Zad and (v¯, r¯) ∈
◦
H1L(y
α, CY )×Zad solve
the extended and truncated optimal control problems, respectively. Then, triangle
inequality in conjunction with Lemma 4.6, Lemma 5.9 and Theorem 5.10 yield
‖z¯− g¯‖L2(Ω) ≤ ‖z¯− r¯‖L2(Ω) + ‖r¯ − g¯‖L2(Ω)
.
(
e−
√
λ1Y /4 + Y 2s(#TY )−
1+s
n+1
) (‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω))
. | log(#TY )|2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) ,
which is exactly the desired estimate (5.18). In the last inequality above we have used
Y ≈ log(#(TY )); see [38, Remark 5.5]. To derive (5.19), we proceed as follows:
‖u¯− U¯‖L2(Ω) ≤ ‖u¯− trΩ v¯‖L2(Ω) + ‖ trΩ v¯ − U¯‖L2(Ω)
. | log(#TY )|2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) ,
where we have used (4.9) and (5.16). This concludes the proof.
5.3. A fully discrete scheme. The goal of this subsection is to introduce and
analyze a fully-discrete scheme to solve the fractional optimal control problem (1.2)-
(1.4). We propose the following fully-discrete approximation of the truncated control
problem analyzed in §4: min J(trΩ V,Z), subject to the discrete state equation
aY (V,W ) = 〈Z, trΩW 〉 ∀W ∈ V(TY ), (5.20)
and the discrete control constraints Z ∈ Zad(TΩ). The functional J and the discrete
space V(TY ) are defined by (1.1) and (5.5), respectively. In addition,
Zad(TΩ) = Zad ∩ {Z ∈ L∞(Ω) : Z|K ∈ P0(K) ∀K ∈ TΩ}
denotes the discrete and admissible set of controls, which is discretized by piecewise
constant functions. To simplify the exposition, in what follows we assume that, in the
definition of Zad, given by (3.1), a and b are constant. For convenience, we will refer
to the problem previously defined as the fully-discrete optimal control problem.
We denote by (V¯ , Z¯) ∈ V(TY )×Zad(TΩ) the optimal pair solving the fully-discrete
optimal control problem. Then, by setting
U¯ := trΩ V¯ , (5.21)
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we obtain a fully-discrete approximation (U¯ , Z¯) ∈ U(TΩ) × Zad(TΩ) of the optimal
pair (u¯, z¯) ∈ Hs(Ω)× Zad solving the fractional optimal control problem (1.2)-(1.4).
Remark 5.14 (locality). The main advantage of the fully-discrete optimal con-
trol problem is that involves the local problem (5.20) as state equation.
We define the discrete control-to-state operator HTY : Zad(TΩ)→ U(TY ), which
given a discrete control Z ∈ Zad(TΩ) associates a unique discrete state HTY Z =
trΩ V (Z) solving the discrete problem (5.20).
We define the optimal adjoint state P¯ = P¯ (Z¯) ∈ V(TY ) to be the solution to
aY (P¯ ,W ) = (trΩ V¯ − ud, trΩW )L2(Ω) ∀W ∈ V(TY ). (5.22)
We present the following result, which follows along the same lines as the proof
of Theorem 3.4. For brevity, we skip the details.
Theorem 5.15 (existence, uniqueness and optimality system). The fully-discrete
optimal control problem has a unique optimal solution (V¯ , Z¯) ∈ V(TY ) × Zad(TΩ).
The optimality system
V¯ = V¯ (Z¯) ∈ V(TY ) solution of (5.20),
P¯ = P¯ (Z¯) ∈ V(TY ) solution of (5.22),
Z¯ ∈ Zad(TΩ), (trΩ P¯ + µZ¯, Z − Z¯)L2(Ω) ≥ 0 ∀Z ∈ Zad(TΩ),
(5.23)
hold. These conditions are necessary and sufficient.
To derive a priori error estimates for the fully-discrete optimal control problem,
we recall the L2-orthogonal projection operator ΠTΩ : L
2(Ω)→ P0(TΩ) defined by
(r −ΠTΩr, Z) = 0 ∀Z ∈ Zad(TΩ); (5.24)
see [20, 22]. The space P0(TΩ) denote the space of piecewise constants over the mesh
TΩ. We also recall the following properties of the operator ΠTΩ : for all r ∈ L2(Ω),
we have ‖ΠTΩr‖L2(Ω) . ‖r‖L2(Ω). In addition, if r ∈ H1(Ω), we have
‖r −ΠTΩr‖L2(Ω) . hTΩ‖r‖H1(Ω), (5.25)
where hTΩ denotes the mesh-size of TΩ; see [22, Lemma 1.131 and Proposition
1.134]. Moreover, given r ∈ L2(Ω), (5.24) immediately yields ΠTΩr|K = (1/|K|)
´
K
r.
Consequently, since a(x′) ≡ a and b(x′) ≡ b for all x′ ∈ Ω, we conclude that
ΠTΩr ∈ Zad(TΩ), and then ΠTΩ : L2(Ω)→ Zad(TΩ) is well defined.
Inspired by [37], we now introduce two auxiliary problems. The first one reads:
Find Q ∈ V(TY ) such that
aY (Q,W ) = (trΩ V (¯r)− ud, trΩW )L2(Ω) ∀W ∈ V(TY ). (5.26)
The second one is: Find R ∈ V(TY ) such that
aY (R,W ) = (trΩ v¯ − ud, trΩW )L2(Ω) ∀W ∈ V(TY ). (5.27)
We now derive error estimates for the fully-discrete optimal control problem.
Theorem 5.16 (fully discrete scheme: error estimate). If ud ∈ H1−s(Ω), (3.4)
holds for s ∈ (0, 12 ], and (v¯(¯r), r¯) and (V¯ (Z¯), Z¯) solve the truncated and the fully-
discrete optimal control problems, respectively, then
‖r¯ − Z¯‖L2(Ω) . Y 2s(#TY )−
1
n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) (5.28)
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and
‖ trΩ(v¯ − V¯ )‖Hs(Ω) . Y 2s(#TY )−
1
n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) . (5.29)
where Y ≈ | log(#TY )|.
Proof. We proceed in 5 steps.
1 Since Zad(TΩ) ⊂ Zad, we set r = Z¯ in the variational inequality of (4.7) to write
(trΩ p¯+ µr¯, Z¯ − r¯)L2(Ω) ≥ 0.
On the other hand, setting Z = ΠTΩ r¯ ∈ Zad(TΩ), with ΠTΩ defined by (5.24), in the
variational inequality of (5.23), and adding and subtracting r¯, we derive
(trΩ P¯ + µZ¯,ΠTΩ r¯ − r¯)L2(Ω) + (trΩ P¯ + µZ¯, r¯ − Z¯)L2(Ω) ≥ 0.
Consequently, adding the derived expressions we arrive at
(trΩ(p¯− P¯ ) + µ(¯r − Z¯), Z¯ − r¯)L2(Ω) + (trΩ P¯ + µZ¯,ΠTΩ r¯ − r¯)L2(Ω) ≥ 0,
and then
µ‖r¯ − Z¯‖2L2(Ω) ≤ (trΩ(p¯− P¯ ), Z¯ − r¯)L2(Ω) + (trΩ P¯ + µZ¯,ΠTΩ r¯ − r¯)L2(Ω) = I + II.
2 The estimate for the term I follows immediately as a consequence of the arguments
employed in the proof of Theorem 5.10, which only rely on the regularity r¯ ∈ H1−s(Ω)
given in Lemma 5.9 and the fact that ud ∈ H1−s(Ω). To be precise, we have
|I| . Y 2s(#TY )−
1+s
n+1
(‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)) ‖r¯ − Z¯‖L2(Ω).
3 We estimate the term II by using the solutions to the problems (5.26) and (5.27):
II = (trΩ P¯ + µZ¯,ΠTΩ r¯− r¯)L2(Ω) = (trΩ p¯+ µr¯,ΠTΩ r¯− r¯)L2(Ω) + µ(Z¯ − r¯,ΠTΩ r¯− r¯)
+(trΩ(P¯−Q),ΠTΩ r¯− r¯)L2(Ω) +(trΩ(Q±R− p¯),ΠTΩ r¯− r¯)L2(Ω) = II1 +II2 +II3 +II4.
Invoking the definition (5.24) of ΠTΩ , we arrive at
II1 = (trΩ p¯+ µr¯ + ΠTΩ(trΩ p¯+ µr¯),ΠTΩ r¯ − r¯)L2(Ω),
which by using (5.25), yields |II1| . h2TΩ‖ trΩ p¯(¯r) + µr¯‖H1(Ω)‖r¯‖H1(Ω). Remark 4.7
guarantees that both r¯ and trΩ p¯ belong to ∈ H1(Ω). The term II2 is controlled by a
trivial application of the Cauchy-Schwarz inequality. To estimate II3, we invoke the
stability of the discrete problem (5.22) and the estimate (5.25) to conclude
|II3| . hTΩ‖ trΩ(V¯ − V (¯r))‖L2(Ω)‖r¯‖H1(Ω) . hTΩ‖Z¯ − r¯‖L2(Ω)‖r¯‖H1(Ω),
where in the last inequality we used the discrete stability of (5.20). The estimate for
the term R− p¯ in II4 follows directly from Theorem 5.3. In fact,
‖ trΩ(R− p¯)‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖ trΩ v¯ − ud‖H1−s(Ω).
Remark 4.7 yields trΩ v¯ ∈ H1−s(Ω). The remainder term Q−R is controlled by using
the discrete stability of problem (5.27) together with Theorem 5.3:
‖ trΩ(Q−R)‖L2(Ω) . ‖ trΩ(V (¯r)− v¯)‖L2(Ω) . Y 2s(#TY )−
1+s
n+1 ‖r¯‖H1−s(Ω).
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These estimates yields |II4| . Y 2s(#TY )−
2+s
n+1 (‖r¯‖H1−s(Ω) + ‖ud‖H1−s(Ω))‖r¯‖H1(Ω).
4 The estimates derived in Step 3, in conjunction with appropriate applications
of the Young’s inequality and the bound for I obtained in Step 2, yield the desired
estimate (5.28).
5 Finally, the estimate (5.29) follows easily. In fact, since trΩ v¯ = trΩ v¯(¯r) = Hr¯ and
trΩ V¯ = trΩ V¯ (Z¯) = HTY Z¯, we conclude that
‖ trΩ(v¯ − V¯ )‖Hs(Ω) = ‖Hr¯ −HTY Z¯‖Hs(Ω)
≤ ‖(H−HTY )¯r‖Hs(Ω) + ‖HTY (¯r − Z¯)‖Hs(Ω),
which, as a consequence of the fact that r¯ ∈ H1−s(Ω), [38, Remark 5.6], the continuity
of HTY and (5.28) yield (5.29). This concludes the proof.
We now present the following consequence of Theorem 5.16.
Corollary 5.17 (fractional control problem: error estimate). Let (V¯ , Z¯) ∈
V(TY )×Zad solves the fully-discrete control problem and U¯ ∈ U(TΩ) be defined as in
(5.21). If ud ∈ H1−s(Ω), and a and b satisfy (3.4) for s ∈ (0, 12 ], then we have
‖z¯− Z¯‖L2(Ω) . | log(#TY )|2s(#TY )
−1
n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) , (5.30)
and
‖u¯− U¯‖Hs(Ω) . | log(#TY )|2s(#TY )
−1
n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) . (5.31)
Proof. We recall that (U¯ , z¯) ∈ ◦H1L(yα, C)×Zad and (v¯, r¯) ∈
◦
H1L(y
α, CY )×Zad solve
the extended and truncated optimal control problems, respectively. Then, Lemma 4.6
and Theorem 5.16 imply
‖z¯− Z¯‖L2(Ω) ≤ ‖z¯− r¯‖L2(Ω) + ‖r¯ − Z¯‖L2(Ω)
.
(
e−
√
λ1Y /4 + (#TY )
− 1n+1
) (‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω))
. | log(#TY )|2s(#TY )− 1n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) ,
where we have used that Y ≈ log(#(TY )); see [38, Remark 5.5] for details. This gives
the desired estimate (5.30). In order to derive (5.31), we proceed as follows:
‖u¯− U¯‖Hs(Ω) ≤ ‖u¯− trΩ v¯‖Hs(Ω) + ‖ trΩ v¯ − U¯‖Hs(Ω)
. | log(#TY )|2s(#TY )− 1n+1
(‖r¯‖H1(Ω) + ‖ud‖H1−s(Ω)) ,
where we have used (4.9) and (5.29). This concludes the proof.
6. Numerical Experiments. In this section, we illustrate the performance of
the fully-discrete scheme proposed and analyzed in §5.3 approximating the fractional
optimal control problem (1.2)-(1.4), and the sharpness of the error estimates derived
in Theorem 5.16 and Corollary 5.17.
6.1. Implementation. The implementation has been carried out within the
MATLAB c© software library iFEM [16]. The stiffness matrices of the discrete system
(5.23) are assembled exactly, and the respective forcing boundary term are computed
by a quadrature formula which is exact for polynomials of degree 4. The resulting
linear system is solved by using the built-in direct solver of MATLAB c©. More effi-
cient techniques for preconditioning are currently under investigation. To solve the
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minimization problem, we use the gradient based minimization algorithm fmincon of
MATLAB c©. The optimization algorithm stops when the gradient of the cost function
is less than or equal to 10−8.
We now proceed to derive an exact solution to the fractional optimal control
problem (1.2)-(1.4). To do this, let n = 2, µ = 1, Ω = (0, 1)2, and c(x′) ≡ 0 and
A(x′) ≡ 1 in (1.5). Under this setting, the eigenvalues and eigenfunctions of L are:
λk,l = pi
2(k2 + l2), ϕk,l(x1, x2) = sin(kpix1) sin(lpix2) k, l ∈ N.
Let u¯ be the solution to Lsu¯ = f+ z¯ in Ω, u = 0 on ∂Ω, which is a modification of prob-
lem (1.3), since we added the forcing term f. If f = λs2,2 sin(2pix1) sin(2pix2)− z¯, then
by (2.2), we have u¯ = sin(2pix1) sin(2pix2). Now, we set p¯ = −µ sin(2pix1) sin(2pix2),
which by invoking Definition 3.3, yields ud = (1 + µλ
s
2,2) sin(2pix1) sin(2pix2). The
projection formula (3.5) allows to write z¯ = min {b,max {a,−p¯/µ}}. Finally, we set
a = 0 and b = 0.5, and we see easily that, for any s ∈ (0, 1), z¯ ∈ H10 (Ω) ⊂ H1−s(Ω).
Since we have an exact solution (u¯, z¯) to (1.2)-(1.4), we compute the error ‖u¯ −
U¯‖Hs(Ω) by using (2.7) and computing ‖∇
(
U¯ − V¯ ) ‖L2(yα,C) as follows:
‖∇ (U¯ − V¯ ) ‖2L2(yα,C) = ds ˆ
Ω
(f + z¯) trΩ
(
U¯ − V¯ ) ,
which follows from Galerkin orthogonality. Thus, we avoid evaluating the weight yα
and reduce the computational cost. The right hand side of the equation above is
computed by a quadrature formula which is exact for polynomials of degree 7.
6.2. Uniform refinement versus anisotropic refinement. At the level of
solving the state equation (2.9), a competitive performance of anisotropic over quasi-
uniform refinement is discussed in [18, 38]. Here we explore the advantages of using
the anisotropic refinement developed in §5 when solving the fully-discrete problem
proposed in §5.3. Table 6.1 shows the error in the control and the state for uniform
(un) and anisotropic (an) refinement for s = 0.05. #DOFs denotes the degrees of
freedom of TY . Clearly, the errors obtained with anisotropic refinement are almost an
#DOFs ‖z¯− Z¯‖L2(Ω) (un) ‖z¯− Z¯‖L2(Ω) (an) ‖u¯− U¯‖Hs(Ω) (un) ‖u¯− U¯‖Hs(Ω) (an)
3146 1.46088e-01 5.84167e-02 1.50840e-01 8.83235e-02
10496 1.24415e-01 4.25698e-02 1.51756e-01 6.49159e-02
25137 1.11969e-01 3.08367e-02 1.50680e-01 5.04449e-02
49348 1.04350e-01 2.54473e-02 1.49425e-01 4.07946e-02
85529 9.82338e-02 2.09237e-02 1.48262e-01 3.42406e-02
137376 9.41058e-02 1.81829e-02 1.47146e-01 2.93122e-02
Table 6.1
Experimental errors of the fully-discrete scheme studied in §5.3 on uniform (un) and anisotropic
(an) refinement. A competitive performance of anisotropic refinement is observed.
order in magnitude smaller than the corresponding errors due to uniform refinement.
In addition, Figure 6.1 shows that the anisotropic refinement leads to quasi-optimal
rates of convergence for the optimal variables, thus verifying Theorem 5.16 and Corol-
lary 5.17. Uniform refinement produces suboptimal rates of convergence.
6.3. Anisotropic refinement. The asymptotic relations
‖z¯− Z¯‖L2(Ω) ≈ (#TY )− 13 , ‖∇(U¯ − V¯ )‖L2(yα,C) ≈ (#TY )− 13
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Fig. 6.1. Computational rates of convergence for both quasi-uniform and anisotropic mesh
refinements for s = 0.5. The left panel shows the corresponding rates for the control and the right
one for the state. The Computational convergence rates on anisotropic meshes are in agreement
with the estimates of Corollary 5.17.
are shown in Figure 6.2 which illustrate the quasi-optimal decay rate of our fully-
discrete scheme of §5.3 for all choices of the parameter s considered. These examples
show that anisotropy in the extended dimension is essential to recover optimality. We
also present L2-error estimates for the state variable, which decay as (#TY )−
2
3 . The
latter is not discussed in this paper and is part of a future work.
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Fig. 6.2. Computational rates of convergence for the fully-discrete scheme proposed in §5.3
on anisotropic meshes for n = 2 and s = 0.2, 0.4, 0.6 and s = 0.8. The top left panel shows the
decrease of the L2-control error with respect to #TY and the top right the one for the Hs(Ω)-state
error. In all cases we recover the rate (#TY )−1/3. The bottom panel shows the rates of convergence
(#TY )−2/3 for the L2-state error. The latter is not discussed in this paper.
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