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Abstract
We provide a general formulation for calculating conserved charges for solutions to gen-
erally covariant gravitational theories with possibly other internal gauge symmetries, in
any dimensions and with generic asymptotic behaviors. These solutions are generically
specified by a number of exact (continuous, global) symmetries and some parameters.
We define “parametric variations” as field perturbations generated by variations of
the solution parameters. Employing the covariant phase space method, we establish
that the set of these solutions (up to pure gauge transformations) form a phase space,
the solution phase space, and that the tangent space of this phase space includes the
parametric variations. We then compute conserved charge variations associated with
the exact symmetries of the family of solutions, caused by parametric variations. In-
tegrating the charge variations over a path in the solution phase space, we define the
conserved charges. In particular, we revisit “black hole entropy as a conserved charge”
and the derivation of the first law of black hole thermodynamics. We show that the
solution phase space setting enables us to define black hole entropy by an integration
over any compact, codminesion-2, smooth spacelike surface encircling the hole, as well
as to a natural generalization of Wald and Iyer-Wald analysis to cases involving gauge
fields.
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1 Introduction
Since the seminal theorems by Emmy Noether, the notion of conserved charges has been
linked to the concept of symmetry. Being a generally invariant theory and in lack of a
globally defined time direction, defining conserved charges in a covariant way has been a
challenge within General Relativity (GR). There have been many proposals since the early
days of GR for computing conserved charges associated with exact isometries of spacetime,
the Killing vector fields, or the asymptotic isometries (e.g. in asymptotic flat or anti-de
Sitter spacetimes). The first covariant formula for conserved charges associated with Killing
vectors has been due to Arthur Komar [1], which was shortly followed by the Arnowitt-Deser-
Misner (ADM) papers [2–4] which define charges associated with symmetries of asymptotic
flat space on constant time slices, as well as papers by Bondi et al. [5, 6] which define
the charges associated with asymptotic flat isometries at null infinity. These have also been
extended to asymptotic anti-de Sitter (AdS) geometries [7–9] (see Ref. [10] for a nice overview
on this case) and asymptotic flat solutions to higher derivative theories of gravity [11]. These
methods have practical advantages, easy to work with, and are intuitive. Nonetheless, they
have their own shortcomings. For example, they are not covariant enough or crucially depend
on the form of Einstein-Hilbert action or on the asymptotic behavior of fields (e.g. fit for
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asymptotic flat spacetimes).
In a related line of developments, one may ask for a “covariant” Hamiltonian formulation
of generally invariant theories. A key object in this formulation is the construction of phase
space and its symplectic structure. To work out such a “covariant phase space” one may
try to base the construction on the Lagrangian or action formulation. In fact this is easily
possible, once we recall that the symplectic two-from may be read from the surface term in
the variation of the action. As a simple illustrative example, let us consider a single particle
Lagrangian L = q˙2 − V (q) and that δL = (q¨ − V ′)δq + d(pδq)/dt. The second variation of
the on-shell action will then yield d(δp ∧ δq)/dt, which is nothing but the time derivative
of the symplectic structure two-form computed over the tangent space of the phase space
parametrized by δq, δp; for example see Ref. [12]. Of course in extending this simple example
to field theories (which have an infinite-dimensional, continuous phase space), especially when
there are gauge symmetries which can lead to degenerate directions on the symplectic two-
form, one may face extra complications to tackle. This latter has been studied and analyzed
systematically, e.g. for gauge theories [12] or for gravity in series of precisely formulated
papers by R. Wald and collaborators. This construction makes a direct relation with the
analysis of conserved charges, once we recall the Noether theorem and that the charges are
read from the same surface term. The covariant phase space method (CPSM), initiated in
Refs. [13–15] and studied more in Refs. [16, 17], is now a very well-developed topic (e.g.
see Refs. [18–20] as reviews and references therein). This method has been employed to
define the conserved charges in a covariant way, and also in gauge field theories e.g. see
Refs. [14, 15, 17, 21, 22].
In a different viewpoint general relativity like Maxwell or Yang-Mills gauge field theories
has a local symmetry, a redundancy in the description: not all of the degrees of freedom
encoded in dynamical fields are associated with physical observables; physically distinct
field configurations are those defined “up to gauge transformations.” These local gauge
symmetries are not generically a subject of Noether’s theorems; i.e. generically there are
no conserved charges associated with the gauge transformations (see Ref. [23] for a recent
discussion on this point.)
Let us consider a theory with gauge symmetries in which a generic solution to its field
equations is denoted by Φ. Exact symmetries are the (nontrivial) subset of gauge transforma-
tions generated by η, for which δηΦ = 0; i.e. exact symmetries are the gauge transformations
which do not move us in the solution space. Such η’s are hence in general field dependent,
η = η[Φ]. If we consider diffeomorphisms, these exact symmetries are the isometries of
spacetime which are generated by Killing vector fields. In the presence of gauge fields, the
exact symmetries are not limited to Killing vectors, and there could be a subset of internal
gauge transformation which does not change a given solution. For example, the Maxwell
gauge field corresponding to a set of static charges, in the static gauge, is invariant under
gauge transformation generated by λ = const., the global part of the U(1) gauge transfor-
mations. Moreover, in the presence of other gauge fields, the spacetime isometries may not
necessarily keep the gauge field intact; they may transform the gauge field up to an internal
gauge transformation and hence do not physically change the solution. In this sense, it has
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been argued that the notion of “invariance” under exact symmetries should be extended
to invariance up to internal gauge transformations. This latter will have very interesting
consequences which have been considered in some previous works [17, 24–28].
Given any field theory, one may consider the set of solutions F with prescribed boundary
and initial conditions and denote generic field configurations in F , collectively by Φ. Each
element in F may be identified up to pure gauge transformations (which we will precisely
define) by some number of continuous real parameters pα. Hereafter, we will name the set of
all given solutions spanned by parameters pα the solution space. That is, the parameters pα
may be viewed as “coordinates” on the solution space.1 One can then consider field perturba-
tions around a given solution δΦ. In our setting in this paper, we consider only perturbations
δΦ which satisfy linearized field equations (around Φ). In a theory with local symmetries,
the set of such field perturbations will, by definition, include two important subclasses: (1)
those generated by gauge (local symmetry) transformations, which will be denoted by δǫΦ
and (2) those generated by the variation of parameters in the solution space, the parametric
variations, denoted by δˆΦ.2 In the generally covariant theories we are studying in this work,
δǫΦ include field perturbations generated by infinitesimal diffeomorphisms δx
µ = −ǫµ(x) and
hence δǫΦ = LǫΦ, where Lǫ denotes the Lie derivative along vector field ǫ. If we have other
internal gauge symmetries, like in Einstein-Maxwell or Einstein-Yang-Mills theories, δǫΦ will
also include such internal gauge transformations. Such field perturbations have been very
much analyzed especially in the context of “asymptotic symmetry groups.” For the exam-
ple of 3D gravity, 3D Chern-Simons theory, and near-horizon extremal geometries for some
recent works see e.g. Refs. [29–33] and references therein. Note that perturbations δǫΦ can
be decomposed into two subclasses, those where δǫΦ = 0, which are nothing but the exact
symmetries, and those where δǫΦ 6= 0.
Our main goal in this paper is to analyze and establish the intimate connection of para-
metric variations δˆΦ with the conserved charges associated with the exact symmetries. To
this end, we employ the covariant phase space method and pay special attention to the para-
metric variations δˆΦ. We show that the set of solutions forms a well-defined phase space
even when the tangent space to a given point associated with a solution Φ is restricted to
δˆΦ. We will denote this phase space by Fp. We then use the standard covariant phase
space method to read variation/perturbation due to δˆΦ in conserved charges associated with
exact symmetries. After discussing the integrability of these charge variations over Fp, we
integrate the charge variations over a path in the space of solutions to compute the charge
associated with exact symmetries of each field configuration Φ.
Our method for computing charges associated with exact symmetries, and in particular
1The solution may also have some discrete parameters which will not appear in our discussions in this
paper. Note also that the exact symmetry generators η have implicit dependence on the parameters of the
solution pα.
2In general δΦ are not limited to these two classes. There are generically δΦ associated with waves
corresponding to propagating degrees of freedom on the background Φ. There are, however, interesting
cases, like 3D gravity, 3D Chern-Simons theories or modes around near horizon extremal geometries where
there are no propagating degrees of freedom. For these cases these two classes can be exhaustive.
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focusing on the solution space, brings many advantages: the charge variations are now
computed by an integration over an arbitrary smooth, closed, and compact codimension-2
spacelike surface; we are not confined to taking the integrals at the asymptotic region of the
spacetime. Of course, to completely specify the charges from charge variations, we need to
choose a reference point in the solution space, for which as we will see, in each case we have
a clearly preferred choice. Dealing with parametric perturbations and exact symmetries,
our formulation is free of the ambiguities appearing in the usual Noether theorems (see
Refs. [22, 34] for a thorough analysis of such ambiguities).
The rest of this paper is organized as follows. In Sec. 2, to make our analysis self-
contained we provide a review of covariant phase space method, construction of the presym-
plectic current and the integrability condition for the charges. In Sec. 3, we specialize
discussions of Sec. 2 to the parametric variations. We construct the corresponding con-
served charges associated with exact symmetries and the associated phase space. In Sec.
4, to illustrate how our prescription for computing charges works, we carry out the explicit
computations for two well-known solutions, the Kerr-AdS black hole and the near-horizon
extremal Kerr-Newman geometry, and discuss interesting details in each example. In Sec. 5,
we use our machinery for computing the entropy variation and hence entropy in geometries
admitting a Killing horizon. Our result here is essentially a repetition of Wald’s seminal
work [35], with an important extension: the entropy need not be computed by an inte-
gral over the codimension-2 bifurcation surface of the bifurcate Killing horizon; it could
be computed by integrating the corresponding density over any closed, compact spacelike
codimension-2 surface. Similarly, other charges may be computed over any arbitrary surface.
In this section we also revisit Iyer-Wald derivation [34] of the first law of thermodynamics for
charge perturbations of black holes and show how our formulation extends and generalize it
in two different ways, especially when the gauge field charges are present. The last section
is devoted to a summary and outlook. In some appendixes we have gathered some technical
details of the analysis and calculations.
2 Review of covariant phase space method and conserved charges
The CPSM provides a systematic way of calculating variations or perturbations of conserved
charges in generic theories with local gauge symmetries, in particular generally covariant
theories. This method was primarily developed in the papers of Wald et al [13, 34, 35].
Wald’s approach, which is what we will review below, is based on action formulation. There
is another way of formulating the CPSM, developed by Barnich et al., based on equations of
motion (instead of action) [16, 17]. In this work we discuss a less appreciated application of
the CPSM for computing the conserved charges associated with exact symmetries. As we will
see for this class (see also Ref. [17]), the Wald et al. and Barnich et al. formulations become
equivalent. We therefore briefly review the better-established Wald et al. formulation using
their, now standardized, notation. A concrete and rigorous discussions can be found in the
original papers, e.g. in Ref. [22], while for a pedagogical review we refer to Ref. [20].
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Covariant phase space. Phase space is a manifoldM which is equipped with a symplectic
two-form Ω. To construct Ω for a given d-dimensional generally invariant theory, one may
start through the action
S[Φ] =
∫
L, (2.1)
where L is the Lagrangian d-form, and Φ is used to denote collectively all the dynamical
fields. Variation of the action leads to
δL[Φ] = EΦδΦ+ dΘLW(δΦ,Φ),
where δΦ is a generic field perturbation and provides the basis for tangent space of the phase
space M. The set of equations EΦ = 0 gives the equations of motion. ΘLW is a d−1-form
over the spacetime and one-form on the tangent bundle ofM, i.e. Θ
LW
is a (d− 1; 1)-form.
On-shell equality is denoted by ≈:
δL[Φ] ≈ dΘ
LW
(δΦ,Φ) . (2.2)
A symplectic two-form in the CPSM, the Lee-Wald symplectic form [13], is defined as
Ω
Σ
LW
(δ1Φ, δ2Φ,Φ) =
∫
Σ
ω
LW
(δ1Φ, δ2Φ,Φ) (2.3)
where
ω
LW
(δ1Φ, δ2Φ,Φ) ≡ δ1ΘLW(δ2Φ,Φ)− δ2ΘLW(δ1Φ,Φ) , (2.4)
where ω
LW
is a (d−1; 2)-form and δ1Φ and δ2Φ are two arbitrary field perturbations which are
members of the tangent bundle of theM. In Eq. (2.3), Σ is a codimension-1 spacelike surface.
Hereafter, we restrict to solutions of equations of motion (up to gauge transformations), with
the tangent bundle being perturbations satisfying linearized field equations around Φ, for
which [13, 22]
1. dω
LW
(δ1Φ, δ2Φ,Φ) ≈ 0,
2. Ω
Σ
LW
has no degenerate directions and is conserved and independent of Σ, if Σ is a
Cauchy surface with appropriate boundary conditions for fields and their perturbations
on ∂Σ.
Therefore, if we denote the set of solutions to equations of motion (up to gauge transforma-
tions) by F , (F ; Ω) constitutes a well-defined phase space. The tangent space of F , which
is spanned by δΦ, will be denoted by TF .
Freedom/ambiguities on ω. The Lee-Wald (pre)symplectic form ω
LW
is constructed
from the Lagrangian d-from. Eq.(2.2) reveals that one has a freedom in defining Θ up to a
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(d− 2; 1)-form “boundary terms” Y:
Θ
LW
(δΦ,Φ)→ Θ(δΦ,Φ) = Θ
LW
(δΦ,Φ) + dY(δΦ,Φ). (2.5)
As a result, the symplectic current has the following ambiguity:
ω
LW
(δ1Φ, δ2Φ,Φ)→ ω(δ1Φ, δ2Φ,Φ) = ωLW(δ1Φ, δ2Φ,Φ) + d
[
δ1Y(δ2Φ,Φ)− δ2Y(δ1Φ,Φ)
]
.
(2.6)
Some specific choices for the boundary term Y have been discussed in the literature; for
example, if we base the formulation on equations of motion and not the action, we get a
specificY term and the corresponding “invariant symplectic form” ω
inv
[16,17]. Other choices
of boundary terms may be chosen and used in different contexts, e.g. those motivated by the
AdS/CFT [36] or possibly by different boundary conditions on fields and their perturbations
[30–33].
However, being linear in δǫΦ, for the exact symmetries the boundary term relating ωLW
and ω
inv
vanishes [17, 22] and hence as long as conserved charges associated with the exact
symmetries are concerned, these two lead to the same result.
Conserved charges on the phase space. On may use ω to define conserved charges
associated with a specific set of transformations generated by ǫ, δǫΦ. The transformations
we consider here are among local (gauge) transformations, which also include the exact sym-
metries. Since dω(δ1Φ, δ2Φ,Φ) ≈ 0 for any two perturbations satisfying linearized equations
of motion, locally and on the phase space F ,
ω(δΦ, δǫΦ,Φ) ≈ dkǫ(δΦ,Φ), (2.7)
where kǫ is a (d− 2; 1)-form. The above is called the fundamental identity of the CPSM.
One may integrate kǫ to define perturbations of charge associated with ǫ [34]:
δHǫ(Φ) =
∫
Σ
dkǫ(δΦ,Φ) =
∮
∂Σ
kǫ(δΦ,Φ) . (2.8)
Example: Charges associated with diffeomorphisms+gauge transformations. In
the presence of some number of U(1) gauge fields Aa, labelled by index a, besides diffeo-
morphisms generated by ξ’s, the Lagrangian can also be gauge invariant, i.e. L→ L under
Aa → Aa + dλa for arbitrary scalars λa. Our δǫ now involves both diffeomorphisms and
gauge transformations, ǫ ≡ {ξ, λa}, explicitly, δǫΦ = {LξΦ, δλaΦ},
The charge perturbations (also called Hamiltonian generators) associated with the vari-
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ations generated by ǫ, δHǫ(Φ), are then given as
δHǫ(Φ) ≡ Ω(δΦ, δǫΦ,Φ) =
∫
Σ
ω(δΦ, δǫΦ,Φ) (2.9)
=
∫
Σ
(
δΘ(δǫΦ,Φ)− δǫΘ(δΦ,Φ)
)
=
∮
∂Σ
kǫ(δΦ,Φ) . (2.10)
If the above integrals are finite and nonvanishing, δHǫ(Φ) then corresponds to a conserved
charge variation. The generic form of kǫ is (see Appendix A)
kǫ(δΦ,Φ) = δQǫ − ξ ·Θ(δΦ,Φ) , (2.11)
in which Qǫ is the Noether-Wald charge density,
dQǫ ≡ Θ(δǫΦ,Φ)− ξ ·L . (2.12)
One may then evaluate the charge knowing how to compute kǫ.
Integrability of charges. The charge Hǫ[Φ] is well defined if δHǫ(Φ) is integrable over
the phase space. This condition holds if (δ1δ2 − δ2δ1)Hǫ(Φ) = 0, in which Φs are any field
configuration in the presumed phase space F , and δ1,2Φ are any arbitrary chosen member of
its tangent bundle. For field-independent transformations, i.e. when δǫ = 0, straightforward
analysis (see Appendix A) shows that this condition is equivalent to [13]
∮
∂Σ
ξ ·ω(δ1Φ, δ2Φ,Φ) ≈ 0, ∀Φ ∈ F , δΦ ∈ TF . (2.13)
Field-dependent transformations and their charges. In the standard CPSM which
we reviewed above there is an implicit assumption that the generator of transformations ǫ
are field independent, i.e. δǫ = 0. For the important example of exact symmetries, which is
our main focus in this work, however, this assumption is not always respected and one needs
to revisit the steps of CPSM given above for possible modifications. This has been discussed
in the Appendix of Ref. [31], and we give the results here. The “field-dependence adjusted”
charge variations are
δHǫ ≡
∫
Σ
(
δ[Φ]Θ(δǫΦ,Φ)− δǫΘ(δΦ,Φ)
)
. (2.14)
In this definition, δ[Φ] in δ[Φ]Θ(δǫΦ,Φ) acts only on Φ and not on the ǫ inside Θ. Hence,
one can still compute δHǫ via δHǫ =
∮
∂Σ
kǫ(δΦ,Φ), but the integrability condition is now
modified to [31]
∮
∂Σ
(
ξ · ω(δ1Φ, δ2Φ,Φ) + kδ1ǫ(δ2Φ,Φ)− kδ2ǫ(δ1Φ,Φ)
)
≈ 0. (2.15)
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Pure gauge transformations. If for an ǫ, δHǫ = 0 over all of the phase space F , then
ǫ is the generator of a “pure gauge transformation” [13]. The field configurations related
by such coordinate (gauge) transformations are physically equivalent and their Hamiltonian
generator is trivial and vanishing over the phase space. As is usual in the context of gauge
theories or generally covariant theories, one may then define physical states or observables
up to gauge equivalent classes.
Symplectic nonexact and exact symmetries. By definition the phase space (F ; Ω)
has a nondegenerate symplectic two-form. It may happen that for a subspace of the tangent
space (to a given point Φ) the symplectic current ω vanishes on-shell, i.e. for a subclass of
δǫΦ’s, which will be denoted by δωΦ,
ω(δΦ, δωΦ,Φ) ≈ 0 , (2.16)
for all δΦ satisfying linearized equations of motion. Two important properties follow from
(2.16): (i) conservation, i.e independence of Σ, would be guaranteed for the δHω; (ii) Inde-
pendence of the charge on the codimension-2 integration surface ∂Σ [20,30–33]. In this case,
instead of the usual notion of asymptotic symmetries, we are dealing with charges which
may be defined “everywhere.” The transformations generated by δωΦ are called symplectic
symmetries [32].
Eq.(2.16) may be satisfied for two classes of field perturbations, the nonexact symmetries
δχΦ and the exact symmetries δηΦ:
1. Symplectic nonexact symmetries are the subset of δωΦ, which are nonzero at
least on one point of the phase space. We will denote symplectic nonexact symmetry
perturbation by δχΦ 6= 0. Based on a given solution Φ0, one may construct a full phase
space by successive action of δχ on Φ0 (which may formally be denoted as e
∫
γ
δχ Φ0,
where γ denotes an arbitrary path in the phase space). The elements in this phase
space which may be denoted by FΦ0 are then labelled by conserved charges associated
with symplectic nonexact symmetries (which are defined by integration of symplectic
current over a generic smooth, closed, and compact codimension-2 surface ∂Σ); they
fall into the “orbits” of the algebra of symplectic charges. For cases when Φ0 is a locally
AdS3 geometry or a near-horizon extremal geometry, respectively see Refs. [31–33] for
discussion on sympelctic charges and their algebra.
2. Symplectic exact symmetries are the subset of δωΦ, which vanish all over the phase
space. We will denote symplectic exact symmetry perturbation by δηΦ = 0, for which
obviously (2.16) is satisfied.
The symplectic exact symmetries, which we will call them exact symmetries hereafter, are
the class of perturbations we will analyze in more detail in the rest of this work. We construct
the charges perturbations associated with the exact symmetries, caused through parametric
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variations δˆΦ, by focusing on kη(δˆΦ,Φ). We will show below that these perturbations form
their own phase space which will be denoted as Fp.
3 Solution phase space and associated conserved charges
In the previous section we introduced the machinery of the covariant phase space method
through which one can in principle compute conserved charges variations. In our notation
we used δΦ for any field perturbation which satisfies linearized equations of motion. In the
class of theories with local gauge symmetries (like diffeomorphism invariant theories or the
Maxwell theory), a sector of such field perturbations is δǫΦ’s which denote field perturbations
under generic gauge transformation, generated by ǫ. It may happen that one can associate
well-defined (finite and nontrivial) charge variations to a subclass of δǫΦ’s (which, e.g. are
allowed by a specific boundary condition or keep a given gauge intact). There is yet another
subclass of the gauge transformations, generated by η, for which δηΦ = 0. The latter is
called exact symmetries.
Besides δǫΦ, we may consider a different category of perturbations/variations, the para-
metric variations δˆΦ. In this section we will focus on this class of variations and the class of
exact symmetries δηΦ.
3.1 Parametric variations and solution phase space
Let us consider family of solutions collectively denoted by Φ. Each solution may be identified
with a set of parameters pα: Φ = Φ(x; pα). As is usual, any such solution is defined up to
some coordinate or gauge transformation. As the notation indicates, here we are assuming
that pα’s are continuous real labels on the solution field configuration Φ. In our analysis
here, we do not consider discrete labels and also assume that for each given set of pα’s we
have a distinct solution. Explicitly and by definition, δǫΦ will not take a solution with given
pα’s to another solution with different pα’s.
The parametric variations δˆΦ [37] are then defined as
δˆΦ ≡ ∂Φ
∂pα
δpα. (3.1)
Note that (3.1) defines δˆΦ up to pure gauge transformations. It is clear from the definition
that they satisfy linearized equations of motion because Φ = Φ(x; pα) and Φ+δˆΦ = Φ(x; pα+
δpα) are both solutions to EΦ = 0 and hence
δE(Φ)
δΦ
∣∣
Φ
δˆΦ = 0. With the above discussion, it
becomes clear that the set of parametric variations δˆΦ and those associated with nontrivial
(nonpure) gauge transformations δǫΦ only overlap at δΦ = 0 cases, i.e. on the set of exact
symmetries. We shall use this fact in our construction below.
From the discussions of previous sections, we learn that tangent space of the covariant
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phase space manifold F has different subspaces, e.g. those spanned by δǫΦ or those with δˆΦ.
The set of solutions Φ(xµ; pα) with tangent space restricted to δˆΦ constitutes a (sub)manifold
of F , which can be denoted by Fp. One may then show that the symplectic two-form Ωˆ
defined as
Ωˆ ≡ Ω(δˆ1Φ, δˆ2Φ,Φ) =
∫
Σ
ω(δˆ1Φ, δˆ2Φ,Φ) (3.2)
where
ω(δˆ1Φ, δˆ2Φ,Φ) = δˆ1Θ(δˆ2Φ,Φ)− δˆ2Θ(δˆ1Φ,Φ) , (3.3)
constitute a well-defined symplectic two-form on Fp; i.e. (Fp; Ωˆ) forms a phase space, which
we will dub as the solution phase space. Note that the symplectic structure above already
includes the boundary Y terms discussed in the previous section.
3.2 Conserved charges on solution phase space
One may readily use the general covariant phase space method formulation of computing
conserved charges, to the solution phase space. To this end, we first define charge variations
and then integrating them over a given path in Fp, we define the charges.
Conserved charge variations: Charge variations associated with perturbations ǫ can be
calculated by inserting δˆΦ into the right-hand side of (2.8),
δˆHǫ =
∮
∂Σ
kǫ(δˆΦ,Φ) . (3.4)
Hence, by this equation one is able to calculate δˆHǫ on a solution Φ for any given covariant
theory identified by L. Thanks to the linearity of δˆHǫ in δˆΦ, one can insert (3.1) into (3.4)
term by term, so the explicit computations can be performed easier. We note that in (3.4),
in general δˆǫ 6= 0; i.e. we may have parameter-dependent transformations.
Integrability: In order for the charge variations δˆHǫ to be well-defined over Fp, we need
to require
(δˆ1δˆ2 − δˆ2δˆ1)Hǫ = 0 . (3.5)
The above then leads to the integrability condition for parametric variations,
∮
∂Σ
(
ξ · ω(δˆ1Φ, δˆ2Φ,Φ) + kδˆ1ǫ(δˆ2Φ,Φ)− kδˆ2ǫ(δˆ1Φ,Φ)
)
≈ 0 . (3.6)
The above integrability condition will be used to constrain transformation generators ǫ. We
note that (3.6) is linear and hence if ǫ1 and ǫ2 are two generators with integrable conserved
charges, then c1ǫ1+ c2ǫ2 (for any c1, c2 which are constant on spacetime and on the solution
space), would be also integrable.
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Pure gauge transformations among δˆΦ. If for an ǫ, the δˆHǫ = 0 over all of the solution
phase space Fp, then we consider the ǫ as generator of a “pure gauge transformation.”
Recalling the presence of such pure gauge transformations, implies that the solution phase
is an infinite dimensional phase space.
Integrating on solution phase space: The calculated δˆHǫ in (3.4) would be a function
of parameters, δˆHǫ(pα). It might or might not be a well-defined and integrable function.
In the case of well-defined and integrable δˆHǫ, it can be integrated over the solution phase
space which is parametrized by pα’s. Hence, by a choice of the appropriate reference point,
Hǫ(pα) can be found. More precisely
Hǫ[Φ] =
∫ p
p¯
δˆHǫ +Hǫ[Φ¯] , (3.7)
in which the integration is performed over arbitrary integral curves which connect a refer-
ence field configuration Φ¯ to the Φ on the solution phase space (studied but not been well
appreciated in Refs. [21] and [22]). The Hǫ[Φ¯] is the reference point for the Hǫ defined on
the reference field configuration Φ¯.
Specializing to exact symmetries. Although our formulation above may be used for
any gauge or diffeomorphism δǫΦ, in what follows we will be using it only for exact sym-
metries generated by η. In our notations the exact symmetries η include a Killing vector
(isometry) of the geometry, which will be generically denoted by ζ , and/or an internal gauge
transformation generated by λ: η = {ζ, λ}. It may happen that for specific Killing vectors
ζ , λ is also fixed in terms of ζ .
As pointed out, exact symmetries are the only place where the parametric variations
δˆΦ and the gauge symmetry ones δǫΦ overlap. In this sense, the charge variations δˆHη[Φ]
may be defined on the solution phase space of which the tangent space is only covered by
δˆΦ. To compute the charges for exact symmetries, we first compute kη(δˆΦ,Φ) for a given
set of solutions with parameters pα and parametric variations δˆΦ. kη is a d − 2-form on
spacetime and a one-form over the solution phase space, and one may integrate over smooth,
codimension-2, compact spacelike surfaces ∂Σ to obtain charge variations δˆHη which are
one-forms over the solution phase space. If the charge is integrable, one may then define the
charge Hη[Φ] by integrating the charge variation over an (appropriately chosen) path in the
solution phase space. Integrability then implies that the charge should be path independent.
Finally we point out that dealing with the exact symmetries for which δηΦ = 0, brings
the interesting result that the boundary Y term (which is an ambiguity in the definition of
ω) would not contribute to the charges, and hence for the computation of conserved Noether
charges, one may only focus on the Lee-Wald (LW) (pre)sympletic structure density ω
LW
.
Therefore, in what follows, to simplify the notation, we will only consider the Lee-Wald
symplectic structure density and simplify the notation by dropping the LW index.
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4 Example: conserved charges in Einstein-Maxwell-Scalar-Λ the-
ory
As reviewed and explained above, kη depends on the details of the theory. As a concrete
example and to illustrate how our method works, let us consider Einstein-Maxwell-scalar
(EMS) theories, with cosmological constant Λ. The dynamical fields Φ would be the metric
gµν , some number of Abelian one-form gauge fields A
a and some number of scalar fields φI
governed by the Lagrangian
L = 1
16πG
(
R− 2f
IJ
∇µφI∇µφJ − kabF aµνF b µν − V (φ)
)
. (4.1)
R is the Ricci scalar, and F a = dAa is the field strength. f
IJ
and kab are some functions of
φ. The Lagrangian d-form is the Hodge dual of (4.1), L = ⋆L,
L =
√−g
d!
ǫµ1µ2···µd L dxµ1 ∧ dxµ2 ∧ · · · ∧ dxµd . (4.2)
where ǫµ1µ2···µd is the Levi-Civita symbol, i.e. ǫ012···d−1 = +1 and changes sign according to
the permutations of indices. The surface d−1-form Θ would be
Θ =
√−g
(d− 1)! ǫµµ1···µd−1 (Θ
Eµ +ΘMµ +ΘSµ) dxµ1 ∧ · · · ∧ dxµd−1 (4.3)
in which
ΘEµ(δΦ,Φ) =
1
16πG
(∇νhµν −∇µh) , (4.4)
ΘMµ(δΦ,Φ) =
−1
4πG
kab F
aµν δAbν , (4.5)
ΘSµ(δΦ,Φ) =
−1
4πG
f
IJ
∇µφIδφJ . (4.6)
where hµν ≡ gµσgντδgστ and h ≡ hµµ. For ǫ = {ξ, λa}, the Noether-Wald d−2-form Qǫ can
be read through (2.12) as
Qǫ =
√−g
(d− 2)! 2! ǫµνµ1···µd−2 (Q
E µν
ǫ +Q
M µν
ǫ +Q
S µν
ǫ ) dx
µ1 ∧ · · · ∧ dxµd−2 (4.7)
in which
QE µνǫ =
−1
16πG
(∇µξν −∇νξµ) , (4.8)
QM µνǫ =
−1
4πG
kabF
a µν(Abρξ
ρ + λb) , (4.9)
QS µνǫ = 0 . (4.10)
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Next, we should compute d−2-form kǫ(δΦ,Φ), which can be done using (2.11). The calcu-
lations are cumbersome but straightforward [38] (e.g. see Appendix C.6 in Ref. [20] for the
Einstein-Hilbert theory). The final result is
kǫ(δΦ,Φ) =
√−g
(d− 2)! 2! ǫµνµ1···µd−2 (k
Eµν
ǫ + k
Mµν
ǫ + k
Sµν
ǫ ) dx
µ1 ∧ · · · ∧ dxµd−2 (4.11)
where
kEµνǫ (δΦ,Φ) =
1
16πG
([
ξν∇µh− ξν∇σhµσ + ξσ∇νhµσ + 1
2
h∇νξµ − hρν∇ρξµ
]
− [µ↔ ν]
)
,
(4.12)
kMµνǫ (δΦ,Φ) =
1
8πG
([(−h
2
kab F
aµν+2 kab F
aµρh νρ − kab δF aµν−
∂ kab
∂φI
F aµνδφI
)
(ξρAbρ + λ
b)
− kab F aµνξρδAbρ − 2 kab F a ρµξνδAbρ
]
− [µ↔ ν]
)
, (4.13)
kSµνǫ (δΦ,Φ) =
1
8πG
(
ξν f
IJ
∇µφI δφJ − [µ↔ ν]
)
. (4.14)
for any chosen cosmological constant Λ.
So far δΦ and ǫ were generic; hereafter we restrict δΦ to parametric variations δˆΦ and ǫ
to exact symmetries η. To illustrate how our formulation works, we analyze some examples.
They are chosen as simple as possible, but rich enough to be used for our purpose. Some
further examples may be found in Ref. [20].
4.1 Charges associated with Kerr-AdS black hole
As our first example we start with the Kerr-AdS black hole, which is an aymptotically
AdS solution to the Einstein-Hilbert theory, with negative cosmological constant Λ. The
Lagrangian density for this theory is L= 1
16πG
(R−2Λ), with the metric as its only dynamical
field. The metric of the Kerr-AdS black hole in coordinates which is nonrotating at infinity,
is given as [39]
ds2 = −∆θ(
1 + r
2
l2
Ξ
−∆θf)dt2 + ρ
2
∆r
dr2 +
ρ2
∆θ
dθ2 − 2∆θfa sin2 θ dtdϕ
+
(
r2 + a2
Ξ
+ fa2 sin2 θ
)
sin2 θ dϕ2 , (4.15)
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where
ρ2 ≡ r2 + a2 cos2 θ , ∆r ≡ (r2 + a2)(1 + r
2
l2
)− 2Gmr ,
∆θ ≡ 1− a
2
l2
cos2 θ , f ≡ 2Gmr
ρ2Ξ2
, Ξ ≡ 1− a
2
l2
. (4.16)
The solution is specified by two parameters m and a. The radius of the AdS4 has been
denoted by l, which is related to the Λ by Λ =
−3
l2
. The charges and Smarr relation for this
solution have been in particular studied and analyzed in Refs. [40–42].
To employ our formulation, we start with parametric variations for this solution, which
explicitly are
δˆgµν =
∂gµν
∂m
δm+
∂gµν
∂a
δa . (4.17)
In the absence of gauge fields, the exact symmetries are identical to Killing vectors ζ . The
metric has two obvious Killings ∂t, ∂ϕ and of course any linear combination of these two with
arbitrary m, a-dependent coefficients is also a Killing. Nonetheless, as we will see, not any
combination of these Killings leads to integrable charges.
Mass: One can calculate δˆH∂t using k
E
ξ from (4.12), and choosing ∂Σ to be any (d−2)-
dimensional, spacelike, smooth and closed surface which surrounds the black hole (includes
r = 0). For simplicity, one can choose ∂Σ to be constant t, r surfaces, with arbitrary t, r.
Using (4.17) as perturbations in (4.12), the result would be
δˆH∂t =
1
Ξ2
δm+
4ma
Ξ3
δa . (4.18)
One may then check that δˆH∂t is integrable over the solution phase space, by a direct check
of (3.6). Explicitly, the Killing N∂t with normalization N = 1 leads to an integrable charge.
Alternatively, one may observe that δˆH∂t (4.18) is a variation of a function on the parameters
m, a. That function is explicitly the m
Ξ2
+ const., where the const. should be a constant over
the solution phase space; i.e. it should be independent of the parameters of the solution.
However, it could be a function of the parameters of the theory, like ℓ or G. We fix this
constant by choosing the pure AdS4 spacetime (m = a = 0 case) as the reference point with
H∂t [Φ¯] = 0, and we find the “mass” of the Kerr-AdS black hole,
M ≡ H∂t =
m
Ξ2
. (4.19)
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Angular momentum: Similar calculation for the Killing ∂ϕ, on any surface of constant
t, r surrounding the hole, (considering the standard additional minus sign) leads to
− δˆH∂ϕ =
a
Ξ2
δm+
m(1 + 3a
2
l2
)
Ξ3
δa , (4.20)
which is also integrable over the parameters.3 Reference point H∂ϕ[Φ¯] can be chosen to
vanish for pure AdS, i.e., on the solution with m = a = 0. Hence, the angular momentum
for the Kerr-AdS black hole is found to be
J ≡ −H∂ϕ =
ma
Ξ2
. (4.21)
Entropy: The Killing vector generating the (Killing) horizon of the black hole is
ζ˜
H
= ∂t + ΩH∂ϕ, ΩH =
a(1 +
r2
H
l2
)
r2
H
+ a2
(4.22)
and r
H
is the radius of its event horizon and a solution to ∆r = 0, explicitly
(r2
H
+ a2)(r2
H
+ l2)− 2Gmℓ2r
H
= 0. (4.23)
A direct examination of (3.6) reveals that the charge associated with ζ˜
H
is not integrable.
(Note that Ω
H
is parameter dependent and hence δˆζ˜
H
6= 0.) Nonetheless, one may check that
the appropriately normalized vector, ζ
H
≡ 2π
κ
ζ˜
H
where κ is surface gravity on the horizon,
κ =
r
H
(1 + a
2
l2
+ 3
r2
H
l2
− a2
r2
H
)
2(r2
H
+ a2)
, (4.24)
is integrable (see Appendix B.1 for the detailed analysis). Therefore, one may integrate
δˆHζ
H
to obtain the corresponding charge. We emphasize that δˆHζ
H
may be defined over any
codimension-2, compact spacelike surface ∂Σ which surrounds the hole (not necessarily the
horizon). The result which is independent of the choice of such ∂Σ is
δˆHζ
H
=
∂
(
π(r2
H
+a2)
GΞ
)
∂m
δm+
∂
(
π(r2
H
+a2)
GΞ
)
∂a
δa . (4.25)
By choosing the pure AdS4 spacetime as the reference point with Hζ
H
[Φ¯] = 0, (4.25) then
results in the entropy for the Kerr-AdS black hole [34, 35],
S ≡ Hζ
H
=
π(r2
H
+ a2)
GΞ
. (4.26)
3This means that the charge of N∂ϕ with normalizationN = 1 is integrable over the solution phase space.
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Hamiltonian generators which are calculated above, are in agreement with the known
mass, angular momentum and entropy of the Kerr-AdS black hole [40, 41]. Before moving
to the next example, some comments are in order:
1. Being on an asymptotic AdS backgorund, the charges defined through other methods
(e.g. see Ref. [10] for a review) may be infinite and need regularization. By contrast in
our method, not only are the charges obtained to be finite, but also by an appropriate
choice of the reference point, the conserved charges are completely fixed.
2. Comparing the analysis for ζ˜
H
and ζ
H
demonstrates the sensitivity of integrability to
the normalization of Killing vectors by some function of parameters. More generally,
integrability is highly sensitive to the appropriate choice of vector fields. For example,
if one had chosen the metric in Boyer-Lindquist coordinates (which can be found e.g.
in Ref. [41]), the time would be something different than t in (4.15); let us denote it
by τ . One may then check that ∂τ does not have an integrable conserved charge. As
a result, the formulation can be used for investigating appropriate Killing vector fields
associated with mass or other conserved charges.
3. Entropy has been found as a Hamiltonian generator, instead of the Noether-Wald
charge of ζ
H
. Notice that they are different by the last term in (2.11). That extra term
vanishes on the bifurcation of the horizon, because ζ
H
vanishes there. This is a key
point in allowing us to define entropy on any surface ∂Σ and free us from defining it
on the bifurcation surface only, as is prescribed in Wald’s entropy [35]. Our definition
of entropy as Hamiltonian generator associated to ζ
H
is in a sense a more fundamental
definition, as we will discuss in Sec. 5.
4. For the extremal case, where κ = 0, there is no properly normalized Killing vector
field ζ
H
. For this case, however, there are infinitely many such Killing vectors in the
near horizon region [27]. We will consider one closely related such example in the next
subsection.
4.2 Extremal Kerr-Newman near horizon geometry
For the next example we choose the near horizon extremal Kerr-Newman geometry. This
example is chosen to show how our formulation naturally takes into account the effects of
gauge fields, and also for cases which are not a black hole. This geometry is a solution to
the Einstein-Maxwell theory with the Lagrangian L= 1
16πG
(R−F 2) and is specified through
ds2 = Γ
(
− r2dt2 + dr
2
r2
+ dθ2 + γ(dϕ + kr dt)2
)
, (4.27)
A = f(dϕ+ kr dt)− er dt , (4.28)
16
where
Γ = q2 + a2(1 + cos2 θ) , γ =
(
q2 + 2a2 sin θ
q2 + a2(1 + cos2 θ)
)2
, k =
2a
√
q2 + a2
q2 + 2a2
,
f =
−
√
q2 + a2 qa sin2 θ
q2 + a2(1 + cos2 θ)
, e =
q3
q2 + 2a2
. (4.29)
This solution has two free parameters, a and q. It has SL(2,R)× U(1)ϕ isometry with the
Killing vectors
ξ−=∂t , ξ0= t∂t−r∂r, ξ+= 1
2
(t2+
1
r2
)∂t−tr∂r − k
r
∂ϕ , ∂ϕ. (4.30)
Since in our solution, besides the metric we also have a gauge field, not all the above isome-
tries are directly exact symmetries (of the full solution).
One may readily see that ξ−, ξ0 and ∂ϕ are exact symmetries while ξ+ is not: under
transformations generated by the ξ+, the solution goes to itself up to an internal U(1)
transformation. Explicitly δξ+A =
e
r2
dr 6= 0. Nonetheless, one may check that
η+ = {ξ+, e
r
+ const.} (4.31)
is an exact symmetry. The “const.” is a constant on the spacetime, while it can be a function
of parameters q and a. Its choice should respect the integrability of δHη+ . A consistent choice,
as will become apparent below, is to set it to zero.
Let us calculate the conserved charges associated to the mentioned exact symmetries and
also the electric charge Q for this geometry. For the Einstein-Maxwell theory, the kǫ for
generic ǫ = {ξ, λ} is
kEMµνǫ (δΦ,Φ) =
1
16πG
([
ξν∇µh− ξν∇σhµσ + ξσ∇νhµσ + 1
2
h∇νξµ − hρν∇ρξµ
]
− [µ↔ ν]
)
+
1
8πG
([(−h
2
F µν + 2F µρh νρ − δF µν
)
(ξσAσ + λ)− F µνξρδAρ − 2F ρµξνδAρ
]
− [µ↔ ν]
)
.
(4.32)
We note in addition that parametric variations for this solution are
δˆgµν =
∂gµν
∂a
δa+
∂gµν
∂q
δq , δˆAµ =
∂Aµ
∂a
δa +
∂Aµ
∂q
δq . (4.33)
Angular momentum. Choosing η = {∂ϕ, 0} as generator of angular momentum, one can
insert the parametric variations into the equation above. Then by the equation (3.4), and
choosing ∂Σ to be surfaces of constant t, r (only for simplicity of calculations), the result
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would be
− δˆH∂ϕ =
q2 + 2a2
G
√
q2 + a2
δa +
qa
G
√
q2 + a2
δq . (4.34)
As is explicitly seen δˆH∂ϕ is integrable over the parameters/solution phase space. It is natural
to choose H∂ϕ[Φ¯] = 0 for a = 0. Hence, angular momentum for this geometry is found to be
J =
√
a2 + q2
G
a . (4.35)
This result is in agreement with the known angular momentum for the extremal Kerr-
Newman black hole.
SL(2,R) charges. For η− = {ξ−, 0}, η0 = {ξ0, 0}, and η+ = {ξ+, er}, by a similar procedure
we find
δˆHη− = δˆHη0 = δˆHη+ = 0 . (4.36)
Hence, by the choice of reference Hη
0,±
[Φ¯] = 0 for an arbitrary member Φ¯ of these solutions,
one arrives at
Hη− = Hη0 = Hη+ = 0. (4.37)
This result is of course expected, as a consequence of invariance under the non-Abelian
SL(2,R) exact symmetry group.
Electric charge. Choosing η = {0, 1} as generator of the electric charge Q, the δHη as
integration of (4.32) would reduce simply to the standard result
δQ ≡ δHη = −1
16πG
∮
∂Σ
ǫµνµ1µ2 δ(
√−gδF µν) dxµ1∧ dxµ2 , (4.38)
For the specific solution on which we have focused, by inserting parametric variations into
the equation above we find δˆQ = δq
G
. So, by integration over parameters, electric charge of
this geometry would be Q = q
G
.
Entropy. As discussed in Ref. [27], in the geometry which we have focused on, any surface
of constant time and radius, dubbed as H, is the bifurcation point of a Killing horizon.
Denoting those constant time and constant radius by t
H
and r
H
, the associated horizon
Killing vector is explicitly [27]
ζ˜
H
= −t
2
H
r2
H
− 1
2r
H
ξ− + tHrHξ0 − rHξ+ − k∂ϕ . (4.39)
There are an infinite number of surfaces H, hence an infinite number of Killing vectors ζ˜
H
.
The surface gravity associated to the ζ˜
H
can be found to be κ = 1 for any chosen H [33]. So,
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the normalized horizon Killing vectors would be ζ
H
= 2πζ˜
H
. Although ζ
H
are Killings, they
are not exact symmetries because δζ
H
A =
−2πer
H
r2
dr 6= 0. Instead, {ζ
H
,
−2πer
H
r
+ const.} are
exact symmetries. The constant can be fixed by the integrability condition to be 2πe (see
Appendix B.2), i.e.
η
H
= {ζ
H
, 2πe(
r − r
H
r
)}. (4.40)
Note in particular that, similarly to ζ
H
, the exact symmetry generator η
H
also vanishes at the
“bifurcation surface” t = t
H
, r = r
H
. Inserting η
H
and the parametric variations in (4.32),
we obtain
δˆHη
H
=
4πa
G
δa+
2πq
G
δq . (4.41)
Integrating over the solution phase space, the entropy is found as
S ≡ Hη
H
=
π(2a2 + q2)
G
. (4.42)
Some comments and remarks are in order:
1. This geometry is not a black hole, as it does not have an event horizon. Nonetheless,
our formulation works for the calculation of conserved charges in this geometry.
2. The asymptotics of this geometry is not flat or AdS. Our formulation works for solutions
with more general asymptotics.
3. According to the CPSM, the conserved charges of Killing vectors are independent of
the chosen smooth and closed surface ∂Σ. This example exhibits that a similar feature
extends to the case in the presence of matter fields.
4. The charges do not depend on the chosen ∂Σ, and one may in particular choose ∂Σ to be
the bifurcate Killing horizon surface for black hole solutions. Therefore, our formulation
shows that all conserved charges, and hence the black hole thermodynamical quantities,
are encoded in the near horizon geometry.
5. It is worth mentioning that the ADM formalism [2–4] cannot be used to derive the
angular momentum of this near horizon geometry (which is not asymptotic flat). Also
using the Komar integral [1] leads to incorrect angular momentum. This example
shows one of the advantages of our proposed method over these well-known methods.
5 Black hole entropy and the first law of thermodynamics
In previous sections we provided a formulation for computing conserved charge variations
over the solution phase space. In this section we focus in particular on the notion of the
entropy as a Hamiltonian generator associated with an exact symmetry. In this way we
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provide a generalization and extension of Wald’s seminal result [35], especially to the cases
involving gauge fields. Moreover, we also work out (or prove) the first law of thermodynamics.
This part is a variation as well as a generalization and extension of the Iyer-Wald formulation
[34].
Although our formulation, as explicitly demonstrated in the two examples of the previous
section, applies to more general cases, to illustrate explicitly how it works in the most
familiar and simple examples, let us focus on black hole solutions to d-dimensional generally
covariant gravity theory which includes some gauge fields Aa. We assume these black holes to
be stationary and admit a nondegenerate Killing horizon (while neither of these conditions
is crucial for our formulation to work). Let us denote the timelike Killing vector of the
stationary black hole by ∂t and its possible other axial U(1) isometries by ∂ϕi . One can choose
the coordinates {t, ϕi} such that the charges (Hamiltonian generators) to these isometries
are integrable and, in particular, assume that
M = H∂t , Ji = −H∂ϕi , (5.1)
where M and Ji denote the mass and angular momenta. In these coordinates, the horizon
Killing vector would be
ζ˜
H
= ∂t + Ω
i
H
∂ϕi , (5.2)
where the Ωi
H
are angular velocities of the horizon. Denoting the surface gravity of the black
hole on its bifurcate horizon by κ, motivated by the integrability discussions of the example
discussed in previous section, we define
ζ
H
=
2π
κ
ζ˜
H
=
2π
κ
(∂t + Ω
i
H
∂ϕi) . (5.3)
Note that Ωi
H
, although constants over spacetime, are functions on the solution phase space,
and hence it is not immediate that the charge associated with ζ
H
is integrable. We will
comment on this point further in the next section.4 Moreover, the reason we consider the
specific combination of Killings ζ
H
will become apparent below.
5.1 Entropy as a Hamiltonian generator and in cases involving gauge fields
In Refs. [34,35] Iyer and Wald proposed that the entropy of these black holes is a conserved
charge associated with the horizon generating Killing vector. In their analysis what was
important was the vanishing of the vector at the codimension-2 bifurcation surface and
the “normalization” factor (2π)/κ was included to get the standard expected results for
the entropy and/or for the first law. Starting from ζ
H
(5.3), they provide a very elegant
proof/derivation of the first law of black hole thermodynamics for charge perturbations
associated with any perturbations of dynamical/physical δΦ which satisfy linearized field
4Similarly, it is not trivial that the charge associated with exact symmetries ∂t or ∂ϕi is integrable. This
point needs explicit examination.
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equations. This proof works very well in the absence of gauge fields. In the presence of
gauge fields, the proof misses producing the Φa
H
δQa term. It is basically because in ζH there
is no trace of the gauge fields. Of course, there have been some analyses, e.g. Refs. [24–26]
and most notably recently in Ref. [28], to include the effects of the gauge fields in this
derivation to include the effects of the gauge field. Below, we give a “natural” extension of
the Iyer-Wald formulation for the latter.
Our main observation in this regard is to replace the notion of “invariance up to in-
ternal gauge transformations” [28] with the notion of “exact symmetries,” requiring one to
generalize the notion of Killing ζ
H
to η
H
= (ζ
H
, λaζ
H
) such that η
H
is an exact symmetry.
This formulation, among other things, extends the notion of Wald (or Iyer-Wald) entropy
as a conserved charge defined through an integration over the bifurcation surface. As we
discussed, dealing with an exact symmetry, the integration surface could now be chosen to
be any codimension-2, smooth, closed spacelike hypersurface ∂Σ. This will then also allow
us to present a “generalized” derivation for the first law which automatically includes the
gauge fields.
In the presence of gauge fields, one may show that the horizon generating Killing vector
field is either not an exact symmetry or is not satisfying the integrability condition (3.6). For
the former, as mentioned above, one can always locally construct an exact symmetry based
on ζ
H
by the addition of appropriate gauge symmetry transformation. This is due to the
fact that, since ζ
H
is a symmetry of the solution,
Lζ
H
F a = 0, (5.4)
where F a = dAa. Using Cartan’s identity LξX = ξ · dX − d(ξ ·X), we learn d(ζH · dAa) = 0
or ζ
H
· dAa = dZa
H
locally, where Za
H
is a scalar function. Then, using once again the Cartan
identity, δζ
H
Aa − d(ζ
H
· Aa) = dZa
H
, we learn that
δζ
H
Aa = d(ζ
H
· Aa + Za
H
) ≡ dλaζ
H
. (5.5)
That is, ζ
H
is an isometry generator up to a gauge transformation (see Ref. [28] for a recent
discussion on this). As a result, the
η
H
= {ζ
H
,−λaζ
H
+ const.} (5.6)
would be a generator of an exact symmetry. The “const.” can then be determined by the
integrability condition over the solution phase space Fp.
Although we have examples of solutions for which λaζ
H
is not zero (cf. the near horizon
extremal Kerr-Newman geometry discussed in Sec. 4.2) for the known black hole solutions
we have examined, the solution is written in a gauge where ζ
H
is an exact symmetry, i.e.
δζ
H
Aa = 0 and λaζ
H
= 0. So, let us focus on these cases. One may then, using an analysis
similar to those worked through in Appendix B, check that the integrability condition (3.6)
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fixes the constant part, leading to
η
H
= {ζ
H
,−2π
κ
Φa
H
} , (5.7)
where Φa
H
= ζ˜
H
· Aa|horizon are the horizon electric potentials. The details can be found in
Appendix B.3.
The entropy for this family of solutions can be defined as follows.
For stationary nonextremal black holes as solutions to covariant gravitational theories, the
entropy S can be defined as the Hamiltonian generator associated to the η
H
calculated on
any smooth and closed d−2-dimensional surface surrounding the black hole.
Although this definition reproduces similar results as the Iyer-Wald entropy, it differs from
it in three aspects:
1. Entropy is defined as Hamiltonian generator Hη
H
, instead of the Noether-Wald charge.
2. The surface of integration is relaxed and need not be the horizon itself. In particular,
note that the exact symmetry generator η
H
does not/need not vanish at the horizon
bifurcation surface.
3. The generator contains a specific gauge transformation, when gauge fields are present.
This extra term is fixed by the condition of η
H
being an exact symmetry and the
integrability of the associated charge over the solution phase space Fp. We note that,
even for cases where ζ
H
is an exact symmetry (like, e.g. the Kerr-Newman black hole),
as pointed out above, the charge associated with ζ
H
(which produces the Wald entropy
in uncharged cases) is not integrable. To make it integrable one needs to add an
appropriately chosen gauge transformation, as given in (5.7).
5.2 Revisiting derivation of the first law
Given the above definition of the entropy, we revisit the Iyer-Wald proof of the first law,
matching it with our definition of the entropy. Since many of the details of the computations
are essentially a repetition of Iyer-Wald analysis [34], we do not present them and here we only
highlight the modifications. Assume that a stationary non-extremal black hole is given as a
solution to a covariant gravitational theory in d-dimensional spacetime. For the generator
η
H
, we have δη
H
Φ = 0. So, the Lee-Wald symplectic current density5
ω(δΦ, δη
H
Φ,Φ) = δΘ(δη
H
Φ,Φ)− δη
H
Θ(δΦ,Φ) (5.8)
5As already pointed out, dealing with exact symmetries, our analysis here goes through for any other
(pre)symplectic current density as well.
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which is linear in δη
H
Φ vanishes. Integrating over an arbitrary d−1-dimensional spacelike
surface with two closed and smooth boundaries ∂1Σ and ∂2Σ surrounding the black hole,∫
Σ
ω(δΦ, δη
H
Φ,Φ) =
∫
Σ
dkη
H
(δΦ,Φ) (5.9)
=
∮
∂2Σ
kη
H
(δΦ,Φ)−
∮
∂1Σ
kη
H
(δΦ,Φ). (5.10)
Since δη
H
Φ = 0, ∮
∂1Σ
kη
H
(δΦ,Φ) =
∮
∂2Σ
kη
H
(δΦ,Φ) , (5.11)
and one may drop the index 1 or 2 on ∂iΣ and define the entropy perturbation as
δS =
∮
∂Σ
kη
H
(δΦ,Φ) . (5.12)
The generator η
H
= {ζ
H
,−2π
κ
Φa
H
} can be decomposed as
η
H
= {2π
κ
∂t, 0}+ {
2πΩi
H
κ
∂ϕi , 0}+ {0,−2π
κ
Φa
H
} . (5.13)
So, by the linearity of k in generators,
δS =
2π
κ
∮
∂Σ
k∂t(δΦ,Φ) +
2πΩi
H
κ
∮
∂Σ
k∂
ϕi
(δΦ,Φ)− 2π
κ
Φa
H
∮
∂Σ
k
{0,1}
(δΦ,Φ) . (5.14)
Noticing that the generators for mass, angular momenta, and electric charge are {∂t, 0},
{∂ϕi , 0}, and {0, 1} respectively (with an additional minus sign for angular momenta), then
δS =
2π
κ
δM − 2π
κ
Ωi
H
δJi − 2π
κ
Φa
H
δQ . (5.15)
Finally, by rearrangement and the Hawking temperature T
H
= κ
2π
, the first law of black hole
thermodynamics is proved:
δM = T
H
δS + Ωi
H
δJi + Φ
a
H
δQa. (5.16)
As some remarks, we emphasize that our proof and results are independent of ∂Σ. Moreover,
for the above proof to go through, the only condition on δΦ is to satisfy linearized equation
of motion, as in the Iyer-Wald case [34]. In particular, the parametric variations δˆΦ can
also be used. In this case one obtains the Bardeen-Carter-Hawking form of the first law [43]
which in our notation is δˆM = T
H
δˆS + Ωi
H
δˆJi + Φ
a
H
δˆQa.
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6 Discussion and outlook
In this paper we revisited the derivation of conserved charges in generally covariant theories
with a particular emphasis on the cases which also involve (internal) gauge symmetries. We
based our analysis on the covariant phase space method and the notion of exact symmetries.
We stressed the importance of the solution phase space Fp and parametric variations δˆΦ.
The solution phase space is composed of a set of solutions to the classical field equations
which are parametrized by some parameters pα, Φ(x
µ; pα).
6 The symplectic structure of the
phase space is the Lee-Wald symplectic structure possibly plus (appropriate) boundary Y-
terms. The tangent space of this phase space consists of parametric variations δˆΦ; δˆΦ may
be viewed as one-forms in this tangent space. This phase space is expected to be included
in any presumed bigger phase space, e.g. those introduced and discussed in Refs. [13,17,22].
We then used the covariant phase space method applied to the solution phase space Fp
for calculating conserved charges associated with exact symmetries. For any given exact
symmetry generator η and parametric variation δˆΦ, one can associate conserved charge
variations δˆHη over the Fp. δˆHη is obtained from integration of kη(δˆΦ,Φ) which a surface
term read from the symplectic current density ω and the latter is computed for any given
generally covariant theory. The integration can be performed on any smooth and closed
d−2-dimensional surface.
δˆHη will lead to the conserved charge (Hamiltonian generator) Hη over Fp, iff δˆHη is
an exact one-form on the tangent space of Fp. The latter, is nothing but the integrability
condition for the charge, which we worked out in (3.6). Once integrability is established, one
may integrate δˆHη over a path on the solution phase space to obtain the charges Hη(Φ). In-
tegrability then implies that the charges are independent of the path. In this formulation the
charges are then specified up to an integration constant which is fixed upon an appropriate
choice for the reference point (reference solution).
Here we highlight some notable features of our formulation for defining conserved charges
associated with exact symmetries and some open problems in this regard.
Covariance of the charges. Since our formulation is based on the covariant phase space
method, our method provides a covariant definition of the charges, and relaxes the depen-
dence on any specific integration surface (horizon or asymptotic region).
Relaxing the dependence of charges on asymptotic behavior of the solution. Our
charge variations are defined on the solution phase space Fp, and the charges are obtained
by an integration over the a path in Fp. The corresponding integration constant is fixed by
a reference solution there, and not the asymptotic behavior of the geometry, as is usually
prescribed in ADM formulation or its extensions and variants to asymptotically AdS spaces.
6Note that both Φ and δˆΦ are defined up to pure gauge transformations.
24
Black hole entropy as a Hamiltonian generator. As an immediate application of the
formulation, we revisited the Iyer-Wald definition of entropy for black holes and discussed
that it conveniently extends the (Iyer-)Wald definition in two ways: (1) The entropy may
now be defined as a conserved charge associated with an exact symmetry and hence can be
obtained by integration over a generic codimension-2 surface ∂Σ (and not just the horizon
bifurcation surface). (2) It is not a Noether-Wald charge associated with the horizon gener-
ating Killing vector field but a Hamiltonian generator associated with an exact symmetry.
The latter brings in the effects of the gauge fields. Consequently, we observe that the entropy
is not necessarily only a property associated with the geometry and its horizon, but it is a
property of the solution.
Doing away with the horizon? In the standard derivation/definition of the entropy
using Wald’s recipe, one is prescribed to integrate the charge associated with the horizon
generating Killing vector field ζ
H
, which is defined by an integration at the bifurcation surface
of the horizon. In this formulation to remove the ambiguities of the Noether-Wald charges
one crucially uses two properties of ζ
H
[34,35]: that ζ
H
vanishes at the bifurcation surface and
is null at the horizon. In our formulation, as already stressed, we are defining all charges,
including the entropy, as a Hamiltonian generator associated with an exact symmetry. In
particular, we define the entropy by integration over any generic codimension two surface,
where neither of these two properties holds. Despite the fact that the role of horizon and
properties of ζ
H
is “weakened” in our setting, in the definition of the entropy, we based the
construction of the associated exact symmetry η
H
on the same Killing vector field ζ
H
. It is
desirable to analyze this point further to check if even this much could be relaxed.
Symplectic exact symmetries vs. nonexact symmetries. In the end of Sec. 2 we
discussed two interesting cases for which the (pre)symplectic current density ω vanishes on-
shell [cf. (2.16) and discussions around it]: the symplectic nonexact and exact symmetries.
The two examples of the former were analyzed recently [31–33]. The analysis in these works
reveals an interesting feature: the charges associated with the nonexact symmetries and
those associated with exact symmetries are two distinct sets and importantly commute with
each other.7 It seems that this property is independent of specific features of these particular
examples and is more general. It is interesting to establish this in a general setting.
Moreover, this also reveals that for the cases with nonexact and exact symmetries one can
construct a “bigger phase space,” Fω, of which the tangent space at each point Φ contains the
set of perturbations δωΦ which is the union of the set of nonexact symmetries δχΦ and exact
symmetries δˆΦ. Since these two sets have no overlap, and if the above statement/expectation
that the corresponding charges commute holds, then Fω = Fχ ⊗ Fp, where Fχ denotes the
phase space associated with nonexact symmetries. One of the consequences of the latter is
7Although the simple Lie bracket of the corresponding symmetry generators may not vanish, once we
recall field dependence of the generators and use the “adjusted bracket” [31], the adjusted bracket of nonexact
and exact symmetries vanishes.
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that Fω denotes the the union of the coadjoint orbits of the nonexact symmetry algebra and
that these coadjoint orbits are labelled by the charges associated with exact symmetries.
The prime example of this is the set of locally AdS3 geometries discussed in Ref. [31]. It
is desirable to establish this in the case of other examples and hopefully in an example-
independent way.
Acknowledgements. We would like to thank Quantum Gravity Group at IPM. We also
thank Glenn Barnich, Geoffrey Compe`re, Reza Javadi-Nejad and especially Ali Seraj for
helpful comments and discussions. This work has been supported by the Allameh Tabatabaii
Prize Grant of National Elites Foundation of Iran and the Saramadan grant of the Iranian
vice presidency in science and technology. This work is also supported in part by the ICTP
network scheme, NET-68.
A Noether-Wald charges in presence of internal gauge symmetries
The variation of Lagrangian under transformations generated by ǫ = {ξ, λa} is
δǫL = EΦδǫΦ + dΘ(δǫΦ,Φ) , (A.1)
where summation on different dynamical fields should be understood in EΦδǫΦ and
δǫΦ = LξΦ + δλaA
a. (A.2)
The field equations for Φ are EΦ = 0. According to the identity δξL = ξ · dL + d(ξ · L) and
noting that δλaL = 0 and dL = 0, we can replace the lhs of (A.1) by d(ξ · L), so
dΘ(δǫΦ,Φ)− d(ξ · L) ≈ 0 , (A.3)
where ≈ denotes on-shell equality. We can now introduce a Noether (d−1)-form current Jǫ
as
Jǫ ≡ Θ(δǫΦ,Φ)− ξ ·L . (A.4)
One may check that dJǫ ≈ 0. According to Poincare´’s lemma, since Jǫ is closed, it would be
locally exact on-shell, and can be written as
Jǫ ≈ dQǫ , (A.5)
where Qǫ is a (d−2)-form, the Noether-Wald charge density. By variation of (A.4), we have
δJǫ = δΘ(δǫΦ,Φ)− ξ ·δL . (A.6)
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In the standard CPSM, it is assumed that δǫ = 0, so δ passes through it. Substituting δL
in the last term in (A.6) by (2.2),
δJǫ ≈ δΘ(δǫΦ,Φ)− ξ ·dΘ(δΦ,Φ)
= δΘ(δǫΦ,Φ)− LξΘ(δΦ,Φ) + d
(
ξ ·Θ(δΦ,Φ)) . (A.7)
By rearrangement, and by δJǫ = δdQǫ = dδQǫ where the last equality is a result of linearized
field equations, we find
δΘ(δǫΦ,Φ)− LξΘ(δΦ,Φ) ≈ d
(
δQǫ − ξ ·Θ(δΦ,Φ)
)
. (A.8)
For the theories under considerations, Θ(δΦ,Φ) is composed of some gauge invariant quan-
tities (e.g. the field strengths F a = dAa) and δΦ. On the other hand, by the δλaδA
b = 0,
the δλaδΦ = 0 can be deduced. So, δλaΘ(δΦ,Φ) = 0. By subtraction of this vanishing term
from the lhs of (A.8), we end with
δΘ(δǫΦ,Φ)− δǫΘ(δΦ,Φ) ≈ d
(
δQǫ − ξ ·Θ(δΦ,Φ)
)
. (A.9)
Notice that this result is correct, irrespective of any chosen Y ambiguity. It is because in
(A.4) any Θ→ Θ+dY would also yield the Qǫ → Qǫ+Y(δǫΦ) through (A.6), keeping the
(A.9) intact. Comparing (A.9) with (2.7), the explicit general formula for kǫ(δΦ,Φ) can be
read as
kǫ(δΦ,Φ) = δQǫ − ξ ·Θ(δΦ,Φ) . (A.10)
Integrability. The integrability condition is explicitly
(δ1δ2 − δ2δ1)Hǫ(Φ) = 0 , ∀Φ ∈ F , δΦ ∈ TF .
We can use (2.11) to rewrite it as
(δ1δ2 − δ2δ1)Hǫ ≈
∮
(δ1δ2 − δ2δ1)Qǫ −
∮ (
δ1(ξ ·Θ(δ2Φ,Φ))− δ2(ξ ·Θ(δ1Φ,Φ))
)
(A.11)
= −
∮ (
ξ · δ1Θ(δ2Φ,Φ)− ξ · δ2Θ(δ1Φ,Φ)
)
(A.12)
= −
∮ (
ξ · (δ1Θ(δ2Φ,Φ)− δ2Θ(δ1Φ,Φ))
)
(A.13)
= −
∮
ξ · ω(δ1Φ, δ2Φ,Φ) . (A.14)
Note that δQǫ is by definition integrable, i.e. (δ1δ2 − δ2δ1)Qǫ = 0, which is used in the
equations above. Note also that in deriving (A.12) from (A.11), we have assumed δξ = 0.
The vanishing of (A.14) is the desired integrability condition (2.13). For the field-dependent
variations, when δǫ 6= 0, we need to modify the above, as discussed in the Appendix of
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Ref. [31] and quoted in Sec. 2.
B Integrability of η
H
for examples in Sec. 4
In this Appendix we investigate the integrability of the exact symmetry generators associated
with the entropy, η
H
. In general η
H
is a linear combination of other exact symmetry generators
which are integrable. Recalling the fact that the integrability condition (3.6) is linear in the
(exact) symmetry generators, the main point for the integrability condition to hold is the
parameter dependence of the coefficients of linearity. Explicitly, the integrability condition
for η = {ζ, λ} is
∮
∂Σ
(
ζ ·ω(δˆ1Φ, δˆ2Φ,Φ) + kδˆ1η(δˆ2Φ,Φ)− kδˆ2η(δˆ1Φ,Φ)
)
≈ 0 . (B.1)
If ζ is a linear combination of parameter-independent Killing vectors (exact symmetries) of
which the charges associated are integrable, one may then drop the first term. For such cases
the integrability condition reduces to
∮
∂Σ
(
kδˆ1η
(δˆ2Φ,Φ)− kδˆ2η(δˆ1Φ,Φ)
)
= δˆ2Hδˆ1η − δˆ1Hδˆ2η ≈ 0 . (B.2)
In what follows for concreteness we will focus on the two examples discussed in Sec. 4.
B.1 Integrability η
H
for Kerr-AdS black hole
As discussed in Sec. 4.1, the charges associated with the two Killing vectors of the Killing
vectors (exact symmetries) of the Kerr-AdS4 geometry, ∂t, ∂ϕ are integrable, as may be
readily checked from (B.1). Let us start with a general linear combination of the two,
ζ = A∂t + B∂ϕ (B.3)
where A and B are some constants over spacetime but functions of the parameters of the
Kerr-AdS solution, i.e. A=A(m, a), B=B(m, a). Since the TFp for the Kerr-AdS4 solution
is two dimensional and spanned by ∂Φ
∂m
δm and ∂Φ
∂a
δa, to check (B.2), it is enough to only
consider δˆ1Φ =
∂Φ
∂m
δm and δˆ2Φ =
∂Φ
∂a
δa, yielding
0 = δˆ2Hδˆ1ζ − δˆ1Hδˆ2ζ = δˆ2H ∂A∂m δm ∂t+ ∂B∂m δm ∂ϕ − δˆ1H ∂A∂a δa ∂t+ ∂B∂a δa ∂ϕ
= (
∂A
∂m
δm) δˆ2H∂t + (
∂B
∂m
δm) δˆ2H∂ϕ − (
∂A
∂a
δa) δˆ1H∂t − (
∂B
∂a
δa) δˆ1H∂ϕ
= (
∂A
∂m
δm)(
∂M
∂a
δa)− ( ∂B
∂m
δm)(
∂J
∂a
δa)− (∂A
∂a
δa)(
∂M
∂m
δm) + (
∂B
∂a
δa)(
∂J
∂m
δm) ,
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where M = m
Ξ2
and J = ma
Ξ2
. In the above we used the fact that the charges for the
linear combination of exact symmetries are the same linear combination of the corresponding
charges. The above is satisfied if
∂A
∂m
∂M
∂a
− ∂A
∂a
∂M
∂m
=
∂B
∂m
∂J
∂a
− ∂B
∂a
∂J
∂m
. (B.4)
The above may also be written in a way convenient for further analysis below,
{{A,M}} − {{B, J}} = 0, {{X, Y }} ≡ ∂X
∂m
∂Y
∂a
− ∂X
∂a
∂Y
∂m
. (B.5)
The bracket is a standard bracket on the space spanned by parameters m, a. We should
stress that {{ , }} is not the bracket induced by the Lee-Wald symplectic structure on Fp; we
have introduced it for convenience in performing the computations.
Now, our task is to find coefficients A and B for which Eq. (B.5) is satisfied. First of all,
one may check by a direct straightforward and a bit lengthy computation that
A0 =
2π
κ
, B0 =
2πΩH
κ
, (B.6)
where the values for κ and ΩH given in Sec. 4.1 are a solution to (B.5). To this end one may
use the fact the horizon radius r
H
is an implicit function of m, a, cf. Eq. (4.23). One may
then show that a general solution to (B.5) is of the form
A = f(M) +D(m, a)A0 + C(JM)J, B = g(J) +D(m, a)B0 − C(JM)M, (B.7)
where f, g, C are arbitrary functions of the their argument, and D is a function satisfying
{{D,M}} = {{D, J}}ΩH. We also note that, written in terms of the bracket on (m, a) space,
the integrability condition (B.5) remains invariant under a “canonical” transformation m→
m˜, a→ a˜ for which {{m˜, a˜}} = 1.
B.2 Integrability η
H
for near horizon extremal Kerr-Newman geometry
Here, we analyze integrability of η
H
for the near horizon extremal Kerr-Newman geometry
discussed in Sec. 4.2. Let us consider the exact symmetry generator η = {ζ, λ} in which
ζ = A−ξ− +A
0ξ0 +A
+ξ+ + B∂ϕ, λ =
eA+
r
+ C. (B.8)
The coefficients A, B, and C can be functions of the parameters a and q, but constant over
spacetime. One can then decompose η as
η = {A−ξ−, 0}+ {A0ξ0, 0}+ {A+ξ+, eA
+
r
}+ {B∂ϕ,C} . (B.9)
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Since the charges associated with the first three terms in the above decomposition for η are
integrable (cf. the discussions of Sec. 4.2), and since the SL(2,R) charges and their variations
vanish over the whole solution phase space (4.36), the integrability condition should only be
checked for the last term in η, which is
∮
∂Σ
(
(B∂ϕ) · ω(δˆ1Φ, δˆ2Φ,Φ) + k{δˆ1B∂ϕ,δˆ1C}(δˆ2Φ,Φ)− k{δˆ2B ∂ϕ,δˆ2C}(δˆ1Φ,Φ)
)
≈ 0 . (B.10)
The first term in the integral vanishes because of the integrability of the angular momen-
tum and the integrability of η then implies
δˆ1B δˆ2H∂ϕ + δˆ1C δˆ2H{0,1} − δˆ2B δˆ1H∂ϕ − δˆ2C δˆ1H{0,1} ≈ 0 . (B.11)
The TFp for the solution which we have focused on is spanned by
∂Φ
∂a
δa and ∂Φ
∂q
δq. So, in
order to check (B.11), putting δˆ1Φ =
∂Φ
∂a
δa and δˆ2Φ =
∂Φ
∂q
δq would be enough, yielding
(−∂B
∂a
δa)(
∂J
∂q
δq) + (
∂C
∂a
δa)(
∂Q
∂q
δq) + (
∂B
∂q
δq)(
∂J
∂a
δa)− (∂C
∂q
δq)(
∂Q
∂a
δa) = 0 .
in which J =
√
a2+q2
G
a and Q = q
G
. As in the previous case of Appendix B.1, the above may
also be written in terms a bracket on the space spanned by (q, a),
{{B, J}} − {{C, Q}} = 0, {{X, Y }} ≡ ∂X
∂a
∂Y
∂q
− ∂X
∂q
∂Y
∂a
. (B.12)
It can be easily checked that
B = B0 = 2πk, C = C0 = 2πe, (B.13)
for values of k and e given in (4.29), satisfy the equation above. Freedom in the choice of
A’s is basically the same as freedom in the choice of H. Therefore, by the analysis above,
we have shown that the generators η
H
introduced in (4.40) have integrable charges.
As in the previous case, one may find more general solutions of (B.12), based on (B.13).
The construction is very similar to the one given in (B.7) and we do not repeat it here.
B.3 Integrability η
H
for a generic nonextreme charged black hole
Having discussed the two examples in previous subsections, let us now analyze the integra-
bility of η
H
for a generic black hole. Consider a stationary black hole with axial U(1)ϕi
isometries as a solution to a covariant gravitational theory with some Abelian gauge fields
Aa. Assume that it is identified by the parameters m, ai, and qa collectively denoted by
pα. The generators for the mass M , angular momenta Ji, and electric charges Qa can be
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respectively chosen to be {∂t, 0}, {∂ϕi, 0} and {0, 1a} where by 1a we mean λa = 1 and λb = 0
if b 6= a.
Now, consider an exact symmetry as η = {ζ,Ca} in which ζ = A∂t + Bi∂ϕi . The A,
Bi, and Ca are constants over the spacetime, but functions of the parameters. Recalling the
integrability of mass and angular momenta, one may use (B.1) as the integrability condition
for η, explicitly,
∮
∂Σ
(
kδˆ1η
(δˆ2Φ,Φ)− kδˆ2η(δˆ1Φ,Φ)
)
= δˆ2Hδˆ1η − δˆ1Hδˆ2η ≈ 0 . (B.14)
By the decomposition
η = {A∂t, 0}+ {Bi∂ϕi , 0}+ {0,Ca} (B.15)
then
δˆ2Hδˆ1A∂t+δˆ1Bi∂ϕi+{0,δˆ1Ca}
− δˆ1Hδˆ2A∂t+δˆ2Bi∂ϕi+{0,δˆ2Ca} ≈ 0 . (B.16)
The TFp for the solution is spanned by
∂Φ
∂pα
δpα (no summation over α). Hence, the equation
above should be satisfied for any δˆ1Φ =
∂Φ
∂pα
δpα and δˆ2Φ =
∂Φ
∂pβ
δpβ for all α and β. It results
in the system of equations (no summation over α and β)
(
∂A
∂pα
δpα)(
∂M
∂pβ
δpβ)− (∂B
i
∂pα
δpα)(
∂Ji
∂pβ
δpβ) + (
∂Ca
∂pα
δpα)(
∂Qa
∂pβ
δpβ)− [α↔ β] = 0 , ∀α, β .
(B.17)
The above can be written in a convenient way, if we use a collective notion for the charges
and coefficients,
Cρ ≡ (A,Bi,Ca), Qρ ≡ (M,−Ji, Qa), (B.18)
in terms of which (B.17) take the form
∂Cρ
∂pα
∂Qρ
∂pβ
− ∂C
ρ
∂pβ
∂Qρ
∂pα
= 0 (B.19)
where the summation on ρ is understood.
One can check that for standard black holes such as the Kerr-Newman and Myers-Perry
black holes the above is satisfied. In particular, for the 4-dimensional Kerr-Newman,
A =
2π
κ
, B =
2πΩ
H
κ
, C = −2πΦH
κ
,
and for Myers-Perry d-dimensional Myers-Perry,
A =
2π
κ
, Bi =
2πΩi
H
κ
,
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solve the integrability condition (B.19).
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