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A TOOLKIT FOR CONSTRUCTING DILATIONS ON BANACH
SPACES
STEPHAN FACKLER AND JOCHEN GLÜCK
Abstract. We present a completely new structure theoretic approach to the
dilation theory of linear operators. Our main result is the following theorem:
if X is a super-reflexive Banach space and T is contained in the weakly closed
convex hull of all invertible isometries on X, then T admits a dilation to
an invertible isometry on a Banach space Y with the same regularity as X.
The classical dilation theorems of Sz.-Nagy and Akcoglu-Sucheston are easy
consequences of our general theory.
1. Introduction
Consider a bounded linear operator T on a Banach space X . We say that T has
a dilation to a Banach space Y if there exist linear contractions J : X → Y and
Q : Y → X and an invertible linear isometry U : Y → Y such that
T n = QUnJ for all n ∈ N0. (1.1)
It follows from this definition that T is necessarily contractive. Constructing a
dilation for a given operator T is a very subtle endeavor since the questions whether
such a dilation exists and, granted that it exists, whether it is useful in applications
depend crucially on the choice of Y .
In concrete applications one is usually interested in Y having the same regularity
as the original space X . If, for instance, X is a Hilbert space or an Lp-space,
then Y should be out of the same class. One therefore requires Y to be out of
a prescribed class of Banach spaces X . The question whether a dilation to such
a space exists is a delicate one, and for some operators it may not be possible to
find a dilation in the class X . For instance, by a result of Sz.-Nagy every Hilbert
space contraction has a dilation in the class of Hilbert spaces [Pis01, Theorem 1.1],
whereas for p ∈ (1,∞) \ {2}, as a direct consequence of [Pel81, Theorem 3], there
exist contractions on Lp that do not have a dilation in the class of all Lp-spaces.
The applications of dilation results are plenty and profound. For example, Sz.-
Nagy’s dilation, in conjunction with the spectral theorem for normal operators,
implies von Neumann’s inequality: every Hilbert space contraction T ∈ L(H) sat-
isfies
‖p(T )‖L(H) ≤ sup
|z|=1
‖p(z)‖
for all complex polynomials p. A second celebrated dilation theorem due to Akcoglu
and Sucheston [AS77] states that every positive contraction on a reflexive Lp-spaces
has a dilation to a positive invertible isometry on another Lp-space for the same
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p. As a consequence one obtains for positive contractions on Lp the almost ev-
erywhere convergence of ergodic means [Akc75] and the validity of Matsaev’s in-
equality [Pel81, Theorem 9]. Further, Akcoglu and Sucheston’s theorem is used to
deduce fundamental properties of both discrete and continuous positive contractive
semigroups on reflexive Lp-spaces such as the boundedness of their H∞-calculus
([Wei01, Remark 4.9c)] and [LM14, Theorem 8.3]) or maximal Lq-regularity [Blu01,
Theorem 1.3].
A structure theoretic approach. Usually, proofs of dilation theorems are ex-
plicitly adapted to the spaces and operators under consideration and make massive
use of their particular properties. As a concrete instance of this observation, we re-
fer to the detailed presentation of Akcoglu and Sucheston’s dilation theorem given
in [Fen98, Chapters 2 & 3]. This makes the proof difficult to understand at an
abstract level and, moreover, the proof does not really clarify the exact role of the
geometry of the underlying Banach space X . Furthermore, although at least three
different proofs for Akcoglu and Sucheston’s theorem are nowadays known and have
been known for several decades, namely those in [AS77], [Pel81] and [NP82], no gen-
eral technique seems to be available to construct dilations on more general spaces.
To the best of our knowledge, no dilation result is known for any non-trivial class
of contractions on general super-reflexive or UMD Banach spaces.
In order to address those issues we develop a new, structure theoretical approach
to dilation problems. We introduce the concept of simultaneous dilations for a set
of operators which turns out to be the right framework for proving general dilation
theorems. Based on this concept, we develop a toolkit for constructing dilations on
general classes of reflexive Banach spaces. This toolkit essentially consists of topo-
logical and algebraical closedness results. Given a set of simultaneously dilating
operators, our main result asserts that its convex hull also admits a simultaneous
dilation to a Banach space with the same regularity. Moreover, it is easy to see
that the existence of dilations is preserved by strong operator limits. As a conse-
quence the weakly closed convex hull of all invertible isometries on a Banach space
simultaneously dilates to a space with similar regularity (Corollary 2.10). Hence,
proving dilation theorems reduces to the task of finding approximation theorems
on Banach spaces, and it is only here where the particular geometry of the Banach
space comes into play. As a consequence, we achieve the following three goals:
(i) We show that every convex combination of invertible isometries on a super-
reflexive or UMD space dilates to an invertible isometry on another space
of the same class (Theorem 6.1 and Corollary 6.4).
(ii) We give a new proof of Akcoglu and Sucheston’s dilation theorem (Subsec-
tion 7.1).
(iii) We generalize their theorem by establishing simultaneous dilations (Theo-
rem 7.1).
Dilation and regularity. As pointed out above, the existence of a dilation cru-
cially depends on the considered class of Banach spaces. Let us demonstrate by a
simple construction that, for every contraction T on a Banach space X , there exists
a Banach space Y such that T dilates to an invertible isometry on Y .
Construction 1.1. Let T : X → X be a contractive linear operator on a Banach
space X . Choose Y := ℓ1(Z;X), let U : ℓ1(Z;X) → ℓ1(Z;X) be the right shift
(xn)n∈Z 7→ (xn−1)n∈Z, let J : X → Y be the injection into the zeroth component,
meaning that Jx = (. . . , 0, x, 0, . . .) for all x ∈ X , and define Q : Y → X by
Q(xn)n∈Z =
∞∑
n=0
T nxn
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for all (xn)n∈Z ∈ Y . Then U is an invertible isometry on Y , the operators J and
Q are contractive and (1.1) holds.
A similar – and somewhat dual – construction can be found on Y = ℓ∞(Z;X);
see also [Str73] for a related construction. The above construction demonstrates
why dilation theory is all about the choice of the space Y . It is easy to construct
a dilation to some Banach space Y ; this space, though, does not inherent any
regularity properties such as reflexivity from X .
In this context it is also worthwhile pointing out that, in case that X is an
L1-space, the space Y from Construction 1.1 is an L1-space, too. However, if
the underlying measure space of X is finite, say a probability space, the underlying
measure space of Y is only σ-finite, though. This drawback prevents us, for instance,
from applying Construction 1.1 in probability theory.
Outline of the paper. In Section 2 we introduce our framework and then state
our main result, Theorem 2.9, and an important consequence, Corollary 2.10. In
Section 3 we show some simple stability properties of dilations. In Sections 4 and 5
we prove that dilations are well-behaved with respect to convex combinations. We
consciously chose to introduce a bit of redundancy in the Sections 4 and 5 to make
the quite technical proof of Theorem 5.1 more transparent. In Section 6 we use our
main result to deduce dilation results on Banach spaces satisfying certain regularity
properties such as super-reflexive spaces and UMD-spaces. In Section 7 we discuss
how our main result can be used to reprove the Akcoglu–Sucheston dilation theorem
on Lp-spaces and to even obtain a generalization of it; we also show that the Sz.-
Nagy dilation theorem on Hilbert spaces is a direct consequence of our approach.
We conclude with an outlook in Section 8. Appendix A contains a few simple results
from group theory used in the proofs of Theorems 4.1 and 5.1.
Related literature. For information on the Sz.-Nagy’s dilation theorem on Hilbert
spaces we refer the reader to [SNFBK10]. For several predecessors of Akcoglu and
Sucheston’s result we refer the reader to the references in [AS77]. For a certain class,
the Ritt operators, the existence of dilations can be characterized (see [AFLM17,
Theorem 4.1] and [ALM14, Theorem 4.8]). A dilation theorem on rearrangement
invariant Banach function spaces due to Peller can be found in [Pel81, Section 6,
Theorem 7]. Dilations on L1-spaces can, for example, be constructed by using
methods from the theory of Markov processes; see for instance [KNP77]; moreover,
the dilations constructed in this way are well-behaved with respect to spectral
properties [KNP77, Section 5]. Dilation results on non-commutative spaces such
as W ∗-algebras are of importance in quantum physics; a systematic treatment of
them was initiated by Kümmerer in the 1980s; see for example [Küm85]. The sit-
uation on non-commutative Lp-spaces is for instance discussed in [JLM07] and in
the recent paper [Arh].
Preliminaries. Throughout the paper the underlying scalar field of all Banach
spaces is allowed to be either R or C, but we assume that it is the same field for all
occurring Banach spaces. If X is a Banach space, then we denote the space of all
bounded linear operators from X to X by L(X). For the product of finitely many
operators T1, . . . , Tn ∈ L(X) we use the notation
n∏
k=1
Tk := T1 . . . Tn,
i.e. the operator with the lowest index is placed left in the product. Moreover, we
use the common convention that
∏0
k=1 := IdX , i.e. the empty product is defined to
be the identity operator.
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2. The dilation toolkit and main results
In this section we introduce the framework for our theory, we present our main
results in Theorem 2.9 and Corollary 2.10 and we give some fundamental charac-
terizations of dilation properties.
The framework. Let I be a non-empty index set, let (Xi)i∈I , (Yi)i∈I be two
families of Banach spaces and let (Ti)i∈I be a family with Ti ∈ L(Xi, Yi) for all
i ∈ I. For every ultrafilter U on I we denote the ultraproducts of the families
(Xi)i∈I and (Yi)i∈I along U by
∏
U Xi and
∏
U Yi, respectively; the ultraproduct
of the operator family (Ti)i∈I along U is denoted by
∏
U Ti. Let xi ∈ Xi for each
index i ∈ I. Then we denote the equivalence class of the family (xi)i∈I within∏
U Xi by (xi)U . If Xi = X for a Banach space X and all i ∈ I, then we use the
abbreviation XU :=
∏
U Xi; in this case the ultraproduct X
U is called a ultrapower
of X . In a canonical way every operator T ∈ L(X) induces an operator on XU
which we denote by T U . For an introduction to the theory of ultraproducts we refer
the reader to [Hei80] and [DJT95, Section 8].
Let p ∈ (1,∞) and n ∈ N. For a Banach space X we denote the space Xn,
endowed with the norm
‖(x1, . . . , xn)‖p :=
( n∑
k=1
‖xk‖
p
)1/p
,
by ℓpn(X). Throughout we often consider classes of Banach spaces that fulfill a set
of conditions adopted to our constructions. Fix a number p ∈ (1,∞).
Assumptions 2.1. We say that a class of Banach spaces X fulfills Assumptions 2.1
if the following conditions hold.
(a) The class X is stable with respect to finite ℓp-powers, i.e. for every X ∈ X
and every n ∈ N we have ℓpn(X) ∈ X .
(b) The class X is ultra-stable, i.e. for every family of spaces (Xi)i∈I in X and
every ultrafilter U on I we have
∏
U Xi ∈ X .
(c) Every space X ∈ X is reflexive.
Let us mention two simple but important classes which fulfills the Assump-
tions 2.1.
Example 2.2. Let p = 2. Then the class of all Hilbert spaces fulfills Assump-
tions 2.1.
Example 2.3. Fix p ∈ (1,∞). Then the class of all Lp-spaces (over arbitrary
measure spaces) fulfills Assumptions 2.1.
Super-reflexive spaces. Recall that a Banach space Z is called super-reflexive if
every ultrapower of Z is reflexive. If a class of Banach spaces X fulfills Assump-
tions 2.1 then, as a consequence of (b) and (c), all spaces in X are super-reflexive.
Conversely, we now show that, for every super-reflexive Banach space Z, there ex-
ists a class XZ of Banach spaces that contains Z and fulfills Assumptions 2.1. We
need the following terminology.
Definition 2.4. A Banach space X is finitely representable in a second Banach
space Z, and we write X
f
−֒→ Z for this, if for every finite dimensional subspace
E ⊆ X and every ε > 0 there exists a subspace F ⊆ Z and an isomorphism
u : E → F with ‖u‖ ‖u−1‖ ≤ 1 + ε.
The following elementary observation is quite useful for our purposes.
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Lemma 2.5. Let X and Z be Banach spaces with X
f
−֒→ Z. Then one has ℓ2n(X)
f
−֒→
ℓ2(Z) for all n ∈ N.
Proof. Let n ∈ N, ε > 0 and let E ⊆ ℓ2n(X) be a finite dimensional subspace.
Choose a basis y1, . . . , ym of E. We write yk = (xk1, . . . , xkn) for all k = 1, . . . ,m
and we set
E˜ = span
{
xkl : k ∈ {1, . . . ,m}, l ∈ {1, . . . , n}
}
⊆ X.
By assumption, there exist a subspace F˜ ⊆ Z and an isomorphism u˜ : E˜ → F˜ with
‖u˜‖ ‖u˜−1‖ ≤ 1 + ε. Let zk = (u˜(xk1), . . . , u˜(xkn), 0, . . .) ∈ ℓ
2(Z) for k = 1, . . . ,m
and F = span{z1, . . . , zm} ⊆ ℓ
2(Z). Then u :
∑m
k=1 akyk 7→
∑m
k=1 akzk is an
isomorphism from E onto F with ‖u‖ ‖u−1‖ ≤ 1 + ε. 
It is well-known that a Banach space Z is super-reflexive if and only if every
Banach space X that is finitely representable in Z is reflexive. We can now show
that every super-reflexive Banach space is contained in a class of spaces which fulfill
the Assumptions 2.1.
Proposition 2.6. Let Z be a super-reflexive Banach space and define the class
XZ :=
{
X Banach space : X
f
−֒→ ℓ2(Z)
}
.
Then XZ contains Z and fulfills Assumptions 2.1 for p = 2.
Proof. Since Z is isometrically isomorphic to a subspace of ℓ2(Z) we clearly have
Z ∈ XZ . Let us now show that XZ fulfills Assumptions 2.1.
Since Z is super-reflexive, so is ℓ2(Z). Hence, every space X ∈ XZ is reflex-
ive, which shows (c). For (a) let n ∈ N and X ∈ XZ . By Lemma 2.5 one has
ℓ2n(X)
f
−֒→ ℓ2(ℓ2(Z)) = ℓ2(Z), where the last equality holds in the sense of isometric
isomorphisms. The remaining property (b) of Assumptions 2.1 follows from the
fact that every ultra power of a Banach space is finitely representable in the space
itself [Pis16, Lemma 11.66]. 
In Section 6 we combine Proposition 2.6 with so-called super-properties of Banach
spaces to find classes of Banach spaces which fulfill Assumptions 2.1 and which have,
at the same time, further regularity properties.
Simultaneously dilating operators. Let us now define sets of simultaneously
dilating operators.
Definition 2.7. Let X be a class of Banach spaces and let X ∈ X .
(a) An operator T ∈ L(X) has a dilation in X if there exist a space Y ∈ X ,
linear contractions J : X → Y , Q : Y → X and a linear invertible isometry
U ∈ L(Y ) such that for all n ∈ N0
T n = QUnJ. (2.1)
(b) A set of operators T ⊆ L(X) has a simultaneous dilation in X if there exist
a space Y ∈ X , linear contractions J : X → Y , Q : Y → X and invertible
isometries UT ∈ L(Y ) (for T ∈ T ) such that the equality
T1 · · ·Tn = QUT1 · · ·UTn J (2.2)
holds for all n ∈ N0 and all T1, . . . , Tn ∈ T .
For a proper reading of part (b) of the above definition it is important to recall
that we agreed on the empty product to be the identity operator.
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If T has a dilation, then it follows from the equality T n = QUnJ for n = 0 that
QJ = IdX . Hence, J is automatically an isometry and JQ is a contractive projec-
tion on Y with range J(X). Thus, X may be considered as a subspace of Y (via
J) and Q may be considered as a projection from Y onto this subspace. Moreover,
T = QUJ implies that T is contractive, i.e. only contractive operators can have a
dilation in our sense. Similar observations hold for simultaneous dilations.
We point out that our notion of a dilation differs slightly from the definition
which is, for instance, used by Akcoglu and Sucheston in [AS77]. Yet, it is easy to
see that if an operator has a dilation in the sense of Definition 2.7(a), then it also
has a dilation in the sense of [AS77].
If X is a Banach space taken from a given class X , then the set of all invertible
isometries always has a simultaneous dilation in X .
Example 2.8. Let X be a class of Banach spaces, let X ∈ X and T ⊆ L(X) be
a set of linear invertible isometries. Then T has a simultaneuous dilation in X .
Indeed, simply take Y = X , J = Q = Id and UT = T for all T ∈ T .
The whole point of our approach is to first find a (not too small) set of operators
which admits a simultaneous dilation and then to construct, out of this set, a larger
set that has a dilation by proving stability results. Example 2.8 shows that we can
always start with the set of invertible isometries; proving stability results is much
more involved. Our main result, Theorem 2.9, is of this type.
The main result. Theorem 2.9 below is our main result; in conjunction with
Example 2.8 it yields simultaneous dilations for large sets of operators.
Theorem 2.9. Fix p ∈ (1,∞) and let X be a class of Banach spaces which fulfills
Assumptions 2.1. Let X ∈ X and let T ⊆ L(X) be a set of operators that has
a simultaneous dilation in X . Then the weak operator closure of the convex hull
conv(T ) also has a simultaneous dilation in X .
As a consequence of Example 2.8 and Theorem 2.9 we immediately obtain the
following corollary.
Corollary 2.10. Fix p ∈ (1,∞) and let X be a class of Banach spaces which fulfils
Assumptions 2.1. Let X ∈ X and let T ⊆ L(X) denote the weak operator closure of
the convex hull of all linear invertible isometries on X. Then T has a simultaneous
dilation in X . In particular, every T ∈ T has a dilation in X .
The above corollary demonstrates how our approach uncouples dilation theory
from any geometric considerations. The dilation result in Corollary 2.10 holds for all
classes of Banach spaces that fulfill the rather mild Assumptions 2.1, with no regard
of the special choice of the spaces in X . However, in order to apply Corollary 2.10
to concrete operators one has to determine the weak operator closure of the convex
hull of all invertible isometries. This is a pure approximation theoretical task and
it is here where the special geometry of the Banach space X comes into play.
Remarks 2.11. (a) Sometimes, it is desirable to restrict not only the class of
Banach spaces X out of which the space Y in Definition 2.7 is taken, but also the
choice for the operators J , Q and UT . A typical situation of this type is a follows:
Assume that all spaces in X are Banach lattices and that T consists of positive
operators only. Then we would like to construct a positive dilation for an operator
T ∈ T or, in greater generality, a positive simultaneous dilation of T . By this we
mean that the operators J and Q from Definition 2.7 should not only be contrac-
tive, but also positive, and that the operators UT (for T ∈ T ) should not only be
invertible isometries, but also lattice isomorphisms. Under the assumption that all
spaces in X are Banach lattices and that all operators in T are positive, all our
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results yield positive (simultaneous) dilations instead of only dilations – provided
that the assumptions are adjusted in the obvious way. For instance, in Theorem 2.9
one has to assume that T has a simultaneous positive dilation in X and in Corol-
lary 2.10 one has to assume that T is the weak operator closure of the convex hull
of all positive invertible isometries.
(b) In view of remark (a) notice that an invertible isometry T ∈ L(X) on a
Banach lattice X is automatically a lattice isomorphism if it is positive; this is a
theorem of Abramovich, see for instance [Abr88] or [Eme07, Theorem 2.2.16].
(c) One could also formalize the idea discussed in (a) by using the language
of category theory. One then considers a class of Banach spaces X which fulfills
Assumptions 2.1 and a classM of morphisms that satisfies certain stability condi-
tions. In Definition 2.7, we would require the operators T ∈ T , as well as J , Q and
UT , to be in M.
If we chose M to be the class of all linear contractions, we would obtain the
dilations introduced in Definition 2.7; if we chose X to be a class of Banach lattices
and M to be the class of positive contractions, we would obtain the notion of a
positive dilation as discussed in (a).
One could even go further and consider two classes of morphisms M1 and M2,
where the operators J and Q are required to be contained inM2 while the operators
in T and the operators UT are inM1. If we chose X to be a class of Banach lattices,
M2 to be the class of all positive contractions andM1 to be the class of all regular
operators with regular norm at most 1, we would thus obtain a more general class
of dilations. These are of relevance in a version of the Akcoglu–Sucheston theorem
on Lp-spaces; see for instance [CRW78, p. 58ff.] or [Pel81, Section 3].
We shall however not pursue this category theoretical approach here since we
wish to state all our results in a concrete and easily accessible way. The interested
reader won’t find it difficult to restate our results in the language of category theory.
Next we note that one can replace the convex hull in Theorem 2.9 by somewhat
larger sets.
Remarks 2.12. (a) Let V be a vector space over the field R or C. The absolutely
convex hull of a subset C ⊆ V is given by{ n∑
k=1
λkvk : n ∈ N, v1, . . . , vn ∈ C, λ1, . . . , λn ∈ K and
n∑
k=1
|λk| ≤ 1
}
.
It coincides with the convex hull of the set {λv : v ∈ C, λ ∈ K and |λ| = 1}. On
the other hand it is easy to see that, under the assumptions of Theorem 2.9, the
set {
λT : T ∈ T , λ ∈ K and |λ| = 1
}
has a simultaneous dilation in X ; here K is the underlying scalar field of the spaces
in X . Hence, Theorem 2.9 implies that the weak operator closure of the absolutely
convex hull of T has a simultaneous dilation in X .
(b) The arguments given in (a) do no longer apply if one is looking for positive
dilations as discussed in Remark 2.11(a). Indeed, if an operator T has a positive
dilation in some Banach lattice, then its negative −T does not have a positive
dilation, though. However, one can still combine Theorem 2.9 with Proposition 3.3
below. This way one obtains that the weak operator closure of the subconvex hull{ n∑
k=1
λkTk : n ∈ N, T1, . . . , Tn ∈ T , λ1, . . . , λn ∈ [0, 1] and
n∑
k=1
λk ≤ 1
}
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admits a positive simultaneous dilation in X if T does so. This works since the
proof of Proposition 3.3 does not destroy the positivity structure of the dilation.
In particular, one obtains the following version of Corollary 2.10:
Let X be a class of Banach lattices that fulfills Assumptions 2.1. Let X ∈ X
and let T ⊆ L(X) be the set of all positive, invertible isometries. Then the weak
operator closure of the subconvex hull of T has a positive simultaneous dilation in
X .
The rest of Section 2, as well as Sections 3, 4 and 5, are devoted to the proof of
Theorem 2.9. We start with two useful characterizations of simultaneous dilations
in the remaining part of Section 2: a “finitary characterization” for simultaneous
dilations which shows that it is actually sufficient to consider finite sets of operators
and a result which shows that it suffices to establish the dilation equality only for
powers/monomials of bounded degree.
In Section 3 we proceed with our preparations for the proof of Theorem 2.9.
Note it suffices to show that simultaneous dilations behave well with respect to
strong operator closures and with respect to taking convex combinations since the
weak and the strong operator closure of a convex set coincide [DS58, Corollary
VI.1.5]. The stability result for strong closures is rather simple and will be given in
Proposition 3.2. In Section 3 we also discuss a few further elementary properties of
simultaneous dilations such as stability with respect to operator multiplication. The
stability result for convex combinations is, however, much more involved. Therefore,
we first prove in Section 4 that, if a set T of operators has a simultaneous dilation
in a class X , then every single convex combination of operators from T also has a
dilation in X . In Section 5 we then prove that the convex hull of T actually has a
simultaneous dilation. All results of Section 4 can be seen as special cases of results
from Section 5, so we introduce a bit of redundancy by considering those two cases
separately. However, given the rather technical computations in those sections, we
think that the reader might benefit from this redundancy.
A finitary characterization of dilations. The following proposition shows that,
when dealing with simultaneous dilations, one can restrict to finite sets of operators.
Proposition 2.13. Fix p ∈ (1,∞) and let X be a class of Banach spaces that
fulfills Assumptions 2.1. Let X ∈ X and let T ⊆ L(X). Then the following are
equivalent:
(i) T has a simultaneous dilation in X .
(ii) Every finite subset of T has a simultaneous dilation in X .
To keep the proof of Proposition 2.13 as transparent as possible we first show
the following lemma which is, in a way, a more abstract version of the proposition.
Lemma 2.14. Fix p ∈ (1,∞), let X be a class of Banach spaces that fulfills
Assumptions 2.1 and let X ∈ X . Consider a net (Ti)i∈I of subsets of L(X) and
assume that this net is monotone, i.e. Tj ⊇ Ti whenever j ≥ i. If each set Ti has a
simultaneous dilation in X , then
⋃
i∈I Ti has a simultaneous dilation in X .
Proof. Choose an ultrafilter U on I that contains the filter base
{
{j ∈ I : j ≥ i} :
i ∈ I
}
. For each i ∈ I we can find a Banach space Yi ∈ X , contractions Ji : X → Yi
and Qi : Yi → X and invertible isometries Ui,T ∈ L(Yi) (for T ∈ Ti) with
T1 · · ·Tn = Qi Ui,T1 · · ·Ui,TnJi
for all n ∈ N0 and all T1, . . . , Tn ∈ Ti. Now, define Y :=
∏
U Yi as well as J :=∏
U Ji : X
U → Y and Q :=
∏
U Qi : Y → X
U . Moreover, we define UT :=
∏
U U˜i,T ∈
L(Y ) for each T ∈
⋃
i∈I Ti, where U˜i,T = Ui,T if T ∈ Ti and U˜i,T = IdYi otherwise.
Then the diagram
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Y Y
XU XU
X X
UT1 ...UTn
QJ
(T1···Tn)
U
T1···Tn
commutes for every n ∈ N0 and for all T1, . . . , Tn ∈ ∪i∈ITi; here, the mapping
X → XU denotes the canonical injection and XU → X the mapping induced
by the weak limit along U (which exists since X is reflexive). This proves the
assertion. 
Proof of Proposition 2.13. The implication “(i)⇒ (ii)” is obvious. So assume that (ii)
holds. If we denote the family of all finite subsets of T by F and apply Lemma 2.14
to the net (F)F∈F, we obtain (i). 
N-dilations. For an operator T ∈ L(X), consider the dilation equality
T n = QUnJ
from Definition 2.7(a). For a dilation, we need a Banach space Y and operators J ,
Q and U for which the equality is satisfied for all n ∈ N0. However, we shall see in
Sections 4 and 5 that it is much easier to achieve this for the first N powers only.
In this subsection we show that this is, in a sense, sufficient to obtain a dilation of
T .
Definition 2.15. Let X be a class of Banach spaces, let X ∈ X and N ∈ N.
(a) An operator T ∈ L(X) has a N -dilation in X if there exist a space Y ∈ X ,
linear contractions J : X → Y , Q : Y → X and a linear invertible isometry
U ∈ L(Y ) such that for all n ∈ {0, . . . , N}
T n = QUnJ.
(b) A set of operators T ⊆ L(X) has a simultaneous N -dilation in X if there
exist a space Y ∈ X , linear contractions J : X → Y , Q : Y → X and
invertible isometries UT ∈ L(Y ) (for T ∈ T ) such that the equality
T1 . . . Tn = QUT1 . . . UTn J
holds for all n ∈ {0, . . . , N} and all T1, . . . , Tn ∈ T .
Note that, if T or T has a (simultaneous) N -dilation in X , then it also has a
(simultaneous) M -dilation in X for every M ≤ N .
For single operators on Hilbert spaces, N -dilations have been studied in vari-
ous contexts in the literature, for instance in [Neu63], [TK82], [SN13, Section 3]
and [LS14, Sections 1–3]. Moreover, there is a concept that one might call a com-
mutative simultaneous N -dilation of a set of commuting operators; this has also
been studied on finite dimensional Hilbert spaces, see e.g. [MS13] and [LS14, Sec-
tions 4–5].
For our purposes, N -dilations are essential for the construction of dilations for
convex combinations of given operators in Sections 4 and 5. The following propo-
sition shows that, in order to construct a (simultaneous) dilation, it is actually
sufficient to construct a (simultaneous) N -dilation for each N .
Proposition 2.16. Fix p ∈ (1,∞) and let X be a class of Banach spaces which
fulfils Assumptions 2.1. Let X ∈ X and consider an operator T ∈ L(X) and a set
of operators T ⊆ L(X).
(a) If T has an N -dilation in X for each N ∈ N, then T has a dilation in X .
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(b) If T has a simultaneous N -dilation in X for each N ∈ N, then T has a
simultaneous dilation in X .
Proof. The proof is not too different from the proof of Lemma 2.14. First note
that (a) follows from (b) by setting T = {T }, so it suffices to prove (b). By As-
sumptions 2.1 there exist, for every N ∈ N, a space YN ∈ L(X), linear contractions
JN : X → YN and QN : YN → X and linear invertible isometries UN,T ∈ L(YN ) (for
T ∈ T ) such that for n ∈ {0, . . . , N} and all T1, . . . , Tn ∈ T one has the dilation
equality
T1 · · ·Tn = QN UN,T1 · · ·UN,TnJN .
Fix a free ultrafilter U on N; we define Y :=
∏
U YN , J :=
∏
U JN : X
U → Y
and Q :=
∏
U QN : Y → X
U . Also set UT :=
∏
U UT,N for every T ∈ T . The
operators UT are invertible isometries on Y and according to Assumptions 2.1 we
have Y ∈ X . Moreover, the following diagram commutes for every n ∈ N0 and all
T1, . . . , Tn ∈ T :
Y Y
XU XU
X X
UT1 ···UTn
QJ
(T1···Tn)
U
T1···Tn
Here, X → XU denotes the canonical embedding of X into its ultrapower and
XU → X denotes the operator induced by the weak limit along U (which exists
since X is reflexive). The diagram shows that T has a simultaneous dilation. 
3. Elementary properties of simultaneous dilations
Products of dilating operators. If two operators T and S on a Banach space X
have a dilation in a class of Banach spaces X , then it is by no means clear whether
the product ST has a dilation in X , too. If however T and S have a simultaneous
dilation, then obviously so does ST . Let us note this – in a slightly more general
form – in the following proposition.
Proposition 3.1. Let X be a class of Banach spaces, let X ∈ X and assume that
T ⊆ L(X) has a simultaneous dilation in X . Then the multiplicative semigroup
generated by T , i.e. the set {T1 · · ·Tn : n ∈ N, T1, . . . , Tn ∈ T }, has a simultaneous
dilation in X , too (and in fact, to the same space as T ).
Strong operator limits. The next proposition shows that simultaneous dilations
are preserved by strong operator limits; this proves the topological part of Theo-
rem 2.9.
Proposition 3.2. Fix p ∈ (1,∞) and let X be a class of Banach spaces which
fulfills Assumptions 2.1. Let X ∈ X and let T ⊆ L(X) be a set of operators which
has a simultaneous dilation in X . Then the strong operator closure of T has a
simultaneous dilation in X , too.
Proof. There exist a space Y ∈ L(X), linear contractions J : X → Y and Q : Y →
X and invertible isometries UT ∈ L(Y ) (for T ∈ T ) such that the equality
∏n
k=1 Tk =
Q
∏n
k=1 UTk J holds for each n ∈ N and all T1, . . . , Tn ∈ T .
Let S denote the strong operator closure of T in L(X). We can find a directed
set I such that, for each S ∈ S, there exists a net (Ti,S)i∈I in T that converges
strongly to S; for instance, we can take I to be the neighborhood filter of 0 in L(X)
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with respect to the strong operator topology (endowed with the canonical order).
Choose an ultrafilter U on I which contains the filter base{
{j ∈ I : j ≥ i} : i ∈ I
}
.
Let J˜ : Y → Y U be the canonical injection and let Q˜ : Y U → Y be the operator
induced by the weak limit along U (which exists since Y is reflexive). For each
S ∈ S we choose a net (Ti,S)i∈I that converges strongly to S and we define U˜S :=∏
U UTi,S ∈ L(Y
U).
Now, let n ∈ N and S1, . . . , Sn ∈ S. We show that S1 · · ·Sn = QQ˜U˜S1 · · · U˜Sn J˜J .
Indeed, we have on the one hand
n∏
k=1
Sk =
n∏
k=1
stop-lim
i→U
Ti,Sk = stop-lim
i→U
n∏
k=1
Ti,Sk = stop-lim
i→U
Q
n∏
k=1
UTi,Sk J,
where stop-lim denotes the limit with respect to the strong operator topology; the
first equality follows from the choice of the ultrafilter U and for the second equality
we used that operator multiplication is jointly continuous with respect to the strong
operator topology on bounded sets. On the other hand, we have for every x ∈ X
QQ˜
n∏
k=1
U˜Sk J˜Jx = QQ˜
( n∏
k=1
UTi,Sk Jx
)
U
= Qw-lim
i→U
( n∏
k=1
UTi,Sk Jx
)
= w-lim
i→U
(
Q
n∏
k=1
UTi,Sk Jx
)
,
where w-lim denotes the weak limit. This proves the assertion. 
We point out that the above proof does not work for the weak operator closure
of T since operator multiplication is in general not jointly continuous with respect
to the weak operator topology (not even on bounded sets of operators). However,
one can show the following result by a similar technique as in the above proof: let
(Ti)i∈I be a net in L(X), let T ∈ L(X) and assume that, for each power n ∈ N,
the net
(
(Ti)
n
)
i∈I
converges to T n with respect to the weak operator topology. If
each operator Ti has a dilation in X (not necessarily a simultaneous dilation for all
Ti), then T has a dilation in X , too (provided that X fulfills Assumptions 2.1). See
also [Pel81] and the discussion in Remark 7.3.
The zero operator. We can add the zero operator to a given set of simultaneously
dilating operators. In conjunction with Theorem 5.1 this shows that simultaneous
dilations are stable with respect to subconvex combinations, i.e. linear combinations
with positive coefficients adding up to at most 1; see Remark 2.12(b).
Proposition 3.3. Fix p ∈ (1,∞) and let X be a class of Banach spaces which
fulfills Assumptions 2.1. Let X ∈ X and assume that T ⊆ L(X) has a simultaneous
dilation in X . Then T ∪ {0} has a simultaneous dilation in X .
Proof. By assumption we can find a space Y ∈ X , linear contractions J : X → Y
and Q : Y → X and invertible isometries UT ∈ L(Y ) (for T ∈ T ) such that
T1 · · ·Tn = QUT1 · · ·UTnJ
for every n ∈ N0 and all T1, . . . , Tn ∈ T . Define U0 := 0 ∈ L(Y ) (which is of course
neither invertible, nor an isometry). It suffices to show that the set of operators
U :=
{
UT : T ∈ T ∪{0}
}
has a simultaneous dilation in X because then the diagram
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Y˜ Y˜
Y Y
X X
V˜UT1
···V˜UTn
Q˜
UT1 ···UTn
J˜
QJ
T1···Tn
commutes for an appropriate choice of Y˜ , J˜ , Q˜ and VU ∈ L(Y˜ ) (for U ∈ U) and for
all n ∈ N0 and T1, . . . , Tn ∈ T ∪ {0}.
Fix an arbitrary N ∈ N. In order to show that
{
UT : T ∈ T ∪ {0}
}
has a
simultaneous dilation in X it suffices, according to Proposition 2.16, to construct
a simultaneous N -dilation for U in X . To this end, choose Y˜ := ℓpN+1(Y ) ∈ X
and set J˜x = (x, 0, . . . , 0) ∈ Y˜ for all x ∈ Y ; for all (x1, . . . , xN+1) ∈ Y˜ we define
Q˜(x1, . . . , xN+1) = x1 and
VU (x1, . . . , xN+1) =
{
(Ux1, . . . , UxN+1) if U 6= 0,
(x2, . . . , xN+1, x1) if U = 0.
Then one easily checks that for all n ∈ {0, . . . , N} and all U1, . . . , Un ∈ U
U1 · · ·Un = Q˜ VU1 . . . VUn J˜
Hence, U indeed has a simultaneous N -dilation in X . 
Remark 3.4. It is worthwhile pointing out that the reduction to N -dilations used
in the proof of Proposition 3.3 (by employing Proposition 2.16) is not as essential
as it might seem at first glance. Indeed, if we add to Assumptions 2.1 the mild
condition that, for each X ∈ L(X), the vector-valued ℓp-space ℓp(X) := ℓp(Z;X)
is contained in X , then we can define Y := ℓp(Z;X) and choose V0 to be the left
(or right) shift operator and immediately obtain a simultaneous dilation instead
of only a simultaneous N -dilation of the set U (where J , Q and VU for U 6= 0
should be defined similarly as in the above proof of Proposition 3.3). Nevertheless,
N -dilations and Proposition 2.16 will be an indispensable tool for us in Sections 4
and 5.
4. Dilation of convex combinations
The goal of this section is to prove the following theorem.
Theorem 4.1. Fix p ∈ (1,∞) and let X be a class of Banach spaces which fulfills
Assumptions 2.1. Let X ∈ X and assume that T ⊆ L(X) has a simultaneous
dilation in X . If T is in the convex hull of T , then T has a dilation in X .
In Section 5 we show the more general result that the convex hull of T has a
simultaneous dilation in X , which, in conjunction with Proposition 3.2, proves our
main result Theorem 2.9. The next result, which is not immediate to prove with
bare hands, is a direct consequence of Theorem 4.1 and Proposition 3.3.
Corollary 4.2. Fix p ∈ (1,∞) and let X be a class of Banach spaces which fulfills
Assumptions 2.1. Let X ∈ X and assume that T ∈ L(X) has a dilation in X .
Then, for every λ ∈ [0, 1], the operator λT has a dilation in X .
It is a consequence of Proposition 3.3 and the more general Theorem 5.1 below
that {λT : λ ∈ [0, 1]} even has a simultaneous dilation in X .
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Main ideas. Before we give the proof of Theorem 4.1, we explain some of the main
ideas. According to Proposition 2.16 it suffices to show that T has an N -dilation
in X for every N ∈ N. To give the reader an idea of how this can be accomplished,
let us first consider the following special case of Theorem 4.1: let T1, T2 ∈ L(X) be
two invertible isometries and let λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1. We want to show
that T := λ1T1 + λ2T2 has an N -dilation in X for N ∈ N.
For N = 1 this can be accomplished as follows. Set Y = ℓp2(X) = X
2 and define
U :=
(
T1 0
0 T2
)
∈ L(Y ). (4.1)
This is obviously an invertible isometry on Y since T1 and T2 were assumed to be
invertible isometries on X . Moreover, we define J : X → Y and Q : Y → X by
Jx =
(
λ
1/p
1 x
λ
1/p
2 x
)
, Q
(
x1
x2
)
= λ
1/q
1 x1 + λ
1/q
2 x2
for all x, x1, x2 ∈ X , where q is the Hölder conjugate of p, i.e. 1/p + 1/q = 1.
Clearly, J is an isometry and Q is a contraction by Hölder’s inequality. Moreover,
for x ∈ X
QU0Jx = QJx = λ
1/q
1 λ
1/p
1 x+ λ
1/q
2 λ
1/p
2 x = x = T
0x
and
QU1Jx = Q
(
λ
1/p
1 T1x
λ
1/p
2 T2x
)
= λ1T1x+ λ2T2x = Tx.
Hence, we have constructed a 1-dilation of T in X . In order construct a 2-dilation,
one can proceed as follows. Let Y = ℓp4(X) = X
4 and define U ∈ L(Y ) by
U =


T1
T2
T1
T2

 , (4.2)
where the empty entries are understood to be the zero operator. Moreover, we
define J : X → Y and Q : Y → X by
Jx = ((λ1λ1)
1/px, (λ2λ2)
1/px, (λ1λ2)
1/px, (λ2λ1)
1/px)T
for all x ∈ X and
Q(x1, . . . , xn)
T = (λ1λ1)
1/qx1 + (λ2λ2)
1/qx2 + (λ1λ2)
1/qx2 + (λ2λ1)
1/qx4
for all x1, . . . , x4 ∈ X . Again, J and Q are contractions and U is an invertible
isometry. Moreover, it is easy to check that QUnJ = T n for all n ∈ {0, 1, 2}. We
have thus constructed a 2-dilation of T in X .
At first glance, this is where the story ends, since there is no obvious way to
generalize the above constructions in order to obtain a 3-dilation of T . Indeed,
formulas (4.1) and (4.2) suggest that, in order to construct an N -dilation of T , we
should choose Y = X2
N
and define U as some kind of permutation matrix whose
entries are the operators T1 and T2 instead of ones. Yet, it does not seem to be
clear what permutation matrix we should choose and which entries shall be chosen
to be T1 and which to be T2. This suggests that we should make some changes to
the above construction in order obtain a structure which also works for N -dilations.
To this end, we proceed as follows. Fix N ∈ N and consider the N -cycle σ :=
(1 . . .N), i.e. the permutation on the set {1, . . . , N} that maps 1 to 2, 2 to 3, . . . ,
and N to 1. We intend to take the N × N -permutation matrix induced by σ and
to replace the ones in the matrix with the operators T1 and T2. Since there are
only two operators T1 and T2 but N entries that we have to replace, there is no
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canonical choice of which entry should become which operator. We thus follow the
folklore role of thumb that, if there is no canonical choice to make, then it is best
to make all possible choices simultaneously: let A denote the set of all mappings
from {1, . . . , N} to {1, 2}. For each α ∈ A we consider the sequence of N operators
Tα(1), . . . , Tα(N) and replace the ones in the permutation matrix induced by σ with
those operators; this yields an invertible isometry Uα ∈ L(X
N ). Finally, we define
U :=
⊕
α∈A Uα ∈ L(Y ) where Y := X
N |A| = XN2
N
.
It turns out that, with appropriate choices of J and Q, this really yields an N -
dilation of T , though a few cumbersome computations are needed to verify this. In
the next subsection we make the above construction precise and give all necessary
details. Note that we have to consider convex combinations of finitely many instead
of only two operators.
We should point out once again that, for N = 2, the construction that we have
just described is more complex than the construction of U in (4.2): we now obtain
a 2-dilation on the space X2·2
2
= X8 instead of X4.
The proof of Theorem 4.1. After we have just explained the main ideas behind
the proof of Theorem 4.1, we are now going to give the proof in detail.
Proof of Theorem 4.1. Since T admits a simultaneous dilation in X we may, and
will, assume that T consists of invertible isometries. There exist m ∈ N, opera-
tors T1, . . . , Tm ∈ T and numbers λ1, . . . , λm ∈ [0, 1] such that
∑m
k=1 λk = 1 and∑m
k=1 λkTk = T .
Fix N ∈ N. According to Proposition 2.16(a) it suffices to show that T pos-
sesses an N -dilation in X . To this end, let A denote the set of all mappings from
{1, . . . , N} to {1, . . . ,m}. It is convenient to abbreviate λ := (λ1, . . . , λm) and to
define |λ|α :=
∏N
k=1 λα(k) for each α ∈ A. Note that∑
α∈A
|λ|α =
( m∑
k=1
λk
)N
= 1. (4.3)
Now, we define the space Y and the mappings J : X → Y and Q : Y → X . We set
Y := ℓp
NmN
(X) = ℓpN |A|(X) = (X
N)A,
where the latter space is endowed with the p-norm. For each α ∈ A we set
Jα : X → X
N , Jαx =
( |λ|α
N
)1/p(
x, . . . , x
)
and we define J : X → Y by Jx = (Jαx)α∈A for all x ∈ X . It readily follows from
formula (4.3) that J is isometric. Moreover, for each y = (xk,α)k∈{1,...,N}, α∈A ∈
Y = (XN )A we define
Qy :=
∑
α∈A
( |λ|α
N
)1/q N∑
k=1
xk,α,
where q ∈ (1,∞) denotes the conjugate index of p, meaning that 1/p + 1/q = 1.
It follows from Hölder’s inequality that Q is contractive. Indeed, if y is as above,
then
‖Qy‖ ≤
∑
α∈A
N∑
k=1
( |λ|α
N
)1/q
‖xk,α‖ ≤
≤
( ∑
α∈A
N∑
k=1
|λ|α
N
)1/q
·
( ∑
α∈A
N∑
k=1
‖xk,α‖
p
)1/p
= ‖y‖.
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Finally, we have to construct an invertible isometry U ∈ L(Y ) such that QUnJ =
T n for all n ∈ {0, . . . , N}. For each α ∈ A we define Uα : X
N → XN by
Uα(xk)k∈{1,...,N} =
(
Tα(k)xσ(k)
)
k∈{1,...,N}
for every (xk)k∈{1,...,N} ∈ X
N ; as noted above, σ : {1, . . . , N} → {1, . . . , N} denotes
the N -cycle (1 . . . N). We point out that Uα can be written in matrix form as
Uα =


Tα(1)
Tα(2)
. . .
Tα(N−1)
Tα(N)

 .
We set U :=
⊕
α∈A Uα : Y → Y . Clearly, U is an invertible isometry since every
operator T1, . . . , Tm is assumed to be an invertible isometry. The only remaining
point is to prove that U fulfills the equality QUnJ = T n for all n ∈ {0, . . . , N}.
First observe that we can explicitly compute the powers (Uα)
n of Uα for n ∈
{0, . . . , N}. Indeed, for each such n, every α ∈ A and every (xk)k∈{1,...,N} ∈ X
N
we have
(Uα)
n(xk)k∈{1,...,N} =
( n∏
j=1
Tα(σj−1(k)) xσn(k)
)
k∈{1,...,N}
=
( n∏
j=1
Tα(σk−1(j)) xσn(k)
)
k∈{1,...,N}
.
(4.4)
The first equality can be seen by induction over n (and holds for all n ∈ N0).
The second equality follows from that fact that σj−1(k) = σk−1(j) for all j, k ∈
{1, . . . , N}. Using (4.4), we obtain for n ∈ {0, . . . , N} and x ∈ X
QUnJx =
∑
α∈A
( |λ|α
N
)1/q N∑
k=1
( |λ|α
N
)1/p(
(Uα)
n(x, . . . , x)
)
k
=
∑
α∈A
|λ|α
N
N∑
k=1
n∏
j=1
Tα(σk−1(j)) x.
On the other hand, a short computation shows that
T n =
∑
α∈A
|λ|α
n∏
k=1
Tα(k),
so it only remains to prove the equality
∑
α∈A
|λ|α
N
N∑
k=1
n∏
j=1
Tα(σk−1(j)) =
∑
α∈A
|λ|α
n∏
j=1
Tα(j). (4.5)
To show (4.5) we need a bit of group theory. Let SN denote the symmetric group
over N elements, i.e. the set of all bijections on {1, . . . , N}, and let CN denote the
cyclic subgroup of SN generated by the N -cycle σ. The group CN operates on the
set A via the group action
CN ×A → A,
(τ, α) 7→ α ◦ τ.
We call two elements α, β ∈ A equivalent and denote this by α ∼ β if they have
the same orbit under this group action, i.e. if there exists a permutation τ ∈ CN
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such that α = β ◦ τ . Clearly, ∼ is an equivalence relation on A. Note that we have
|λ|α = |λ|β whenever α ∼ β (but the converse is of course false).
Consider a fixed equivalence class A ⊆ A of ∼. Since, for α ∈ A, the number
|λ|α does not depend on the choice of α, it suffices to prove
∑
α∈A
N∑
k=1
n∏
j=1
Tα(σk−1(j)) = N
∑
α∈A
n∏
j=1
Tα(j) (4.6)
in order to show (4.5). Fix an α0 ∈ A. The equivalence class A is given by
A = {α0 ◦ τ : τ ∈ CN} and thus, we can replace the summation on both sides
of (4.6) with a summation over CN . Yet, we have to be a bit careful here since the
surjective mapping CN ∋ τ → α0 ◦ τ ∈ A might not be injective. To account for
this, we use Proposition A.2 from the appendix which tells us that, for each α ∈ A,
there exist exactly N/|A| elements τ ∈ CN with α0 ◦ τ = α. Thus, the left hand
side of (4.6) becomes
|A|
N
∑
τ∈CN
N∑
k=1
n∏
j=1
T(α0◦τ◦σk−1)(j) =
|A|
N
∑
τ,ρ∈CN
n∏
j=1
T(α0◦τ◦ρ)(j)
and the right hand side of (4.6) becomes
|A|
N
N
∑
τ∈CN
n∏
j=1
T(α0◦τ)(j).
The mapping CN × CN ∋ (τ, ρ) 7→ τ ◦ ρ ∈ CN hits each element in CN exactly
N times (see Proposition A.1 in the appendix), so both the left and the right side
of (4.6) coincide. This proves (4.6), hence (4.5) and thus the theorem. 
5. Simultaneous dilation of convex combinations
The following theorem generalizes Theorem 4.1 to simultaneous dilations.
Theorem 5.1. Fix p ∈ (1,∞) and let X be a class of Banach spaces that fulfills
Assumptions 2.1. Let X ∈ X and assume that T ⊆ L(X) has a simultaneous
dilation in X . Then the convex hull conv T of T has a simultaneous dilation in X .
Our main result, Theorem 2.9, is an immediate consequence of Theorem 5.1,
Proposition 3.2 and of the fact that, for convex sets of operators, the strong and
the weak operator closure coincide [DS58, Corollary VI.1.5].
The proof of Theorem 5.1 is similar to the proof of Theorem 4.1, but technically
more involved. The major obstacle is that, in the proof of Theorem 4.1, the maps
J and Q depend on the convex coefficients λ1, . . . , λm. If we want to dilate several
operators T (1), . . . , T (r) ∈ conv T instead of only one operator T , we obtain different
sets of convex coefficients and thus – if we want to use the same technique as
for Theorem 4.1 – different maps J and Q for each operator T (1), . . . , T (r). This
contradicts the definition of a simultaneous dilation. Fortunately, there is a trick
to circumvent this problem; this trick is explained in the first part of the proof of
Theorem 5.1. The rest of the proof is quite similar to the proof of Theorem 4.1.
Proof of Theorem 5.1. Let S denote the set of all convex combinations of T with
rational convex coefficients. Then conv T is contained in the strong operator closure
of S, so it suffices by Proposition 3.2 to show that S has a simultaneous dilation
in X . To this end, it suffices in turn to prove that every finite subset F of S has a
simultaneous dilation in X , see Proposition 2.13.
So let F be a finite subset of S. Since every operator in F can be written as a
convex combination of finitely many operators in T with rational convex coefficients
A TOOLKIT FOR CONSTRUCTING DILATIONS ON BANACH SPACES 17
we can find a number m ∈ N and, for each F ∈ F , operators T1,F , . . . , Tm,F ∈ T
such that
F =
m∑
k=1
1
m
Tk,F . (5.1)
Since the operators Tk,F (for k ∈ {1, . . . ,m} and F ∈ F) have a simultaneous
dilation in X we may, and will, assume from now on that each operator Tk,F
is an invertible isometry. The point of the above manipulations is that we have
represented the operators in F ∈ F , which we wish to dilate, with the same convex
coefficients for each F .
Fix N ∈ N. We show that F has a simultaneous dilation in X , and to this end
it suffices due to Proposition 2.16 to prove that F has a simultaneous N -dilation
in X . We first construct the space Y and the mappings J : X → Y and Q : Y → X
used in Definition 2.15(b). As in the proof of Theorem 4.1 we denote the set of all
mappings from {1, . . . , N} to {1, . . . ,m} by A and we let
Y := ℓp
NmN
(X) = ℓpN |A|(X) = X
NmN = (XN )A,
Also analogously to the proof of Theorem 4.1 we define
J : X → Y, Jx =
( 1
NmN
)1/p(
x, . . . , x
)
and
Q : Y → X, Q(xk,α)k∈{1,...,N}, α∈A =
( 1
NmN
)1/q ∑
α∈A
N∑
k=1
xk,α,
where q is the Hölder conjugate of p. Then J is isometric and Q is contractive.
Finally, we construct (UF )F∈F in a similar way as we defined the operator U in
the proof of Theorem 4.1. For F ∈ F and α ∈ A we define Uα,F ∈ L(X
N ) by
Uα,F (xk)k∈{1,...,N} =
(
Tα(k),Fxσ(k)
)
k∈{1,...,N}
for all (xk)k∈{1,...,N} and we set UF :=
⊕
α∈A Uα,F ∈ L(Y ) for each F ∈ F . Clearly,
each operator UF is an invertible isometry on Y and we only have to verify
QUF1 · · ·UFnJ = F1 · · ·Fn
for each n ∈ {0, . . . , N} and all F1, . . . , Fn ∈ F . So fix n ∈ {0, . . . , N} and
F1, . . . , Fn ∈ F . We note that, similarly as in the proof of Theorem 4.1, the
formula
n∏
j=1
Uα,Fj (xk)k∈{1,...,N} =
( n∏
j=1
Tα(σj−1(k)),Fj xσn(k)
)
k∈{1,...,N}
=
( n∏
j=1
Tα(σk−1(j)),Fj xσn(k)
)
k∈{1,...,N}
holds for all α ∈ A and all (xk)k∈{1,...,N} ∈ X
N . Using this, we obtain for each
x ∈ X
QUF1 · · ·UFnJx =
1
NmN
∑
α∈A
N∑
k=1
n∏
j=1
Tα(σk−1(j)),Fj x.
On the other hand, using (5.1) and the fact that n ≤ N , one easily checks that
F1 · · ·Fnx =
1
mN
∑
α∈A
n∏
j=1
Tα(j),Fj x.
18 STEPHAN FACKLER AND JOCHEN GLÜCK
for each x ∈ X . Hence, we merely have to prove that the right hands sides of the
previous two equations coincide. We denote by ∼ the same equivalence relation
on A as in the proof of Theorem 4.1 and we fix an equivalence class A ⊆ A. To
conclude the proof, it suffices to show that
∑
α∈A
N∑
k=1
n∏
j=1
Tα(σk−1(j)),Fj = N
∑
α∈A
n∏
j=1
Tα(j),Fj .
This follows by exactly the same arguments as in the proof of Theorem 4.1. 
6. Application to Banach spaces with super properties
In this section we apply our approach to classes of Banach spaces which fulfill
certain regularity properties. Let us begin with the class of super-reflexive Banach
spaces. This class is not stable with respect to ultra-products and thus, it does
not fulfill Assumptions 2.1. Nevertheless, we can apply our theory by employing
Proposition 2.6.
Theorem 6.1. Let Z be a super-reflexive Banach space and let T denote the weakly
closed convex hull of all invertible isometries in L(Z). Then T has a simultaneous
dilation in the class of all super-reflexive Banach spaces.
Proof. Let XZ be the class of Banach spaces defined in Proposition 2.6. Then,
according to this proposition, XZ contains the space Z and fulfills the Assump-
tions 2.1. Hence, T has a simultaneous dilation in XZ according to Corollary 2.10.
Since XZ consists of super-reflexive spaces (as an immediate consequence of the
Assumptions 2.1), the assertion follows. 
In case that Z is not only super-reflexive, but satisfies an additional regularity
property, it is natural to (try to) construct dilations on spaces that enjoy the same
regularity property. This can be done by using the concept of super-properties
which we recall next.
Definition 6.2. Consider a property (P ) of Banach spaces which is invariant under
isometric isomorphisms. We say that a Banach space Z has super-(P ) if every
Banach space X finitely representable in Z has (P ). If (P ) and super-(P ) are the
same property, then we call (P ) a super-property.
The question whether a Banach space Z has super-(P ) is closely related to
the question whether all ultra powers of Z have (P ). For more information on
super-properties we refer the interested reader to [Pis16, Chapter 11] and [DJT95,
Chapter 8].
Theorem 6.3. Let (P ) be a super-property and let Z be a super-reflexive Banach
space such that ℓ2(Z) has (P ). Further, let T ⊆ L(X) by the weakly closed convex
hull of all invertible isometries in L(Z). Then T has a simultaneous dilation in the
class of all super-reflexive Banach spaces having property (P ).
Proof. Consider the class XZ defined in Proposition 2.6. The proposition implies
that XZ contains Z and satisfies the Assumptions 2.1. Hence, according to Corol-
lary 2.10 the set T has simultaneous dilation in XZ . Yet, since (P ) is a super-
property, every element of XZ has (P ). As every element of XZ is also super-
reflexive, this proves the assertion. 
This result applies to a rich collection of important super-properties. Among
them, we explicitly mention uniform convexity, the UMD-property (see [HvNVW16])
and having prescribed type and cotype (see [DJT95]). As an example, we state the
following dilation result for UMD spaces concretely.
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Corollary 6.4. Let Z be a UMD Banach space and let T denote the weakly closed
convex hull of all invertible isometries in L(Z). Then T has a simultaneous dilation
in the class of all UMD Banach spaces.
7. Application to Lp-spaces and to Hilbert spaces
7.1. Dilations on Lp-spaces. In this subsection we discuss how our toolkit gives
the dilation theorem of Akcoglu–Sucheston on Lp-spaces. In fact, we obtain even
a bit more, namely a simultaneous dilation of all positive contractions.
Theorem 7.1. Let p ∈ (1,∞), let (Ω, µ) be an arbitrary measure space and let
T denote the set of all positive linear contractions on Lp(Ω, µ). Then T has a
simultaneous dilation in the class of all Lp-spaces. Moreover, the mappings J and
Q from Definition 2.7(b) can be chosen positive and the isometries UT from Defi-
nition 2.7(b) can be chosen to be lattice isomorphisms.
The proof of Theorem 7.1 relies on a non-canonical reduction procedure: first,
we prove the theorem for Ω = [0, 1], endowed with the Lebesgue measure; then we
prove it for Ω = {1, . . . , n}, endowed with the counting measure; and finally, we
prove it for arbitrary measure spaces.
Lemma 7.2. Theorem 7.1 is true if Ω = [0, 1] and if µ is the Lebesgue measure.
Proof. First note that every positive invertible isometry on Lp(Ω, µ) is in fact a
lattice isomorphism (this is actually true on every Banach lattice, see [Abr88] or
[Eme07, Theorem 2.2.16]). According to [Grz90, Theorem 2], the set of positive
invertible isometries on Lp([0, 1], µ) is dense with respect to the weak operator
topology in the set of all positive contractions on the same space. The assertion
thus follows from Corollary 2.10 and from Remark 2.11(a). 
At first glance, it seems that dilations of convex combinations – which constitute
the most significant part of the present work – do not play a role in the proof of
Lemma 7.2 since the set of positive invertible isometries itself (and not only its
convex hull) is weakly dense in the set of all positive contractions. However, the
situation is not quite that simple: the weak operator closure of a set of invertible
isometries might not have a simultaneous dilation in general (see the discussion
after Proposition 3.2), but the strong operator closure has a simultaneous dilation
according to Proposition 3.2. Thus, we need the convex hull to pass from the weak
operator closure to the strong operator closure.
Remark 7.3. One can even prove more than the density result [Grz90, Theorem 2]
used above. In fact, Peller observed in [Pel81, Section 4, Theorem 4 and Remark 3]
that, for every regular operator T on Lp([0, 1]) with regular norm at most one, there
exists a sequence of invertible isometries (Tk)k∈N on L
p([0, 1]) such that all powers
T nk converge weakly to T
n (n ∈ N0). This implies the Akcoglu–Sucheston dilation
theorem on Lp([0, 1]) (see the discussion after Proposition 3.2), and from this result
one can deduce the theorem on general Lp-spaces (by the techniques used below).
We find it important to compare this argument with our approach in more detail:
As pointed out in the introduction, the main feature of our approach is that
it splits dilation theorems into a purely dilation theoretic part which works on
general Banach spaces (and which we have worked out in this paper) and into
an approximation theoretic part. If we follows Peller’s approach instead, proving
dilation theorems seems to come down to an entirely approximation theoretical
task. The price for this is that one has to show approximation results in a stronger
topology than the weak operator topology and that one is not allowed to use convex
combinations for the approximation.
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Such a stronger approximation giving the weak convergence of all powers works
on Lp([0, 1]) and – to a certain extend – on a class of rearrangement invariant
Banach function spaces (see [Pel81, Section 6, Theorem 8]). However, the need
to prove such stronger approximation results might turn out to be an obstacle if
one intends to find dilation theorems on other classes of Banach spaces (compare
also Open Problem 7.6). Besides, we point out that this approach does not yield
simultaneous dilations.
Lemma 7.4. Theorem 7.1 is true if Ω = {1, . . . , n} for n ∈ N and if µ is the
counting measure.
Proof. Fix n ∈ N. We write ℓpn := L
p(Ω, µ) and we use the abbreviation Lp([0, 1])
for the Lp-space over [0, 1] endowed with the Lebesgue measure.
There exist an n-dimensional vector sublattice F ⊆ Lp([0, 1]), a positive con-
tractive projection P ∈ L(Lp([0, 1])) with range F and an isometric lattice homo-
morphism J : ℓpn → L
p([0, 1]) with range F . We define Q := J−1P : Lp([0, 1])→ ℓpn
and we set ST := JTQ ∈ L(L
p([0, 1])) for each T ∈ T . Then Q and J are positive,
each operator ST is a positive contraction on L
p([0, 1]), and the diagramm
Lp([0, 1]) Lp([0, 1])
ℓpn ℓ
p
n
ST1 ···STk
QJ
T1···Tk
commutes for all k ∈ N0 and T1, . . . , Tk ∈ T . Thus, the assertion follows from
Lemma 7.2. 
Remark 7.5. The reduction of Lemma 7.4 to Lemma 7.2 we used in the above
proof is a bit curious: recall that Lemma 7.2 mainly relies on the fact that the
positive invertible isometries on Lp([0, 1]) are weakly dense in the set of positive
contractions. On the other hand, on the finite dimensional spaces ℓpn and for p 6= 2
this is not even true for the subconvex hull of all positive (invertible) isometries.
Indeed, every isometric positive matrix on such a space is a permutation matrix
(this follows for instance from the fact that a linear isometry between two Lp-spaces
is always disjointness preserving in case that p 6= 2, see [Lam58]). Hence, every
operator T in the subconvex hull of those matrices maps the vector e = (1, . . . , 1)
to a vector smaller than e, and so does the adjoint of T . There are, however, positive
contractions on ℓpn which do not behave this way. From a different view point, the set
of all positive contractions on ℓpn has a rich collection of extreme points. A complete
characterization of these extreme points can be found in [Grz85, Theorem 3].
Hence, in order to apply Corollary 2.10 to ℓpn-spaces, we have to take a detour
via the diffuse space Lp([0, 1]); this is indeed quite surprising since in the proof
of Theorem 7.1 we prove the Akcoglu–Sucheston dilation theorem for general Lp-
spaces by reducing it to the case of ℓpn-spaces - which is, in a sense, converse to the
reduction of Lemma 7.4 to Lemma 7.2.
The technique that we now use in the proof of Theorem 7.1 is nowadays standard
and goes back to Peller and W.B. Johnson. It was, for instance, used by Akcoglu
and Sucheston in [AS77, Section 4]. Since we deal with simultaneous dilations here
instead of dilations of a single operator, we think it is worthwhile to include the
details.
Proof of Theorem 7.1. Throughout the proof, we use the abbreviation Lp := Lp(Ω, µ)
and we let ℓpn denote the space R
n (or Cn) endowed with the p-norm.
We call a finite collection of pairwise disjoint measurable subsets of Ω of strictly
positive and finite measure a semi-partition of Ω. The set P of all semi-partitions
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of Ω is a directed set with respect to refinement; we write α ≥ β if α is finer than
β. For each semi-partition α ∈ P we can define its conditional expectation Eα.
Then the net (Eα)α∈P converges to the identity with respect to the strong operator
topology.
Fix α ∈ P . Since the range of Eα is a finite-dimensional vector sublattice of L
p,
there exists an integer nα ∈ N and an isometric lattice homomorphism Jα : ℓ
p
nα →
Lp whose range coincides with the range of Eα. We set Qα := J
−1
α Eα : L
p → ℓpnα
and we define ST,α := QαTJα for each T ∈ Tα. Then the diagram
ℓpnα ℓ
p
nα
Lp Lp
ST1,α···STk,α
JαQα
Eα · (EαT1Eα) ··· (EαTkEα)
commutes for each k ∈ N0 and all T1, . . . , Tk ∈ T . Note that we need the additional
operator Eα on the very left of the lower horizontal arrow to ensure that the diagram
also commutes in case that k = 0; indeed, the lower arrow equals Eα in this case
(instead of IdLp which would be false).
According to Lemma 7.4, we can find an Lp-space Xα, positive contractions
J˜α : ℓ
p
nα → Xα and Q˜α : Xα → ℓ
p
nα and isometric lattice isomorphisms Uα,S ∈
L(Xα) (for each positive contraction S on ℓ
p
nα) such that
S1 · · ·Sk = Q˜αUα,S1 · · ·Uα,Sk J˜α
for all k ∈ N0 and all positive contractions S1, . . . , Sk on ℓ
p
nα . Choose an ultrafilter
U on P containing the filter base
{
{α ∈ P : α ≥ β} : β ∈ P
}
. Then the diagram
∏
U Xα
∏
U Xα
∏
U ℓ
p
nα
∏
U ℓ
p
nα
(Lp)U (Lp)U
Lp Lp
(
∏
U
Uα,ST1,α
) ··· (
∏
U
Uα,STk,α
)
∏
U
Q˜α
∏
U
J˜α
(ST1,α)
U ···(STk,α)
U
∏
U
Jα
∏
U
Qα
∏
U
(
Eα · (EαT1Eα) ··· (EαTkEα)
)
T1···Tk
commutes for each k ∈ N0 and all T1, . . . , Tk ∈ T . Here, the mapping L
p → (Lp)U
between the first and the second line (counted from below) is the canonical injection
and (Lp)U → Lp between the second and the first line is the mapping induced by
the weak limit along U (which exists since Lp is reflexive). We note that the
diagram commutes between the first and the second line since the operator net(
Eα · (EαT1Eα) · · · (EαTkEα)
)
α∈P
converges strongly to T1 · · ·Tk and since the
ultrafilter U is adapted to the order on P . The diagram shows that T has a
simultaneous dilation with the required properties. 
It would be interesting to have a similar result as in Theorem 7.1 – or, say,
at least Lemma 7.2 – available on Lp(Lq)-spaces, too. The class of all Lp(Lq)-
spaces itself is not ultra-stable, but the class of all bands in Lp(Lq)-spaces is ultra-
stable (this follows from [HLR91, Corollary 8.8]) and thus fulfills Assumptions 2.1.
Hence, in order to apply our main result and its corollaries, it would be desirable
to understand the weakly closed convex hull of all positive invertible isometries on
such spaces.
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Open Problem 7.6. Let p, q ∈ (1,∞) and let T denote the weak operator closure
of the convex hull of all positive invertible isometries on Lp([0, 1];Lq([0, 1])). Does T
coincide with the set of all positive contractions? If not, can a good characterization
of the elements of T be given?
Dilations on Hilbert spaces. In the previous subsection we considered a dilation
result for positive operators in the Lp-setting. On Hilbert spaces, on the other hand,
one gets results for arbitrary contractions. For single operators, this is the well-
known dilation theorem of Sz.-Nagy. We note that a standard proof of this result
even yields a simultaneous dilation of all contractions on a given Hilbert space, as
for example pointed out in [Nik02, Section 1.5.8]. Although this construction is
not particularly difficult, we find it worthwhile to show that the same result can be
obtained as a consequence of Corollary 2.10. This emphasizes the universality of
our approach.
Theorem 7.7. Let H be a Hilbert space and T ⊆ L(H) the set of all contractions
on H. Then T has a simultaneous dilation in the class of all Hilbert spaces.
Proof. By a similar reduction argument as used in the proof of Theorem 7.1 it
suffices to establish the result if H is finite dimensional. In this case, however,
the convex hull of all (invertible) isometries in L(H) coincides with the set of
all contractions in L(H); this is an easy consequence of the polar decomposition
theorem for matrices. Hence, the assertion follows from Corollary 2.10. 
8. Outlook
Our techniques do not work without adjustments to obtain non-trivial results on
L1-spaces: we require all our Banach spaces to be reflexive. However, as pointed
out in Construction 1.1, it is not particularly difficult to find a dilation on a “large”
L1-space. We leave it to future research to find out whether our techniques can be
adapted to L1-spaces. Moreover, no attempt has been made to apply our results
to non-commutative Lp-spaces; we also leave this as a task for the future.
In view of our definition of a simultaneous dilation (Definition 2.7) it is worth-
while pointing out that there is a distinct interest in commutative simultaneous
dilations in the literature, especially in the Hilbert space case; see for instance
[And63, GR69, Pop86, SS01, Opě06, Sau] as well as [SNFBK10, Chapter I] and
[LS14, Section 4] for this and related topics. Our approach does not yield com-
mutative simultaneous dilations of commuting operators; we do not know whether
commutative dilation theorems can be derived from our simultaneous dilations re-
sults.
A related question concerns the task of dilating a C0-semigroup of operators
instead of a single operator only; this question has been studied by Fendler for
Lp-spaces [Fen97] and by Konrad for L1-spaces [Kon15]. Once a dilation theorem
for single operators on a class of uniformly convex Banach spaces is established (as
we do in the present work), one can mimic Fendler’s general argument to obtain
semigroup dilations.
Appendix A. Some observations from group theory
In this appendix we explicitly write down a few simple observations from the
theory of groups which are needed in the proofs of Theorems 4.1 and 5.1.
Proposition A.1. Let G be a finite abelian group, let ϕ : G×G→ G, (g1, g2) 7→
g1g2. Then ϕ is surjective and the preimage of each element g ∈ G contains exactly
|G| elements.
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Proof. Obviously ϕ is surjective. Since G is abelian, ϕ is a group homomorphism,
and its kernel clearly consists of |G| elements. Now, let g ∈ G. Since g is contained
in the range of ϕ we have |ϕ−1({g})| = | kerϕ| = |G|. 
Proposition A.2. Let G be a finite group which operates on a finite set X. Fix
x ∈ X and denote the orbit of x under G by G(x). Then |G(x)| divides |G|.
Moreover, if we define
Gy := {g ∈ G : g(x) = y}
for each y ∈ G(x), then the family (Gy)y∈G(x) is a partition of G into |G(x)| disjoint
subsets and each set Gy has the cardinality
|G|
|G(x)| .
Proof. Clearly, the sets Gy (for y ∈ G(x)) are disjoint and form a partition of G
into |G(x)| subsets, so it remains to show that all sets Gy have the same cardinality.
Let y ∈ G(x) and fix an element g0 ∈ Gy. Then the mapping
Gx → Gy
g 7→ g0 g
is a bijection between Gx and Gy . Hence, all sets Gy have the same cardinality. 
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