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a b s t r a c t
We consider the following generalisation of the average distance of a graph. Let G be a
connected, finite graph with a nonnegative vertex weight function c . Let N be the total
weight of the vertices. If N ≠ 0, 1, then the weighted average distance of G with respect
to c is defined by
µc(G) =

N
2
−1 −
{u,v}⊆V
c(u)c(v)dG(u, v),
where dG(u, v) denotes the usual distance between u and v in G. If c(v) = 1 for all vertices
v of G, then µc(G) is the ordinary average distance.
We present sharp bounds on µc for trees, cycles, and graphs with minimum degree at
least 2. We show that some known results for the ordinary average distance also hold for
the weighted average distance, provided that each vertex has weight at least 1.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the average distance of graphs in which a weight function assigns a nonnegative real c(v) to
each vertex v.
Assume that a transportation networkwith different locations and links between them ismodelled by a connected graph
G, whose vertices correspond to the locations and whose edges correspond to the transportation links. Assume further that
each vertex can host a number of facilities. We are interested in the average of the distances between different facilities.
Let G = (V , E) be a connected graph, c : V (G) → R≥0 a weight function, and N = ∑v∈V (G) c(v). If N ≠ 0, 1, then we
define the weighted average distance of Gwith respect to c as
µc(G) =

N
2
−1 −
{u,v}⊆V
c(u)c(v)dG(u, v),
where dG(u, v) denotes the distance between u and v in G, i.e., the length of a shortest u− v path, and

N
2

= 12N(N − 1).
If c(v) is the number of facilities hosted by vertex v and if the distance between two facilities is the distance between their
vertices, so facilities located in the same vertex are at distance 0, then µc(G) equals the expected distance between two
randomly chosen facilities. We note that if c(v) = 1 for all vertices v, then µc(G) is the ordinary average distance of G,
defined by
µ(G) =
 |V |
2
−1 −
{u,v}⊆V (G)
dG(u, v),
so the weighted average distance is a generalisation of the average distance.
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The focus of this paper is on finding upper bounds on µc(G) in terms of graph invariants of G and the total weight N of
the vertices of G. Lower bounds on µc(G) are less interesting since µc(G) ≥ 0 for every graph, and equality can be attained
for every graph by setting c(v) = N for a fixed vertex v and c(w) = 0 for allw ∈ V \ {v}.
The weighted average distance was used as a computational tool in [1]. In [2], it was the main tool in proving an upper
bound on the ordinary average distance of a graph of given order andminimum degree. The technique used there can easily
be adapted to determine other, often sharp, bounds on the average distance if the graph is such that each vertex is, in a sense,
close tomany other vertices. Thiswas demonstrated in [2],where also bounds on the average distance of triangle-free graphs
and C4-free graphs of given order and minimum degree were given.
Sometimes, it is more convenient to work with the total distance of Gwith respect to c , defined by
dc(G) =
−
{u,v}⊆V (G)
c(u)c(v)dG(u, v).
The value 2dc(G) is often referred to as the communication cost or the product requirement communication cost. In
particular, the problem of finding a spanning tree of a given weighted graph with minimum product requirement
communication cost has attracted attention, see for example the book [9]. If c(v) = 1 for all vertices v of G, then dc(G)
is the well-known total distance or Wiener index of G.
Throughout the paper c will denote a nonnegative weight function on the vertex set of a graph. If A ⊆ V , then we write
c(A) for
∑
v∈A c(v), andwe denote the total weight c(V ) of all vertices byN . We consider only nonnegative weight functions
with N ≠ 0, 1 unless stated otherwise.
A symmetric routing R of a graph G is a set of

|V (G)|
2

paths joining all unordered pairs of distinct vertices. We denote
the path joining vertices u and v by P(u, v). If all paths in R are geodesics, then R is called a symmetric routing of shortest
paths. If a weight function c is defined on the vertices of G, then we define the load πc(G, R, e) of an edge e by
πc(G, R, e) =
−
{u,v}⊂V :e∈P(u,v)
c(u)c(v).
If there is no danger of confusion, then we drop the arguments G and R and write πc(e) instead of πc(G, R, e). We note that,
if c(v) = 1 for all vertices v, then πc(e) is the number of paths in R containing e, i.e., the ordinary load of edge e.
If R is a symmetric routing of G, then it is easy to see that
dc(G) ≤
−
e∈E(G)
πc(e), (1)
with equality if and only if R is a symmetric routing of shortest paths. We will make use of this fact repeatedly.
2. Trees
We begin this section by giving an upper bound on the weighted average distance of a tree.
Proposition 1. Let T be a tree of order n with a nonnegative weight function c. Then
µc(T ) ≤ n− 12
N
N − 1 .
Proof. For uv ∈ E(T ) let Vu (Vv) be the set of vertices in the component of T − uv containing u (v). Consider the unique
symmetric routing of shortest paths R. Clearly,
πc(uv) =
−
x∈Vu,y∈Vv
c(x)c(y) = c(Vu)c(Vv) ≤ N
2
4
,
the inequality holding because c(Vu)+ c(Vv) = N . Hence
dc(T ) =
−
e∈E
πc(e) ≤ (n− 1)N
2
4
,
and division by

N
2

yields Proposition 1. 
It is easy to see that the bound in Proposition 1 is sharp, and that equality holds iff each edge of T has weight N
2
4 , which
is the case iff T is a path and its end vertices have weight 12N and all internal vertices have weight 0.
DeLaVina andWaller [4] define a trunk T of a graphG to be a (not necessarily induced) subtree ofG, such that every vertex
of G is either in V (T ) or adjacent to some vertex of V (T ). We note that the vertex set of a trunk is often called a connected
dominating set of G. The following theorem gives a bound on the weighted average distance of graphs that have a trunk of
given order. The special case c ≡ 1 of (b) is due to DeLaVina and Waller [4]. Our more general result has the advantage of a
much simpler proof.
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Theorem 1. Let G be a connected graph with a nonnegative weight function c.
(a) If G has a trunk of order n, then
µc(G) ≤ n+ 32
N
N − 1 .
(b) If G has a trunk of order n ≥ 2 and c(v) ≥ 1 for all v ∈ V (G), then
µc(G) <
n+ 3
2
.
Proof. Let T be a trunk of G of order n. Since each vertex not in T is adjacent to a vertex in T , we can extend T to a spanning
tree TG of G so that T ≤ TG and only end vertices of TG are not in T . Clearly
dc(G) ≤ dc(TG).
For each vertex v of TG let v′ = v if v is in T , and let v′ be the unique neighbour of v in T if v is not in T . Define a newweight
function c ′ on V (T ) by
c ′(v) =
−
w∈V (G):w′=v
c(w).
Now c ′ is obtained from c by moving the weight of any vertex v not in T to its neighbour v′, which is in T . Each such move
reduces the distance between the c(v) units of v and the remaining N − c(v) units by 1, and thus the total distance by
c(v)(N − c(v)). Hence,
dc(TG)− dc′(T ) =
−
v∈V (G)−V (T )
c(v)(N − c(v))
= N
−
v∈V (G)−V (T )
c(v)−
−
v∈V (G)−V (T )
c(v)2
≤ N(N − c(V (T )))
since
∑
c(v)2 ≥ 0.
(a) From the above and Proposition 1, we have
dc(TG) ≤ dc′(T )+ N2 ≤ (n− 1)N
2
4
+ N2 = n+ 3
4
N2. (2)
Division by

N
2

now yields (a).
(b) If each vertex of G has weight at least 1, then N − c(V (T )) ≤ N − n, and so
dc(TG) ≤ dc′(T )+ N(N − c(V (T ))) ≤ (n− 1)N
2
4
+ N(N − n). (3)
Division by

N
2

now yields
µc(TG) ≤ 2N(N − 1)

(n− 1)N2
4
+ N(N − n)

= n+ 3
2
− 3
2
n− 1
N − 1 ,
which by n > 1 and N > 1 implies (b). 
A well-known result, independently found by Doyle and Graver [5], Entringer et al. [6] and Lovász [7] states that the
average distance of a connected graph of order n is at most n+13 , with equality only for paths. This bound does not carry over
to weighted graphs, even if we assume that the weight of every vertex is at least 1. The corollary below (whose first part is
already implied by Proposition 1) which follows from Theorem 1 and the fact that every connected graph of order n ≥ 3 has
a trunk of order n− 2, gives a bound that is essentially attained by paths of order n. A path of order n with c(v) = N/2 for
the two end vertices and c(v) = 0 for all internal vertices attains equality in the first bound below. If n is constant and we
let c(v) = (N − n+ 2)/2 for the two end vertices and c(v) = 1 for all internal vertices, then µc → n−12 as N →∞.
Corollary 1. If G is a connected graph of order n ≥ 3 with a nonnegative weight function c, then
µc(G) ≤ n− 12
N
N − 1 .
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If c(v) ≥ 1 for all v ∈ V (G) then
µc(G) <
n− 1
2
.
Let G be a connected graph. It is easy to see that, for a given positive real N there exists a nonnegative weight function c
of total weight N which maximises dc(G). The following proposition shows that for a tree T , a weight function maximising
dc(T ) assigns weight 0 to all internal vertices of T .
Proposition 2. Given a tree T on at least two vertices and a real N > 0. Let c be a nonnegative weight function on V (T ) of total
weight N that maximises dc(T ) among all such weight functions. Then, c(v) > 0 only if v is an end vertex of T .
Proof. Suppose to the contrary that there exists a vertex v of degree at least 2 with c(v) > 0. Let u1, u2, . . . , uk be the
neighbours of v, and for i ∈ {1, 2, . . . , k} let Ui be the set of vertices in the component of T − vui containing ui. Since k ≥ 2
and c(v) > 0, there exists an i for which c(Ui) < N/2. Choose ϵ ∈ R>0 with ϵ < min{c(v),N/2− c(Ui)} and consider the
weight function c1, obtained by shifting ϵ weight units from v to ui, i.e., define
c1(x) =
c(x) if x ∈ V (T )− {v, ui},
c(v)− ϵ if x = v,
c(ui)+ ϵ if x = ui.
The ϵ weight units have been moved one step towards the c(Ui) units in Ui, and one step away from the N − c(Ui)− ϵ units
that remain in V (T )− Ui. Hence
dc1(T )− dc(T ) = ϵ(N − 2c(Ui)− ϵ) > 0,
a contradiction to the maximality of dc(T ). 
Weremark that there exist trees forwhich everyweight functionmaximising dc(T ) assignsweight 0 to some end vertices,
so the converse of Proposition 2 is not true in general. This can be seen by considering the tree obtained from a path on at
least five vertices by appending a new end vertex to one of its centre vertices. It is easy to verify that an optimal weight
function assigns weight N/2 to each of the two end vertices of the path, and 0 to all remaining vertices.
Theorem 2. Let T be a tree of order n ≥ 2 with a nonnegative weight function c and let ℓ be a positive integer. If T has exactly
ℓ end vertices, then
µc(T ) ≤


n+ 3− ℓ
2
− 2
ℓ

N
N − 1 if ℓ is even,
n+ 3− ℓ
2
− 2ℓ
ℓ2 − 1 +
8
(ℓ2 − 1)2(n− 1− ℓ)+ 4ℓ(ℓ2 − 1)

N
N − 1 if ℓ is odd.
Both bounds are sharp.
Proof. We may assume that c is a nonnegative weight function that maximises dc(T ) among all nonnegative weight
functions of total weightN . So if v1, v2, . . . , vℓ are the end vertices of T , thenwe have c(v) = 0 for all v ∈ V (T )\{v1, . . . , vℓ}
by Proposition 2. For an edge uv of T let Vu (Vv) be the set of vertices in the component of T − uv containing u (v). As in
the proof of Proposition 1 we have, for a symmetric routing of shortest paths, πc(uv) = c(Vu)c(Vv). Hence, if ei is the edge
incident with vi for i = 1, 2, . . . , ℓ, then we have
πc(ei) = c(vi)(N − c(vi)).
We now consider two cases, depending on the parity of ℓ.
Case 1. ℓ is even. Case 1 For the n− 1− ℓ edges e ∈ E(T )− {e1, . . . , eℓ}, we have
wc(e) ≤ N
2
4
.
Hence
dc(T ) ≤ (n− 1− ℓ)N
2
4
+
ℓ−
i=1
c(vi)(N − c(vi)).
The real function f (x) = x(N − x) is concave, so by Jensen’s inequality∑ℓi=1 f (xi) is maximised, subject to∑ℓi=1 xi = N ,
if each xi equals N/ℓ. Substituting N/ℓ for each c(vi) yields
dc(T ) ≤ n− 1− ℓ4 N
2 + ℓN
ℓ

N − N
ℓ

.
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Simplification and division by

N
2

now yields the desired bound.
Case 2. ℓ is odd.
Let A ⊆ {1, 2, . . . , ℓ} such that forM :=∑i∈A c(vi) the productM(N −M) is maximised, and let a := |A|. We can choose A
such that, in addition, a ≤ l−12 since, if a ≥ ℓ2 , we can replace A by its complement.
By definition of Awe have for each edge e = uv ∈ E(T )− {ei : i = 1, 2, . . . , ℓ},
πc(e) = c(Vu)c(Vv) ≤ M(N −M).
Consider the edges ei with i ∈ A. As in Case 1, the sum∑i∈A c(vi)(N − c(vi)) is maximised if the c(vi) have the same value
M
a for all i ∈ A. Hence−
i∈A
πc(ei) =
−
i∈A
c(vi)(N − c(vi)) ≤ aMa

N − M
a

= M

N − M
a

.
Similarly, the total loads of the ei with i ∉ A is maximised if all c(vi)with i ∉ A equal N−Mℓ−a , and so we obtain−
i∈{1,2,...,ℓ}−A
πc(ei) ≤ (N −M)

N − N −M
ℓ− a

.
In total
dc(T ) =
−
e∈E(T )
wc(e)
≤ (n− 1− ℓ)M(N −M)+M

N − M
a

+ (N −M)

N − N −M
ℓ− a

.
Denote the right-hand side of the last inequality by f (a,M). For constant a, a straightforward maximisation shows that
f (a,M) is maximised and that ∂ f (a,M)
∂M |M=M0 = 0 forM = M0, where
M0 = N2
a(ℓ− a)(n− 1− ℓ)+ 2a
a(ℓ− a)(n− 1− ℓ)+ ℓ .
Moreover,
∂ f (a,M)
∂a

M=M0
= 1
a2
M20 −
1
(ℓ− a)2 (N −M0)
2 > 0,
since 0 < a < ℓ2 , as straightforward calculations show. Hence, by the chain rule,
∂ f (a,M0)
∂a
= ∂ f (M, a)
∂M

M=M0
∂M0
∂a
+ ∂ f (M, a)
∂a

M=M0
> 0.
and so f (a,M0) is increasing in a. Since a ≤ ℓ − a and since ℓ is odd, f (a,M0) attains its maximum value for a = ℓ−12 .
Therefore,
dc(T ) ≤ f

1
2
(ℓ− 1),M0

.
Substituting this yields, after simplification,
dc(T ) ≤ N2

n+ 3− ℓ
4
− ℓ
(ℓ+ 1)(ℓ− 1) +
4
(ℓ2 − 1)2(n− 1− ℓ)+ 4ℓ(ℓ2 − 1)

.
Division by

N
2

now yields the upper bound.
To see that the bound is sharp for even ℓ consider the tree T obtained from a path w1, w2, . . . , wn−ℓ by appending ℓ/2
new end vertices each tow1 andwn−ℓ, where each end vertex has weight N/ℓ and the remaining vertices have weight 0.
To see that the bound is sharp for odd ℓ consider the tree T obtained fromapathw1, w2, . . . , wn−ℓ by appending (ℓ−1)/2
newend vertices tow1 and (ℓ+1)/2 newend vertices town−ℓ, where each end vertex adjacent tow1 hasweight 2M0/(ℓ−1),
each end vertex adjacent town−ℓ has weight 2(N −M0)/(ℓ+ 1), where
M0 = N2
(ℓ− 1)(ℓ+ 1)(n− 1− ℓ)+ 4ℓ− 4
(ℓ− 1)(ℓ+ 1)(n− 1− ℓ)+ 4ℓ ,
and the remaining vertices have weight 0. 
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In a fashion similar to the proof of Theorem 1(b), we obtain the following corollary.
Corollary 2. Let G be a connected graph with a weight function c such that c(v) ≥ 1 for all v ∈ V (G). If G has a trunk on n ≥ 2
vertices, which has exactly ℓ end vertices, then
µc(G) <

n+ 7− ℓ
2
− 2
ℓ
if ℓ is even,
n+ 7− ℓ
2
− 2ℓ
ℓ2 − 1 +
8
(ℓ2 − 1)2(n− 1− ℓ)+ 4ℓ(ℓ1 − 1) if ℓ is odd.
3. Cycles
Theorem 3. Let n ≥ 3 and let G be a cycle of order n with a nonnegative vertex weight function c. Then
µc(G) ≤

n
4
N
N − 1 if n is even,
n2 − 1
4n
N
N − 1 if n is odd.
If n is even, then equality holds if and only if opposite vertices of G have equal weight. If n is odd, then equality holds if and only
if all vertices have equal weight.
Proof. Let G be the cycle v0, v1, . . . , vn−1, v0, where we take the indices modulo n. Fix N and a symmetric routing R of
shortest paths.
Case 1. n is even.
Consider the edge cuts consisting of two opposite edges, i.e., for i = 0, 1, . . . , n2 − 1 let
Ei = {vivi+1, vi+n/2vi+1+n/2}.
Clearly, G−Ei has two components, with vertex sets, say, B1i and B2i , respectively. Since no geodesic in G contains both edges
of Ei, we have
πc(vivi+1)+ πc(vi+n/2vi+1+n/2) =
−
x∈B1i
−
y∈B2i
c(x)c(y) = c(B1i )c(B2i ) ≤
N2
4
,
since c(B1i )+ c(B2i ) = N . In conjunction with (1) we obtain
dc(G) =
n/2−1−
i=0
(πc(vivi+1)+ πc(vi+n/2vi+1+n/2)) ≤ n2
N2
4
,
and so
µc(G) ≤ n4
N
N − 1 ,
as desired.
Equality holds iff c(B1i ) = c(B2i ) = N2 for all i ∈ {0, 1, . . . , n − 1}, which in turn holds iff c(vi) = c(vi+n/2) for all
i ∈ {0, 1, . . . , n− 1}.
Case 2. n is odd.
Wedouble each vertex to obtain an even cycleHwith verticesv′0, v
′′
0 , v
′
1, v
′′
1 , . . . , v
′
n−1, v
′′
n−1, v
′
0 andweights c(v
′
i) = c(v′′i ) =
1
2 c(vi) for i = 0, 1, . . . , n− 1. We show that
dc(H) = 2dc(G)+ 14
n−1
i=0
c(vi)2. (4)
Consider two vertices vi and vj, and assume that vi, vi+1, . . . , vj is a geodesic in G of length j − i. Then,
v′i , v
′′
i , v
′
i+1, v
′′
i+1, . . . , v
′
j , v
′′
j is a geodesic of length 2(j − i) + 1 in H . Hence dH(v′i , v′′j ) = 2dG(vi, vj) + 1, dH(v′i , v′j) =
dH(v′′i , v
′′
j ) = 2dG(vi, vj), and dH(v′′i , v′j) = 2dG(vi, vj)− 1, and so
dH(v′i , v
′′
j )c(v
′
i)c(v
′′
j )+ dH(v′i , v′j)c(v′i)c(v′j)+ dH(v′′i , v′′j )c(v′′i )c(v′′j )+ dH(v′′i , v′j)c(v′′i )c(v′j)
= 2dG(vi, vj)c(vi)c(vj).
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Summation over all pairs of distinct vi and vj and adding the distances between v′i and v
′′
i yields (4).
Now
∑n
i=0 c(vi)2 is minimised subject to
∑n
i=0 c(vi) = N , if all c(vi) equal Nn . Furthermore, since H is a cycle of even length,
we have dc(H) ≤ 14nN2 by our bound obtained in Case 1. Hence
nN2
4
≥ 2dc(G)+ N
2
4n
,
and division by N(N − 1) yields the desired bound.
Equality holds iff
∑
c(vi)2 = N2n , which in turn holds iff all vi have weight Nn . 
DeLaVina and Waller [4] define a hoop of a graph G to be a (not necessarily induced) cycle subgraph whose vertex set is
a dominating set of G. Problem 2 in [4] is to find a good bound on the average distance of a graph with a hoop of given order.
Corollary 3 settles this problem.
Corollary 3. Let G be a connected graph with a nonnegative weight function c such that c(v) ≥ 1 for all v ∈ V (G). If G has a
hoop of order n then
µc(G) <

n
4
+ 2 if n is even,
n2 − 1
4n
+ 2 if n is odd.
Proof. Denote the order of G by N . Let F be a hoop of G of order n. For each vertex v not on F choose a neighbour v′ on F and
define a weight function c ′ on V (F) by
c ′(v) =

c(v)+ c({u ∈ V (G) : u′ = v}) if v is in F ,
0 if v is not in F .
Weightfunction c ′ is obtained from c by moving the weight of every vertex v not in F to v′. Each such move changes the
distance between the c(v) units of v and each of the N − c(v) weight units not in v by at most 1. In total the distance is
reduced by at most
∑
v∈V (G)\V (F) c(v)(N − c(v)). Hence, we have
dc(G) ≤ dc′(F)+
−
v∈V (G)\V (F)
c(v)(N − c(v))
< dc′(F)+ N
−
v∈V (G)\V (F)
c(v)
≤ dc′(F)+ N(N − n).
Let n be even. (For odd n the proof is analogous.) Dividing by

N
2

and applying Theorem 3 to F yields
µ(G) ≤ µc′(F)+ N(N − n)

N
2
−1
≤ n
4
N
N − 1 + 2
N − n
N − 1 <
n
4
+ 2,
as desired. 
The bound in Corollary 3 is best possible, even for the ordinary average distance. Let G be the graph obtained from a
cycle of length n by appending k new end vertices each to every cycle vertex. If is easy to verify that for constant nwe have
µ(G)→ n4 + 2 if n is even, and µ(G)→ n
2−1
4n + 2 if n is odd, as k →∞.
4. Graphs of minimum degree at least 2
In this section, we consider graphs of minimum degree at least 2.
Theorem 4. Let G be a connected graph of order n ≥ 5 and minimum degree at least 2. Then,
µc(G) ≤ NN − 1
2n− 5
4
,
and this bound is sharp.
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Proof. We prove the equivalent bound
dc(G) ≤ N2 2n− 58 .
Suppose to the contrary that the bound does not hold and that G is a counterexample of smallest order n. Since removing
an edge that is not a bridge does not decrease µc , we may assume that removing any edge from G renders the graph
disconnected or creates a vertex of degree 1. We further assume that n ≥ 6 since for n = 5 the theorem follows from
Theorem3 ifGhas a spanning 5-cycle, and a case-by-case analysis otherwise.Wedenote the graphobtained fromcontracting
edge e and deleting all resulting parallel edges by Ge.
Case 1. δ(Ge) ≥ 2 for some edge e ∈ E(G).
Let e = uv. Letw be the vertex in Ge obtained from u and v. Define a weight function c ′ on V (Ge) by
c ′(x) =

c(u)+ c(v) if x = w,
c(x) otherwise.
Denote the set of vertices of G closer to u than to v (closer to v than to u) by Vu (Vv). Since contracting e reduces the distance
between two vertices by 1 only if one vertex is in Vu and the other vertex is in Vv , we have
dc(G) = dc′(Ge)+ c(Vu)c(Vv) ≤ dc′(Ge)+ N
2
4
. (5)
Since Ge has n− 1 vertices, and G is a smallest counterexample,
dc′(Ge) ≤ N2 2n− 78 .
Substituting this into (5) yields the desired bound.
Case 2. δ(Ge) = 1 for all e ∈ E(G).
We first observe that G is 2-edge-connected since otherwise, if G had a bridge, contracting it would yield a graph with
minimum degree at least 2.
Next we claim that each edge is on a unique triangle. Consider an edge uv. Letw be the vertex in Ge obtained from u and v.
Since Guv has a vertex of degree 1, we have either degGuv w = 1, in which case the unique neighbour ofw in Guv is a common
neighbour of u and v in G, or we have degGuv x = 1 for some x ≠ w, in which case NG(x) = {u, v}. In either case, uv is on a
triangle in G. If edge uv is on two triangles, then we obtain the contradiction δ(G− uv) ≥ 2, so uv is on a unique triangle.
Each triangle contains at least two vertices of degree 2, since otherwise it contains two adjacent vertices of degree at least
3, and we can remove the edge between these vertices, a contradiction. It is now easy to prove that G is obtained from n−12
disjoint triangles by choosing one vertex from each triangle and identifying all chosen vertices to one vertex. It is easy to
see that a weight function c ′ maximising dc′(G) assigns weight 0 to the universal vertex, and weight Nn−1 to the remaining
vertices. Hence, by simple calculations,
dc(G) ≤ dc′(G) = 2n− 52n− 2N
2 ≤ 2n− 5
8
N2,
since n ≥ 5, as desired.
To see that this bound is sharp consider the graph obtained from the disjoint union of a path of order n − 4 and two
triangles by identifying each of the two end vertices of the path with one vertex from one of the triangles. 
5. Open problems and concluding remarks
LetG be a connected graph. Itwas observed above that, among all nonnegativeweight functions c of givenweightN , there
exists one which maximises dc(G). We note that such a weight function c can be found by solving a quadratic programming
problem in n variables: Let D be the distance matrix of G, j the n × 1 vector whose entries all equal 1, and x be the n × 1
vector whose entries are the weights of the vertices. Then, x is a solution of the quadratic program
maximise
1
2
xtDx
subject to xt j = N and x ≥ 0
if and only if x corresponds to a weight function maximising dc(G).
Quadratic programs are known to be NP-complete in general. However, we do not know if, for all graphs or possibly for
a restricted class of graphs such as trees, a weight function maximising dc(G) can be found in polynomial time. For trees,
Proposition 2 reduces the size of this problem since only the weights of the end vertices of T need to be determined.
Plesník [8] showed that among all 2-connected graphs the cycle has largest average distance.We conjecture that a similar
statement is true for the weighted average distance, and that Theorem 3 can be generalised as follows.
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Conjecture 1. Let n ≥ 3 and let G be a 2-connected graph of order n with a nonnegative vertex weight function c. Then,
µc(G) ≤

n
4
N
N − 1 if n is even,
n
4
N
N − 1 −
N
4n(N − 1) if n is odd.
Essentially sharp upper bounds on the average distance of k-connected graphs of given order were given in [3]. It would
be interesting to know if similar bounds also hold for weighted average distance.
Among all 2-edge-connected graphs of given order the cycle has maximum average distance, as shown by Plesník [8].
That this result does not extend to the weighted average distance can be seen by considering the following graph. For odd n
let G be the graph of order 3n−12 obtained from a path v1, v2, . . . , vn, by adding a copy v
′
i of vertex vi for i = 2, 4, 6, . . . , n−1
and making it adjacent to vi−1 and vi+1, with the weight function c that assigns weight N/2 each to v1 and vn, and weight 0
to the remaining vertices. It is easy to verify that µc(G) = |V (G)|−13 NN−1 , which is greater than the maximum value of µc for
a cycle.
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