This paper introduces a mechanism for controller tuning based on the optimization of a cost function suited to batch production. The cost function penalizes the absolute value of the difference between the desired and the actual signals, i.e. the absolute value of the error. The main innovation in this work is the computation and estimation of the partial derivatives of such a cost function with respect to the parameters of the controller.
Introduction
The actual assessment of system performance obviously depends on the criterion adopted for its measurement. In this work the tuning of the controller attempts to minimize the average of the absolute error (AAE). Such a cost function penalizes with similar weights both small and large differences between the desired and the obtained signals. Consequently the step response of a control loop tuned according to the AAE cost function presents a good balance between overshoot and settling time [7] . The main drawback of this criterion, compared to the minimization of quadratic functions, is the difficulty of applying the traditional optimization routines or obtaining an analytical solution to the controller design. To the point that Shinskey, one of the main promoters of this criterion, admits he minimizes the AAE by trial and error [7] ! In order to minimize the average of the absolute error, it is imperative to compute and estimate the derivatives of this cost function with respect to the parameters of the controller. This approach follows the steps of recent works on the minimization of quadratic cost functions without the need for modelling the process under control [4, 2, 51. Also, this paper's scheme is entirely compatible with quadratic cost functions, so the tuning criterion can be extended to, say, the average of the absolute error plus a quadratic function of the control action.
Although the partial derivatives of the cost function are the main elements of the tuning scheme, some auxiliary mechanisms are necessary to ensure these tunings are effective and also safe to the system stability. Timing effectiveness is obtained through an iterative optimization routine that estimates the second order partial derivative of the cost function; while system stability is guaranteed by the estimation of a generalized stability margin that limits the excursion of the controller parameters.
The development of this paper applies to any scalar, linear, time-invariant controller, while the specific example which we demonstrate for this method is for controllers with proportional, integral and derivative (PID) actions, the major example of general purpose controllers.
Tuning Criterion
We assume the controller is discrete and so is the process model:
where n t is a Gaussian white noise with zero mean and variance a'; the signals yt and u t are, respectively, the output and the input to the process; the transfer function H ( q ) and its inverse H -l ( q ) are stable and the operator q is the forward shift operator, that is,
The controller is given by where C T ( q , p ) and C y ( q , p ) are the feedforward and the feedback parts of the control action, respectively; the vector p contains the tuning parameters of the controller and the signal T t is the reference.
There are two distinct components comprising the tuning criterion: tracking of a deterministic reference at T t and reduction of the effects of the stochastic noise generated by n t . This is not a trivial task since, in general, noise and reference step responses of different amplitudes and durations are not directly comparable. Therefore, we restrict the tuning mechanism to the cases of batch processing, where the reference trajectory is fixed.
As mentioned before, the tuning criterion is the minimization of the average of the absolute error: where E t 4 Tt -Y t .
(3)
By developing the process and the controller expressions, the error signal becomes 3 
Derivatives of the Cost Function
The partial derivatives of (3) with respect to the controller parameters are where sgn(z) is the signum function:
In the sequel, the notation is shortened by dropping the operator q from the transfer functions. So, the partial derivatives of Et are given by
Among the terms of (5), some are obtainable by simple data collection (Tt and y t ) , others by computing derivatives of known functions (w and but the term is not trivially obtained (except when G is known). In [4] this problem is solved by filtering the output signal back through the actual closed-loop system, demanding three experiments for the computation of each tuning direction. Another approach consists of performing an open-loop, identification of a high order parametric model for T ( p ) , reducing the number of experiments to just one [2] . Given that T ( p ) is required only for filtering a virtual signal, a non-parametric representation of this filter suffices to reach the final result. Probably the simplest identification mechanism for such a purpose is the correlation analysis between the signals p t ( k Cr(p) rt) and y t . From this correlation analysis we obtain the impulse response of T ( p ) .
For a stable closed-loop system, the generalized stability margin is defined as If the feedback part of the controller Cy(p) and its (7) derivatives are unstable then some of the previous filtering operations and the computation of (5) and as 0 for unstable Closed-looP systems. Moreover, the distance between two feedback controllers, CO (= Cy (PO)) and C1 (= Cy (PI)), is defined as The gradient of J is then formed from the first derivatives of the cost function:
with which it would be feasible to proceed to the controller tuning via the method of Steepest Descent:
where a is incremented at each experiment until the minimum cost is obtained along the direction VJ.
Despite its simplicity, the method of Steepest Descent is inadequate for the auto-tuning problem due to its slow convergence and lack of indication regarding the magnitude of a, which implies the need for multiple experiments at each tuning direction. In order to overcome such problems, we use the method of DavidonFletcher-Powell (or of variable metric) [SI. This method approximates the inverse of the Hessian matrix (comprised by the second derivatives of the cost function) at each tuning iteration. Therefore, the tuning is performed via
where R is a positive definite matrix that approximates the inverse of the Hessian matrix and, consequently, the minimum of cost function is expected to be at a x 1. This algorithm presents superior convergence rates compared to the method of Steepest Descent, besides allowing the choice of a fixed value for Q (near l)
instead of performing multiple experiments along each tuning direction. The drawback of fixing a value for a is the danger of making the closed loop unstable due to an excessive change in the controller parameters, thus requiring auxiliary safety mechanisms.
Stability Margin
Each and every auto-tuning scheme needs some safety mechanisms that guarantee stability of the closed-loop system, or at least that guarantee a fast return to a stable state. In this work we propose employing a variant of the mechanism introduced by Vinnicombe [8] , in the same way it was employed in [5] and [3].
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provided the winding number condition, given by (9), is satisfied, and 6, = 1 otherwise. This result gives a sufficient, but not necessary, condition for the stability of the closed-loop system.
The insertion of this result into our scheme depends on a reliable measurement of the generalized stability margin, b G , c o . Given that the impulse response of T ( p ) is known, it suffices to apply the Fourier transform to this signal and obtain the frequency response of the transfer function T(p). It is still necessary to obtain the impulse response of which is done via correlation analysis between the signals pt (= Cr(p) ~t ) and ut. Since the measurement of the stability margin is inaccurate, it is recommended to use the criterion 6v(CO,C1) < ybG,Co, where 0 < y 5 1 is selected by the user [l] .
The role of Vinnicombe's criterion is in limiting the excursion of the controller parameters to a region regarded as safe €or the stability o€ the closed-loop system. That is, the new feedback controller, C,(po+Ap), is tested by the winding number criterion followed by If any of these tests fails, the controller C,(p) is not guaranteed to stabilize the closed-loop system. Then the user should find, and apply, the largest (Y in (6) that satisfies the tests. the inequality S"(C,(PO), Cy(P0 + AP)) < Y b P , C , ( p 0 ) .
Simulation Example
A linear and scalar plant, whose mathematical model is unknown to the user, is under control of a PID controller. This plant is used in batch processing with the reference signal presented in Figure 1 . The initial parameters of the controller ensure a stable behaviour of the system. It is desired to improve the production performance according to the criterion of minimizing the average of the absolute error.
For simulation purposes the set sensor/process/actuator has the following dynamics: 0.03
with o2 = 3. On the other hand, the controller transfer functions are known to the user: with where t,, the sampling time, is chosen to be 1 time unit, therefore Ti and Td are directly given in time units. The variable Gd, known as the derivative filtering parameter, can easily be included in the parameter set, but for this example it will be fixed at Gd = 20. The three tuning parameters, K p , T i and Td, correspond to the proportional, integral and derivative actions that originate the controller's name.
The controller tuning is done by the method of Davidon-Fletcher-Powell, with (Y = 0.8; in terms of stability margin, we use Vinnicombe's mechanism with y = 0.5. These choices define the auto-tuning procedure. The result of a typical realization of controller tuning is summarized in Table 1 . The stopping criterion of the tuning mechanism is the occurrence of two consecutive batches with higher cost function than the previous one. This procedure results in the final tuning emphasized in Table 1 . The responses of the initial and final controller parameters are depicted in Figure 1 . The performance reached with this tuning is the best possible for this system. If the user needs improving the performance even further, one of the first things to do is to change the set sensor/process/actuator in order to reduce its dynamic characteristics. In this example we changed the position of the sensor to reduce the another one with more generic structure. In the limit case, it is possible to substitute (or redesign) the actual process, but then the costs start getting significantly higher. 
Conclusion
This paper describes a methodology for tuning a fixedstructure controller according to an absolute error criterion. We provide ways of estimating the gradient of the cost function and of assessing closed-loop stability at each iteration of the tuning procedure, while using only data collected from the loop with the most recent controller operating. We do this tuning without the explicit construction of a process model and for a confessed difficult but practically interesting performance criterion.
The gradient-based tuning methodology presents an alternative to the use of empirical rules-usually employed to tune PID controllers-or order reduction of a controller designed for a (complex) model of the process. In terms of the cost function adopted, this procedure seems to be the first to implement an automatic mechanism that converges to a local minimum of this type of criterion.
The cost function in (3) is kept simple to emphasize the feasibility of the tuning procedure, but more generic expressions are straightforward to consider; for example, penalizing the control action-in absolute or quadratic terms-and filtering some of these signals.
