Abstract-We proposed an iterative message passing receiver, which jointly performs channel state information and noise precision estimation and decoding, for OFDM systems. A message passing framework, which combines belief propagation (BP) and mean field (MF), is exploited on a stretched factor graph, where MF message update rule is used for observation factor nodes, so that noise precision (the reciprocal of AWGN variable) can be estimated. We introduce low complexity generalized approximate message passing (GAMP) method into the combined BP-MF framework to carry out channel estimation in timefrequency domain. Our numerical assessment demonstrates that the proposed receiver yields the same performance with the state of art BP-MF based algorithm while have much lower computational complexity. provides a adjustable complexity channel estimation algorithm dependent on the length of each group. In addition, the noise precision was also considered as a random variable and estimated by using MF message update rule and the similar method was also used in [8] , [9] .
B
ELIEF propagation [1] on factor graphs plays an important role in the design of iterative receivers for communication systems [2] - [4] . However, BP sometimes suffers from high or even intractable computational complexity, and thus some messages are heuristically approximated [3] , [4] . More rigorous solutions to obtain low complexity receivers [5] , [7] - [10] , [14] are proposed based on unified message passing frameworks, such as a combined BP and expectation propagation (EP) [11] framework, and a combined BP and the mean field (MF) [12] framework [13] .
In OFDM systems, the frequency-domain channel estimation in iterative receiver based on combined BP-MF [13] from previous work [5] suffers a very high computational complexity because a large matrix needs to be inverted in each iteration. A reduced-complexity estimation [14] has been proposed at the cost of system performance. It assumes groups of contiguous channel weights obey a Markov model which provides a adjustable complexity channel estimation algorithm dependent on the length of each group. In addition, the noise precision was also considered as a random variable and estimated by using MF message update rule and the similar method was also used in [8] , [9] .
Recently, Wu et al. have derived a time-domain channel taps estimation algorithm [7] exploiting BP and EP message update rules. They takes advantage of an approximate method of BP, generalized approximate message-passing (GAMP) [15] , to reduce the computational complexity. This channel estimation algorithm shows the lower complexity and higher bit error rate (BER) performance compared to [5] . However, due to the characteristics of BP update rule, the precision of channel noise can not be estimated using BP-EP algorithm. The receiver was designed with the exact noise precision, which is always unknown in the actual wireless communication environment.
Inspired by [7] , we expand the channel estimation to time domain channel taps by stretching the factor graph. To estimate the noise variance, we create a series of hard constraints factor nodes by stretch the factor graph in this paper. We exploit MF rule in the observation nodes, thus the noise variance could be estimated. Enlightened by [16] , for the intensive connection part we applied the GAMP method achieved lower computational complexity. Using Monte-Carlo simulation, we compared the proposed low complexity BP-MF based receivers to the state-of-the-art BP-MF based receiver [5] in the terms of BER performance and convergent rate. Simulation result shown that, the proposed low complexity receiver achieve the same BER performance but with much lower computational complexity than the receiver presented in [5] . This paper is organized as follows. In Section I, we describe the OFDM system model with its probabilistic representation and factor graph. Based on the unified message passing framework, BP-MF, we calculate the messages passed on the global factor graph in Section II. Performance analyses are given in Section III.
Notation-Boldface lower-case and upper-case letters denote vectors and matrices, respectively, while superscripts (·) * , (·)
T represent conjugation and transposition, respectively. The expectation operator with respect to a density g(x) is expressed by f (x) g(x) = f (x)g(x)dx/ g(x )dx . The pdf of a complex Gaussian distribution with meanx and variance ν x is represented by CN (x;x, ν x ). The relation f (x) = cg(x) for some positive constant c is written as f (x) ∝ g(x).
I. SYSTEM MODEL
Consider an OFDM system employing N data and P pilot subcarriers with disjoint sets of indices D ⊂ [1 : N + P ] and P ⊂ [1 : N + P ], respectively, such that D ∪ P = [1 :
T is encoded and interleaved using a rate R = K/(N Q) channel code and a random interleaver, yielding the codeword vector c = c
T , with Q denoting the modulation order. The Q coded bits in each subvector c n are mapped to a data symbol
where S D is a discrete complex modulation alphabet of size 2 Q . The data symbols x D = (x i |i ∈ D) T are multiplexed with pilot symbols x P = (x j |j ∈ P)
T which are randomly selected from modulation alphabet S P , resulting in the vector of transmitted symbols x = (x i |i ∈ D ∪ P). The transmitted symbols are OFDM modulated by IFFT and added with a cyclic prefix (CP), and then transmitted through a wireless channel with L taps impulse response,
T . At the receiver end, receiving signal is Fourier transformed after removing the CP, yielding frequency-domain observations
where h = Φα stands for the vector of frequency-domain channel weights in which Φ represents the first L columns of a (N + P ) × (N + P ) discrete Fourier transform matrix, and ω is an AWGN vector, with zero mean and covariance matrix λ −1 I.
A. Probabilistic Representation and Factor Graph
The joint pdf of the collection of observed and unknown variables in the aforementioned OFDM system is factorized as
where
represents the priori pdf of the l-th timedomain channel tap, and f M (x, c, b) stands for the modulation, coding and interleaving constraints. The factorization in (2) can be visually depicted on factor graph [1] shown in Fig. 1 , where the dash-box, f M (x, c, b), is a sub-graph for modulation, coding and interleaving. More detail about f M (x, c, b) can be found in [5] .
The factor graph in [7] adopt BP update rule to the observation nodes, since the noise precision λ lies in exponential position, the estimation of λ have computational difficulty due to the characteristic of BP. Compare to [7] , the factor graph in this paper create the frequency channel weight variable nodes h i and corresponding factor nodes f δi by stretch the observation nodes f Di and f Pj . Cause the MF rule can easily estimate the noise precision [9] [14], we adopt the MF rule to (2) the observation node while apply the GAMP method proposed in [15] to the channel estimation part.
II. BP-MF ALGORITHM
In this section, a joint channel estimation and decoding receiver is proposed by using combined BP-MF message passing framework [13] on the factor graph shown in Fig. 1 . Moreover, the GAMP algorithm, proposed in [15] , is merged into the calculation of the messages in channel estimation part.
We denote the set of all factor nodes by A and then classify it into two disjoint subsets, an MF set, A MF {f Di , i ∈ D} ∪ {f Pj , j ∈ P}, and a BP set, A BP A/A MF . For factor nodes in the BP part, we calculate the messages to neighbouring variable nodes using the BP rule, and send extrinsic messages. For factor nodes in the MF part, messages to neighbouring variable nodes are computed by the MF rule, and beliefs are passed.
A. Channel Estimation
There is a dense-edge-connection part (between variable nodes {α l , ∀l ∈ [1 : L]} and factor nodes {f δi (h i , α)}, ∀j ∈ D ∪ P) on the factor graph shown in Fig. 1 . Notice that the factor graph in the channel estimation part is similar to that in [15] , so the GAMP algorithm proposed in [15] can be applied in this paper with some modifications. We compute the messages for channel estimation as the followed two parts.
1) Messages from observation nodes: We assume the beliefs b(λ) and b(x i ), later defined in (10) and (13) respectively, of noise precision λ and data symbol x i known here. Then the message m fD i →hi (h i ), for j ∈ D, from observation node f Di to h i is computed by MF rule,
Since for the observation nodes m fP j →hj (h j ), for j ∈ P the value of x j be known for the receiver, so the message
For the convenience of description, the messages m fP j →hj (h j ), ∀j ∈ P and m fD i →hi (h i ), ∀i ∈ D uniformly denoted as m fy i →hi (h i ), ∀i ∈ D ∪ P.
2) Messages in dense-edge-connection part: For the first iteration, we initiate the messages
CN (α l ;α l , ν α l ), which will be updated by (6) .
For the clarity of presentation, we fragment the calculation of messages into following 5 steps.
Step1: Using [15, Eq. (35)], the belief b(h i ) of each frequency-domain channel weight h i can be calculated as
Step2: Compute the two intermediate parameters s i and τ si for each i by using [15, Eqs. (6a) , (6b), (36) and (37)]
Step3: We update the variance ν r l and meanr l of message n α l →fα l (α l ) ∝ CN (α l ;r l , ν r l ) for each l by using [15, Eqs. (7a) and (7b)],
Step4: Supposing the priori distribution of l-th channel tap α l in time-domain to be Gaussian p(α l ) = CN (α l ;q l , ν q l ),
where 
is update by using [15, Eqs. (5a) and (5b)]
B. Noise Precision Estimation
The message m fP j →λ (λ) from pilot observation node f Pj (h j , λ) to λ, ∀j ∈ P is calculated by MF rule,
Analogously, the message m fD i →λ (λ) from data observation node f Di to λ, ∀i ∈ D, yields as followed,
Supposing the priori pdf p(λ) of λ set to be 1/λ, then belief b(λ) of noise precision λ can be updated,
and its mean value iŝ
C. Soft Demodulation and Decoding
The message m fD i →xi (x i ) from data observation node f Di to variable node x i , ∀i ∈ D, is computed by using MF rule,
Massages {n xi→fM (x i ) = m fD i →xi (x i ), for all i ∈ D} are passed to soft demodulation and decoding models, where demodulation is performed by standard BP message update rule and decoding uses the forward-backward (BCJR) algorithm [1] . Then the discrete extrinsic messages n xi→fM (x i ) = s∈S β i (s)δ(x i − s) are passed back, where S stands for modulation constellation. At last, the belief b(x i ) of data symbol x i , ∀i ∈ D is updated by
D. Computational complexity analysis
The dissimilarity between proposed algorithm and that in [5] is the message computations in channel estimation, so we only compare the complexity of channel estimation. In [5] , it needs inversion operation of a large matrix with dimension N × N in each iteration, so the complexity is proportional to O(N 3 ), while the proposed algorithm avoids inversion operation of matrices and its complexity is proportional to O(N L), since it is derived on a well-factorized graph. More ever, since our algorithm can be compute in parallel schedule, the fast Fourier transformation (FFT) could be used, in this sense the computational complexity could reduce to O(N log N ).
III. SIMULATION RESULT
We considered an OFDM system with parameters given in Table I , and we compare our proposed algorithm and the stateof-art in literatures, by means of Monte-Carlo simulations in terms of BER performance, which we label as follows. "LC-BP-MF" denote our proposed low complexity BP-MF based algorithm. The "BP-MF-Freq." and "LC-BP-EP" stand for the algorithms introduced in [5] and [16] . To include an ideal reference, a receiver which has perfect channel state information (CSI) is also assessed, labeled as "Perfect CSI". The message-passing schedule planed as follow, firstly we estimate the time domain channel taps only use the pilots by 5 times of iteration, secondly use the estimated channel taps to execute soft detection and then use the detected symbols to estimate channel again iteratively.
In Fig. 2 , the BER performance of the receivers is shown versus SNR (in dB), values, with all receivers running in 15 iterations of their respective algorithms. We observed from this figure that the three algorithms perform exactly the same and approaching the performance of "Perfect CSI". It is noteworthy that the variance of AWGN is given when simulate the "BP-EP" based receiver, while the "LC-BP-MF" and "BP-MF-Freq." is unknown and be estimated in iteration. Fig. 3 depicted the BER of the receivers operating at a SNR of 10dB and 8dB as a function of the iteration index. It shows that, the proposed "BP-MF-LC" receiver has a notable faster convergent rate than the "BP-EP", while converge slightly slower than the "BP-MF-Freq." based receiver. This result is somewhat conflict with the results presented in [7] , this may because MF rule have a slower convergence rate in long code word condition. But after convergent, the there algorithms have almost the same BER performance. 
IV. CONCLUSION
An low complexity iterative receiver jointly performing channel estimation, noise precision estimation and decoding is proposed based on combined BP-MF message passing framework for OFDM systems. By translate the channel estimation into time-domain and the stretch of factor graph, firstly we exploit the GAMP algorithm into the dense connection achieve the low computational complexity. Secondly, exploit MF update rule to the observation nodes, realize the estimation of noise precision. The numerical results show that the proposed LC-BP-MF receiver have the same BER performance with BP-MF-Freq. while have extremely low complexity.
