We generalize the Gauss algorithm for the reduction of two{dimensional lattices from the l 2 -norm to arbitrary norms and extend Vall ee's analysis J. Algorithms 12 (1991), 556-572] to the generalized algorithm.
Introduction
Gauss Ga1801] gave, in the language of qaudratic forms, an algorithm which reduces a basis a; b of a two{dimensional lattice and nds the two successive minima of the lattice. Vall ee Va91] shows that the Gauss reduction algorithm performs at most log 1+ p 2 ( 2 p 2 3 k a k 2 2 + k b k 2 2 ) + 2 many iterations. This bound is optimal up to an additive constant. Vall ee also characterizes for the lattice ZZ 2 the minimal size input bases for which the Gauss algorithm performs exactly k iterations. The bit complexity of the Gauss algorithm has been studied by Sch onhage Sch91] in the language of quadratic forms.
While these results are all for the l 2 -norm, other norms are important, too. The l 1 -norm is the natural norm for integer programming problems. Schnorr Sch93] reduces the problem of factoring integers to a closest lattice vector problem in the l 1 -norm. Lov asz and Scarf LS92] propose a generalized basis reduction algorithm that extends the L 3 -algorithm of A.K. Lenstra, H.W. Lenstra Jr. and L. Lovasz LLL82] to an arbitrary norm.
e-mail: kaib@informatik.uni-frankfurt. de Our results. We extend the Gauss reduction algorithm from the l 2 -norm to an arbitrary norm. This generalized Gauss algorithm (gGA) essentially coincides with the Lov asz{Scarf algorithm for two{dimensional lattice bases. The gGA nds for any norm the two successive minima of the lattice. Given a reduced basis we exhibit minimal size input bases requiring a given number of iterations. These minimal size input bases represent the worst case inputs. They are universally worst case for all norms for which the given output basis is reduced. They satisfy the same recursion which holds true for the worst case inputs of the centered Euclidean algorithm according to Dupr e Du1846] .
We show that the generalized Gauss algorithm terminates for any norm after at most log 1+ p 2 (2 p 2 B= 2 ) + o(1) many iterations, where B is the maximum of the norms of the two input vectors and 2 is the second successive minimum of the lattice with respect to the given norm.
The paper is organized as follows. In Section 2 we introduce reduced lattice bases. In section 3 we present the generalized Gauss algorithm and its analysis. Section 4 gives complexity bounds for the RAM{model. A preliminary version of this paper has been published by Kaib Ka91].
Geometrical preliminaries
We generalize the concept of reduced lattice bases for lattices of rank 2 to an arbitrary norm k : k on IR n . We use the following three elementary lemmata: Lemma 1. Let a; b 2 IR n ; a 6 = 0, let F : IR ! IR n : 7 ! a + b describe a line in IR n and f ( ) = k F ( ) k . Then f is a convex function.
Lemma 2. Let F : IR ! IR n be a line in IR n and 1 ; 2 ; 1 ; 2 be four reals with 1 < 2 ; 1 < 2 ; 1 1 ; 2
We will usually apply Lemma 2 in the case 1 = 0 and 2 = 1. Throughout the paper let (a; b) 2 IR n IR n be basis of the two{dimensional lattice L = ZZa + ZZb . We de ne reduced and well{ordered lattice bases. The reduction algorithm in the next section recurs on well{ordered bases until a reduced basis is found. (2) It is therefore su cient to prove Inequality 2. For this we show the following Claim. Consider the four dotted areas in Figure 1 . The norm takes its minimum in each of the four dotted areas in the points a b. 
3 Analysis of the generalized Gauss algorithm
We extend the Gauss basis reduction algorithm from the l 2 -norm to an arbitrary norm. We choose the sign of the basis vectors in the algorithm so that the algorithm recurs on well{ordered bases. As a consequence all occurring integral reduction coe cients are positive.
The generalized Gauss algorithm (gGA). Comments.
The exchange in
Step 3 produces either a well{ordered or a reduced basis. The algorithm traverses, upon exit of Step 3 (resp. entry of Step 1), a sequence of well{ordered bases until a reduced basis is produced. 2. The algorithm terminates after nitely many steps because the norm of the basis vectors decreases in every, except the last, iteration. 3. To have a well de ned algorithm we require to choose in Step 1 the smallest that minimizes k b ? a k .
We associate with an input basis the sequence of lattice bases occurring in the algorithm upon exit of Step 3. The bases of this sequence are all well{ordered, except that the nal basis is reduced. If (b; c), (a; b) are two consecutive bases in any of these sequences we call (a; b) the successor basis of (b; c) and (b; c) a predecessor basis of (a; b). A well{ordered basis has at most one successor basis but may have in nitely many predecessor bases corresponding to runs of the algorithm with various input bases. If (b; c) is a predecessor basis of (a; b) we call the vector c a predecessor of (a; Inequality 4 implies: 
We decide for all possible cases of and " = 1 whether (b; c) is well{ordered. 
There is a simple formula for the continuants with j = 2; " j = 1: 
If k a k k b k the left{hand inequality holds by Theorem 4 i 6 = 1. This inequality is trivial for k b k k a k .
Time bounds
The generalized Gauss algorithm described in the last section needs acces to a norm oracle which for given a 2 IR n outputs k a k . We give time bounds for the RAM model with the arithmetic operations multiplication, division, addition, subtraction, comparison and next integer computation at unit costs. We count for steps arithmetic steps and oracle calls. In this section we prove the following Theorem 11. Given an oracle for an arbitrary norm k : k there is an algorithm which k : k-reduces a given basis a; b 2 IR n using O(n log (n+ 2 = 1 ) + log B) many steps where B = max(k a k; k b k)= 2 . E cient k : k-reduction. For an e cient reduction of a basis a; b 2 IR n in an arbitrary norm k : k we rst reduce a; b in the norm corresponding to a suitable inner product <; > and we subsequently reduce the resulting basis in the k : k-norm.
We initially perform a <; >-reduction since it only costs O(1) arithmetic steps per iteration.
The inner product <; > is chosen so that fx 2 IR n j k x k 1g is spherical in the sense that max x;y2IR n kxk<y;y> 1=2 kyk <x;x> 1=2 = O(n 1:5 ) . The existence of <; > follows from Le83] , see construction of in Section 2, pp. 542 . We assume that the inner product is given, we do not count the steps for producing it. The constant Computing in O(1) resp. O(log 2 = 1 ) oracle steps. Let : IR n IR n ?! ZZ denote the function that minimizes k b ? (a; b) a k . For a given well{ordered basis a; b we have to compute = k b x k=k a k where (x; a) is the successor basis of (a; b). By the inequality j ? k b k=k a kj k x k=k a k we can compute , via the bisection method, using O(log k x k=k a k) oracle steps. Except for the nal iteration we always have k x k < k a k and the step bound is O(1). For the nal iteration we have k x k=k a k 2 = 1 .
The nal k : k-reduction in O(n log (n+ 2 = 1 )) steps. It follows from Theorem 8 that the nal k : k-reduction requires at most log 1+ p 2 (2 p 2 max x;y2IR n kxk<y;y> 1=2 kyk <x;x> 1=2 ) + 1 + o(1) = O(log n) many iterations. Every iteration, except the nal one, requires O(1) norm computations and O(n) arithmetic steps. The nal iteration costs O(log 2 = 1 ) norm computations and O(n log 2 = 1 ) arithmetic steps.
The case of the l 1 (l 1 )-norm. There are particularly e cient algorithms to compute for the l 1 -and l 1 -norm. For the l 1 -norm the real t minimizing k b ? ta k 1 is the generalized median, with weights ja i j, of the component fractions b i =a i for i = 1; : : : ; n which can be computed using O(n) arithmetic steps. For the l 1 -norm the graph of the function k b ? ta k 1 with real indeterminate t is the maximum polygon of the 2n lines (b i ?ta i ) . We sort, using O(n log n) arithmetic steps, these lines in order of descending gradient. A subsequent scan of the lines computes, using O(n) arithmetic steps, the vertices of the polygon and in particular its minimal point which yields the real t that minimizes k b ? t a k 1 . Details can be found in KS93].
Hence the l 1 (l 1 )-norm reduction of a; b takes at most O(log B + n log n) arithmetic steps where B = max(k a k; k b k)= 2 and k : k is the l 1 (l 1 )-norm.
