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Essential to each other, growth and exploration are jointly observed in populations, be it alive such
as animals and cells or inanimate such as goods and money. But their ability to move, crucial to cope
with uncertainty and optimize returns, is tempered by the space/time properties of the environment.
We investigate how the environment shape optimal growth and population distribution in such
conditions. We uncover a trade-off between risks and returns by revisiting a common growth model
over general graphs. Our results reveal a rich and nuanced picture: fruitful strategies commonly lead
to risky positions, but this tension may nonetheless be alleviated by the geometry of the explored
space. The applicability of our conclusions is subsequently illustrated over an empirical study of
financial data.
PACS numbers:
Mingled search and collect of resources are central for
sustainability. The exponential (or logistic) growth, most
routinely observed in animals and cell populations [1],
or in non biological contexts such as investment portfo-
lios [2], has its instantaneous rate (or return) slaved to
the available goods. As those fluctuate or get depleted,
growth is often coupled with explorative dynamics that
allow populations to forage new spots: humans create
new cities, cell colonies spread or mutate, bankers rein-
vest profits and so on. To cope with uncertainty, they
develop various strategies that strike a balance between
costs and profits [3–6]. In such situations, many have
been found to follow optimal policies, given their limita-
tions in memory, mobility and sensing cues [7–9].
At the heart of this optimization problem lie two
timescales, set by the variability of the environment
and the exploration speed. If a fertile spot remains so
only for a finite duration, neither staying on it for long
(and seeing it depleted), nor leaving it very rapidly (and
failing to harvest it properly) provide optimal strate-
gies for growth. Thus populations should tune their
explorative behaviours according to this environmental
timescale. However, populations growing exponentially
are very sensitive to fluctuations and may fall in a lo-
calized phase, where they end up very concentrated on
few abundant patches. This phenomenon is observed
for example in interacting particles systems [10], tumoral
growth [11] or portfolio rebalancing [2]. Such condensa-
tion is commonly seen as undesirable, as putting all eggs
in one basket reduces the system’s resilience to shocks.
The onset of localization is therefore frequently moni-
tored by diversity indices, in ecology [12] or in economy
[13].
The joint concern of optimization and localization,
quite familiar to finance and ecology, has also recently
surfaced in the medical field, intervening in the optimal
frequency of treatment administration, against rapidly
mutating tumors [14]. But in spite of some shared ingre-
dients, the underlying space’s geometry is specific to each
case: animal populations mostly move on a plane, tumor
cells jump over the genotype space, while profits in port-
folio usually get redistributed over all assets. In front of
this array of problems, natural questions arise. How do
the fluctuations and structure of the environment affect
growth ? What are the networks that best balance risks
and returns ? Is there an optimal strategy ? If so, does
it lead to a localized or well-spread population ?
The aim of this Letter is to clarify how the environ-
ment, through stochasticity and geometry, shape those
optimal strategies. We first revisit a well-known model,
whose analysis we extend to colored noise and over gen-
eral graphs. We extract several scalings and asymptotics
that quantify the way diffusive populations grow over
networks. The conclusions we derive from this model
hold generally and allow for a principled approach to the
risks-and-returns puzzle, as we illustrate by an empirical
study over financial datasets.
Our study model is the Parabolic Anderson Model
(PAM), a workhorse of stochastic exponential growth:
∂φ(xi, t)
∂t
= λ∆φ(xi, t) + φ(xi, t)ν(xi, t) (1)
with the initial condition φ(xi, 0) = 1 for all nodes xi
in some graph S. The exploration part here is diffusive,
and written as the (normalized) discrete Laplacian oper-
ator ∆φ(xi, t) = |Nxi |−1
∑
j∈Nxi (φ(xj , t)−φ(xi, t)), withNxi the set of closest neighbors of xi in S (and |Nxi | its
cardinality). λ denotes the diffusivity, φ(xi, t) the pop-
ulation and ν(xi, t) the resources on site xi at time t.
Eq.1 is very well studied and appears under disguise in
many physical contexts, such as random interface growth,
directed polymers or turbulence [15–17]. It mainly dif-
fers from the famous Anderson Hamiltonian (AH) by the
temporal dependence of ν(x, t). The vast majority of the
literature assumes in fact ν(x, t) to be white noise, but it
will be crucial for us to fix an environmental timescale τ .
Therefore we set ν(x, t) as an Ornstein-Uhlenbeck (OU)
process [18, 19]:
dντ (x, t) = −ντ (x, t)
τ
dt+
σ
τ
dW (x, t) (2)
〈ντ (x, t1)ντ (y, t2)〉 = σ
2
2τ
e−
|t1−t2|
τ δx,y (3)
ar
X
iv
:1
71
2.
00
97
9v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  4
 D
ec
 20
17
2with W (x, t) a Wiener process. We fix σ2 = 1/2 in the
following. To probe the role of geometry, we consider
various regular graphs S of degree K: the Euclidian grid
Ed of dimension d = K/2 and the (locally tree-like) ran-
dom regular graph TK (with simulations for d = 1, 2, 3,
K = 3, 4). The number of sites of the system is de-
noted M . Finally, the growth of the population φ(xi, t)
can be tracked through its asymptotic mean growth rate
c¯τ (λ) and the more relevant typical growth rate cτ (λ)
(also called free energy):
c¯τ (λ) := lim
t→∞
log〈φ(xi, t)〉
t
, cτ (λ) := lim
t→∞
〈log φ(xi, t)〉
t
(4)
with 〈· · · 〉 denoting the average over the resources ν(x, t).
In particular, cτ (λ) is the most important observable, be-
ing the growth rate observed almost surely, for typical re-
alizations of ντ . By symmetry, those rates do not depend
on the choice of xi.
The PAM presents two interesting features. First, for
any τ ≥ 0, it has a sharp localization transition λc, where
the field φ(x, t) suddenly goes from a delocalized to a lo-
calized phase. Below a critical λc, cτ (λ) < c¯τ (λ), while
above, cτ (λ) = c¯τ (λ); the gap ∆cτ (λ) = c¯τ (λ) − cτ (λ)
grows with localization and reaches its largest value at
λ = 0. Second, it was found in [18] that cτ (λ) exhibits a
maximum at some λm when τ is strictly positive, congru-
ous with the exploration-exploitation paradigm. There-
fore, this model presents both an optimal growth point
at λm and a risky, condensed phase below λc. In the
following, we study the dependence of cτ (λ), λm and λc
with respect to τ and the structure of S. The main tool
of the analysis is the Feynman-Kac representation of the
solution φ(x, t) of Eq.1 (see Appendix A):
φ(x, t) = EpiX
[
e
1√
λ
∫ t
0
νλτ (X(s),t−s)ds
]
(5)
EpiX [· ] is the expectation over the measure piX of a
continuous-time random walk X on S, with exponen-
tial jump distribution. Let us first investigate how the
geometry of S affects cτ (λ) and c¯τ (λ).
Functional shapes of cτ (λ) and c¯τ (λ). The rates cτ (λ)
and c¯τ (λ) adopt similar shapes for all the analysed
graphs. When τ > 0, they are very different at small
λ, but merge above some λc and decay to 0 at large
λ (see Fig.1 for S = TK=4 and Fig.1 top inset for a
generic picture). This contrasts with the case τ = 0,
where both rates reach a plateau of value σ2/2 above
λc. The analysis with no exploration is simple enough,
leading to cτ (λ = 0) = 0 and c¯τ (λ = 0) = σ
2/2, indepen-
dently of S and τ . We now turn onto the limits of small
and large diffusivities. cτ (λ) at small λ can be estimated
from a saddle point technique in the exponential term of
Eq.5 (see Appendix B), leading to the scaling form:
cτ (λ) ∝ σ
2
4 log(K/λ)
(6)
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Figure 1: Growth rates cτ (λ) vs. λ on the regular graph TK=4,
for various values of τ = 0, 1/
√
2, 4/3, 2 and 5 (from top to
bottom). The dashed line is the asymptotics Eq.7. Circles
mark the value of λc on each curve, and squares mark λm. The
white noise case (blue, top curve) reaches a plateau for λ > λc.
M = 106, ttot = 100. (Top Inset): Pictorial representation
of cτ (λ) (in full) and c¯τ (λ) (in dashed), with the optimum
λm and the transition λc, for some τ > 0. (Bottom Inset):
Comparison of cτ (λ) for both the grid Ed=2 (in full) and TK=4
(in dashes), for τ = 1/
√
2, 2.
(see [20] for a rigorous proof with S = Ed). The log de-
pendence is quite striking, as it is not differentiable in
0: typical growth is tremendously improved by a small
amount of diffusion. Furthermore, the saddle point ar-
gument demonstrates that cτ (λ) mainly depends on the
degree of S for λ  1. Hence TK=2d should be a rather
good approximation of Ed, as observed numerically in
the bottom inset of Fig.1. The reader may notice that
Eq.5 is akin to a partition function, each walk X being a
configuration of energy e(X, t) = − ∫ t
0
νλτ (X(s), t− s)ds
and temperature T =
√
λ. Analogously to a free energy,
cτ (λ) is determined at small λ by few low-energy config-
urations. Yet walks have more freedom to perform such
optimization over well-connected graphs. It is therefore
natural to expect cτ (λ) to improve with the graph degree,
given λ is small enough. Indeed we checked numerically
that, sufficiently close to 0, cτ (λ) increases with the di-
mension of Ed or the degree of TK .
Factors controlling the large λ limit are quite different.
The dominant term of the decay can be computed by a
perturbative expansion of Eq.5 (see Appendix C), leading
to the result:
cτ (λ) ∼ c¯τ (λ) ∼ σ
2
2λτ
G (0, 0; 1) for λτ  1 (7)
with G(x, y; z) the lattice Green function of the Lapla-
cian on S. Its analytical expression for TK and Ed can
be found in Appendix C. The decay of cτ (λ) is linked
to the way diffusion acts on S. It more specifically de-
pends on the transient or recurrent nature of the ran-
dom walk X over S [21]. In this respect, locally tree-
like graphs and Euclidian grids are very different, as the
absence of short loops in TK greatly enhances the tran-
sience of walks, and decays on Ed and TK coincide only
3in the limit d = K = ∞. More generally, the rates’ de-
cay is stronger for graphs with small return probabilities.
Hence, while slowly diffusive population grow more eas-
ily on high-degree graphs, fast moving ones prefer both
loopy or low dimensional spaces.
We can deduce that there is no overall better topol-
ogy for growth. Remark however that, according to this
analysis, growth curves over graphs with equal degree K
should be rather similar, a verdict supported by the in-
set of Fig.3 where we compare cτ (λ) for TK=4 and Ed=2.
With the role of geometry clarified, we now examine the
optimum and localization points in greater details.
Behaviours of λm and λc. Balancing Eq.6 and Eq.7
also provide an estimate of λm. But to pin down
the optimal diffusion on any given graph, a more com-
pelling argument stems from considering the diffusive
timescale fixed by λ. Let us first assume there exists
a resource-rich patch P in S, that should last roughly
for a duration τ . The exit time τex of the random
walk X, starting at the center x0 of this patch, obeys
EpiX [τex] =
∫
P GP(x0, y; 1)dy [21, 22], where GP(x, y; z)
is again the diffusion Green function, but on P with
Dirichlet boundary conditions. Equating both timescales
gives λm ∼
(
τ
∫
P GP(x0, y; 1)dy
)−1
. While we do not
state what the typical size of P is, this estimate shows
that λm decays as 1/τ , confirmed by numerics (see Fig.2
(B)). Interestingly, given that random walks exit patches
more easily on loop-free graphs, it also suggests that opti-
mal growth will be found at larger λm in clustered graphs
(just as observed at the bottom Inset of Fig.1). For regu-
lar graphs such as Ed or TK , we also recover the standard
diffusive scaling: denoting R the radius of the abundant
patch, λm ∼ R2/(Kτ).
Unlike for λm, there exists a vast literature about
the localization transition λc [16, 17]. We recall
that λc is the value of the diffusivity below which
∆cτ (λ) = c¯τ (λ) − cτ (λ) 6= 0. Alas, λc is notori-
ously difficult to estimate from ∆cτ (λ) alone. An-
other useful observable is the Inverse Participation Ra-
tio IPR(λ) =
(∑
xi∈S φ(xi, t)
2
)
/
(∑
xi∈S φ(xi, t)
)2
, also
called the Simpsons index in ecology [12], or the Herfind-
ahl index in economy [13]. It goes to 0 as M−1 in the
delocalized phase and remains of order 1 otherwise, giv-
ing a very close upper bound of λc (see Appendix D,
and also [23] for more details). A non-vanishing IPR re-
lates to a diverging mean of the stationary distribution
of the field P (φ(., t)). We tracked both ∆cτ (λ) and the
IPR for different size systems in order to estimate λc
(see Fig.2 A and B). Sharp localization transitions prov-
ably exist on Ed≥3 and TK≥3. A simple coarse-graining
argument suggests that λc ∼ τ at large τ . Intuitively,
slow fluctuations favor the localized phase, as long-lived
abundent patches allow for concentrated growth to be
efficient. Therefore, λm and λc are controlled by con-
trastive mechanisms: the first goes to 0 while the second
diverges as the environmental timescale increases. Fig.2
(B) illustrates this growing gap. Note also that, in this
model, diffusion is overall a less and less efficient strategy
as τ increases: cτ (λm) and cτ (λc) go to 0 with τ → ∞
(see Fig.2 (C)).
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Figure 2: Behaviour of the growth rate over S = TK=4.(A)
∆cτ (λ) = cˆτ (λ)− cτ (λ) and the partipation ratio IPR(λ) for
two systems sizes: (1)M = 106 and (2)M = 2× 106, and for
τ = 1.41. The arrow highlights the inferred λc ' 0.32. (B)
λm and λc as functions of τ . The horizontal dashed line marks
the common value λm/c(τ = 0) ' 0.31. (C) cτ (λm) and
cτ (λc) as functions of τ . The horizontal dashed line marks the
common value cτ=0(λm/c) = 1/4 at τ = 0. (D) Histograms of
the normalized population stationary distribution P (φ(x, t =
∞)/〈φ(x, t = ∞)〉) for λ = 0.1, 0.41(' λc) and 1.0 (from the
broadest to the most narrow) and τ = 2. The dashed line is
a power-law of exponent −2.
Hence for large τ , the optimum is deep in the risky con-
densed phase λm  λc. It is actually always true: again
from Eq.5, one obtains that c¯τ (λ) is monotonically de-
creasing with λ, starting from cˆτ (λ = 0) = σ
2/2. Given
that cτ (λ) = c¯τ (λ) above λc, this simple fact implies
that λm < λc at any τ . One of our main conclusions,
that optimal growth is always localized, has several in-
teresting repercussions. Firstly, recall that in the low λ
regime, diffusive growth favours high-degree graphs. We
expect it to remain true for cτ (λm), especially when the
optimum lies deeply in the localized phase for large τ .
Secondly, anti-trust laws [13] or ecosystems monitoring
[12], forcing the IPR to 0, usually fight against the ten-
dency to localize. Systems optimizing their own growth
under such restrictions would marginally end up at the
transition λc. In this zone, the population distribution
develops heavy tails of exponent around −2 (see Fig.2
D), a range typically observed in the Zipf law literature,
where the above mechanism may be at work [24, 25].
Let us summarize the important elements drawn from
the analysis of Eq.1. Growth depends on two times scales
set by τ and λ and on the underlying geometry of S, best
understood through the Green function of the Laplacian
operator. Networks over which growth strives have dif-
ferent features at low and high diffusivities: slow pop-
ulations favor large degrees, fast ones prefer recurrent
spaces. Finally, τ slaves λc ∼ τ and λm ∼ 1/τ in an an-
tipodal way, so much that the optimal point always lies
in the localized phase, except for τ = 0. Hence, we ex-
4pect very connected spaces to provide the greatest overall
returns cτ (λm), but at the cost of a risky population dis-
tribution with heavy tails.
Empirical study with financial data. What is the prac-
tical value of the above conclusions ? They were derived
for a specific stochastic noise ντ (x, t) and diffusive dy-
namics. Yet they are consistent with general principles,
such as the exploration-exploitation trade-off, and should
exhibit some universality. As a check, we apply them to
the problem of portfolio optimization, where funds in-
vest money over a set of assets (the nodes of the graph
S). Each invested amount grows exponentially accord-
ing to a fluctuating log-return, the analog of ντ (x, t). It
has been long known that investments left alone tend to
localize on few well-performing assets, echoing the local-
ization detailed above. To avoid these risky positions,
funds employ rebalancing strategies, of which we adopt
here a rudimentary and common embodiment, the calen-
dar rebalancing: after a fixed temporal interval Tb, the
total money is equally reinvested over all the neighbors
assets (usually the whole portfolio) [32].
For the empirical data, we consider the S&P listed
stocks, starting from January 1998 to December 2013,
with daily open and close ticks [26]. We pick the set of
M = 388 companies with the longest history and simu-
late a portfolio with a small initial investment on each,
applying a calendar rebalancing of frequency f = 1/Tb.
We then monitor both the typical and mean returns c(f)
and c¯(f) of our invesment as a function of f , after 10
years (see Appendix E). The results are presented in
Fig.3 Top, where c(f) surprisingly shows no optimum
at all. In fact, it keeps growing as f →∞. Yet it is con-
sistent with the financial wisdom that equities’ returns
are far from uncorrelated gaussian noises. The assets’ re-
turns are even temporally anti -correlated (as show by the
auto-correlation function (ACF) presented in the inset of
Fig.3 Top). Because there is no incentive to spend any
time on a given asset, rebalancing should be as frequent
as possible fm =∞, in agreement with our analysis.
Assets with correlated returns do exist, for example
in government bonds trading. Governments around the
world emit debt bonds, and their interest rate is com-
puted every month according to the economical perfor-
mance of the emitting state. Bond owners can spec-
ulate over these interest rates, that usually follow the
slower timescale set up by their countries. We consider
a dataset of 23 countries over a total of 285 months [27],
and apply the same type of rebalancing (see Fig.3 Bot-
tom). This time, a clear optimum is observed, at roughly
f = 0.02 mth−1. In the inset of Fig.3 Bottom, we show
again the ACF and find clear positive correlations over
a timescale of 50 months, consistent with the relation
fm ' 1/τ . The optimal strategy creates a localized
portfolio, with c¯(fm) somewhat higher than c(fm). In-
stead of redistributing the wealth over all assets, we also
tried a more local redistribution over S = TK=4 (see Ap-
pendix E). The results are completely similar, but with a
smaller optimal return c(fm) and a slower decay at large
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Figure 3: (Top) Portfolio returns c¯(f) (upper curve) and c(f)
(lower curve) as a function of the rebalancing frequency f , for
a 388 NASDAQ stocks portfolio. (Inset) ACF of the data log-
returns as a function of the lag in days. Negative correlations
last up to 5 days. (Bottom) Same returns, but for a portfolio
of 23 government bonds. (Inset) ACF of the data log-returns
as a function of the lag in months. A correlation time of order
70 months is observed.
f . Hence, even if the returns are not Gaussian and the
dynamics not diffusive, those findings parallel our analy-
sis that, in a localized phase, very connected graphs pro-
vide a better bed for growth, and we conjecture that the
complete graph, out of all, leads to the largest optimal re-
turn c(fm). Less connected graphs may be preferred for
faster and safer rebalancing. Remarkably, we did not per-
form any kind of rescaling on the data, except to remove
the base trend of the market. The devised principles are
impressively robust with respect to heterogeneities in the
stochastic environment.
Identical conclusions could be reached for other time-
correlated products such as trading pairs or similar pro-
cesses in different contexts such as world trading of basic
goods [9] and fitness landscapes of microbial populations
[28]. We believe our conclusions are robust enough to
provide a general understanding of multiplicative growth
coupled with exploration. This study can be furthered
in many directions. Suprisingly, a detailed study of Eq.1
on the tree-like lattices TK=2d, although a good approx-
imation to the harder Euclidian case, is still lacking and
warrants a more in-depth look ([29] reached similar con-
clusions for the related Anderson Hamiltonian). We also
skimmed over the microscopic details of the population
distribution, focusing on the macroscopic growth rates.
Hinsights gained from Eq.1 about how population spread
already have a fecond history [24] and we leave its study
in the present case for latter work. Last but not least, we
ignored heterogeneity. The spaces studied here are regu-
lar graph, variances and correlation times of the noise are
chosen equal for all sites. Although heterogeneity does
5not invalidate our conclusions, as shown by the empirical study, its role requires a more thorough inquiry.
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6Appendix A: The Feynman-Kac formula for the PAM
In this section, we recall the Feynman-Kac formula (or path integral) for Eq.1. The Feynman-Kac formalism
reduces the solution of a partial differential equation to an expectation value over some random process. It is usually
formulated with terminal conditions, so one needs first to revert the time of Eq.1 by the change s→ t− s, leading to:
φ(xi, t) = EpiXλ
[
exp
(∫ t
0
ντ (X(s), t− s)ds
)]
(A1)
φ(xi, 0) = 1 ∀xi ∈ S (A2)
The expectation EpiXλ is taken over the distribution of continuous time random walks Xλ in S, that wait a random
time sampled from an exponential distribution of parameter λ, before hopping onto neighbours, with initial conditions
Xλ(0) = xi.
Note that with we are considering ντ (x, .) as an Ornstein-Ulhenbeck process, which bypasses some difficulties in
defining the integral Eq.A1. We also use the fact that, if its initial value is draw from its stationary distribution,
ντ (x, .) is time reversible, so that we can equivalently consider the slightly simpler:
φ(xi, t) = EpiXλ
[
exp
(∫ t
0
ντ (X(s), s)ds
)]
(A3)
The clearest way to derive asymptotics is to introduce sets of rescaled variables. Although we always present the
final results in the original unscaled variables, the λ dependence in the distribution piXλ can be absorbed by choosing
t→ λt. With this rescaling, Eq.1 reads:
∂tφ(x, t) = ∆xφ(x, t) +
1√
λ
ν1(x, t)φ(x, t) (A4)
dντλ(x, t) = −ντλ(x, t)
λτ
dt+
σ
λτ
dW (x, t) (A5)
The rescaled noise ντλ has now correlations:
〈ντλ(x, t)ντλ(y, 0)〉 = σ
2
2τλ
e−
t
τλ δ(x− y) (A6)
And the Feynman-Kac formula adopts the form presented in the main text Eq.5 because of its analogy with a partition
function:
φ(x, t) = EpiX
[
exp
(
1√
λ
∫ t
0
ντλ(X(s), t− s)ds
)]
(A7)
with EpiX being now the expectation over random walks with exponential time jump distribution of parameter 1.
Appendix B: The small diffusion behaviour
In this section we investigate the small λ behaviour of cτ (λ). Let us first consider the λ = 0 case. Eq.1 reduces to:
∂tφ(x, t) = ντ (x, t)φ(x, t) (B1)
which leads to the exponential of the OU process:
φ(x, t) = exp
(∫ t
0
ντ (x, u)du
)
(B2)
In this limit, the difference between the quenched and annealed values is at its largest. Indeed:
cτ (0) = lim
t→∞
1
t
〈log φ(0, t)〉 = lim
t→∞
1
t
〈
∫ ∞
0
ντ (0, u)du〉 = 0 (B3)
7On the other hand:
lim
t→∞
1
t
log〈φ(0, t)〉 = lim
t→∞
τσ2
2t
(
e−t/τ − 1 + t
τ
)
=
σ2
2
(B4)
This quantity is independent of τ , which is the reason behing the original scaling of Eq.2: the accumulation of either
white noise or Ornstein-Uhlenbeck increments are basically equivalent at large times.
The expansion at small λ is best obtained with the set of variables of Eq.A3, that we recall:
φ(xi, t) = EpiXλ
[
exp
(∫ t
0
ντ (X(s), s)ds
)]
(B5)
φ(xi, t = 0) = 1 ∀xi ∈ S (B6)
A path of the walkXλ is defined by the number of jumpsN up to time t, the list of the positions visited {X1, X2, .., XN}
and the list of times at which those jumps occured {t1, t2, .., tN}. We denote DN the set of all possible positions N -
lists, with |DN | = KN , K the degree of S. Similarly, we denote LN the set of N ordered possible times, up to t,
drawn from [0, t] with a density N !
tN
. Finally, the probability for Xλ to perform N jumps in [0, t] follows a Poisson
distribution of rate λ:
P (N) = e−λt
(λt)N
N !
(B7)
The expectation in Eq.B5 can thus be rewritten as:
φ(u, t) =
∞∑
N=1
P (N)
∑
{x1,x2...}∈DN
1
KN
∫
{t1,t2...}∈LN
N !
tN
exp
(∫ t1
0
ντ (x1, s)ds+
∫ t2
t1
ντ (x2, s)ds+ ...
)
dt1...dtN (B8)
Now, we note that at small λ (more exactly for λτ  1), the average jump time is much larger than the correlation
time of ντ (x, .). Then the integral in Eq.B8 can be split in approximately independent pieces, each corresponding to
a sojourn period on one site of the walk. Assuming that the interval between jumps is always the same, and therefore
roughly equal to t/N , we can determine the typical value of each integral splits:
〈
(∫ t
N
0
ντ (x, s)ds
)2
〉 ' σ
2t
N
(B9)
∑
N
∫ t
N
0
ντ (X(s), s)ds ∼ σ
√
tN (B10)
We are interested in the behaviour of log(φ(u, t)). Plugging Eq.B7 and Eq.B10 in Eq.B8 and maximizing the argument
of the exponential, we obtain a set of saddle point equations for the optimal number of jumps N∗. More precisely,
the optimal temporal jumps density Nˆ = N
∗
t follows:
0 = log
(
λ
K
)
+
σ
2
√
Nˆ
(B11)
cτ (λ) = −λ+ Nˆ log
(
λ
K
)
+ σ
√
Nˆ (B12)
Expanding for λτ  1 leads to:
cτ (λ) ∝ σ
2
4 log(Kλ )
(B13)
up to a prefactor that depends on the nature of the disorder (rigorous results for the Euclidian case can be found
in [20]). This derivation highlights some interesting facts: first note that cτ (λ) is not differentiable in 0, and has a
logarithmic singularity, quite difficult to observe numerically. Moreover, because of the large sojourn time, the details
of the noise ν(x, t) have little importance, as the central limit theorem takes place in Eq.B10, and this result extends
to a more general class of stochastic processes. Also, the dependence in τ drops out, as long as λτ  1.
Finally, we remark that Eq.B13 provides a poor estimate that even becomes negative for λ > 1/K. The saddle points
equations do not suffer from such problem, but we observe numerically that the approximation becomes unreliable
even at moderate values of λ.
8Appendix C: The large diffusion behaviour
In this section, we derive the decay of cτ (λ) at large λ. We recall the rescaled form of the Feynman-Kac formula
Eq.A7:
φ(x, t) = EpiX
[
exp
(
1√
λ
∫ t
0
ντλ(X(s), s)ds
)]
(C1)
In the large λ regime, we expect c¯τ (λ) and cτ (λ) to be equal, or at least very close, because the population is
delocalized. Hence we equivalently look at c¯τ (λ), an quantity easier to compute. Averaging Eq.C1 over the disorder
gives:
〈φ(x, t)〉 = EpiX
[
〈exp
(
1√
λ
∫ t
0
ντλ(X(s), s)ds
)
〉
]
(C2)
〈φ(x, t)〉 = EpiX
[
exp
(
σ2
4λ2τ
∫ t
0
∫ t
0
δ(X(t1)−X(t2))e−
|t1−t2|
τλ dt1dt2
)]
(C3)
〈φ(x, t)〉 ∼ EpiX
[
1 +
σ2
4λ2τ
(∫ t
0
∫ t
0
δ(X(t1)−X(t2))e−
|t1−t2|
τλ dt1dt2
)]
(C4)
where in the last line, we used the hypothesis λτ  1. We have to evaluate the following term:
A = EpiX
[
σ2
4λ2τ
(∫ t
0
∫ t
0
δ(X(t1)−X(t2))e−
|t1−t2|
τλ dt1dt2
)]
(C5)
Noting the parity of the integrand, we have:
A = EpiX
[
σ2
2λ2τ
(∫ t
0
∫ t′
0
δ(X(t′ + u)−X(t′))e− uτλ du dt′
)]
(C6)
=
σ2
2λ2τ
(∫ t
0
∫ t′
0
P (0, 0;u)e−
u
τλ du dt′
)
(C7)
=
σ2
2λ2τ
∫ t
0
P (0, 0;u)e−
u
τλ (t− u)du (C8)
EpiX [δ(X(t
′ + u)−X(t′))] is the probability that X comes back to its position at time t’, after a delay u. Given the
time translation invariance of X, and the space symmetry of the graphs considered in the paper, it simply is P (0, 0;u),
the probability for X to return to its origin after such a delay u. Therefore, from Eq.C4:
log(〈φ(0, t)〉) ∼ σ
2
2λ2τ
∫ t
0
P (0, 0;u)e−
u
τλ (t− u)du (C9)
lim
t→∞
log(〈φ(0, t)〉)
t
∼ σ
2
2λ2τ
∫ ∞
0
P (0, 0;u)e−
u
τλ du (C10)
What can be said about this integral ? P (0, 0;u) is a well-known object that we can express as a sum over the number
of jumps N occuring between 0 and u. If we note PN (0, 0) the probability to come back at the origin after N jumps,
and P (N) the probability (Eq.B7) that N jumps occured up to time u, we have :
P (0, 0;u) =
∞∑
N=0
PN (0, 0)P (N) (C11)
P (0, 0;u) =
∞∑
N=0
PN (0, 0)e
−uu
N
N !
(C12)
9Injecting this expression back into Eq.C10, we get:
cτ (λ) ∼ σ
2
2λ2τ
∞∑
N=0
PN (0, 0)
∫ ∞
0
e−u
uN
N !
e−
u
τλ du (C13)
∼ σ
2
2λ2τ
1
1 + 1τλ
∞∑
N=0
PN (0, 0)
(
1
1 + 1λτ
)N
(C14)
∼ σ
2
2λ2τ
1
1 + 1τλ
G
(
0, 0;
1
1 + 1τλ
)
(C15)
G(0, 0; z) is the generating function of return probabilities to the origin (also called the lattice Green function)
G(x, y; z) =
∑
N PN (x, y)z
N , a classical object for the study of Markov chains on lattices [21]. It has well-known
expression for a variety of graphs, amongst which the Euclidian ones (BZ is the Brilloin Zone). For the random
regular graphs TK , we approximate the Green function by its expression over an infinite d-tree, using the fact that
they have a common local limit in the large N limit [30]:
G(0, 0; z) =
1
(2pi)d
∫
BZ
ddk
1
1− z/(2d)∑j∈Nj eik.j for S = Ed (C16)
G(0, 0; z) ' 2
K−1
K
K−2
K +
√
1− 4K2 (K − 1)z2
for S = TK (C17)
Finally, we take again the limit of λτ  1. G(0, 0; z) for z close to 1 is known to diverge on Ed≤2 (as random walks
over them are recurrent), while it does converge for Ed≥3 and TK . More precisely:
G(0, 0; 1− ) ∼ 1√
2
for Ed=1 (C18)
G(0, 0; 1− ) ∼ 1
4pi
ln
(
1

)
for Ed=2 (C19)
G(0, 0; 1) =
√
6
32pi3
Γ
(
1
24
)
Γ
(
5
24
)
Γ
(
7
24
)
Γ
(
11
24
)
≈ 1.516 for Ed=3 (C20)
G(0, 0; 1) ' K − 1
K − 2 for TK (C21)
Taking into account these behaviours, and going back to the original variables (with c→ cλ), we retrieve the following
results for λτ  1 :
cτ (λ) ' σ
2
2
√
2λτ
for Ed=1 (C22)
cτ (λ) ' σ
2 ln(λτ)
8piλτ
for Ed=2 (C23)
cτ (λ) ' 1.516σ
2
2λτ
for Ed=3 (C24)
cτ (λ) ' K − 1
(K − 2)λτ for TK (C25)
Appendix D: Numerical simulations
Simulating multiplicative stochatic equations like Eq.1 over a graph S can be challenging. We choose a split-step
algorithm for the dynamic evolution that updates the solution in two stages. On site i of the lattice, it reads:
φ
(
xi, t+
dt
2
)
= φ(xi, t) exp
(∫ t+dt
t
ντ (xi, s)ds
)
φ(xi, t+ dt) = φ(xi, t+
dt
2
) +
dt
|N (i)|
 ∑
j∈N (i)
φ(xj , t+
dt
2
)− φ(xi, t+ dt
2
)
 (D1)
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When dt→ 0, at first order in dt, we recover the usual discretization.
φ(xi, t+ dt) = φ(xi, t)(1 + ντ (xi, s)dt) +
dt
|N (i)|
∑
j∈N (i)
φ(xj , t)− φ(xi, t) (D2)
The advantage of using such split scheme is that one can compute exactly the statistics of
∫ t+dt
t
ντ (xi, s)ds, whose
description is given in [31], in order to remove one source of discretization error. The noise ντ (xi, s = 0) is initially
drawn from the stationnary distribution.
At each time step, we renormalize the field {φ(., t)} by its maximum value on the lattice φˆ(t) = maxxi∈S(φ(xi, t))
and we store its logarithm in a variable, to keep track of these renormalization constants. This is necessary to keep
the field from blowing up exponentially. We finally wait until convergence of the quantity cτ (λ) = limt→∞
〈log(φ(0,t))〉
t
(usually for ttot ' 100 and report the stationnary values. We repeat this procedure over several systems for the same
lattice for different realisations of the noise and compute the averaged cτ (λ) obtained, which is the one we report in
the graphs of this paper. Note by constrat that c¯τ (λ) is very difficult to obtain numerically, as it does not average
well.
The typical size of the lattices, both for Euclidean graphs or random regular graph, is of roughly M = 106 sites.
The typical number of noise realisations we used to average c is 5. The values of τ explored range from 0 to 10, of λ
from 10−3 to 102.
Appendix E: Methods for the financial dataset
For the financial datasets, we employ two very different assets:
• The S&P 500 dataset we studied is provided free of charge by QuantQuote at the following web address:
https://quantquote.com/historical-stock-data . It contains the daily value (or tick) of stocks dating back from
1998 and up to 2013. We focused on M = 388 stocks who survived the entire period of measurements.
• The government bonds yield dataset was also provided free of charge by OECD on the following website:
https://data.oecd.org/interest/long-term-interest-rates.htm#indicator-chart . It consists of measure on a
monthly basis dating back from 1953 up to today. We retained M = 23 countries, with a total number of 285
months for our study.
Each dataset provides the tick value of those assets pi(t), from which we extract the log-return, analogous to our
resources ri(t) = log(pi(t + 1)/pi(t)). We then detrend the set, by removing the average of those returns, over the
whole portfolio and period.
10-3 10-2 10-1 100
100
f
c(f) (×10−4)
10-2 10-1
10-1
f
c(f) (×10−4)
Figure 4: Returns of the portfolios. Left: S&P dataset, the blue (lowest) curve is the return c(f), while the green (upper)
curve is the ”annealed” return c¯(f). Right: Same curves for the government bonds dataset.
For both dataset, we apply the same simulation procedure. We first consider a graph, the nodes being the various
assets (for the S&P, a fully connected graph, for the bonds both a fully connected graph and a random regular graph
with K = 4). We also start from an homogeneous state, with a small investment of 1 on each node. We then simulated
the evolution of the portfolio using the empirical returns pi(t).
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Figure 5: Comparison of the return of the bonds portfolios and the growth rate of Eq.1. Left: portfolio return c(f) for a
rebalancing strategy over a fully connected graph (green, full) and over a random graph of degree K = 4 (blue, dashed). Right:
Growth rate cτ (λ) again for a diffusion over a fully connected graph (green, full) and over a random graph of degree K = 4
(blue, dashed)
With a frequency f , so after a period of 1/f months, we choose to rebalance our portfolio, according to its topology:
the money on one site is splitted evenly among itself and its neighbours (for the complete graph, this rebalancing
amounts to redistribute evenly the money on all countries). Thus, the rebalancing strength, although not diffusive,
still scales with f . Finally, we measured both c(f) = 〈log(φi(t))〉t and c¯(f) =
log(〈φi(t)〉)
t . The average is performed by
choosing the starting point of the rebalancing strategy at random between t = 0 and t = 1/f , and summing over the
last 20 steps.
We also compute the autocorrelation function ACF(u) for a delay u and averaged over the whole portfolio, defined
as:
ACF(u) =
1
M
∑
i∈S
T∑
t=1
pi(t)pi(t+ u) (E1)
The results of the rebalancing strategy over a fully connected portoflio are presented in Fig.4 for both datasets, and
a similar plot can be found in the main text Fig.3, along with the ACF in insets.
Finally, we present, head to head, results from the analytical model Eq.1 and the empirical dataset in Fig.5.
Although the growth rate of the PAM cτ (λ) and the return of the portfolio c(f) are quite different, they strikingly
behave in the same qualitative way, with respect to the structure of S. Namely, the fully connected space allows
the largest overall cτ (λm) and c(fm), but decays faster in the delocalized phase compared to the same rates over
S = TK=4.
