In this paper, we propose a robust tracking method for infrared object. We introduce the appearance model and the sparse representation in the framework of particle filter to achieve this goal. Representing every candidate image patch as a linear combination of bases in the subspace which is spanned by the target templates is the mechanism behind this method. The natural property, that if the candidate image patch is the target so the coefficient vector must be sparse, can ensure our algorithm successfully. Firstly, the target must be indicated manually in the first frame of the video, then construct the dictionary using the appearance model of the target templates. Secondly, the candidate image patches are selected in following frames and the sparse coefficient vectors of them are calculated via 1 -norm minimization algorithm. According to the sparse coefficient vectors the right candidates is determined as the target. Finally, the target templates update dynamically to cope with appearance change in the tracking process. This paper also addresses the problem of scale changing and the rotation of the target occurring in tracking. Theoretic analysis and experimental results show that the proposed algorithm is effective and robust.
INTRODUCTION
Object tracking algorithm plays an important role in the field of computer vision, whose task is to estimate the state of the moving target in a video sequence. This topic is the essential fundament for automatic video analysis such as intelligent surveillance, traffic monitoring, human-computer interaction, etc.
1 Over the past few decades, numbers of state-of-the-art tracking algorithms were reported for various applications. However, challenges of the object tracking algorithms still exist, which are caused by the noise, occlusion, illumination changes and viewpoint variations, etc.
Traditionally tracking algorithm are categorized as discriminative or generative methods. Discriminative methods 2 formulate the problem as a binary classification task, which separate the target from the background with a trained classifier. The classifier used in the discriminative method can be updated online. Generative methods represent the target object as an appearance model. The problem is formulated as searching for the image region with the maximal similarity compared to the target. The model of the target object should be updated to adapting the dynamic environmental changes and the variations of the target object observation.
The shapes and appearances can be used as the feature of the object in tracking algorithms. The shape representations include points, geometric shapes, silhouette and contour, etc. The common appearance representations in the object tracking use probability densities of object appearance, templates, active appearance models, multiview appearance, etc.
Recently, sparse representation is used in various applications. Be motivated by the sparse representation in face recognition, 3 numerous tracking algorithms with sparse representation were proposed. In this way, the performances of the algorithms were improved.
In the paper, we introduce appearance model and the sparse representation in the framework of particle filter to deal with the tracking problem in infrared image sequences. With this method the challenges of the infrared object tracking which are caused by the low contrast and the noise can be overcome. This paper is organized as follows. The related works are reviewed in the section 2. The appearance model and the sparse representation are described in the section 3 and 4, respectively. In section 5, we present our experimental results. The conclusion is drawn in the section 6.
RELATED WORK
In recent years, a rich number of state-of-the-art tracking algorithms have been proposed. In this section, we review some related studies with our method.
First, considering the tracking problem as an estimation of the state variable in state space. The state variable contains information of the tracking target such as position and velocity, etc. If the state transitional equation of the system is linear and the probability density function(pdf ) of the state variable is Gaussian, the state variable can be obtained recursively through the kalman filter. But for the nonlinear and non-Gaussian system, we should substitute the particle filter for the kalman filter. Particle filter is a kind of sequential Monte Carlo (SMC) method to calculate the pdf using Monte Carlo integration. Particle filter used in tracking can be seen in many papers. Katja use particle filter with a color feature to tracking non-rigid objects in real-time. 4 Yang presented a hierarchical particle filter to track multiple objects, 5 Liu used fusion of multi-feature to track objects, 6 etc.
Second, sparse representation and compressed sensing make an important role in the community of signal and image processing recently. The sparse representation used in recognition and tracking is motivated by the work of the J. Wright, 3 in their work the discrimination of sparse representation in feature space is testified. Mei proposed a robust tracking algorithm with sparse representation, 7 they used trivial templates to deal with the occlusion of object in some severe applications. Bai 8 and Han 9 also improved the tracking algorithms with sparse representation to make them more robust and fast. In the work of Zhang, 10 the high dimensional feature vector is projected into the low dimensional space via a random matrix.
Through the previous related work, we use the particle filter framework with sparse representation to tracking target in infrared image sequences.
PARTICLE FILTER
In this paper we introduce the appearance model and the sparse representation in the particle filter framework to make the tracking algorithm more robust. The particle filter is a bayesian algorithm to model the underlying dynamic system, which is nonlinear and non-Gaussian. 11, 12 It essentially consists of two steps: prediction and update, to estimate the pdf of the state variable. Let x t denote the state variable at time t, y t denote the measurement(observation) at time t, and Y t = {y i , i = 1, ..., t}. Suppose that the required pdf p(x t−1 |Y t−1 ) at time t − 1 is available. In prediction step, the prior pdf is obtained by:
where the p(x t |x t−1 ) is the transitional density, which is derived from the transitional equation of the dynamic system. When getting the measurement y t at the time t, the posterior pdf p(x t |Y t ) can be update using the Bayes' rule:
where the p(y t |x t ) is derived from the measurement equation of the system. From the Equation (2),the normalizing constant is only related to the measurements Y t . Then we have the Bayes filter:
Particle filter substitutes the integration in Equation (3) with the Monte Carlo method. The posterior pdf in Equation (3) is recursively approximated by a set of N samples {x i t } i=1,...,N with importance weights w i t . The p(x t |Y t ) can be written as:
where δ(·) is the delta function. The weights are chosen using the principle of importance sample. In practice, the pdf p(x) is difficult to draw samples, we should use p(x) ∝ π(x) which π(x) can be evaluated. In addition, let π i ∼ q(x), i = 1, ..., N be samples that are easily generated from a proposal q(·) called an importance density. Then the weights need be calculated and updated are:
It can be shown that as N → ∞, Equation (4) approaches the true posterior density p(x t |Y t ). In our method we use affine transformation as the transition model of the state variables. 7, 8 Denote state variable a 2 , a 3 , a 4 , t 1 , t 2 ) , the entries in the x t are affine transformation parameters. Parameters in state variable x t is considered independently with each other and x t is governed by a Gaussian distribution around the previous state x t−1 . The similarity between a image candidate and the image templates can be using as the measurement model, we can write:
where the N(·) is the Gaussian distribution and d(j) is the residual of the candidate and the target templates. The detail of how to get the residual will be shown in the next section.
SPARSE REPRESENTATION OF APPEARANCE MODEL
Templates and appearance model have been widely used in tracking algorithms because of their relative simplicity. The appearance of candidate target lies on a linear low-dimensional subspace spanned by some templates. We describe template and candidate image patch as 1 − D vector with d entries. By the n given training templates, we have a training matric T = [t 1 , t 2 , ..., t n ] ∈ R d×n . A candidate image patch can be written as a vector y ∈ R d .
The c = (c 1 , c 2 , ..., c n ) T ∈ R n is called a target coefficient vector.
Because noise and occlusion are often occurred in many tracking scenarios. The former is a number of scattered pixels which are corrupted in the image, The later is a connected region of pixels which is different with the target. The candidate image patch with noise and occlusion is represented by:
where is the error vector, To harness the problems described above, the trivial templates is proposed in.
3, 7
The candidate image patch is rewritten as:
To generally represent the noise and occlusion, the identity matrix is chosen as the trivial templates. c e is called trivial coefficient vector. The non-zero entries in trivial coefficient vector mean that there are noise or occlusion on a pixel at particular positions. Because of B ∈ R d×(d+n) , the system described in Equation (10) is a underdetermined system and doesn't have a unique solution for c. The candidate image patch lies on the subspace spanned by the target templates, so the target coefficient vector is sparse. At the same time, the noise or occlusion only in part of the image patch, the nonzero entries in trivial vector is far less than n. So the solution of the Equation (10) is sparse and can be recovered by solving the 0 -norm minimization problem:
where · 0 is the 0 -norm which counts the number of nonzero entries and · 2 is the 2 -norm, is the error tolerance. The problem of finding the sparsest solution of the Equation (11) is NP-hard, and the solution is equal to the solution of the following problem:
this problem can be solved in polynomial time by standard linear programming method.
14 By getting the solution from Equation (12), we can obtain the residuals between the candidates and the templates then to calculate the likelihood function p(y t |x t ) in the particle filter.
Using the sparse coefficients, we can make a template update scheme. Template update must not only cope the changes of the appearance model, it must ensure the template don't drift away from the target as well. So we assign important weight to each template and update the templates at each iteration of the algorithm. Suppose that we have a predefined threshold τ and a constant increase weight w 0 . After determining the target, we get the target coefficient vector (c t ) of it. Denote the minimum of the coefficients in the vector is c t−min and the maximum is the c t−max . If c t−min < τ , it means that the current target is not similar with any templates in template's set, the templates must be updated, then remove the template which has the least weight and add the current target to the template's set. Otherwise we only update the weight of each template by setting i to the index of the c t−max and adding w 0 to w i . Finally, normalize the weights of all templates.
By the techniques described above, we show the robust algorithm as follow:
• Step 1 Initialization: Indicate the target manually in the first frame of the video, than construct the dictionary using the appearance model of the target templates, set the initial state variable x.
• step 2 Sampling: According to the affine parameters in the state variable x, sampling some candidate image patches in the sequential frame of the video.
• step 3 Sparse representation: Calculate the sparse representation coefficient vector of the candidate image patches, then getting the likelihood of the observation model p(x t |y t ) in the particle filter framework.
• step 4 Finding target: According transition model, Find the target by getting the state variable x by maximum the posterior probability density.
• step 5 Update templates: Update the set of templates and then return to step 2 until the last frame of the video.
EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our algorithm on two infrared image sequences. The first sequence contains two cooling towers and some building on the ground, that has a 720×576 resolution. The movement of the two cooling towers is tracked and the target is a 150×100 image patch which contains two cooling towers. In this image sequences the target undergo scale changes and rotation. Another is a airplane sequence, the airplane is flying above various terrains like forest and mountains as well as different shapes of clouds. The airplane is chosen as target naturally. This image sequences undergo scale and pose changes, out-of-plane rotation and occlusion. Because the infrared image sequences don't include the light changes, we also implement this algorithm In the Fig. 1 , (a)∼(c) show that this algorithm can cope with the scale changes and rotation easily. Because the second experiment is severer than the first one, especially in the (e), we can find that the target is almost covered by cloud. This method can tracking the object in this scenario successfully. In the third experiment, this algorithm can over come the scale changes, rotation and illumination changes in the tracking task.
To quantitatively evaluate this algorithm, we manually label the ground truth of the sequences as the previous work.
7, 8 Then we calculate the distance between the center of the tracking results and that of the ground truth. As shown in Fig. 2 , the image (a),(b) and (c) are the results of the infrared image sequences of cooling tower, the infrared image sequences of airplane and a visual image sequences.
The error of the center pixel is very small compared with the size of the object. The mean errors of the above three experiments are 7.9, 2.62 and 11.23 pixels, respectively.
CONCLUSION
In this paper a new algorithm, based on particle filter framework and combined with sparse representation, is used for tracking objects in infrared image sequences. The sparse representation coefficient is a new method to measure the similarity between the candidates and the target. The target templates and trivial templates 
