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IInicializacio´n del estado para un sistema monocular inercial
Resumen
La visio´n por computador es uno de los campos tecnolo´gicos con mayor actividad. Esto es debido a la gran
cantidad de aplicaciones potenciales relacionadas con ella. Dentro de la visio´n por computador se encuentra la
visio´n 3D cuyo objetivo es generar una reconstruccio´n 3D de una escena a partir de ima´genes 2D de la misma.
La visio´n 3D tiene aplicaciones, por ejemplo, dentro de la robo´tica y la realidad aumentada.
Hoy en dı´a, para generar un mapa en 3D se utilizan algoritmos de estimacio´n. Estos algoritmos reciben un
estado y unas medidas, y devuelven un estado actualizado. Para obtener estas medidas lo ma´s habitual es utilizar
un sensor visual-inercial. Este sensor esta´ compuesto por una ca´mara y una unidad inercial (IMU).
Uno de los problemas de los algoritmos de estimacio´n es que, aunque son bastante robustos, a la hora de
inicializar necesitan una semilla inicial precisa. La generacio´n de semillas iniciales o´ inicializacio´n del estado
visual-inercial es un problema no resuelto.
En este trabajo de fin de grado se ha estudiado, implementado y evaluado un algoritmo de inicializacio´n del
estado visual-inercial. Para la evaluacio´n del algoritmo se ha utilizado el dataset EuRoC y se han disen˜ado
diferentes experimentos para evaluar co´mo afectan los diferentes para´metros a su precisio´n y robustez.
A partir de los resultados obtenidos en los experimentos se han escogido los para´metros con los que se
obtienen mejores resultados, permitiendo ejecutar el algoritmo en tiempo real y obteniendo elevadas tasas de
robustez y alta precisio´n.
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1 Introduccio´n
El objetivo general de la visio´n por computador es conseguir que los ordenadores vean. Sin embargo, para
las personas el proceso de ver involucra muchos aspectos. Por ejemplo: reconocer objetos, escenas, estimar
profundidad o detectar movimiento o cambios. Por este motivo la visio´n por computador es un campo muy
fragmentado. Cada uno de los sub-campos en los que esta´ dividida, aspira a replicar cada una de dichas capaci-
dades. La visio´n 3D es uno de estos sub-campos cuyo objetivo es generar una reconstruccio´n 3D a partir de las
ima´genes obtenidas por una ca´mara.
Hoy en dı´a, la visio´n por computador es uno de los campos tecnolo´gicos con mayor intere´s debido a la
gran cantidad de aplicaciones potenciales. Por ejemplo, dentro de la visio´n 3D esta´n la robo´tica y la realidad
aumentada.
Uno de las aplicaciones ma´s relevantes de la visio´n por computador es la robo´tica. Los robots necesitan
conocer el entorno en el que se encuentran para poder interactuar con e´l o moverse por e´l sin colisionar. Para
ello deben ser capaces de crear con bastante precisio´n un mapa 3D del entorno en el que se encuentran. En la
figura 1.1(a) se puede observar el mapa estimado por una ca´mara que se mueve por una habitacio´n de la que no
tiene conocimiento previo.
Otra de las aplicaciones en las que se utiliza visio´n por computador es la realidad aumentada. La realidad
aumentada permite integrar objetos virtuales en la vida real. Para lograr esto es necesario conocer la estructura
de la habitacio´n o el entorno en el que se encuentra el dispositivo y el movimiento de la ca´mara (Figura 1.1(b)).
Esto se consigue mediante la visio´n 3D.
Para poder crear un mapa del entorno en el que se encuentra un robot, o un dispositivo en el que se esta´
ejecutando una aplicacio´n de realidad aumentada, una de las configuraciones ma´s habituales es que e´ste dis-
ponga de un sensor visual-inercial. Un sensor visual-inercial esta´ compuesto por una ca´mara (sensor visual), un
acelero´metro y un giroscopio (IMU). Para estimar una reconstruccio´n 3D, si se utilizan u´nicamente los datos
obtenidos por el sensor visual no se tiene la escala real de la escena. Si se utilizan solo los datos del sensor
inercial la estimacio´n tiene deriva puesto que las mediciones son propioceptivas y no se refieren a elementos
externos de la escena. La principal ventaja de utilizar los datos obtenidos por ambos sensores es que es posible
obtener la escala real de la escena y la trayectoria del robot de manera consistente y sin deriva. Esta combinacio´n
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(a) Mapa 3D del entorno de una ca´mara movie´ndose por una habi-
tacio´n
(b) Realidad aumentada
Figura 1.1: Ejemplos de aplicaciones que utilizan visio´n por computador
sensorial tiene un taman˜o pequen˜o por lo que se puede integrar en cualquier dispositivo. Por ejemplo, se puede
integrar en los tele´fonos mo´viles, permitiendo ası´ el uso de aplicaciones de realidad aumentada en estos.
Actualmente, para crear este mapa, existen algoritmos de estimacio´n bastante robustos que, dado un estado y
unas medidas de los sensores, devuelven un estado actualizado. Aunque estos algoritmos son robustos para la
estimacio´n, tienen un problema en la inicializacio´n, ya que necesitan una semilla inicial precisa del estado. Los
sistemas de localizacio´n visual-inercial no son ni robustos ni precisos en los instantes iniciales de la estimacio´n.
Y uno de los principales motivos es la falta de algoritmos que proporcionen una buena semilla para la estimacio´n
posterior.
En este trabajo de fin de grado se va a trabajar con un algoritmo de inicializacio´n del estado visual-inercial.
Este algoritmo no necesita ningu´n tipo de conocimiento previo de la escena para determinar su estructura 3D.
El principal objetivo de este trabajo es implementar el algoritmo de inicializacio´n del estado visual-inercial y
evaluar co´mo afectan los diferentes para´metros del algoritmo a su precisio´n y robustez. Como este algoritmo es
relativamente nuevo (2014) [6] [3], algunos de los experimentos y evaluaciones realizadas en este trabajo no se
pueden encontrar en la literatura sobre el tema.
Para lograr estos objetivos se han realizado las siguientes tareas:
Estudio de la bibliografı´a. Lectura de los diferentes artı´culos que hablan sobre dicho algoritmo.
Implementacio´n del algoritmo de inicializacio´n visual-inercial en C++.
Estudio del dataset EuRoC sobre el que se realizara´n las pruebas. Se utiliza este dataset ya que contiene
“ground truth” de posicio´n y orientacio´n. Estos datos son muy u´tiles para comprobar los resultados obtenidos
en los experimentos.
Disen˜o de las pruebas con las que se evaluara´ el algoritmo.
Implementacio´n y ejecucio´n de las pruebas sobre el dataset.
Ana´lisis de los resultados obtenidos comparando los datos obtenidos con los datos reales (ground truth).
2 Inicializacio´n visual inercial
El algoritmo de inicializacio´n del estado visual-inercial permite estimar el mapa 3D del entorno en el que se
encuentra la ca´mara y los movimientos de la misma. De aquı´ en adelante se referira´ al dispositivo que contiene
la ca´mara y la IMU como “plataforma”.
Se va a suponer que la ca´mara observa simulta´neamente N puntos de intere´s durante un corto intervalo de
tiempo. Existen algoritmos automa´ticos para la deteccio´n y extraccio´n de puntos en ima´genes. En la figura 2.1
se puede ver un ejemplo de los puntos de intere´s de una imagen. Sean t1, ..., tn los tiempos de los intervalos en
los que la ca´mara obtiene una imagen de esos puntos, ni el nu´mero de ima´genes durante las cuales se observan
esos puntos y r(t j) la posicio´n de la plataforma en el instante t j. Se asume que t1 = 0.
Figura 2.1: Puntos de intere´s en una imagen
A partir de la ecuacio´n del movimiento uniformemente acelerado se puede obtener la posicio´n de la plataforma
en un instante determinado t j.
r(t j) = r(t1) + Vt j +
∫ t j
t0
∫ τ
t0
a(ξ) dξ dτ (2.1)
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Donde r(t1) es la posicio´n de la plataforma en el instante t1, V es la velocidad de la plataforma en el instante
t1 y a(ξ) es la aceleracio´n de la plataforma en el instante ξ. El u´ltimo te´rmino de la ecuacio´n 2.1 es una doble
integral que representa la aceleracio´n de la plataforma. Esta doble integral se puede simplificar integrando por
partes y se obtiene la siguiente ecuacio´n:
r(t j) = r(t1) + Vt j +
∫ t j
t0
(t j − τ)a(τ) dτ (2.2)
El acelero´metro no mide la aceleracio´n de la plataforma (a(τ) en la ecuacio´n 2.2) sino que obtiene la acele-
racio´n inercial en el sistema de referencia local (sistema de referencia de la IMU) y la gravedad. Adema´s, los
datos medidos por este sensor tienen un sesgo, por lo que hay que sumarle una constante B (sesgo/bias) a la
medida. En este trabajo se considera que el sesgo B es conocido. Teniendo en cuenta esto en la ecuacio´n 2.2
hay que sustituir a(τ) por Ainertialτ −Gτ + B quedando de la siguiente forma:
r(t j) = r(t1) + Vt j +
∫ t j
t0
(t j − τ)(Ainertialτ −Gτ + B) dτ (2.3)
Sabiendo que la gravedad es constante (−Gτ = −G t
2
j
2 ) y que el sesgo (B) varı´a lentamente (es pra´cticamente
constante para periodos cortos) estos dos te´rminos se pueden sacar de la integral en la ecuacio´n 2.3. Teniendo
en cuenta esto, la integral quedarı´a
∫ t j
t0
(t j − τ)(Ainertialτ ) dτ − B. Con esta integral se obtienen los datos del sensor
inercial preintegrados y se sustituye en la ecuacio´n 2.3 por S j. Esta integral se obtiene nume´ricamente de la
siguiente forma: S j =
∫ t j
t0
(t j − τ)(Ainertialτ ) dτ + B '
∑
k Ainertialk ∆t + B. Haciendo estas sustituciones la ecuacio´n
2.3 quedarı´a:
r(t j) = r(t1) + Vt j −G
t2j
2
+ S j (2.4)
Una vez obtenida la ecuacio´n del movimiento de la plataforma (ecuacio´n 2.4) se ha de obtener la posicio´n de
los puntos extraı´dos de la imagen. Siendo pi la posicio´n real del punto se puede calcular esta posicio´n con la
siguiente ecuacio´n:
pi = r(t j) + λijµ
i
j (2.5)
Donde:
r(t j) es la posicio´n de la plataforma en el instante t j.
λij es la distancia al punto i en el instante t j.
µij es un vector normalizado que representa la direccio´n del punto i en el instante t j.
La ecuacio´n 2.5 en el instante t1 serı´a pi = r(t1) + λi1µ
i
1. Como la posicio´n real del punto (p
i) no varı´a se
cumple la siguiente ecuacio´n.
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pi = r(t j) + λijµ
i
j = r(t1) + λ
i
1µ
i
1 (2.6)
Despejando r(t1) de la ecuacio´n 2.6 se obtiene: r(t1) = r(t j) + λijµ
i
j − λi1µi1. Si se sustituye r(t1) en la ecuacio´n
2.4 y se despeja S j esta ecuacio´n quedarı´a:
S j = λi1µ
i
1 − Vt j −G
t2j
2
− λijµij (2.7)
La figura 2.2 muestra las principales magnitudes que intervienen en las ecuaciones anteriores.
Figura 2.2: Magnitudes principales de la ecuacio´n 2.7. Las variables que aparecen en morado son las
inco´gnitas
Las inco´gnitas de la ecuacio´n 2.7 son el escalar λij y los vectores V y G, es decir, la distancia entre los puntos
y la ca´mara, la velocidad inicial de la ca´mara y la gravedad. Los vectores µij esta´n determinados por las medidas
visuales y las medidas del giroscopio. El vector S j esta´ determinado por las medidas del acelero´metro y del
giroscopio.
Para obtener el valor de las inco´gnitas se necesita crear un sistema de ecuaciones. Para ello se va a utilizar la
ecuacio´n 2.7 a partir de la cual se obtendra´n tres ecuaciones escalares por cada punto caracterı´stico i = 1, ...,N
y por cada imagen capturada empezando por la segunda j = 2, ..., ni. Se empieza desde la segunda imagen
porque la primera imagen no proporciona informacio´n ya que cuando se obtiene esta imagen en el instante t1
siempre se cumple la ecuacio´n 2.7 (S j = λi1µ
i
1 − Vt1 −G
t21
2 − λi1µi1 → S j = −Vt j −G, que es la integracio´n de
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las medidas inerciales). Con estas ecuaciones se puede construir un sistema lineal con 3(ni − 1)N ecuaciones y
6 + Nni inco´gnitas. Una vez construida la matriz que contiene el sistema de ecuaciones, e´ste se puede resolver
invirtiendo dicha matriz. La matriz construida quedarı´a de la siguiente forma:
AX = S (2.8)
Donde:
A es la matriz que contiene la direccio´n de cada punto en cada una de las ima´genes, empezando por la segunda,
y los instantes en los que han sido tomadas cada una de las ima´genes.
S es el vector que contiene los datos integrados.
X es el vector que contiene las inco´gnitas del sistema de ecuaciones.
Estos vectores y la matriz se pueden representar de la siguiente forma:
A =

T2 S 2 µ11 03 03 −µ12 03 03 03 03 03
T2 S 2 03 µ21 03 03 −µ22 03 03 03 03
... ... ... ... ... ... ... ... ... ... ...
T2 S 2 03 03 µN1 03 03 −µN2 03 03 03
... ... ... ... ... ... ... ... ... ... ...
Tni S ni µ
1
1 03 03 03 03 03 −µ1ni 03 03
Tni S ni 03 µ
2
1 03 03 03 03 03 −µ2ni 03
... ... ... ... ... ... ... ... ... ... ...
Tni S ni 03 03 µ
N
1 03 03 03 03 03 −µNni

S =
[
S T2 03 ... 03 S
T
3 03 ... 03 ... S
T
ni 03 ... 03
]T
X =
[
GT VT λ11 ... λ
N
1 ... λ
1
ni ... λ
N
ni
]T
Donde T j =
t2j
2 I3, S j = t
2
j I3, I3 es la matriz identidad de taman˜o 3x3, 03 es la matriz de ceros de taman˜o 3x1 y
t j es el instante en el que se ha obtenido la imagen j. Aunque la matriz A tiene gran taman˜o, la mayorı´a de sus
elementos son ceros. Cada fila de la matriz so´lo contiene ocho elementos que no sean nulos. Teniendo en cuenta
esto el nu´mero de elementos que son distintos de cero es 8 ∗ (6 +Nni). La matriz contiene (6 +Nni) ∗ 3(ni − 1)N
elementos por lo que el ratio de elementos no nulos es 83(ni−1)N . Se puede observar que este ratio es muy pequen˜o
por lo que la matriz es muy dispersa. Para resolver este sistema de ecuaciones se va a usar un me´todo que
optimice la resolucio´n de matrices dispersas. En el siguiente apartado se hablara´ sobre el me´todo usado para
resolver este sistema.
Este sistema de ecuaciones so´lo se construira´ cuando el nu´mero de ima´genes procesadas sea mayor que cinco
[6] y cuando el nu´mero de puntos de intere´s comunes encontrados en las ima´genes procesadas sea mayor que
cinco. Si no se ha encontrado este nu´mero de puntos no se podra´ construir esta matriz, considerando que el
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sistema no se ha inicializado de forma exitosa. En [6] el nu´mero de puntos de intere´s necesarios para construir
el sistema de ecuaciones es 1, pero se ha observado que los resultados son muy imprecisos con pocos puntos.
Los vectores de este sistema de ecuaciones deben estar en el mismo sistema de referencia para poder rea-
lizar las diferentes operaciones y comparaciones. Este sistema de referencia, que denominaremos sistema de
referencia global, es el sistema de referencia local de la plataforma en el instante t1. Asociaremos el sistema
de referencia local al sistema de referencia de la IMU. Este sistema depende del tiempo ya que varı´a conforme
la plataforma se traslada y rota. Como el sistema de referencia va variando, cada vez que los sensores midan
nuevos datos (vectores) estos deben ser multiplicados por una matriz de rotacio´n (R1 j) para que pasen de estar
en el sistema de referencia local del instante en el que han sido obtenidos, a estar en el sistema de referencia
global. Por este motivo, los vectores normalizados que representan la direccio´n de un punto en un instante (µij
en la ecuacio´n 2.7) se han calculado multiplicando las medidas obtenidas por la matriz de rotacio´n:
µij = R
1 jRICµiC jj
R1 j =
∑ j
1 ω∆t
Donde R1 j es la matriz de rotacio´n del sistema de referencia j al sistema de referencia global y RIC es la matriz
de rotacio´n del sistema de referencia de la ca´mara al de la IMU.
Uno de los para´metros de este algoritmo es el nu´mero de ima´genes. Este para´metro puede fijarse desde el
principio. Si se fija, la ca´mara captura ese nu´mero de ima´genes y luego se aplica el algoritmo sobre los datos
recogidos por los sensores. Si este para´metro no se fija, cada vez que la ca´mara obtenga una imagen se aplicara´
el algoritmo sobre los nuevos datos medidos y los almacenados de las ima´genes anteriores. Esto se realizara´
hasta llegar a un nu´mero ma´ximo de ima´genes establecido por defecto o a un nu´mero mı´nimo de puntos encon-
trados. Este para´metro del algoritmo es uno de los que se va a evaluar en las siguientes secciones. Con estos
experimentos se busca obtener que es ma´s o´ptimo: fijar el nu´mero de ima´genes o tener un nu´mero de ima´genes
incremental.
Al sistema de ecuaciones de este algoritmo se le puede an˜adir una restriccio´n no lineal, ya que se puede asumir
que la aceleracio´n de la gravedad es conocida a priori. Esta restriccio´n serı´a |G| = g y puede expresarse con la
siguiente ecuacio´n:
|IX|2 = g2 (2.9)
Siendo I = [I3, 03, ..., 03]. De esta forma se asegura que la norma de las tres primeras variables del vector X,
que representan las 3 coordenadas de la variable G, correspondan a la aceleracio´n de la gravedad (g = 9,81).
Si se aplica esta restriccio´n, para resolver el sistema sera´ necesario encontrar un vector X que satisfaga tanto la
ecuacio´n 2.7 como la ecuacio´n 2.9.
En los apartados posteriores se discutira´ sobre las ventajas y desventajas de utilizar esta restriccio´n no lineal.
Tambie´n se hablara´ de los diferentes algoritmos que existen para detectar y extraer los puntos caracterı´sticos
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de una imagen y de co´mo saber si un punto esta´ presente en varias ima´genes. Adema´s, tambie´n se explicara´n
las diferencias en los resultados a la hora de establecer el nu´mero de ima´genes, tanto si se es fijo como si es
incremental. A continuacio´n, se va a explicar las diferentes herramientas y me´todos utilizados para implementar
este algoritmo.
3 Implementacio´n
El algoritmo descrito en la seccio´n anterior se ha implementado en C++ para su evaluacio´n. Para dicha imple-
mentacio´n se han utilizado las librerı´as Eigen, IPOPT y OpenCV. A continuacio´n, se explica el uso de cada una
de las librerı´as.
3.1. C++
El algoritmo se ha implementado en C++ para poder medir los tiempos en las diferentes configuraciones. De
esta forma sabiendo estos tiempos se puede saber cua´les son las opciones/para´metros que ma´s se adecuan al
algoritmo.
Para implementar este algoritmo se ha creado una clase Initialization que contiene todas las funciones necesa-
rias para poder ejecutar el algoritmo. La funcio´n principal de esta clase, initializate, devuelve la nube de puntos
creada (puntos 3D), las coordenadas de estos puntos en la primera y en la u´ltima imagen procesada (puntos
2D) y la posicio´n y orientacio´n actual de la plataforma. Estos datos solo se devuelven en el caso en el que el
algoritmo haya terminado con e´xito, es decir, si se han encontrado ma´s de cinco puntos en las primeras cinco
ima´genes.
La clase Initialization tiene un atributo de tipo Cam Imu. Este atributo almacena toda la informacio´n relacio-
nada con los para´metros extrı´nsecos e intrı´nsecos de la ca´mara y de la IMU.
Adema´s, la clase Initialization utiliza la clase Pose y la clase Solver Constraint. La clase Pose representa la
posicio´n y orientacio´n de la plataforma. La clase Solver Constraint se utiliza para resolver el sistema con la
restriccio´n no lineal.
En la figura 3.1 se puede observar el diagrama de clases de esta implementacio´n.
3.2. Eigen
Como se puede observar en la figura 3.1, la mayorı´a de las funciones de este algoritmo utilizan matrices y
vectores. Por esta razo´n, se ha decidido usar la librerı´a Eigen ** que contiene la clase Matrix y Vector y permite
realizar las operaciones necesarias entre ambas clases.
** http://eigen.tuxfamily.org/index.php?title=Main_Page
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Figura 3.1: Diagrama de clases
Otra razo´n por la que se decidio´ utilizar la librerı´a Eigen es por la gran variedad de me´todos que tiene para
resolver sistemas lineales de ecuaciones. El primer me´todo que se probo´ para resolver el sistema de ecuaciones
fue el de la descomposicio´n Jacobi SVD. Este me´todo descompone la matriz en tres matrices (S, V y U) y obtiene
los valores y los vectores singulares. Pero, como ya se ha mencionado antes, la matriz que contiene el sistema
de ecuaciones es muy dispersa. La librerı´a Eigen tiene diferentes me´todos, tanto directos como iterativos, para
optimizar la resolucio´n de matrices dispersas. Tras evaluar las pre-condiciones de cada uno de estos me´todos
se decidio´ evaluar el me´todo de factorizacio´n QR (directo) y el me´todo de los mı´nimos cuadrados del gradiente
conjugado (Least Squares Conjugate Gradient, iterativo).
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Jacobi SVD
Jacobi SVD no es un me´todo optimizado para resolver matrices dispersas. Se decidio´ utilizar este me´todo
para poder evaluar la ganancia de los otros dos me´todos. Este me´todo descompone la matriz A de taman˜o nxp
en USV∗ donde U es un vector unitario de taman˜o nxn, V es un vector unitario de pxp y S es una matriz nxp
que contiene en su diagonal los valores singulares de A y el resto de elementos son nulos. Los vectores U y V
son conocidos como los vectores singulares. A partir de los valores y vectores singulares se puede resolver el
sistema de ecuaciones.
Factorizacio´n QR
Factorizacio´n QR (left-looking rank-revealing QR decomposition) de matrices dispersas consiste en descom-
poner la matriz A en AP = QR donde P es la matriz A permutada por columnas, Q es una matriz ortogonal
representada como el producto de la transformacio´n de Householder (Householder reflections, transformacio´n
lineal del espacio que consiste en una reflexio´n pura con respecto a un plano) y R es una matriz dispersa trian-
gular o trapezoidal. Una vez realizada la descomposicio´n se resuelve el sistema.
Mı´nimos Cuadrados del Gradiente Conjugado
El me´todo de Mı´nimos Cuadrados del Gradiente Conjugado (Least Squares Conjugate Gradient) resuelve
el problema de mı´nimos cuadrados (min|Ax − b|2) utilizando el algoritmo iterativo del gradiente conjugado.
El gradiente conjugado es un me´todo de descenso de gradiente iterativo utilizado para minimizar funciones
cuadra´ticas convexas. El tiempo de co´mputo de este me´todo es menor en matrices dispersas ya que para calcular
el gradiente se ha de calcular la derivada de los elementos de la matriz. Cuantos menos elementos distintos de
cero tenga la matriz menos derivadas se han de calcular y, por lo tanto, menor es el tiempo de co´mputo.
Para decidir que´ me´todo de resolucio´n utilizar sobre la matriz (Jacobi SVD, factorizacio´n QR o mı´nimos
cuadrados del gradiente conjugado (LSCG)) se han resuelto los mismos sistemas de ecuaciones con los tres
me´todos midiendo el tiempo que tarda cada uno conforme aumenta el taman˜o del sistema de ecuaciones. Esta
comparacio´n se puede observar en la figura 3.2.
En la gra´fica de la figura 3.2 se puede comprobar que el me´todo ma´s ra´pido para resolver el sistema de
ecuaciones es el de mı´nimos cuadrados del gradiente conjugado (LSCG). Este me´todo es sustancialmente ma´s
ra´pido ya que esta´ optimizado para matrices dispersas y es un me´todo iterativo.
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Figura 3.2: Comparacio´n entre los diferentes me´todos utilizados para resolver el sistema de ecuaciones
3.3. IPOPT
Para implementar la restriccio´n no lineal, se decidio´ utilizar la librerı´a IPOPT *** (Interior Point OPTimizer)
que permite usar este tipo de restricciones sobre sistemas lineales. Esta librerı´a permite resolver problemas del
estilo:
*** https://projects.coin-or.org/Ipopt
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mı´n
x∈Rn
f (x)
s.t. gL ≤ g(x) ≤ gU
xL ≤ x ≤ xU
(3.1)
Donde f (x) es el sistema de ecuaciones que hay que resolver (AX−S = 0, ecuacio´n 2.8) y g(x) es la restriccio´n
no lineal que se va a aplicar sobre el sistema (ecuacio´n 2.9). Para solucionar esta ecuacio´n, IPOPT implementa
el me´todo del punto interior (interior point) que trata de buscar una solucio´n local de la ecuacio´n 3.1. La librerı´a
Eigen no dispone de me´todos para resolver este tipo de problemas, con restricciones no lineales, de ahı´ la
necesidad de usar IPOPT.
Para usar esta librerı´a se ha de tener suficiente informacio´n sobre la matriz que contiene el sistema de ecua-
ciones, ya que es necesario introducir su primera y segunda derivada, la estructura de Jacobiano y de Hessiano.
Tambie´n es necesario calcular la segunda derivada de esta matriz. Para ello se ha utilizado la aproximacio´n de
quasi-Newton, de modo que no es necesario calcular la segunda derivada ni conocer el Hessiano.
Otro para´metro importante para utilizar la librerı´a de IPOPT es la tolerancia. Se considerara´ que se ha encon-
trado una solucio´n local cuando el sistema de ecuaciones converja con la tolerancia establecida. Adema´s, se ha
de fijar un nu´mero de iteraciones ma´ximo para que, en caso de que no encuentre una solucio´n, haya un criterio
de parada.
3.4. OpenCV
Para poder detectar los puntos de intere´s en una imagen se ha utilizado la librerı´a OpenCV****. En esta
librerı´a se pueden encontrar las diferentes funciones para utilizar los algoritmos de extraccio´n y emparejamiento
de puntos. Adema´s, tambie´n contiene funciones que implementan algoritmos de emparejamiento de puntos y
seguimiento de flujo. La evaluacio´n de las distintas configuraciones extractor-descriptor pueden observarse en
el siguiente capı´tulo.
**** https://opencv.org/
4 Evaluacio´n
Para analizar el algoritmo implementado se han realizado una serie de experimentos utilizando la base de
datos EuRoC. En estos experimentos se ha medido tanto el error en la trayectoria (traslacio´n) y en la rotacio´n
como el tiempo que tarda el algoritmo en los diferentes experimentos. A partir de los resultados obtenidos se ha
mejorado la eficiencia y eficacia del algoritmo.
En esta seccio´n se van a explicar los cuatro experimentos realizados. El primer experimento consiste en
analizar los diferentes algoritmos de deteccio´n y extraccio´n de puntos. En el segundo experimento se ha evaluado
co´mo afecta el nu´mero de ima´genes en el algoritmo en el caso en el que se establece un nu´mero de ima´genes
fijo (modo offline). Mientras que, en el tercer experimento, se ha evaluado el algoritmo cuando el nu´mero
de ima´genes es incremental (modo online). En el cuarto y u´ltimo experimento se ha analizado el uso de la
restriccio´n no lineal de la aceleracio´n de la gravedad (ecuacio´n 2.9) sobre el sistema de ecuaciones lineal.
Estos experimentos se han realizado en un ordenador con 8 GB de memoria RAM y un procesador Intel(R)
Core(TM) i7-5500U CPU@2.40 GHz.
4.1. Base de datos EuRoC
EuRoC [2] es una base de datos en la que se pueden encontrar ima´genes este´reo capturadas por 2 ca´maras
monocroma´ticas (2x20 FPS, 20Hz) junto con sus medidas del sensor IMU sincronizadas (velocidad angular
y aceleracio´n lineal, 200Hz). Adema´s, en esta base de datos tambie´n se puede encontrar el movimiento real
de la ca´mara y la estructura real de la escena (ground truth). A parte de datos sobre la escena, tambie´n se
pueden encontrar datos sobre el hardware utilizado como los para´metros intrı´nsecos de la ca´mara, los para´metros
extrı´nsecos de la ca´mara-IMU y la alineacio´n espacio-temporal real.
Las ima´genes y las medidas de los sensores de esta base de datos han sido obtenidas con un helico´ptero Asctec
Firefly hex-rotor (figura 4.1). Este robot tiene un sensor visual-inercial (ca´mara-IMU) y tambie´n cuenta con un
sistema de captura del movimiento de 6 grados de libertad para obtener la estructura real de la escena (ground
truth).
Como ya se ha comentado antes, la frecuencia de las ca´maras es de 20 Hz y la de la IMU es de 200 Hz.
Es decir, se obtiene una imagen cada 50 ms y medidas inerciales cada 5 ms. Por cada imagen se almacenan
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Figura 4.1: Robot utilizado para obtener las ima´genes de la base de datos EuRoC. Se pueden observar las dos
ca´maras con las que se obtienen las ima´genes (CAM1 y CAM2), el sensor IMU (IMU0) y los sistemas
utilizados para obtener el ground truth (LEICA0, posicio´n y VICON0, posicio´n y orientacio´n)
10 medidas de la IMU que se utilizara´n para la integracio´n. El tiempo del algoritmo se debe ajustar a estas
frecuencias de forma que, cuando llegue una nueva imagen, la anterior ya se haya procesado.
Para evaluar el algoritmo se han utilizado las ima´genes de la base de datos correspondientes a la habitacio´n
Vicon 1. En la figura 4.2 se pueden ver diferentes objetos dispersos a lo largo de la habitacio´n. Este conjunto de
ima´genes tiene tres niveles de dificultad (fa´cil, medio y difı´cil). Para los experimentos realizados se ha elegido el
set de ima´genes con nivel de dificultad fa´cil, con el objeto de aislar la evaluacio´n del algoritmo de otros aspectos
como movimientos bruscos o escenas con poca luz.
Figura 4.2: Habitacio´n Vicon 1 (nivel fa´cil) de la base de datos EuRoc
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4.2. Evaluacio´n de los puntos salientes y el algoritmo de Lucas-Kanade
El primer experimento realizado trata de encontrar la mejor combinacio´n de detectores y extractores de puntos
salientes. Los detectores localizan los puntos caracterı´sticos dentro de una imagen, es decir, aquellos pixeles en
los que hay cambio de contraste, como por ejemplo una esquina. Una vez detectadas esas zonas, los extractores
obtienen los puntos caracterı´sticos y los pixeles que le rodean (descriptores). Una vez extraı´dos todos los puntos
y sus descriptores, se pueden comparar con los descriptores de otras ima´genes. Como se ha mencionado en la
seccio´n anterior, entre imagen e imagen hay 50 ms.
En este experimento se han analizado cinco algoritmos diferentes para la deteccio´n y extraccio´n de puntos
caracterı´sticos: SIFT (detector y extractor), SURF (detector y extractor),FAST (detector) &BRIEF (extractor),
FAST (detector) & ORB (extractor) y ORB (detector y extractor). Una vez extraı´dos los puntos, se ha de
realizar el emparejamiento entre los puntos extraı´dos de dos ima´genes distintas para ver si los puntos de una
imagen esta´n en la siguiente imagen. Para realizar este emparejamiento se ha utilizado el algoritmo FLANN.
Adema´s, se ha analizado el me´todo de Lucas-Kanade. A diferencia de los otros algoritmos, Lucas-Kanade hace
un seguimiento de los puntos encontrados en la primera imagen.
SIFT [4] El primer algoritmo analizado ha sido SIFT (Scale-Invariant Feature Transform). SIFT sirve tanto
para la deteccio´n como para la extraccio´n de puntos caracterı´sticos. La principal ventaja de este algoritmo es
que es invariante tanto a la rotacio´n como a la escala de la imagen. Es decir, este algoritmo puede encontrar los
mismos puntos independientemente de si la imagen ha sido rotada o si ha sido redimensionada.
En los algoritmos de deteccio´n se utiliza el Laplaciano de la Gaussiana (LoG) para detectar las diferentes
regiones. Este me´todo es muy lento por lo que cada detector lo aproxima con diferentes me´todos. En el caso de
SIFT, LoG se aproxima con la diferencia de Gaussianas (DoG). Esto permite crear la pira´mide Gaussiana de la
imagen en la que en cada capa la imagen es ma´s pequen˜a. Un punto de intere´s es un ma´ximo local en espacio
(puntos vecinos) y en escala (capas de la pira´mide). Es decir, un pı´xel en una imagen se compara con sus n
vecinos en todas las escalas de la imagen. Si es un ma´ximo local, sera´ un punto de intere´s. De esta forma, se
garantiza la invarianza frente a la escala.
Para cada uno de los puntos detectados se toma un conjunto de 16x16 puntos que se divide en sub-bloques de
4x4. Para cada uno de estos sub-bloques se crea un histograma con la orientacio´n del gradiente y se normaliza
con respecto a la orientacio´n dominante. De esta forma, se garantiza la invarianza frente a la rotacio´n. Los
descriptores de cada punto de intere´s son la concatenacio´n de los histogramas de cada uno de los 16 sub-bloques.
Debido a esto, los descriptores tienen un taman˜o de 128 bytes (16 sub-bloques x 8 casillas del histograma). SIFT
tiene diferentes para´metros para encontrar los puntos caracterı´sticos. Utiliza el umbral de contraste (0.01) para
detectar los puntos en regiones semi-constantes. Utiliza otro umbral para detectar las esquinas (10). Adema´s,
para la diferencia Gaussiana utiliza otro para´metro σ (1.6).
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SURF [1] El segundo algoritmo analizado ha sido SURF (Speeded-Up Robust Features). Este algoritmo esta´
basado en el algoritmo SIFT por lo que tambie´n es invariante frente a escala y rotacio´n. SURF sigue los mismos
pasos que SIFT, pero utiliza un esquema diferente con el que se consigue mayor rapidez.
La primera diferencia entre estos dos algoritmos es que SURF esta´ basado en el determinante del Hessiano.
En este caso un punto de intere´s es un ma´ximo local en posicio´n y escala del determinante del Hessiano siendo
el determinante del hessiano: detH(x, y; t) = t2(LxxLyy − L2xy). Para aproximar las segundas derivadas se utilizan
filtros de caja. Un filtro de caja es el sumatorio de los pesos de un bloque de pı´xeles. Para que el filtro de caja
sea ma´s ra´pido se utilizan ima´genes integrales. Los pı´xeles de una imagen integral contienen el sumatorio de los
pesos de los pı´xeles que tienen arriba y a la derecha. Adema´s, para que un punto sea de intere´s, el determinante
del Hessiano tambie´n debe ser mayor que un mı´nimo. En este experimento el mı´nimo Hessiano es 300. Adema´s,
sus descriptores ocupan 64 bytes. Para la orientacio´n, SURF utiliza Wavelet de Haar.
FAST [7] El siguiente algoritmo analizado ha sido FAST (Features from Accelerated Segment Test). Este
algoritmo solo realiza la deteccio´n de puntos caracterı´sticos por lo que se ha de usar con un algoritmo de
extraccio´n. La principal ventaja de este algoritmo es el tiempo de ejecucio´n ya que es mucho ma´s ra´pido que
los anteriores algoritmos explicados. La principal desventaja es que tiene menor eficacia ya que no es invariante
frente a la escala. Este algoritmo utiliza un umbral t para seleccionar los puntos de intere´s a partir de la intensidad
de sus puntos vecinos. Adema´s, introduce una aceleracio´n comprobando solo algunos de sus puntos vecinos.
Un punto se considerara´ de intere´s si esta´ rodeado por n vecinos seguidos que son ma´s claros u oscuros que
dicho punto. Aunque esta aceleracio´n reduzca el tiempo de ejecucio´n, puede presentar muchos falsos positivos
(detecta un punto caracterı´stico que, en realidad, no lo es).
BRIEF A diferencia del anterior, el algoritmo BRIEF (Binary Robust Independent Elementary Features) es
solo de extraccio´n. La principal diferencia de este algoritmo con el resto es que utiliza descriptores binarios.
BRIEF guarda una cadena de bits que corresponde a la comparacio´n entre dos pı´xeles x e y. Si x tiene ma´s brillo
que y se guardara´ un 1 en esa cadena, en caso contrario, se guardara´ un 0. Esta cadena de bits es el descriptor.
Por u´ltimo, se aplica suavizado gaussiano con σ = 2 para mejorar la eficacia. BRIEF no es invariante ni a la
escala ni a la rotacio´n. La ventaja de BRIEF es que ma´s ra´pido de calcular, utiliza menos memoria y es ma´s
ra´pido comparar descriptores BRIEF. Este algoritmo se ha usado junto con el algoritmo de deteccio´n FAST.
ORB [8] El u´ltimo algoritmo de deteccio´n y extraccio´n que se ha analizado ha sido el algoritmo ORB (Orien-
tated FAST and Rotated BRIEF). ORB es una fusio´n entre el detector FAST y el descriptor BRIEF. Primero
utiliza FAST para encontrar los puntos caracterı´sticos y luego aplica BRIEF para obtener los descriptores. Al
igual que en algunos de los anteriores algoritmos descritos, ORB tambie´n crea la pira´mide gaussiana para buscar
los puntos en diferentes escalas. El problema es que FAST no es invariante frente a la escala y BRIEF no lo es a
la orientacio´n. ORB presenta mejoras de ambos algoritmos.
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El algoritmo FAST utilizado en ORB presenta mejoras con respecto a la eficacia y a la escala. ORB elimina
los puntos poco salientes ya que se ordenan de mayor a menor segu´n la medida de “esquinidad” de Harris y se
escogen los N primeros puntos. Una vez escogidos estos puntos se calcula la pira´mide gaussiana. El algoritmo
FAST se aplica sobre cada nivel de dicha pira´mide. En el experimento realizado se cogen los 600 mejores
resultados obtenidos por FAST.
Con respecto a las mejoras sobre BRIEF, en ORB se obtiene la orientacio´n principal del gradiente y se rotan
los pı´xeles con respecto a esa rotacio´n.
FLANN Una vez obtenidos los puntos caracterı´sticos y sus descriptores se han de emparejar los puntos carac-
terı´sticos de dos ima´genes consecutivas. Para ello se ha utilizado el algoritmo FLANN (Fast Library for Aprox-
ximage Nearest Neighbors) y el test de ratio. El algoritmo FLANN busca el vecino ma´s pro´ximo aproximado.
Para ello crea un kd-tree con los descriptores. FLANN devuelve una lista con los dos descriptores ma´s cercanos
al descriptor que se desea emparejar. Sobre esta lista se aplica el test ratio que descarta aquellos emparejamien-
tos en los que el segundo descriptor esta´ ma´s cerca que el primero debido al ruido. Estos emparejamientos se
pueden observar en la figura 4.3. FLANN utiliza el emparejamiento pasivo. En este emparejamiento se obtie-
nen los puntos en ambas ima´genes utilizando uno de los detectores y extractores explicados y luego se aplica
FLANN sobre los descriptores para emparejar los puntos que sean ma´s similares.
Figura 4.3: Algoritmo FLANN aplicado sobre los puntos caracterı´sticos obtenidos utilizando SURF
Lucas-Kanade [5] A parte de los algoritmos de deteccio´n y extraccio´n, se decidio´ analizar el me´todo Lucas-
Kanade basado en el flujo o´ptico. El flujo o´ptico es una te´cnica de ana´lisis de ima´genes que permite determinar
el movimiento de un objeto dentro de una secuencia de ima´genes. El me´todo de Lucas-Kanade asume que el
desplazamiento del contenido de la imagen entre dos ima´genes consecutivas es pequen˜o. Tambie´n se asume
que ese contenido es aproximadamente constante en el bloque de pixeles que se esta´ estudiando. Teniendo en
cuenta esto, el algoritmo estima el vector de movimiento c en el bloque B para cada pı´xel x. Despue´s, resuelve
la ecuacio´n ba´sica del flujo o´ptico para todos los pixeles de ese bloque por el criterio de mı´nimos cuadrados.
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El seguimiento de los puntos de una imagen hasta otra se puede ver en la figura 4.4. A diferencia de FLANN,
Lucas-Kanade utiliza el emparejamiento activo. Es decir, busca los puntos extraı´dos en la imagen anterior en la
nueva imagen.
Figura 4.4: Algoritmo Lucas-Kanade basado en el flujo o´ptico para el seguimiento de puntos
Para evaluar cua´l de los anteriores algoritmos es el que ma´s se ajusta (en tiempo y precisio´n) al algoritmo
de inicializacio´n del estado visual-inercial se han realizado dos experimentos diferentes. En el primero se ha
ejecutado el algoritmo con los diferentes detectores y extractores, y con el me´todo de Lucas-Kanade, y se ha
registrado el tiempo de cada uno de ellos (figura 4.5). En el segundo se muestra el nu´mero de puntos que
encuentra cada uno de ellos en relacio´n al nu´mero de ima´genes consideradas (figura 4.6).
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Figura 4.5: Tiempo de deteccio´n y extraccio´n de puntos utilizando los diferentes algoritmos descritos y el
tiempo de seguimiento de puntos del algoritmo de Lucas-Kanade. A la derecha, la gra´fica aumentada para
poder comparar FAST&BRIEF, FAST&ORB, ORB y LUCAS-KANADE
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Figura 4.6: Nu´mero de puntos caracterı´sticos se encuentran en cada imagen conforme aumenta el nu´mero de
ima´genes utilizando los diferentes me´todos descritos
En las gra´ficas 4.5 y 4.6 se puede observar como la mejor opcio´n es utilizar el me´todo Lucas-Kanade. Este
me´todo es el que menos tiempo tarda en buscar los puntos en la imagen y es el que ma´s puntos encuentra (el
ma´ximo es 200 puntos ya que se ha puesto ese lı´mite de puntos).
Adema´s, se pueden observar las diferentes comparaciones que se han comentado anteriormente. SIFT encuen-
tra ma´s puntos que SURF pero tarda alrededor de 400 ms en realizar la deteccio´n y extraccio´n de los puntos
caracterı´sticos. Esto es debido a que utiliza la diferencia de Gaussianas para aproximar el Laplaciano de la
Gaussiana. Como la deteccio´n y extraccio´n de puntos debe tardar menos de 50 ms, ya que la frecuencia de la
ca´mara es de 20 Hz, SIFT no se puede utilizar. SURF tarda menos que SIFT ya que utiliza un filtro de caja e
ima´genes integrales para aproximar el Laplaciano de la Gaussiana pero tambie´n tarda ma´s de 50 ms por lo que
es descartado.
En estas gra´ficas tambie´n se puede observar como ORB sı´ que se podrı´a utilizar, ya que su tiempo de empa-
rejamiento medio esta´ por debajo de los 50 ms. Este algoritmo no se utiliza ya que tiene baja repetibilidad (no
encuentra puntos cuando hay ma´s de 40 ima´genes, gra´fica 4.6).
Adema´s, en la gra´fica 4.6 se pueden ver las mejoras de ORB con respecto a FAST. ORB encuentra menos
puntos porque obtiene solo aquellos puntos detectados por FAST cuya medida de “esquinidad” de Harris sea
alta. Es decir, ORB selecciona los mejores puntos de FAST.
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El la gra´fica 4.6 no se ha tenido en cuenta el tiempo de emparejamiento con el algoritmo FLANN. Como sin
tener en cuenta este tiempo el algoritmo de Lucas-Kanade es el ma´s ra´pido, no se han evaluado otros algoritmos
de emparejamiento como el algoritmo de fuerza bruta.
El me´todo Lucas-Kanade es el que ma´s puntos encuentra en el menor tiempo. Esto es debido a que busca
los puntos de la anterior imagen en la nueva imagen (emparejamiento activo) teniendo en cuenta que ha habido
un desplazamiento pequen˜o. Como asume que el desplazamiento ha sido pequen˜o solo busca los puntos en un
radio cercano a la posicio´n en la que se encontraba en la anterior imagen. Esta es la principal diferencia con el
emparejamiento pasivo utilizado en el resto de algoritmos. Estos algoritmos buscan los puntos caracterı´sticos
en la nueva imagen y en la imagen inicial y luego buscan emparejarlos con todos los puntos caracterı´sticos
cercanos encontrados en la imagen inicial.
El resto de experimentos se han realizado con el me´todo de Lucas-Kanade ya que es la opcio´n con la que se
obtienen mejores resultados con respecto a tiempo y nu´mero de puntos caracterı´sticos.
4.3. Evaluacio´n del algoritmo con un nu´mero de ima´genes fijo (Offline)
Este experimento consiste en encontrar el nu´mero de ima´genes o´ptimo para ejecutar este algoritmo. En este
experimento se va a evaluar el algoritmo de modo que se establece un nu´mero fijo de ima´genes y luego se procesa
este nu´mero de ima´genes. Procesar una imagen consiste en encontrar los puntos caracterı´sticos comunes a lo
largo de todas las ima´genes. Una vez procesadas todas las ima´genes se aplica el algoritmo de inicializacio´n
descrito. Es decir, si se han encontrado ma´s de cinco puntos, se preintegran los datos de la IMU, se construye la
matriz que contiene el sistema de ecuaciones a partir de los puntos encontrados y se resuelve dicho sistema.
Para comprobar cua´l es el nu´mero de ima´genes que ma´s se aproxima al o´ptimo se ha probado con 30, 60 y
90 ima´genes y con diferentes ima´genes iniciales. En este experimento se utiliza el algoritmo de Lucas-Kanade.
Este experimento se puede observar en la figura 4.7 en la que se muestra el nu´mero de puntos encontrados, el
nu´mero de ima´genes establecido y el tiempo que tarda el algoritmo.
En la figura 4.7 se puede observar como el tiempo aumenta conforme aumenta el nu´mero de ima´genes y el
nu´mero de puntos encontrados. Esto es debido a que la matriz que se ha de construir es ma´s grande conforme
aumenta el nu´mero de puntos encontrados y el nu´mero de ima´genes. El taman˜o de la matriz es cuadra´ticamente
proporcional al nu´mero de ima´genes y al nu´mero de puntos caracterı´sticos. Cuanto mayor sea el nu´mero de
ima´genes o el nu´mero de puntos caracterı´sticos, mayor sera´ el tiempo de construccio´n y resolucio´n del sistema.
Adema´s, se puede observar que, conforme aumenta el nu´mero de ima´genes, disminuye la probabilidad de
encontrar, al menos, cinco puntos caracterı´sticos en todas las ima´genes. Esto se puede ver en la figura 4.7 ya
que cuando el nu´mero de ima´genes es 90 el nu´mero de puntos esta´ ma´s concentrado sobre los 0 - 50 puntos.
Mientras que cuando es 30 esta´ ma´s concentrado entre los 150 – 200 puntos.
La principal desventaja de tener un nu´mero de ima´genes fijo es que, aunque este nu´mero sea pequen˜o (30
ima´genes) si la ca´mara se mueve muy ra´pido no se podra´ inicializar con e´xito. Uno de los motivos por lo que
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Figura 4.7: Tiempo que tarda el algoritmo, usando el me´todo de Lucas-Kanade dependiendo del nu´mero de
ima´genes (30, 60 o 90) con el me´todo offline y del nu´mero de puntos encontrados
esto ocurre es debido a que si el contenido varı´a mucho la probabilidad de encontrar al menos cinco puntos
comunes a lo largo de todas las ima´genes es pequen˜a. Adema´s, si hasta la imagen 29 encuentra alguno de los
puntos de la primera imagen, pero en la 30 ya no los encuentra ya no se podrı´a inicializar con e´xito.
Otra desventaja de este algoritmo es que no se tiene en cuenta la calidad de los puntos, es decir, no se tiene
en cuenta si un punto se ha encontrado correctamente en la nueva imagen. Si a lo largo del recorrido no se
descartan los puntos espu´reos, el error con respecto a la trayectoria que causan estos puntos se ira´ acumulando
a la hora de realizar la preintegracio´n. Este error acumulado se vera´ reflejado en los resultados finales.
Estas desventajas se han solucionado eliminando la restriccio´n de que se tenga que procesar un nu´mero esta-
blecido de ima´genes para poder aplicar el algoritmo. Para ello se aplica el algoritmo cada vez que se procesa
una nueva imagen. La explicacio´n y evaluacio´n de esta solucio´n se explica en la siguiente seccio´n.
4.4. Evaluacio´n del algoritmo con un nu´mero de ima´genes incremental (Online)
Esta versio´n del algoritmo soluciona las desventajas del me´todo offline. El me´todo online consiste en aplicar
el algoritmo de inicializacio´n cada vez que se procesa una nueva imagen, siempre que se hayan procesado ma´s
de cinco ima´genes. Adema´s, ya no se procesan todas las ima´genes capturadas si no que se procesa una imagen
de cada dos ima´genes capturadas. El criterio de parada es un nu´mero ma´ximo de ima´genes procesadas (por
defecto 26) o un nu´mero mı´nimo de puntos encontrados (por defecto 5).
En el criterio de parada se ha de tener en cuenta el nu´mero de puntos encontrados ya que esto establece el
nu´mero de ima´genes que se van a capturar dependiendo de la velocidad a la que se mueve el dispositivo. Si
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se mueve ra´pido, el contenido de las ima´genes capturadas variara´ bastante y, por lo tanto, el nu´mero de puntos
encontrados a lo largo de las ima´genes estara´ por debajo de cinco tras capturar pocas ima´genes. Sin embargo, si
se mueve despacio, el contenido de las ima´genes capturadas apenas variara´ y, por lo tanto, se capturara´n muchas
ima´genes antes de que el nu´mero de puntos este´ por debajo de cinco. Por esta razo´n, en el criterio de parada
tambie´n se ha de tener en cuenta el nu´mero de ima´genes procesadas. Esto es debido a que las medidas de la
IMU tienen ruido que se va acumulando conforme se procesan las ima´genes. Por lo que hay que establecer un
nu´mero ma´ximo de ima´genes para que dicho ruido no afecte demasiado a los datos medidos.
En el me´todo online, cuando se recibe la primera imagen se buscan todos los puntos caracterı´sticos hasta
un ma´ximo de 30 puntos. Durante las siguientes cinco ima´genes se buscan esos puntos caracterı´sticos en la
nueva imagen capturada. Si se han encontrado ma´s de cinco puntos presentes en esas cinco ima´genes se crea
la matriz de ecuaciones por cada punto encontrado y se resuelve. Una vez resueltos todos los sistemas de
ecuaciones se seleccionara´n los puntos con los que se hayan obtenidos valores de la gravedad y de la velocidad
razonables. Un valor de la gravedad razonable es aquel que esta alrededor de la mediana de todos los valores
de la gravedad obtenidos. Un valor de la velocidad razonable es lo mismo pero con la mediana de todos los
valores de la velocidad obtenidos. Una vez seleccionados los puntos que cumplan esas dos condiciones, se
construye el sistema de ecuaciones con esos puntos y se resuelve. En el resto de ima´genes, se buscan los puntos
caracterı´sticos de la anterior imagen en la nueva imagen, se construye el sistema de ecuaciones y se resuelve.
Esto se realiza hasta llegar a un nu´mero ma´ximo de ima´genes o a un nu´mero mı´nimo de puntos caracterı´sticos.
El nu´mero ma´ximo de puntos que se buscan en las cinco primeras ima´genes se ha ido modificando para que
el algoritmo se pueda ejecutar en tiempo real. Es decir, hasta que el tiempo del algoritmo fuera menor o igual
que el tiempo entre imagen e imagen saltando una imagen (100 ms). Cuanto mayor es este nu´mero de puntos
menor es el error con respecto a la trayectoria, ya que hay ma´s puntos para estimar la trayectoria. Sin embargo,
cuantos ma´s puntos y ma´s ima´genes haya ma´s grande sera´ la matriz que contiene el sistema de ecuaciones y,
por lo tanto, mayor sera´ el tiempo de construir y resolver dicho sistema. Esto se puede observar en la figura 4.8.
Una de las optimizaciones realizadas elimina los puntos espu´reos. Un punto espu´reo es un punto que no se
ha localizado bien en la nueva imagen. Como se eliminan estos puntos se mejora la precisio´n y se disminuye el
error con respecto a la trayectoria.
Otra optimizacio´n del algoritmo, es que el nu´mero de ima´genes aumenta de dos en dos. Esto se hace por-
que entre dos ima´genes consecutivas se supone que la variacio´n es pequen˜a, por lo que se puede saltar una
imagen. De esta forma la informacio´n que se obtenı´a antes procesando 60 ima´genes ahora lo obtiene con 30,
almacenando menos datos en memoria, por lo que construir la matriz y resolver el sistema sera´ ma´s ra´pido.
Adema´s, para reducir el tiempo de construccio´n de la matriz, que en el caso anterior era lo que ma´s tardaba,
ahora se construye de forma incremental. En el modo online, se almacena esta matriz y se modifica cada vez
que se obtienen los puntos caracterı´sticos en una nueva imagen. Esta matriz se modifica eliminando aquellas
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Figura 4.8: Comparacio´n entre el nu´mero ma´ximo de puntos que puede encontrar el algoritmo Lucas-Kanade
(30 - 60)
filas que pertenezcan a puntos que no se han encontrado en la nueva imagen y an˜adiendo los nuevos datos. De
esta forma, se consigue ahorrar bastante tiempo como se puede observar en la figura 4.9.
En la figura 4.9 se puede observar que cuando el nu´mero de ima´genes leı´das es menor que cinco, el tiempo de
ejecucio´n del algoritmo es de unos 10 ms ya que so´lo tiene que buscar los puntos en la nueva imagen. Como se
ha visto en el primer experimento, el me´todo de Lucas-Kanade tarda muy poco tiempo en localizar estos puntos.
Cuando el nu´mero de puntos es 30, el tiempo de deteccio´n de puntos es mayor ya que se trata de la primera
imagen. En este caso el algoritmo de Lucas-Kanade ha de detectar y extraer los puntos caracterı´sticos de la
imagen. En el resto de casos, el algoritmo de Lucas-Kanade, solo realiza el emparejamiento activo explicado
anteriormente. El tiempo de ejecucio´n es mayor cuando el nu´mero de ima´genes procesadas es cinco ya que
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Figura 4.9: Tiempo que tarda el algoritmo, usando el me´todo de Lucas-Kanade en encontrar N puntos
dependiendo del nu´mero de ima´genes (1-30) con el me´todo online
tiene que construir el sistema y resolverlo para cada uno de los puntos encontrados en la nueva imagen, aplicar
el filtro de la mediana sobre estos puntos, construir el sistema y resolverlo con los puntos que hayan pasado el
filtro. Por u´ltimo, cuando el nu´mero de ima´genes es mayor que cinco, el algoritmo ha de modificar la matriz y
resolver el sistema, por lo que el tiempo de ejecucio´n es menor que el caso anterior.
En el modo offline, entre imagen e imagen solo se debı´an encontrar los puntos caracterı´sticos en la nueva
imagen. En este caso, se deben encontrar los puntos caracterı´sticos en la nueva imagen y, dependiendo del
nu´mero de ima´genes que se hayan procesado se realizara´n una serie de operaciones u otras. Como se puede
observar, el modo online necesita ma´s tiempo que el modo offline. Este es otro de los motivos por los que se
salta una imagen. De esta forma se dispone para realizar lo mencionado anteriormente 100 ms en lugar de 50
ms.
En resumen, las principales diferencias de utilizar el modo online en vez del offline son las siguientes:
En el modo online se aplica el algoritmo de inicializacio´n cada vez que llega una nueva imagen, cuando se
han procesado ma´s de cinco ima´genes. Esto se realiza hasta llegar a un nu´mero ma´ximo de ima´genes o a un
nu´mero mı´nimo de puntos caracterı´sticos. En el modo offline solo se aplicaba el algoritmo de inicializacio´n
una vez procesadas el nu´mero de ima´genes establecido.
En el modo online se aplica el filtro de la mediana para descartar puntos espu´reos.
Mientras que en el modo offline se procesaban todas las ima´genes capturadas, en el modo online se procesa
una imagen de cada dos.
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Para disminuir el tiempo de ejecucio´n en el modo online se almacena la matriz que contiene el sistema de
ecuaciones y se modifica, an˜adiendo y eliminando las filas y columnas necesarias.
Para comprobar la precisio´n de este algoritmo con el modo online se han realizado diferentes pruebas y se
ha calculado el error con respecto a la trayectoria. En la gra´fica 4.10 se puede observar como dicho error va
variando conforme se procesa una nueva imagen.
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Figura 4.10: Error con respecto a la trayectoria conforme se procesa una nueva imagen
En la figura 4.10 se puede observar como en todas las pruebas realizadas, el error con respecto a la trayectoria
sigue un comportamiento similar. Este comportamiento tiene tres fases diferentes.
1. Al principio, el error es alto ya que no hay suficientes datos para integrar.
2. Conforme se van integrando los nuevos datos obtenidos por los sensores, el error va disminuyendo.
3. Una vez el error llega a su punto mı´nimo, este va aumentando debido al ruido de los sensores. Este ruido
se va integrando y acumulando.
En la figura 4.11 se puede observar el histograma normalizado del porcentaje del error obtenido con respecto
a la trayectoria real. Este algoritmo proporciona una semilla para una optimizacio´n no lineal. En trabajos que
evalu´an esta optimizacio´n se ha obtenido que la optimizacio´n converge cuando el error con respecto a la trayec-
toria de este algoritmo es del 30-40 %. A partir de estos datos y de la figura 4.11 se puede estimar que la tasa
de e´xito de este algoritmo es de aproximadamente un 75 %, por lo que este algoritmo todavı´a tiene margen de
mejora.
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Figura 4.11: Histograma normalizado del porcentaje de error en la trayectoria
El error tambie´n puede aumentar debido a que haya poca traslacio´n. Si hay poca traslacio´n, no se puede
triangular con precisio´n para calcular la distancia entre un punto y la ca´mara (λij). Adema´s, si hay poco movi-
miento, el IMU so´lo obtendra´n ruido. Este ruido se integrara´ como datos de la IMU y, por lo tanto, se obtendra´n
resultados erro´neos que se ira´n acumulando.
Con respecto al filtro de la mediana, las mejoras se pueden observar en la figura 4.12. En la figura 4.12(a)
se pueden observar las mejoras con respecto al tiempo. En esta figura se puede ver como el tiempo es menor
si se utiliza el filtro de la mediana. Esto es debido a que con este filtro se eliminan los puntos espu´reos, por lo
que disminuye el taman˜o de la matriz. Como el taman˜o de la matriz que contiene el sistema de ecuaciones es
menor, se necesita menos tiempo construir y resolver este sistema. En la figura 4.12(b) se puede observar como
el filtro de la mediana tambie´n disminuye el error de la trayectoria. Esto es debido a que, a la hora de calcular
la posicio´n y la orientacio´n, con las que luego se calculara´ la traslacio´n de la ca´mara, solo se utilizan los puntos
buenos.
Con las optimizaciones realizadas se puede observar como el tiempo disminuye (figura 4.9), ya que la matriz
se construye de forma incremental y tiene menos elementos debido al filtro de la mediana. El error tambie´n
disminuye ya que con este filtro al llegar a la quinta imagen se eliminan los puntos espu´reos (figura 4.12(b)).
Adema´s, la probabilidad de inicializar con e´xito aumenta. Esto es debido a que, en este caso, se inicializa con
e´xito si tras procesar cinco ima´genes se consigue construir y resolver el sistema de ecuaciones con al menos
cinco puntos. En el caso anterior (offline), solo se inicializaba con e´xito si se encontraban cinco puntos o ma´s
durante el nu´mero de ima´genes establecido.
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Figura 4.12: Comparacio´n entre usar o no el filtro de la mediana
Como se puede observar las optimizaciones realizadas mejoran la eficiencia y eficacia del algoritmo por lo
que para el resto de experimentos se va a utilizar el modo online.
4.5. Evaluacio´n de la restriccio´n no lineal de la aceleracio´n de la gravedad
En este experimento se va a evaluar si es necesario aplicar la restriccio´n no lineal sobre el sistema de ecuacio-
nes creado. En esta restriccio´n se asume que se conoce a priori el valor de la aceleracio´n de la gravedad. Como
ya se ha comentado, esta restriccio´n serı´a |G| = g y puede expresarse con la siguiente ecuacio´n:
|IX|2 = g2 (4.1)
Siendo I = [I3, 03, ..., 03], X = [GTVTλ11...λ
N
1 ...λ
1
ni ...λ
N
ni ]
T y g = 9,81. De esta forma se asegura que la norma
de las tres primeras componentes del vector X sea la aceleracio´n de la gravedad. Aplicando esta restriccio´n se
busca una mejora con respecto a la eficacia.
Para ver co´mo afecta esta restriccio´n no lineal se ha medido el tiempo de resolucio´n del sistema de ecuaciones.
Este experimento se puede observar en la figura 4.13. En esta figura se puede observar como el tiempo de
resolucio´n del sistema aplicando esta restriccio´n es mayor.
En la figura 4.14 se puede observar como el error con respecto a la trayectoria aplicando la restriccio´n no
lineal apenas varı´a. Suele ser el mismo y, en algunos casos, incluso peor. Esto es debido a que el algoritmo
aproxima bastante bien el valor de la gravedad y, aplicando el filtro de la mediana, se descartan aquellos puntos
cuyo valor de la gravedad se aleje del valor real. Adema´s, en algunos casos puede empeorar ya que al ajustar
los tres primeros valores del vector X el resto de valores de este vector tambie´n se modifican. Esto hace que
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Figura 4.13: Comparacio´n entre el tiempo que tarda el algoritmo si se aplica la restriccio´n lineal y si no se usa
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Figura 4.14: Comparacio´n entre el error en la trayectoria obtenido utilizando la restriccio´n no lineal (lı´nea
discontinua) y sin usarla (lı´nea continua)
tambie´n cambie el valor de la distancia entre un punto y la ca´mara haciendo que la aproximacio´n con respecto
a la trayectoria real sea peor.
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Como se puede observar en las figuras 4.13 y 4.14 si se aplica la restriccio´n no lineal a la hora de resolver
el sistema de ecuaciones, el tiempo del algoritmo aumenta y el error con respecto a la trayectoria no varı´a o
incluso puede llegar a empeorar en algunos casos. Con estas observaciones se ha llegado a la conclusio´n de que
no es una buena idea aplicar esta restriccio´n no lineal a la hora de resolver el sistema.
En este trabajo el sesgo/bias se obtiene leyendo el ground truth del dataset EuRoC. En otros trabajos que
evalu´an este algoritmo estimando el bias esta restriccio´n sı´ que es necesaria para obtener resultados ma´s preci-
sos.
5 Conclusiones
En este trabajo de fin de grado se ha implementado en C++ un algoritmo de inicializacio´n del estado visual-
inercial. Una vez implementado se han evaluado los diferentes para´metros del algoritmo para ver co´mo afectan
a su robustez y precisio´n. Tambie´n se ha evaluado su coste. Estos experimentos se han realizado sobre el da-
taset EuRoC. Se ha utilizado este dataset ya que contiene los datos reales (ground truth) por lo que se pueden
comparar los resultados obtenidos con estos datos. En total se han realizado cuatro experimentos diferentes.
Evaluacio´n de los puntos salientes y del algoritmo de Lucas Kanade. En este experimento se ha buscado el
modo ma´s o´ptimo de encontrar emparejamientos entre puntos salientes en varias ima´genes.
Evaluacio´n de la versio´n offline. Se ha evaluado el algoritmo utilizando un nu´mero de ima´genes fijo. En este
caso, primero se obtienen los puntos comunes en ese nu´mero de ima´genes y luego se aplica el algoritmo de
inicializacio´n.
Evaluacio´n de la versio´n online. En este caso, cada vez que se obtiene una nueva imagen se buscan los puntos
comunes y se aplica el algoritmo de inicializacio´n hasta que el nu´mero de puntos encontrados es menor que
cinco o hasta que se hayan procesado 25 ima´genes.
Evaluacio´n del uso de la restriccio´n no lineal. En este experimento se ha evaluado el algoritmo aplicando la
restriccio´n de que se conoce la gravedad a priori. Tambie´n se ha comparado con el algoritmo sin la restriccio´n
para comprobar que es ma´s o´ptimo.
Tras realizar estos cuatro experimentos se han llegado a diferentes conclusiones que se van a recopilar y
analizar en este apartado.
Con el algoritmo de inicializacio´n del estado visual-inercial implementado ya no es necesario estimar un
estado inicial preciso. Este algoritmo esta´ basado en las medidas visuales e inerciales obtenidas por los diferentes
sensores por lo que se puede crear una nube de puntos 3D de una escena sin tener conocimiento previo de ella.
Para encontrar los puntos caracterı´sticos en una imagen existen diferentes me´todos de deteccio´n y extraccio´n
de puntos como SIFT, SURF, FAST&BRIEF, FAST&ORB y ORB. Una vez obtenidos estos puntos, para com-
probar si algunos de estos puntos esta´n en otra imagen, se realiza un emparejamiento de puntos mediante el
algoritmo FLANN. Se ha comprobado que algunos de estos algoritmos esta´n dentro del tiempo lı´mite estable-
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cido por la frecuencia de la ca´mara (20Hz, 50ms). Aunque, tambie´n se ha comprobado que, con el algoritmo
de Lucas-Kanade se obtienen ma´s puntos en menos tiempo, por lo que se ha decidido utilizar el me´todo de
Lucas-Kanade.
Adema´s, tambie´n se han analizado y comparado dos versiones diferentes del algoritmo, la primera de ellas
(offline) captura un cierto nu´mero de ima´genes establecido y despue´s construye y resuelve el sistema. En la
segunda (online), cada vez que se procesa una nueva imagen se aplica el algoritmo de inicializacio´n y se va
construyendo el sistema de manera incremental. Esto lo realiza hasta llegar a un nu´mero ma´ximo de ima´genes
o a un nu´mero mı´nimo de puntos encontrados en la nueva imagen. Comparando estas dos versiones se puede
observar como con la segunda se consigue inicializar el sistema ma´s veces de manera exitosa. Adema´s, en la
versio´n online se aplica el filtro de la mediana. Con este filtro se eliminan los puntos espu´reos, mejorando el
error con respecto a la trayectoria.
Con el u´ltimo experimento se busca comprobar si aplicar la restriccio´n no lineal, con la que se asume que se
conoce a priori la aceleracio´n de la gravedad, optimiza el algoritmo o no. Con los resultados de este experimento
se ha llegado a la conclusio´n de que es mejor no aplicar esta restriccio´n ya que hace que el algoritmo sea ma´s
lento y se obtienen los mismos resultados o incluso peores. Aunque si se estima el bias sı´ que se debe aplicar.
Tambie´n se ha comprobado que este algoritmo no es perfecto. Su tasa de e´xito ronda el 75 %, teniendo en
cuenta que un experimento se considera inicializado con e´xito si el error de la trayectoria es menor o igual que
el 30 % de la trayectoria real.
Adema´s, como este algoritmo es bastante reciente, algunas de estas conclusiones y experimentos no se pueden
encontrar en otros trabajos relacionados.
Con los resultados obtenidos en todos estos experimentos se ha llegado a la conclusio´n de que, con un algo-
ritmo que no necesita conocimiento previo de la escena se evita el problema de estimar un estado inicial. Por lo
que se puede usar el algoritmo de inicializacio´n del estado visual-inercial que utiliza las medidas de los sensores
para obtener informacio´n sobre la estructura 3D del entorno en el que se encuentra. Adema´s, para utilizar este
algoritmo de forma eficaz se han de usar las siguientes opciones:
El algoritmo de Lucas-Kanade para localizar los puntos caracterı´sticos presentes a lo largo de varias ima´ge-
nes.
La versio´n online del algoritmo (nu´mero de ima´genes incremental).
No se debe aplicar la restriccio´n no lineal (si el bias es conocido) ya que aumenta el tiempo de ejecucio´n
del algoritmo y apenas afecta al error con respecto a la trayectoria.
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