A simple model of plasma heating and electron thermal conduction is proposed to estimate the temporal development of the electron temperature of the plasma during interaction of ultra-short laser pulses with solid targets. Our calculations show that the peak temperature is 894 eV and the penetration depth is about 70 nm for an Al target irradiated by an intense (I ≈ 10 16 W cm −2 ) laser pulse (150 fs) for a flux limiter f = 0.1. The calculation indicates that the electron thermal conduction does play a major role and that the effect of the energy loss from electron-ion collisions is much less than that of the electron thermal conduction. Our modelling neglecting hydrodynamic expansion agrees well with experiments and with models that include expansion.
Introduction
The interaction of high-intensity ultra-short laser pulses with solid targets has been the subject of intense investigation since the birth of the new generation of smallscale ultra-short pulse lasers [1] [2] [3] . Plasmas produced by ultra-short laser pulses are fundamentally different from those produced by conventional long (nanoseconds) laser pulses [4, 5] . When a high-intensity ultra-short laser pulse irradiates a solid surface, electrons within an optical skin depth of the surface directly absorb energy from the laser field without significant hydrodynamic expansion. The generated hot electrons subsequently ionize much cooler atoms in the skin layer and form a near-solid density plasma which can emit intense, ultra-fast x-rays [4, 5] .
Interaction of ultra-short laser pulses with solid targets leads to a very time-dependent situation because of the rapid absorption and plasma heating process. The temporal development of the electron temperature in the plasma is therefore very important in determining the x-ray emission and other plasma characteristics. The electron temperature in the plasma during rapid plasma heating and absorption depends on the heat-transport process. For the interaction of ultra-short laser pulses with solid targets, the electron thermal conduction into dense cold matter plays a major role, whereas the radiation cooling is negligible in the energy balance because of the small plasma thickness [6] . Following our previous study on absorption of ultrashort laser pulses by solid targets [7] , we investigate here effects of electron thermal conduction in plasmas produced by ultra-short laser pulses. Using a simple, onedimensional (1D) model of plasma-heating and electron thermal conduction for the interaction of ultra-short laser pulses with solid targets, the temporal development of the electron temperature is derived as a function of depth into the target and effects of heat flux on electron thermal conduction are studied.
Modelling
Our model is based on two main assumptions. Firstly, we assume that there is a plasma at all stages of the heating process, since plasma is formed almost instantaneously from ionization of a very thin layer of target surface within the first few optical periods of the laser pulse. The effects of phase transitions from solid to plasma are therefore very small for the interaction duration in which we are interested here. Secondly, we assume that the hydrodynamic effects of plasma generated by ultra-short laser pulses do not play a major role during the interaction duration. Under these two assumptions, we establish a simple 1D model of plasma heating and electron thermal conduction to describe the temporal development of the electron temperature.
To predict the temporal development of the electron temperature T e as a function of the depth x into the target, the following equations can be used to describe the heat [4, 8] . For a nearsolid density plasma, the frequency of electron-electron collision is about 10 14 s −1 , so LTE is applicable if the pulse duration is larger than 100 fs. In equation (1) we have neglected the other energy loss processes such as ionization and radiation cooling because they are negligible compared with the electron thermal conduction at laser intensities of ≤10 16 W cm −2 . The laser power density deposition function U(x, t) is assumed to be Gaussian in time and to decrease exponentially with distance:
Here d is the laser damping length (namely the skin depth, which is 150Å for Al in our simulations [17] ), τ is the laser pulse width (150 fs) and U 0 = αE L /S is the total laser energy absorbed per unit surface area, where α is the absorption coefficient, E L is the incident laser energy and S is the focus area. The absorption coefficient α of P-or Spolarized light in a medium with a density gradient along x can be obtained by numerically solving the Helmholtz wave equation [7] . Q e−i can be given as follows:
Here
where Z * is the electric charge of the ion, T i is the ion temperature (we assume that the ions are cold in the model) and ln is the Coulomb logarithm:
The classical theory of thermal conductivity given by Spitzer and Harm was derived in the limit of small temperature gradients [9] and therefore may not be suitable for the conditions which occur in plasmas produced by ultra-short laser pulses. It has been shown theoretically that, to obtain a heat flow consistent with experimental data, the fluid code needs to limit the heat flow to a fraction [10] [11] [12] [13] . In our model we take the heat flux as follows [14] :
That is, the thermal conductivity K in equation (1) is given by
Here and K Sp is the thermal conductivity given by Spitzer and Harm [9, 14] : 
where the two factors ε e and δ e can be found in [9, 14, 15] . 
Results and discussion
Using the above model, we have investigated the temporal development of the electron temperature during the interaction of ultra-short laser pulses with solid Al targets.
Equations (1)- (9) are numerically solved with the initial conditions T e = 300 K and n e = 6.02×10 22 electrons cm −3
(metallic Al) for 0 ≤ x < ∞. In our calculation, because the collision frequency ν appearing in the absorption calculation [7] is related to T e , a self-consistent iterative solution method is used to solve the thermal transport equation and the Helmholtz wave equation. The plasma density profile is taken as n i = n solid (x/d) 2 [22] and we take n e = Z * n i . This density profile corresponds to the case with thermal expansion. Table 1 gives the values of absorption calculated for different cases (E L , f ) for P-polarized light at wavelength λ = 800 nm with pulse width τ = 150 fs, incident angle θ = π/4 and focus diameter φ = 20 µm. From table 1, we can see that the absorption decreases for larger E L (namely higher laser intensity). This is consistent with the experimental results [23] . Figure 1 shows the electron temperature profile as a function of the depth x into the target for f = 1, 0.5, 0.1, 0.05 and 0.01 (a) at the peak of the laser pulse and (b) 100 fs after the peak of the laser pulse, respectively. The laser parameters are as follows: laser energy E L = 5 mJ, wavelength λ = 800 nm, pulse width τ = 150 fs, incident angle θ = π/4, focus diameter φ = 20 µm, skin depth d = 15 nm and P-polarized light. From figure 1 , we can see, firstly, that the electron temperature decreases rapidly with x. This is because the laser energy is deposited mainly in the skin layer of the target surface during the interaction of ultra-short laser pulses with targets and the heat in deeper layers is transported by thermal conduction. Secondly, as f decreases, the electron temperature gradient increases, which is consistent with the fact that the heat flux decreases as f decreases. Finally, the heat flux gradually diffuses as time increases, as can be seen by comparing figure 1(b) (100 fs) with figure 1(a) (peak). Figure 2 shows the change in average electron temperature T e over a pulse period as function of x. The other parameters are the same as in figure 1 . The average electron temperature increases as f decreases. We have compared our modelling with a Lagrangian code (MEDUSA) coupled with a time-dependent atomic physics package (NIMP) by calculating the above example [6, 16] . The simulation gives a temporal peak temperature of 650 eV and an average temperature of 510 eV, which are in quite reasonable agreement with our modelling predictions for a flux limiter of 0.05 ≤ f ≤ 0.5 (figure 2). The temperature predicted by our modelling gives also a favourable comparison with other simulations and measurements [17] [18] [19] . Figure 3 shows the electron temperature profile as a function of x for different incident laser energies (E L = 100, 50, 20 and 5 mJ, respectively) and f = 0.1 at the a This is a theoretical result calculated with the numerical simulation [17] .
time of the peak of the laser pulse. The laser parameters are the same as in figure 1 . The electron temperature at a certain x and the depth of thermal conduction increase as E L . The reason is that the increase in the deposited energy with E L results in the increase of the electron temperature and K Sp (equation (9)). Figure 4 compares the results with Q e−i (full line) and those without Q e−i (broken line) under the same absorption (listed in table 1) for electron temperature (a) at the peak of the laser pulse and (b) 100 fs after the peak of the laser pulse for f = 0.1 and E L = 5 mJ. From figure 4 we can see that the effect of the energy loss term Q e−i on T e is much less than that of electron thermal conduction. Figure 5 shows a comparison of the spatial profile of temperature for the following two cases: (i) with electron thermal conduction (full line) and (ii) without electron thermal conduction (broken line) under the same absorption (listed in table 1). This verifies that the electron thermal conduction does play a major role in the heat-transport process for the interaction of ultra-short laser pulses with solid targets. The penetration depth increases rapidly with laser irradiance and laser pulse duration on targets.
To test our modelling further, we made some comparisons between our calculations of penetration depth and experimental results. The results are listed in table 2, in which absorption is calculated using the self-consistent iteration solution method mentioned above. The theoretical penetration depth is defined as the depth of heat penetration into the target where T e drops to 1/e of its peak value. The experimental penetration depth is determined by recording x-ray emission from the substrate buried below the target material of variable thickness. Figure 6 shows the temporal development of (a) the peak temperature T e,p and (b) the scale length l (defined as the depth into the target at which T e drops to one half its peak value). We can see from figure 6 that the scale length l increases as t increases, whereas T e,p first increases until the maximum shortly after the peak of the laser pulse and then decreases. Those are consistent with the results of Rosen [17] . The temperature does not drop rapidly after the laser pulse has been turned off because we have neglected the hydrodynamic motion in our model.
Conclusion
We have presented a simple 1D model of plasma-heating and electron thermal conduction.
We calculated the temporal development of the electron temperature as a function of depth into the target and the effects of heat flux and incident laser energy on the electron temperature. We have compared our modelling results with experiments and sophisticated numerical simulations. The agreement is reasonably good. Our calculation indicates that the electron thermal conduction does play a major role and that the effect of the energy loss from electron-ion collision is much less than that of the electron thermal conduction. Our modelling neglecting hydrodynamic expansion agrees well with experiments and with models with hydrodynamic expansion.
