ABSTRACT Public protection and disaster relief (PPDR) situations are becoming increasingly common due to the rapid urbanization of our society. Among these, harsh weather conditions and harmful human activity create challenges for reliable operation of mobile communication infrastructures, which calls for immediate action. The wireless networks of today may not be ready to accommodate emergency scenarios as they have not been optimized for PPDR contexts historically. In this paper, we first review the important use cases, challenges, and requirements in the context of next-generation mobile networking for PPDR applications. We argue that many emerging services may be supported by the novel communication technology operating in millimeter-wave spectrum. Against this background, we contribute a new analytical model to characterize session continuity and other service-level performance indicators in cases when the communication system is susceptible to sudden intermissions caused by emergency situations.
I. INTRODUCTION TO PUBLIC-SAFETY COMMUNICATION
Contemporary communication networks play a crucial role in various public protection and disaster relief (PPDR) situations, from early warning to mitigation of consequences. Therefore, commercial radio solutions, such as the long-term evolution (LTE) technology by 3GPP, are actively preparing to take this niche, which becomes a decisive departure from their conventional operation regimes [1] . Therefore, PPDR use cases as well as multiple public-safety communication scenarios [2] are increasingly considered as the application area for fifth-generation (5G) mobile systems [3] , [4] that include future evolution of 3GPP LTE supported by the New Radio (NR) technology operating in millimeterwave (mmWave) spectrum.
This rapid technology development is a response to steadily increasing numbers of public safety and security related incidents caused by natural disasters and human activity. Consequently, various governmental agencies and organizations put pressure on the telecom players to develop adequate means for PPDR networking [5] . Such systems will need to be employed by the police forces, firefighters, medical emergency responders, as well as other public protection and safety agencies to react timely and adequately to various 'force majeure' events [6] . They will also have to offer a platform for collaboration between different PPDR stakeholders that target to unify their operational procedures when sharing information and taking action, see Fig. 1 .
Reliable and secure communication between various PPDR agencies as well as their involved personnel becomes essential to ensure success of mission-critical operation across both routine and emergency contexts. Along these lines, an important technology challenge is to prepare future PPDR networks for handling massive multimedia data that will augment the conventional sources of information made available to the PPDR stakeholders and thus improve their operational efficiency. To transfer the increasing volumes of such multimedia information, PPDR networks will need to employ higher-throughput wireless connections, such as those promised by mmWave-based NR technology that is currently being ratified in 3GPP as part of the 5G portfolio [7] .
With 5G mmWave cellular, first responders, such as police, fire, and ambulance services, will be able to dramatically enhance their search and rescue operations across a range of emergency situations. This includes road traffic accidents, urban fires, dangerous crowd behavior, and street crime, among many others. In these scenarios, the NR technology targets to offer high-rate communication links to timely transfer multiple multimedia streams at low latency and with high reliability. However, unique structure of mmWave radio channels that are susceptible to blockage by smaller objects and even human bodies, requires further research into reliability and service efficiency of mmWave-based PPDR networks, which becomes the key focus of this work.
The main goal of this paper is to consider the case where mmWave connectivity between a user and the network is facing intermissions due to e.g., weather events, which cause service rate degradation. The remainder is organized as follows.
In Section II, we review the important scenarios in the context of next-generation PPDR networks. Further, Section III analyzes the main requirements for such systems operating under different constrains. Next, Section IV elaborates on our scenario of interest, while in Section V we propose a new analytical queuing model to assess service-level performance of the network in the emergency regime caused by a disaster. In connection to this, Section VI provides the key numerical results. The last section concludes the paper.
II. BACKGROUND ON EMERGING PPDR SOLUTIONS
Broadly, PPDR services are offered by a dedicated agency, which is recognized for that matter by the national administrations. Along these lines, its main goal is prompt assistance in critical situations where there may exist certain life and health risk or arise serious safety concerns. A number of such public-safety agencies decided to collaborate as part of Electronic Communications Committee with the goal of establishing a unified vision on the communication bands for diverse PPDR applications and services. The results of their work in the form of ECC Report 102 1 and ITU-R Report M.2377 2 have been made available recently.
Various PPDR agencies and services increasingly rely on wireless technology solutions for their successful operation. Within this trend, a recent development is connected with harnessing commercial broadband radios, such as those offered by 3GPP, as the predominant means of communication in next-generation PPDR networks. The rich capabilities of 3GPP's LTE and NR technologies to support data-intense and delay-sensitive applications are demanded by the publicsafety agencies in their daily work [8] . By leveraging the global 3GPP standards and related hardware implementations, the many PPDR stakeholders may achieve improved flexibility, reliability, and cost-efficiency of their services [9] .
Today's 3GPP LTE specifications already offer a solid baseline for a broadband carrier in future PPDR applications. However, even the mature LTE stack may require further standardization work by 3GPP and ETSI to develop the dedicated functionality for efficient support of new PPDR services. These include but are not limited to group operations in diverse 'one-to-many' contexts, direct-mode communication including device-to-device (D2D) connectivity inside and outside of the network coverage [10] - [12] , improved resilience mechanisms to mitigate performance disruptions and infrastructure failures, etc. Consequently, it becomes evident that the recent releases of 3GPP LTE will be in a position to replace the legacy PPDR solutions [6] , such as TETRA and TETRAPOL.
As opposed to traditional voice and small data based services, another emerging category of PPDR applications involves transmission of high-definition multimedia data that requires much higher network capacity. The need for more bandwidth is effectively addressed in 3GPP by defining the NR radio technology in mmWave spectrum [13] , [14] , primarily in 28 GHz and 73 GHz bands. However, radio propagation properties at mmWave frequencies are fundamentally different as compared to those in conventional microwave systems. This is primarily due to the effects of blockage and directionality, where narrower mmWave beams may be occluded by various obstacles. The latter creates multiple challenges [15] connected with communication reliability and service continuity, which need to be resolved comprehensively.
III. REQUIREMENTS IN PPDR SCENARIOS
The emerging PPDR scenarios impose several characteristic requirements with respect to the underlying communication technology [16] . One of the primary challenges is communication reliability as well as ability to connect regardless of the condition of the fixed network infrastructure. Whenever cellular connectivity remains operational, it could be exploited by the PPDR applications. Alternatively, other means of communication need to be deployed e.g., in tunnels, inside buildings, or whenever cellular infrastructure has (partially) collapsed. 3 These scenarios can be addressed with portable and moving cells, as well as by dedicated (e.g., D2D-based) solutions [11] .
Another crucial requirement is the maximum network load that also depends on the actual PPDR use case [17] . For many typical setups that involve police and fire brigade operations, dedicated channels need to be created that require relatively low throughput. Accordingly, conventional mobile systems may effectively support such applications and maintain service continuity. However, the emerging PPDR services, which involve exchange of high-definition multimedia information between the actors, demand significantly higher network capacity. Perspective mmWave solutions may be employed to handle such higher loading, but their servicerelated properties need to be analyzed subject to sudden blockage situations, which is further targeted by this work.
The above requirements arise in various mission-critical public-safety scenarios, which include but are not limited to the following [18] :
1. Border region: An important context for the PPDR system is border regions that incorporate boundaries between e.g., two or more nations. These borders may lay on land or water (lake, sea, etc.) and need protection in cases of smuggling, illegal immigration, natural disasters, etc. Different types of borders typically involve dedicated PPDR organizations (such as police or coastal guard) and may require various measures depending on the type of incident (flood, fire, earthquake, etc.). 2. Urban locations: Urban locations are defined as city environments or other densely populated regions. This crucial context typically features masses of people across a complex layout of buildings. Further obstacles and intricate urban landscape may additionally constrain the area of PPDR operations (e.g., around several hundred meters). Corresponding measures are then needed from the PPDR agents to control reaction times while operating efficiently in these urban and suburban areas. 3. Airport or sea/river port: The port scenario shares many similar properties with an urban location, but may also comprise features of a border region. On top of the typical urban environment, an airport or sea/river port context additionally accounts for the presence of mission-critical objects (such as an air traffic control tower) and/or hazardous substances (including inflammable materials). 4. Rural location: Rural locations are characterized as environments that are not urbanized densely and include relatively remote towns and/or villages, potentially residing in forest or mountain regions. These areas feature a range of their specific natural obstacles (e.g., rivers, lakes, hills, mountains, and deserts), which may separate them from the developed road and network infrastructures typical for metropolitan regions. PPDR operations typically have a wider geographical span in rural locations (on the order of tens of square kilometers), while coverage of the communication network may remain rather limited. As follows from the above brief summary, the expected range of PPDR contexts may in practice be rather broad. In this paper, we therefore focus on one important class of situations as described in the following section.
IV. URBAN SCENARIO OF INTEREST
In this work, we specifically focus on urban disruptions caused by weather events, including earthquakes, floods, and fires, when communication infrastructure may suffer from outages and temporary disorder. In these uncontrolled situations, it is extremely crucial to analyze the periods of network unavailability (or poor availability) as well as understand its impact on the resultant service continuity. This direction gains further prominence with a recent emphasis on missioncritical communication, where any outages need to be controlled carefully [8] . Indeed, evidence collected from many similar incidents worldwide suggests that various network components (base stations, aggregation and relaying nodes, core infrastructure modules, etc.) may suffer severely from damage and breakdowns [19] , [20] .
Our study thus concentrates on analyzing the effects of relatively short-term outages that are caused by e.g., unexpected blockage of mmWave communication channels in next-generation PPDR networks. As a consequence of such blockage, the already served users may suffer from significantly extended service times, while new user requests may be denied service by the system. We assume that the communication infrastructure is affected only partially, so that its service rate is reduced temporarily. Hence, the network continues to serve its users, but the actually available system capacity may have difficulties in meeting the immediate user traffic demand from both PPDR actors and conventional consumers.
We also envision that agents of future PPDR organizations will be increasingly equipped with advanced gadgets for their efficient operation [21] . These may include smart cameras, health monitors, intelligent eye-wear, personal communication systems, and many more. While such applications as health monitoring do not typically require real-time and bandwidth-hungry data streaming [22] , [23] , assessment of immediate surroundings with e.g., augmented reality (AR) glasses [24] may incur significant data traffic demand. Advanced AR gear may assist groups of firefighters and police officers in multiple critical missions by aiding in real-time assessment of the environment to improve response times. 4 One practical example of this vision is shaped by the recent Connected Law Enforcement Officer program of Motorola. 5 It aims to facilitate real-time collaborative experience of various specialized gadgets to further lower the response times in demanding mission-critical operations [25] . This solution empowers the teams of agents, in the office or in the field, to efficiently cooperate by exchanging diverse multimedia data in a secure, reliable, and real-time manner. It can operate irrespectively of the underlying network, carrier, or device conditions, whether deployed as part of the customer's service infrastructure or made available through the cloud as a remote solution.
With our emphasis on a demanding PPDR scenario with AR-equipped agents, the underlying mmWave network may be regarded as having two distinct states that correspond to conventional operation (99% of time) and emergency situation (<1% of time). In what follows, we assess a 5G-grade mission-critical use case (see Fig. 2 ), where a notable fraction of users (including agents of PPDR organizations) actively employ AR glasses. In our characteristic setup, we assume the penetration of AR eye-wear to be at around 10%, hence translating into hundreds of connected AR gadgets in use.
More specifically, upload of a multimedia capture from the PPDR scene is considered to be the main target application. Given the latest progress in miniature cameras, we model 2K video with 30 or 60 fps, hence translating into around 16 to 93 Mbps of bitrate, respectively. 6 The AR users are allowed to initiate their uplink data transfer sessions according to the Markovian arrival process (MAP) that is introduced in the following section. These sessions are served by the mmWave channels that could be occluded unpredictably due 4 ''Tampere traffic wardens work quicker thanks to Google Glass app'', Yle Uutiset, 2016: http://yle.fi/uutiset/osasto/news/tampere_traffic_ wardens_work_quicker_thanks_to_google_glass_app/8766025 5 ''Connected Law Enforcement Officer'', 2017: https://www. motorolasolutions.com/en_us/solutions/law-enforcement/connectedlaw-enforcement-officer.html 6 YouTube, ''Recommended upload encoding settings'', 2017: https:// support.google.com/youtube/answer/1722171?hl=en to blockage by obstacles, loss of line-of-sight communication, and sudden user mobility [26] . In the remainder of this work, we model the combined impact of these effects on the service-level system performance.
V. DEVELOPED QUEUING MODEL A. GENERAL CONSIDERATIONS
We consider a single-server queuing system with the finite capacity of r. Customers are served according to the processor sharing (PS) discipline, where up to N customers may operate simultaneously, i.e., 0 < N ≤ r. If upon arrival of a customer the system is fully loaded already, then this customer is assumed to be dropped permanently. The server may reside in one of two states with the exponential service rates µ 0 and µ 1 , respectively, µ 0 > µ 1 . These correspond to conventional operation and emergency situation. Service duration in each of the states is also distributed exponentially with the rates of α 0 and α 1 . Customers arrive into the system according to a MAP (Markovian arrival process) [27] governed by a continuoustime finite-state Markov chain with M states, which is named here the underlying Markov chain (see Fig. 3 ). The arrival process is characterized by the matrices A 0 and A 1 , A 0 + A 1 = A, where A is the generator matrix of the underlying Markov chain [28] , [29] . We assume that the matrix A is irreducible and denote by θ the stationary probability vector VOLUME 5, 2017
of the underlying Markov chain, where 1 is a vector of 'ones' with the appropriate size. Then, the customer arrival rate is given by λ = θa, where a = A 1 1. The behavior of our considered queue with an unreliable server can be described by a Markov process ξ (t) with the states (i, k, j), i = {0, 1}, 0 ≤ k ≤ r, 1 ≤ j ≤ M . Here, i is the state of the server, k is the number of customers in the system, and j is the state of the underlying Markov chain. The generator matrix of ξ (t) has the following form
where each of the matrices Q ij has the size of (r + 1)M × (r +1)M . The matrices Q ii , i = 0, 1, have a block-tridiagonal structure, which is demonstrated in (2), as shown at the top of this page. All of the blocks of Q ii , i = 0, 1 have the size of M × M . The remaining matrices have a diagonal structure Q 01 = α 0 I, Q 10 = α 1 I. Let q be a vector of the stationary probability distribution for the described system. Then, vector q can be established as a solution to the equilibrium equations qQ = 0, q1 = 1.
B. CUSTOMER SOJOURN TIME
Consider an absorbing Markov processξ (t), which begins immediately after the arrival of a particular customer and enters the absorbing state ω when this customer leaves the system. Hence, the customer sojourn time is equal to the time before the absorption inξ (t). The state space ofξ (t) consists of states
1 ≤ j ≤ M , and the absorbing state ω. Here, i denotes the state of the server, k is the number of customers in the system, j is the state of the arrival process, and n is the sequence number of the customer in the waiting queue; n equals to zero if all of the customers are being served. Then, the generator matrix can be represented asC
where c is the exit vector with respect to the absorbing state and
where the dimension of vectors u 0 and u 1 is rM , while the size
The vectors u i , i = {0, 1} have the following form
where I is a unit matrix with the size of M × M . The matrix C 01 = α 0 I and C 10 = α 1 I, while the matrices C ii , i = {0, 1} 20540 VOLUME 5, 2017
have the following structure
The matrices D i,n , i = {0, 1}, 0 ≤ n ≤ r − N , define the transitions between the states of the Markov processξ (t) with the second component unchanged. The dimension of matrices D i,0 , i = {0, 1} is rM × rM , while the matrices
The matrices D i,0 , i = {0, 1} have a blocktridiagonal structure given in (3), as shown at the top of the previous page.
Here and further on, the size of the blocks is M × M . The matrices D i,n , i = {0, 1}, 1 ≤ n ≤ r − N have only the main and the upper diagonal in (4), as shown at the top of the previous page.
The first N − 1 block-columns and the last block-column of the matrices B i,1 , i = {0, 1}, are zeros with the non-zero diagonal in the remaining part
The matrices B i,n , i = {0, 1}, 2 ≤ n ≤ r − N have the following structure
The initial distribution p of the Markov processξ (t) is the distribution of the Markov chain ξ (τ m ) embedded at the moments after the arrival of customers. Let us decompose the vector p into sub-vectors
of which has the dimension of M . Then, according to the properties of MAP arrivals, the initial distribution is given by
and
where q i,k , i = {0, 1}, 1 ≤ k ≤ r are the sub-vectors of the stationary distribution q and π is the blocking probability, π = λ −1 q 0,r + q 1,r a.
The Laplace-Stieltjes transform (LST) f (s) of the time until absorption inξ (t) can be obtained by utilizing the conventional approach of phase-type cumulative distribution functions
The equation (13) leads to the sought expressions for the k-th moment of the customer sojourn time
As a result, our model allows to evaluate the customer service time in the system with an unreliable server (alternating between conventional operation and emergency situation). The corresponding numerical example for a mmWave-based PPDR network is considered in the following section. Assuming further that user data is aggregated every second, there is no practical need to deploy substantial waiting buffer space at the access point, since otherwise information might lose its real-time value, and the streaming application in question can employ an alternative channel. Hence, we select the parameters N and r so that all of the active data sessions would be able to complete the corresponding transmissions in under 1 second, while all sessions with the full buffer could complete transmission in up to 1.5 seconds. Next, we approximate the user session arrivals in our considered scenario by utilizing the powerful MAP formulation.
VI. CHARACTERISTIC NUMERICAL RESULTS

This
According to [31] , it is required to have at least the first three moments as well as the covariation of the adjacent interarrival times in order to reconstruct a MAP with the needed two states. However, in practice, it is sufficient to estimate the first two moments of the inter-arrival time. Therefore, we select the parameters of the MAP arrivals based on the average inter-arrival time of 1/70 second (arrival rate λ = 70) and its variation coefficient equal to 0.5. All of the parameters related to the system modeling are summarized in Table 1 .
In terms of the key performance indicators, we assess the denial of service probability together with the average service time variance. The results are displayed in Fig. 4-6 , where we consider various ratios of the mean time spent in the conventional state (a 0 = 1/α 0 ) in relation to the mean time spent in the emergency state (a 1 = 1/α 1 ). The results indicate that frequent oscillations between the conventional and the emergency states (a 0 = 14.4 s) may lead to low variance of the upload time and small denial of service probability. On the contrary, with infrequent changes between states (a 0 = 1440 s), the system spends much time in the emergency state, which leads to its overflow, potential session drops, and dramatic fluctuations in the upload time. If the required bitrate is 16 Mbps, then the system demonstrates excellent performance for a wide range of the availability ratio values.
Further, Fig. 5 highlights an interesting effect connected to the average service time behavior for 91 Mbps of the required bitrate. In case of abrupt fluctuations of state, we highlight the corresponding behavior of the average service time, which tends to be longer for smaller system availability ratio values. This can be explained since a 0 = 14.4 s has the smallest denial of service probability and thus the largest number of customers. This leads to an increase in the average service time. However, by decreasing the time spent in the emergency state, the average service time drops much faster than that for infrequent state changes. This effect is due to a decrease in the denial of service probability for all cases with the growth of the system availability ratio. Hence, the impact of session drops on other performance metrics becomes negligible. Note that for the case of 16 Mbps the said effect is not observed, as the denial of service probability remains relatively small.
VII. CONCLUSION
Today, public-safety communication emerges as a crucial component for the well-being of our society. An essential part of this vision is seamless and reliable service continuity in case of disruptions caused by weather events and human activity. This work reviewed important scenarios, constraints, and requirements of next-generation mobile communication for PPDR use cases, with an emphasis to mmWave radio technology. Further, it also contributed a new mathematical model to assess the service time and denial of service characteristics in situations where emergency and conventional system operation states alternate. Our results demonstrate that for the case of rapid oscillations between these two states, the average service time may decrease quite significantly.
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