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Ab stract
Shannon's coding theorem for noisy channels states that it is pos-
sible to communicate information, with arbitrarily small error, at any
rate of transmission less than the channel capacity. The attainable
probability of error has previously been bounded as a function of capac-
ity, transmission rate, and delay. This investigation considers the
behavior of a new parameter, the average number of decoding com-
putations. A convolutional encoding and sequential decoding procedure
is proposed for the particular case of the binary symmetric channel.
With this procedure, the average number of decoding computations per
information digit can be constrained to grow less rapidly than the
square of the delay. The decoding process converges for constant
rates of transmission that are not too close to capacity. Although it
has not been possible to prove this rigorously, it appears that the
probability of error decreases exponentially with delay, and is essen-
tially optimum for transmission rates near the limit of convergence.
It also appears that the sequential decoding technique can be extended
to more general channels.
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Introduction
The structure of human language is sufficiently complex that
conversation can take place in spite of considerable amounts of noise
and interference. Even if many of the individual words are lost,
intelligible communication can continue. In this sense, languages are
examples of highly effective error-correcting codes, admirably suited
through evolution to the natural needs of man.
When raw data is to be transmitted directly from machine to
machine, however, the erroneous reception of even a single element
of the signal is likely to change the meaning of a message. Since
noise is always present on an electric circuit, some sort of artificial
language, or code, is needed. This code should permit communication
with any required degree of reliability, and in particular should be
suited to the automatic encoding and decoding capabilities of the machines
themselves.
The theoretical fact that there exist codes with the desired error
behavior has been known for several years. How to implement them
without human intervention has not been clear.
This report concerns an investigation of a particular type of
coding and decoding which may ultimately prove useful for certain types
of channels. The code itself is binary - that is, it uses only two
symbols.
The performance of this code is analyzed with respect to a channel
known mathematically as the binary symmetric channel, abbreviated BSC.
For the BSC, the probability of receiving a symbol in error is inde-
pendent of the transmitted symbol. Furthermore, the BSC is defined
to be without "memory": the probability of error for each symbol is
statistically independent of everything that has happened before, or
that will happen in the future.
Although binary codes are frequently employed, binary symmetric
channels are seldom found. The fact that many circuits are used as
binary channels, even though their true nature is quite different, is
misleading. As an example, a long-range radioteletype channel is
binary if we consider the punched tape input and output to be the only
vi
X ·
accessible terminals. Of course, other terminals than these are
accessible, and other error-reducing techniques than coding are avail-
able. But most important, even were this not true, propagation fading
would contradict the BSC condition that errors be statistically inde-
pendent of each other.
The justification of the work reported here, therefore, lies not
so much in its direct and unmodified applicability to physically existing
binary symmetric channels, but more in the fact that the BSC is
analytically tractable without being trivial. Accordingly, it provides
an excellent model for preliminary investigation.
It is hoped that in the future coding theory can be integrated
with statistical communication and decision theory into a common
body of knowledge, and that this will result in significant technological
advances. It will be necessary, however, to avoid simplifying assump-
tions, with respect to real communication systems, which lead to
analytical results that are not valid.
vii
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CHAPTER I
THE BINARY SYMMETRIC CHANNEL
1. Definition of the Channel
The problem which we consider in this report is that of com-
municating with great reliability over a "binary symmetric channel."
This is a communication channel for which the alphabet consists of
only two symbols: for example, 0 and 1. The transmitter sends a
sequence made up of zeros and ones into the channel; the same se-
quence is delivered to the receiver, except that there is a tran-
1
sition probability p < 2 that each digit is received incorrectly -
that is, that a transmitted 0 is received as a 1, and conversely.
The evil gremlin who introduces these changes is very simple-
minded indeed: he has no memory, and thus operates upon each new
digit of the sequence quite independently. Although destructive,
he is not consciously malicious, and is at least statistically pre-
dictable.
The binary symmetric channel (abbreviated hereafter as BSC)
forms a simple mathematical abstraction of many actual communication
situations, such as those involving noisy teletype or pulse code
modulation systems. On the other hand, the BSC is clearly no better
than an approximation to reality. In electrical communication, it
is unquantized signal power that is actually received - not an ab-
stract symbol. Furthermore, the gremlins of nature are usually con-
siderably more sophisticated than the one we presuppose: transmis-
sion errors are not necessarily statistically independent, and the
 __l--ii--····I··ll111-- I -LCC------· II--I - - - _
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probability of digit error is seldom constant. As a compromise,
however, the BSC is close enough to physical reality to be inter-
esting, yet sufficiently far removed therefrom to be tractable.
2. The Communication Problem
The situation with which we are concerned is this: A trans-
mitter is given some binary sequence x of the symbols 0 and 1.
We call x the information sequence, and require that it be repro-
duced exactly at the output of a receiver, with probability arbi-
trarily close to unity. The transmitter and receiver are connected
together only through a binary symmetric channel, for which the
transition probability po is known.
The information sequence x may be any particular binary se-
quence whatsoever; in every case, we must be prepared to reproduce
it at the receiver output.
In this situation, the transmitter is clearly restricted as
to what operations it can perform. The nature of the BSC is such
that only binary sequences will pass through the channel. However,
the transmitter is completely free to transform or "encode" the
original information sequence x into some longer binary sequence s,
where s represents the sequence that is actually transmitted.
As it passes through the BSC, some of the digits in the trans-
mitted sequence s may be changed. For each digit independently,
the probability that this actually occurs is po. The receiver,
knowing the channel output and that each digit of this output has
probability p of being incorrect, must then deduce the original
sequence x exactly. We specify that this be accomplished with prob-
ability as close to unity as may be desired.
I -- --
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Given a BSC, the communication problem is therefore this:
to determine a set of rules whereby any information sequence what-
soever is encoded into a transmitted sequence such that the receiver
can uniquely and with arbitrarily high probability redetermine the
information sequence in spite of channel perturbations. We are in-
terested not only in specifying how the transmitter generates the
signal s (the coding problem), but also in how the receiver deduces
x (the decoding problem).
There is at least one easy and obvious solution to this prob-
lem. For each digit in x, transmit the appropriate symbol (2n+ 1)
times. Thus an information sequence
x 0 1 1 0 1....
would correspond, when n= 2, to the transmitted sequence
s = 0000011111111110000011111 .......
The receiver decodes by majority rule: if (n+ 1) or more digits in
each block of (2n+ 1) digits are l's, it prints a 1, and vice versa.
Clearly, for a transition probability < , the decoding proba-
bility of error P(e) approaches zero in the limit as n approaches
infinity. The difficulty is that in this limit the rate Rt of trans-
mission of information - that is, the ratio of the number of digits
in x to the number of digits in s - also approaches zero. All of
these results are in full agreement with what would be expected.
In Shannon's original work on information theory,1 he proves
a very different and general theorem which is not at all what one
would expect: for a given channel, it is possible by means of suf-
ficiently inspired (and involved) coding to communicate with a
_____________11_1IIPIYL·___( 1 --·111111_-··lls-1--·^ lII._ - .l__-I _  __ _II
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probability of error smaller than any preassigned value, so long
only as the rate of information transmission is less than a maximum
value known as the channel capacity C. In the particular case of
the BSC, with a transition probability o 
C 1-H(p ) (1.1)
where
q 1 - P0 (1.2)
and
H(Po) = - Po log P - q0 log q (1.3)
For convenience, except where otherwise noted, all logarithms
throughout this paper are taken to the base 2*
From Shannon's theorem, we see that it is not necessary (as
would appear to be the case from the majority-rule example above)
continually to reduce the transmission rate Rt in order to reduce
the decoding probability of error towards zero. Instead, for any
R t < C, we can hold Rt constant, and need only increase the com-
plexity of the code.
Digital communication is playing an ncreasingly important
role in the technology of modern systems. If English text is to
be communicated, the reader can compensate for a few mistakes. On
the other hand, direct inter-operation of distant digital computers
would require extraordinarily low probabilities of error. This
report covers an investigation of the coding, decoding, and error
characteristics of a particular class of constant transmission rate
codes for the BSC which may prove of interest whenever arbitrarily
low communication error probabilities are demanded.
* H(p) is known variously as the entropy, or comentropy, function.
CHAPTER II
BLOCK CODING
1. Random Block Codes
Significant insight into the problem of communicating over a
binary symmetric channel results from recent work by Shannon2'3 and
Elias4 '5 on block codes. In block coding the transmitter and re-
ceiver establish by prearrangement identical code books, or sets
of possible transmitted sequences. Let each of these sequences be
nf digits long, and denote the entire code book set by S. Each se-
quence in S is a possible "message" and may be sent over the channel.
If there are ISI of these sequences altogether, then
nfRt
ISt = 2 (for Rt < 1) (2.1)
is an equation defining the rate of transmission Rt in terms of
ISI and nf. A typical code book set S is illustrated in Fig. 2-1.
Each sequence in S has a specified, numbered location in the
code book. Let x. be the binary number giving the location of se-
quence s. Then each number x.i is nfRt digits long.
The communications objective is to designate unequivocally to
the receiver any arbitrary binary information sequence x that may
be specified to the transmitter. We proceed according to the fol-
lowing rules: Divide the information sequence x into blocks of
length nfRt, and transmit in order the code book sequences s i cor-
responding to the resulting string of binary numbers. Each succes-
sive block of nfRt digits in the original information sequence is
thus encoded - and, necessarily, decoded - independently.
i - ---- 11 ---- ------- `-----I---"-~ I I
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The receiver seeks to identify each binary number xi in turn.
Since the channel may introduce transmission errors, in general the
received sequence differs in some of its nf digits from the trans-
mitted sequence si. Let y represent the received message. Then
nfRt
the task of the receiver is this: given the set S of all 2
possible messages, the received sequence y, and advance knowledge
of the statistical behavior of the channel, determine which number xi
was designated by the transmitter.
The probability of error is just the probability that the
receiver decides incorrectly.
Mffect of Noise. For convenience, we may always use the
symbol x to represent the binary number of length nfRt that the
transmitter wishes to communicate in any particular instance, and
the symbol s to represent the corresponding code book sequence of
length nf that is actually transmitted. For a BSC, the perturbing
channel noise can also be represented by a binary sequence o. If
the presence of a 1 in '11 is interpreted to mean that the channel
introduces an error in that digit where the 1 appears, then the
received sequence y is
Y T110 (2.2)
We use the notation @ to mean addition modulo-2 of corresponding
digits.
An example is given below.
Transmitted Sequence: s = 1 1 0 0 1 0 0 ...... 0
Noise Sequence: i0= 0 1 0 0 0 1 0 ...... 1
Received Sequence: y = 1 0 0 0 1 1 0 ...... 1
"9 --
MESSAGE
NUMBER
9nf
Figure 2-1
BLOCK CODING
-- L -- I c L _ - - --
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Since any binary sequence added modulo-2 to itself gives the
identity sequence of all zeros,
Y s 0 != (2.3)
Block Decoding. After having received all nf digits of the
sequence y, the receiver proceeds to decode in accordance with the
following rules:
1. The receiver adds y modulo-2 to each sequence si in the
nfRt
set S, thereby generating a set of 2 "noise" sequences ~i.
.i Y si (2.4)
2. The receiver then counts the number d. of 's in each
1
sequence i'
d i number of 's in i (2.5)
For convenience, we may use Hamming's nomenclature, and refer to
d. as the "distance" separating the two sequences s. and y. The
use of this geometrical terminology is justified in Chapter VI.
3. Finally, the receiver decides that the sequence si for
which di is a minimum corresponds to the binary number which the
transmitter sought to communicate.
These decoding rules constitute a maximum-likelihood detection
criterion, for any BSC transition probability p < This fol-
lows from the fact that each sequence i is precisely that noise
sequence which would have produced the given received sequence y,
had si been transmitted. The most probable noise sequence, when
Po < is that which contains the smallest number of l's. Iftwo or more of the possible noise sequences i have the same
two or more of the possible noise sequences i have the same
-C---·l -- ----r--- II ·---C-C -----·I-PC-III ·--i _IIX----·_-·------··IYI-P···I ---I I_ -- _
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(minimum) number of 1's, the situation is ambiguous. In this
report, we consider such an ambiguity to be an error.
nfRt
Average Probability of Error. An ordered set S of 2
sequences, each nf digits long, can be constructed in
nfRt
nf 2
2 ways. The probability of error for any particular choice
of S may be difficult to compute. It is instructive, however, to
consider the average probability of error behavior, over the ensemble
of all possible sets S. This problem has been treated in detail
independently by Elias4'5 and Shannon.2 The methods and results
are summarized briefly below.
According to the specified decoding rules for block coding,
the receiver will make an error if, and only if, one or more of
the incorrect distances d. is less than or equal to d, where
1 0
d o number of l's in o (2.6)
Assume for purposes of analysis that in a particular experiment
exactly k transmission errors occur. With this hypothesis, a de-
coding error is made if any incorrect sequence si in S is such that
its distance di from the received message is less than or equal to k.
Over the ensemble of all possible message sets S, each of the
nf
2 binary sequences of length nf is equally likely to appear in
nfRt
each of the 2 numbered positions in S. Averaging over the en-
semble of message sets is therefore equivalent to considering the
average behavior of a single set, each sequence of which is selected
independently at random with replacement from among all of the binary
sequences nf digits long. With this "random coding" model, every
I - -
2-5
sequence of concern (including the received message y) is then
statistically independent of every other sequence.
The ensemble probability that a particular incorrect sequence
s.i differs from the received message y in k digits or fewer is
therefore
P(di ~ k) 2 
j=O J
where (f) is the binomial coefficient. There is a total of
(ISI - 1) incorrect messages. The probability that none of them
differ from y in k or fewer digits is
P(no di k) = [1-P(di k)] (2.8)
Since
P(any di k) = l-P(no di < k) (2.9)
we have finally
P(any di k) < ISI P(di k) (2.10a)
whenever the r.h.s. is less than unity, and
P(any di < k) 1 (2.10b)
otherwise. Equations (2.10a) and (2.10b) are bounds on the ensemble
average probability of error, given k transmission errors. Denoting
a conditional probability by a subscript, we have
Pk(e) = P(any d i k) (2.11)
In order to find the over-all probability of error, we must
next average this conditional probability over the possible trans-
mission error patterns. The probability of exactly k transmission
---_1111_118----· --·sllslCP-OII-113Y-·11·---111 ---·YI·-U-PII-·-···-····--····IIIP·Y I--- ----··i ·····--·I·- I_- I
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errors is
P(do = k) = k f (f (2.12)
Finally, then, the average probability of error with block coding,
over the ensemble of all possible message sets, is equal to
nf
P(e)random = P(do = k)P(any d i , k) (2.13)
1i0k=O
We employ the subscript "random" to indicate the analysis technique
used in the calculation.
In Section 2 of Appendix A, a firm upper bound to P(e)random
is derived in terms of the channel transition probability po and
the transmitted sequence length nf, for information transmission
rates t less than the channel capacity C.
-nfEt
P(e)rando m < (Ar+At)2 (for < t < Pcrit) (A.54)
-nfEcrit -nfEt
< Acrit 2+ At 2
(for pri Pt < 2) (A.55)
In these equations, the auxiliary parameter pt is defined as the
solution to
Rt = 1-H(pt) (A. 33)
and p crit is determined as the solution to
Pcrit
q eiq (where qcrit = 1- Pcrit' qo = 1-po ) (A.46)Qcrit =J Q[
When we further define the transmission rate corresponding to
Pt Pcrit as the critical rate,
2-7
Rcrit = 1-H(Pcrit) (A.65)
then specifying Pt < Pcrit is equivalent to requiring that Rt be
greater than Rcrit. The significance of this critical rate is dis-
cussed in Section 2 of this chapter.
The coefficients in Eqs.(A.54) and (A.55) are given by
1 1
A
r 27 nfPtqt kA.'kJ
(where q, = 1- p,)
A 1 (.50)
2t Xt - ~2~ fp qt ' (Pt- ) (50)
and
1 · Pt
Acrit TI1E (A.51)
crit / ~P 2 Pcritqcrit(1 -1)
Lastly, the exponential factor Et is determined by
Et : 1(po) - H(pt) + (Pt- PO) log P (A.52)
and E is defined as the value of Et when t = Pcrit t P crit'
The functional characteristics of Et are most clearly inter-
preted geometrically, as in Fig. 2-2. A horizontal line drawn at a
distance Rt beneath the maximum of the entropy curve intersects it
at H(Pt). Since the slope of the line tangent to H(p) at p is
log P , Et is the vertical distance from H(pt) to this tangent.
We are especially interested in the behavior of P(e)random with
respect to the code length nf, for fixed values of C and Rt . The
I_  I-I- IU -------· *p·-···..u.-rrn*----" --^ ------1-·--11------ 
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coefficients A are at worst constant with respect to nf, and the
exponential factors E are functions only of the transmission rate
and the channel capacity. Accordingly, P(e)random is bounded by
an expression which decreases at least exponentially with length nf.
This is a tremendously powerful result. In order to decrease
P(e) from 10- 6 to 10 1 2 , for a given channel and a constant
random
information transmission rate, we need at most double the code
length nf.
Recalling that P(e)random is defined as the average decoding
probability of error over the ensemble of all block codes, we are
certain that at least one such code performs this well. Even more
strongly, as Shannon3 points out, if the average value of a set of
positive quantities is P, then at most 1/p of these quantities can
have a value greater than p P. Accordingly, if nf is so chosen
for a given Rt and C that P(e)random o 10 , at least 90 per cent
of all possible block codes of the same length must have a decoding
-11
probability of error which is no greater than 10
The fact that codes exist whereby information can be communi-
cated at a constant rate over a general noisy channel with an arbi-
trarily small non-zero probability of error was first proved by
Shannon. 1 Subsequently, Feinstein 8 demonstrated that this achiev-
able probability of error decreased exponentially with increasing
code length. Shannon2 ' 3 has since obtained for general channels
results which are exactly comparable to those given above for the
BSC.
· _ 
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Figure 2-2
GEOMETRIC CONSTRUCTION
Ht means H(t)
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2. Optimum Block Codes
6,9,10Except in special cases, we do not know how to construct
an optimum block code - that is, a message set Sop t such that the
decoding probability of error is minimum for a given channel, block
length, and transmission rate. In spite of this fact, however, it
is possible to evaluate a quantity P(e) pt which underbounds the
lowest probability of error that could possibly be obtained. We
again summarize results obtained by Elias. 4,5
Consider a code book Sopt containing ISIopt entries, each nf
digits long. Assume that Sp t could be so constructed that any
transmission error pattern involving k1 or fewer digit errors is
correctly decoded. Then the receiver must associate with each
message s i in S every possible received sequence of length nfopt
that differs from si in k or fewer digits. Furthermore, each of
the IS|opt subsets of associated sequences must be disjoint. Since
nf
there are only 2 possible received sequences, it follows that the
number of messages in Sopt could be no larger than
nf
1opt k (2.14)
j=O j
For this situation, the decoding probability of error P(e)opt
would be just the probability that more than k transmission errors
occur. Furthermore, it is clear that for a given length nf no
smaller probability of error could ever be obtained with this same
number of messages. This follows from the fact that changing the
subset assignment of any one of the possible received sequences
* This statement, of course, implies that all possible information
sequences x are equally probable.
   ,.._.,,,,,._,_,......_____..._. .. .____. __ _.._ _
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would associate it with another member of S t from which it was
necessarily more distant, in violation of the maximum-likelihood
detection criterion. Accordingly, we have
nf
P(e)o ppt E 1 qj (2.15)
j=kl +1
In Section 2 of Appendix A, this expression is evaluated, and
it is shown that, asymptotically as nf goes to infinity,
-nfE1
P(e)opt > Aopt 2 (A.62)
where (letting kl/nf = P = 1- ql )
At p 
- (A.63)opt qOPI
and
E1 = H(P) - 1(P1)+ (P1 - Po) log (A.64)
The lower bound on P(e)opt given in Eq.(A.62) is strikingly
similar to the upper bound on P(e)random given in Eq.(A.54) for
rates of transmission greater than critical. In Appendix A we
show that in the limit as the code length nf approaches infinity,
Iopt varies exponentially as 2 . Since for random
nfRt
block coding we define ISI = 2 , and t = 1-(pt), it follows
that for large nf the parameter P1 is equivalent to Pt. We there-
fore have the following powerful result for block coding. In the
limit of large code length, the ensemble average probability of
error behavior is exponentially optimum, for rates of transmission
I __ _ _ _ _ _ I _ _ __ _ _
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Rt greater than critical. Not only are most block codes good,
but they are exponentially as good as possible.
This exponential equivalence does not hold true for trans-
mission rates Rt( Rcrit For these low rates of transmission,
the number of messages ISI is small. With random sequence selec-
tion, decoding errors are more likely to be due to a poor choice
of message sequences than to the rare occurrence of an improbable
noise pattern. We note that it is the term involving E it that
dominates the bound on P(e)rndom given in Eq.(A.55) for Pt 3 Pcrit'
which is in accordance with this interpretation. For R t > Rcrit'
on the other hand, the message sequences are so numerous that most
decoding errors are attributable to the occurrence of an improbable
number of transmission errors.
3. Check Digit Codes
A great deal of the prior work4'5'6'9'1 0 done in coding for
the BSC concerns a restricted class of block codes known as check
digit codes. These codes are most easily described in terms of a
coding matrix such as that illustrated in Fig. 2-3. As shown there,
the nCh by nCh submatrix on the left is diagonal; the remainder of
the matrix is filled with nCh "check patterns" of length n I.
Each sequence s in the set of possible messages S is composed
of nI arbitrary information digits, followed by nCh check digits.
The total length nf of any message is therefore equal to (nI+ nCh),
and the transmission rate Rt equals nI/(nI+ nCh).
The transmitted sequence is determined according to the
following rules. The nI information digits are chosen to be the
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binary number x that we wish to communicate. The check digits
which follow are then determined through interaction of x and
the coding matrix. Let c.. be the j h digit of the check pattern
c. associated with the i diagonal 1 in the matrix, and let x
th thbe the j digit of x . 'e calculate the value soi of the i h
check digit in so by the equation
nI
8oi = L Xoj ij (2.16)
j =1
where the addition is modulo-2. We may think of this operation
as the computation of a parity check over a set of digits selected
out of x by the appropriate check pattern in the coding matrix.
As an example, if
x =010110
c. = 1 1 0 1 0 0
then
s i 0 I 0 1 E0 = 
The decoding rules for check digit codes are somewhat more
complicated. First of all, the receiver is presumed to have an
identical copy of the coding matrix. It then proceeds as follows.
Using Eq.(2.16), the decoder calculates on the basis of the re-
ceived message y what the ith check digit s . should be, and adds
th
this modulo-2 to the corresponding i h check digit that is actually
received. It does this for every value of i, from 1 to nCh. By
doing so, the receiver effectively compiles a list telling which
parity checks hold true and which fail.
It is also possible to have compiled a set of such lists in
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nf
advance, detailing for each of the 2 possible channel noise
sequences E which of the nCh parity checks will be affected.
A maximum-likelihood detection criterion is then to locate the
receiver list within the prepared set, and to decide that the
actual noise o is that particular sequence , consistent with
the observed effect, which involves the smallest number of digit
errors. Finally, having determined the most probable channel
noise, the receiver corrects the received message, and prints x o
With the procedure above, the probability of error is the
probability that some y other than o, involving no more digit
errors, causes an identical list of parity check failures.
Random Check Patterns. Although Hamming, Reed, and
Slepian have found specific check digit codes that are optimum
in special cases, no general procedure has yet been discovered for
determining an optimum matrix for arbitrary transmission rate Rt
and length nf. However, Elias4 has again proved by means of a
random argument that the average probability of error, over the
ensemble of all possible ways of filling in the check patterns in
the coding matrix, is still given by Eq.(A.54) or (A.55). It is
accordingly clear that within the restricted class of all check
digit codes are to be found many examples that are at least ex-
ponentially optimum.
As a matter of fact, the search for good codes can be narrowed
still further without changing this situation. Elias also shows 4
that the random coding bound applies equally well over the ensemble
of all check digit codes generated by "sliding" some single binary
sequence g of length nf into the pattern submatrix of Fig. 2-3 -
1_1 I_ _I ____I _
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that is, by writing the first n I digits of g in the first row,
digits 2 to (nI +1) in the second row, and so on. It is with a
situation closely akin to this that we are concerned in the later
chapters of this report. We refer to the sequence g as the check
digit generator.
Symmetry. Slepianl has proved that for any check digit
code, the set S of all possible messages forms an algebraic group,
and hence exhibits remarkable properties of symmetry. Consider
nI
any two of the 2 possible information sequences, xk and x.
Then
Xk Q X£ = x (2.17)
where x is also one of the possible information sequences. In
th th
order to calculate the i check digit of the m message sequence,
we use Eq.(2.16).
nI
mi E mj c (2.18)
j=l
The operation of addition modulo-2 is distributive. Accordingly,
Smi Z xkj cijj @jE x ej cij (2.19)
or
ami = Ski sXli (2.20)
Inasmuch as this result is true for every i, k, and 2, it follows
that if any two sequences sk and are members of the set S of
nI
all 2 possible messages generated by any particular choice of
coding matrix, then s = sk + 8£ is also a member of . Fur-
thermore, for that information sequence x which has zeros in every
digit, the corresponding transmitted message s is itself identically
I _ _
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zero. Lastly, every sequence s.i is its own inverse - that is,
si @ si is identically zero. Since the operation "sequence
addition modulo-2" is associative and commutative, we therefore
find that the message set S for any check digit code satisfies
all of the Abelian group requirements, under this operation.
Conversely, it can be shown that any group code is a check digit
code.
The symmetry property of group (check digit) codes is sum-
marized in the closure statement: The modulo-2 sequence sum of
any two members of S is also a member of S. Since every sequence
in S is different, this means that if any one sequence is added
to every other sequence, the set S is reproduced. Similarly, when
some noise sequence o0 is added to a particular member so of S during
transmission, resulting in a received sequence y, the set of dis-
tance measurements di formed by adding y to each member of S is
invariant with respect to which sequence in the group s represents.
The general maximum-likelihood decoding rules given in Section 1
of this chapter involve only this set of distances d.. Accordingly,
s Slepian10 first pointed out, for group codes the probability of
error is independent of which message in the set is actually trans-
mitted. The correctness of this statement is also immediately evi-
dent from the special decoding rules for check digit coding. In
this case only the effect of the noise upon the nCh parity checks
is significant, and the transmitted information subsequence is not
involved at all.
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4. The Decoding Problem
Before proceeding, it is helpful to consider briefly the
significance of these previously published results. It is possible
to communicate, over a binary symmetric channel in particular, with
a probability of error which decreases exponentially with increas-
ing code length nf. Furthermore, this can be achieved while main-
taining any constant rate of information transmission less than the
channel capacity. In other words, the number of possible messages
from which the receiver is able to select the single message actually
transmitted increases exponentially with nf at the same time that
the probability of error decreases exponentially.
The maximum-likelihood decoding rules specified for block coding
in general, and check digit coding in particular, result in an en-
semble average probability of error that is exponentially optimum
in the limit of large code-word length nf, for transmission rates
near capacity. Most codes, then, are good codes, and it should not
be difficult to find some particular message set S for which the
actual probability of error P(e) is as small as may be desired.
For a given channel and required transmission rate Rt, we need only
determine a sufficiently large code length nf, select S at random,
and avoid being unlucky.
From a strictly practical point of view, however, there re-
mains a serious difficulty. The general block coding procedure
involves the storage of a set S of possible messages whose number
grows exponentially with nf, for constant R t . Since strong statis-
tical assertions require large samples of data, in most interesting
cases nf tends to range from approximately 100 to 600 for values of
1 _ __
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P(e) less than 10- 6 As an example: nf = 150 and Rt = 1/5 im-
plies ISI = 2 30 109, which is already a most unattractively
large number. Finally, from a computational point of view, the
received message y must be compared in decoding against each of
these ISI messages.
Especially when a "sliding" parity check generator sequence
is used, check symbol coding avoids the message storage difficulty.
However, an exponential problem still exists. The decoding rules
in this case require at the receiver a set of lists that in es-
sence equate parity check failures to transmission error patterns.
nCh
There are nCh check digits, and therefore 2 maximum-likelihood
channel error patterns that must be recorded. Since nf = nI+ nCh,
and Rt = n/(nI+ nCh), the number of such entries also grows ex-
nf(l-Rt)
ponentially, as 2
The only practicable code discussed in the literature so far
that permits communication over a BSC at a positive rate with arbi-
trarily small error probability is due to Elias.12 This is an iter-
ative Hamming6 technique, in which each information digit enters
into an increasing number of parity checks as the transmission con-
tinues. Although the probability of error for iterated coding does
not decrease so fast with increasing message length nf as is theo-
retically possible, the existence of at least one feasible error-
free procedure is encouraging. Otherwise, the frustrating knowledge
that the ensemble average of all codes is exponentially optimum might
lead us to infer that only those codes of which one cannot think are
good.
____1____11__11__1_II - I_-- __
2-18
With this introduction, the remaining chapters of this
report consider a coding and decoding procedure that seeks to
retain the exponentially optimum probability-of-error advantages
of block coding, while avoiding the disadvantages of exponential
growth in storage and computation requirements.
j·
CHAPTER III
CONVOLUTIONAL ENCODING
1. The Code Book Structure
As mentioned in Chapter II, Elias4 has shown that the average
probability of error behavior of "sliding" check digit codes, over
the ensemble of all 2 possible check digit generator sequences g,
is exponentially optimum. For this technique, encoding is not a
problem. Given any particular check digit generator sequence g,
and an information sequence xo, a digital computer can determine
the appropriate transmitted sequence s in a straightforward
fashion. Furthermore, the encoding computer can be small; only
the information sequence xo, the generator g, and s o need be stored
in the computer memory. As a matter of fact, given enough time,
this same computer could generate the entire code book set S of
all possible messages, one after the other.
All of the above statements apply with equal force to another
method of check digit coding which was first considered from a
somewhat different point of view by Elias. This technique, con-
volutional coding, results in a set S of possible messages having
a structure of the type illustrated in Fig. 3-1.
This structure is tree-like, in that at each length n no,
2n , 3n ........ , and so forth, there is a node, out of which
nor t
diverge 2 branches of length no. Since the BSC is discrete,
n o and Rt are subject to the diophantine constraint that nRt must
be an integer. For the case illustrated, n = 3 and Rt = 1/3.
Consider a convolutional set S of messages n = (no times an integer)
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nRt
digits long. Then there are exactly 2 possible messages in S.
We adopt the usual convention that the information sequence x.
corresponding to the message sequence s is the binary number of
length nRt that designates the location of si in the set. As an
example, for the set shown in Fig. 3-1, in order to communicate
the number
x 1 3 = 1 1 0 1
the message actually transmitted is
13 0 1 1 1 0 1 0 0 0 1
The situation here is not the same as in the case of block
coding, however. There the information sequence x is subdivided
into blocks of length nfRt for coding purposes, and each block is
treated separately. In convolutional coding, on the other hand,
the code book tree set S continues to grow exponentially as the
length of the information sequence increases indefinitely.
This tree-structure of S forces a change in the decoding
philosophy. Instead of receiving a sequence y that is nf digits
long and decoding it all at once, with convolutional coding we
determine the value of each successive information digit in turn.
The receiver accomplishes this by means of distance measurements
between S and the next nf as yet undecoded digits in y. This still
implies, of course, that the receiver operates with a time lag of
at least nf digits behind the transmitter. In order to make the
decoding problem homogeneous from digit to digit, we require that
the decoding observation span nf equal an integral number of branch
lengths n. This, of course, is a convenience rather than a necessity.
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It is with a decoding procedure for these convolutional codes
that this report is concerned. Before this subject is discussed
further, however, it is advisable to consider the encoding tech-
nique in detail.
2. Convolutional Encoding Constraints
The mechanical analogue of a convolutional encoding computer
is illustrated in Fig. 3-2. A check digit generator sequence g,
nf digits long, is arranged around the periphery of a wheel. As
shown in the figure, there is a "window" nfRt digits long at the
top of the wheel, which we can think of as selecting a segment of
the generator sequence g. The wheel rotates counterclockwise
through the window in unit steps.
The information sequence x also passes through the window,
in unit steps from left to right. Before communication begins,
the information digits within the window are assumed to be all
zeros, and the wheel itself is assumed to be resting in a pre-
assigned starting position.
The stepping of x and g is controlled according to the
following convention. Before each of the first nRt digits in s o
is generated, the information sequence x steps once from left to
right, and g holds still. Before each of the next n(l-Rt) digits,
the generator g steps once counterclockwise, and x holds still.
After each small block of n digits, this convention repeats it-
self. For convenience, we refer to the first nRt digits in a
block as "information" digits, and to the last n(l -Rt) digits
as "check" digits.
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The value of the digits that actually make up the transmitted
sequence s0 are determined by means of Eq.(3.1) below. Let xoj
represent the information symbol that is located in the j th posi-
tion under the window, and let gij represent the check digit gener-
ator symbol located directly beneath oj. The subscript i in gij
signifies that the encoding mechanism is properly positioned to
compute the ith digit ai of the transmitted sequence s. Then
Soi is determined by the equation
nfRt
oi = xoj ' gij (3.1)
j=l
As in the corresponding Eq.(2.16) for check digit block coding,
the summation is modulo-2.
As a matter of fact, Eq.(3.1) is exactly equivalent to Eq.
(2.16). It therefore follows directly from the symmetry arguments
in Section 3 of Chapter II that the entire convolutional set S of
any length n is also an Abelian group under the operation of se-
quence addition modulo-2.
3. Characteristics of Convolutional Message Sets
There are a number of characteristics possessed by every con-
volutional code set S that are of particular importance in decoding.
First of all is the fact that the total number of possible sequences
nRt
ISI at any length n is approximately equal to 2 . This is not an
exact equality, since the tree-structure of S branches only at a
discrete set of node points. However, this situation is still very
different from block coding, where there are 2 possible se-
quences even when n is much less than nf.
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Second, given enough time, a relatively small digital com-
puter can generate the entire set S. This is true of any check
digit code. Only a simple program and the nf digits of the gen-
erator sequence need be stored in the computer memory.
Third, the fact that the complete code book set S forms a
group, regardless of how long the sequences concerned may be, is
important. It is shown in the discussion of symmetry in Chapter II
that the set of distances di between a received message y and the
members of any group code book S is invariant with respect to which
particular sequence is transmitted. Since the decoding procedure
which we investigate in Chapter IV depends only upon these dis-
tances, without loss of generality we may assume for purposes of
analysis that the transmitted sequence so is always the identity
element of all zeros.
The constraints imposed upon S by the generator sequence g
extend over a span of nf digits, and are periodic. As mentioned
in Section 1 of this chapter, the sequential decoding procedure
with which we are concerned involves distance measurements between
S and the next nf as yet undecoded digits in the received message y.
Accordingly, for convolutional coding the length parameter nf has
much the same significance as in block coding - it measures the
length of the statistical constraints within S.
Let us define a truncated message set S, to comprise all of
nfRtthe 2st possible messages of length nf that are consistent with
the already-determined part of the information sequence x. Since
the receiver is restricted to looking no more than nf digits ahead,
_ _ _ _ _ I 1--^lllC-4· -- C-^---· --- II ----C-
3-6
only the appropriate truncated set Sf is involved at any stage
in the decoding process.
When the transmitted sequence s0 is assumed to be identically
zero, and no prior errors are made, the truncated set Sf is also
a group. In fact, it differs from the "embryonic" set S that is
generated by the first nf encoding operations only in regard to
the initial position of the convolving wheel. In so far as eval-
uating the sequential decoding scheme of Chapter IV is concerned,
we are interested in the behavior of Sf over the ensemble of all
nf
2 possible generator sequences g. Since averaging over the en-
semble destroys the significance of the initial orientation of g,
Sf may always be considered statistically equivalent to the em-
bryonic set S. The general validity of an analysis on this basis
is restricted only by the specific assumption that no errors have
been made beforehand.
The receiver attempts in any one stage of decoding to identify
only the next as yet undetermined information digit. Since the
transmitted sequence s is assumed to be all zeros, we are espe-
cially concerned with the behavior of that subset of Sf which con-
tains all messages s. corresponding to possible information sequen-
ces x.i whose first digit is 1. We call this subset S1, and recog-
nize that it contains every sequence in Sf that is really "incorrect,"
at least in so far as the decoding procedure is concerned. By elim-
ination, the "correct" subset S is complementary to S1, and con-
tains all of the possible transmitted sequences whose corresponding
first information digit is a zero. This notation is indicated in
Fig. 3-1.
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Consider any particular sequence si. that is a member of the
incorrect subset S1. The leading digit of the corresponding in-
formation sequence x. is then a 1. As xi passes through the1 1
window of the convolutional encoding device, this 1 plays against
each of the nf digits of the generator sequence g in turn. For
any particular choice of g, a particular sequence s i is generated.
For any different g, si also is different. Accordingly, over the
ensemble of all possible generators g, each si. in S1 is equally
likely to be any binary sequence whatsoever.
The embryonic little set S illustrated in Fig. 3-1 results
when n 3, Rt 1/3, and the generator sequence g is given by
g = 011010011100
We see from the figure that this is a reasonably good choice for
g, since every sequence in the incorrect subset S1 differs from
the supposedly transmitted sequence of all zeros in approximately
1/2 of its digits. Furthermore, the entire set S has a thoroughly
mixed-up appearance. On account of the general random coding argu-
ment, we anticipate that both of these effects are characteristic
of good code sets. In convolutional coding we may reasonably ex-
pect similar results whenever g itself contains approximately 1/2
ones, and involves as few periodicities as possible.
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CHAPTER IV
SEQUENTIAL DECODING
1. The Decoding Concept
For any specific set S of possible transmitted messages,
the general maximum-likelihood decoding procedure involves com-
paring the received message y against each of the sequences si in
S. The receiver then decides that the sequence differing from y
in the fewest digits is the transmitted message s o , and prints the
corresponding information sequence x .
As pointed out in Chapter II, this general maximum-likelihood
procedure is impracticable when extremely small probabilities of
error and a constant rate of information transmission are demanded
concurrently. In our search for good decoding techniques, however,
we are not necessarily limited to considering only procedures of
an ideal maximum likelihood nature. Depending upon the character-
istics of S, other detection criteria may exist that are sufficiently
near-optimum from the point of view of error probability, and at
the same time feasible from the point of view of implementation.
In particular, the convolutional encoding technique discussed in
the preceding chapter results in a message set that is especially
amenable to a modified decoding strategy.
It is shown in Chapter III that the structure of a convolu-
tional code book set is tree-like. This characteristic is empha-
sized in Fig. 4-1, where the set S itself is identical with that
of Fig. 3-1, but is drawn in a slightly different form.
In encoding, the transmitter is given some information
- Is~ -YI -L-
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sequence x. It then generates the corresponding transmitted
message So, by convolving x against the check digit generator g
in accordance with the rules outlined in the preceding chapter.
This procedure is exactly equivalent to tracing out a particular
path through the tree-structure of S. Each successive digit of
x can be interpreted as an "instruction" to the transmitter,
where the symbol 0 means "go up" at a node, and 1 means "go down."
This convention is indicated on the figures.
We are interested in a sequential decoding technique,by which
we mean that each of these "instructions" is determined in turn,
one after the other. At any particular stage of the process, there
is only one binary decision to be made: Did the transmitter trace
next along the upper or along the lower branch of the tree? The
decoder attempts to answer this question by comparing the received
message y against S.
Within a transmitted sequence so, the influence exerted by
any single encoding instruction extends over a span of nf digits.
Accordingly, we restrict the receiver to observing no more than
the next nf digits of y. At any one decoding operation, we are
then concerned only with the truncated code book set Sf, defined
in Chapter III to include every possible message of length nf that
is consistent with the already-determined part of the information
sequence xt
.
On account of the symmetry characteristics of group codes,
it is perfectly general to assume that the transmitted message s0
is always the identity sequence of all zeros. In the absence of
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prior decoding errors, therefore, we can consider the truncated
set Sf to be statistically equivalent to the embryonic set S of
all possible messages generated by the initial nf operations of
the encoding mechanism.
For this situation, in so far as the single required binary
decoding decision is concerned, all of the messages in Sf that
correspond to information sequences beginning with a 1 are in-
correct. This subset of Sf is defined as S1, and the complementary
subset corresponding to the initial encoding instruction 0 is de-
fined as S
0
A sufficient maximum-likelihood detection procedure consists
of showing that at least one of the sequences in the correct sub-
set is more likely than any sequence s. in the incorrect subset
0 1
S1 to have resulted in the received message y. Unfortunately, such
a procedure is still unattractive, since S1 itself contains exponen-
tially-many members.
This difficulty with exponential growth can be avoided - at
a reasonable cost, in terms of increased error probability - by
programming a decoding computer to eliminate from further consider-
ation any sequence that is sufficiently improbable with respect to
the received message y. This is the key concept in the decoding
strategy which we now propose. The word "improbable" must, of
course, be precisely defined.
2. The Probability Criterion K
Let us assume, rather arbitrarily at first, that "improbable"
means "less probable than 2-K . The positive number K is then a
probability criterion.
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As pointed out in Chapter III, a digital computer can produce,
if necessary, each sequence in the truncated message set Sf in
turn, and compare it against the received signal y. If it is to
discard those sequences that are less probable than 2 - K , however,
then we must provide a corresponding distance criterion k, such
that
P(d 0 > k) - 2-K (4.1)
where d represents the number of digits out of n in which the
transmitted and received sequences differ. The value of k that
satisfies Eq.(4.1) is a function both of the probability criterion
K and of the observed sequence length n, which can be any positive
number less than or equal to nf. In order to emphasize this im-
plicit n-dependence, we hereafter write the distance criterion k
as k.
n
Exact determination of the function kn specified by Eq.(4.1)
involves the solution for kn of the equation
~n
PJ % () = 2-K (4.2)
j-kn+1
where po is the channel transition probability, and qo = 1- Po.
Furthermore, Eq.(4.2) must be solved for every value of n from 1
to f. This is a quite formidable task. However, we can simplify
matters conceptually by using the following inequality due to
Shannon, which is derived in Appendix A.
-n[H(Po)-H(P)+(P-Po)log L(°
P(do > p): 2 P (for p>p
(for p>p,)
Y I
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The parameter p in Eq.(A.30) is arbitrary, except that it must
exceed po.
Let us equate the right-hand sides of Eqs.(4.1) and (A.30),
define E - K/n, and call the value of p that satisfies the re-
sulting equation PK'
n e(po ) - H() + (P -p)log P (43)
Then an approximate solution to Eq.(4.1) is obtained by setting
k n npK (4.4)
Equation (4.3) expresses an implicit transcendental relation
defining pK in terms of K and n. The form of the equation is iden-
tical with that of Eq.(A.52), and a geometric interpretation is
again instructive. In Fig. 4-2, the line drawn tangent to the
curve H(p) at p p has a slope m H = log For any values
K and n, we construct a line segment of length E - K/n, hold it
vertical, and slide it to the left between H(p) and the tangent.
The value of the abscissa when EK fits precisely is pK'
For fixed length n, it is immediately apparent from this geo-
metric construction that K', and hence k, is a monotonically in-
creasing function of K. Also, in accordance with the basic relations
of probability theory, we know that k must increase approximately
as the square root of n, for fixed K.
The function k which we obtain by solution of Eqs.(4.3) and
(4.4) is actually a conservative approximation to the true function
specified by Eq.(4.1). By "conservative," we mean that the values
of k for which P(d > k) - 2- K are everywhere overbounded by those
given by the approximate solution.
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In order to preserve the mathematical rigor of certain argu-
ments in Chapter VI concerning the probability of error, we actually
require that k be the exact solution of Eq.(4.2). In so far as
n
this present chapter is concerned, however, we need only consider
the approximate solution. The results which we obtain in this
fashion are not only always conservative, but their derivation is
facilitated by reference to the geometric construction of Fig. 4-2.
Many of the purely mathematical details of the analysis that
follows are provided in Appendix C, to which frequent reference
is made.
3. Elimination of the Incorrect Subset
Having defined a probability criterion K, and determined the
(approximate) associated distance criterion function kn, we are in
a position to ask instructive questions about the behavior of the
incorrect subset S1. Let us consider a decoding computer which
starts out to generate this entire subset. As it proceeds, how-
ever, it discards every sequence si that becomes less probable than
-K
2 - that is, every sequence for which the distance di from the
received sequence y becomes greater than k digits out of n.
The procedure is as follows. The computer begins at n = 1,
and works out along the topmost path of the tree-structure of S1
(illustrated in Fig. 4-1). The decoder progresses along this path
until, at some length n, di exceeds k . This can happen for n much
less than nf. Then the computer backtracks to the node it has just
passed, and proceeds out along the next lowest unexplored branch
leading from that node. The computer continues in this methodical
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fashion, keeping always as high up in the tree as it can and still
explore new branches. When all of the branches diverging from any
node have been discarded, the computer backs as far as may be neces-
sary in order to again find virgin territory.
By adopting this procedure, we minimize the storage require-
ments in the computer. It need keep track only of the sequence s i
with which it is currently involved. Eventually, of course, we
expect the entire subset to be discarded, since S1 contains by def-
inition only messages that are incorrect.
The question of greatest import concerns the magnitude of
"eventually." Let us define a binary computation to mean the con-
volutional generation of a binary digit, plus its comparison against
the corresponding received digit in y. We then define NK to be the
average number of binary computations required to eliminate the en-
tire incorrect subset S1, subject to the probability criterion K.
The averaging, as usual, is over the ensemble of all possible con-
volutional generator sequences g.
First of all, let us represent the number of binary computa-
tions required to extend any sequence in S from length n to
length (n+ 1) by A(n). This may be equal to either 2 or 1, depend-
ing upon whether or not there is a node in the tree-structure at
length n. In any event, A(n) is a perfectly definite function of
n only.
Assume in a particular experiment that the number of messages
of length n in S1 that are probable according to criterion K is
MK(n), and that no sequences have been discarded previously. The
_ _I___II_·_1__III_1l__ml----.·1 .---_--i-_·-L 1II-.II
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number NK(n) of computations required to progress to length (n+ 1)
would then be A(n)MK(n). The possibility that some messages may,
in fact, already have been discarded for smaller n can only de-
crease this figure. Accordingly,
N(n) A(n)1,(n) (4.5)
The total number of binary computations N K can be bounded by sum-
ming N(n) over n, from 1 to nf.
nf
NK A(n)MK((n) (4.6)
n=l
Finally, since the average of a sum equals the sum of the averages,
over the ensemble of generator sequences we have
nf
NK A(n)ik (n) (4.7)
n=l
In order to evaluate Eq.(4.7), we make use of one of the re-
sults proved in Chapter III. It is shown there that, as the convo-
lutional generator g assumes all possible values, any particular
message s i in the incorrect subset S1 runs in one-to-one correspond-
nf
ence through the set of all 2 binary numbers of length nf. This
is true of each and every sequence s.. Accordingly, over the en-
semble of all g's, any s. is statistically independent of the re-1
ceived message y.
In Appendix A, we also derive another result due to Shannon,
which applies to the distance between two statistically independent
binary sequences.
P(d i np) 2-n[lH(p] (for p< ) (A.32)
r
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Specifically, let di represent the distance between the se-
quences si. and y, and set the arbitrary parameter p equal to p.
We then have
-nRK (n )
P(dI < k) 2 (for k < n) (4.8)
where k is the distance criterion function associated with the
n
probability K, and RK(n) is defined by
RK(n) = 1-H(pK) (for PK < 2) (4.9)
Equation (A.32) is rigorously correct for any p . Use therein
of the approximate parameter K', derived from Eqs.(4.3) and (4.4),
results in an approximation to P(di 5 kn) which overbounds its true
value for the kn that actually satisfies Eq.(4.2).
The geometric construction of RK(n) is illustrated in Fig. 4-2.
For fixed K, RK(n) is asymptotic to the channel capacity C, as n
approaches infinity and EK = ; approaches zero. For small n, on
the other hand, the maximum permissible value of PK for which Eq.
(4.8) is valid is 1/2, which implies that EK equals the value Em
shown in the figure. Accordingly, for a given K, we extend the
definition of Eq.(4.9) to set
RK(n) = o (for n (K)min (4.10)
m
This means, essentially, that more than (nK)min digits must be com-
pared before it is possible to assert with probability (1- 2- K)
that any sequence si is not the transmitted sequence s.1. o
It is evident from the geometric construction that R(n) is
a monotonically increasing function of n, and a monotonically de-
creasing function of K. A sketch of RK(n) is included as Fig. 4-3;
its dimensions are those of a rate of transmission.
1_1 -L-C31LI^II--I -·-ll-·IX II-·- II- - -- -
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Since Eq.(4.8) holds for each sequence s i in the subset S1,
over the ensemble of all possible check digit generator sequences g
the average number of incorrect sequences of length n that are
probable according to criterion K is bounded by
(n) g q( / |S  (n) 2 (4.11)
where Sl(n)j is the total number of sequences of length n in S.
Equation (4.10) again follows from the fact that the average of a
su is equal to the sum of the averages. Substituting Eq.(4.11)
into Eq.(4.7), we obtain the inequality
f A(n)Sl(n) -nRK(n) (4.12)
n-l
It is mentioned in Chapter III that the number of sequences
nRt
in the complete tree set S is approximately equal to 2 , where
n is the length of the set and Rt is the rate of transmission of
information. When account is taken of the fact that the tree-
structure of S1 branches only at a discrete set of nodes, we can
write the rigorous inequality
nRt
Sl(n) Do (C.5)
where
1 (no-1)Rt (.6)
In Eq.(C.6), n is the branch length. This result is derived in
Appendix C. In Section 3 of that appendix, we also obtain the
bound
A(n) Sl(n) ( D 2 )Rt (C.40)
Substituting Eq.(C.40) into Eq.(4.12)strengthens the inequality.
·1 --· · - I - -
0
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Finally, therefore,
n
,K< 1 nZ[<2L (tK2 (4.13)
n-1
where
(noRt-1)
D1 = 2 (4.14)
We may also substitute Equation (C.5) into Eq.(4.11), and obtain
the result
(n) D0 2 [RtR( )] (4.15)
In terms of jk(n), Eq.(4.13) becomes
nf
N < 2Rt En ) (4.16)
n-l
Algebraic Bound to RK(n). Equation (4.13) is the desired
bound on the ensemble average number of binary computations NK
required to eliminate the entire subset S1 of incorrect messages
as "improbable according to criterion K." Unfortunately, direct
evaluation of the r.h.s. of Eq.(4.13) requires numerical methods,
since the function RK(n) is defined by Eq.(4.9) in terms of the
implicit transcendental parameter PK, which in turn is determined
approximately as the solution to Eq.(4.3).
In spite of this difficulty, an idea of the general nature
of NK results from consideration of "(n). Since RK(n) is iden-
tically sero for (nK) K , (n) grows exponentially as
2 for small values of a. For larger values of n, RK(n) increases
monotonically towards its asymptotic value C. When the rate of
transmission Rt is less than C, therefore, RK(n) crosses R t at
_____11__11______1·_______ ______1__11 ll_^_n  _ __
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some value of n. Thereafter, the exponent in Eq.(4.15) is nega-
tive, and iM(n) becomes negligibly small.
A typical sketch of the function !M(n) is provided in Fig. 4-4.
Since RK(n) is monotone increasing, IK(n) has a single maximum term.
Accordingly, we are guaranteed that the smmation bounding NK in
Eq.(4.16) is well behaved. Furthermore, for a given value of the
probability criterion K, we do not expect the summation N to be a
sensitive function of the length parameter nf. All of these results,
of course, are directly attributable to the fact that the total num-
ber of possible transmitted sequences in the convolutional set S
nRt niRt
varies only as 2 , instead of being equal to 2 for all n as
in block coding.
Difficulty in the evaluation of the bound on NK is avoided
when an appropriate algebraic function of K and n is used in place
of RK(n) in Eq.(4.13). In Appendix B, we show that RK(n) is always
such that
\(n) C + C (B.28)
(for n > (n)in)
In this equation, C is the channel capacity, and BE is the maximum
Kpermissible value of EK , as illustrated in Fig. 4-2.
Em log - C (B.5)
Upper Bound to NK. Substitution of this algebraic bound on
Rb(n), over the range (n)min< n < nf, into the bound on N given
by Eq.(413) again strengthens the inequality. For smaller values
I
! E-4 .
E%4
I , l~i4 14, ~$4e
_ 
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of n, RK(n) is still defined in accordance with Eq.(4.10) to be
identically zero. As a consequence, every sequence in S1 must be
generated for n _ (nK)min = K/Em. From Eq.(C.5) there are no more
(nK)minRt
than D 2 such sequences in total at the upper limit of this0
restricted range of n ; also, as is evident from Fig. 4-1, this
-n0Rt
number decreases as 2 each time n decreases towards zero by
an amount n . Accordingly, we can rewrite Eq.(4.13) in the form
0
oDo (f)minRt
NK< -noRt 2
1- 2
f 20K-C+ C K
n=(nK)mi n
The maximum term in the summation above is equal to 2 K B , where
the extremely important parameter B is defined by
B CRt (4.18)
Finally, since a finite sum is bounded by the number of terms times
the maximum term, we have the rough bound that
NK < D1 f (4.19)
It is also possible to obtain a much tighter evaluation of
the r.h. s of Eq.(4.19). When the summand has a single maximum,
a summation over unit steps is bounded above by the corresponding
integral plus the maximum term. This calculation is carried out
in detail in Appendix C, with the result that the factor nf in the
rough bound of Eq.(4.19) is eliminated.
_II _ _ _II_ I _ I __ _ _ ·_ _ ___
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K---
NK ( D1 (D 2+D 3) 2 Em + (1+ D4{r) 2KB (C.18)
where
D 1 2 (4.14)
-Rt
n 2
D a (c.19)
. oRt
1- 2
C-l te /(C.21)
D 2C 3/2 l og a (C.21)
4 *(cR) 3 2 E
These inequalities bound the average number of binary compu-
tations that a decoding computer must perform in order to eliminate
the entire incorrect subset S in accordance with the probability
nf
criterion K. The averaging is over the ensemble of all 2 possible
convolutional generator sequences g.
Although we cannot be certain about the behavior in this re-
spect of a convolutional message set S generated by any particular
sequence g, as usual we are certain that most such sets are sub-
stantially as good as the ensemble average of all sets. This fol-
lows again, as in the discussion of error probabilities in Chapter II,
from Shannon's argument that when the average value of a set of pos-
itive quantities is P, no more than of them can exceed p P.
4. The Decoding Procedure
The decoding objective of the receiver is to determine, on
the basis of the received sequence y, which of the two subsets of
_ I- - I __ _ . ___ _ 1.
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all possible messages is S and which is S 1. By definition, the
correct subset S contains the transmitted message a , and S1 does
not.
In the preceding section, an operational procedure is speci-
fied whereby a digital computer could, if desired, search progres-
sively through the complete truncated message set Sf, where Sf is
defined to comprise both SO and S1. The method is to establish a
probability criterion K, and to eliminate from further considera-
tion any sequence that becomes less probable than 2 K with respect
to y. With this procedure, we expect the entire incorrect subset
S 1 to be discarded; the ensemble average number of binary computa-
tions required to accomplish this result is bounded by the expres-
sions of Eq. (4.19) or (C.18). The fact that these bounds on NK
are insensitive functions of the observation span nf encourages the
incorporation of this kind of search procedure into a set of de-
coding rules.
Let us consider next how the prescribed search procedure re-
acts upon the correct subset S, which includes the transmitted se-
quence s . The distance criterion function kn is defined by Eq.
(4.1) to be such that
P(do > k) - 2 K (4.1)
where do represents the number of digits out of n in which the re-
ceived message y differs from s . This inequality is valid for
every value of n, from 1 to nf. Since, in searching through SO '
the computer has a total of nf opportunities to discard soa
P(so discarded) nf 2-K (4.20)0 f~~~~~~~~~~~~~~~
__l__lllllsllll____ ----------- · 1 -- I
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Equation (4.20) follows directly from the fact that the probability
of a union of events can be no greater than the sum of the proba-
bilities of its constituents. Finally, since the entire correct
subset S can be eliminated only if the transmitted sequence s is
discarded, we have the result
P(S discarded) nf 2 (4.21)
It is interesting to consider a computer that searches through
the truncated set Sf in accordance with a criterion K, and finds
that one of the two (as yet unidentified) subsets is eliminated
completely. Equation (4.21) means that the computer can then as-
sert that the remaining subset is S . Furthermore, it can do so
without ever actually finding any "probable message. The ensemble
average probability that the assertion is wrong is less than nf2 -K
and is independent of the channel error pattern. If the computer
is programmed to operate more or less alternately upon each of the
two subsets until one of them is discarded, then the ensemble aver-
age of the total number of computations is bounded by 2n 2KB.
For a single criterion K, the bound on the required number of
computations is an increasing, and the bound on the probability of
error a decreasing, exponential function of the criterion K. owever,
these exponents differ not only in sign but also by the factor B.
The Decoding Rules. We can specify a decoding procedure that
exploits the existence of this extra factor B in the exponent of the
bound on NK . Instead of a single probability criterion K, we require
an increasing sequence of criteria K1 , K2 K3, .... , where e arbi-
trarily require that
IJ
4-17
Kj - 1 + (j- ) K (4.22)
With this definition of Kj, let us consider a decoding com-
puter that searches through the truncated message set Sf in accord-
ance with the following rules.
(a) The computer begins with the smallest criterion K 1, and
starts out to generate sequentially the entire truncated set Sf.
As the computer proceeds, it discards any sequence that differs
from the received message in more than kn digits out of n.
(b) As soon as the computer discovers any sequence in Si
that is retained through length n = nf, it prints the correspond-
ing first information digit.
(c) If the complete set Sf is discarded, the computer adopts
the next larger criterion (K2 ), and starts over again from the be-
ginning. It continues this procedure until some sequence in Sf is
retained through length n = nf. It then prints the corresponding
first information digit.
(d) The decoder repeats the above procedure in its entirety
for each successive information digit in turn.
When these rules are adopted, the computer never uses a cri-
terion K. unless the correct subset S (and hence the transmitted
sequence s o ) is discarded for j_ 1 . The probability that s o is
discarded depends, of course, only upon the channel noise pattern go,
and is statistically independent of the ensemble of possible convo-
lutional generator sequences g. Accordingly, we may determine a
number N, which we define to be the average total number of binary
computations required to eliminate the incorrect subset S1. We do
I _______ ·_ ·---- 1·111------·1^1^-I ___1_1--- I _I _ I
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this by averaging NK with respect to the probability that the j
criterion K. is used.
Let N. represent the value of N then K = K, and let P(j)
thbe the probability that the decoder uses the j criterion. Then
N P( j)wiJ (4.23)
Since the jth criterion is reached only when S is discarded for
Kj_,1 we have from Eq.(4.21) the bound
P(j) ~ n 2 (for j ~ 2)
(4.24)
= 1 (for j = 1)
When Eqs.(4.19), (4.22), and (4.24) are substituted into
Eq.(4.23), we obtain a bound on N. This bound, of course, in-
volves the arbitrary parameters K 1 and AK that are used in the
definition of K.. In Appendix C, the computation is carried out
in detail, and it is shown that the values of K1 and AK which min-
imize a rough bound on N are given by
lo B (C.30)
B- 1
and
n
K1 X log /lB1- (C.31)
The final result, which is valid only for values of B less than
unity, is shown to be
< n ) 1 B/1 (for B<1) (C.32)
Equation (C.32) is derived through use of the rough overbound
on NK given by Eq.(4.19). It is also possible to use the much
1
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tighter bound of Eq.(C.18). This calculation is shown in
Appendix C to lead to the result
N < D 1 (D2 + D3) 2 + (1+ D 4 1) 2 l j
+ nfD1 {(D 2 + D3 ) 2 21 ( ;(X 2(
(2 1 21 - 1- 2
-El', (1- 2 D4 AK
(for B < 1) (C.34)
Minimization of Eq.(C.34Y with respect to K 1 and AK requires
numerical trial-and-error methods. However, to a good approxima-
tion, the values given in Eqs.(C.30) and (C.1l) are still substan-
tially optimum. It is shown in Appendix C that their substitution
into Eq.(C.34) leads to a bound on N that increases with nf no
faster than nf log D , where D6 is some constant independent
of nf.
These bounds on N, the ensemble average of computations re-
quired to eliminate the incorrect subset S1, are valid only for
B <1, where B is defined as
CRt/E
B - C-- t (4.18)
The equivalent constraint on the rate of transmission is
Ct 1+ C/B (425
----_1111- - _ -- I - II_ C_ _
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For higher rates of transmission, the bound on Nj increases faster
than P(j) decreases, and the computation for N does not converge.
From a practical point of view, since from Eq.(C.32) the bound on
N increases as (1 - -B , this is no great disadvantage.
We do not expect the decoding procedure to be useful for values
of R t much greater than C anyway.
Discussion. Consideration of the behavior of the bound on N
with respect to the various parameters determining it, together
with numerical results, is deferred until Chapter VII. The most
important result is that the average number of computations which
the decoder performs upon the incorrect subset S1 is a very slowly
varying function of nf. This is a far more tractable behavior than
the exponential growth that is characteristic of the general maximum-
likelihood decoding procedure. Furthermore, in Chapter V we show
that the resulting decoding probability of error is not much de-
graded.
No mention has yet been made of the number of decoding compu-
tations that are performed upon the correct subset S . All that is
required is that the computer discover some one sequence in S that
is consistent with the received message y. Any such sequence will
do, since a decoding decision is made only as to the first digit of
the information sequence. However, it is possible that particular
channel error patterns could still cause difficulties - that is,
that the computer could search extensively through S in accordance
with a (small) criterion Kj, and succeed neither in determining a
probable message nor in discarding the subset completely. This
problem is discussed in detail in Chapter VI.
j
CHAPTER V
PROBABILITY OF ERROR
1. The Incidence of Errors
The sequential decoding scheme with which we are concerned
is developed in Chapter IV from the computational viewpoint. We
desire, of course, not only that the decoding procedure be capable
of implementation with reasonable equipment, but also that it re-
sult in a probability of error as small as may be required. In
particular, we hope for a probability-of-error behavior that is
at least exponentially optimum.
Before undertaking analysis of this aspect of the problem,
for convenience of reference we briefly restate the decoding rules
that have been adopted. As in Chapter IV, we define the truncated
message set Sf to comprise all possible transmitted sequences, nf
digits in length, that are consistent with that portion of the in-
formation sequence x which has already been decoded. Furthermore,
we assume that no erroneous decisions have yet been made, and that
the transmitted message s o is the identity sequence of all zeros.
In Chapter IV, an approximation to the distance criterion
function kn , associated with the probability criterion K, is deter-
mined as the solution to Eqs.(4.3) and (4.4). This simplification
assures us that the distance d between the transmitted and received0
messages satisfies the inequality
P(do > k) 2 (5.1)
for all n from 1 to nf. In so far as determination of bounds on
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the ensemble average number of binary computations required to
eliminate the subset S1 of incorrect messages is concerned, use
of this approximation to kn leads to conservative results.
In the present instance, however, we are concerned with
bounding the probability of error, and the approximation is no
longer conservative. Accordingly, we now consider the true func-
tion k, defined in Chapter IV to be such that
P(d > kn) - 2-K (for all n) (4.1)
With this understanding, the decoding rules are as follows.
(a) The receiving digital computer searches progressively
through the truncated set Sf, in accordance with the smallest un-
used probability criterion K.. Any sequence in S that becomes
-K 
less probable than 2 is discarded.
(b) As soon as any probable sequence of length nf is discovered,
the corresponding first information digit is printed.
(c) If the entire message set Sf is discarded, the computer
starts over from the beginning, using the next larger criterion
The essential feature in these rules is that a final decision
to print is made only after some sequence in Sf is found to be
consistent with the received message y over the complete span nf
of the convolutional constraints imposed by the encoding mechanism.
Interim decisions to discard messages as inconsistent with y are,
of course, made at smaller lengths, and the transmitted sequence s0
may accordingly be rejected. However, such an event does not in
itself constitute a decoding error. A printing error can occur,
*I
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for any given probability criterion Kj, if and only if one or
more messages s i in the incorrect subset S1 is retained throughout
the entire search procedure.
Let us assume that a particular selection of a convolutional
generator sequence is made, and that s is the transmitted message.
The channel perturbs s by adding to it, modulo-2, a noise sequence
o. In any given experiment, there exists some smallest criterion
Kj for which the decoding computer retains any member of the correct
subset S all the way out to length nf.
Consider this particular criterion Kj. Every sequence in Si
that differs from the received message y in more than (kn)j digits
out of n is discarded. A necessary condition for a decoding error,
therefore, is that some one si in S1 shall differ from y over the
total length nf in no more than (kn )j digits. Specifically, (kn )j
is the value at n = nf of the distance criterion k that is associated
n
with the particular criterion K.. Accordingly, the conditional prob-
ability of error, given that K. is the smallest criterion K for which
any member of the subset S of correct messages is retained to length
nf, is bounded by
Pj(e) Pj(any di kn) (5.2)
In this equation, d i represents the distance between the received
message y and the ith sequence in the incorrect subset S 1.
2. The Average Value of P(e)
Just as in the case of block coding, it is possible to bound
the average value of Pj(e). Since we are dealing here with a con-
volutional message set, this averaging is performed over the ensemble
_11_-1_1  __-_ _ _ _ -
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of all possible check digit generator sequences g.
It is shown in Chapter III that, as g assumes all possible
values, any sequence s i in the incorrect subset S1 runs in one-
to-one correspondence through the set of all binary numbers of
length nf. Regardless of the specific value of the received se-
quence y, therefore, over the ensemble of g's the probability dis-
tribution of the distance di between y and any particular si is
the same as if these two sequences were selected independently and
at random with respect to each other. Accordingly, we may use the
bound given by Eq.(A.32), and write in terms of the entropy function
P.(d. k) ( 2 (5.3)
where the sub-j notation is used to indicate that the probability
criterion K equals K.. It is also possible to use the appropriate
binomial distribution result directly, and to write the equality
(kn )j
Pjndin 3
2i (:') (5.4)
P(d knf ( ) (5 4)
k=0
The total length nf is constrained by the convolutional en-
coding mechanism described in Chapter IV to be equal to an integral
number of the branch lengths n . It follows that the number of se-
quences of length nf in the incorrect subset S 1 is exactly equal to
where Rt is the rate of transmission. As in Chapter II, we may de-
where Rt is the rate of transmission. As in Chapter II, we may de-
fine an auxiliary parameter Pt, such that
Rt = 1- H(pt) (5.6)
4 --
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Next, we again invoke the fact that the probability of a
union is bounded by the sum of the probabilities of its constitu-
ents. Therefore,
Pj(any" di< k ) C | s d( " ) l Pj( k (57
Substituting Eqs.(6.3), (5.5), and (5.6) into Eq.(5.7), we have
r 1- -
(ny d k) f Pt) (nf
Pj(any d i < ) 2 (n
(for the r.h.s. < 1)
1 (otherwise)
r
In this equation, we are guaranteed that the top inequality
whenever
(5.8)
applies
(k n)j <- niPt (5.9)
Accordingly, combining Eqs.(5.4) and (5.7), we obtain the follow-
ing expression for P (e).
Pj(e) Sl(ni
1
(kn) j
) 2-nf = (:)
(for (kn ) nfPt)fl 1 .
(otherwise)
(5.10)
3. The Average Probability of Error
Let the over-all ensemble average probability of error be
denoted by P(el). Then P(el) is the average value of the condi-
tional probabilities P(e), with respect to the probability that
Kj is the smallest criterion that would terminate the decoding
I_ I_ _ 
j
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procedure in the absence of an error.
P(el) = E Q(j) P(e) (5.11)
J
where Q(j) is the probability that K. is the smallest criterion K
for which any member of the correct subset S is retained to
length nf.
In essence, we determine Pj(e) by means of averaging over the
ensemble of all of the possible convolutional codes; in Eq.(5.11),
we next average over the possible channel noise patterns. This
procedure is exactly the same as that used in Chapter II and
Appendix A to bound the ensemble average probability of error for
block codes, P(e)random
The decoding process terminates at least as soon as the trans-
mitted sequence s itself is retained to length nf. Accordingly,
a necessary condition for K. to be the smallest criterion for which
any sequence in S is retained is that sa be discarded for criterion
0 o
Kj- . Therefore,
Q(j) Pj- (a0 discarded) (5.12)
Equation (4.1) specifies the distance criteria (kn)j to be
such that
Pj-l(do kn) 2 (5.13)
where d is the distance between s0 and the received sequence y.
This equation holds true for all lengths n, from 1 to nf. Since
there are nf chances altogether to discard s o ,
di 2-1 (14)
Pj-1 (0 discarded) < nf 2 (5.14)
where we once more bound the probability of a union of events by
the sunm of their individual probabilities. Accordingly, Q(j) is
bounded by
Q(j) nf 2 -- (for j ~ 2)
= 1 (for j - 1) J
The criteria K. are defined in Chapter IV by the relationJ
Kj K1 + (j-l) AK
Substituting into Eq.(5.7), we have
wr
5)
(4.22)
Q(j) nf 2AK 2i (for j ) ) 1 (5.16)
= 1 (for j = 1)
Finally, since Eq.(4.1) holds for every value of n, we may identify
-K.
2 with the probability that differs from y in more than (kn )
digits over the total length nf. Then
Q(j) n 2 Pj(d > k. ) (for j > 2)
(for j 1)
Substitution of Eqs.(5.17) and (5.2) into Eq.(5.11) gives an
expression for the average probability of error P(el), over the
ensemble of all possible convolutional geaerator sequences.
P(el) Q P 1 (any di k n) (5.18)
+ f 2AK Pj(do > k ) P (any di< k )
j=2
We desire to evaluate Eq.(5.18) for those values of K1 and AK
that minimize the upper bound on the average number of binary
computations performed by the decoding computer upon the subset S1
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of incorrect messages. These values are given in Appendix C as
lo B (C30)
B - 1 (C.30)
nf
and K1 = log B/-B (C.31)
where B is equal to
CRt/EmB - C (4.18)C - Rt
The parameters AK, K1 , and nf then satisfy the equation
AK -K1 (5.19)
nf 2 2 (5.19)
-K 1
Finally, recognizing from Eq.(4.1) that 2 = Pl(do > k ), we
may rewrite Eq.(5.18) as
P() < ) (d > k (any d k (5.20)
( 'i j=l nf k
Evaluation of P(e1 ). In order to determine the exact values
of the distance criteria (knf)j, we have the difficult task of solv-
ing Eq.(4.1). Without ever doing so, however, we can still bound
the r.h.s. of Eq.(5.20) by smming over every possible value that
the numbers (k ). could assume. On account of the value of 1
given by Eq.(C.31), the initial distance (kn)1 must be greater
than nPo. Accordingly,
1 nf
P(e1 ) < f (B) -B P(do > k)P (any di k) (5.21)
k=np0
This expression for P(el) is very similar to that given in
block coding for P(e)random by Eq.(A.34) of Appendix A. The situa-
tion here is somewhat more complicated, in that we now have P(d > k)
lr
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instead of P(do k). However, the procedure for evaluating
Eq.(5.21) is much the same as in the case of block coding, which
is carried through in detail in Appendix A.
First of all, we use the results of Eq.(5.8), and break the
summation at k = nfpt = kt, where t is defined in terms of the
transmission rate R by Eq.(5.6). Using Eq.(5.7), we have
nf kt nf
E (n P(d> k) P(d.k) + E P(do>k) (5.22)
k=npo k=npo k=kt+l
The second summation is easily evaluated, by means of factor-
ing out the leading term in P(do > k).
p nf- k P nf- k-1
P(d > k) P(do = k) k * k+ (5.23)qo k+ 1 1 + (5.23)
Let
Po nf -k
rk - - (5.24)
rk q k + 1l
Then, overbounding the bracketed series by a geometric series in
rk, we have
P(d > k) < P(do k) 1- rk (5.25)
o k i- rk
and
nf nf
P p(do > k) < E P(do = k) rk (5.26)
k=kt+l k=kt+l
From Eq.(5.24), the largest value of rk/l -rk occurs when k
is smallest. Evaluating this factor at k = kt+ 1, and removing it
from under the summation, we have
__1_11____·__ 1_ ____ P __
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nf r nf
kt+lZ P(do> k) < l t Z P(do = k) (5.27)
k=kt+l t k=kt+l
Finally, after a certain amount of algebra identical with that
described in Appendix A, we obtain the bound
nf
Z P(d > k) < P At -nfEt (5.28)
k=k +1(o < Pt-P o t 
t
The parameters At and Et appear also in the block coding formula-
tion, and their values are given in Eqs.(A.50) and (A.52).
With the help of Eq.(5.10), the first sumnation in Eq.(5.22)
may be written in the form
t ( )S1( f 2 E 0 P(do= L (i) (5.29)
k-np0 k=nP o £=k+l j =0
We factor out the largest term in the second bracketed summation,
overbound by a geometric series, and recognize that the largest
value of the geometric sum occurs for k = kt. Exactly as in
Appendix A, we then have
-nf I-
p 1 -E(n)2 P(d = (5.30)
Pt k R)k=npo - q1 k=npo e=k+l
Since all of the values of X exceed nPo, the largest term in the
remaining interior sum occurs for = k+ 1. We again factor out
this maximum term.
T
= Sl(nf) 2-
1
k
t
Pk+l nf-k-lt nf ( nf
=n n
'="n ~ \~l \ 
1
PO nf-k - 1
+qo k+2 +0, l+
The usual technique of overbounding with a geometric series leads
to the inequality
k t
n< lSl(f)
k=np 0
2-nf2
where
1
Pt1 -- t
qt
knf -k nf rk
Po q0 1- kk k1.
,a'Lup0
PO nf -k
qo
Ak q k +l
Finally, we once again actor the last term from the summation
in Eq.(5.32), and write
2--f 1
Pt
1 -
qt
1+ rr +r 
kt nf-kt nf)
Po q t
k t
]
rk Ikkt POqo (5.34)
qt
Pt
and
q P 2 + ql/nf(pt- p)
c P qt/ 1- /n(Pt - P(s )
k t
k=np0
5-11
1
P.
mi
It
(5.31)
(5.32)
kt
knp
k=np o
Sl(nfi)
rkt
1 - rk
where
(5.33)
_ 111-----·11---1 ---^1_ · · _--
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(5.35)
5-12
Equation (5.33) exhibits the same kind of "critical" behavior
that occurs in block coding. The critical rate of transmission is
defined in Appendix A to be
R it 1 -H( it ) (A.65)
where Pcrit is the solution to
Pcrit 
qit qo (qrit I -Pcrit (A.46)
Although Eq.(5.35) would indicate a slight increase in the critical
rate for sequential decoding, we expect that this is a result of
approximations incident to the analysis, and not of the actual de-
coding procedure itself. In any event, this shift is asymptotically
zero as the convolutional constraint span nf goes to infinity, and
is negligible in the practical case of large nf.
In order to avoid unnecessary complication in the form of our
results, we neglect the apparent displacement of Pcrit' and consider
only the asymptotic case. Then, when R t < Rcrit, the geometric sum
in rc converges. For Rt ~ Rcrit, on the other hand, we may bound
the summation by the product of the largest term (which occurs at
k - fPcrit) and the number of terms. The situation is again ex-
actly analogous to that in block coding. The final results, using
the notation of Appendix A, are as follows:
kt I 
1( Poqt _1Et
n t ) Ar (for Pt < Pcrit)
k=np (crit (for Pt
2 lpt_-Po/Acrit 2 ci (for Pt >/Pcrit )
. (5.36)
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The symbol "<" is used above to represent an inequality that is
only asymptotically rigorous. The parameters Ar, Acrit and Erit
are defined in Appendix A by Eqs.(A.49), (A.51), and (A.53), re-
spectively.
It is most convenient to collect the results of Eqs.(5.28)
and (5.36) into an expression that bounds the ensemble average
sequential decoding probability of error P(e1 ) in terms of the
corresponding bound for block coding, P(e)random
.
Let
A = P(oq)t (1/1-B
CRt/Em
where B is defined in Eq.(4.18) as C R Then, referring to
Eqs.(5.20), (A.54), and (A.55), we have the final result
P(el) < nf AS P(e)random (5.38)
Discussion. The bound on the ensemble average probability
of error for sequential decoding given by Eq.(5.38) is asymptoti-
cally rigorous in the limit of large nf for any rate of transmis-
sion Rt less than the channel capacity C. However, the correspond-
ing bound on the average number (N) of computations required to
eliminate the subset S1 of incorrect messages, as determined in
Chapter IV, converges only for values of the parameter B that are
less than unity. Accordingly, we expect the decoding procedure
itself to be useful only for rates of transmission such that
Rt C (4.25)t < C/Ea
where
Em - 2 (- Po log - C (B.5)
in 0 Po
--- ~_ 
- ~__~-1_. ~ _ _ _
5-14
The ways in which the sequential decoding technique that we
are investigating degrades the probability of error behavior is
apparent from Eq.(5.38). Elias4 shows that the maximum-likelihood
average probability of error for convolutional coding is bounded
by P(e)random. The result for P(el) exceeds this bound by the
product of three coefficients.
First, the factor nf enters into the computation on account
of the fact that the transmitted sequence so is observed by the
decoding computer at every different length n, and therefore runs
the risk of being discarded nf distinct times. In practice, of
course, this effect is somewhat ameliorated: if s0 is retained at
length n, it is less likely to be summarily discarded at length
(n+ 1) than it would be if no prior measurement had been made.
Second, the decoding computer searches through the truncated
message set Sf using distance criteria (k )j which increase with j
in increments greater than unity. Accordingly, in Eq.(5.11) the
"weighting" factors Q(j) [the probabilities that the search pro-
cedure terminates at the jth stage] are each degraded by 2A K over
the corresponding maximum-likelihood value. This introduces the
factor (B) into the coefficient AS in Eq.(5.37).
Third and last, the distance criteria k are determined by
Eq.(4.1) to be such that P(d > kn) 3 2- . The appropriate
aximum-likelihood procedure would call for P(do - kn) = 2- K
This accounts for the factor (P - ) in A
Of these three effects, only the one involving nf is signif-
icant, in terms of the encoding constraint length nf required to
S
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obtain a given standard of performance. Essentially, degradation
of the probability of error by a factor nf is the price paid for
reduction of the number of decoding computations.
Since P(e)random is shown in Appendix A and Chapter II to be
an exponentially decreasing function of message length, even the
coefficient nf in the expression for P(el) is relatively unimpor-
tant. In order to design for a given probability of error, the
magnitude of nf need not be increased greatly over that value re-
quired for block coding.
Furthermore, as mentioned in Chapter II, the average error
behavior of all block codes is exponentially optimum in the limit
of large code length. Accordingly, the proposed sequential encoding-
decoding procedures are also exponentially optimum, whenever an
extremely small probability of error is required. It should be
mentioned, however, that the departure from optimum behavior is
actually by the square of nf. This follows from the fact that se-
quentially only one digit of the information sequence is determined
at a time. In optimum block coding, on the other hand, the computed
probability of error relates to an entire transmitted sequence of
length nf.
The quantity P(el) bounded in Eq.(5.38) is defined as the
average probability of error per digit, over the ensemble of all
possible generator sequences g. As usual, we expect most choices
for g to be substantially optimum. Finally, we note that it should
not be difficult to find convolutional generator sequences for which
both the probability of error and the number of decoding computations
These results apply, of ccurse, only for rates of transmission
greater than critical.
- - - - I1..IIXI-_l--· .iP----------·l^- I I I
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are simultaneously representative of the ensemble average. The
same distance relations among the sequences in the convolutional
message set that minimize the error rate serve also to reduce the
requisite number of computations.
The bound on the average probability of error given in
Eq.(5.38) applies only when no prior errors have been committed.
The decoding procedure depends upon the ability of a digital com-
puter to generate the entire truncated set Sf of all possible mes-
sages of length nf that are consistent with the part of the trans-
mitted sequence which is already decoded. So soon as the receiver
once does make an error, this complete set Sf becomes totally
"incorrect." Since this condition, once established, perpetuates
itself thereafter, the sequential decoding procedure can provide
not only exponentially optimum error correction, but also virtually
perfect error detection.
Whether or not this inherent feature is desirable would seem
to depend both upon the possible application and upon the actual
value of the probability of error. For values of P(e1) of the
-10
order of 10 or less, knowledge that an error had in fact been
made would appear to be advantageous.
d I
CHAPTER VI
COMPUTATION CUT-OFF LEVELS
1. Nature of the Problem
In accordance with the rules stipulated in Chapter IV, the
decoding computer searches through the truncated message set Sf,
using the smallest untried probability criterion Kj, until either
(a) any message is retained to length nf , or
(b) the entire set Sf is discarded as improbable.
If set Sf is completely discarded, the computer starts over again
from the beginning, using the next-larger criterion Kj+l
With these rules, the decoding procedure terminates when, and
only when, some message is retained to length nf, for some K.. An
error, of course, occurs whenever this retained sequence is a mem-
ber of the incorrect subset S1 . The ensemble average probability
of this kind of error is calculated in Chapter V, and is designated
P(el).
The form of the set of probability criteria is also specified
in Chapter IV and Appendix C.
Kj K1+ (j-l)AK (C.22)
The arbitrary parameters K1 and AK are determined so as to mini-
mize the upper bound on the average number of binary computations
required to eliminate the subset S1, where the averaging is over
the ensemble of possible convolutional generator sequences. It is
for these minimizing values of K1 and AK that the average probability
of error P(el) is calculated.
In none of the above do we give consideration to the number
`---.--pll----XI-l-._IXII_ _ IIUI-- -- I I
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of computations which must be made concurrently upon the correct
subset S. It is possible that many sequences in S might lie
close to the received message over a considerable length n < nf,
and ultimately become improbable according to criterion K. only
as n approaches nf. Since S , as well as S1, contains an exponen-
tially large number of sequences, the decoding computer could con-
ceivably make an enormous number of computations without reaching
the decision to print, even for small values of j.
The probability of such an eventuality is difficult to analyze
on account of the statistical dependencies between S and the re-0
ceived message. On the other hand, the ensemble average behavior
of the incorrect subset S1 is analyzed rigorously in Appendix C -
and we can program the decoding computer to take special note of
particularly untypical departures from this mean.
Let Nj designate the ensemble average number of computations
required to eliminate S1 when K = Kj. If, in a particular experi-
ment, many more than N computations are made upon a specific but
unidentified subset without discarding it completely, then we can
infer that this subset is very unlikely to be S1. Conversely, it
becomes correspondingly probable by elimination that this unidenti-
fied subset is S
2. Probability of Error
In order to take advantage of this difference in the statis-
tical behavior of subsets SO and S1' it is reasonable to modify the
decoding rules established in Chapter IV, as follows:
1 -
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(a) For the smallest untried criterion Kj, the computer
searches progressively through the entire message set Sf, oper-
ating about equally upon both subsets.
(b) So soon as any sequence is retained to length nf, it
prints the corresponding first information digit.
(c) If no sequence is retained, the computer continues to
search equally through both subsets until one of them is completely
discarded.
(d) The computer then operates exclusively upon the remaining
subset, until one of the following three mutually exclusive events
occurs.
1. This second subset also is completely eliminated.
Then the computer begins the search anew, using criterion Kj+ 1.
2. A sequence is retained to length nf. In this case
the computer prints the corresponding first information digit.
3. A total of L. binary computations is made upon this
remaining subset. In this case also, the computer prints the
(common) first information digit of the subset.
L is thus a computation cut-off level, which is introduced
into the decoding rules in order to obviate the possible occurrence
of a near-interminable process. When the procedure above is adopted,
however, a new and distinct type of possible error is introduced
concomitantly. An error will result whenever both the correct
message subset S is discarded for Kj, and Lj computations fail
to eliminate S1.
Designate the average probability of this second kind of error
as P(e2). In order that the over-all average probability of error
be relatively unaffected by the modified decoding procedure, we
---_-_1-111-_1_ 1 -^- - - I
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wish to determine the set of cut-off levels L so that
P(e 2 ) P(el) (6.1)
In Eq.(6.1), P(el) is an average probability of error, over the
nf
ensemble of all 2 possible convolutional generator sequences.
We consider P(e2) to be this same sort of an ensemble average
probability.
In practice, we are of course interested in establishing the
existence of a particular code whose error attributes are repre-
sentative of the ensemble with respect both to e and to e2. We
again apply Shannon's argument. Only l/p of the generators can
give codes whose error behavior is as bad as pP(el) with respect
to el, and by the same token only 1/X can give codes as bad as
)P(e2) with respect to e2. Therefore at least (1 - 1/p - 1/m) of
the possible generator sequences must produce code sets whose prob-
ability of error for e and e2 is simultaneously no worse than
pP(el) and P(e2). As an example: if P(el) = P(e2) = 10 and
p = = 10, then at least 80 per cent of the 2f convolutional
generators produce codes whose over-all probability of error is
-11
at most 2 .10
As in the case of P(el), we can also determine an upper bound
to P(e2 ) by means of averaging first over the ensemble of generator
sequences, and then over the ensemble of transmission errors. Given
a criterion Kj, the probability of a second-type error is bounded by
Pj(e2) Pj(s discarded)P(N > L) (6.2)
where N is the actual number of binary computations required in
a particular experiment to completely eliminate the incorrect subset S'
I
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and s is the transmitted message. Equation (6.2) follows directly
0
from the modified decoding rules: at worst, both elimination of the
correct message and failure to eliminate S1 completely are conditions
necessary to an error of the second type, and these events are sta-
tistically independent over the ensemble of transmission errors.
Next we sum over j. Then
P(e2) $ EPj(s discarded) P(Nj > L) (6.3)
Through evaluation of Eq.(6.3), we next show that the con-
dition of Eq.(6.1) is satisfied when
P(Nj > Lj) = P(el), for all j. (6.4)
In Appendix C, we establish that
-K.
Pj(s discarded) n f2 (C.24)
Substituting Eqs.(6.4), (C.24), and (C.22) into Eq.(6.3), and sum-
ming, we obtain the inequality
nf -K1
P(e2) K 2 P(el) (6.5)1-2
The values of K and AK which minimize the bound on the ensemble
average number of binary computations necessary to eliminate S 1
are given in Eqs.(C.30) and (C.31). Substituting into q.(6.5),
P(e2 ) < 1 P(ei) (6.6))11- 1
In the limit as B approaches unity from below, (B) approaches
the natural base e from above. Accordingly, we have finally the
__PCC ______
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inequality
P(e2) • e- P(el) < P(el) (6.7)2 e -1 ( < 
Since the probability of a union of events can be no greater
than the sum of the constituent probabilities, it follows that the
over-all ensemble average error probability for the modified se-
quential decoding procedure is bounded by P(el) plus P(e2). When
Eq.(6.4) is satisfied, the final result after simplification is
P()sequential < 1.59 P(el) (6.8)
(for B < 1)
3. Estimate of Cut-Off Levels
The problem of rigorously evaluating the set of cut-off levels
L in accordance with Eq.(6.4) is made difficult by the statistical
interdependencies which exist between the messages in the incorrect
subset S1. On the other hand, if these dependencies are disregarded,
a tractable but inexact mathematical analysis is possible.
Approximate Analysis. Although assuming that for each value
of n the Sl(n)I sequences of length n in S1 are all statistically
independent of each other is clearly incorrect, we can show heuris-
tically that making such an assumption is not totally unreasonable.
As is illustrated in Fig. (4.1), the sequences in S1 are mutually
constrained so as to form a tree-structure. Using the concepts of
n-dimensional geometry, we think of a binary sequence as defining
the co-ordinates of a point. Thus the sequence 10110 .... specifies
the point reached by moving 1 unit along axis 1, 0 units along axis 2,
1 unit along axis 3, and so on.
This concept lends a direct geometrical significance, without
lol - -
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change of meaning, to such terms as "distance," which in Chapter II
is defined simply as the number of digits (co-ordinates) in which
two sequences differ. Similarly, the term "direction" has a clear
geometrical interpretation, in terms of a vector drawn between two
points. Using these notions, we can think of the tree-structure
of the convolutional subset S1 as constraining the message points
to be "clustered" together in n-space.
For "good" choices of the convolutional generator sequence -
that is, choices for which the actual value of the probability of
error is characteristic of the ensemble - we expect the clusters
of sequences in S1 to be directed away from the supposed transmitted
sequence of all 0's. By this, we mean that about one half of the
digits in every sequence of length n in S1 are expected to be 1's.
Furthermore, since the actual error probability will be small when-
ever it is characteristic, we expect that the clusters of S1 will
also be directed substantially away from the received message, for
most of the more probable noise perturbations.
At this point it is well to recall that the cut-off levels L.
are introduced into the decoding procedure not to guard against
misbehavior of the incorrect subset Si, but rather to obviate pos-
sible difficulties with S . We are seeking to protect the computer
primarily against transmission error patterns which are not neces-
sarily unlikely, but which cause the received message to be barely
improbable with respect to one of the (smaller) criteria K..
For really large values of K., the use of which implies extraord-
inarily improbable noise sequences, we expect the incidence of decoding
----------·-----I I-C-l
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errors of type e to be high anyway. It is, accordingly, of less
concern that in these unlikely circumstances errors of type e2 may
encroach more rapidly than estimated, because of faulty determina-
tion of L..
Now consider a particular convolutional code, which we are
free to assume is one of the many representative good ones. To
reiterate, by this we mean that averages and probabilities computed
for this one code over the set of possible transmission error pat-
terns are nearly equal to those computed over the ensemble of all
nf
2 possible convolutional codes of the same form. For convenience
of notation, we prime all quantities pertaining to the specific code
under consideration.
For this chosen good code, the condition that is equivalent
to the requirement on the ensemble posed by Eq.(6.4) is
P'(N' > Lj) = P'(el), for all j (6.9)
where these probabilities are now computed over the set of trans-
mission errors. In order to determine Lj, we use a procedure similar
to that used in Chapter IV to determine NK. Let WM(n) represent
the actual number of different sequences of length n belonging to
the incorrect subset S1 that are probable according to criterion K.
in a particular experiment performed with the selected code set.
Then a function Xj(n) exists, such that over the ensemble of trans-
mission error patterns,
P'[M'(n) > Xj(n)iT(n)] = P'(el) , for all n. (6.10)
If we can solve Eq.(6.10) for Xj(n), we can specify an L to satisfy
Eq.(6.9).
i
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For the chosen representative good code, by definition
P'(el) o P(el) and MJ(n) A M.(n). Therefore Eq.(6.10) is
significantly equivalent to requiring that
P'[(n) > N.(n)Mj(n)] - P(el) , for all n. (6.11)
In accordance with the foregoing discussion, we are particu-
larly concerned with a partial ensemble consisting of the more
probable transmission error patterns only. We can define proba-
bilities measured over this partial ensemble, and distinguish them
by a double-prime notation. When the parameters are left unchanged,
but the .h.s. probability is measured over the partial error-
pattern ensemble, direct rewriting of Eq.(6.11) is conservative.
For the Xj(n) that satisfies Eq.(6.11),
P' [ (n) > j(n)i (n < P(e (6.12)
On the other hand, a value of Xj(n) for which Eq.(6.12) holds
true of course does not necessarily satisfy the original requirement
of Eq.(6.10). In situations of interest, however, on account of the
considerations presented above it is reasonable to hope that deter-
mining L on the basis of such a Aj(n) does not seriously alter the
over-all error behavior of the decoding scheme. This follows from
the fact that the conditions implied for Eq.(6.12) - a good convo-
lutional code, and an ensemble of the more probable transmission
error patterns only - are exactly those which are of greatest
practical importance.
Unfortunately, it is apparently still not possible to solve
Eq.(6.12) for the appropriate functions Xj(n). A somewhat related
_ _ __· ____
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problem, however, can be stated by disregarding the constraints
between the IS1(n)l sequences of length n in the incorrect subset S1.
Consider a block code of the same length n, containing the same
number of sequences ISl(n) , each of which, however, has been se-
lected independently at random. Over the ensemble of all possible
such random block codes, it is shown in Appendix D that the average
number of these sequences that are probable according to criterion
K. is also Mj(n), a result which is completely independent of the
received sequence.
Furthermore, we can determine a function X.(n) by requiring
that
Pr[j(n) > *(n)j(n)] n P(el) (6.13)
where the .h.s. probability is measured over the ensemble of
random block codes of length n, as indicated by the subscript r.
Let us compare the situations envisioned in Eqs.(6.12) and
(6.13). In the first case, we have S(n)l messages arranged on
a tree, where the clusters of the tree are directed away from the
received sequence. In the second case, we have the same number of
messages, each of which is chosen independently and at random with
respect to any particular received sequence. The two structures
are manifestly different. At the same time, however, there seems
to be no apparent reason why the probable-message behavior of the
good tree-set over a restricted ensemble of the more likely noise
sequences should be remarkably inferior to that of the block-set
over the ensemble of all possible random sequence selections. We
can think of the good-code requirement as constraining the stems
`l"r
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of the tree sequences to lie distant from the received message
in those cases of primary importance, whereas with random selec-
tions one takes his chances.
With this background of heuristic reasoning, we proceed to
determine L in terms of that unknown Xj(n) which satisfies Eq.
(6.11). In order to obtain a numerical evaluation, we then sub-
stitute for Xj(n) the function X;(n) obtained from solution of
Eq.(6.13). It is reasonable to hope that this procedure can yield
insight into the actual characteristics of these computation cut-
off levels.
Estimation of L.. Assume that Xj(n) has been chosen to satisfy
Eq.(6.11). Then, with probability 1- P(el), there are no more than
Xj(n)Mj(n) messages of length n in S1 that are probable with respect
to criterion K.. As is pointed out in Chapter IV and Appendix C,
the decoding computer need generate only (n) new binary digits for
each probable message in S1 of length n, in order to progress to
length (n +1). (n) equals 2 or 1 , depending upon whether or not
n corresponds to a node in the tree-structure of Fig. 4-1.
Let us establish the value of L by Eq.(6.14).
nf
Lj = A(n).(n)i.(n) (6.14)
n-l
Then it follows that
P (N' > L) < P(el) n P'(el) (6.15)
since M(n) must exceed Aj(n)Mj(n) for at least one value of n if
N~ is to exceed L..
3j~ ~J
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We obtain the estimate L of L by replacing Xj(n) in Eq.
J 3
(6.14) by Xj(n), where X.(n) satisfies Eq.(6.13).
nf
L = E a(n)X (n) ij)n) (6.16)
n=1
Detailed consideration of the estimated cut-off levels L
is carried out in Appendix D. It is shown there that L increases
less rapidly than the square of the code length nf. We define the
mean estimated computation cut-off level L to be the average value
*
of L , with respect to the probability that a criterion K. is ac-
tually utilized in the process of decoding. It is shown in Appendix D
that L also increases no faster than the square of nf.
In order to obtain actual numbers L. , we must resort to
numerical methods. For the case of po = .050, Rt = 1/3, and
P(e,) = 10 12, the ratio of L to the bound on Nj is plotted in
Fig. 6-1. As in Chapter IV, N is the average number of binary com-
putations required to eliminate the incorrect subset S1 with respect
to criterion Kj, where the averaging is over the ensemble of all
possible convolutional generator sequences. It is seen that the
ratio L/(Nj)bound is not unattractively large, and that it decreases
slowly with increasing j.
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CHAPTER VII
DISCUSSION
1. Smmary of Results
Shannon's fundamental theorem for noisy channels states
that it is possible to communicate over such a channel, at any
constant information rate less than capacity, with an arbitrarily
small (non-zero) probability of error. Ever since 1948, when this
theorem was first published, this intriguing possibility has been
the subject of a great deal of research.
Generally speaking, the results of this research may be
divided into two categories. Hamming, Reed,9 Slepian, 115 and
others have devised codes for the Binary Symmetric Channel that
are optimum in special instances, and for which practicable decoding
procedures exist. These codes do not, however, provide for the
transmission of information at a non-zero rate, when the decoding
probability of error is required to decrease indefinitely. On the
8 2,3 4,5other hand, Feinstein, Shannon, and Elias '5 have investigated
the general properties of constant-information-rate codes, and have
shown that such codes exist for which the probability of error de-
creases exponentially with increasing code-word length nf. The
decoding problem for this case has not been previously investigated,
beyond pointing out that the brute-force, maximum-likelihood proced-
ure involves a number of computations that increases exponentially
with n. Finally, Elias1 2 has suggested an iterative code that
provides arbitrarily high reliability at a positive rate of inform-
ation transmission. The limitations are that the transmission rate
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cannot approach the channel capacity, and that the decoding proba-
bility of error approaches zero as a function of delay more slowly
than it should.
The code considered in this report is another step towards
bridging the gap between theory and practice. Convolutional coding
permits communication, with arbitrarily high reliability, over a
noisy binary symmetric channel. For rates of transmission Rt
greater than critical, the probability of error can be caused to
decrease in an exponentially optimum way.
The average number of decoding computations is introduced as
an additional parameter. In the proposed sequential decoding pro-
cedure, this number of computations converges for values of Rt less
than + C/ , which is greater than crit for channel transition
probabilities p .0015. Whether the procedure itself, or only the
bound on the average number of computations, diverges as Rt approaches
closer to the capacity C is not yet known. The procedure obviously
has a limit of looking at everything.
The probability of error and the number of decoding computa-
tions, considered separately, are each well behaved. Unfortunately,
it has not as yet been possible to prove rigorously that the decoding
procedure converges simultaneously as the probability of error is
reduced indefinitely towards zero. It appears reasonable, however,
that such should be the case.
Probability of Error. The non-rigorous portion of this report
concerns the determination, in Chapter VI, of appropriate computa-
tion cut-off levels L.. These levels are introduced into the prob-
lem in order to obviate the possibility of a near-interminable de-
coding process. If, for the moment, we neglect both the necessity
for these cut-off levels and their effect, then the ensemble aver-
age probability of error for sequential decoding is asymptotically
II
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bounded in Chapter V for large values of nf by
P(el) < nf AS P(e)rando (5.38)
where nf is the span of the convolutional constraints imposed by
the encoding computer. The coefficient AS is a function only of
the BSC transition probability p and the rate of information
transmission Rt.
AS ' P * (BI (5.37)
where
Rt 1l- H(pt) (5.6)
and
CRt/E
C Rt/ (4.18)CRt
The factor P(e)random is defined as the average probability
of error over the ensemble of all possible block codes of length nf.
It is shown in Chapter II and Appendix A that this average behavior
of all codes is exponentially optimum, in the limit of large code
length, for rates of transmission greater than critical. Since
P(el) is degraded only by the linear coefficient nf, this exponen-
tial optimality is also true of sequential decoding.
Upper bounds on P(e)random are given in Eqs.(A.54) and (A.55).
The essential characteristic is that the attainable probability of
error decays exponentially with increasing length nf.
P(e)ndo < A 2 (7.1)
where A and E are appropriate constants, depending only on the
channel capacity C and the transmission rate Rt.
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Typical plots of the required encoding constraint length nf,
as a function of the ensemble average probability of error, are
given in Fig. 7-1 for sequential and block decoding. It is seen
that, at the error rates considered, the performance of the se-
quential system is not intolerably inferior.
In order to illustrate the magnitudes involved, for a 100-
words-per-minute teletype system a probability of error of 10- 6
is equivalent to approximately one error each 6 hours of operation.
-12A probability of error of 10 corresponds to one error each 6
centuries. For the example shown, po .050 and t 8 1/3. If we
assume (admittedly incorrectly for an actual communications channel)
that p0 is independent of the pulse duration, the uncoded error
rate would be one per second. Finally, the inherent delay of
nf = 345 pulses, introduced for P(el) 10 by the sequential
decoding procedure, amounts to approximately one third of a line
of text.
For sequential decoding, typical behavior of nf with respect
to variations in the transmission rate R t and channel transition
probability p are illustrated in Fig. 7-2. As would be expected,
when the decoding error probability is held constant, the required
code length nf increases both with Rt and with p.
Finally, it is shown in Chapter VI that the computation cut-
off levels Lj, whose effect we have neglected thus far, can in
principle be so assigned that the total probability of error
P() sequential is relatively unaffected.
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P(e) < (el) (6.8)P(e)sequential 1.59 P(el) (6.8)
As is pointed out in that chapter, however, no reasonable way of
rigorously bounding the values of L that are required in order
to satisfy Eq.(6.8) has yet been discovered.
Whether or not the estimated values L, computed in Appendix D,
will suffice is open to debate. The probabilities with which we
are concerned are so extremely small that intuition and heuristic
reasoning are even further removed than usual from infallibility.
From a practical point of view, it might likewise be argued that
these probabilities are also so small as to make the question aca-
demic. The author personally feels that the estimated values are
at least sufficiently close to being correct that an experiment is
not likely to disprove their validity. However, the problem is of
enough theoretical interest to be important in its own right, and
deserves further investigation.
Number of Decoding Computations. An upper bound to the aver-
age number (N) of binary computations that are required in order
to discard every possible message sequence corresponding to an in-
correct decoding decision is given by Eq.(C.34) in Appendix C. It
follows, from minimization of this bound, that
5 n /lo5 g D6nf (for B < 1) (C.35)
where D5 and D6 are constants determined by the BSC and transmission
rate only. As mentioned in Chapter IV, this is a far more tractable
behavior than the exponential growth that is characteristic of the
general maximum-likelihood decoding procedure. We have already
mentioned that the price paid for this improvement is degradation
_ C·_l _II_ I
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of the probability of error by the factor nf AS.
Plots of the variation of the bound on N with respect to
P(el) and po, computed from Eq.(C.34), are given in Fig. 7-3.
The slow increase in N with P(el), and hence nf, is particularly
noticeable. The more rapid variation with respect to po is at-
CR /E
tributable~t changes in the parameter B = C R. When Rt is
held constant, increasing po causes C to decrease and B to ap-
proach unity.
As is pointed out in Chapter IV, the proposed decoding scheme
is guaranteed to converge only for values of B < 1, which corre-
sponds to a transmission rate
C
R < (4.25)
t 1+ C/Em 
This follows from the fact that, when B < 1, the bound on the aver-
age number of computations required in decoding increases too
rapidly. This sensitivity of N with respect to the transmission
rate is dramatically evident in Fig. 7-4, which is plotted to a
semi-logarithmic scale. However, even though the bound on N be-
comes infinite as Rt increases, it can be argued as well that its
magnitude is quite reasonable for smaller, but still substantial,
transmission rates.
By means of the introduction of the computation cut-off
levels Lj, it is possible to bound the total average number of
decoding computations required per information digit. Let this
total average be represented by Nf, and let L be defined as the
average value of Lj, with respect to the probability that cri-
terion Kj is used in the decoding procedure.
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L = P(j) L (7.2)
The quantity L then provides an upper bound to the average number
of binary computations performed upon that subset of all possible
messages consistent with a correct decoding decision. Since the
average computational effort for the incorrect subset is bounded
by N it follows that
Nf - + N (7.3)
In so far as the behavior of the estimated cut-off levels L.
is representative of the actual values L, we expect that L need
not be very much larger than N. This follows from the plot of
L /(Nj)bound given in Fig. 6-1, and from the fact that L *and
(N)bound are each derived from L and (Nj)boun d in Eqs.(D.30)
and (C.26) respectively, by means of identical averaging opera-
tions.
The essential characteristic here is that L and N are of
comparable magnitudes. Such a result is, of course, to be ex-
pected; when the mean of a sum of statistically independent random
variables is already large, the probability in a particular exper-
iment that this average result is exceeded by a large percentage
is small. Hesitation with respect to inferring too much about L,
on the basis of L , stems from recognition that the members of the
convolutional code set are not, in fact, statistically independent
of each other.
It is mentioned in Chapter VI that the average value of the
estimated cut-off levels, L , need grow no faster than the square
_II I_ _ _ II _ __
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of the code length nf. Since this result is derived from a gross
bound on N, we expect that the actual growth is more nearly linear
with nf.
The Decoding Computer. The convolutional encoding technique
is characterized by the fact that only a single check digit gener-
ator sequence, nf digits long, need be stored in the computer memory.
Every possible transmitted message of length nf can then be generated,
one after the other.
Advantage of this capability is taken in the decoding proced-
ure: The receiving computer is prepared, if necessary, to generate
each possible message in turn. The total number of requisite oper-
ations is restricted by means of recognizing at small digit-lengths
that most of the incorrect messages are thoroughly inconsistent with
the received sequence, and discarding them as the decoding process
progresses.
In order to accomplish this, the computer need store as a
minimum only the generator sequence, the received message, and
that particular possible sequence with which it is immediately
concerned. The size of the required decoding computer therefore
certainly need grow only linearly with increasing convolutional
constraint length nf.
As a practical matter, the decoding procedure can be facilitated
by storing in addition whichever message has previously been found
to differ from the received sequence in the fewest digits. Then,
in the next sequential decoding operation, the computer can start
its search for a probable message on the basis of this prior dis-
covery. A procedure of this type should be considerably more
1*
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efficient, and no more difficult to program, than one involving
straight numerical progression.
The decoding rules specified in Chapters IV and VI involve
a flexible approach, whereby the computer is prepared to spend as
much time as may be necessary in order to reach a sound decoding
decision. The bounds on the number of decoding computations con-
cern only the ensemble average behavior. We must expect that in
practice there will be considerable excursions around the mean.
Since data pour into the computer at a fixed rate, and out at a
variable rate, it is necessary to provide storage for more than
just nf digits of the received message. However, storage beyond
this limit need not be immediately accessible to the computer,
since only the next nf undecoded digits enter into the decoding
process. The rest may be placed into "dead" storage on paper or
magnetic tape.
In order to lessen waiting-line problems, the speed of the
decoding computer must exceed the average demands placed upon it.
For communication speeds in the vicinity of 100 teletype words per
minute, modern microsecond computer speeds should suffice. Even
so, however, the waiting-line problem is considerable. Bad de-
coding situations occur with a probability that is exponentially
small - but when they do occur, they are of exponential magnitude.
In a complete, two-way communications system, this problem can
be ameliorated as follows. The important characteristic is that
the decoding computer will usually start to labor long before it
makes an error. When a particularly unlikely channel error pattern
____111_____·_1_111_1_11____11_11_1_1 ___ 1111 -^-111-- -
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occurs, undecoded traffic will start to build up. The computer
can recognize this, and request over the reverse channel that the
transmitter reduce the rate of transmission, Rt. Since the average
number of decoding computations is an extraordinarily sensitive
function of Bt, the lag of the receiver should soon be overcome,
without either retransmission or error.
This same technique can be applied when the channel transition
probability po is a very slowly varying function of time. In the
CRt/E
determination of the important parameter B = -t , a decrease
t
in the channel capacity C is approximately equivalent to an increase
in Rt . Accordingly, it should be possible to track the variations
in the capacity of the channel, and to operate (again without error
or retransmission) at the limit of ability of the decoding equip-
ment. On the rare occasions when an error is made, the receiver
will, with almost unit probability, recognize the event. In this
case, resynchronization of the computers, and retransmission of
lost data, are necessary.
In practice, the actual selection of an appropriate convolu-
nf
tional generator sequence g should prove no problem. There are 2
possible choices in all, and most of these should be suitable.
Care must, of course, be taken to avoid sequences that are obviously
poor, such as those exhibiting readily apparent periodicities or
marked discrepancies between the number of 0's and l's.
2. Sugestions for Future Work
It is felt that the theoretical results of this investigation
are sufficiently cogent to justify an experimental study. Although
for really small probabilities of error it would be difficult to
91
obtain positive numerical verification of decoding error fre-
quencies by means of Monte Carlo techniques, negative results
would still be of interest.
The sequential decoding behavior of the correct message sub-
set should be studied both experimentally and theoretically. The
theoretical problem is a difficult one, however. Aside from the
question of statistical interdependencies, it would appear almost
impossible to incorporate into a mathematical analysis the advan-
tages that accrue through retention of the most probable message
discovered during the preceding decoding cycle.
One of the significant results of sequential decoding is the
indication that near-optimum procedures exist, which do not imply
an exponentially increasing number of computations. It is hoped
that with further research other, better, procedures will be forth-
coming.
A second significant feature is that the sequential decoding
technique essentially involves only the measurement of a posteriori
probabilities. On account of this, it should be possible to extend
the work reported here in connection with the BSC to the case of
more general (and more nearly physical) communication channels.
__ I_ I_ _I_ ___
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Appendix A: PROBABILITIES
Chernov Bound
In analyzing the behavior of codes, we must often consider
the probability of very unlikely events. Since the central-limit
theorem gives good estimates only for probabilities near the mean,
a different technique must be used to evaluate probabilities lying
far out on the tail of a distribution. Following a method of
Chernov 1 3 and Cramer,14 Shannon3 has compounded a general procedure
for treating this problem. Those of Shannon's results that pertain
to the Binary Symmetric Channel are-reproduced below.
Let w be a discrete random variable, and dF(w) be its density
distribution function. The distribution function F(w) is then
given by
F(w) f dF(w) (A.1)
-00
The moment generating function f(h) for F(w) is defined in the
usual way as
f(h) = I e dF(w) (A.2)
-00
where F(w) is assumed to have only a finite number of jumps.
In addition to F(w), it is convenient to define a different
but related distribution function G(w).
W ehlWdF(w)
G(w) = - (A.3)
ehlwdF(w)
-oo
In Eq.(A.3), the normalizing integral in the denominator is just
11(-1__ -.-11_·-1 ·--- C--
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f(hl), where h is an arbitrary and as yet unspecified parameter.
From Eq.(A.3) it follows by differentiation that
eh 1 wdF(w)
dG(w) = e (A.4)
Now let g(h) be the moment generating function associated with
G(w). Then,
00h f(h+ h)
g(h) e dG(w) (A.5)
We are interested in evaluating the n-fold distribution func-
tion F (z), where z is the sum of n statistically independent random
variables wi, each of which has the same distribution function F(w).
Since moment generating functions multiply when independent random
variables add, Fn(w) corresponds to the moment generating function
fn(h) = [f(h)] (A.6)
If the G(w) distribution is used instead of F(w), then the n-fold
moment generating function is
f (h+ hl)
g (h) = (A.7)
If(h 1 )]n
Equation (A.7) can be written in terms of the defining integrals.
00
f ehz dG (z) = [ 1 e (h+ hl)dF(z) (A.8)
On account of the monotonic and measurable properties of distribution
functions, this equation implies that
eh dG(z) = [f(hl)]-n e(h+ hl) dF(z) (A.9)
a
A-3
For convenience, now define the semi-invariant generating func-
tion, u(h).
u(h) = loge f(h) (A.10)
We can then write Eq.(A.9) in the forms
dF (z) enu(hl)-hlz dG (z) (A.11)
n n
and
z
F (z) enu(hj) J hlzz dG (z) (A.12)
-00
Since Fn(z) is a distribution function, its value at infinity is
unity.
1 = nu e(hl e l dG (z) (A.13)
-00
Subtracting qs.(A.12) and (A.13), we obtain
00-hlZ
1 - F (z) = e n(hl) f e dG (z) (A.14)
-hlz
When h is greater than zero, the maximum value of e over the
range of integration occurs at the lower limit. If this factor is
removed from under the integration sign, and the remaining integral
bounded by unity, the following important inequality results.
1 - F (z) enu(hl)hlz (for h> ) (A.15)
n 10) (5)
Except for the fact that it must be positive, the parameter hi
in Eq.(A.15) is as yet completely arbitrary. It is possible to
choose h so as to minimize the right-hand side of the inequality.
Letting u'(hl) mean d u(hl), set1 dhB
___I___ I_
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dh [nu(hl) - hiz] = nul(h l) - = (.16)
Substitution of the value of z determined above into Eq.(A.15),
and elimination of the no-longer-required subscript to h, leads
to Shannon's result that
1 - F [nu'(h)] en[u(h-hu(h)] (for h>O) (A.17)
Equation (A.17) can be specialized for the Binary Symmetric
Channel. Let w=O be the event "transmitted and received digits
agree," and w=l be the event "transmitted and received digits dis-
agree." Let the channel transition probability be p and qo = 1-p .
(w 1) = PO (A.18)
P(w = 0) = 1 - Po = q (A.19)
Then
dF(w) = qo 6 (w) + p 6(w-1) (A.20)
where 6 is the Dirac impulse function. Accordingly,
00
f(h) = ehw dF(w) = q:+ peh (A.21)
-00
u(h) = loge f(h) = loge(q +poeh) (A.22)
and h
d [u(h)] pe A23
u(h) = dh ph (A.23)
qo + po e
le desire to find an expression for the probability that the
transmitted and received sequences differ from each other in more
than np digits out of a total of n digits. Let d be the actual
0
number of digit errors introduced by the channel.
n
d0 = EX w (A.24)
j=l
By definition of the distribution function,
P(do>np) = 1 - Fn(nP) (A.25)
In order to apply Eq.(A.17), we must therefore equate np to nu'(h)
and solve for h and u(h).
h
P e
P = h (A.26)
qo +P e
h pq0
e = ° where q = 1-p (A.27)
Po q
Pq
h = loge pq where h>O for p>po (A.28)
u(h) = loge(qo + q )
Substituting these values into Eqs.(A.l7) and (A.25), we obtain
Pqo Pqo
n Oge(qo+ 
_)P logep-
P(d 0 >np) eLe q Pl q (A.29)
(for p>p0 )
After algebraic manipulation, Eq.(A.29) can be rewritten in terms
of entropy functions. When the logarithms are taken to the base 2
instead of to the base e, the final result is
P(d >np) < 2-n (P)-(p)+( )g P (A.30)
(for p>po)
__1_1_
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This is the bound on the tail terms of a binomial distribution for
which we have been looking.
By similar arguments, starting with Eq.(A.12) and considering
the case where h is less than zero, we can obtain the result that
P(d np) 2 [ (Po)H-(p)-(p-Po)log P] (A.31)
(for p<po)
Of particular interest is the case where two sequences, inde-
pendently selected at random from the set of all 2n possible binary
sequences of length n, are compared against each other. For this
situation, p goes into 1/2, and the number of digits in which the
two sequences actually differ may be called di instead of d o. Since
11(1/2) = 1 and log(l) - , Eq.(A.31) becomes
P(d i < np) 2 n[l(p)] (for p<l/2) (A.32)
2. Block Coding
In block coding, the transmitter and receiver are assumed to
have available duplicate copies of a code book S, consisting of an
ordered array of ISI message sequences each of which is nf digits
long. The receiver compares the received message with each of the
ISI possible transmitter messages, and decides that the one actually
transmitted is that which differs from the received sequence by the
smallest "distance" - that is, in the smallest number of digits.
Elias 4 has analyzed the probability of error behavior for such
codes in considerable detail. For convenience, his results and
their derivation (with a few slight modifications) are outlined in
the following paragraphs.
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Random Block Coding. Assume that the ISI messages in the
code book are selected independently at random from the set of
nf
all 2 binary sequences of length nf. The rate of transmission
Rt, and a corresponding probability parameter Pt, are defined in
terms of ISI and nf by q.(A.33) below.
ISI = 2nfR t = 2nf[ 1-A(Pt)] (for t < 2 (A.33)
H(p) is the entropy function, taken to the base 2.
The message is decoded correctly if no other sequence in the
code book set S differs from the received sequence in fewer digits
than does the message actually transmitted. The probability that
this condition is not satisfied is the probability of error, P(e).
Evaluation of P(e) for a particular code book set S would require
complete specification of each of the selected message sequences.
We can, however, calculate the average probability of error over
the ensemble of all possible sets S: that is, the average value of
P(e) when the sequences in S are chosen at random. Call this aver-
age value P(e) do. Then, summing over the positive integers k,
nf
P(e)random = E P(do= k) P(any di k) (A.34)
k=o
where, as before, d is the distance between the received and trans-
mitted sequences, and di is the distance between the received and
the ith incorrect sequence.
For a BSC with a transition probability po,
P(d0 = k) = pk qf (k) (A.35)
--- -------- I I·lrIr--C~_s -_-__ __ _ I_
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Also, when the sequences in S are selected at random,
k
P(d.i k) = 2 ) (A.36)
j=o
The notation (kf) indicates the binomial coefficient.
(A.37)k -k(nk)
There is a total of ISI - 1 possible incorrect messages. The
probability that any of them lies at a distance less than or equal
to k from the received message is
P(any di k) = 1 - [1- P(di k)] (A.38)
Therefore,
P(any di k) < ISI P(dik) (for r.h. ) (A.39)
< 1 (otherwise)
In writing Eq.(A.38), we make use of the statistical independence
between sequences in S. Using Eqs.(A.32) and (A.33), and letting
kt nPt, we obtain the result that
ISi P(d k) 2 -nf[H(Pt)-H(k/nf)] (for k/nf< 1)
(A.40)
< 1 (for k kt < nf)
Now we can substitute Eqs.(A.35) and (A.39) into Eq.(A.34), and
break the sum at kt, to obtain the inequality
kt k
P(e)random < 2 1S E Pk nf-k (f) 
k=o j=o
nf
E k nf-k (nf) (A.41)
k=kt+l
s
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First we evaluate the second summation in Eq.(A.41). In
order to obtain a small probability of error, the rate of trans-
mission Rt = 1- H(pt) must be smaller than the channel capacity C.
Since for the Binary Symmetric Channel, C 1-H(po), we require
that t>Po· Then the terms in the second summation decrease mono-
tonically, and the first term may be factored out.
nf ~ nkt+l t nf lk nf -kt -1)
kkk-k +1 \ 1
LettLet qt = -Pt' and define rl poqt/qoPt · We replace the sma-Fion terms by a geometric series, and obtain the bound
This expression can be evaluated through the u s e of Stirling's
approximation.
From these bounds on m, it is possible to obtain corresponding
bounds on the binomial coefficient. For q l-p,
1 r < 1 H
Ef P Aq2tl 2nf [(P)-H(pt)+(pt-po)log PO
k-kte+l < .... (n (for p o<P <) (A.43)
mp ~2~m pq ~ 0 
_II-·1II_·iil--- _ -- ·-  I
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Evaluation of the first summation of Eq.(A.41) is somewhat
more complicated. Since k kt< nf, it follows that the interior
summation on j can also be bounded by a geometric series.
k
(z ) (k ) -r ,where r2 f -k
j=o
The largest value of r2 occurs for k = kt - nfP t. Therefore,
kt k t 2
1 < p pkq knfk (A.44)
Pt ( )
k=o 1 - k=o
qt
The
kt
kmo
last term may be factored out of the remaining summation
k no 2- k2
Pt1 Pt kt nkt ( n) 2 [ PO ( - kt + 
1-qt
qt
on k.
* s] (A.45)
Define qcrit 1 crit ' and
Pcrit =
crit o
(A.46)
If Pt < Pcrit ' then the summation is again dominated by a geometric
series.
kt 2
< 1 Pt 0 kt nk (f ) (for t< Pcrit)kt -, Pt 2 o f kt
k=o 1 q I...
Qt P q
Algebraic manipulation, use of Stirling's approximation, and substi-
tution of Eq.(A.33) lead finally to the result that
:i
k t
-nf Is 2 Z <
k=o
1
( _t1 [ qo (Pt A
2-nf (po)-!(Pt)+(Pt-Po)log PO
2nf Ptqt
(for po< P t < Pcrit) (A.47)
When t Pcrit , the largest term in the summation of Eq.(A.44)
is that for which k = nfPcrit. The summation can then be bounded
by the number of terms (kt= nfpt) multiplied by the largest term.
kt 2
kt kt 0 lnfPcrit nfqcrit nf(for < )
~k=0 t 0 0 onfcrcri Pt
For this situation, we obtain the bound
kt
-nf 1 Pt
S 2 < Pt 21 - rit-rit
k=o 1 -
n2 Lf (Po)(Pcrit)+(crit-Po)lOg P0 (Pt)
(for Pcrit t P  < (A.
Equations (A.43), (A.46), and (A.47) can now be substituted
into the expression for the probability of error, Eq.(A.41). The
results are summarized below. The channel transition probability
is po, and the rate of transmission Rt and its associated proba-
bility parameter Pt are determined by the code book set S and the
block length nf.
jISI 2nfRt M2 [l( 2 f Pt (for Pt < ) (A.;
48)
33)
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Pcrit Po
qcrit q
I
1 - Pt F
1
,/27Enf ptqt
it
1
= - t
(A.46)
1
qo Pt2 2nf Ptqt
Po pqt) 
Poqt
(Pt PO)
Pt
27t Pcrit qcrit
(A.49)
(A.50)
(A.51)
(A.52)Et = H(Po) - H(Pt) + (Pt- Po) log 
Po
qo
Ecrit (Po) -H(Pcrit)+ (Pcrit-Po) log p +H(Pt)- H(Pcrit ) (A53)
Then
< (Ar+ At) 2 (A. 54)
(for po< Pt < Pcrit)
P(e)random - EA - nfEt< A 2 f crit + A 2crit t
(fo Prit P <
(A.55)
Optimum Block Coding. Consider now another code book of
ISlopt possible message sequences, each of which is also nf digits
long. Assume that it were possible to choose these messages so
that all sets of k < nf or fewer transmission errors could be
corrected. This implies that the decoder associates with each message
A-12
Also,
Now let
A
r
At
A.
cri
P(e)random
=
A-13
that subset of all binary sequences of length nf which differ
from it in k or fewer digits. It also implies that all of these
|S|opt subsets are disjoint. Since there are altogether only 2n f
different binary sequences of length nf, it follows that
nf nf
o1t k 2 < ( (A.56)pt k nf
k=o
Using Stirling's approximation, we obtain the bound
iiopt < 2 1-8 nfPq [ 1 (A.57)
and hence
Rt 5 W- log Stopt < 1- (p 1 ) + 2n log 8nfp lq1 (A.58)
where k 1 nfpI and ql = 1- Pl
The probability of error is just the probability that more
than k 1 transmission errors occur.
nf
k nf-knf (A.59)
P(e)opt = 0 k) ( )
k=kl+l
Although in general we do not actually know how to construct the
code book set Sop t in the implied fashion, it is certain that no
other choice of ISlopt sequences could result in a lower proba-
bility of error than P(e)opt , since changing any sequence from
one decoding subset to another can only increase this probability.
For P1> p0 , the first term of the summation in Eq.(A.59) is
greatest.
_______11(1_1_11_1_YIII
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kl+l nf-k -1
P(e)opt > Po to kl+l
Use of Stirling's approximation then leads to the bound
P(e)1 P q>1 n2 f(Po)-U(Pl)+(Pl-po)log °]
P(e)opt > p l q l qo 1 +
(for Po< P1 < 2) (A.60)
In the limit as nf approaches infinity, Eqs.(A.58) and (A.60)
go into the asymptotic relations
t ~ 1-H(P 1 ) (A.61)
and
r^a 2 f <1 1P(e)opt > Aopt 2 (for PO< 1 <2 (A.62)
where
A P , (A.63)
opt q (A63)
0
8 nfpq 1l
and
E1 (P) - H(pl) + (P1- Po) log q (A.64)
Comparison of these results with those for random block coding
shows that in the limit of large block length nf, random coding is
exponentially equivalent to the optimum block code for rates of
transmission Rt greater than Rcrit, where
Rcrit = 1- H(Pcrit) (A.65)
Thus, for small probabilities of error - which implies large block
length - the average probability of error over the ensemble of all
possible block codes is at least exponentially as good as that ob-
tained with the best possible such code, when Rt < Rcrit
i
Appendix B: APPROXIMATIONS
1. Approximation to H(p)
The entropy function H(p), taken to the base 2, is defined
as
h(p) =- p log p - q log q (B.1)
where q = 1-p. In order to simplify mathematical analysis, it
is sometimes convenient to replace the transcendental function
il(p) with an algebraic function H11(p), chosen to provide an ap-
proximation to H(p) over a range of p from 0(p < P Pp b I p .
A suitable function H1 (p) may be written in the form below.
i(P) = Ao+ Al /1+A 2 (P- Pa) (B.2)
The coefficients A. are evaluated by equating H1(P) to H(p), and
H'(p) to '(p), at the end-points a and Pb. he prime notation
means differentiation with respect to the argument.
Hl(p a ) = H(Pa) Hl(Pa) = (B.(a)(B.3)
nl(Pb) = (Pb) H(Pb) = '(Pb)
since both H(p) and H(p) are smooth and continuous functions
with monotonically decreasing first derivatives, the maximum differ-
ence between Hl(p) and H(p) decreases as (Pb-P.) is reduced, when
Eqs.(B.3) are satisfied. By dividing a larger range of p into
enough subintervals, a smooth and continuous piecewise approxima-
tion to H(p) can be made to any desired degree of accuracy.
2. Upper Bound to H(p)
We are particularly interested in H1 (p) when pa = po (the
BSC transition probability) and Pb= . Under these conditions
- ---  111 " "
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Eqs.(B.3) become
A + A1 H(po)
oA 1 1+ A2 ( 2 - - A3 ( - = 1
1
A1A2 - A3 = log -
1 A2A
2. - A =0 
1+
(B.4)
Define
m -PO) log - C (B.5)
where C is the channel capacity.
C = 1- H(po) (B.6)
Then the solutions to Eqs.(B.4) are
22C 
A = (p ) m 
(Em-C)2
2C2E
m
1 (E -C)2
E -C q
A2 = 2 log P
C qo
3 E
-
C o P
(B.7)
.When these values for Ai are substituted into Eq.(B.2), we obtain
1
finally
__
B-3
m CHl(P) = n(PO) -(s vC2 +.. .. . o p )
E - lo p-) (p- Po) (B.8)
It can be shown that Hl(p), as given by Eq.(B.8), is not only
an approximation but also an upper bound to H1(p). That is, that
H1(p) ) H(p) (for Po P ) (B.9)
This important result follows from consideration of the second de-
rivatives of Hi(p) and 11(p).
1 (p) =
2 logP
C )qo 3/2
C2 ( log (P Po)
H (p) = -loe epq
(B.10)
(B.ll)
Hypothesize for the moment that
q 2
"~s I M log 0 >--(P~ " - log e
1l(Po ) = 2(log ° > (P) pqo
2
Ha ()= - I C (log q) > ( )=-4 log1 2 2 E2 Po 2
rn
(B.12)
e
Now define the function
f(p) = 1(P) - (p) (B.13)
We have adjusted the coefficients in Eq.(B.8) so that
(at p = Po and p = )2=~f(p) = 0
and
(B.14)
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f'(p) = 0 (at p = p and p = 2) (B.15)
By the hypothesis of Eq.(B.12),
f"(p) = H(P) - H (p) > 0 (at p = Po and p = ) (B.16)
and therefore H(p) H(p) near the end-points of the closed
interval (Po, ½)
We also know by the Theorem of the Mean that the equation
f'(p) - 0 (B.17)
must have at least one solution at a point interior to the interval.
By the same token, the equation
f (p) = 0 (B.18)
must have at least two interior solutions. If f (p) = 0 has two
and only two solutions, then f'(p) can equal zero at only one in-
terior point, and Hl(p) is consequently greater than H(p) for all
points p such that po p .
Define
g(p) = [) (p -]2 [ ,, (p] 2 (B.19)
t1
Whenever f (p) = 0,
g(p) = 0 (B.20)
Substituting Eqs.(B.10) and (B.11) into Eq.(B.19), we have
o E -q 3
4 (log - p 2 (1- p)2 + og (p- (log e)2
g(p) o og
+ U9 lo ) (P-po) p 2 (1-p) 2
(B.21)
r
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The cubic factor in the denominator of g(p) varies from 1 at
P = to at p = 2 , and is always positive in between.
The numerator of g(p) is quartic, and p4 has a positive coefficient.
The numerator therefore approaches plus infinity as p approaches
either plus or minus infinity.
On the other hand, by the hypothesis of Eq.(B.12), g(p) is
negative for both p p and p = . It follows that the numerator
of g(p) must have two roots outside the interval (Po 2) , and ac-
cordingly g(p) must have exactly two roots within the interval.
Subject only to verification of Eqs.(B.12), we have proved the
validity of Eq.(B.9).
In Table .1 are compiled values of 1(Po),} H (po), H1[) ,
and I for various representative values of po.
TABLE A.1
H1ul(Po) H (po) (2) H" (2)
.450 - 5.82 - 5.84 - 5.76 - 5.78
.400 - 5.98 - 6.01 - 5.73 - 5.78
.100 - 13.13 - 16.05 - 4.92 - 5.78
.050 - 21.2 - 30.4 - 4.49 - 5.78
.020 - 39.2 - 73.7 - 4.02 - 5.78
.010 - 60.5 - 145.9 - 3.72 - 5.78
.005 - 90.5 - 290 - 3.49 - 5.78
It is seen that the hypothesis of Eq.(B.12) is in fact true.
We conclude that the algebraic approximation given by Eq.(B.8) is
an upper bound to the entropy function over the closed interval
Po' , for all p such that <P < 
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3. The Probability Criterion K
In ppendix A, we have derived the following two inequalities:
-n[ (p.)-:l(p)+(p-p )log °]
P(d > np) 2 PO° (for >p0) (A.30)
P(di np) ~ 2 (for p ) (A.32)
For random block coding, d is defined as the distance between the
received and the transmitted sequence, and di is the distance be-
tween the received and the ith incorrect sequence in the code book
set S.
Now consider a positive number K, and let PK be the solution
to the transcendental equation
I n [au(p) - H(P) + (K- PO) log q (B.22)
( for PK > Po )
If we define
kn = npK (B.23)
then, by Eq.(A.30),
P(a > k ) 2 (for kn > np) (B.24)
The constant K plays the role of a probability criterion, and k
is the associated distance criterion. For a given channel tran-
sition probability po, kn is completely determined by the proba-
bility criterion K and the number of digits n. The distance k
increases monotonically with both K and n.
With PK determined by Eq.(B.22), we may define
RK(n) = 1 - (pK) (for pK < ) (B.25)
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Then, in accordance with Eq.(A.32), we have the inequality
P(di kn) 2K (for kn 2 n) (B.26)
The function Ra(n) has the dimensions of a rate of transmission.
It is instructive to consider the geometric interpretation of
pK and RK(n), as illustrated in Fig. 4-2 . Given , for every value
of n construct a line segment of length _ 3= .K The slope of the
tangent to (p) at p = p is log . Holding EK vertical, slide
P0
it between the curve 11(p) and the tangent line at po until it fits
exactly. The value of p for which this condition is satisfied is
pK , and R(n) is the distance between H () and II(PK).
The maximum permissible value of EK for which Eq.(B.26) is
valid occurs for IK = - This is the value E , given in Eq.(B.5).
Accordingly, for a given K, we can extend the definition of Eq.(B.26).
RK(n) = O (for n (n)min (B.27)
m
On the other hand, for fixed K, the function RK(n) approaches the
capacity C asymptotically as n approaches infinity. RK,(n) is a
monotonic increasing function of n, and a monotonic decreasing
function of K.
4. Lower Bound to RK(n)
The equations determining RK(n) are implicit and transcendental.
However, we have already shown that
1).9)
H1(p) 3 H(p) (for o < P < 2
where Hl(p) is the algebraic approximation to H(p) given by Eq.(B.8).
If H1(p) is substituted for B(p) in Eqs.(B.22) and (B.25), then we
obtain the bound,
_ ·_·_I 1 111--11 ·- P-·- -- ---- Y - -
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(n) - 2C (fo > (n i n ) ( B.28)
m~m
The fact that this is a lower bound to RK(n) follows directly
from Eq.(B.9) and the geometric construction: if H1(P) (p),
then a given line segment IE will not fit so far to the left in
Fig. 4-2.
Direct derivation of Eq.(B.28) is somewhat tedious. It is
easier to work backwards, using undetermined coefficients and
simplified variables. Let -n o into K, and Xs(n ) go
into Rl(z), when H(p) goes into H(P). Then Eq.(B.22) becomes
= H(po) - h1(P) + (P- PO) log P (B.29)
Assume that Rl(z) has the same form as the r.h.s. of Eq.(B.28),
1- H(p) = C-A z+A z (B.30)
If Eqs.(B.29) and (B.30) are to be consistent, then the form which
l1(P) must have is uniquely specified. Substituting Eq.(B.30) into
Eq.(B.29), and manipulating, we have
z (1-A 5 ) + A4z - (- pO) log p = 0 (B.31)
This quadratic equation relates the variables z and p. Solving,
- A4 + X +4(1-A 5 ) log o (p -po)
2 (B.32)2(1- A5)
and
qo
2 A log 0
Z2 4 4
25 A2 -~= 2 A4 + 4(1- A)log p (P- P) + 1 A (P PO)
2(1-A 5 )2 2(1- 5 ) B.33) 5
(B.33)
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This value of z can be substituted back into Eq.(3.29), and the
result solved for 11l(p).
4 4 _ 5 )H1(p) = [(po) - 2 + 1+ 2 log (p-po)
2(1% A5) 2(1-A 5 ) A4 -
A5 q
- log (p - p,) (B.34)
Thus we find that the assumed form of Rl(z) leads independently
to an expression for H1 (p) which is of the same form as Eq.(B.8).
-'hen the coefficients of qs.(B.34) and (.8) are equated to
each other, we find that
2C C
A A 20 (B.35)
m
It follows from the considerations above that substitution of
H 1 (P) for (p) in the determination of RK(n) yields the result
Rl(Z) C z + (B.36)
m
where z = nK
Moreover, since 1Il(p) if(p) for Po p 1 R,(z) must be less
than or equal to It(n) for n > KE . The validity of Eq.(B.28)
m
is thus established.
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Appendix C: DECODING COMPUTATIONS
ON INCORRECT MESSAGES
1. Upper Bound to N.
Let us represent by the symbol S the entire set of all
possible messages of any given length n, generated by the convo-
lutional process discussed in Chapter III. It is shown in that
chapter that, for any n, S forms a group under the operation of
sequence addition modulo-2. It is also shown there that, on ac-
count of the symmetry properties of groups, we may always assume
for purposes of analysis that the transmitted message s is the0
identity sequence of all zeros.
In the proposed decoding process, the objective is to deter-
mine, in turn, each of the information digits implied by the re-
ceived message y. We accomplish this by comparison operations,
performed on y and the set of all possible messages, and extending
over the length nf of the convolutional constraints. In accordance
with the assumption that s is the identity sequence, it is then
perfectly general to consider only a truncated message set Sf.
We define Sf to be that set of all possible transmitted sequences
nf digits long, which results when every information digit occur-
ring prior to the one currently being decoded is zero.
We now further define S to be that subset of all members of
o
Sf whose corresponding information sequence begins with the correct
symbol "O". The complementary subset S1 of "incorrect" messages
comprises by elimination all members of Sf whose corresponding in-
formation sequence has a "1" in the first digit.
-
C-2
This nomenclature is illustrated in Fig.3-1, for a rate
of transmission Rt = 1/3 and a prefix length n = 3. These two
quantities, the prefix length and the transmission rate, must
always be related by the diophantine constraint
nRt = a positive integer (C.1)
Thus, at any length n = n , where is a positive integer,
the number of different sequences belonging to Sf is exactly
noRt nRt
(n) 2 2 (C.2)
It may be seen from Fig.3-1, however, that at length n = n +1
the number of possible sequences jumps to
(2+l)nort (n-1 +l)noRt
Sf(n) 2 2 (C.3)
on account of the tree-structure of the message set. he r.h.s.
of Eq.(C.3) forms a bound on Sf(n) for any length n.
(no-1)I t nRt
IS ()j 2(n0 -l)t 2nRt (C.4)
Since exactly one-half of the total number of messages in Sf belong
to the incorrect subset S1 , we have finally the inequality
nRt
Sl(n)j D2 (C.5)
where
1 (no-1)RtD0 = 2 2 (c.6)
Next consider any particular sequence si in S1. It is also
shown in Chapter III that, as the convolutional generator sequence g
takes on all possible values, si runs in one-to-one correspondence
_ ___ _ _I
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nf
through the set of all 2 binary numbers of length nf. Over the
ensemble of possible g's, the probability that s and the received
message agree in any digit is therefore exactly 1/2, and every
digit is statistically independent of all others.
This is the same situation discussed in Appendix B. Accord-
ingly, when we average over the ensemble of all possible generator
sequences g, we have the probability result that
-nRE(n)
P(di < kn) 2 (B.26) and (B.27)
In this equation, d. is the distance between the received sequence
1
and the ith member of the incorrect subset S1 k equals npK, and
RK(n) is equal to l-H(PK). This result is valid for any particular
choice of i, and for any arbitrary choice of the probability cri-
terion K.
There is a total of Sl(n)! distinct sequences of length n
in the incorrect subset. Also, the average of a sum is equal to
the sum of the averages. The ensemble average number of sequences
in S1 that are "probable according to criterion K" - that is,
which differ from the received sequence in k or fewer digits out
of n - is therefore
k(n) = SjI(n)l P(di < kn) (C.7)
For any given (but unspecified) generator sequence g, and
probability criterion K, let us now consider a decoding computer
which starts out to generate sequentially the entire subset S1 of
incorrect messages. As it proceeds, however, it discards as im-
probable every sequence si for which di becomes greater than k .1 1 n
1___________1_ _ IIIIIUIIIII.-ll ----------------
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In order to advance from length n to length (n+l), the
computer need never generate more than two additional binary
digits for each retained sequence of length n. As a matter of
fact, since the number of sequences in S increases only at node
points, for many values of n only one additional digit need be
computed. Let A(n) equal 2 or 1, depending upon whether or not
the tree structure of has nodes at length n.
iSe now define a binary computation to be the convolutional
generation of a binary digit, plus its comparison against the re-
ceived message. If no sequences were discarded beforehand, the
number of binary computations N(n) which the computer would re-
quire to progress from length n to length (n+l) would be equal to
A(n)MK(n), where M (n) is the number of messages of length n in the
complete subset S1 which are probable according to criterion K.
Since discarding messages en route can not increase N(n), in the
actual operation of the computer we have
NK(n ) (n)Bi(n) (C.8)
The total number of binary computations NK which the computer must
make in working progressively through the entire incorrect subset
is therefore bounded by the summation of NK(n) over all lengths n.
nf
AK ~ Z A(n)I (n)
n=l
The equation above is valid for any particular generator
sequence g. Next we may average N over the ensemble of all g's.
The numbers M(n) then become random variables, whereas A(n) of
_ ___ I___ _II
C-5
course is still a perfectly definite function of n only. Since
the average of a sum is equal to the sum of the averages,
nf
NK < L E A(n)f(n) (C.9)
n=l
NK is the ensemble average number of binary computations which
the decoding computer must make upon the incorrect subset 1
The function MK(n) is shown in Eq.(C.7) to be the product
of 1Sl (n)j and P(d i k ). Furthermore, it can be demonstrated
that the over-bound on 1l1(n)I given by Eq.(C.5) is sufficiently
gross that the product of A(n) and ISl(n)l is less than or equals
D 2 , for all values of n. Using this fact, and substituting
0
Eqs.(C.5), (C.6), (C.7), and (B.26) and (B.27) into q.(C.9), we
have finally
nf
n + [nt-RK(n)]
NK < DI 2(C.10)
n 1=l
where
(n 0Rt-l)
2l: =2 (C.11)
It is shown in Appendix B that R(n) approaches C as n
approaches infinity, For Rt < C and sufficiently large nf we
therefore expect on the average that the computer will discard
every member of the subset 1
Rough Bound on N. The ensemble average number of binary
computations, which a computer must make in the process of dis-
carding the entire incorrect subset S1 as improbable according to
criterion K, is bounded in Eq.(C.10). This inequality is strengthened
See Section 3 of this appendix.
------1_11111_1111 __
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if we substitute a lower bound for RK(n). From Appendix B,
RK(n) 2C C (B.28)
Em n
m
and
R(n ) = O (for n (nK)min = E) (B.27)
m
For n < (nK)min all of the branches in the tree-structure of
S. must be generated and retained: the total number of such
(nK)minR t
branches is bounded by D 2 times a geometric sum, and
there are n digits in each branch. Accordingly,
NK 0RtNK -< 2, 2
1-2
n[R -C+ c a C K
n (nK)mi n
The maximum term in the summation above is equal to 2 B where
CRt/E
B = /Em (C.13)C- Rt
The r.h.s. of Eq.(C.12) is bounded by the product of nf and the
largest term. Finally, therefore, we have the rough bound that
NK < Dlnf2 (.14)
Tight Bound on No
.
When the summand has a single maximum,
a summation over unit steps is bounded above by the corresponding
integral plus the maximum term. If Eq.(C.12) is evaluated in this
way, we obtain a much tighter bound on N
.
F4
C-7
- t Rt
NE D- [ %2 2: 2 +2
~K < D 1 K B-noi
1-2
n 2C Cf nCt c)+- i -
+ J . dn (C.15)
/E m
The upper limit of integration can be taken as infinity, which
serves to simplify the result without substantially affecting it.
The value of the definite integral is found by completing the
square.
Sf dn - C2 (log e) 2 t(CR
K/E 
2C K loge erf 
C-R t C - RE t t
(C. ]6)
where the error function is defined as
00o
erf z = f e /2 dr (C.17)
2 'z
The error function, in turn, may be bounded by unity; since
its argument in Eq.(C.17) is negative, for large values of K this
is a reasonable as well as a conservative approximation. When
this bound on the integral is substituted into Eq.(C.15), after
algebraic manipulation we obtain the following final result:
NK 1 + 3 ) 2 'm + (1+ D4 a' ) 2] (C.18)
where
1_1~~ _ __ il__~-----
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(noRt-l)
D1 = 2 (C.ll)
-Rt
n2
D 0 (C.19)
2 -noR t
1-2
log e
3 C-Rt (C.20)
D4 2C 3/ log e (C.21)4 C-R 3Em
CR t/E
B = Ct I (C. 13)
c- t
and
qo
( P log -C (B.5)
2. Upper Bound to N
Instead of a single probability criterion K, we can establish
a set of increasingly positive criteriaK 1 K2 K3 K41 . 1
where
Kj K1 + (j-1) HK (C.22)
Let us next consider a decoding computer which searches through
the truncated message set Sf according to the following rules, adopted
in Chapter IV.
(a) The computer begins with the smallest criterion K1 , and
starts out to generate sequentially the entire set Sf. As the com-
puter proceeds, it discards any sequence which differs from the re-
ceived message in more than k digits out of n.
(b) As soon as the computer discovers any sequence in Sf which
_ ___ _I  
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is retained through length n = nf, it prints the corresponding
first information digit.
(c) If the complete set Sf is discarded, the computer adopts
the next larger criterion (K 2), and starts over again from the
beginning. It continues this procedure until some sequence in
Sf is retained through length n = nf. It then prints the corre-
sponding first information digit.
(d) The decoder repeats the above procedure in its entirety
for each successive information digit in turn.
We are interested in establishing an upper bound to the en-
semble average number N of binary computations which must be per-
formed upon the subset S1 of incorrect messages, when the decoding
computer proceeds in accordance with the rules stipulated above.
A probability criterion K (for j ~ 2) is never used unless
the entire set Sf - and therefore the correct message s - isf t~ 0
discarded for criterion Kj 1 If the correct message s is to be
discarded, then more than k transmission errors must occur, for
some length n nf. Each probability criterion K. and its associ-
ated distance criterion k are so related, through Eqs.(B.22) and
(B.24)-, that
-k-
i'(d0 > kn) ( 2 (for all n) (C.23)
where d represents the actual number of transmission errors. There
are nf different lengths at which the correct message so could be
discarded. Since the probability of a union of events can be no
larger than the sum of their individual probabilities, we have the
result that
___ _I _PI_____^·LIIII___11_11_-
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-Kj
Pj (s discarded) nf2 (C.24)
J 0
The probability that the decoding computer uses criterion K. is
therefore
- j-1
P(j) nf2 (j t 2) (C.25)
= 1 (j 1)
Let Nj denote the average number of computations required
to eliminate the entire subset S1, when the computer uses criterion
K.. In defining Nj, we average over the ensemble of all possible
convolutional generator sequences g. In order to find N, we must
next average over j - that is, over the (statistically independent)
ensemble of transmission errors.
N =: P(j) (C.26)
Since these two averaging operations are statistically independent,
they could be interchanged without affecting the result. Accord-
ingly, N does in fact have the significance attributed to it, and
represents the average number of binary computations required by
the specified computer to eliminate the incorrect subset S1, where
the final averaging is over the ensemble of possible generator se-
quences.
Rough Bound to N. Substituting Eqs.(C.14) and (C.25) in Eq.
(C.26), we have
K1B 2 K B -Kj_ 1N < Dnf2 + Dln2 E 2 2 (C.27)
j=2
This equation can be evaluated with the help of Eq.(C.22).
-------111111111111
C-ll
N < Dlnf [2
fI(B-)+f
+ nf2 Z:2(j-l )a(B-1)
j32
(C.28)
The summation on j is bounded by the infinite sum, which converges
for B < 1.
-- [K1B K1(B-l) 2AKB
N < D ln f 2 + nf2 1 (for B<1) (C.29)
The definition of K. given in Eq.(C.22) is somewhat arbitrary,
but does serve to permit simple minimization of the r.h.s. of Eq.
(C.29) with respect to K1 and AK. These minimizing values are
found to be
AK B = - 1B- 
nf
K1 log 1/1-B
B
(C.30)
(C.31)
i;hen these values are substituted into Eq.(C.29), we obtain finally
the rough bound that
(1+B) D / B/-B
N < nf 9D B1)B/1_B (for B<l) (C.32)
The constraint that B < 1 is satisfied for rates of transmission
such that
CR < Ct I I C
1+ E
m
(C.33)
. where C is the channel capacity.
Tight Bound to N. We can obtain a tighter bound on N by using
the tight bound on N given by Eq.(C.18).
J
 __  ------_..1_1)-11 1 --_
D1 N < (D2+ D3 )2
R 
t K - +AK
Im + If2 m
+ n 2 M
(j-l)2 1-
j=2
+ 2 + nf2 Z 2 (j-l)K(B-1)
j=2
+ D4 1B
+ D 1 2 Kl(B2 )+ K + (j ) 2(j-1)AK(B- 1)
j=2
The last summation can be bounded by use of the inequality
/l+ (j -l) < K 1 + -)AK
We obtain finally the result that
N < D 1 (D 2 + D3 )2 + (1 +D4 i)2 ]
+ nfD (D 2 D3 ) Etf 1 2 3 m
Rt
2 m
-_( l1-Rt/Em)
1- 2
-Kl-B)AKB D 
+2 2 1+ , +A
1 2 ( A(-B)+ AK 1 -2 -
(C.34)
In principle, the r.h.s. of Eq.(C.34) may also be minimized
with respect to K1 and AK. The expression is sufficiently com-
plicated, however, that numerical trial-and-error methods provide
the easiest approach. To a good approximation, the minimizing
values of K1 and AK given in Eqs.(C.30) and (C.31) are still sub-
stantially optimum.
C-12
)
1 -
C-13
Substitution of these values into Eq.(C.34) results in an
expression which reveals explicitly the dependence of N upon code
length n. The term which varies most rapidly with nf involves
-K1 (l-B) nf
nf4 EI 2 lForg B1/1 -B o we have
N < D5nfB /log 06nf (C.35)
where D5 and D6 are constants independent of nf.
3. Bound on n)Sl(
The tree-structure of the convolutional message set Sf, illus-
trated in Fig. 4-1, is such that the number of digits A(n)ISl(n)[
which the decoding computer must generate in order to extend the
entire subset S1 from length n to length (n+ 1) depends upon whether
or not n corresponds to a node point. There are n R nodes in each
branch of length n .
At length n = n , where is an integer, there are exactly
,n Rt-1
2 messages in S1. In general, at length n = -n +i,
Sl((2n + i)| = 2 e (for O0 i < nRt) (C.36)
( 2+l)noRt-l (for n Rt < i < n
Each sequence of length n generates two sequences of length (n+ 1)
whenever n corresponds to a node. Otherwise, each sequence merely
extends one digit in length. Since A(n) is the number of new digits
that must be generated per sequence for each unit extension,
(2no +i) = 2 (for O < i < noRt)
(C.37)
= 1 (for noRt < i < no)
I_ II II I- II------YPLI-··LI-·I-- I-I--- .I. _ _ __ _
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Combining Eqs.(C.36) and (C.37), we have
A(£n £noRt+i+ i) S( n+ i) = 2o (for 0 i < nRt)
(C.38)
(2+l)noRt-l
2 (for nrt i < no)
In Section 1 of this appendix we obtain the bound
where
1 (no-l)RtD0 = 2
Accordingly, for n = n +i, we have
0
(£+l)nont+ ( i - l ) n t- l
S l(2no + i) < 2 (for 0 i < n ) (C
fe postulate that the overbound given by Eq.(C.5) is suffi-
ciently gross that
8(n) jS(n)j < D02 (n+l)Rt
Again writing n in the form no + i, we have from Eq.(C.40),
0
.39)
(C.40)
A(n+i) lSl(no+ i)I 2 ( +l)nRt+iRt1 (for 0 < i < n ) (C.4
Since n R t is constrained by diophantine considerations to be
a positive integer, comparison of the r.h.s. exponents of Eqs.(C.38)
and (C.41) verifies the postulate of Eq.(C.40). Subtracting the
term n Rt from each exponent, we are left with the true inequal-
ities
i (noRt-l) + iR t (for 0 i < noRt) (C.42
1)
)
and
noat- 1 < (noR t- 1)+ iRt (for nR t < i < no)
(C.5)
(C.6)
- ._1 
nRt
SI(n) D02
(C.43)
Appendix D: ESTIMATION OF
COMPUTATION CUT-OFF LEVELS
1. Determination of ( in)
In Chapter VI, we are confronted with the problem of deter-
mining a set of computation cut-off levels Lj, such that the
probability that more than L. binary computations are required
to eliminate the incorrect message subset S 1 is no greater than
the probability P(el) that any incorrect message lies closer than
the received message to the transmitted sequence s . In equation
form, we seek a set of numbers L satisfying the inequality
P(Nj > L) < P(el) (6.4)
where N is the number of computations actually needed to success-
fully discard S in any particular experiment.
On account of the statistical constraints between sequences
in S1, exact determination of suitable levels Lj is difficult. As
pointed out in Chapter VI, however, by means of neglecting these
interdependencies it is possible to obtain a set of estimated
levels L.
J
Let us consider a block code specifically designed to contain
[Sl(n) messages, each of which is selected independently at random
with replacement from the set of all binary sequences of length n.
Averaging over this ensemble of all 2n possible messages, we have
from Appendix B the result that
-nrK(n) 1
P(di kn) 2 (for kn < 2 n) (B.26)
th
where d. is the distance between the i message of the code set
--- -r" - -
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and any particular received sequence. This equation is identical
with the corresponding result for convolutional coding, and R(n)
and k are related to the probability criterion K by the geometric
construction of Fig. 4-2. Given that K = K. , we rewrite Eq.(B.26)
as
Pj(di ( k, ) 2 -j(u) (for kn n) (D.1)
where Rj(n) means R(n) evaluated for K = K.. The ensemble average
number Mj(n) of sequences that are probable according to criterion
K.j is therefore the same as in the case of convolutional coding
discussed in Appendix C.
ji(n) = S1(n) ' Pj(di k) (C.7)
In accordance with the discussion of Chapter VI, in order to
evaluate suitable L we wish first to determine a set of functions
A.(n) such that, for every positive integral value of j and n,
[Mj(n) > X(n)(n)] P(el) (6.13)
The sub-r notation is used in Chapter VI to distinguish a proba-
bility on the ensemble of random block codes, and is neither needed
for clarity nor used hereafter. Equation (6.13) is actually a set
of requirements, one for each allowed value of j and n.
Equation (A.30) in Appendix A states an upper bound on the
probability of more than np successes in n independent experiments,
each of which has probability p of success. For convenience, we
rewrite that equation using the logarithmic base e instead of 2.
-n[ (P)-e (p)+(P-p)logeo D
P(d > np) e (for p > pO) (D.2)
1 -
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where d is the actual number of success in n tries, and qo = 1- p 
Now let P. stand for P (di k), and Qj 1 - P. We can make
the following identifications.
do M (n)
n I Sl(n)
P =P.
Po P.
qo j
qo = Qj
Then Eq.(D.2) goes into
P [M(n)i > (n)] e|1 e(Sl(n) j(Pj)-He(l)+(P-Pj)lge pg l
(for p > Pj) (D.3)
The exponent in Eq.(D.3) can be rewritten, letting v = 1- .
P [M (n) > | S 1 (n)|] e |P()|[loe + loge Q]
(for > Pj) (D.4)
Next expand loge V , in terms of ,u and P , by a Taylor's series.
loge v- -(-Pj) [1 + 2 (+ Pj) + ( + PjP2 ) (D.5)
Since ~ >Pj > , 2 (+Pj) < , and similarly each term in
brackets above i less than in the geometricseries expansion of
Therefore,
V log = (l-p )loge V >_ (P- p) (D.6)e ,Qj eQ.
Substituting Eq.(D.6) into Eq.(D.4), we strengthen the inequality.
_ ·_ ___ _
_|S (n)·L[ loge P, -(I,-Pj
P [Mj(n) > p. Sl(n)j] < e L Pj )I
(for > P) (D.7)
Finally, let us define
A* = I
j P.
Then, using Eq.(C.7), we have
. Sl(n) = Xj Mj(n)
and accordingly,
P M (n) > (n) < e 
(D.8)
(D.9)
_j (f or > 1) (D.10)
The 2.h.s. of Eq.(D.10) is equivalent to that of Eq.(6.13).
For a given value of j and n, we can equate the right-hand sides
of these two equations, and solve for X . The sets of values of
3
. determined in this fashion then define functions . (n) such3 3
that the conditions imposed by Eq.(6.13) are satisfied.
For simplicity of notation, define
f(*) = * log e a+1- (D.11)
and
(D.12)P(el) = ea
The requirement on X. then becomes
iI(n) f(X.) = a
a a
(D.13)
A plot of the function f(kX) is given in Fig. D-1.
a
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2. Evaluation of L.
We are seeking to evaluate the set of estimated computation
cut-off levels L , defined in Chapter VI as
nf
L = Y A(n) (n) (6.16)
n=l
where, as in Appendix C, A(n) is the number of additional binary
digits in the case of convolutional coding which the decoding com-
puter must generate per probable sequence of length n , in order
to progress to length (n+l). The values X.(n) are to be deter-
mined in accordance with the transcendental equation (D.13).
General Behavior. Actual evaluation of L requires numerical
methods. It is possible, however, to gain considerable insight
into the nature of Lj by observing the general characteristics of
the summand in Eq.(6.16). The factor j(n), illustrated in Fig. 4-4,
has a single maximum term, which is shown in Appendix C to be bounded
by
K.B
Mj(n) < Do 2 j (D.14)
where
1 (no- l)Rt (.1)
Do 2 (C.11)
Now consider the function (n)j(n), and differentiate with
respect to Mj(n). Using simplified notation, we have
d X* d d
- (X* ) - + d- (D.15)
dif dM
We may also differentiate Eq.(D.13) with respect to Mj(n), where
____ __1__1 _ I__ I I I
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it is understood that only n and j are to be considered variable.
This is important, since although P(el) and therefore are con-
stants with respect to n and j, they are variables with respect to
nf, po, and R t . iVith this restriction,
f(X*) + M f'(X) dX = O (D.16)
dM
where the prime denotes differentiation with respect to the argu-
ment. From Eqs.(D.16) and (D.15) we obtain the results
*~x' X) -lx
d(X M) = dM (for > 1) (D.17)
logeX
and
* f() dM
dX = - * · (D.18)
logeX M
From these two equations it is apparent that, for fixed nf,
p , and Rt, the function X.(n) Mj(n) must have the same general
shape as Mj(n), with a single maximum term which occurs for given j
at the same value of n. We note also that XA(n) Mj(n) is a mono-
tonically increasing function of Mj(n), but that the required mul-
tiplying factor jX(n) itself decreases as Mj(n) increases. These
relations are all in natural agreement with intuition.
A sketch of an upper bound on XA(n) Mj(n), derived from the
bound on Mj(n), is given in Fig. D-2. For small values of n, it
is the curve ISl(n)I r D 2 which is significant, since Eq.(6.13)
is automatically satisfied when every sequence in the message set
is retained.
A bound on the ensemble average number of binary computations
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required to eliminate the incorrect subset S1 is derived in
Appendix C.
nf
Nj < I A(n) j(n) (C.9)
n=l
Comparison of Eqs.(C.9) and (6.16) reveals that each term in the
summation for L is obtained by multiplying the corresponding term
for the bound on Nj by the appropriate value X*(n). Since the set
of probability criteria K. are chosen to form a monotonically in-
creasing set, it follows that for fixed n
Mj+l(n) > Mj(n) (D.9)
Then, from Eq.(D.18),
X+ l(n) < X*(n) (D.20)
Finally, since Eq.(D.20) is true for every value of n, the ratios
ofj ( j)bound must be such that
Lj+l/(Nj+)bound < L/(Nj)bound (D.21)
t P(e)dFor the specific case R = ) = 10 , and p = .050
t ,3
values of Lbound and L/(N)bound obtained by numericalbound' j jbound
computation are given in Table D-1 for j = 1 to 5. In addition, a
plot of L/(Nj)bound is included in Chapter VI as Fig. 6-1.
__1_1_1_111_1_____1__·11111-- -

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TABLE D.1
L. (IL) L/~NJ* bo unj LJ (Nj bound J bound
1 4,500 1,330 3.4
2 6,600 2,350 2.8
3 10,300 4,500 2.3
4 18,000 9,300 1.9
5 30,000 19,000 1.6
Upper Bound. A bound on the behavior of L with respect to
the total code length nf can be obtained by expanding f(X.) in a
Taylor series.
te - i . -c c . -1
(f) = * kJA 2 + ( 3*
J 3
(D.22)
This expansion is valid for any * >1 In our case, . is re-j 2 
stricted to be greater than unity, and therefore each of the bracketed
terms is positive. Accordingly,
f(x*) > X - (D.23)
Substituting Eq.(D.23) into Eq.(D.13) provides an upper bound to
X;(n)Rj(n)
X*(n) (n) < 2 i (n) + 2a (D.24)
This result can be used in Eq.(6.16), in order to bound L
nf nf
L. < Z 2A(n)i (n) 2(n)a (D.25)
n=l n=l
From Eq. (C.9), the first summation is equal to twice (Nj)bound 
11
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Since a is not a function of n, and
nf
E A(n) nf(l+ Rt) (D.26)
n=l
we have finally
L < 2( )bound+ 2f(l+R )a (D.27)
In Eq.(D.12), a is defined as the negative logarithm of
P(el). From Chapter V, we have
P(el) < nf A S P(e)random (5.38)
where P(e)random is the ensemble average probability of error for
random block codes of length nf, and is bounded in Appendix A.
Using Eqs.(A.54) and (A.55), we can bound a by
a < nfE+D (D.28)
where E is equal to Et or Ecrit (depending on whether or not Rt
is greater than Rcrit), and D is some (small) constant which is
chosen to bound the logarithm of the coefficients in P(el).
Finally, then,
L. < 2(N)bound + 2(1+Rt)nf(nE+ D) (D.29)
Thus we find that the estimated computation cut-off levels L
are bounded by twice the bound on the average number of computa-
tions required to eliminate the incorrect subset S1 , plus a term
which grows no faster than the square of the code length.
There is a difference of almost a single power of nf in the
gross and tight bounds on N. derived in Eqs.(C.14) and (C.18) of
4J
___
_ I ___
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Appendix C. The n term in Eq.(D.29) corresponds to a gross
bound. Unfortunately, the transcendental nature of q.(D.13)
precludes algebraic solution, and a tighter bound on L than
that given in Eq.(D.29) appears difficult to obtain. In spite
of this fact, the character of the function X.(n)Mj(n) sketched
in Fig. D-2 indicates that a considerably tighter bound exists.
The Average Cut-Off Level L . It is also possible to bound
the average value L of the computation cut-off levels L , by
means of weighting according to the probability that a criterion K.
is used in the decoding process. .le proceed as in Appendix C, where
we compute a bound on the average value N of the number of binary
computations required to eliminate the incorrect subset S1 
Define
L = LP(j)L* (D.30)
J
The appropriate bound on P(j) is now somewhat less than that given
in Eq.(C.25), since the existence of the cut-off levels themselves
introduces a way in which the decoding procedure can terminate even
when the correct message sequence s is not discarded. If we set
P(j) ~ nf2 (j ) 2)
(C.25)
= 1 (j =1)
however, we obtain a conservative answer.
Substituting Eqs.(C.25), (C.22), and (D.29) into Eq.(D.30),
we obtain
7 ·
D-1l
L < 2(Nl)bound + 2nf (j) boun 2
j=2
+ 2(1+ t)nf(nf+ D) [1+ nf 2 1]
j=2
(D.31)
The first two terms are just twice (N)bound . The value of the
summation in brackets is bounded by the infinite sum.
K -- K1
: 2C j-1 <1 2I -2-A
(D.32)
J=4
The values of K1 and AK which minimize the bound on N are given in
Eqs.(C.30) and (C.31). Substituting these values into q.(D.32),
we have
1 B1/1-B
f 1- B1/1-B
j =2-j-1
j=2
Finally, therefore,
L < 2(N)bound + 2(1+ Rt)nf(nfE+ D) B
where l-B
where
CRt/Em
C - Rt
(D.34)
(C.13)
Again we find that L grows no more rapidly than the square of the
code length nf.
(D.33)
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