Abstract Effective fractal dimension was defined by in order to quantitatively analyze the structure of complexity classes. Interesting connections of effective dimension with information theory were also found, in fact the cases of polynomial-space and constructive dimension can be precisely characterized in terms of Kolmogorov complexity, while analogous results for polynomial-time dimension haven't been found.
Introduction
Effective fractal dimension was defined in [19] in order to quantitatively analyze the structure of complexity classes with the immediate motivation of overcoming the limitations of resource-bounded measure, a generalization of classical Lebesgue measure [18] . Important applications in Computational Complexity have been found including circuit-size complexity, polynomial-time degrees, the size of NP, zero-one laws, and oracle classes (see [9, 13, 21] for a summary of the main results).
In parallel, the connections of this effective dimension with algorithmic information started being patent, as it could be suspected from earlier results by Ryabko [25, 26] , Staiger [27, 28] , and Cai and Hartmanis [6] . The cases of constructive, recursive and polynomial-space dimension were characterized precisely as the best case asymptotic compression rate when using plain, recursive, and polynomial-spacebounded Kolmogorov complexity, respectively [11, 20, 23] , and the low resourcebounds of finite-state and pushdown devices have been connected to the corresponding compression algorithms [1, 8] . See [24] for an overall survey.
But the case of polynomial-time bounds remained elusive [14] . This is not strange since computing even approximately the value of time-bounded Kolmogorov complexity seems to require an exponential search. The main difference with spacebounded Kolmogorov complexity is reversibility, in this later case the encoding phase can be performed within similar space-bounds.
In this paper we look at the usual notion of compression algorithm for finite strings. A polynomial-time compression scheme is just a pair of encoder and decoder algorithms, both working in polynomial-time. We consider encoders that do not completely start from scratch when working on an extension of a previous input. This last condition is formalized in Sect. 3 with a conditional-entropy like inequality.
We exactly characterize polynomial-time (or p)-dimension as the best case asymptotic (that is, i.o.) compression ratio attained by these polynomial-time compression schemes. Dually, strong polynomial-time-dimension [3] corresponds to the worst case asymptotic compression ratio. The proof of these results uses and interesting generalization of arithmetic coding (see [7] for an introduction to arithmetic coding and its history).
Several results on the polynomial-time dimension of complexity classes can be now interpreted as compressibility results. For example, the (characteristic sequences of) languages in a class of p-dimension 1 cannot be i.o. compressed by more that a sublinear amount. Here we obtain results on the compressibility of complete and autoreducible languages.
Buhrman and Longprè have given a characterization of p-measure in terms of compressibility in [5] , but in that case the compressors are restricted to extenders and the encoder is required to give several alternatives, one of them being the correct output. In the light of our present results we can view effective dimension as an information content measure for infinite strings, whereas resource-bounded measure can only distinguish the extreme case of non measure 0 classes that are the most incompressible ones.
Preliminaries
The Cantor space C is the set of all infinite binary sequences. If w ∈ {0, 1} * and x ∈ {0, 1} * ∪ C, w x means that w is a prefix of x. For each w ∈ {0, 1} * we define the w-cylinder, C w = {x ∈ C | w x}.
For 0 ≤ i ≤ j , we write x[i . . . j] for the string consisting of the ith through the j th bits of x. We use λ for the empty string. We write s 0 , s 1 , s 2 , . . . for the standard enumeration of {0, 1} * . We write next(x) for the string following x in the standard enumeration, i.e., next(s n ) = s n+1 . x < y denotes that string x precedes y in the same standard enumeration.
Let E = DTIME (2 O(n) ).
for all w ∈ {0, 1} * .
Definition 2.2
Let s ∈ [0, ∞) and d be an s-gale. 
Definition 2.4 Let
By the exact computation lemma in [19] p-computable and exactly p-computable gales are interchangeable in the two definitions above.
Theorem 2.5 Let
For a complete introduction and motivation of effective dimension and effective strong dimension see [21] .
Compressors that Do Not Start from Scratch
In this section we develop the notion of compressors that "do not start from scratch" in the sense that when encoding successively longer extensions of an input, the outputs are restricted in the way we make precise below. The extreme case of this behavior is when the compressor is a mere extender, that is, C(w) is always a prefix of C(wu). We consider here a much weaker restriction than extension. In this paper, we can make all encoders prefix-free in each length, that is, C({0, 1} n ) is a prefix-free set for each n. Notice that for the applications in this paper, that use asymptotic compression rates, this restriction is not significant since for each encoder there is a prefix free one with the same compression rate.
Notice that in the previous definition there is no restriction whatsoever on the behavior of C, the encoder, when working on two inputs that are one an extension of the other. For instance, we can have |C(wu)| |C(w)| and C(wu) can have no common prefix with C(w). In Definition 3.2 we introduce a restriction on the compressor that has an effect on the variety of C(wu) for different u, that will be controlled by |C(w)|. 
We will consider only compressors that do not start from scratch. Notice that when there is a constant k such that
condition (1) is trivial, while in general |u|≤k 2 −|C(wu)| can be as large as k + 1, so condition (1) is a proper restriction on compressors. We first remark that if C(w) and C(wu) have a long common prefix then C fulfills condition (1).
Lemma 3.3 Polynomial-time compressors for which C(w) and C(wu) have a common prefix of length at least
We next present two easy examples of compressors not starting from scratch, including Lempel-Ziv algorithms. In fact, if C is an extender, then C satisfies the common prefix condition in Lemma 3.3 and therefore it is a compressor that does not start from scratch. 2. Lempel-Ziv data compression algorithm for its two most common variants [16, 17] . Notice that they are not extenders.
(i) LZ 78 version. Let w ∈ {0, 1} * and w = w 1 w 2 . . . w n v where w 1 , w 2 , . . . , w n are the phrases obtained by the Lempel-Ziv parsing. Then for u ∈ {0, 1} * , Lempel-Ziv parsing of wu will share the first n − 1 phrases of w parsing and may differ in phrase w n . This later phrase will be encoded with log n + 1 +1 bits, therefore LZ 78 (w) and LZ 78 (wu) have a common prefix of length at least
is the exhaustive history of w. Then for u ∈ {0, 1} * , the exhaustive history of wu will share the first n − 1 phrases of w parsing and may differ in phrase w n . This later phrase will be encoded with 2 log |w| + 1 bits, therefore LZ 77 (w) and LZ 77 (wu) have a common prefix of length at least
Polynomial-time compressors (C, D) that are length increasing in the encoder C and for which we can control, for all w and all i ≥ 0, the number of strings u satisfying |C(wu)| = |C(w)| + i, don't start from scratch. More formally,
Lemma 3.5 Polynomial-time compressors (C, D) that satisfy both of the following conditions don't start from scratch.
(i) For all w, u ∈ {0, 1} * , |C(wu)| ≥ |C(w)| (ii) For all > 0 there exist c > 0 such that for all but finitely many w ∈ {0, 1} * there exists k ≤ c log(|w|) such that for all i ≥ 0
Proof To prove this we assume the worse possible case, that is, in the left hand sum of condition (1) |u|≤k 2 −|C(wu)| , we have the maximum possible number of terms with |C(wu)| the smallest possible. This means the we will add 2 −|C(w)| a total of (2 k −log k ) times, 2 −|C(w)|−1 a total of (2 1+k −log k ) times, and similarly for each value of |u|, until we have finally added 2 k+1 − 1 terms in the left hand sum. Notice that this is possible since
Main Theorem
In the main theorem we obtain an exact characterization of polynomial-time dimension in terms of polynomial-time compressors that don't start from scratch. Our characterization holds both for the best and worst asymptotic compression ratio, corresponding to p-dimension and strong p-dimension.
We formalize the notion of a.e. (almost everywhere) and i.o. (infinitely often) compressibility for sets of infinite sequences as the asymptotic best (respectively worse) compression ratio. 
polynomial-time compressible.
We next state our main theorem.
The proof of Theorem 4.3 will be split between Sects. 5 and 6. In Sect. 5 we transform each gale into a compressor that requires only a time increase of a linear factor. In Sect. 6 we show that compression is an upper bound on dimension.
Hitchcock showed in [12] that p-dimension can be characterized in terms of online prediction algorithms, using the well-studied log-loss prediction ratio. Our result can thus be interpreted as a joining bridge between the performance of polynomialtime prediction and compression algorithms, both in the best and the worse case.
Compression Is at Most Dimension
We first prove that a dimension upper bound gives a compression upper bound.
e. polynomial-time compressible}
To prove Theorem 5.1 we first transform each polynomial-time gale into a simple version that requires little accuracy. Then we apply a generalization of arithmetic coding [7] to this new gale.
We will use the following result. 
Using the previous lemma we show that very simple gales characterize p-dimension. 
Notice that n w ≤ |w| + 1 because within an interval of length 2 −|w| there exists at least one dyadic number m2 −n with n = |w| + 1. Notice that for the same reason c is exactly p-computable. where n wb = max{n w , n w0 + 1, n w1 + 1} ≤ |w| + 2. Using d 2 we define an s-gale d as follows
It is then clear that d is exactly p-computable and that for each w ∈ {0, 1} * we have that
and n w ≤ |w| + 1.
That is, if dim p (X) < s, then there exists a p-computable s-gale d as in the previous lemma. We define a polynomial-time compressor that doesn't start from scratch using this s-gale. Roughly speaking, the idea for the encoder C is associate to each w ∈ {0, 1} * an interval of size proportionally related to d(w). By the properties of d, the extreme points of such interval are dyadic rational numbers. By using the following lemma, we encode each interval with a string z. We will take C(w) = z. Proof Let n ∈ N be such that log r = −n. We divide the interval [0, 1) in intervals of length 2 −n−1 . Notice that each of those intervals is exactly a cylinder C w with w ∈ {0, 1} n+1 (see Fig. 1 ).
Since
we have that at least one of the endpoints of these intervals in inside the interval (a, b). Furthermore, at most two of these interval endpoints can be within (a, b). The largest such endpoint is the 0.z we are searching. We will represent z so that C z is the interval with left endpoint 0.z (see Example 5.5). In order to do this, if z = z 1 z 2 . . . z m , we have that
Let us see that we can compute z in polynomial time. To do this, we compute z = z 1 z 2 . . . z n+1 one bit at a time in the following way,
Once we know bits z i . . . z i we define z i+1 such that
We will obtain z with a ≤ 0.z < b and |z| = n + 1 = − log r + 1.
Example 5.5 Consider the following situation, a = 3 · 2 −2 and b = 7 · 2 −3 . In this case r = b − a = 2 −3 and therefore log r = −3. We split interval [0, 1) into length 2 −4 intervals, as can be seen in Fig. 2 . To compute z bitwise,
and therefore z = 1101 and |z| = − log r + 1 = 4. Proof of Theorem 5.1 We prove the first inequality; the proof for strong dimension is analogous.
Let X be such that dim p (X) < s with s rational, then by Lemma 5.3 there exists d an exactly p-computable s-gale such that
(ii) For each w ∈ {0, 1} * , there exist m w , n w ∈ N + with n w ≤ |w| + 1 such that
Without loss of generality we can assume that d (λ) = 1. We define for each w ∈ {0, 1} * ,
d is an exactly p-computable martingale such that, Notice that h(w) is a dyadic number m2 −n with n ≤ 2|w| + 1, therefore by Lemma 5.4 there is a z ∈ {0, 1} * such that |z| ≤ 2|w| + 2 and
In fact,
(ii) When w = 11 . . . 1, and therefore,
Let z w be the first shortest string such that h(w) ≤ 0.z < h(next(w)) (see Fig. 3 ). We define the encoder as C(w) = z w . It is clear that C can be computed in polynomial time since z w is computed in time polynomial in the length of z w (Lemma 5.4) and |z w | ≤ 2|w| + 2.
To define our decoder D, let z ∈ {0, 1} * and n ∈ N, then to generate a string of length n from (z, n), simulate the martingale starting at λ on successively longer strings. Suppose we have generated the string w so far. If h(w0) ≤ 0.z < h(w1), then append 0 to w, if h(w1) ≤ 0.z, then append 1 to w. Continue until |w| = n. At the end of this process, we have the string w of length n such that h(w) ≤ 0.
z < h(next(w)).
We next show that the polynomial-time compressor (C, D) does not start from scratch.
Notice that for each w the interval [h(w), h(next (w))) has length exactly d(w)2 −|w| . Then by Lemma 5.4, there is a string z of length − log(
To see that C satisfies condition (1), we will prove that C satisfies the two conditions of Remark 3.5.
(i) It is clear that for all w, u ∈ {0, 1} * , |C(wu)| ≥ |C(w)| because the interval
* |u| = j and |z wu | = |z w | + i
We have that
Let k ∈ N and N i = #{u ∈ {0, 1} ≤k | |C(wu)| = |C(w)| + i}, then
Dimension Is at Most Compression
Next we prove that compressibility is an upper bound on dimension.
e. polynomial-time compressible}
Proof We will prove the first inequality since the second one is analogous.
Let α be such that X is α-i.o. polynomial-time compressible and let (C, D) be the (non starting from scratch) polynomial-time compressor witnessing this fact. Let s > α be rational and > 0 such that s − α > 2 . Let N be such that condition (1) is true for each w ∈ {0, 1} ≥N . For each of these w, let k = k(w, ) = O(log(|w|)) be the smallest one such that Let us see that d is an s-gale. For that we will distinguish several cases (i) Let w = w 1 . . . w nũ , where w i is as before. We denotew = w 1 . . . w n . Let us consider in this case that 0 < |ũ| < k(w, ) and |ũ| + 1 < k(w, ). Then,
(ii) Let us suppose now that w is exactly of the form w 1 . . . w n . In this case, we have that
Since |u| = k we have that 
where a is the minimum of i.e., there are infinitely many n's for which
Let (a n ) n∈N be defined as
where
For each n, let m ∈ N be such that a m < b n ≤ a m+1 (see Fig. 4 ). Since b n − a m ≤ k m we have that by condition (1)
and therefore
Then for all but finitely many n,
and d succeeds on X since (i) k m = O(log a m ) and (ii) s − α > 2 . We have thus proven that dim p (X) ≤ s. Since we took and arbitrary > 0 we can take s > α arbitrarily and conclude the result.
Notice that in the last proof we didn't need the decoder to be polynomial-time computable. This gives us the following stronger characterization and corollary. Invertibility phenomena similar to this last corollary have been investigated for other families of compressors, for instance in [15] Huffman works on inversion of finite-state compressors.
Applications of the Main Result
In this section we obtain interesting consequences of our characterization for the polynomial-time compressibility of complete and autoreducible sets from previously known p-dimension results.
Notice that in this section we identify each language A with its characteristic sequence χ A , therefore compressibility of a class always means compressibility of the corresponding characteristic sequences. Recall that E = DTIME (2 O(n) ) .
We start by showing that no polynomial-time compressor works on all many-one complete sets.
Theorem 7.1 The class of polynomial-time many-one complete sets for E is i.o. polynomial-time incompressible.
We next show that there exist polynomial-time many-one degrees with every possible value for both a.e. and i.o. compressibility. This last theorem includes the extreme case for which the i.o. compression ratio is 0 whereas the a.e. ratio is 1.
Finally, the hypothesis "NP has positive p-dimension" can be interpreted in terms of incompressibility. This hypothesis has interesting consequences on the approximation algorithms for MAX3SAT. Proof Hitchcock proves in [10] that the consequence follows from NP having positive p-dimension.
