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TBE GRASSMANN ALGEBRA OF DK RHAM 
CURRENTS ON VECTOR BUNDLE AND TOPOLOGICAL 
QUANTUM FIELD THEORY 
V.Abramov 
Laboratory of Applied Mathematics 
1. The abstract definition of infinite dimensional 
Graaemann algebra was given by Beresin in the book [1]. In 
order to describe the elements of that algebra, Beresin used 
the distributions • on some set M with measure. In this 
paper, using the definition of Beresin, the infinite dimen­
sional Graaemann algebra 5(B) of the Bermitian vector bundle 
S is constructed. Its elements are de Eham r-multi-
ourrents with values on the bundle E. The alternation opera­
tor and functional wedge product for multicurrents are de­
fined. The idea to construct such an algebra had arisen in 
connection with the topological quantum field theory of E, 
Witten on four dimensional manifold. The main purpose of the 
construction of infinite dimensional Grassmann algebra on 
the vector bundle is to describe the fermion part of Witten 
theory. It is shown in this paper that generators of the 
algebra S(E) can be identified with fermion forms (i.e. the 
differential forms with anticommuting coefficients) with 
values on the bundle E = P x fi, which coincide with the set 
of fermion fields 17, у> * of Witten theory in the case of 
four dimensional manifold. It follows from the construction 
of the algebra 9(E) that all the elements of Witten theory 
such as Lagrangian, supersymmetry current, energy-momentum 
tensor and others, which include fermion fields, would be 
interpreted as de Eham currents on vector bundle E. It is 
found what kind of ordinary currents and double currents 
correspond to the fermion forms Wz, Wg which describe the 
Donaldson invariants. The special Interest offers the 
possibility to consider the "differential forms" on the 
affine space St of all irreducible connections if we suppose 
that elements of the algebra S(E) depend on connection ". It 
G 
gives the possibility to describe the supersymmetry operator 
Щ of Kitten theory in the terms of "differential forms" on 
the epaoe U and to define cohomological and homological 
egaplexes. That kind of questions are supposed to be consi­
dered in the further paper. 
2. The space of de Rham currents on the vector bundle. 
In this section the notion of de Rham current will be 
carried from manifold И to the vector bundle E over M. Let 
rank E = r, dimM = n and л : E •> M Is the projection of the 
vector bundle E. Let us denote by (E) the space of 
differential, smooth p-forms with values on E and compact 
support. Let n*(E) be the space of all such forms, i.e. 
= E*P(E). Following the de Rahm notation let us define 
the current on the vector bundle E as a continuous linear 
functional on the space O*(E). The continuity of the func­
tional is defined in the same way as in [2] only one must 
use the local trivialization of the bundle E instead of 
local coordinates on the manifold M. The current T is homo­
geneous p-dimensional current if T(c) * 0 for at <= ap(E) and 
Т(») = 0 for others о e *P(E). In this paper we assume that 
manifold M is orientable, therefore there is no necessity at 
all to distinguish the odd and even currents ([2]). Let us 
denote the space of all currents on the vector bundle E by 
$'(E). This space splits into the sum £'(E) = E3'P(E) of 
homogeneous p-dimensional currents. If T e S'P(E) is a p-di­
mensional current, then the number n - p, where n is dimen­
sion of manifold M, is called the degree of current T. 
The arbitrary differential p-form ee SP(E) will be 
locally written in the form 
et== = (•;e(x)te(*))dx®. (2.1) 
where (I) = (^,...,1
р
) is multi-index and ta(x) is a local 
frame of the vector bundle E. Then the arbitrary current T 
on the vector bundle E would be locally written in the form 
Ttoc = v^ix), (2.2) 
where t a(x) is the frame dual to the t^tx) >, i.e. 
t*°(x) (t.,(x)) = 6 „ and {T }r , is the set of p-dimensional [3 Off Ct o=i 
ordinary de Rham currents on the manifold M. Then we have 
= E V®a>- (2-3) 
In the sense of formula (2.3) the space 5>'(E) would be 
called the space of currents with values in the dual vector 
bundle E*. 
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However, in "this paper we consider only the Hersaitian 
vector bundle E (or Euclidean). The scalar product on fibers 
of vector bundle E allows to identify the dual space with 
the original space. Therefore the value of the current T on 
the form e can be written in the form 
T(6) = <T,e>, (2.4) 
where <, > is the scalar product on the E. Locally, in the 
orthonormal frame, formula (2.4) has the simplest form 
T(e) = E Ta(eQ). (2.5) 
There is a scalar product on the space *^(E) defined 
oy the following formula 
(<у,т) = <c Л *т>, (2.6) 
where * is star operator on the Riemannian manifold M . Let 
us denote by if(E) the Hilbert space, which is the comple­
tion of the space S*(E), It is clear that every form from 
Hp(E) determines the p-dimensional current on bundle E in 
the following way 
a -» T^CT ) = (»,T) . (2.7) 
In this sense if (E) с Я>'Р(Е). Generally, one cannot unique­
ly associate the current with chain с on the manifold M if 
the currents with values on fiber bundle E are under con­
sideration. However, one can associate a q-dimensiona1 cur­
rent Tjc ej, which corresponds to the pair (c,e), where с is 
chain and e •= S*(E), p + q = dim c, by the following way 
(c,e) T. (г) = / <e A T>, г e «'(E). (2.8) ( c ,  )  c  
The currents of that kind are very important in this paper 
because of the fermion forms W4 and Wg obtained by Witten in 
[3] for description of Donaldson invariants. 
3. The notions of double differential form, double cur­
rent, r-multiform, r-multicurrent on the fiber bundle E are 
considered in this section. Such kind of forms and currents 
will be necessary in further sections for the construction 
of infinite dimensional Grassmann algebra. We also define an 
alternation operator and the functional wedge product for 
two multicurrents and prove some topological properties. For 
convenience sake, this section is divided into subsections. 
a). Double differential forms and r-multlforms on vec­
tor bundle E. Let E®2 = E « E is a tensor product of fiber 
bundle E. Then E®2 is a vector bundle over base M x M and 
its fiber over point (x,y) e M x M is a tensor product of 
Ex e Ey, where is the fiber over x and Ey is the fiber 
over у on E. There are two Graesmann algebras O* and O* in 
manifold's M x M every point (x,y), which are generated by 
differentials {dx1,.. . ,dx"} and {dy1,.. ,dyn}. Following [2], 
we assume that the differentials from the first group 
commute with differentials from the second group. Therefore 
[dx\dyj] = 0, (3.1) 
for every i and j. That assumption allows us to consider the 
tensor product Ci* = Q* • n*. Let 1 (E®1) be the space of 
< x,y> x у e 
smooth sections on bundle E*8 with compact support. Then the 
space of double differential forms on bundle E is the space 
fl*(E®1) = * (E®2) •— O* . The space of double forms 
О С UN 1 x»y# 
splits into the sum of homogeneous double forms 
n*(E®*) = • *k(E®2), (3.2) 
* , к - • 
where the space «^(Е®2) consists of the (p,q)-type double 
forms (p is degree of form according to x and q is degree 
according to y), and p + q = k. The space of all (p.q)-type 
double forms is denoted by 8 P^-4>(E ). Locally, the element 
of (E®2) can be written in the form 
ei=c = eT»;,J»(x'y,dx<I>dyU\(x) ® 4(y)- <3'3) 
where tQ(x) » tfa(y) is a local frame of the bundle E®2. The 
space n*(E®r) of r-multiforms on vector bundle E** = Е»..,»E 
(r-time) is constructed in the quite analogously way. There-
'Pt- • • Pr> a,. 
fore we bring only the main notations. Let $_ (E ) 
to be the space of all (pt, .. . ,Pr )-type r-multiforms. Then 
we denote by $^(E®r) the space of (p , . . , ,Pr )-type r-multi-




Ж (E ) can be written in the form 
e : e J r A x x ) dx 1 . . . dx ' . I J. 4 ) loe (X > . . . tl > * г 1 r 
'i r 
It is well known ([2]) that there is a tensor product 
for two ordinary forms on manifold M which is a double form 
on the manifold M x M. That operation of tensor product is 
carried over to the multiforme with values on the vector 
bundle E The simplest way of doing that is to concider 
•. p . . . p v ( q . . . q > ' 
forms locally. Let e € 5 1 r (E*r) and * e « 4 S(E ). 
Then locally the tensor product of forms e and * cart be 
written in the form 
6 
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-  *  = , < x i " - - = x r > x  < 3 - 6 >  
1 t 
Ъ ... Ъ (X > (I > <J ) (Л } 1 в . , 1 , г j i- , я 
•< к ix .... ,x )duL ...dx ...dx ...dx < J^ . . . <%н^У r+t г-»-» 1 г г*1 г+в 
Therefore »c(E®*) • 5c(E®*) £ Xe(E®",">). 
b) Alternation. There exists a difisomorphism on mani­
fold M x M which maps the point (x,у) into the point (y,x). 
It coincides with identical diffeomorphism on the diagonal 
of M x M. Generally for manifold tf - M x...x M (r-time), we 
have the corresponding diffeomorphism® which are induced by 
the elements of the group of permutations S_, i.e. if a e Sp 
then f> : tf -» tf, where 
W-'-'V = (3W" ••*<*»>• <3-в> 
Let e « x1 (Ier) be an r-multif orm. At each point 
(xj,...,xr) « tf that form takes the values in the fiber 
Exi *...» Exr, i.e. e(xt,... ,x ) is a tensor-form. So, one 
can define a new r-multif orm (ее) (x4,... ,*r), a « 3r per­
forming the operation ,of renumbering the components of 
tensor e(x ,... ,xr) accordingly to the permutation a. On the 
other hand, the permutation a defines the diffeomorphism 
(3.6). Finally, we define a new r-multiform a(e) for a m 3., 
e « «^(K®r) in the following way 
*(e) = *>*«. (3.7) 
where tbe penmtation я acts also on feasor components of 
form e as it was explained above. Thus,; the form »(») is 
globally well defined since all operations in its definition 
are invariant with respect to the changing of the local 
coordinates in the bundle E®r. Then, the alternation 
operator on the space 3^(K®r) is the following sum 
alt(e) = Д £ sgrna • «(e), (3.8) 
• owSr 
where ngoa is the parity of pemutation a. Oue can find that 
if mu It-if orm б Ьл* t.h« local expression (3.4) then multiform 
alt(e) will be written in the form (locally) 
alt(e) = --bguc • (?oa) X ) X (3.9) 
CA Ct<*> OKr i 
л 
< 1  >  < t  >  
, oti > j. окг» 
-v dx ...dx 
It follows from (3.9) that, if о e then alt(š) s: 
PROPOSITION 3.1. Alternation operator alt : ^(8^) # 
tlCE^)is continuous operator for »very h and r t 2, 
In order to prove that proposition, we remind some 
results from [2]. Let Sc(M) be the space of smooth differen­
tial forms on M with real values and let {vt >iet be the 
expansion of unit on the manifold M where the support of 
function vi for every i s t is contained in the local 
coordinates system U с M. Let 1. (e) be the upper bound of 
... i 1 x * P 
the modules of derivatives which have the order £ p for the 
coefficients of the form where e « $c(M). Then, as it 
was Shown in the [2], the sequence of the forms 6^ converge 
to 0 if and only if the sequence L p(e) converge to о for 
each i and p. That topology can be well defined on the 
space 3^<E) of smooth differential forms with values on 
bundle E and, analogously, on the space $^(E®r) of r-multi-
forms (every step in this construction only increases the 
number of coefficients of the form and the number of 
arguments on which they depend). The expansion of unit {v^} 
on M induces the expansion t } on if, so the forma 
y. (6) get over to v. .(e) (where ® is the form on x. 
Ь i ' " Г 1 
. ..jSt ) and numbers 1 (e) get over to 1. . (e). Now, 
S- l ,p V'r,p 
to prove the proposition, we need to show that If ®n 0, 
where e **(£**) then alt(e^) -» 0 for h •* ". From formula 
(3.9) we have the inequalities 
0 5 4 ...i;p(alt(v> s 4 ...l (eJ' <ЗЛ0) i г aeS cuii a<r);p 
r 
But all the forms of the finite sum in (3.10) converge to 0 
for each set j , . , dr of indices and each p, if h •> oo. 
Thus, it follows from (3.10) that 1. (alt^)) -» 0 
i" • " r'P 
for every i1...ir and every p if h -» oo. It means that 
alt(en) 0. 
Now, we extend the alternation operator to the whole 
space of r-multiforms D*(E®r) by linearity and we are able 
to define the most important thing in this paper - the 
functional wedge product of multiforme. Let e e fi=(E®r) and 
ж e Q*(E®*). We define the functional wedge product of two 
multiforme by the following formula 
eA * = alt(e •*), (3.11) 
where cm the right side of the formula (3.11) we mean the 
tensor product of the forms e and *. It is clear that ® A* 6 
6 (l*(Eer"). 
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с) Double currents and multicurrents of the bundle E. 
The continuous linear functional L on the space fi*(E*2) 
(0*(Евг)) of smooth differential double (r-aulti-) forms with 
compact supports is called the double (r-aulti-) current on 
the bundle E. Sometimes, we shall indicate the points of 
M* (tf) on which current L depends, i.e. L(x,y) (L(x ,. . . ,xr)), 
The space of all double currents (r-multicurrents) is de­
noted by S' tE®2) (S' (Ier)). The topology can be defined in 
the same way as it was defined in 3>' (E) [2]. The space of 
a I I r-mu 11.1 currents splits into t.hr-. sum <. Г homogeneous cur­
rent и 
» «h- <p« • • -P > 
S (E ) = £ £' (E ). (3.12) 
We also consider the spaces 
»L. ^ ' ' -P, * Sv 
Я (E ) = E *>' (E ). (3.13-) 
. .»Pr=k 
Let us extend the alternation operator to the space 
D'k(E®r) of multicurrents. The multicurrent alt(L), which is 
defined by the formula 
alt(L)(e) = L(alte), _ (3.14) 
is called an alternated multicurrent, where L e 3>'k (E®'), 
and e e 1k(E#r). It follows from proposition 3.1 that alt(L) 
c 
^ ^ 
is the continuous linear functional. Thus alt(L) « В' (E ). 
The subspace of alternated multicurrents we denote by 
3>' (E ). Quite analogously would be proved the 
PROPOSITION 3.2. Alternation operator alt : D'k(E®r) -» 
- B'k(E*r) is a continuous operator on the space of 
i—multicurrents. 
Let T be a r-multicurrent and S be a s-multicurrent, 
i.ej T e S' (Е®*), S e (E®s). Let e be a (r + s) - multi­
form with compact support and it has a local form 
e<„y>= \*-*>\> (3.15) 
where coefficients are r-multiforms. There, one can define 
([2]) s-multiform, using the local expression 
И• •• . V><*v ••dVk,»•..*4 • (3-16) 
1 a 1 л 
That form is usually denoted by ([2]) 
/ T(x) * e(x,y) = T(x)(e(x,y)). (3.17) 
The tensor product of two multicurrents T and S is a 
(r + s)-multicurrent L defined as 
L(e(x,y)) = S • T = S(y)(T(x)(e(x,y))). (3.18) 
The functional wedge product of two multicurrents T and S is 
9 
a multicurrent L, defined as 
L = S A T = alt(S • T), (3.19) 
where on the right aide of the formula (3.19) we keep in 
mind the tensor product of currents S and T. 
d) Star operator on manifold M as involution. If mani­
fold M is a Riemannian manifold, there exists a star ope­
rator * 8P(E) •» Let us define a new operator in 
the following way 
e* = (~1)пр*р * e, ее *P(E). (3.20) 
That operator has a property 
(e*)* = e, (3.21) 
because of the property (*)z = (~l)"fHp of star operator. By 
the natural way, that operator is extended to the whole 
space of currents В'(E) 
(Т*)(») = T(»*), (3.22) 
where a e 0*(E). It is easy to show that if ал e #P(E) then 
(о*,т*) = (T.o-). (3.23) 
Indeed 
(»*,r*) = (#o-,*r) = Х
м 
< *a A (-l)nf"»T > = (3.24) 
_ (1)2nptp-p ^  < T A *» > = (г ,c). 
Moreover, if T e B'P(E) and a e *P(E) then 
(T*,or*) = (T,c). 
Indeed 
(T*,»*) = TV*) = T( (»*•)*) = T(») = (T.c). 
The whole space B'(E) of currents on vector bundle E splits 
into the sum 




where F(E) = E B'P(E) and F (E) = E B*P(E). It is clear 
p = 0 rn*1 -
* P =  2  
that spaces F(E) n H(E) and F (E) n H(E) are orthogonal. 
That decomposition allows us to write multiform e in the 
canonical form 
el = e 1 pl q (x ,...,x ;y у ) * (3.26) I locally <1 »...<!>;< J...J >1 p 1 <3 1 1 p 1 q 
<1 > <1 > <J > IJ > 
X dxt 1 . . . dxp p . .. dy£ . . . dyq 4 , 
where \lj £ |IJ £...5 |IPI 5 111, 1^1 5 |J,I 5...5 |jJ, 
and |Ik| is a degree of the form e with respect to variable 
x]c. Now we are able to define the action of operator on 
the multiforms by the following local formula 
10 
tional wedge product). In the second part the structure of 
the scalar product Is described ( in our case it means the 
triple of the spaces 8<=а(Евг) •= На(Е®г) с 2H(E®r), where 
(E01") is the Hilbert space). In the last part, the prop­
erties of the involution are considered. 
5. The generators of algebra . Fermion fields^. 
In this section the itifinite dimensional Grassmann 
algebra 5(E), which appears in the quantum topological field 
theory, is considered. Therefore, we take the vector bundle 
E = P x g , where P is principal fiber bundle, G is its 
G 
structure group and fi is the Lie algebra of the group G. We 
also suppose that the base manifold M is 4-dimensional mani­
fold, group G is compact semi-simple Lie group, and 5 is a 
Lie algebra of real, skew-symmetric matrices ([3]). Then E 
ve definite Cartan-Killing form which defines the corres­
ponding scalar product on E. 
It follows from these assumptions that the space of 
currents -В'(E) on vector bundle E would be split into the 
a, ^ 
sum 2>'(E) = F(E) + F (E), where F(E) = ED'l(E), F (E) = 
= £-®,l(E). In this section we consider only the subalgebra 
t  = 2  
of the whole algebra which is generated by the space F(E). 
It will be denoted by $(E) like the whole algebra. If we ob­
serve that the space 3>'Z(E) is contained in both F(E) and 
F*(E), then it is necessary to split the space J? (E) into 
the direct sum in order to get the decomposition 
Я'(Е) = F(E) + + F*(E). Since involution in the case of 
dim M = 4 coincides with Hodge operator (see (3.20)), the 
space 2>,Z(E) can be decomposed into the direct sum of the 
self-dual currents S'Z(E) and antiself-dual currents 
2 . - *t 
(E). So, we consider only the infinite dimensional al­
gebra which is induced by the space 
F(Ej = Я'°(Е) + S'*(E) + S^(E). (5.1) 
It is well known that the finite dimensional Grassmann 
algebra is generated by the symbols if these sym­
bols are anticommuting ones, e.i. 
=  ° -
An arbitrary element of finite dimensional Grassmann al­
gebra can be uniquely written by its coefficients in the 
expansion with respect to elements ... ?. . Thus, the fi-
"l r 
nite dimensional Grassmann algebra has the coordinate space, 
11 
2* 
which К2 if the algebra is generated by n symbols. But it 
is impossible to construct the infinite dimensional Grass­
mann algebra considering some anticommuting symbols (fermion 
fields) which depend on a point of some manifold. Therefore, 
the appropriate way is to construct at first the "coordinate 
space". The Grassmann algebra 2>(E) of de Rham currents which 
was constructed in the pervious sections can be used as 
coordinate space. 
Let us consider the symbols y(x) which are the 1-forms 
on the bundle E = P x g and whose coefficients anticom-
G 
mute 
{y™(x),V*(y)} = 0, (5.2) 
where v(x) = y^(x)dx ta is a local expression of the form 
y(x). Such forms would be called fermion forms. Now, if Ts 
•s JO'^E) is a de Rham current on the bundle E, we associate 
with it the formal expression 
T - T(y), (5.3) 
and call it expression in terms of the generators of algebra 
5(E). For example, if » s Н*(Е) is a 1-form, then the 
corresponding current will be written (see(2.6)) as 
" •» T^v) = JM Tr (» л *y). (5.4) 
If we take a pair (c,e), where с is a three dimensional 
chain and ® is a 2-form, then we get the current T = e) 
(see (2.8)) which will be written in the form 
T.ce,(v) = Tr (e a y). (5.5) 
If 9 is a curvature 2-form for some connection «, we get 
the form W from [31, 
T(c = Tr <e" Л w)l (5.6) 
It is very important that we are able now to give a sense to 
the integral (5.6) uonuidurinti it as a formal expression of 
de Rahm current T Q^ 
Quite analogously will be introduced the 0-form symbols 
v)(x) for the space 2>'°(E) and *(x) which are 2-forms for the 
space 2>'*< E). It should be noticed that symbols *(x) are 
self-dual *(x) = **(x) because of the self-duality of the 
currents in ЯГ^(Е). Now we see that the generators of the 
algebra $(.E) coincide with the set of fermion fields in 
Witten theory. 
Quite analoguosly will be written an arbitrary element 
from Let us take, for example, the space (E®2 j. 
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We may consider the expression W(x)y(y) (analogously 
i?(x)y(y), rj(x)*(y) and so on) as a formal double form (see 
section 3(a)) on the vector bundle E. Then the expression 
T -» T(y(x)y(y)) (5.7) 
can be associated with the double current T e 3V1'1 (E*2). 
It is well known (see [2]) that there is an operator 
A : S*(E) -» S'1 (E) which might be associated with double 
current T e D,M(E*1). If с is a two-dimensional chain on 
the manifold M and o> is a 1-form on the bundle E, then we 
have an operator A which transfers the 1-form о into the 
current Т<есд e -»''(E), where 
Т(со)(т) = SQ Tr (о- л T). (5.8) 
The double current which corresponds to the operator л will 




where e(x,y) e 8*^'(E®2) and, by definition, 
®(X,y) [diagonal of - 6(x,X) = e_(x,x)dx'' Л dy', (5.10) 
I MxM lJ 
where ©lj(x,x)dxldyJ is the local expression of the form 6. 
It should be noticed that in spite of the fact that double 
form e is alternated, its restriction to the diagonal of 
MxM does not equal to zero (it follows from definition 
(5.10) and the fact that e_ is skew-symmetric with respect 
to indices i and j). So, we can write the double current L 
through the fermion forms in the form 
L(y(x)y(y)) = /cTr(v(x) лу(х)). (5.11) 
So. we get the fermion part of the form W2 from [3]. In an 
analogous way, it would be shown that the Lagrangian of 
Witten theory, supersymmetry current and some other things 
are the elements of the space ДГ (E ), because they are 
expressed in the terms of the differential operators, such 
as covariant differential and its adjoint operator, on the 
vector bundle E. 
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АЛГЕБРА ГРАССМАНА ТОКОВ де РАМА НА ВЕКТОРНОМ 
РАССЛОЕНИИ И ТОПОЛОГИЧЕСКАЯ КВАНТОВАЯ ТЕОРИЯ ПОЛЯ 
В. А. Абрамов 
Резюме 
Набор фермионных полей квантовой топологической теории 
поля Виттена, описывающей инварианты гладкой структуры До-
нальдсоиа четырехмерного многообразия, состоит из формальных 
дифференциальных форм некоторого векторного расслоения Коэф­
фициенты этих форм в локальной записи являются антикоммутиру 
шцими переменными, зависящими от точки базового многообразия 
Подобные переменные на некотором множестве с мерой были 
введены ф. А Березиным как образующие бесконечномерной алгеб­
ры Грассмана в связи с методом вторичного квантования При 
этом в построении использовались пространства обобщенных фун­
кций. В данной работе описывается, с использованием теории 
токов де Рама, аналогичная алгебра с образующими, которые 
можно было бы назвать фермионными дифференциальными формами, 
на некотором векторном расслоении. Для этого понятие тока де 
Рама переносится с многообразия на расслоение Доказывается, 
что построенная алгебра удовлетворяет всем аксиомам определе­
ния грассмановой алгебры со скалярным произведением и инволю-
ей Показано, что образующие построенной алгебры дают набор 
фермионных полей теории Виттена- Найдены токи де Рама, соот­
ветствующие формальным выражениям, содержащим фермионные диф­
ференциальные формы- Received 
13 V 1991 
14 
TÜ Toimetised, 
930 (1991), 15-26. 
Уч. зап. Тартуск. ун-та 
1991, 930, 15-26. 
SECOHD ORDER EHTE LOPES О? SYKKETHIC SEGRE SUBH&KIJOLDS 
0.Lumiste 
Department of Algebra and Geometry 
1. There are two well-known immersions which give some 
good examples of algebraic manifolds in a projective space 
P"v. The Veronese immersion v3 ; Pm—> determi­
ned as (uV, -Hx00, Ъу the formulae x.ii=h}'u} 
and gives an m -dimensional submanifold V^CP1*) in 
which is called a Veronese submanifold or, if m=2., a Vero­
nese surface (see [18], Ch. I, §4; [Ю], §6A). The Segre 
immersion A : P"1 X P"1 —> pnv,*rr\2+m,m1^ g determined as 
(v.", u,..u"4j, ir° v,...,v"1) I—» (x^ oc0^  .,., x™1™1) hy the formu­
lae псч41'='и.иуЗг and gives a m^-dimensional submanifold 
Лin which is called a Segre submani­
fold (see [10], §2B). 
Let us consider the real projective spaces and reduce 
the projective group GP(n-*-l,R) of Рл (n.=-^m(rn-«-3) or 
n = + ) to the orthogonal group 0(n-t-i, IR). 
Then we get the Veronese submanifold in am elliptic space 
gimCm+У) and the Segre submanifold in Sm,+ mA+n4nfla< 
Interpreting S"- as a sphere S^CR) in Euclidean 
space En+1 (identifying the diametral points) we obtain 
Ъу n. = ^m(m-t-3) the Veronese submanifold Vm(r) in 
S"-(R), which is an orbit of a subgroup 0(m+l,IR) and 
intrinsically is the elliptic space of curvature r~a= R'^m: 
: 2.(n<+i). 
The Segre submanifold Л (m,, has two families of 
plane generators which are determined by 1л1"'= const and 
•0-]»-= const. In S there exists a Segre submanifold 
>s(5"'xSmi),the plane generators of which are mutually or­
thogonal ? ri= , In a sphere S*4R) it gives 
a Segre submanifold S(m<)mal-(R}, generated by mutually or­
thogonal great m,- and m^-spheres of Sn'(R), which is 
an orbit of the subgroup 0(r»v,+l,R)X 0(пл
д
+4 , R) of 
0((пг\1+4)(та+1))К'). 
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Both of them, V"*(r) and S(m< mj-v(R) are symmetric (or 
parallel [13]) submanifolds in and 
respectively, i.e. have parallel second order fundamental 
form: V^ = 0. This means (see [12] , [3D that they are 
symmetrio with respect to every its normal great subsphere 
in Sri(R)(or, equivalently, to every its normal subepace in 
Eft+i containing S*(R)). Together with the planes Em and 
spheres S^C*") they are the simplest irreducible (i.e. non-
product) symmetric submanifolds in Euclidean spaces. 
2 t  The integrability condition of the system V&. = 0 is 
Vfy Vyjfi = 0 , or, equivalently, R(X,V)• A. = О . Submanifolds, 
satisfying the last condition, are called semi-symmetric 
(see [5] ; or semi-parallel [2]). It is shown [7], that they 
are the 2nd order envelopes of symmetric submanifolds, i.e. 
the submanifolds, which have at every point the 2nd order 
tangency with some symmetric submanifold. Thus the investi­
gation of semi-symmetric submanifolds in Euclidean spaces is 
reduced to the problem to find the 2nd order envelopes of 
irreducible symmetric submanifolds and their products. 
For planes and spheres the answer is simple: 2nd order 
envelope of planes (included straight lines) is a single plane 
(resp. straight line), 2nd order envelope of spheres (exclu­
ded circlesJ is a single sphere. For circles there is a non-
trivial universal example: every curve is the 2nd order en­
velope of its curvature circles. Nontrivial is also the 2nd 
order envelope of symmetric products with flat normal con­
nection Vх (i.e. of products of a plane, circles and 
spheres: cf. [14З), or equivalently, the semi-symmetric sub­
manifold with flat 4*- ; the investigation of such envelopes 
is started in [6], [15] and completed in [16], § 4. 
The existence of a nontrivial 2nd order envelope of Ve­
ronese submanifolds is shown in fs] (see also [11] ). The 
aim of the present paper is to solve the similar problem 
for symmetric Segre submanifolds 
Theorem. The 2nd order envelope of symmetric Segre sub­
manifolds (R) in a Euclidean space E"- is 
(i) in the case rn1=w2.= l a surface with 
flat V (i.e. with zero Gaussian curvature and flat normal 
connection), the two principal curvature vectors of which 
have at every point the same length V2 R , 
(ii) in the case m,=i, гп
д
> 1 a submanifold Mm in 
a E1"1 С E"- generated by an 1-parametric family of 
concentric (т.-i)-spheres, the orthogonal trajectories of 
which are the congruent logarithmic spirals (specially circ­
les) with the common pole in the centre of family spheres, 
(iii) in the case > 1, 1 a single 
in (R) С E"-, 
The proof will be given in the next sections. 
Remark that S^^CR) coincide with the rectangu­
lar Clifford torus in S*(R} i.e. with the product S1(^ft)x 
X S'(^R) in E*. The component circles of such products 
.are the curvature oiro3»es of the curvature lines of Ma in 
the case (i) (cf. Г71). 
The submanifold hA1" in the case (ii) is formerly in­
dicated in £93 in the course of the classification of the 
three-dimensional semi-symmetric submanifolds in Euclidean 
spaces. *he special case is single S r^Tl_1)(RV 
3. $he criterion of the 2nd order tangency of two sub-
tnanifolda at their common point is that their 2nd order 
fundamental forms at this points coincide [7l. So our first 
task is to find the 2nd order fundamental form h of a 
For the bundle О (Mm) En) of the orthonormeil frames 
{ac^t in Б"", adapted to a submanifold (see [4]), in the 
formulas 
<Lx = e-jOj1, Ал^ = £ j со* , to? + co^ = 0 (1) 
there hold CO* = 0 Due to the structural 
equations 
dCO = сс?лс4 , <1^3 = <^3 лс4 , (2) 
which follow from (1) by the exterior differentiation, we 
get o'AU^ — 0 (Lyj,... — ^>• ",t0 and thus (Л* =•&.;£ CO*. Here 
are the components of „ 
Por Stm< m^ (R) we can take em+i in the direction of 
the common radius at X of the generating great rv\,- and ma-
epheree of (R). $hen d(ac-t-Remti)=0and 
thus 
where fe = R 4. 1'aking &it (resp. ) tangent to the great 






buk tu (2) from tue first these equations it follows that 
1? 
3 
if цфк, or , where are, as we see, 
mutually orthogonal nonzero vectors. Denoting the first лп,гг^ 
vectors among 6^ by е.ц,^, the other by , and taking 
ßtigi) Ttwe get the next equations, which determine 
the components of the 2nd fundamental of with 
respect to the bundle of so adapted frames! 
<An* = 0, 00^ = 0, cJ = C. (3 )  




= <4^^ > (4) 
со! = 0 . (5) 
А submanifold Mm in Ел is the 2nd order envelope of 
symmetric Segre submanifolds iff the the frames, i.e. ele­
ments of 0(( m^,En) can be adapted to N\m so that these 
equations (3)-(5) hold. Remark, that for a general envelope 
fe = R-1 must not be a constant. 
4. Let m,= m, = i) then ц = 1 , ja =2. and instead of 
(1;2) is more convinient to use the index 4. 2{ie equations 
(3)-(5) can be written as follows: 
1Л = GO1 = CO* — 0 , 
CO, = feco , о£ = к(лУ, oõ*, = feto", c4=fcc0, cO^=cd|=0. (6) 
The curvature 2-form = d-OO^ of the considered surface 
M* in £"• is due to (2) zero: 
AW) +X/Ö, AOiij •+ CO., Л(Д^ = 
= - fc\oW- = 0. 
The normal curvature 2-forms are also zero: 
SLj = CO J A (Д| -V COjAOOi - - fe* oSA(A- AW1 = 0„ 
.52.1 ~ <-0з л + оОч ЛСл^х ~ О 
and similarly 52^ = 52^ =0. Hence М1 has flat V, But the 
considered envelope M1 is not the general surface with 
flat V in Ert. To prove it we simplify the system (6) 
turning я.
л 
and 6^ in their plane by and <i3 and e*. 
in their plane by ^ . After that we get 
cO* =<xku)\ oO, = 0 , W® = 0, Uz=V2"fecO, CO* =ool=0. (7) 
Now Ae, = cO^e^-t-VŽ-feto-fci , cbz^-ui^-Ha. feuc , thus the 
principal curvature vectors of our are and 
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and they have the same length Vxk F VT R~1. The 
assertion (1) ia proved. 
Remark that for a general with flat V the 
system, corresponding to (7), ia aa follows: 
^=fe,U, ^ i=0, c£ = 0, CO^=tol = 0. 
The problem ariaes, is the 2nd order envelope M4, of 
the case (i) nontrivial, i.e. different from a single 
S(4j1)(R) = X S1 C^fR) 1 The answer is affir­
mative. We prove it here for the special case n = 4, when 
the set Of values of S is empty. Prom (7) by the ex­
terior differentiation using (2) we get 
<Lbnk AW +• CO»* AGO" - 0, сОц AGO - OO3 AlA=0, 
Ой* ДОС — d-Byv fc. AM — 0 , AO) - CO^ A Ol = 0 . . 
Due to the Cart an lemma 
dZnk = эесо +• Хойг , cat = XGO1 -эесо1, из, = эесо -Xwl. 
Bow the same proeedure gives 
(ЛэС Лей -tiiXAW = О, 
dLX ли - cUeACA = - \l)oš Auf, 
ebe. AGO1 - dLX AGO1" « - 2эеХ to1 aoö* 
and then 
<4эе. = ^со'ч-эеХой1, <AX = эеХс^ + (эг4+Ха-¥ )слг. 
The next step gives 
(df -ÄfXuftA«? =0, 
4- Ä* Ж?] A00"= 0 
and thus = 3€(Xf—)GO .How the exterior dif­
ferent at ion givea an identity. Hence the conaidered Ma in 
E'* exists with the arbitrariness of some constants. Here 
%„(R) corresponds to эе = Х=У = 0, so in general our 
jw*- is different from S(1j4)(R). 
5. Let гу-ч, — 1, , Here instead of J*,... we 
use q,€, ... and (1a) will be replaced by m-t-a. The 
equations (3)-(5) are now 
if* = сл*=0, (8) 
uor1=W, ы£*'«*сла. (9) 
o0?+a= fc ссГ, соГ°= Sl koo , (10) 
3* 
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LO! = col -0 . (11) 
By. ext erlös* differentat ion the equations of the first row 
(8) give the identities, hat from the second row (9) we get 
dlfcrvte. ACл) 4- COmVa ACO — 0, 
COm+a A CO •+• Л(Д = О > 
thus 
л „ ч rrv+^ a 
d tn.fe = aeco , cOfn+o. =эг.ой . (12) 
Prom the third row (10) we get 
2. ( + э«лЛа) Л ОС? (<*%"• Wm+i ) л (A)t~ 0' 
( GO* - 0C^;1)AW + Cw,4-*CO*)AWa+ 5J «еACO* = 0. 
The last covariants in the case cl=4 give that 
ZW, AtO + 4 AW =0 (not to sum by a! ) and thus 
^ A a et OL »r* Q, с 
in particular, -2.СЛ, = f> W +.Л
С^
С0 for every value 
о,- Я, . So vs^= £(pe«f ) . __ Substituting 
these expressions we get 21Дс u AW°+ Sep CO лоз = 0 for 
every fixed a., hence "t^ -^ c(l=0(a*c) , %C£-0 ( a.,i, 
с — three different values). If we get that ell 
Я[^=0; if m = 3 we have also д%с. = 0 and =^,»=0 ae 
well. So cO° =^pÄcOft-
The same covariants in the case а.ф& give 
(ooV<76)AW - (lp%3<)coW = 0, 
thus ^ p" = - эе. and Co"^=<<>^u>. Substituting this 
into the first covariants we get -4 ^ CO1 a<aA=0 and hence 
y<,^ — 0 The result is that 
txS=-*ccf\ cöZl2=COl. (13) 
From the equations (11) by the exterior differentia-
cion we get 
A CO + COm ^ _a AW — 0 >„ 
W^AW' + ACOa= D , 
thus 
с^Д+< = ui1 , u>La = ^coP-. 
The last equations (13) give in the sane way that 
52(Y*) солсл^ = 0, hence f* = 0. Prom the first equation 
(12) it follows cUe. лoS-0 and thus et«. = Xto1 ; now 
the first equations (13) give X = эе1. So 
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Uv-н = 00*+а=0, <W = 3clw. (14) 
She straightforward computation shows now that the sys­
tem (8)-(14) is completely integrable. Thus the considered 
envelope M™ exists with the arbitrariness of some cons­
tants. 
It remains to describe the geometrical construction of 
the considered envelope Mm. As dto1 = 0 due to (13) we 
can take, at least locally, со1 = dA . Рог л =cowt we 
have de^^tol + (^e, )«"". So the 
submanifolds with -i=co»vst in IW* consist of totally 
umbilic points and are the (m-1)-dimensional spheres or 
their parts. The centre of a such sphere has the radius vec­
tor x -v- (oe*-t-k1)-1 (see, •+ k and as 
d. Г=с.+ (!»% fe1)-1 (эе.е1 + кет^)] = 




- (эеЧ к1)-2 (Я. эеЛ d/> 4- Як2эе.4л) (эе.+ ке
тт1)+ 
-к- (эеа+ кТ1 [эе1^  е, + ae.(-eecäa е„> 
-t- k.9€.ci^•feoO <JCCO в-
т
-*-а)*3~"0 
all these spheres have the common centre, i.e. they are 
concentric. 
She orthogonal trajectories of all these spheres are 
determined by coe = О and for each of them doc - <2.,с(л, 
cis.1 = kcise^^ , d.emi.1-=-kc<Ae.1. Thus the trajectory 
is a plane curve and -fe is its curvature. Prom (14) it 
follows that «Азе = ae^dA. 
Let эефО', then Ä How from (12) 4 = c-S"? 
Hence all these orthogonal trajectories are congruent loga­
rithmic spirals. 
It is well-known (see e.g. [1?]) that a logaritmic spi­
ral with polar equation ^ — Q? has the curvature k = 
-j^^bcLyu.t where Л is the arc length from the pole, "bo»yt= 
= (Zna)~* and /< is the constant angle between the unit 
tangent vector and radius vector x . in this notation 
=/>ceyi- and the pole has the radius vector с — zc. -+-
+/ic«^(<(n4ЪсаЛуи) , where n. is the normal unit vec­
tor. 
In our case С = зс + 'S2 ^ лл/л. Е^-т-м —= 
— 
x + (к ) 1 (.^т-цкч- в1эе.) , so the pole of all these lo­
garithmic spirals coincide with the common centre of con­
centric generating -spheres. The assertion (ii) is 
proved for the case эефО. 
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Remark thp.t In f9] We have shown the validity of the 
converse assertion: every submanifold ГЛ™ with the pro­
perties, indicated in (ii), is semi-symmetric; the equati­
ons (6.5) in [9l show that such is the 2nd order enve­
lope of Symmetrie Segre submanifolds S(, _.n(R1, R = cbq/t, 
We propose a such in E to call the "logarith­
mic spiral tube". 
If 3t = D we have a single the argumentation 
le the same as below. So (ii) is completely proved. 
6. Let nv,> 1, г«д>1. Here we start with the first 
equations (4): 
They lead to 
dfcrtfe Ato'1 + AW^ = 0, 
Лй
1
' + i&vfe. ACOjl = 0, 
thus cißnfe. aust be by nvcci Co 1 a multiple of every 
CO1"1 and by rrvcd. GO*1 a multiple of every hence d.ivJk= 
= 0, Similarly, CO(L-mat be a linear combination only 
of coK* and only of со*'* ? thus WcT,^l) = 0. So the first 
equations (4) give 
-fe = coAsi , = (1 
The second group of equations (4) leads to 
( • + •  со** <5£)  A u f "  +  (5^ co£ + co^ 5 - соДixS )л«> =0. 
For ~J4 аш* fixed м we have 
1 ы^ло^Ч A J1 + (c4V 4v,tl)Ato?1= 0 • 
thus 
2tif,  ft > л. 2 %'t«, ««• * <«,« * 
and hence 
^ = - <• t""1' 
Substituting we get 
thus = , 1^ = 0 ( 
к 
— three 
different values). If m1'^3 we get that all = if 
m,=2, we have also = 0 and ~ 0 63 
well. 
'faking now i, Ф Ji we get 
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ка  
i, / 41 Г*» tj1 "jt) X ?! 
(  Л С О  +  ( c O , - ( ) л с о  —  0  
and after substituting the expression of cOt* 
t?H С01,лоГ + Фме\ Au)''= C, 
thus p = 0, So CO;, can Ъе expressed only by со1. 
But the subindicee 1 end 2 have here the equivalent 
roles therefore CO.Vj с en Ъе expressed only by cd 1^. As 
oi a^ •= - U)1^  it follows that 
CO*a=0. (16) 
The covariants Ъу ц — ji reduce now to 
(as£ - с4Х^)л^=0 
end hence 





г r-K!i r^i 
where Ъ^. On the other hand Ъ^х~ ~Ъ^г > 
s 5 j .=W- s '4« , = -  s j „ X  -  S j U  *  < j , = -  s ; v .  
hence Sj -^-O and 
t(l K« 
^ciA> = w<v d7) 
Exchanging 1 and 2 we get 
Д1Ч £*> _ , 
°°u, ü) - we, • (1Г) 
?he covariants by фji give now 
Г / V» 1 \i1 Xa^  \ iKa x—. .U1 A . _ n C00Ci - <*V*lltjrt )Л<л, — 21 ЛСО О» 
*3**1 (jiKa1) 
where in the brackets we have zero. It follows that СО(и^  
by t, + ji and Kj=f= can be expressed only by at1. Eat 
here 1 and 2 occur equivalently., thus O^tfe^y can be ex­
pressed only by CO*11; hence 
Cjt "J.) 
C-C,; 
'С ц £-0 — 0 C^ + ji j Ki+^V (18) 
finally the equations (5) lead to 
CO'1 ACAnl-H + t^aAOOt^ = 0, 




Thus CO +^, taust be Ъу n-voäcc 1 a multiple of every со'1 
and Ъу rrvoAto*1 a multiple of every CO1*, hence cO,*+,-Ü. 
Similarly и>
с
;(^  must he a linear combination only of to1*4 
and only of <лг* , thus cO(^ ja)=0. So the equation (5) give 
= wci, ji) = 0. ( 19) 
The straightforward computation shows now that the sys-
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tern (3)-(5), (15)-( 19) is completely integraale and the 
considered exists with the arbitrariness of some 
constants. As dw4 = %he system Oi'1 = 0 determines 
on Mm a family of тд-dimenslonal submanifolds along 
every of which 
doc = ecAC0l, =Le^= + fcew+103tl-. 
So this submanifold consits of totally umbilio points and ia 
the тд-sphere of the radius R = 4T< (or its part). Here 
the roles of sub indie es 1 and 2 can be exchanged. Thus M"1 
is a symmetric Segre submanifold 
Theorem is completely proved. 
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ОГИБАЮЩИЕ ВТОРОГО ПОРЯДКА СИММЕТРИЧЕСКИХ 
ПОДМНОГООБРАЗИЙ СЕГРЕ 
ЮДумисте 
Р е з ю м е  
В алгебраической геометрии известно погружение Сегре 4; 
pn-u, * \»ъ- которое определяет 
ласно и.
Ь|
у<ь ^ (см. [Ю], § 2В). 
Подмногообразие Сегре ^ Р"4-) иуеет два семейства 
плоских образующих: uM = ccwfc 
ш 
vJL = c&yurb. После 
введения эллиптической метрики выделяются подмногообразия 
Сегре с ортогональными образующими, каждое из которйг при 
интерпретации эллиптического пространства с помощью сферы 
дает симметрическое подмногообразие Сегре S(nv hq.)(Rj в 
Известно [7], что подмногообразие в пространстве посто­
янной кривизны является полусимметрическим тогда и только 
тогда, когда оно есть огибающее второго порядка симметриче­
ских подмногообразий. 
Теорема. В евклидовом пространстве £*" огибающими вто­
рого порядка симметрических подмногообразий Сегре ' 
является: 
С V ) при поверхность IM5" с плоской связ­
ностью вам дер Вардена-Бортолотти V (т.е. с нулевой гаус­
совой кривизны и плоской нормальней связностью Vх), век-
терн нормальной кривизны которой имеют в каждой течке одина­
ковую дюну УгР'\ 
(iL ) при пг,= 1, m.t= ги.-1 > i либо подмногообразие М"1 
в Е
1"1 сЕп, образованное А -параметрическим семейством 
концентрических -сфер, ортогональные траектории кото­
рого суть конгруэнтные логарифмические спирали с общим полю­
сом в центре сфер семейства, либо одно единственное S^m-i) '• 
(lit-) при frt,>4, iwi >4 одно единственное 
S(r*n ,»"Ч) ^  
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THREE-DIM*HSIONAL DUPIN HYPERSURFACES «ITH HOLONOMIC 
NET OF CURVATURE LINES AND ONE ZERO PRINCIPAL 
CURVATURE 
tt. Lumiste, M.Väljas 
Dep. of Algebra and Geometry, Tartu University 
Dep. of Mathem., Tallinn Technical University 
1. Introduction 
The 3uiu«i &ург/имл£аое, is a hypersurface Vn in a 
Euclidean space SD+1 which has constant multiplicities of the 
principal curvatures and each of the latter is constant along 
its leaf of the curvature distribution [4, 5, 6, 7]. 
The Dupin surfaces in E3 are only the spheres, planes 
and the Suftui eyetide» (I.e. the surfaces V2 in E3 whose 
curvature lines are circles or straight lines). 
The Dupin hypersurfaces У
д 
with two distinct principal 
curvatures of multiplicities p and n-p have been classified 
In [1, 3] . 
The Dupin hypersurfaces with three distinct principal 
curvatures are lntresting in many aspects. Compact Of the* In 
*a+1 are investigated in [4]. They play a distinguished role 
in the theory of conformally (specially, lsothermic) hyper­
surfaces (see 18]). The first example of a conformally flat 
hypersurface Vg, which show« that the classical Cartan-
Schouten theorem: "A conformally flat hypersurface in &n+1. 
n > 3, has only two principal curvatures of the multiplici­
ties 1 and a-1" is not valid, if a = 3, was given by 
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4* 
Verbltaky In 1963 aa a SufUn Аурегсопе. The classification of 
the iaothermlc hypersurfaces [8] gives the next two concrete 
examples: the so called Sufti/n-IUarvnAei« КурелсцоСШел in E4 
( i.e. Dupin hypersurfaces whose planes of curvature circles 
have for each family a common straight line or are parallel 
each other; see also [3]) and the Clifford hyper с ones. All 
these examples have the holonomic net of curvature lines 
(circles or straight lines). 
The general Dupin hypersurfaces in E^ with three 
distinct principal curvatures and with holonomic net of 
curvature lines are investigated in [9]. It is proved that 
they are determined by a completely integrable system of dif­
ferential equations (i.e. they exist with the arbitrariness 
of some constants) and that the planes of the curvature 
tireless of a such Dupin hypersurface have, for a given 
family, a fixed point of intersection. 
The present paper continues these investigations. Here 
the special case is considered when one of the principal 
curvatures is zero. The corresponding curvature lines are 
then straight lines. The main result is the 
T h e o r e m l .  A hypersurface V3 in a Euclidean apace 
E4 is a Dupin hypersurface with three distinct principal 
curvatures, one of which is zero, and with holonomic net of 
curvature lines iff it Is either 
(1) a ruled Aypersurface whose rulings are normal lines 
in B4 for a Dupin cycllde' In a bypersphere S^(r) and form 
a constant angrle а * 0 with the radius of Sg(r), or 
(11) a hypercone on such Vg in S3(r) with the vertex at 
the centre of §3(r) (i.e. a limit case of (i) by а —• О), or 
(iii) a hypercylInder on a Dupin cycllde in a hyperplane 
E3 ((I.e. a limit case of (11) by г —• . 
Remark, that the Verbitsky (and Clifford) cones are the 
special cases of (li), by which has the constant (reap, 
zero) Gauss curvature. 
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a. Preliminaries 
Let Vg be a 3-dimenslonal hypersurface i n  a Euclidean 
space and let Ä = feJ( e^, eg, e^J be the canonical 
orthogonal moving frame at a point x e V3 with the vectors 
eJ' e3' e3 having *he principal directions, I.e. giving 
the canonical form for the second«fundamental form. Then, in 
the derivation formulas 
£be = eTuJ, dbK = 9jU^, J, К = 1,2,3,4, (1) 
we have u * » - , and 
y4»0. Op - kpup. p - 1,2,3 (3) 
(no sum!), where k1, k^, kg are the principal curvatures of 
the hypersurface Vg. Let us suppose that they are mutually 
different, 1 .e. k^k^k^ky By means of exterior differatlon 
and then by the Cartan lemma we get from (2) the equations 
uf - rrZ * rrV7 * (W~h"r' (3) 
<**p - + <,Jcp™Vrrp"7 * <"*p-*r;r?p°r' (4) 
where p, g, r is an arbitrary permutation of 1, 2, 3. 
Since the principal curvatures of the the Dupin hyper­
surfaces are constant along it's corresponding curvature 
lines, then for a Dupin hypersurface a^=0 in the formulas 
(3). Let the curvature lines form the holonomic net. Then 
every of the equations iß~0 is totally integrable and hence 
X»0. So from a Dupin hypersurface from (3) and (4) it 
follows that 
up * Ггр"Р - Vrq"4> (5) 
dkp - (kp-kJT^ > (kp-kr)lqpar. ( 6 )  
By the subsequent exterior dlfferention and using the 
Cartan lemma we get 
*rP • t'rt,' ä<<,«WirW'V^rr*''- "> 
29 
where Л_ = -Д , and the last equations give in the same 
rpq rqp 1 3 
way that 
dArpq~ Гг/гр+ ¥qp+ ^ rpq^rpVlq* 
+ t(12*qrp+*rpq+ ip/rp* 5УЛрГ -
"Фрг/W (8) 
The next theorem hag been proved in [в]. 
T h e o r e m  2 .  T h e  Dupin hypersurface Hi th three dis­
tinct principal curvatures and with the holonomic net of cur­
vature lines is determined in Its canonical aovlngf frame by 
the compleixly Integrable system (2), (5) - (в), where p, q, r 
is an arbitrary permutation of 1, 2, 3. 
3. Proof of the the Theorem 1 
We start with the necessity. Let be the Dupin hyper-
a 
thus 
surf ce of the Theorem 1. Then in (2), (5) - (8) k3 • 0 and 
Г
аЗ 
1 *a3i * *,2,3 * 0 <9> 
where a, b is a permutation of 1, 2. Now from (1) and (5) it 
is seen that along the third curvature lines (u^u2=0) the 
tangent vector as is constant (de3=0), hence these lines are 
straight lines (the rulings of the ruled V,). Every orthogo-
3 
nal surface (и =0) of the rulings has at arbitrary point 
x e V2 the normal vectors e3 and e^. 
Let us look for the point z in the normal plane of V2, 
i.e. having the radius vector 
z 
= 
x * сз'з + °4e4' 
for which dz, taken along V2 (u3=0), is complanar to the 
normal plane. This leads to the system 
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CŠ12 + C4k2 " J' 
C/2i + СЛ * I' 
If * *2^ .21 *'len this system has the unique 
solution, which determines a point with the radius vector 
< кГ**»3 * Vl2-*21>U 
z = x FT—- Jc Г ' 1 12 2 21 
By a straightforward computation using (2), (5)-(6), 
where (9) is assumed, it can be proved that dz = о for the 
whole V,, i.e. z is a fixed point for Vand dllz-xll = 0 on 
3 
a given V2 (u =0). This shows that V2 belongs to a hyper-
sphere S3(r) with the centre at z and with radius r = ||z-x||. 
The angle cc between the ruling and the radius of the 
hypersphere S3(r) at a point у e V2 is determined by 
2 <e3' z ~ x> ! k2^ cos a = — 
||z - x||2 + (V12-*21)2 ' 
It is easy to see, that along V2 (u^-0) we have d( cos^a) = 0, 
i.e. a = const. 
Let us turn the base {e^, e^} in the normal plane of 
at у £ by a - 4—:, so get the new base {e^,e^>, where e^ 
is col linear to the radius of S3(r) at y. Then 
e^ = e3slax - e^cosu, e^ = e^sim + e^cosa, 
в 3 = eksinu + e^cosa, e^ = -e^sina + e^cosa. 
Taking z as a new fixed origin in we have for the new 
radius vector of the point у e V2 that у F -ro^. So 
dy = «iei+e2e2 И -rde'4 = -rfe^+e^+e^J, thus в* =-r-1ea, 
8^=0. For V„ we have 4 2 
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*. - vf • вз*;®а • «у rlaa 
1 _ _ ,.,„3 
з - 'jt de!, - -e.Jt1,«' - ед*у 
de^ - -r^CJi1 + 
Now the general point x of the considered ruled Dupin hyper­
surface v3 Is determined by 
x « у + в(в'3я1т + oleosa). 
As 
dx • 9^*11 - я (kraita + г~1соаа)] + 
+ ej9a[J - B(k'3slaa + r^comx)] * 
+ da (oosina + ь'4сотх), 




в* + tia(xa)~'1[ffc'slm+r-'1coscUe„+ 
«  M B  Л if . 
+ (-k'acoaa+r 1aina)e4] ,  (10) 
thus 
How 
*a " (x*) "*1 (-k^coaa+r'1 slna ). 
d*a = (xa) 1 [ (a-aim-xacoaa)dk^H>3(k^alm+r 1cosa) ]. (11) 
Along the curvature line (ua=u3=0; a fixed) of the Dupin 
hypersurface V3 we have dJc =0; also 6a»0 on V2, which is 
determined by s=0 and has x =2. So the last relation gives 
that V. has the property: dk'=0 along the corresponding 
a 
curvature line (в =0). Hence V2 is a Dupin surface in S3(r) 
and consequently is a Duipn cycllde in S3(r). We have got the 
necessity of (i), which refers to the case ato (or Г 12*^21^' 
and also of (11) by o=0 (or rj2=r^) . 
If k12~к2Г21 * 0 then z 9oes to the infinity, thus 
Sg(r) tends to be a hyperplane Bg. This gives the necessity 
of (iii) when kiri2-kf2]=0. 
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The sufficiency of (1), (li) and (lil) can be proved 
reciprocally. For instance, if is a Dupin cycllde In 
S3(r), then ва-0 yields dk'^O (a fixed), but then 3»0 
yield d*a=0, due to (11), and as (10) can be complemented by 
de3= d(e^sina+e^coaa)* -J oa(xa)~'I(i^|einoc+r~'Zco«*)ea , 
the lines with tangent vectors ee^, e3 are the curvature 
lines of the considered ruled hypersurface and k^-0. Hence, 
this hypersurface is the desired Dupin hypersurface. This 
finishes the proof of the Theorem 1. 
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ТРЕХМЕРНЫЕ ГИПЕРПОВЕРХНОСТИ ДВОЕНА С ГОЛОНОМНОЙ 
СЕТЬЮ ЛИНИЙ КРИВИЗНЫ И ОДНОЙ НУЛЕВОЙ ГЛАВНОЙ КРИВИЗНЫ 
Ю.Лумисте, М.Вяжьяс 
Р е з ю м е  
Доказывается, что гиперповерхность V3 в евклидовом 
пространстве Е*<, является гиперповерхностью Дюпена (т.е. име­
ет главные кривизны 'Ai каждая яз которых постоянна вдоль 
соответетвухцей линия крявязны) е к
г 
= к$ = О яс го-
яономноЯ; сетью ляняй крявязны тогда я только тогда, когда она 
либо 
{'<- ) линейчатая гиперповерхность, образуйте которой яв­
ляются нормалями в для цяклида Делена Vj. в гиперсфере 
S 3 Ы и образуют постоянный угол л, 4 о с радиусом этой 
£3(v), либо 
( L V )  г и п е р к о н у с  н а д  т а к и м  V a .  в  S 5 C i )  с  в е р ш и н о й  в  ц е н т ­
ре этой 53Н (т.е. предельный случая для V  ) при с * . — * 0  ) ,  
либо 
( 1.1 и ) гиперцилиндр на цикяиде Делена в гиперплоскости 
Е
з (т.е. предельный случай для («-О при п,— 9  « >  ) ,  
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SECOSD ORDER EHVELOPES OP m-DIMENSIOSAL 
VERONESE SUBKÜNIPOLDS 
ü.Lumiste 
Department of Algebra and Geometry 
1. Introduction. Veronese submanifold Vm(t) is the 
image of a sphere Sm(v) "by its 2nd standard isometric immer­
sion into a Euclidean space Entm\ n(m) = ^m(m+5)All motions 
of Sm(r1 are realized as such rotations in around a 
fixed point, with respect te which Vm(**) ia invariant. Thus 
Vm(r) is an orbit of the orthogonal group O(m-t-l), acting 
In ErvCm) by isometries, and lies in a hypersphere 
* = <e*e m. [5П. 
Every m-dimensional Symmetrie submanifold (by D.Perus 
[4], i.e. with V#u=0; called also parallel submanif old [11])t 
which lies in its 1st order escalating space of maximal pos­
sible dimension rvCm), is the Veronese submanifold Vm(rJ [5] ; 
here -£i- is the 2nd fundamental form and 4 the van der 
Waerden-Bortoletti connection. The integrability condition 
R (Х У)-=0 of the system Vfi=0 determines a class 
of so called semi-Symmetrie (or semi-parallel [З]) submani-
folds, which are geometrically oheracterized as the 2nd or­
der envelopes ef symmetric submanif olds [6] ; here a subma­
nifold M1* in E"- ia said to be a 2nd order envelope of 
the family of sobmanifolds Mm(=4 if for every point xfcW"* 
there exists a Mm(x) in E11, which has with iMm the 2nd 
order tangency at эс , i.e. for eveiy path yO. in 
through X. there is a path /Z- in which has the 2nd 
order tangency with /<• at "x. . 
The classification problem for semi-symmetric submani-
folds reduces to the problem to describe all 2nd order enve­
lopes of symmetric submanifolds. This last problem is not 
trivial even for the simplest cases. For instance, every 
curve M1 in E"- is the 2nd order envelope of its oscula­
ting circles (as symmetric curves in 2-planes), but the 2nd 
order envelope of m.-dimensional ordinary spheres (m^.2) 
in E is a single sphere itself, because every submanifold, 
5* 
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consisting of the umbilic pointe only, is a sphere. It is 
known f 5J, that every 2nd order envelope of rrt-dimensional 
Veronese submanifolds in E""(rrV' is a single Vm(r). A prob­
lem arises does it exist a nontrivial 2nd order envelope of 
т. -dimensional Veronese submanif olds in E"-, n> n.(rm). This 
problem ia solved affirmatevely for m = 2. and n=6 in [9] 
by the complementary condition that the Veronese surfaces 
Vs-Су) in E6 are congruent with eaeh other, i.e. that 
r =• const if this condition is satisfied automatical­
ly as follows from the next assertion, which will be proved 
in §2. 
Theorem_U If the family of m -dimensional Veronese 
submanif olds Vm(r) , 3 , in a Euclidean space E"-, 
n. > n.0*) has the 2nd order envelope Mm then all these 
Vm(r)are congruent with each other, (i.e. r * const on M") 
and M"" is locally isometric to the family submanifolds 
Vm(r) (i.e. is intrinsically a Rieniannian manifold of po­
sitive constant curvature —Vх). 
It follows that if such a family exists then locally 
its 2nd order envelope admits the 2nd order bending on some 
of the congruent Veronese submanifolds Vm(r) of the family. 
In §4 we prove the next existence theorem, which generali­
zes the result obtained in f9l. 
theorem_2. In the homogeneous space of all congruent 
m-dimensional Veronese submanif olds in a Euclidean space 
Е
л^+1> m > Я, n.(m> = , a smooth submanifold 
(i.e. a family of V""(r) ),which has the 2nd order enve­
lope, different from a single Vm(r), 
(1) exists with the functional arbitrariness, 
(2) has the dimension 1 (i.e. the family is 1-paramet-
ric) and 
(3) the characteristics of its envelope are the (m-0-
dimensional congruent Veronese submanifolds. 
Remark that if the family of VXr) in Erv'r"*>1, 
having the 2nd order envelope Hm, can be only a family of 
the Theorem 2. It follows from the first assertion of the 
Theorem 1. 
Relating to the case m =2 the next problem arises: 
does it exist a surface in which is the 2nd 
order envelope of a family or noncongruent Veronese surfa­
ces Vž0")(i,e. with nonconstant r )? This problem is still 
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open. 
The envelopes of the Theorem 2 occur in the classifica­
tion of semi-symmetric submanif olda Mm in En(rW)+1 as the 
most general eases (see f3l for m = 2  and [?] for m  =  3  ) .  
How we can describe completely such submanifolds for m^3. 
Corollary_ 1_. A general semi-symmetric submanifold Mm 
in E"-1'"'1'1"1, which has r\(m)-dimeneional 1st osculating 
space at every point эс£Нт , is in the case the en­
velope of the Theorem 2 and has the property indicated in 
the Theorem 1. 
Por the most general semi-symmetric surface (see 
[3l) there is known, that in Es it is a single Vz(r) fsl, 
but in E"-, 6,the geometric construction of suoh M1 is 
not known yet; the envelope of the Theorem 2 (or of f9l) 
may be only an example in E . 
The second conclusion frem our results concerns the 
existence of constant isotropic submanifolds. A submanifold 
fvv"1 in Erv ig gaid to be isotropic, if I IvCX^X)!! = XIIXII2 
at every point ac 6 and constant isotropic, if here X = 
—const on Mm (see fel). Por instance, Vm(r) is constant 
isotropic and also every 2nd order envelope ef congruent 
Vm(r) is constant isotropic. In [10] the next problem is 
formulated (for the case m = 2. ): does it exist a constant 
isotropic submanifold Mm in E"- which is nonhomogeneoue, 
i.e. is not an orbit of a Lie group G acting in E" by 
isometries. Prom the Theorem 2 it follows an affirmative 
answer. 
Corollary_2. In there exist constant isotropic 
submanifolds hAm which are nonhomogeneoue. 
Such Mm are the envelopes of the Theorem 2. So these 
envelopes are interesting in many aspects. In §5 we intro­
duce the central curve of such envelope as the curve consis­
ting of the centres of the congruent family submanifolds 
Vm(r) in and show that its 1st curvature is a 
constant эе } where »e = r"l;its 2nd curvature can 
not vanish and in general is not a constant (see the Propo­
sition 1). There exist the special cases when all curvatu­
res of the central curve are constants (Proposition 2). 
2. Proof of the Theorem 1. A in E" 7 n. > n(m), is 
the 2nd order envelope of a family of nrv -dimensional Vero­
nese submanifolds Vm(r) iff Is semisymmetrie and has 
at every point xfM1" the n(m)-dimensional 1st osculating 
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apace M™, i.e. the ^m(m +i)-dimensional 1 it normal 
space NxKm f see [6l). In [5] there is shown that auch a 
submanifold Mm has the 1st order parallel second funda­
mental form. Por an ortbcnormal frame in E", adapted to 
Mm so that XM" , 
? £{m+i,..., , it means (see [5)),that in 
<ioc = €3cxi3> de.j = со* , + toK = 0 (2.1)  
we have 
CO* = U?=0, UllM+l.-Л}, (2.2) 
^ = C.ui, ^=0> (2-3) 
dA^ - ^4- • (2.4) 
where all vectors A,d = -fx - are linearly 
independent and 
^ «и <M> 
The last relation is the condition of semi-symmetricity. 
Here 
( 2 * 6 > 
and thus this condition reduces to 
^ (^Kj Bi£p,<^fc +^ -i< ^ См.1Ь- В^,*!>ЦлО = О 
with ß:jtitJL = = • Due to the linearly 
independence of -A-ij it gives 
= ae2 (З-^у +^<<5jfe) (2.7) 
(see [5]), i.e. for every two distinct values a. and -4 
from 1 A, ..., mi 
Baa,*~=2ß**./U = JiBaI/aJt,:=/ix*> B»a,o£ = 0, (2.8) 
for every three distinct values а, Ь and с (if m ^  3 ) 
B<«,*c = B«W=0 . (2.9) 
and for every four distinct values a., -6 , с and d (if 
m ^ A ) 
BGub, cd. * 0 • (2.10) 
Geometrically it means that the noraal vectors К
л( t 
are the side vectors of a regular simplex (with one vertex 
at эс € M"1 ), going out from ac, and the other normal 
vectors 
л^
,к^ , ...,^т-ит ara orthogonal to them,alao 
with each other; recall that all of them span the 1st nor­
mal space IV;,,. Mm. 
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Prom (2.6) and (2.7) it follows that 
R; > ki - ж* CS t - 5,e 5 jk). 
Thus the considered Mm, m^3;ig intrinsically a Riemanni-
an manifold of positive constant curvature and hence эе = v-1 
= const (due to the Schur theorem). This conclusion proves 
the Theorem 1. 
3. Regular simplex frames for first normal spaces. In 
the following it is convinient to work with the moving frame 
which consists of the origin m mutually ortho­
gonal free unit vectors in of the vec­
tors ^...,, ^-1»,^43> -•») i)m i-n , intro­
duced above and denoted in the following by » a°d 
of a-ix(m) mutually orthogonal free unit vectors -6n(„)+< 




. Note that here 
< , €-cfc()> = Bij,ki and due to (2.8) the frame vectors 
are not mutually orthogonal. The Gram matrix of 
e(llp is determined by (2.8), (2.9) and (2.10). So in every 
Ых.ГЛ'" we have the free regular simplex frame. 
In the previous formulas the role of the index f plays 
now the double index Uj) , the values of which are (oa^ and 
symmetric pairs (i.e. (12) = (21), (13) = (31) etc.). 
The formulas (2.2)-(2.4) take the form 
CCUi' ~ С , ccv = О, (3.1) 
ОС?, all other cO^'areO, u3*-rO,(3.2) 
c42l! , ^4)= «*, »И other are 0. (3.3) 
The last relations (2.1), which hold for the orthonormal 
frame bundle, are to replace by the formulas 
4- uy ~ G , — 0 > (3*4) 
2 (mi- Dae1 '01™ ' + m — ^ lW(s6) = 0, (3.5) 
«"oO 4^' (3.6) 
00wu ~ ~ ^ ^Li ~ -2зе 00 1 <Acui) = -эе oo , tO(4cl=0; (3.7) 
they follow from <e,iž.> = 5t-, <€$;е„> = 3$и , = 0, 
< e a ; n W b y  d i f f e r e n t i a t i o n  
using (3.2) and (3.3). 
In the following we need also the so called structure 
equations 
, 1 к 3 i i к 
dcc = GO ЛоО
К 
dcO.j = COj AWj, (3.8) 
which follow from the first two groups of the equations (2.1) 
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by the exterior differentiation. 
4. Proof of the Theorem 2. The submanifold in Еи<1">т1 
considered in the Theorem 2 is determined by the system of 
differential equations (3.1)-(3«3), where % takes a sing­
le value л(пЛ •+• i, 
The equations obtained from (3.1) by exterior differen­
tiation using (3.8) are satisfied due to (3.2). The equati­
ons obtained in the same way from (3.2) are satisfied due 
to (3.3), except сл* л<х>(к() = 0, which give 
4«;АЫ" -t-,2 oi(V,Ac^ = o. 
Prom this it follows due to the Cartan lemma that 
СО(^> = со1 +2 <^ij 00^ , (4.1) 
GO?* = CO1 +• (itj), (4.2) 
where are symmetric with respect to all its mutually 
different indices. (a;> ; 
Prom the equations G0(aol =2сОл we get after ex­
terior differentiation a = 0. If here i--a, then 
according to (3.5) we have 
<aLx) ® > (4.3) 
if i = i *<x, then 
A cotetg, —0 (4.4) 
due to (3.6). Prom the equations = U3& we get in 
the same way oi( 
(3.5) and (4.4) 
00^, ACC)^=0. If here i. =a , then due to 
^Laji) 4 t^ccl ^ ' (4.5) 
if L = fe then (3.6) leads to the identity; if L = с then 
AW*c, = 0. (4.6) 
Among the other equations (3.3) we take = 0 and get 
from this <л)(
ал) AC0S =0. Using (3.5) we have 
A (nn w(44j - X = 0, 
which together with (4.3) written in the form 
cO(
аи| Л (00(44) + 2 00(cc)  = 0 
(here с runs all values 4, .. , m , except o. and 46) , 
gives t _ 
"(сил) A00{Wi - 0. 
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This and (4„4)-(4.6) lead to the mutual proportionality all 
forms in the left aides of (4.1) and (4.2); recall that % 
takes only one value n(m) +1 . Hence all rows in the 
matrix of coefficients of these last expressions are mutu­
ally proportional and this mbtrix has the rank 1. It fol­
lows that the columns of this matrix are also mutually pro­
portional. 
We can assume that at least one of the coefficients 
is nonzero. Otherwise the proportionality 
of columns gives =u3t£jl=0, thus the considered f-V 
lies in En(m> and is a Veronese submanifold Vm(r). Remune­
rating the vectors , if needed, we can assume 
that 4^0 and denote (here and in the fol­
lowing n,v,... run the values 2., ...,m ). Then 
~ ^ (w + Xvco ) (4.7) 







It is easy to verify that the conditions obtained from 
the other equations (3.3) are satisfied by (4.7)-(4.9). It 
remains to differentiate these last equations using (3.8) 
to get 
6 Л(л)
Ы1 + ?^AWU= 0, (4.10) 
t«.AcO(V=0, (4.11) 
(XUVV1- > A = 0 , (4.12) 
where 
6 = ЗХц.СХ), „ 
V>u — cLX^—Xy-COu. "V* GO^ , 
Due to 0 the 1-forms and <Л~ are m linearly 
independent forms and can be considered as basic forms.Then 
6 and VVi. are m linearly independent secondary forms. 
We see that the equations (4.12) are consequences of (4.Ю) 
and (4.11), so the 1st character (as the rank of the polar 
system for (4.10) and (4.11)) is Л
л 
— т and hence the Car-
ten number is Ф = >ц=т . Due to the Cartan lemma it 
fellows that f 
8 = (4.13) 
*« =-pu.00<*, : (4.14) 
6 
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here we have N~=m new coefficients -p and fv. The Cartan 
criterion [21 is now satisfied because К = Q = ra . Thus 
the system (3.1)-(3.3), (4.7)-(4.9) is involutory, the con­
sidered 2nd order envelope of congruent Veronese submani­
folds Vm(r) in exists and is determined with the 
arbitrariness of m functions of 1 variable. This gives 
the assert ion (1) . 
To prove the assertions (2) and (3) we show that the 
frame can be adapted to M* so that X„. = 0. In fact, from 
(4.13) and (4.14) it follows that for a fixed point x С Mm, 
when со* = со11 = 0 , we have 6 = Hb.= 0 and hence 
=3XU(A, , XaXv.ui1-c»l1. So at a fixed 
point 2:х1)гА] = 0, d(«,+ixue^=-xv<(«,+2>«aJ-
Consequently on M" there is an invariemt function 
Ci +2Х«)>Л and an invariant direction field of the vec­
tor . bet us take the first frame vector et at 
every point x in the direction of this field. Then Xv=0 
and f is an invariant function on Mm. 
How the part (4.7)-(4.9), (4.13), (4.14) of the system, 
which determines the envelope M,"1, reduces to 
= = (4.15) 
= C[_Ul4^WU, w, = e u^CO , (4.16) 
where ej, = f f , ^ 
Let us consider the equation CO =0, As ctcO = ocTACO,= 
=-<^u^A00?thi8 equation is completely integrable and de­
termines a foliation on M"1 with codimension 1. ?or eve­
ry (m - 1> -dimensional int egral submanif old of this folia­
tion we have due to (4.16), (3*2), (3.7) the next compemen-
tary relations: 
CO? = 0, ~ 0 , ^Cuv) = 0 » 
a n d  t h u s  
_  ,  „  ( K V >  
<Лзо = e„.oo , cLe„.= + co„. «[«•»>> 
w- («-•*) 
luwr ЦИУ) > 
where, of course, (3.2), (3.3) and (3.7) must be taken into 
account. We see that this integral submanifold is a (m-i)-
ditnensional Veronese submanifold with the same constant va­
lue ae , i.e. is a Vm'4^ , г =r эе-1, which belongs to 
the family submanifold Vm(r). It follows that the family 
is 1-parametric and these Vm"1(r) are its characteristics, 
4 2 -
i.e. (2) and (3) hold. 
5. The central curve. Finally, let us consider the cur­
ve which consists of the centres of V" (V), enveloping Mm 
according to the Theorem 2. Por a fixed Veronese submani­
fold V"™(r) in a hyperplane En,'m) , orthogonal to , its 
centre is the centre of the sphere containing У"(И 
and is determined by the radius vector 
с = x и T!et-:)> 
Ж
л( m-H) v 
ae = v-1, as is shown in [51. Along the family of Ym(r)in 
^ considered in the Theorem 2, we have due to (2.1), 
(3.7), (3.3), (4.15) and (4.16) that 
dc = 2эе*(т+-0 " • 
It follows that ee is the tangent unit vector of the con­
sidered curve, called the central curve, and that the diffe­
rential of the arc parameter of this curve is 
ju _ _i«L_ 
c 
ДэеЧт+1) ' 
Here go =d-i is the differential of the arc parameter for 
the orthogonal trajectory of the characteristics, i.e. for 
the integral curve of the system cOu =0, So we get a geo­
metric meaning of the invariant function ? : it is the 
differential quotient multiplied by the constant 
C2**(m +DT1. 
Prom (3.5) and (4.15) it follows that co^'=-md-4Cj 
Oi}^*°=rd/4c and the other are zero. Thus 
d= d*c (- m e(i<> -+• X€<«„0» 
which shows that the curvature vector к1'Ьг of the cent­
ral curve ia tc^a ~ - rnew) + 2!t thus the square K1i 
of the first curvature is mx ZB
 (Wl-JmZß<1(*K+ 
+ aZ BvtUlW= 2x*m(m-H), hence 
' _________ 
= эе УЯпг\(т+»1) = cornet, 
Perther, ' 
d(- + 4 ae1 (n-vt-D ^  
bat due to the second Prenet formula 
d (_кц C~ •*" )d c^ j 
thus 
KrvKA-t3 = 4ael(m+lf (aeN1-Z%u.€(1ul). (5.1) 
As here эе ФО then к
д
вО is impossible. So we have 
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proved the next 
Proposition 1. The central curve of a 1-parameter fa­
mily or Congruent Veronese submanifolds Vm(r) la E'l(",+1 
which has the 2nd order envelope (i.e. the curve consisting 
of the centres of Vm(f) of such family) has the constant 
first curvature = эеУ2m(т+л), where эе=г*\ hut its 
second curvature кa. can not vanish. 
Prom (5.1) it follows that 
and in general K2 is not a constant. In the following we 
show that there is an interesting special case, for which 
not only к
а 
hut all curvatures of the central curve are 
constant. 
Recall, that f is the differential quotient <1л
с
/<4л 
multiplied hy the constant [2ae2 (m "**1)1 1. 
Pro posti ion _2_. In there exist 2nd order en­
velopes of f-parameter families of congruent Veronese sub­
manifolds Vm(r), for which the differential quotient <Лл
с
/с1л 
is constant along every orthogonal trajectory of characte­
ristics. All curvatures of the central curve of a such fa­
mily are constants. 
Proof. The condition demands that co" = 0 must imply 
= C-onsi. and gives that <^= О on every orthogonal 
trajec'toryt thus <^ = 0 on M"1. 
By exterior differentiation from (4.16) it follows that 
-t- (5.2) 
+ ** (5.3) 
How the vector .Z^u^u. is invariant at every fixed point 
xtM* because ccT = od"=0 imply c£(5Z<^ u.6u)=0. If to 
adapt the frame so that is collinear to this vector 
(which is nonzero, because otherwise (5.3) gives a contra­
diction) we get с
г^ 
= Х+0> %ь/ ~ О > Together 
with the condition cj, = 0 this gives due to (4.16), 
(5.2) and (5.3) that 
otCn.^ ~ 1 00^ = XW > слЭ., 0, 
=(Ла+эе1)С0', Xccv +aezwu'=0.i: 
Here the exterior differentiation gives identities, so the 
system of differential equations, which determines the con­
sidered Mm is completely integrable and this M" 
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- const . Using the Frenet formula . d"k) = 
= (- Кд-Ьд-vK3t/,)<jUc » we set from (5.1) that 
KiK£(-K2.^":i."<"K3'k<)cl^c = 4aea(m+i) dL^ Ч9^• (5.5) 
Here 
(зе^-Ае^У] = ^~дЯзег('п+1) []2эе A-e^-t-faeS-X ^ ^wl<i4c. 
Substituting this into (5.5) and taking scalar squares we 
get 
K? K* ( < + к,1) = С. f4 (*>4 Л1), 
where С is a constant. Sow (5.4) gives that K3 = const. 
So it goes further until the Proposition 2. will be proved. 
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ОГИБАЩИЕ ВТОРОГО ПОРЯДКА m. -MEPHHX 
ПОДМНОГООБРАЗИЙ BEP0HE3E 
Ю.Луиисте 
Р е з ю м е  
Известно, что любое полусимметрическое подмногообразие 
в пространстве постоянной кривизны является огибающим 2-го 
порядке симметрических подмногообразий (см. С6]) и что сим­
метрическое подмногообразие М""
1 
в евклидовом пространстве 
^ ) лежащее в своей соприкасающейся плоскости максималь­
ной размерности -^т{гу^съ), является подмногообразием Веро-
незе V"HJ(см. С5]), Доказывается, что в суще­
ствуют нетривиальные (т.е. не сводящиеся к одному 
огибающие 2-го порядка подмногообразий Веронезе Vm t-1). Вы­
деляется специальный класс таких огибающих, центральные 
кривые зсарактеристических Vm "Ч^) которых являются линиями 
с постоянными 1фивизнами всех порядков. Этим описываются 
геометрически полусимметрические подмногообразия lvf'n на­
иболее общего класса в *Ъ)г< (при пг- 2 см. L3], 
при иг - 3 см. [71). •„ ; i 
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TÜ Toimetised,' 
930 <1991), 47-52. 
Уч. зап. Тартуск. ун-та 
1991, 930, 47-52. 
SECOND ORDER ENVELOPE OP COHGRUENT VERONESE 
SURFACES IN £6 
K.Riivee 
Dep. of Mathem. Estonian Agricultural Academy 
1. Introduction. In [1] J.Deprez introduced the class 
of submanifolds Mm in an Euclidean space E" satisfying 
the condition ° A - 0, where h is the second 
fundamental form and R is the curvature operator of the 
van der V.'aerden-Bortolotti connection V© V1. He also 
proved the classification theorem for m«2 stating that 
a surface /Ч2 in t" which satisfies the condition above is 
locally either (i) a part of a sphere c.>г(ъ) or (ii) has 
flat 7 or (iii) an isotropic Л1;; codimension of which is 
at least 3 and Иг- 5К (here H is the mean curvature 
vector and К is the Gaussian curvature). 
In [3] Ü.Lumiste showed that every submanifold Л"1 in 
с 
n satisfying R (1, У) =Л - 0 is a 2nd order envelope of 
symmetric submanifolds (by D.Ferus [2], i.e. having parallel 
b : Vft'O )• In particular, the surface (iii) is the 2nd 
order envelope of Veronese surfaces. In [3j he proved that 
such envelope M" in EJ (i.e. if codimension is 3 ) is a 
single Veronese surface. Recall that the Veronese surface in 
E3 is the 2nd standard immersion of a c!-sphere. She prob­
lem arises does it exist a nonsymmetric 2nd order envelope 
of Veronese surfaces in fc n , n > h. jn the following an af­
f i r m a t i v e  a n s w e r  i s  g i v e n  i n  t h e  p a r t i c u l a r  c a s e  i f  n - 6  
and the family consists of Veronese surfaces congruent to 
each other. 
Theorem. In t6 there exists a 2nd order envelope Лz 
of the 1-parameter family of congruent Veronese surfaces 
which is not symmetric, i.e. for which 4h + 0. 
I'o prove it the Pfaffian system is deduced which deter­
mines such envelope and it is shown by the Cartan method 
that this system is involutive. Some geometric properties of 
this envelope are established, too. 
47 
It is remarkable that for 1st standard immersions of 
2-apheres (i.e. for ordinary spheres 5 2 (t,)) in £*" the 
statement analogous to the Sheorem is not true. In fact, if 
M2 in £ " , п ^ 5, has in every point зс£ M2 the 2nd 
order contact with some sphere Ьг(ъ) then M2 consists of 
umbilic points and is itself a sphere S2(*b) for all values 
of n. By our theorem for the 2nd standard immersions of 
2-spheres into sufficiently high-dimensional ambient spaces 
of their family the situation is more complicated. Recently 
in [5] t).Lumiste generalized our Theorem for the case of 
the 2nd order envelope of m-dimensional Veronese submani­
folds in £ ilr>lrn*V + /i _ we don't know yet the situation 
if the Veronese surfaces of the family may be noneongruent 
in £", n > 6. 
2. Apparatus. Let the orthonormal frame bundle &(Е 6 ) 
be reduced to 0(Л12 E ' )f i.e. е-e and e^eT^ (ЛЛ*) 
at every point эс G t,... = I • = 3, . . . , 6 . 
Then in the infinitesimal displacement formulae of & (E1") 
dv ^ w'e,, = со,* e* , cu **coj = 0, J,3r,... = -f,..6,(1) 
and in the structure equations 
cioj 3 = = w/л«^ (2) 
we have 
с.И = 0. (3) 
How from eta;* =cu'A cu;* = О due to Cartan's lemma we get 
"t • "v «v. * V'« <»' 
By exterior differentiation of (4) using (2) and Car-
tan's lemma we get 
< 4 - <» 
where F is the covariant differential operator of the 
van der Waerden - Bortolotti connection, i.e. 
•*"$ -4 
Prom (5) in the same manner we get the integrability condi­
tions 
Л со" К я/ -Af я;, (6) 





" ' i- ^,[K ^ co Atu > 
'-f A/[K Afjc 
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are the curvature 2-formo of the van der Waerden - Bortolot-
ti connection V. The submanifold Л2 is said to be aemi-
symmetrle If 
a; e:.. * *,*. <71 
The second fundamental form A of ^ is given by 
= for *-«*<,• nhere^..A^ev. 
Recall that the first normal space is the span /V^ /И2 of 
A ( X, 3E) in a given point зсеМ2 for arbitrary dfef^Al2 
and it Is said to be maximal If its dimension has the maxi­
mal possible value. In our case it is 3 and then the point 
x e M2- Is said to be the spatial one. 
In [3], [4] there is shown that a semi-symmetric M* 
in E" n»6, is a 2nd order envelope of Veronese surfaces 
iff Л 2 consists of spatial points. Then and 
with the origin at x are the side vectors of a regular 
triangle and is orthogonal to it. 
3. Proof of the Theorem. Let us take the orthonormal 
frame vectors е
ь 






- if * i12. Then 
-- * 





I ^  5 II-
xtT 0 I Д •*" ae 0 
О Y t 5  J  l l ' J  0 
- *  
IA 
6™ I - • 0 





0 0 0 
For thp 2nd order envelope M of the congruent Veronese 
surfaces we have -ж - const on M'. So the considered 
envelope Л2 in If' is determined by the next system 
of differential equations: 
bv 1 . w" « IV.' « 0, 
t v »  « ß c v 1  ,  cj!1 » jew', tu' » ytu-1, tv,4 = 0, (9) 
- apRtv^ j tu* - »tV1 cu,3 = ачо со' 0 
Exterior differentiation of these equations by (2) gives 
due to Cartan's lemma that 
= 0 ,  to? - 0 .  tv* = <2tof, (10) 
C J i  '  f  '  
-  i  f r t ) w  - i  (8 (11) 
= 5cv '  * Ttv' 
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Differential prolongation of (10) by mesne of (2) leads to 
the system 
•+ ^ f =0, 
£( & + it f) - t ( f + 4 t ) ~0, 
- T (^4 t) «0. 
It is equivalent to 
С
г 
= ^ б"г ; <a с = py. 
Here we can suppose that о Ф 0 as if we exchange e1 by 
e2 and eH by -e^ we must replace ^ т, f by 
V) T> ?) respectively. But ^ f =0 lead to <з = г= О 
and then the system (9), (10), (11) determines a single Ve­
ronese surface. Henoe a function 9 exists so that the 
last system is equivalent to 
= ? e ,  с  - - f  e *  ,  f  = f G s  
and (11) turns into 
Wj = f (^ + ©гЯсо' -v etv2), 
со® - ^ ^ (< -e'Ktu' * е<<Л>, 
со® = ^ 0(co' + бсогХ 
Denoting here 0 - €an we can write the last system as 
follows: 
cv' * 2 fi £сеч 2у cvs - бяиp-
cv® - (5 wi w5', (12) 
coj -» ifs /»C'I 2V» coj . 
Differential prolongation leads to the system of covariants 
2.Jb ь<?1 4 ^ [(<%£n^ tari^ со*) -  Z tan f  (ct<f •* со*)] Acoj t-
+ ^(cty* со?) л со2- = 0, 
/^tn 2 Y ^ a'f .•+ со*) А со j * 0, 
ссч 2.«f ( <^ <f + л cOj - 0} 
which is equivalent to 
2^5 C-«4( CC Cnf * icth cu'Mcoj + у (&Y +со?)Auj*- - 0, 
fdy Co/ ) A tvTj — 0 .  
So there exist two linearly independent secondary forms 
ci tu ^ •+ tan у wf, dy >cvf and the first Cart an character 
is }, = <2 . By the С art an lemma 
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2Vi С Pi*1 i f  (oLln f •* ian fcof) •= Aco^ + и>^ (13) 
Oty + G.), 2  = y"Wj . 
Here we have two parameters A and j U, i.e. N - 2 .  As the 
Cart ail number Q - ^  is also 2 we have /V - Q and the 
system of differential equations (9)» (10) and (12) is in-
volutive. The considered surface АЛ2 In E6 exists with 
the arbitrariness of two functions of one variable. The 
Theorem is proved. 
4. Some geometric properties. It is well known that if 
we turn the frame f x, e,, е
г
$ in the every tangent plane 
Tx /Ча by the angle <f then for the new frame fx, e„,, e?} 
we have cv4f - df +и,г. Ihus the frame can be adapted to 
the considered ЛI2 in £6 so that and if we return 
to the previous denotations the (12) and (13) turn into 
 ^° 215 z i ?cv< , ^ 5 - (14) 
oL £h <j = lev' 4- yi,7 cu2 f tv,2 •= yu<v\ (15) 
Proposition. The characteristics of the 2nd order enve­
lope АЛ2 of 1-parameter family of congruent Veronese surfa­
ces in E6 are the congruent circles. 
Proof. The formulae (1) are now due to (9). (10), (14) 
the following 
d-x, = со1 e, со2 e2, 
е
г 
* ае/Зсo'e3 + xLo''e4 +эесo2es, 




е1( •+ accv* е$) 
cLei-- aejjto'e, - зе>Г5и)ге
г 
ч^4- ^ coVe^ (16) 
* - aeco1 e, + aecv2 е
г 
ч 2.^co1es ^cv"e6.) 
otea. « -ae<v2e„ -аесо'е
г 
e4J 
^ = ?Co<ei * £ ?w4-









) = - Ц ae со2 е
г 
. 
It is seen that oti. -x. +т^(^е3- еч)) =0 and dea = ,?*:(</$ 
where ^(Vi es - eN). So each curve to'^0 on Мг с E' 
is a circle in the span { e2 , \ZF e6 - es] with the centre 
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С - 0£ + 4^ (Vd e3 - and it's curvature is -tonti. 
This circle lies on the Veronese surface of the family and 
is the characteristic. Ehe Proposition is proved. 
It is easy to show that the orthogonal trajectories of 
the characteristics are in general the curves in Ь with 5 
curvatures. 
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ОГИБАЮЩИЕ ВТОРОГО ПОРЯДКА ДЛЯ КОНГРУЕНТНЫХ 
П О В Е Р Х Н О С Т Е Й  В Е Р О Н Е З Е  B E 6  
К.Рийвес 
Р е з ю м е  
ß [4]доказано, что полусимметрические подмногообразия 
езкдлдоза пространства, удовлетворяющие по определению ус-
лови?' R {£,%)<> у5? -О > являются огибающими второго поряд­
ка симяэтрятгеских подмногообразий в смысле Феруса [2]. В 
иасгояцей работэ-доказывается, что в F* существуют не-
симмегрическле огибающие второго порядка однопаранетричес-
ких семейств конгруэнтных поверхностей Веронезе. Характерис­
тиками таких 
огибающих являются конгруэнтные окружности. 
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EXTKEKAL SURFACES IU SHUKOWSKI SPACE4E3 
. ( ' j J.Tarik 
Department of Algebra and Geometry 
1. Introduction. Let M t>e a smooth surface in the three-
dimensional Minkowski space 4 E 3 and let M have the pseudo-
Euclidean tangent plane at every point Э£еМ. Identifying the 
point 3£ with its radius vector by a fixed origin we have 
locally 3£=96(v4jV*)« • 
As usually we denote 1 s.t* 
99= q, ЪгХ 
T>vt L > ~ 
where ... — Atx. The inner metric of such surface M, 
given Ъу (d>»1= dv^v' , is pseudo-Riemannian. 
The real parameters v1 and v1 can he always choosen 
so that v1- and v4-curves are isotropic (or null curves) of 
M. Then 
9 К = 912= о J (1) 
these parameters are called isotropic. 
The normal vector of a such surface M has the real 
length; denoting the normal unit vector by m we have 
< vn; twi > = A , < M, > a O . 
The next well-known formulas hold: 
j = fy"XK + hijfw , "v1£ = -9'K|iK4'5E; , 
^k* = (Üt« + 'pi 9'Р|1рекк) 36j +(hp4 Г,к + 1^1(3) 
where hij are the components of the second fundamental form, 
9'K9kL = Si and 
~ к 
+ 
- 5$T ) J hi|=< Wj (4) 
The mean curvature H and the Gaussian curvature К are 
expressed by the formulae 
H = T^'.hN > K= ^ g^'huhtj , (5) 
where ^ L[K <j*Jj means the alternated product• 
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The principal curvatures ^ and |<(2 are the roots of 
the quadratic equation 
( К . Г - 2 Н К Л К - 0 .  < 6 >  
The equation for the asymptotic directions ie 
км (dv1)1 + Zhudv^dv24 1-12.2.(clvz)2 = 0 . (7) 
•Taking into account the relatione (1) we find that 
,  . ( f l f  K *  ( h t t f ' - l l u k u  7  ( 9 )  
X<z = $Hlto . (1°) 
where g = 
The aim of the present paper is to investigate the sur­
faces with vanishing mean curvature Ц-Q end with pseudo-
Riemannian Inner metric in the Llinkowskian space Л E 3 • They 
are called the extremal surfaces in *Es [2J , [з] and are the 
analogues of the minimal surfaces in (see [5J» [6j , [в]) 
The interest to thie latter is caused mainly be the Plateau' 
problem. The extremal surfaces of considered type in 4 E3 
(and in "En ) are connected with the string theory: they mo­
del the simplest moving strings [l] . The variation proper­
ties of the extremal surfaces in are investigated in 
[7 j ,  [9 ] ,  [Ю] .  
In the following some theorems concerning the extremal 
surfaces in 'E? are given. Among then there are direct ana­
logues of the corresponding theorems for the minimal surfa­
ces in £s: The treatment culminates in the theorem 2, 
which gives the general parametric equations of the extremal 
surfaces in 1£3 with the arbitrariness of two functions of 
one parameter. These equations play the same roll as the En 
neper. Konge, Lagrange, Scherk, Catalan, Beltram, Vieingarten 
etc. equations [41, known in the theoiy of the minimal sur­
faces in E3 • The one difference is that we need no imagina­
ry quantities. The second difference is that the Gaussian 
curvature |<( of the extremal surface in 1Es can be not on­
ly negative, but also zero and positive. 
By the suitable concrete choice of the two arbitrary 
functions, mentioned above, we can get from these general 
equations a number of examples of the extremal surfaces in 
1 
Ез - 
oome of them are analogues of well-known minimal sur-
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feces in E3 (catenoid, Enneper surface, etc.); they are 
given in the fihal part of our paper. Also the explicit equ­
ations of the corresponding extremal surfaces have been de­
duced Ъу the elimination of the parameters. The laat examp­
les show that there exist extremal surfaces with |<( = Q not 
degenerating to a part of a plane. 
2. The general case. It is well-kftown that every mini­
mal surface in is a translation surface of its imagina­
ry isotropic curves [б]. Trom (10) it follows immediately 
that the analogues property has every extremal surface in 
"E3 ' ii H = 0 then 3( izO and thus 
^(vV)=Y(v'bZl/hhere v1 v2, are the isotropic parame­
ters. So we have the next . 
Theorem 1. Every extremal surface in the 'l£3 is the 
translation surface of its isotropic curves. 
This theorem leads to some simple relations on the com­
ponents of second fundamental form of an extremal surface in 
"Es. 
Lemma. If the extremal surface in the space is 
presented by means of its isotropic parameters v1 and v" 
then 
h « . =  0 }  h «  =  p  t v 1 )  ^  h u •  c |  ( v 1 )  1  ( и )  
* I = РЯ . (12) 
Proof. Prom Xu~0 it follows that K'n" 0. 
How (3) gives due to (8) iinmidiately (12) and 
'дЬл! _ 
>vz ~ w; 
'xhis together with (9) leads to (11). 0 
Remark 1. We can denote oo = j then (12) is 
equivalent to 




Where £ H if Q > 0 and if a < Q at every point 
X e M. 3 
Pro роз it ion 1. i'or the extremal surface with (<. Q in 
''Ьз there exist such isotropic parameters u" and uz that 
the components of the second, fundamental- form . ave the next 
constant values: . ^ 
h i '  -  ^  ,  ь л г  ~  e .  ,  1 л  a z .  —  0  „  ( v r )  
v.here p —± Л 
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Proof. If 7^0then and m can be directed so 
that И/ц— p >0, Taking now on the isotropic curves o f  the 
considered surface M the new parameters u1 = p(v*)' olv^ 
UZ= j^TqTv1)? dv2 we have Sti* W. and this 
gives relations (14). 0 ä v v 
The isotropic parameters u* and ua,for which the equa­
lities (14) hold, we call the special isotropic parameters. 
The equations (12) and (13) are now 
уд ± 3_q 18 c _ c г -Д 
Ьи
г Žj aäu4 С 1 з(15) 
/XI I I AJ t /V А/ 
where C«J = 1и I ^ I j § = • 
A remarkable difference from the case of minimal surfa­
ces in Es is that in *Ез there exist, as we see below, the 
extremal surfaces with ^ = 0 which are not the parts of 
planes (see Examples 5 and 6). 
Proposition 2» For an extremal surface with zero Gaus­
sian curvature in *Ез,different from a part of a plane, 
there exist isotropic parameters <-»* and u1 so that the 
components of the second fundamental form have the next 
constant values: «, • 
ll*i = A , ha2 = 0 , Ц«. — 0 . (16) 
Proof , If К = 0 then = О. The case p = C| = 0 
leads to a part of a plane. If we exclude this case then af­
ter exchanging the roles of v and xz2 if needed, we have 
p?iO, C| = O.Mow ha cam be directed so that = p>0. 
Taking after that on the isotropic v4 -curve of the conside­
red surface f4^  a new parameter u* = j'vjp(v*)' d v^and de­
noting u5 = v we find, analogically as in Proposition 1 
the equatities (16).d 
Such parameters uA and u are also called the special 
isotropic parameters. The equations (12) and (13) are now 
3ZQ Ql IS -Sq__ n — П 
Ъи
2
- ^ li uA 1 au^u1 (17) 
3. The general parametric equations of the extremal sur­
faces. 
With respect to a fixed orthonormal frame { o,el7e2,e5^  
in 'E5 with < e,, 6i> = -<ei ,e2> = < e3 ,e3> = Л we have 
X =X(u\u2)= (x4(u.1,u1) ,lJ(u',ul), x5 (u\^r)) or, 
in another way, X = ^ (u< •u'1) where the parameters 
and V5- let be the special isotropic parameters. 
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Theorem 2. A surface In the space '£3 with pseudo-
Euclidean tangent planes and different from a part of a 
plane is the extremal surface if and only if its parametric 
equations can be presented 
A) in the case of nonzero Gaussian curvature -ф Q 
as follows: 
cMf dm' - £$% co-iH-di/, 
Х
г 
= .ff* olu — £ J у olu*, 
X* j"|i Aüaf olu4 - £Ji, 
B) in the case of zero Gaussian curvature K — O as 
follows: 
X* = J p* Co-Sf dul + eo* cj^du1, 
X1 = If. du4 + j>du% (ig) 
je5 = £fi лип fdiV + zsüa cj-t-du1, 
where f = -f (wV) , f (w4) are the arbitrary C3 -functions 
and С m const. 




Sufficiencj. Let us assume that the surface in tL a is 
given by equations (18) and show that then Ц = О , ^ О, 
By^ means of the immediate calculation we get =. Q 
Xи ~ О i.e. ha33 ® 
f = Дг COA(-f-V)3 , (20) 
Prom (9) and (4) it follows that Ц = 0 and (a)^=-£.Due to 
(2), (4) and (8) 
Chrt,hri^=B = (.Х- tzjX- г.гУ = A i.e. the 
considered surface has the pseudo-Euclidean tangent plane at 
every point. 
Necessity. Let us assume that the tangent plane at eve-
ly point 3C 6 H ia pseudo-Euclidean and that Ц = О 3 l^jdO, 
We have to prove that can be presented by (18). Due to 
the Theorem 1 
(u4) d ил + J ц. [^) o( КЛ , 
(21) 
X5 = du'+1V dui*. 
Taking into account"~(1), (2), (8), (14) and aseumtions 
< Wi, Vn > = 4 , Q /6 О we get 
8 
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Or)1- + M4 , (1)Мр) 2+М\ 
9 = *P- -П + Л» , (22) 
KM/Ntr'MjriSK-WfM . (23) 
Here the first relations give <*. (u') = у (ui*) co^ f (u1). 
^(u1) = У (iA')yiu>i-f (u*) f Р(ч')а ^ (иЧииК 1^) and 
1)(ul) - ^ (и1)'«м.'Км1) • then (22), (23) take the fol­
lowing form: 
l-nLwtf-ИН] , 
tof)24 , (if)4 - \ . , 
Prom the last relations we get and = — -p 
where £ = ± 4 • to substitute all this into (21) we ob­
tain (18),I 
Now ?re go to the case B) 
Sufficiency. Prom (19) it follows that 
and 
§=^-[_C06 (c--f)-A] _ (24) 
Using the formulas (9) and (4) we deduce Ц =^1= О . Due 
to (2), (4) and (8) < 1^mn>= <ЯиДм> =Д i.e. 
the considered surface has the pseudo-Euclidean tangent 
plane at every point. 
Necessity: Let us assume that the tangent plane at eve­
ry point X &И is pseudo-Euclidean and that = О . 
Now the difference from the case A) is that instead of (23) 
we get 
/<х-)1 + 1 У)г-(ч')г=\ , te'f+HMtT-о. (25) 
Further,('j' f1)2"" A and О «As ^Owe get that 
i^ = C= constant and -у=| .This leads to (19).ц 
Remark 2. The equations (18) are equivalent to the equ­
ations (2„13) in [2] (see also [3] equations (2.1)). 
The geometrical meaning of (19) gives the next. 
Theorem 3« The extremal surface with К— О in *Ез is 
a cylinder with isotropic generators. Conversely, every cy­
linder with isotropic generators in 'Еэ is an extremal sur­
face with К — О . 
Proof. If H = К — О ,then from (19)^it follows that 
SLHFjU and duV° •X.12.-0 we have dXa=^ oiua. 
So the direction of ¥5 is invariant on the surface. 
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Conversely, let the parameters u" and w2, on a sur­
face be isotropic and. let w1 -lines are straight lines. 
Then dJCz3* thus > X«i = 0 and 
hence £,1=a h ü =• О - Due to (9) we have Ц = К=;0.а 
Remark 3. Propositions 1 and 2 together give that if 
uiA and u1 are the special isotropic parameters on an ex­
tremal surface in 'E з then Ц
д
, = ^ , h»z = 0 , Ц2г=» % 5where 
\ is Д- Л or О ; now (9) gives(a)*K = -\ .The equation 
(6) for the principal curvatures K* and Кг is(Ko)^+K = 0 
and (7) get form (duit)1+'lL(dw1)2 = O.There are the next 
possibilities: 
\ К Kii^ asymptotic net 
1 < 0 real Imaginary 
-1 >0 imag. real 
0 0 zero degenerated, reduced to |the family of isotropic generators 
4. The examples of extremal surfaces. 
Next we use the equations of the Theorem 2 to get the 
concrete extremal surfaces in substituting such functi­
ons f(u') and 4- (u*) by which the integrals can be expres­
sed in elementary functions. In all cases, given below, the 
parameters can be eliminated. 
A) The case_l<^P_. Substituting f =» 2алсАоал go sind 
into (18) we have 
Xa-Xl-J#du*-£j^du\ (26) 
X5 = i-grcU/-£j^rdu\ 
Example. 1. Let us take 
м = 
л. л vv = — uv1 
£,=A^then from (26) c* ' c* 
xSx^c'W-u1), 
and so 
(x5)1 = (x*)2- - (x1)1 -C(3CS 3CA)4 7 
where с > О . If £.= —A then 





X - fcZ lX +X ^ + C 3-2.+ ХЛ 7 
where С. > О . ^ 
Example. 2. If we take CO ~ eu , w= -ew and <£ = —/| 
the equations (26) give 
x + x = -e +e , 
? x
a
- x4= e"A - eui 
x3= u*+ u* 
thus 
x3== t*\ х2-осл 
хЧх
1 
Example. 3. Let -f=»с u*, 4-= C*U • then directly from 
(19) it follows that 
X*\_AtM (c*u4) -£ Ain (c*Uz)] ? 
•X2= ^  (u^-£^)7 
x3 j- cm(c*u4) + £ со*(с V)] . 
3l <£ =* <i vax, Wve 
XZ= ± ^  wc.aU>[c\J( эс4)1 + (x3)1'] ? С > О . 
Jor £. "" "" 4 get 
XZ = с arc"tah 5 
л Example. 4. Let CO^afu4)1,w= «(u1) Then 
Jc
-
a+ x1 = ((>n uA - £ tn w1) i
л*-*4- f-[M4-£K)H]7 
If £ = /\ we have a TL(u < )  -£-(U*)  ] .  
but for £-4 м*(*Чх<) 
M =^;(x -x)+!e 
B) The .case Кч£=_0_ 
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Example. 5. Taking CO in (19) we have X3=F(M<) 
X^-X2"- G(^*)and thua 
x3- { (xl- X4). 
Here for arbitraiy C2 -function A, we get a extremal sur­
face with К3 О in *Е"з • 
Example. 6. Let с • -=q- • then we get from (19) that 
x'-x3 = F (U1) , X1» ^  (x4 Xs) + 6 W) end thus 
xz=^ (x'+x5)+f (x4-x3). 
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ЖТРЕШЬНЫЕ ПОВЕРХНОСТИ В ПРОСТРАНСТВЕ ШНКОВСКОГО 
Я.Варик 
Р е з ю м е  
В пространстве Минковсхого '^ рассматриваются по­
верхности, у которых касательная плоскость псевдоевклидова 
во все" точках. За координатную сеть на поверхности выбрана 
сеть изотропных линий. Изучайтея такие поверхности, у кото­
рых средняя кривизна н тождественно обращается в нуль, 
т.е. И «О. Такие поверхности в пространстве Минковского 
С т, называются экстремальными; они являются аналогами ми­
нимальных поверхностей в 
Выводятся общие параметрические уравнения рассматривае­
мых экстремальных поверхностей в пространстве 'cv Эти урав­
нения получаются с произволом двух независимых друг от друга 
функций одной переменной. 
Оказывается, что гауссова кривизна экстремальной по­
верхности в ' сi может принимать любое вещественное зна­
чение. В частном случае найдены отличные от плоскости экс­
тремальные поверхности нулевой гауссовой кривизны. 
Задача найти общие параметрические уравнения экстре­
мальных поверхностей решается отдельно в двух случаях, в за­
висимости от того, тождественно ли равна нулю гауссова кри­
визна К или нет. Из этих уравнений в случае К в С выте­
кает, что всякая такая поверхность геометрически представля­
ет собой цилиндр. 
В заключительной части статьи дан ряд конкретных приме­
ров исследуемых экстремальных поверхностей в пространстве 
1 £ ^ как при К jt о так и при К s С • 
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FOCIJS AND POI АН SUBMANIFOI DT> OF HICHFR ORTH-K 
FOR A SimMANIFOI О M"' IN Г" 
"TSnis Vi rovcro 
Tallinn Technical University 
Introduction. I.et И 1 1 1  he a-smooth submanifold in a Fuel i 
dean r.pace F n  with tangent bundle TM* n  and normal bundle 
Titf". 1Ъг» fibres of these bundles at: я point x с are, 
respectively, the tangent space TM" and the normal space 
T-ltf" as vector spaces, Correspond!npl у the tangential 
m-plane | x,TMm] and the normal (n-m> - plane |x, T^W"] are 
defined at x с as subspacer; of f'". 
The classical construction of the evolute of a plane 
curve has been generalised in directions. For 'the nirv«« M1 
in Г" the envelope of the family of normal spaces is 
called (see f?l > the polar Ьурег'яиг face. The curve the 
tanfrent lines of which [У'Т W 1  J are the normals of M* at 
' ' y _ 
corresponding [Klints x> pCv> м , is called the evo lutes of 
M 4  and ihr* point у с W* 1said to be the focus of the fa mi jisr 
of then* normals. 
There are higher order pfjnrral i zat iöns of the last two 
ronrrpt^.A curve i/ in F" i* r.aid 1o be (sen ГйЛ ) the evolute 
of or«ieг X for a curve W if its oseulatinp spacer fv,0^ 'X/j 
of or der X 1 are normal to M* at correspond! rig points x j'«{y\ 
Tdhero -г с M 1. The point v •: ЬУ* V; railed then the -forti'™, of 
order X of the family of i heie normals. 
Г* Mollari 1Я1 extended the concept of polar hypersurfare 
to the ease of the general M"' in F n. The polar rubmanifo.ld ij** 
nf n M"' in F" < in fdl it i'. railed the fir-.t evolute ) is the 
envoiono nf f nroi 1 v of normal <r>a*-es fx,T' tf" | ifero bf ron 
of ehar'aeterist!.<:*; *V' t ho mvflor*-* of vhirh t«^ ml led 
t h « >  - e o o n d  o r d e r  o m ? > t -  r . X "  M h o  ' >  n d  e v o l u t e )  e t e .  
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So a sequence 
t/" э l/21 э .... 3 t/*-1 о ... 
of polar subaanlfolds of order 1« 2» .X and some of 
their general geometrical properties are obtained in 191. It is 
shown that if [x>О^'м™] Is the osculating space of order X and 
5Л> is the plane generatrix of at the point x e M™, then 
they are orthogonal to each other and intersect at a point. 
The concept of the focus point (of order 1) is also 
extended to the case of if in En (see (31). In connection with 
polar submanifolds the focus points of order 1 are used by R. 
Mullari 191. It is shown that to every X e TM1" there 
corresponds a focus (n-m-1 )-plane *"®(X) in Гx.T^M™] which 
consists of focus points and s"® = П #'"(X). 
XsTM1" 
The aim of this paper is to introduce the focus point of order 
X for a normal subbundle on M™, restricted to a curve M1 in M™ 
and to generalize the results of R. Mullari, i.e. to show» how 
the polar submanifold й/Х> can be generated by means of focus 
points of order X. 
In §1 the exact definitions of the above mentioned con­
cepts and necessary auxiliary results are given in order to 
formulate the main theorem. The BarteIs-Frenet' formulas, rep­
resenting the main analytical tool, are derived in §2 in a sui­
table for us form. They open a new possibility to determine 
focus points of higher order «rtiich is realised on §3. Finally, 
the proof of the main theorem is given in §4. 
The results of this paper for я special case of Tartan 
normally flat submanifolds МГ in r" are announced in (f»l and 
deduced in (41 (see also IB1). Here they are generalized to the 
case of general M™ in Fn. 
§1. Focus arid polar- submariii'tilds . I.et IN1 M"' be a subbundle 
of T-l}4", i.e. we suppose that in every normal vector spare T1 м"' 
an r dimensional vector subs pace N1 (x) is given, which depends 
smoothly' on the point x с rf". The correspond) nj» r pinne in r" 
through x и> denote by [ x, N' (x >] and the total -pace of 
the canonical bundle INr ) hv . Her e consists of 
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pairs Cx, у), where х -с tf and у erf*. and It Is a 
(e*r)-dimensional smooth manifold. We have the bundle pro­
jection 
p : *'">r • М", (x, у) I——> x 
and a smooth map 
я : Iми —En, (x, у) ь—• у. 
Definition 1. (see IR1). Сvery singular point of dn, i.e. 
s-uch. a point (x, у> e uhere t/u> linear map 
drr : T *nHr • T En <x,y> <*,у> у 
has the recrVe < m+r, is called tto focal point of *(H™,INr). 
Note, that here m+1 < m+r < n. 
The next leans gives another possibility to define the 
focal point. 
Lu— [71. A point (x, у) с Ж™" is focal point iff in 
vector space T l™,r there exists a vector Z(x, у), so <x.y> , 
that dp Z(x, у) * О and dn Z(x, у) < Nr(x). 
<*,y> ' <x.y> ' 
If <x, у) с l" , r  is a focal point of »(rf", W'), then 
у = re(x, y) is called the focus point of the normal field IN' on 
M". 
Note, thfit in case r - n m, when CN'm"1 » T'M*", we get the 
focus point of the submanifold rf" in the sense of [81. 
The statement of the lemma is often formulated in the 
following way (see Г31). let у be a point of [x, tffx)J, so 
that for every x с M™ the vector xy constitutes n 'smooth 
section of the subbundle IN'M1" and let у be the radius vector of 
у by some origin in En. The point у is the focus of IN* on rf" 
iff there exists a displacement dx of the point x e \f that the 
corresponding displacement dy of the point у belongs to N'(x>. 
Note that here dx is col linear to dp^^ZCx, y)> its direction 
Is called the focal direction of the bundle $(Mm, IN1) at the 
point x e ti". 
Next a definition of the focus point of higher order is 
given. I.et ther« be given a smooth field Mr of normal vector 
spaces НЧх) on M™ and a line у : ]-c,c [ • м"', where с > О. 
Then we get the restrictions of the vector bundle (N'm™ and of 
9 
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the canonical bundle Wlf, Wr) on M* = r Cl-«,« t).  denote 
these restrictions by INr|^ and l|^i, respectively. 
Definition 2. A section a : M* > INr|^i is called the 
/оси* sectiion о/ order X on с iTi i/ 
d^Cx* aC M*)> « tx, H'Cx)! ' Cl.l) 
/or every jx>int X e M* and for every valva of p = 1,. .. ,X, 
where x ie the radius vector of the point X « M*. >4 point with, 
radius vector x • Je M'i of such a section is called the focus 
point of order X on the line for a field Иг. 
In a special case, when r - n-m and X = 1 this definition 
gives the focus point of the submanifold M™ in the sense of 
181. It is known, that this focus point depends only on the 
direction In T^M™ Ci.e. on the focal direction ). 
The evolute of order X for a curve Сsee Introduction) can 
be generalized In the following way. 
Definition 3. The sx&manifold t/*1' is cal led polar sub­
manifold of order X for submanifold rf" in E", when exists such 
a aubmerston p : • rf", so that an osculating plane 
[y, J о/ order X-l in every point у « ^ . coincides 
with the normal (n-m)-plane [x, T^fj at the corresponding 
point x = pCy). 
The mnin result of this paper is the next theorem, which 
connects the concepts of focus and polar subaanlfolds of higher 
order. 
Let if be a smooth submanifold in Euclidean space Fn. Let 
h be its second fundamental form and 9h, Wh,...,9. .9h the 
covariant differentials of h with respect to the van der 
tiberden-Bortolotti connection 111. Then 
o'^M™ = T^M™ • span (hex, Y), V^CX, У), ... ,?z.. .V^CX, Y)> 
where X, Y, Z z are arbitrary vectors in Т^м", is 
called the osculating vector space of order X of the 
submanifold tf in En. There exists the last osculating space 
[x, 0*'h*J., which coincides with E". 
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Theoree. Let ell the higiher order osculating spaces of о 
subaonl/eld M™ in E" hm» the maximal possible dimensions 
Сexcept, perhaps, the last on»J. For a line M1 in M*" through 
the point X с M™ the focus points of order X /or the normal 
bundle TW fill tip a plana (O*^™* 'м* ) which is the «вне 
/or ell, lines, having a common osculating vector space. 0*~*V 
of order Xi here 
<< Ty> - «V) 3 3 <<оГ"н, (1.21 
If all O'^V, X • 0,...,p, belong to the linear hull 
span {X, hCX, Y),9zh(X, Y) V-. . .7- h(X, Y)>, 
* P-* 1 
where X e T^M* aiu< Y, Zt,...,Z are the arbitrary vectors of 
T^rf", then the sequence of focus planes (1.2) ts the same /or 
all lines M1 with stich osculating vector spaces at 
X с M"\ Moreover. the plane generatrix s'^' о/ the polar sub-
manifold ^  is tZx> intersection of all *'^>(Ol^ "i,M< ) /or all 
lines in rf* through x с tf. 
§2. Bartels-Frenet' forailu. If a submanifold if In E" IS 
given, the ort ho normal frame bundle 4>(En) can be reduced to 
®(W, E*>; here (x, X^, X#) * 0(мГ,Е"> implies 
*i « TiT, X^ « Tj[W*i i = i « » 
Identifying the point x e if with Its radius vector we have 
dx - Xj*. dX1 - XK«*, "*•«*- 0, (2.1 ) 
"here ij< = 1,... ,n and the following differential system* is 
satisfied: 
- 0 (2.2) 
At the same time the next structure equations (l.e integrabili­
ty conditions of (2.1) are valid.: 
dto* » »"л *>* , dt»* = u'A „* . (2.3) 
a 
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Now (2.2) and (2.3) give due to the Cartan lemma, that 
of .or j .6« .oi 
<д> » h. V э h. . = h ... (2.4) 
t W Lj J*. 
and from (2.1) we get 
dX.- XV • h .kwk. (2.5) 
where hik " htk*« are linear Independent. The linear hull of 
these vectors hu at x « м" Is called first principal noreel 
space N"'llf (see 121). Ute assume that it has the maximal 
dimension * <•• 1 >• 
After exterior differentiation w get from (2.5) that 
(dh.k- lyüf - h. .^ )A J1 • ХДЛ "i * O. 
Using (2.It) and (2.4) we check up, that 
oeA j _ а к» „ at t _ _ <x « « <* кA I 
«\л Vе E hik*> a hjlu> » - E E  -  h i t h j l t )  »  A  w  -
Ы ot k<\ 
-j/v* - W "1уч 
so by means of Cartan lemma 
«"V hjk4 - KK + - tMh*)" = hua" -
- <h™ «• h£ • h£) ". (2.6) 
Here we decompose К kl so that the suemands are mutually ortho­
gonal and the first two belong to TXM and N,', 
respectively. Here the linear hull of all h[" at x e M™ is the 
second principal normal space n"V". We assume that h?" are 
linear independent, then ^  - dim Nl" = ^nCm+1 )(m+2) 191. 
Let us put the last addend in (2.6) from the left side to 
the right side and denote all tangential components through the 
hikt' so ve 8®* <2.6) in the following form: 
j i "(Ol <<> < Ä > I 
«"Чк" hjk"t * hlA • (hikl • »4kl * httl)« (2.7) 
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Repeating this procedure we obtain by the next step 
d(h<0' * h'1' * fO - h...«1 * h„4 h.• ijk vjk vjk 4jk v vlk j ijl к 
+ Ch- • iL1" • h<2' + h(2.8) vjkl tjkl vjkl ijkl * 
in general 
d<h,0> . »...4 h^"1 4 A*"™ 4 h<X-2> 4 h'^' ) = 
V-\ V4 V\ V4 
» E h .  .  .  < a  >  ( 2 . 9 )  
/Л N" " fX-± fA*1" " X fA 
4 (h<0> . 4... 4 h<X-" 4 h,X-" 4 h<X> . 
l|" Ч+i Li' v«' '*X-H Vi" ^X-tl 
where p ' 1».. .X. This formula (2.9) can be verified by 
Induction. In (2.9) an upper index denotesi in to which order 
principal normal space the considered vector belongs. We assume 
that the vectors h<X> . are all linear independent, so that 
V х * »  
л >  ж  
НП'к" has a possible maximum dimension ^ = die N „ M* 
=•^^•(•41 ). . ЛШ4Х) 191. 
This differential prolongation procedure terminates, if 
for the some value X . p*l we get h^" = 0. Such a p 
i" p*i 
exists because En has a finite dimension: n = • 4 я, 4 ,. + 
• *p • In this case quantity p is called order of curvature for 
submanifold M™ in En. 
Кемагк 1. Formulas (2.1), (2.5), (2.7), (2.8), (2.9) are 
called the Bartels-Frenet' formulas for submanifold мГ in e". 
They are deduced by R. Mullari 191 in the light different nota­
tions. 
Remark 2. It is often convenient to use this kind of adap­
ted to rf" orthonormal frame bundle, where every basis \ is 





>, where 1^« n'^'m™. Then the formulas (2.1 ) 







dX. « X V • X 
V J i °i ^ 
dX = Xka>^ • Хы» < • X„ <0/, (2.10) 
' i ' i s ' < * 1 i 
dX0 = Xc V" * X<* V> 
P p-1 F P P 
tit 
where the fact that <*> ^ - 0» if ai > X + 2, is taken into con-
**K 
sideration. 
§3» The other way to determine focuses of higher order. 
The Bartels-Frenet* formulas do not work> if we compile the 
equations of the sets of focuses of higher order on the basis 
of definition 2. Therefore we show the new analytical possi­
bility to determine focuses of higher order. Hamelу> the follo­
wing proposition is valid. 
Projiosition. Let lite oscxila.ting spaces of order !,?>.. >p-l 
of in Er* have the maximal dimensions. The point ye fxjT^M"'] 
is. a foetus 0/ order Xtl for a. line H* in U!" and for the normal 
bundle TJLM" iff the infinites imal displacement dy of it radiua 
vector along M1 at x « Н"" is by X с and. arbitrary Y» ^, 
. . . »Z e T hT orthogonal to the linear hull 
fj X 
span {X> h(X> Y), h(X, Y),...,9-, ..^h(X, Y)» 
/or every value ц = О».. .X-l. 
Proof, let us take the basis |X^... ,Xr J in T^hf', where 
xcM*» so that X4 goes in tangent direction to the M*. So this 
proposition can be analytically interpreted, that next conditi 
ons are satisfied: 
«Ф-Х = o, dy hil( = 0,. . . ,dy-h^' =0 (3.1 ) 
«* " X 
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Necessity.Let In fx, Т-Ц#™] be given a point у with radius 
vector у • x • y^i the arbitrary displacement of which is 
determined in the following way: 
d5 - (и1 • у"ш^)Х
к 
4 Cdy" 4 (3.2) 
Here, due to »k » d'u and (2.4) 
, к . et k.v r, ft . ot ot. l.„ 
<« • У - IWt - E hkly )" ixk 
from where, applying the condition <jfy e [x> T^lf] of defini­
tion 2, we obtain the system 
- E h™ y")<»1 = О, к -- 1,...,в, (3.3) 
<x 
which determines us the focal directions and corresponding 
focus points. From (3.3) it is obvious, that along the line 
"*= ds<, и' - О, j * 1 (i.e. the line M* with tangent straight 
[x, X4J) the focuses fill up the plane *">(Xi) with equations 
- x) = О, к = 1, .. . ,m. (3.4) 
Comparing (3.2) and (3.4) shows us that the left side of (3.4) 
is obtained from (3.2) by scalar multiplication with vector X . 
Consequently, all the radius vectors of focus points from 
C'cx, ) satisfy the next condition: 
d?X1 = 0. (3.5) 
Further, we use in ТШ™ the new basis (X ,...X >, where 
"t °v 
X с so we can decompose the second addend from (3.2) 
Into the component«; from principal normal spaces N11',. . . ,N<p> 
in the form 
(dy* 4 y^)Xti = E (dy0^  4 y^ )X = E Dy°4 , 
where we denote 
"x . «X " ft «X 
" = -4» * 'Op . 
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After this we obtain for radius vector у of arbitrary focus 
r*iint у e that along the line M* the diplacement dy 
is 
dy - Dy"*X + E Dy°St„ (3.6) 
i X = z X 
Now, using the differentiation along the same line and (2.10) 
we get 
d*y - d(Dy lixa + (Dy *)«»^Xk t «/x„ + <»JxM ) + 
1 a i f i Z 
* E fd<Dy x)x • (Oy^xA'x • <*\p + )] -
X= z ^ ™X "X-i ™X ' x Пь 
'• v "x 
\ТГ y '"«x <Dy )"* xk > E (D у )х^ = (3.7) 
E Dy" E h^ 'ds x. t E (DVSx,, , 
Ot к X= S A 
where 
D2y°^ = d(Dy"S t (Dy°^ t (Оу*Ч«^ + (Dy°^*V°^ . 
A.-« X '>,»1 
On the basis of definition 2 the point у appears to be the 
focus point of order 2 for the Tf-МГ, when cf*y e |x, T4l"], SO 
(3.7) yields 
<Я <x 
E (Dy *)hk* = О, к = 1,. . . ,m, 
which moans, that 
dy hw = o. (3.8) 
Ap;ain, using the differentiation alonp; the same line M1 
from (3.7) w* p;et 
dJv - <02у"')^ xk • E (D3y"x)xr, , i X= i Л 




л , rr>2 . /r»2 (Vi <*\ .2 'x _? ^''X-«! D у - dCD у ) MDy )ti> MD v )w MD у )w 
"'X-.l 
Applying once ngain the definition 2 to determine focus points 
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of order 3, we demand d*y с [x, "Г44*"], that yields 
Ot 
<Day 1)«el "0 or d y-t^, = o. 
Therefore, using the differentiation and the Bartels-FreneV 
formulas (2.7) to (3.7) we obtain 
dy-<h;»'k • t&\ • ) = О (3.9) 
i x  « 2  *  я 
which leads us with (3.5) and (3.8) to 
dy h- - 0. 
12 
Now, by Induction it is not complicated to check up, that for 
focus points of higher order X*1 
"Kk'-.k. ' 0 1 X 
Is valid. 
Conversely» the conditions (3.1) are sufficient for the 
point у с lx, T|jlf J to be a focus of order X+l, because the 
conditions (1.1) are satisfied. Proposition is proved. 
§4.Proof of the theorem. From (3.4) it is obvious now, 
that all the focus points of order 1, correspond!nf; to the 
focal direction > are generating the focus plane </>'*'(X ) of 
order 1. By assumption, that the curvature vectors hjt of order 
1 are linear independent, is dim 0<1>(Xj) = n-?m. 
Vte like to note that the direction Xj is not preferred to 
any other tangential direction from T^M™. Consequently, thf 
focus planes '(X^) for m different linear Independent tan­
gential directions Xv> к = 1,.. ,m (which determine T^vT). have 
(assuming that mf - dim n"1- ^•(••1 )) (n-m-m, )-dimenslonal 
intersection П ). It consists of the points y» displa-
k = 1 
cements of which belong to the nor mul plane [x, T1^"! by any 
choice of X € . It means that Л ^ U>(X ) coincides with 
к = 1 * 
the plane generatrix s"* of the polar subaanifold 
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Now, we find out the focus points of order 2. Let us take 
a point у from S'*', determined by the next system 
- hy-(y - x) • Oi kj > 1 <4.1) 
Using the differentiation and (3.8) (  obtain 
dh^ty - x) - 0, 
where applying (2.7) gives us 
\-<V - x)«o£ • hbl (y - x)«' • ~ - 0. 
From here by u = dsf, » 0, j * 1 and due to (4.1) we get a 
system 
- x) » 0, kj « 1» ... ,a. (4.2) 
Therefore, the focus points fill up the plane *°,(X1,hifc), 
which dim #™<*,>hrt) = n-м,-;^- Now, if n 2 , ana­
logically to the stage preceding we can deduce that the inter­
section П <A<a'(X ,k. ) coincides with the plane generatrix 5°" 
l = i " 
of the polar submanifold Indeed, the plane П •e(X,,K. ) 
l=i " 
consists о:Г points y, displacements of vrtilch d*y of order 2 be­
long to the normal plane fx. Wf] by any X « Ttf", at that 
dim s"1 = n-m-m(-a^. 
Next, we will find the focus points of order 3 by dx||Xt> 
For this let us take the plane s"\ which is determined by the 
system (4.1) and 
b • (y - x) «0, к^Л = (4.3) 
' i a 
Using again the differentiation, the conditions (3.9), Bartels-
Frenet1 formulas (2.8) and the equations (4.3) we obtain 
'Nku-® - 5> * \ki <-x.'l" *' 
• I  a  i  *  
•E ГЧкч®"3» * \kVc-VjJ"°-jXi 1 * * 1 a 
Therefore, along the line a = dsi, ti1 » 0, j * 1 the focus 
points of order 3, fill up the (n-m-mt-^-^mB)-dlmenslonal 
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plane •®(X(i h^, ^  fc t>» determined by (4.1), (4.3) and 
»ГЧ „ t <у - *>1 - о-
» х 
where through the к t'~ *>1 the coefficient 
< 2 
ahead ю is denoted. Consequently, if n > there 
exists the intersection fl *t>(Xt,hik,hik к 1 * S™', where 
k>< 1 1 
s™' as the plane generatrix of the polar submanifold is 
determined by (4.1), (4.3) and 
»'"""ih. (у - x)] = О, к = 1 
l i 
In general, w assume that the plane generatrix S*^' of 
the polar submanifold ^  is determined by the next system 
- 4 k - 5) " 0» 
I I > 
(y - x) « 0, 
1 2 В 
k fc-(y - x)J - 0. (4.4) 
^™1>Ihli k k-(y - X)J « О, к = 1 
i l l  
«here on the bests of well-known foreula 
, x<n> _ -n. <n-v> tv> (uv) - E Cv)u V 
mo 
for all values of X is denoted: 
'k [4kk <y - X>1 * 1 * e 
-\..ч/су"я>• <x;,)ht vxt-(Х"ч..к
Х 
4i 1 X+i 1 л i X-i i 2 
^Х-а^Ч: . .к "h| . . I " Чкк Л..1. * 1*1 X-a * a a * X-a 
10* 
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Now, If ve want to find the focus points of order X*1 for 
a line rf in if, we have to use once *>re the differentiation, 
the conditions (3.1), Bartels-Frenet* formulae (2.9) and the 
equations (4.4). As the result we get 
•<?-*>]«" - о-
к -  1  1  Ж  •  
So along the line u1 = ds(, u1 = 0, j"l, the focus points of 
order X+l fill up the (п-в-в^.. . -^H>-dlaenslonal plane 
<x^,h^ , ... ,hk |^t), determined by (4.4) and 
-СУ-ЗП1-0. 
i * a 
Thus, if rt > , there exists the intersection 
n
m <X*t> _(Xrt> 
к 
tXt'hlk" ) - Sx • k=l I A. 
which is the (n-m-m^-. . . -ib^4 f )-dimensional plane generatrix of 
the polar submanifold because all the points у from 
s<X*i> are satisfying the next condition: d^'y с fx, T^M*™] by 
any X € T^M™. Consequently, the theorem is proved by induction. 
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В евклидовом пространстве Е"
- 
изучается фокусно-эво-
лютная структура высшего порядка подмногообразия М^у ко­
торого каждое соприкасательное пространство 6^2 М"1 (в- точ­
ке осе М
т ) высшего порядка имеет максимально воз­
можную размерность . Для таких М" 
обобщается понятие фокусной точки (первого порядка ) и уста­
навливается связь между фокусными подмногообразиями и поляр­
ными подмногообразиями '
ч 
в г93 они называются эволютами) 
одного и того же высшего порядка. Именно, доказывается (Тео­






, которые имеют в точке хеМ" 
общее соприкасательное псостранство порядка К .за­
полняют, при предположении, что все л= о,.--.р, принад­
лежат в линейную оболочку 
4jMn \ X,WV1), %ШМ>)) 
С х'деЗб- касательное к и > й(,-
г 
-.произволь­
ные касательные направления из ) ..одну и ту же пос­
ледовательность (1.2) фокусных плоскостей. При этом плоская 
образующая 9^' полярного подмногообразия является пере­
сечением всех фокусных плоскостей ф
(^. (О^М')того же пор­
ядка Л всех линий М
т
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LIGHTING OP SUBPACES, CUSPOID SINGULARITIES 
AND TIETA MAPS 
M.Rahula 
Algebra ja geomeetria kateeder 
Lighting of surfaces along trajectories of a vector 
field and cuspoid singularities. Shadows and their singula­
rities on a screen, description by invariants of differen­
tial equations. Applications in polynomials. 
§1. Strata on a surface 
1,1.  Let there be given a vector field X without sin­
gularities in n. -space КЗГ- and let ip . IR/4 -> 1R. Ъе a 
smooth function. The function i^> can be dragged* by the 
flow Ctteexp-bX • The dragging is described by the compo­
sition and Maclaurin's expansion 
=. if f't ^/к , 
where nf- is the derivative of <jp along X, 
usually designated Xi^ and Lf"', .... are the higher-
order derivatives X2tp } X3tf , ... The function tp is cal­
led an invariant of the field X t if У<^ = 0, i«e. tp is cons­
tant on the trajectories of X. 
Independent invariants I2 ,Ib ,, X11- of X engender a 
submersion 1 •_ 1R." —)-Ц2^'ог a projection of the space IßT on 
the screen IßT"1 • 
This set induced in IE?."' by the equations .,. — 
is called the stratum Д
к
.Thereby a stratification А
и 
d Д, 
JDf i _ d AK arises, the geometrical sense of which is the 
following. Let us imagine level surfaces i 1^-const lighted 
by rays running along trajectories of X. Then the set Д., 
consists of the points where the rays touch the surfaces 
* This term originates with J.A.Schouten 
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11( = Сол£>Ь. Otherwise, the stratum А
л 
determines the 
shadow boundary on every surface. In the points of the 
rays touch the stratum A^.In the points of Д ä the rays 
touch the stratum A^,etc. So every stratum A*. 1 K>4 , de­
termines the shadow boundary on the previous stratum. 
The stratification arises on every surface separately 
and in the space UsI*" as a whole. This is clear when we 
bear in mind both the singularities of the map of every sur­
face if -ton si: onto the screen "IRf1"-1 ( induced by submersion I) 
and the singularities of the map R.""realized by the 
function«. where I1 = is the function given 
above and la 1K are the invariants of X mentioned 
previously. 
The derivatives can be identified with the 
Jacobians U1| (Г1!2"... I" | 1г ... Lh | , ... In­
deed, if we take I2-,... , I"- as the coordinate-functions 
И
г 
v.. ^ and suppose X = then the Jacobian 
coincides with the derivative 
The strata Д
к 
apply to the singularities of the cus-
poid type* The first ones have special names: A1 - fold, 
А г.
- cusp, A3 - swallowtail, A,, - butterfly, A5- - wigwam, 
Afc- star [2]. 
1.2. Pig. 1 shows how in the case of the map 
о о .. .  И 
a fold A1 with cusp point At, may arise. 
Pig. 1 Pig.2 
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1 г а  
Pig. 3 
Let there Ъе given two planes: an xy-plane and a uv-plane, 
and let the map -IjL Ъе defined by the functions on the 
-plane, ^ - associated with the functions (и,v)7i.e. 
Let us call the curves on which the functions cp and vp are 
constant (level curves) and ф lines. Let ^  ,i^ and^ 
•Ъе partial derivatives of the functions d^> and with 
respect to X(tj. respectively. The vector field >C } -1Ц) 
having the invariant lights the if lines. Let 
<?<= 5 MP'' = 4^ 1 -
She equation ^z-0 determines a fold A1 on -plane. 
The equation ^"-0 determines a cusp plaint Az_ (or points) 
on the fold A^see fig. 2. 
The tangent вар т£ defined at any point |V\ by the 
Hi «М 
л 
Jacob! matrix I ^ ^  J maps the vector 7 I^E, ,»£J at the 
point N] into the vector Xlv at the point £(/v\). 
In particular, the vector -t-О'С'Иг I£f4/l0 tangent to the 
1 line is mapped into the vector 
T= T^-b = , Ж«Р'<И1) . 
At eveiy point of Ai *he map bas the kernel de­
fined by the field X. At the points of supposing 
®) the components of the vector "J" can be pre­
sented ae the following: 




\ % 4L о ^ ФгО Ч П Т*- v т ч v 
At the cusp points A^ the value X becomes zero and the 
points ^(kz) on the curve ^(A-i) are singular. At an ordina­
ry point the i^> and ^ lines have simple Intersection, 
at the points Д1 - a 2-point contact, and at the points &-
a 3-point contact, i.e. equality of curvatures: A=0- It is 
remarkable thst the curvature is a metric notion while the 
equality of curvatures of two tangent curves (it doesn't 
matter in what coordinate systems they have been calcu­
lated) is a differential topological notion. 
Pig. 3 shows how the X and lines can be mapped 
onto the и 1r -plane. 
§2. The .let apace 
2.1. Let us consider the jet space ,^0 with co­
ordinates (4г,и,и' мiv J and basic variable -t. Any smooth 
function и(4г) engenders the jet prolongation in the shape 
of a curve ,и'Й>... )i where are the usual 
derivatives of u C-fcj with respect to the variable -t. The 
function ^  •. (jR.Iß, stands for some differential opera­
tor and can be observed as an ordinary differential 
equation. 
In the jet space the vector field 
V =• "%fc + "%)ц + u" +" • • • 
plays an important role and it is called a complete differen­
tial operator. In the following formulas primes mean deriva­
tives with respect to the field V ; ^\jzi 























- : w I • • • > v. • • • 
J 
we notice, on account of UZ^ CU; that Ut - e U, When we 
supplement the coordinate 4r to the last formula we deter­
mine the trajectories of the field y. The functions 
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U_^=- £, ^  U are the invariants of V. 
The system 
|= •••= ? l K >  = o 
is called the vc-th prolongation of the differential equa­
tion £=0, When lighting the surface ^0 along the 
trajectories of the field V > a stratification on =.0 
arises, the above equations determining the stratum The 
stratum which is determined by the infinite system 
 ^  ^= ,.. = О (k.= oo) is called a complete stratum of 
the equation and is marked by the symbol -£\qq . 
The function цtir), all prolongations of which belong 
to the complete stratum A<y, Is the solution of the differen­
tial equation ^=0. The functions that are constant on all 
solutions of the equation ^=.0 are called its invariants. 
2.2. The simplest differential equation is u +^1^  = 0. 
Its solutions are the polynomials of degree n. 
ll^. - U -V и / t + w" " v "V" ^/n ' 
The complete stratum Д<р is the iauz ,. • и'"1 - space. Por 
Independent invariants of the equation (in addition to the 
functions ..V constant on A<» , more preci­
sely equal to zero}we have the function and the fur­
ther r>--1 functions, which can be obtained from the func­
tions it. tV ц t"*2-) as a result of the substitution 
In the case h=2. the discriminant 
S - u - ^'рйлл." 
turns out to be invariant like the above. In the case n = 
we have the two invariants ± 
b, = u- + <•"'%(„.)' , Ъ. - ' 
The known discriminant of a cubic polynomial 
D ^ ( D^yu'" )5 -h (3Dy>)Z 
is also invariant but it is a function of u'", D1 , D^, Let 
us note that the equation D —0 determines a certain cone 
in the um'u" u'" -space. The cone cuts out a certain deve­
lopable surface with the edge A4--(^%> >^/i > ^ ) 011 the 
plane u'" = A . This is easy to understand when we take the 
tangent A*+£/Vi. = ("/£*• 5"% , ^ [аЛг*t ,4:+5 , -l) on which 
) j)„ --s% , D-O. Unlike the and D^the invari­




-о =£> D-0, 
2.3» Рог the differential equation ри(|jn = 0 with 
the real coefficients the complete stratum Д-оу 
determined by the matrix equation U"-^ pU'^^U— O, where 
Uz—CU , Uz/ И is a 2-dimensionBl plane extended 
on the vectors U,UZ . The trajectories of the field >y 
belonging to Дуу t i.e. the solutions of the equation, can 
be represented on the basis U; U*"= +*J' in the next 
mode. Let (X = -%. j <i = pa—, b-\d l,/4,Corresponding to the 
sign of the discriminant 4 of the characteristic equation 
+ we have three cases: 
1) d>0 7 the roots X1 „ — (X±jk are real and distinct, 
the trajectories are . v 
2) сЦО; the roots A1|t-C X±fa t  are conjugate complex, 
the trajectories are 
(U co5 &-У Л- Uj 
3) cUO, there is a double root X,, = X2 = q_ the tra­
jectories are , 
ut ~ e-a Си + ÜN;) , 
She 3rd case is the limiting one between the cases 1 and 2 
when ß О. 
In the case of the real roots X1 we have 
(t*''-X1u')/=Xjl.(uz'-X1u) , U1 — N ut = (w/~X, u ) е-Х:г^ 
(u'— >а,иУ = ХДм'-Х^и} } u_^—Xzu^ -("'-Х,и)еХ'^ 
It follows from here that the function 
(1л<-Х2.и)^(и<-Х1и)-4 
is an invariant of the equation. 
If p=0 then the function ie an invariant 
of the given equation. 
2.4. Por the differential equation tV+pu"-^oyf-Q with 
real coefficients p, ^  an invariant is added. 
When the roots Xt1X2_ are real the function 
(u" - puz-*- — (u/z~X^W)X2-(u"-X1w')-'41 
is an invariant of the equation. 
If p=<9 we have an invariant 
K-rf- С"")г-Ч-(»')г. 
Note that all these invariants will vanish in consequence 
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of Wsu'sO, 
2.5. In the case of the differential equation 
=0 
with real coefficients we argue as follows. Let us 
consider only the case of real roots \A ,X^ of the 
characteristic equation. It is convenient to denote 
Д = u"— } U — ) 0= u - +\ДгИ- • 
Taking into account the Vieta theorem, we have 
a'=KA , e/= х^ь , с,' = \
л
с., 
from which , 
At-Ae.Xlb , fe^= Be-Xl , , 
The ratios x x x ч . , 
4 , a-
do not depend on -fc and give two independent invariants. 
The invariant 
(д>а.J1 (Хд—Хд.) \|) 
will vanish in consequence of ia^u'=0. 
2.6. We have a more general situation in the jet space 
^(^.iR^with coordinates (V,M ,w; ,и;: ,..>)> see L1]« Here 
p complete differential operators V. form an involutive 
distribution. In this context we can speak about the action 
of the additive group SžT and its p -dimensional orbits, 
specifically about the lighting of surfaces (differential 
equations) by the p -dimensional rays. 
Thus for the system ;= 0 , l.jjK, =4,..Mp , the gene­
ral solution can be represented as a quadratic polynomial 
U -+• Wj-t" -V- ^ "fc?4^ . 
There is only one essential invariant, the analogue of the 





Let us here present to the reader an unsolved problem. 
i?ind, in the case of cubic polynomial 
\A-*-U;V + -V \ , 
the analogues of the invariants t\, 1 1 D of section 2.2. 
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Generalize this result for any polynomial of degree rv . 
§3. Shadows 
3.1. Let ue return to the space In which the sur­
face ^=0 is lighted by the vector field X • Denote 
" = W-Xf , iV'^X2^  
We obtain the system which defines the map of the space ffeT" 
Into the fibre of the jet bundle with the coordinates 
Let us speak about the map 4? •, tü*4IE.00 The tan­
gent map Тф maps the vector field X from IRT Into the vec­
tor field 4/~5^ In the jet space. Indeed, because 1леф-^ 
there will be <Л/ч>Ф =Х(моф>) , (Уи'>£ =Х(«'сф) , etc* 
It signifies that any relation between the function and 
its derivatives X«^, X2-^ Induces a differential equation, 
the invariants of which in composition with the map ф> de­
fine the corresponding invariants of the field X in ИЗЛ 
Suppose we find p invariants of the differential equation. 
Simultaneously with the map ^ —> fliT we then have 
the composition 3°Ф ; and as a result the invari­
ants of the field X which,can be expressed by means of the 
basic invariants X1, ... , , i,e* there is a map ^ 
—) 1ßf that makes the diagram 
1(2"- ^ IR.°° 
1J I3 
lRn~1 ^ • Rf 
commutative. This diagram is used below to define the sha­
dows cast by the lighted surface on the screen 4<Ln~\ 
3.2. For the first example let the vector field 
in the xvyg. -space light the one-sheet hyperboloid 
tf-O : 
fÄti0C4r^-/l), Xf=x-ka, , X^=i-k=-, X3^ =0. 
In the jet space we have the differential equation uw=0 
with the invariant S, or (u')2^ possessing the 
property wxu'^O ^  =-0. It signifies that the equa­
tion 3»Ф =0 defines a cylinder in tR? that touches the 
surface 1^=0 and projects the stratum A^,the fold line, 
onto the screen. Let us express by means of the in­
variants U= Lj , V = kc£—g- of the field X (see the 
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arrow V oa the diagram): 
=-v% (4-^)(ul >1) 
It turns out: i^=Xi^=0 ^ vj2" - Vy(_^2. =- ^ , On the 
UV -plane, i.e. on the acreen, the shadow boundary appears 
in the shape of an ellipse, |k-l > \ y or hyperbola, ik.\<1 
In the case iki-'l ' bifurcation takes place: when lk| passes 
through the value 1 the ellipse is folded into the segment 
lul^ 4 of the U -axis and the rays open into the 
branches of the hyperbola, see fig.4. 
lk|>1 
Fig. 4. 
3.3. How let the cubic surfaces "monkey-saddle" and 
"chair" be lighted by the same vector field "X with the 
invariante U,V ; see fig. 5: 
f= к  * b'i) ,x% = x, = -1. 
K<0 K<0 
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A calculation gives 
D^V , ^ £-к 7 Ь = QVZ- [Q-K±U-j3 
The shadow is the 6th order curve (üKtU-Jon the UV-
plane. Simultaneously it is the image of the foldline. The 
cusp points A^ can be seen when ГХ_=0 or h,-0, 0n the 
screen we can also see two spinodes. At first when lighting 
the "monkey-saddle" if K<0 and secondly when lighting 
the "chair" if tO0 • When lighting the "monkey-saddle" if 
Ю 0 the cusp A^_ does not exist. When lighting the "chair" 
if k<0 the fold also does not appear. 
3.4. When lighting the hyperquadric in 152.^ the shadow 
on the 3-dimensional screen stands for the 2nd-order surface. 
Fig. 6. Pig. 7. 
Given in IE/1 a vector field У^И.О^к.) with the invariants 
U -ty, V= 3; t, where at, ^  # ,-b are the coor­
dinates in , Let the function tj? be defined and the 
derivatives calculated as follows: 
1) , = сс-kt , = 4-к% 
and after that ~J - (kM)(vC ± 2Г- l) f The shadow 
appears in the UVW -space (on the screen) as a surface 
In the case of the upper sign "+" we see a one-sheet hyper-
boloid if lkl<1 and an ellipsoid if lkl > 4 } see fig. 6. 
When lkl passes through the value 1 the one-sheet hyperbo­
loid folds on the exterior domain of the circle V~+\JZ - /\ 
and at the same time the interior of this circle expands in­
to the ellipsoid (bifurcation). In the case of the lower 
s i g n  w e  s e e  a  t w o - s h e e t  h y p e r b o l o i d  i f  l k | a n d  a  
one-sheet hyperboloid if \kl> к see fig. 7. When |k| passes 
1 the tv;o-sheet hyperboloid folds on the interior of the 
branches of the hyperbola \J~~V2" =4 and the inter­
mediate domain between the branches expands into the one-
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sheet hyperboloid. 
3.5. When lighting the same quadrics in "by 2-dimen-
eional rays we see the shadows on a 2-dimenaional screen in 
the shape of conics. Let the lighting along the 2-dimesional 
planes Ъе determined Ъу the vector fielüeX1('1,<',k1o),X*.Gl,õ,0lB) 
U.,(LfclR-. . The invariants are ^, V-k£cc-^-кЪ, Then 
«ftsatfckfc, £f1sH , 
Let us use the invariant from sect. 2.6. We obtain the equa­
tion , „ 
V я-»O, 
where t\~ (HiU4-^-?2) — /| ? that defines the shadow on the 
UV -plane - an ellipse or a hyperbola . When 
Д_0 we have bifurcation. 
Lighting of higher-order surfaces by multi-dimensional 
rays could be examined by means of Invariants in section 2.6 
but they have not yet been discovered. 
3.6. In the case of central projection of the quadrics 
we have to deal with the differential equation 
u"'-3u"+2u' = 0. 
The lighting acts along the rays coming from the some point. 
For example, take the vector field X (pC~A, with 
the trajectories issuing from the point (a,S) and with the 
invariant 1= ä-^Zx_6L , When this field lights 
the quadrlc where 
Лц O.^  Д1 
Q11. fill. Qz. 
&•> Йд_ A, ^ 
9 
L1 
it is easy to see: 
Уц Atz. ft-| \ 
xtf= ft2. j * 
X^-Xi^) t (зс-д o)x 
Cti1 ^12. АЛ Х-Й. 
O  Йц ®гг. * y-6, 
«2. A; о 
x3^ - x2tp -t- 2. (X*^ - Xtp). 
The last relationsship reduces to the differential equation 
и 
iii 
. Зи'Ц-Злл^О, The characteristic equation has two roots 
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A , xz= Q_, , The invariant к" +ДЙ -
- («'-Ди'^Си^Ы-Г1 defln0s the £old (u )(u -
= (u"-auf,or 
£u(U*-M') — (v'f = 0 . 
So when (f = [зс5-- 2^-- n.4J the image of the fold is defi­
ned by the quadratic equation 
(Л*."-;)^-dai T + Б2-юа = 0 , 
thia gives a. pair of points on the 1 -axis. 
When lighting cubic surfaces we obtain a differential 
equation whose characteristic equation possesses the roots 
1,2,3; see section 2.5. 
3.7. The lighting of surfaces can also take place along 
curved rays. So when lighting the sphere i^-0 y where 
=lit*-''•j2'+y2""h 2? — ^  3 j along the trajectories of 
the vector field X. , o)> we obtain the differential 
equation n#/-t-vi z—О which allows the desired invariant 
(u"}2- \ (w')2- — (V+И )% see section 2.4. The trajectories 
of the field X tangent to the sphere compose the 
torus 
-b (fc2-- аЧд^)2 = 0 . 
We get this equation as a result of the corresponding subs­
titution. 
§4. Vieta maps 
4.1. In this section we apply the diagram in section 
3.1 in order to study Vieta maps. 
For the trinomial u -V- the Vieta theorem 
affirms that the coefficients can be expressed in 
terms of the roots by the formulas 
W - "bl2- u' = - "lr±l5-
2 - 1  2 -
If the values (4rn are real these formulas define a 
quadratic map <ф of the -plane into the и. vi^ -plane. 
In this context the -plane folds in two along the line 
"t-i = and the half-plane obtained in this way covers the 
domain on the -plane below the parabola S~ — О j where 
S"— (и')"*—2.M. This follows from the inequality >, о. 
If the values (сЦ ,-fc,3 are conjugate complex numbers, 
4т., ^ then 
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u= •£ , u"-_ot . 
A quadratic map Ф
и 
of the otp -plane Into the Uи/-plane 
Is defined by these formulas. In this context the of^> -plane 
folds in two along the o< -axis and the half-plane obtained 
In this nay covers the domain on the Uu''-plane above the 
parabola B" =0, because =-fi>2 6 0< It is shown on 
the fig. 8 how concurrently with the maps 4> and <Ц the -tik­
and -planes bend into hyperbolic and elliptic parabo­
loids, IE. order to cover thereafter the domains of the 
$lane mentioned above. 
Fig.8 
On the -plane we have the vector field X (-"t, 
with the invariant 4:^—<j>-associated with the vector 
field V(^"H3 on the un"-plane with the invariant IT. 
Therefore Еоф can be expressed in terms of 4r,--L : 
On the ot (b -plane there is the vector field Xx (-1, o) with 
invariant J=> s - associated with the same vector field 
V, Therefore Во ф is expressed in terms of jb V 
<00«^ =L . 
Thus in both cases there are the maps ф and ф1 which 
complete the diagram of section 3.1: 




4.2. The cubic quadrinomial 
provides two Vieta maps ' 
Ф
л
: Ur~|;^4^K. u'r 6 («Чр?-+2р<с) , u" =-^ (örtvt) 
Sake another шар, 
3 : D1-U-nV'+l(u'fi ь^и'4И* D=(2D;z)+(3b1t 
In the m»'w"-spaoe there la the vector field V («XVO with 
the Invariant a Pi, Da. jirhile In the -t,t4-tt-8pace there 
the vector field X (-1,-4,-1)with the Invariante 
la 
«) < (О -Л A ^  
6-1-4: И О -1 




ф -associated with V , and in the ъ((ЪТ -space, there Is 
the vector fieldX,HiO,-0 with the Invariants of-t , £, , ф4-
aasoclated with V also. The diagram of section 3.1 shows 
that the compositions оф and can he expressed in 
terms of the invariants of the fields X 811,1 X1 , First 
let us define the maps (in matrix form)« 
( t p  = : б [ о - й - Д) >  
Г *>! -_i f ° -Л 





Immediate computation shows that 
*'• ß, —A— 
Note; because of Ut =. M-t-w-t-V w" %-V *-5/& and Ut.w„ = 
= Ъ.Д Сх^+^Уб the values -L, )-k2 are the roots of ut 
and the values =-t,W, C-ci =-bžW «-4 - tj-bu" 
are the roots of и^_
м
« . Therefore when taking into account 
the same Vieta theorem we get 




Thus in the case of the map we have 
Zx, c-a= -x-'Sslj , a-В = -зс4-^ь^. ? 
and in the case of the map ^  
fe-e=-|(of-«t:) ( c-a= + , a-& = 1 . 
The corresponding expressions for C>11 Da ( D also follow 
from here. 




i t  
<b 







The fig. 9 explains the geometrical sense of this. 
жЧ 
Fig. 9. 
In the vAu'Vi-space the cubic parabola ^ t (~Ч4> ^~/i , t) 
seizes aa the edge of the developable surface J)-0 see 
s e c t i o n  2 „ 2 .  S h e  p r o j e c t i o n s  1 , 0 , 1 ^  p r o j e c t  t h e  4 . ,  
Uw'w" - and <x(p'T7 - spaces along the trajectories of the 
vector fields X , V # ><i onto the Xy- ^ Г\Т>- and S,^-
planes respectively. She maps Ф,%»1 can be described by 
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the maps , The шар Ф folds the OUu-plane six times 
and covers in this way the interior domain О of the 
spinode on the -plane. The map (j^ folds the 5^ 
plane in half and covere the exterior domain D$0 of the 
spinode. The original of the -line consists of the circ­
le oc't u2--- £0^. on the ослд-plane - for the part bet­
ween the branches of the spinode, and the branches of the 
hyperbola ^--ууЬ-ХЪо, - tor the exterior parte. Consequ­
ently, the maps <£> and ф1 fill UP the 414=ZA:I) - and 
otpx: - spaces into the interior and exterior domains with 
respect to the sheets of the developable surface £>=0, 
4 . 3 .  Introduce the matrices 
(cm )  >  1  *  ( л  о )  >  3  -  C ? o )  
and P=ocC + wt , Q)where (х,ч) and 
had been defined in section 4.2. 
It is clear that the equality D =. (2-D^ (a D1 )2" 
cones to one of the identities 
1 - te-vT, 
that is on a par with the identities 
1PSU|P\Ä , \Q*| = V<öl3, 
for P and <2. respectively. If we write down the cubes of 
P and a 
Pa=- 3P, E -t- PS I , -ЗЦ E 4- , 
and compose their characteristic equations 
\pa-\3ё\ = о ; \Qs-->?g\*o, 
then we с em see that they coincide; in particular we get a 
quadratic equation with respect to У? 
(хнзь,)2- =d , 
with the roots 
We may remark that 
, { \ h f  - D = - ( < L D Z  f  , 
>MV 2.Pa ? 
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4- b рj. (Xi"t~>2.)-t- 6>Dn —О f 
(X^ž.+Xa.ž-J i-4>D2.( 4^iž- + Xj.£-) -vkDt —О , 
+ (о Рз. (Х,£• -4-X2<£-) -\-£>ЙI =0 , 
where + f l ', t =- л ~ § L• Consequently, Л ,£.+-\Z 




Si,--и''+\,ч-\^ , 5.iÄ-и''-vVi£.4г\г.£. , 2.tj —-w 4-V^E.-V-X^S-
are the roots of the polynomial - ify -Vn''З^Ц-и'г^+И 
because ip (Ъ-w") - ФС^.) 
The function 
^(2j=X13. +X.34- w* 
maps the primitive cubic roots of one \ ,8,, ET, i.e. the 
roots of the polynomial "X-i^O - ^ - Л } for the roots 
£i'Äx,2b of If,^tE) = 3,bJ 
and so it gives us the generalized Cardano1s formula. The 
coefficients \,= 4, B£2 +ž-ž.3) and 
Lagrange"s resolvents, can be expressed by the matrices P 
and Q •, X1|t = X±ut ,or \1|2.= ^ ±>0 > because (ac±tjcf> = 
(^±»2)b - - 3D., ±, ID . 
The function binds the polynomials and 
Xlfc) by the relation - o-X ,where U=(XJL^ +> \3+Xl. 
4.4. By means of the function we can obtain a 
simple construction for the roots of the cubic equation 
^12^=0, with complex coefficients. Let us image a circle 
on the complex -plane with the centre — it" and the ra­
dius 1 and another moving circle with the centre on the 
first circle and radius Let us fix the point _ц" + ^ 
on the first circle and the point -и" +V1 -t-kt on the se­
cond. While the radius of the motionless circle turns left 
through 120° and 240° counterclockwise, the radius of the 
moving circle turns in the same sense but at twice the speed 
through 240° and 430° (or 120°), respectively. And so we 
obtain all the roots and г_
ъ } see fig. 10. The 
image of the unite circle stands for a Pascal's snail (not 




If the coefficients ia ,и/)и''' of the polynomial 
are real, then the roots ^ settle on the g. -plane 
depending on the sign of the discriminant I) as is shown on 
the fig. 11. 
Pig. 11. 
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ОСВЕЩЕНИЕ ПОВЕРХНОСТЕЙ, КДСПОИДНЫЕ ОСОБЕННОСТИ 
И ОТОБРАЖЕНИЯ ВИЕТА 
М.Рахула 
Р е з ю м е  
При освещении поверхности вдоль траекторий векторного 
поля на поверхности возникает стратификация. Тени при их 
проектировании на экран порождают каспоидные особенности, 
которые описываются с 
помощью инвариантов соответствующего 
дифференциального уравнения. Приводится ряд примеров. Осо­





930 (1991), 47-112. 
Уч. зап.Тартуск. ун-та, 
1991, 930, 97-112. 
О ПОДМНОГООБРАЗИЯХ С ПАРАЛЛЕЛЬНОЙ «УНДАМЕНШЬНОЙ 
ФОРМОЙ (s» 3) 
В.Мкрзоян 
Ереванский политехнический институт 
$1. Введение 
Одним *s значительных достижений в геометрии подмного­
образий за последние 17 лет является описание, всестороннее 
изучение и классификация подмногообразий с параллельной вто­
рой фундаментальной формой (ф.ф,) <X,Z в евклидовом прост­
ранстве £rv и пространствах постоянней кривизны. 
Подмногообразия с параллельной ф.ф. в впервые 
рассматривались в работах Хоух [28], Вилмса [37], Яно и 
Исихара [39], Сакамото [34], Валдена [38j, в которых изуча­
лись, в основном, локальное строение и гауссовы образы этих 
подмногообразий. Вскоре в работах Феруса [24-26] была уста­
новлена связь этого класса подмногообразий со стандартными 
погружениями симметрических R -пространств, которая при­
вела к их полной классификации [27]. В пространствах посто­
янной кривизны подмногообразия с параллельной ф.ф. изу­
чены в [9]; их классификацию дал Такеути [36]. 
Другим путем, более алгебраическим, эту же классифика­
цию Бакес и Рекцигел [19]. В более общих объемлющих прост­
ранствах подмногообразия с параллельной ф.ф. ои рассмат­
ривались в работах [31, 32], [35]. Таким образом, результа­
ты Феруса вызвали оживленный интерес и стимулировали даль­
нейшее изучение подмногообразий с параллельной ф.ф. ^ . 
Одновременно с этим возникла проблема изучения подмногооб­
разий с параллельной ф.ф. высшего порядка. Этой проблеме 
посвящены работы автора С10-15], в которых основное внима­
ние уделено общим свойствам, локальному строению, вопросам 
разложения в произведение, редукции коразмерности, доказа­
на их некомпахтность. Рассмотрены также некоторые частные 
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классы подмногообразий с параллельной ф.ф. гЦ и o-lf, Изу­
чен*« двуьярнмх подмногообразий с параллельной ф.ф. на­
чатое в С 7'] я [16, 17], завершается их перечислением в ра­
боте Лумисте [33. Цикл работ Лумисте [2, 4-6j заканчивается 
в Г29J полным описанием подмногообразий с параллельно* ф.ф. 
d-З и плоской нормальной связностью в Ел,. Классификация 
трехмерны]: подмногообразий с параллельной ф.ф. »-з в Е
п 
начата в [18] (при п - 5) и полностью завершена в [30]. Ги­
перповерхности с параллельной ф.ф. £*-$ (5> 3) изучил Ди­
лен как в Eh, (ем. L21] ), так и в пространстве постоянной 
кривизны С22J и дал их полное описание. 
В настоящей работе продолжаются исследования по под­
многообразиям с параллельной ф.ф. <*5 ( s ^  3) в Ец. Дока­
зано, что они являются локально симметрическими (в смысле 
внутренней геометрии), внутренне приводимыми (при условии 
полноты) и допускают вполне коммутирующее (в частности, па-
рал ел ьное) подрасслоение нормального расслоения. Последнее 
обстоятельство, с учетом результатов из [8], [14], значи­
тельно проясняет локальное строение этих подмногообразий. 
Впервые появляется в печати часть результатов из [12] (Тео­
рема 4.1 и теорема 4.2, исключая вторую часть утверждения 
2). 
§2. Основные формулы и определения 
Цусть М является Т- -мерным подмногообразием KV-
мерного евклидова пространства E<v Через < , > будем об­
означать скалярное произведение в ELa а через ^ - инду­
цированную на И метрику. На протяжении всей статьи 
j: (М) обозначает алгебру Ли касательных к М векторных во­
лей, aj* (MJ - модуль векторных полей, нереальных к М . 
Цусть V и V обозначают римановы связности на En, и М 
соответственно. Вторая фундаментальная форма (ф.ф.) <*-i под­
многообразия М определяется равенством 
для любых Х,уеХ(М), Известно, что <*-2- является били­
нейной симметрической формой, определенной наТ(М)х T ( M J  
(где Т(И) - касательное расслоение) со значениями в нор­
мальном расслоении Т (М). Для ^ е X (М) и X еЭЕщ) 
ПОЛОЖИМ rv , . ,TTl<f 
а л )  
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где - AfrX и V]( I обозначают касательную и нормальную 
компоненту соответственно. Известно, что А& и связаны 
формулой • ' 
Отсюда следует, что Afe является симметрическим линейным 
преобразованием (М). Оно называется вторым фундаменталь­
ным тензором, соответствующим нормальному векторному нолю 
В (2.1) нормальная компонента ^ от Vx {: опреде­
ляет в нормальном расслоении некоторую метрическую связность 
Vх называемую нормальной связностью. Нормальное векторное 
поле I называется параллельным, если V< | =0 для лю­
бого Хв X (М)' Как известно, тензор кривизны R связнос­
ти V, определяемый равенством 
*(x,y)Z-V XV^Z -К, VWf' 
и ф.ф. а_2 связаны между собой уравнением Гаусса 
<R (jc,y)z, U>= (^Uj, <Х2. (y,2)>-<ö<z(x,Z^«.2.(У, Uj> (2.2) 
для любых x,y,Z.(U€.3E (М). Ко вариантная производная 
второй ф.ф.<*2 в свзности ван-дер-Вардена-Бортолотти 7 
определяется равенством 
(^.*гНу,2) = (у,2) _0С2 (УЛ2Л 
где X/yiz€X (MJ, Известное уравнение Кодацци теперь мож­




Тензор кривизны R"1" связности V определяется равенст­
вом . , , 
где Х,уеЗб(М); ^еЭ6А(М). Тензоры R1" и Д| связаны 
между собой уравнением Риччи 
< ЙА(Х|У)| , V = fyj. (2.4) 
Если R40 то говорят, что нормальная связность подмно­
гообразия М плоская. 
Вектор средней кривизны Н- подмногообразия М опреде­
ляется формулой Н =^<х^. 
За подробностями о приведенных формулах, а также дру­
гих сведениях отсылаем к монографии Чена L20J. 
13* 
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§3. фундаментальные формы высшего порядка 
и связанные с ними объекты 
фундаментальные формы высших порядков подмногообразия 
М строятся следующим образом. Если s-ая ф.ф. СЦ 
> 2) уже построена, то o-$t1 получается по рекуррентной 
формуле 
для любых X, х1, - • • j xs б 3f f М J, где ковариантная произ­
водная в правой части определяется равенством 
(Vxas)|X4, •••,*,) = 7/ot, Ц , • »-
I * * , - * 1  
•с -1  
Отсюда следует, что ф.ф. (J ^  3 ) является i-линей-
ной формой, определенной на Т(М)* • • • х Т(М) ( s раз) 
со значениями в TL (Mj. Из уравнения Кодацци (2.3) следует 
также, что все они симметричные по первым трем аргументам. 
Пусть - некоторая ф.ф. четного порядка и пусть 
векторы &),•••, й-m- образуют ортонормированный базис 
касательного пространства ^  (М) в точке х t М. Тогда 
нормальный вектор 
% = ,  w  - %,  V  < з л >  
инвариантно определен. Если в (3.1) суммирования проводить 
в каком-либо другом порядке, то получим, очевидно, другой 
инвариантно определенный нормальный вектор, например 
1 = I>isН. S 1 '  ' ' lQ\>%)-
Линейная оболочка множества определенных таким образом нор­
мальных векторов образует некоторое подпространство (*s(°0b 
нормальном: пространстве (М). Считая, что А*3™ (я
ь
(х) - соmt 
в некоторой области на М, мы будем обозначать через <л
ь 
соответствующее подрасслоение в нормальном расслоении Т
х( MJL 
Если в (3.1) положить s-1, то получим, очевидно, вектор 
средней кривизны Н- Следовательно, cü/w 6?f(x) = 1 при 
Н
х 
f О. в силу симметричности ф.ф. по первым трем 
аргументам
-
. подпространство 6?(xj также одномерно и порож­
дается инвариантно определенным нормальным вектором ^ = 
- / I Очевидно, что если ф.ф. четных поряд­
ков! до порядка 3-) включительно, симметричны по всем ар­
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гументам, то все подпространства одномер­
ны. Действительно, в этом случае порядок,в котором произво­
дятся суммирования в (3.1), не имеет значения и дает сдан и 
тот же вектор. Например, для локально евклидовых подмного­
образий с плоской нормальной связностью ковариактные про­
изводные сводятся к частным производным; поэтому все ф.ф. 
будут симметричны по всем аргументам и для таких под­




Перейдем к построению нормальных пространств подмного­
образия М в данной точке х . При этом будем придержи­
ваться следующих обозначений: если ~ некоторое под­
пространство б (М), то Nx обозначает его ортогональ­
ное дополнение в 
Пусть Ps (х) (š ^  обозначает линейную оболочку мно­
жества нормальных векторов 
{«•$_*« (<1, - • , *54,11 Г * '»*!•! (М)>-
Полагая N4(x)=f>(a) определим вТ^(М) подпространст­
во N;+1(х) по рекуррентной формуле 
N5+4 (*) = р5н (х) Л (N, М® • •• • е Ns (Dt)/. 
Подпространство Ns(x) Cs^<) называется 5 -м нормаль­
ным пространством подмногообразия М в течке эс . Считая, 
что подпространства (*) и Ns (*) имеют в йекеторой области; 
на М постоянные размерности, будем обозначать через Р$ 
и N«, образуемые ими подрасслоения в нормальном расслое­
нии. 
Прямая сумма (М) ®1 N4 (л)Ф • •. © Ns (*) называется 
S-м соприкасающимся пространством подмногообразия М в 
точке х -
Пусть Q. обозначает V -мерное подрасслоение в 
Т
Х(М). Если для ^ е 36*1" (М) в любой точке хеМ имеем 
б QX; то мы будем писать Q Подрасслоение GL на­
зывается параллельным, если для любого (j б Q. ковариантная 
производная ^ для любого х € % ( М) также принад­
лежит Q. • 
Справедлива следующая 
Теорема 3.1. (Зрбахер [23] ). Пусть М является связ­
ным подмногообразием пространства постоянной кривизны /Ч 
и пусть Q * есть у-мерное параллельное подрасслоение 
нормального расслоения, такое, что N,cQ, Тогда суще­
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ствует (irv + V j-мерное (т. = <Д>п М) вподне геодезичес­
кое подмногообразие пространства М, содержа­
щее М . 
§4. Редукция коразмерности и некоторые свойства 
подмногообразий с параллельной ф.ф. 
Говорят, что ф.ф. оц подмногообразия М является 
параллельной (ковариантно постоянной), если -О для 
любого х е X (М) ищ, что равносильно, 
?х ,•••!*$)= £2Ä5 ' (4.1) 
для любых Xj x t )  • •. ) x i  е. эс (М) или, что также равно­
сильно, <xs<.( = О. 
Из равенства (4.1) непосредственно следует 
Лемма 4.1. Если подмногообразие М в En, имеет па­
раллельную ф.ф. £х& (& ^ 2.); то подрасслоение Ps. ^ , слои 
которого являются линейными оболочками множества нормальных 
векторов оц (зц,. •., х5 ), параллельно в нормальном рас­
слоении,, 
Следующая теорема позволяет понижать коразмерность 
подмногообразия с параллельной ф.ф. ds, 
Теорема 4.1. Если ф.ф. подмногообразия М в 
параллельна, то М содержится в своем (S-<)-M соприкаса­
ющемся пространстве. 
Доказательство. Пусть • • -Ф . Тогда из 
цепочки равенств _ 
V1 Лг) = "-i. (Vy ,x1) + ot1. Vv Хг ) 4-tX) (а.^ ( 
Хз 3 J 
V^0LH (VXs3C, + 
4- d.S-4 (*4 J ... , t (^•"|Jls.|,*s) 
и из (4,.I) следует, что подрасслоение параллельно 
в нормальном расслоении. Тая как N,c , то, полагая 
в теореме 3.1 Q= К5-/| получим, что М содержится в 
своем (S-f)-M соприкасающемся пространстве. Теорема дока­
зана. 
Пусть h, - компоненты ф.ф. с*-2 в некотором адаптиро­
ванном к М ортонормрепере , •• • г
я
ц j " • > tn, ) j 
здесь индексы пробегают следующие значения 
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Компоненты Нц,,. ф.ф. &•<, (>> *) определяются в выбран­
ном выше репере, очевидно, формулой _ <*. 
. =7 if- . =,. . = V- Ч- •• -V. Ы > 
ЧЬ''' S -1S ~ S Ц li' • • 4 S-1 ь Ч L3 
где V-L = Vt, , Условие параллельности oi-s равносильно ус­
л о в и ю  V .  I f . = 0 .  _  
_ *- ч > I ,л I Ч 1 j Ц ч 
функцию <0(.!>> = К; . . . V h* I где \\, -
ov - Д;?"- - ' .• V " • -
, будем называть квадратом длины ф.ф. сЦ, 
Ниже, при доказательстве теоремы 4.2, мы будем приме­
нять оператор д' = сГ
1^  ^ символ, Кронекера), ко­
торый в отличие от операторе Лапласа Д = , назовем 
обобщенным оператором Лапласа. Если j - дифференцируемая 
функция на подмногообразии М, то легко видеть, что Д j -
- Af- Однако, действие этих операторов на тензорные поля 
может привести к различным результатам. 
Теорема 4.2. Пусть М - подмногообразие в Е.^ с не­
нулевой параллельной ф.ф. ot5 i5> >>. L Тогда 
1) < >i= corvoi (f 0) I > * 
2) M некомпактно и является внутренне локально сим­
метрическим, т.е. vR а О. 
Доказательство. В силу параллельности имеем, 
~ i" ~- ~ I — Й ' ' • Ц IÄ — , i, ••• Li 
1<ск^> =yx\...L-^ 1.hL]„.is-Vx hÄ =-0 
для любого X£ Э£ (M). Следовательно, <<*z> - соллЬ^ при­
чем <c*-s>"i О, так как из < °Ч > -О Следует <л.$ ~0, 
что противоречит условию теоремы. Далее путем прямого при­
менения оператора й к функции < °4-i > , получим 
-1 д o"N i VL V, hL|... L.b„,) • (4i2) 
Если ф.ф. .4S параллельна, то первое слагаемое в правой 
части (4.2) равно нулю и мы имеем 
^'<^>^<*4^ (4.3) 
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Пусть <"«-4-, > = Тогда из (4.3) имеем <=ч> -О 
и, следовательно, -О, что противоречит условию теоре­
мы. Итак, <сХ<;-,> * и утверждение I) доказано. 
Далее из (4.3) следует, что А <°Ч-!> > О. Если М 
компактно, то, согласно лемме Хопфа ([20], с. II), будем 
иметь <а > s coi-vrt, что противоречит утверждению I). 
Следовательно, М некомпактно. Если в (2.2) положить 
юз 
X = i у ж Ü.J ! z = bjt, I сл. - TO получим 
.Rtja 
где - компоненты тензора кривизны R - Непосред­
ственной проверкой, с учетом параллельности as, легко убе­
диться, что {£$> - 3 )-я ков&рижнтная производная \JXS 
равна £1. Теперь вторая часть утверждения 2) следует из сле­
дующего результаты Номидзу и Одзеки: для любого риманова 
многообразия М с тензором кривизны к условие V^R-O 
для некоторого к >1 влечет VR-0 (см. LI], стр. 279). 
Теорема, доказана. 
Замечание 4.1. Так как условие 7«.2 - О такте влечет 
vR = õ) то мы доказали, таким образом, что внутренняя гео­
метрия подмногообразий с параллельной ф.ф. <x.s (S>2) являет­
ся геометрией локально симметрического риманова пространст­
ва. 
Замечание 4.2. Если М - компактное подмногообразие, 
то из параллельности ф.ф. оц следует параллельность as . 
Действительно, из (4.3) следует л'<<хи по лем­
ме Хопфа >z = oorvs-6. Тогда A'<<*4_1> = О и из 
(4.3) получаем as - О. Следовательно, ф.ф. сх$_ 1 парал­
лельна. Продолжая этот процесс, получим ос4 = ocs_1 = -.. = с(3-
- О, что и требовалось. 
Согласно утверждению I) теоремы 4.2, условие параллель­
ности влечет <ols-< >г = co^ i, При этом <*.$ = 0 
и ф.ф. также параллельна. Верна и обратное: если оц 
параллельна и <^$-1 >г= cvrv-st, то <х.5-1 _параллель-
на. Действительно, если = соплЬ и =о, то 
= О( как это было доказано в ходе доказательства ут­
верждения I) теоремы 4.2. Так как as = —i , то 4o s^,4-üJ 
что и требовалось. Итак, справедлива следующая 
Лемма 4.2. Для того, чтобы ф.ф. л4-_^ (ь ,> Ъ) подмного­
образия была параллельной, необходимо и достаточно выполне­
ние следующих условий: 
(1) <ctj.,,>*•= САЭ^ ', 
(2) Vd.s г О, 
Эта лемма показывает, что все ш,-мерные подмногообра­
зия с 
л 
- 0 включаются в класс гуъ-мерных подмного­
образий с - 0 и характеризуются в нем условием г 
= coioji. -
Риманово многообразие М с римановой связностью V  
называется приводимым, если на нем существуют попарно впол­
не ортогональные распределения Д1,. •
1
, ; параллель­
ные в связности V и такие, чтоТдСМ^д (эс)Ф-• ^(х) 
в любой точке х € М. Если на М таких распределений нет, 
то говорят о неприводимости М, Если М - подмногообра­
зие в En, с римановой связностью V, то при выполнении 
аналогичных условий будем говорить о внутренней приводимо­
сти М, а в противном случае - о внутренней неприводимости. 
Справедлива следующая 
Демма 4.3. (Номидзу, ОдзекиСЗЗ]). Цусть М является 
полным неприводимым римановым многообразием и цусть К -
произвольное тензорное поле на М * Если р. -я ко вариант­
ная производная равна нулю для некоторого а ^  то 
7К = 0. 
Следующая лемма характеризует полные внутренне неприво­
димые подмногообразия с fa.s =0(s> Ъ ) в Ен. 
Лемма 4.4. Пусть М является полным внутренне непри­
водимым подмногообразием в Е
а
. Тогда условие Vc(s = 0 
(S >, Ъ ) влечет Рг«.2г0. _ 
Доказательства. Если = 0, то для тензорного поля 
К с компонентами 
имеем 73К 5 = 0. Отсюда, в силу леммы 4.3, получаем 
Vk(S)= О т.е. КЛ = о для любого X fe 36(М/Тогда 
а<»5-1 >*- V*<v7 x(£ K<V)  =  £  V , , 0  
и Следовательно, оЦ - Vo<.s_ 7 =0 
по лемме 4.2. Точно также получаем • - 0.3 =с). 
т.е. Vc*-2 -О. 
Лемма доказана. 
Следствие 4.1.. Всякое полное подмногообразие М с 
ненулевой параллельной ф.ф. <xs (S ^  Ъ) является внутренне 
приводимым. 
Следствие 4.2. Всякое полное двумерное подмногообразие 
с ненулевой параллельной ф.ф. (% ;> 3; является локально 
евклидовым. 
1 4  
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§5. Структура нормального расслоения подмногообразия 
с параллельной ф.ф. 
Прежде чем перейти к изучению нормального расслоения 
подмногообразия с параллельной ф.ф. dus , напомним некоторые 
определения, необходимые в дальнейшем. 
Нормальное векторное поле \ к подмногообразию М на­
зывается комифтирующим, если 1Л| - О для любого 
Т,£ Z (М), Из (2.4) следует, что равносильным условием яв­
ляется слеедующее: Н?х(Эм^) \ -О для любых Хи £ Эё (М). 
Другим равносильным условием является_условие % 
которое следует из тождества 
Примером коммутирующего нормального векторного поля является 
произвольное параллельное нормальное векторное поле. Подрас­
слоение Q нормального расслоения называется коммутирующим, 
если для любого £ € Q. и любых X, Ц € -ЭЕ (М1 имеем 
Rx(x,y) ^ 6 О., Йэ уравнения Риччи (2.4) следует, что это 
условие равносильно условию СА^Ац] для любого^ eft -и для 
любого ii. Q\ Каждое параллельное подрасслоение Q яв­
ляется тшсже коммутирующим [14]. Если для любого ^  6 Q. 
имеем R-L(i,y)|=0 для любых х,у 6 ЗЕ (М), то Q 
называется вполне коммутирующим подрасслоением. Параллельное 
подрасслоение Q. нормального расслоения, в котором инду­
цируется плоская связность, является примером вполне комму­
тирующего подрасслоения С14]. Однако, связность во вполне 
коммутирующем подрасслоении в общем случае не обязана быть 
плоской. 
Известно, что вектор средней кривизны подмногообразия с 
параллельной ф.ф. <*-2, параллелен в нормальном расслоении 
[25], а вектор средней кривизны подмногообразия с параллель­
ной ф.ф. <х3 является коммутирующим [14]. В общем случае 
справедлива следующая 
Теорема 5.2. Если ф.ф. четного порядка <*.2S(s» О 
подмногообразия М является параллельной, то подрасслое­
ние G.s нормального расслоения Тл (М) 'Параллельной в 
нем индуцируется плоская нормальная связность. Если же па-
раллельн£1 ф.ф. нечетного порядка -и i то подрасслоение 
является вполне коммутирующим. 
Доказательство теоремы опирается на следующие две леммы, 
имеющие также самостоятельное значение. 
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Лемма 5.1. Пусть Cti - компоненты некоторой билиней­
ной формы С, определенной на Т(М)хТ(М) со значени­
ями в Т
4- (М), в адаптированном к М поле ортонормрепера 
,^я\, ) • • •» 2-  )• Если форма С параллельна в 
связности .V, то нормальное векторное поле | -= где 
I"*-- С j у ', параллельно в нормальном расслоении. 
Доказательство.. Параллельность форма С равносильна 
тоцу, чтр 
А 
«• г. х Z С°» u> («k.) = О, 
^k.(Ct;).+ W;"p v }^ 4l J „ U. 
где ivJ » - uj5> _ _ /п* обозначают 4 -формы для V и у 
^ J ' X" "* '.Р rV < 
соответственно. Свертывая левую часть этого равенства с о 
будем иметь {, , rLi £. <-ч, 
e « , ( ( ч )  -  С
г ] ( « О  ^ J  -  с а ö  J = ö -
Так как сумма третьего и четвертого .слагаемых в левой части 
равна О, то мы получаем It*) + у Юр =0, что и тре­
бовалось. 
Лемма доказана. ^ ^ 
Лемма 5.2. Пусть C^j как и в лемме 5.1. Если V^V^Qr 






Доказательство. Из тождества Риччи для С. , с учетом 
условия леммы, непосредственно получаем ' 
где - компоненты тензора кривизны R4'- Свертывая левую 
часть этого равенства с $ J и учитывая, что сумма первых 
двух слагаемых равна 0, получим RK(,p у -О. Это и есть 
условие коммутируемости векторного поля % • Лемма доказана. 
^ Докаэательство_теоремы_5
д
2. Цусть Vcx2S =о и пусть 
С Lj в лемме 5.1 получаются из компонент ф.ф. 
ov2s путем свертывания в произвольном порядке 2.S-2. ниж­
них индексов с символами Кронекера. Тогда = о и на 
основании леммы 5.1 получаем, что все нормальные векторные 
поля, порождающие , параллельны. Тогда и Сг5 является 
паралллельным подрасслоением нормального расслоения (fvlj 
и связность в Grs плоская. Это доказывает первое утверж­
дение теоремы. _ 
Пусть теперь V»2s+j( - О и пусть иу _ в_ лемме 5.2 
получаются из ; 
а
. , ^ как и выше. Тогда VKfy Cf. = о 
и, следовательно, vt] Су =0, На основании леммы 5.2 
заключаем, что все нормальные векторные поля, порождающие 
Hs , являются коммутирующими. Следовательно, <*s - впол­
14* 
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не коммутирующее подрасслоение. Теорема доказана. _ 
Параллельность вектора средней кривизны Н при 
= 0 или коммутируемость И- при"*7<Лз=0 очевидно, являются 
частными случаями теоремы 5.2 при sm. 
Знание размерности подрасслоения <*s в некоторых слу­
чаях может заключать в себе важную информацию. Действительно, 
справедлива следующая 
Теорема 5.3. Цусть ф.ф. подмногообразия М 
М - т.) в En. является параллельной. Тогда при 
Лет, - п-т, или tfU.no. ci, ^  rv-т.-1 нормальная 
связность плоская. 
Доказательство. Так как Vou, 4=0, то подрасслоение 
(xs является вполне коммутирующим по теореме 5.2, т.е. 
С Afr . А^1-0для любого ^  е 6-5 и любого г^е (М). Если 
с(уиАб.4=п,'игг то (л с, совпадает с нормальным расслоением 
~
А(М), Тогда [А^,А^]=о для любых Jj, и нормаль­
ная связность плоская. Если ftivtv rv-wv-i 
то 
di.,* üt -1 и 
[Ал A,j,J - о для любого $ б <*s и любого и» 
= Cq. Тогда САс,А^] = 0 для любых ^ ^ (М) и 
нормальная связность плоская. Теорема доказана. 
Замечание. В теореме 5.3 случай (т.е. 
Vcvj^ - О) не исключается. В этом случае подрасслоение 
является параллельным и в нем индуцируется плоская нормаль­
ная связность (теорема 5.2). Из §3 известно, что clinx 5 
tUiTv &.2_ ;< 1. При достаточно высокой коразмерности под­
многообразия и при s >, 3 максимальное число линейно не­
зависимых нормальных векторов вида (3.1), порождающих 61., 
как нетрудно подсчитать, может быть равно 
А - Us-3),'(s-H) 
Э-.1*-М*-г)(ь-3)! 
Следовательно, при iг-гч>© справедлива оценка 
Из теоремы 5.3 следует, что если -*» О 
и коразмерность подмногообразия М равна 2, то нормальная 
связность всегда плоская. 
Из теоремы 5.2 следует, что подмногообразия с параллель­
ной ф.ф. o-s включаются в класс подмногообразий с вполне 
коммутирующим (в частности, параллельным с плоской связностью 
Ч*- ) нормальным векторным подрасслоением. Следовательно, к 
ним могут быть применены результаты о локальном строении под­
многообразия с вполне коммутирующим подрасслоением нормально­
го расслоения, полученные автором в LI4], а в частном случае 
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Луадсте и Чакмазяном [8]. 
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OH SUBMANIFOLDS WITH PARALLEL FUNDAMENTAL FORM 
' V.Mirzoyan 
S u m m a r y  
The fundamental form 0^ ($ > 2) of the submanifold 
M in a Euclidean space tfa (or space of constant curva­
ture) is defined by <X.^ = Vs'zc(^, where V is the operator 
of covarlant differentiation in van der Waerden-Bortolotti 
connection and Is the second fundamental form. 
The submanifolds with parallel fundamental form 
с 0) are investigated. It is proved that they lie in 
their osculating space of order <4 -1 (Theorem 4.1), are lo­
cally symmetric (in the sense of inner geometry), and if 
£X.S t 0, j ) ), then noncompact (Theorem 4.2). If N is 
compact or complete and intrisically irreducible then V<*,$ = 0 
(b >, 2>) yields 0 (Lemma 4.4)» The last result gives 
that every two-dimensional M in Ей. with parallel 
(s >/ Ъ ) is locally euclidean. For the normal vector bundle 
of a submanifold M with parallel there is proved 
that locally it admits a parallel normal subbundle with flat 
normal connection (if S =2-v ) or a totally commutating 
normal subbundle (if &=2т- + 4 ), which are determined by 
(Theorem 5.2). They are noncompact, locally symmetric 
(in sense of inner geometry) and admit a parallel normal sub-
bundle with flat normal connection (if 5 = 5,-v ) or totally 
commutiving normal subbundle (if S = 2*v 1-/l ) in natural way. 
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ПОДМНОГООБРАЗИЯ С ПОЛУПАРАЛЛЕЛЬНЫМ ТЕНЗОРОМ РИЧЧИ 
В.Мирзоян 
Ереванский политехнический институт 
§1. Введение 
В 1920-ых годах П.А.Широков и Э.Картан откршги и изучи­
ли класс локально симметрических римановых пространств, ха­
рактеризующийся условием VR = 0 на тензор кривизны R. Ус­
ловия интегрируемости этой системы R(Х,У)•R-О успешно 
применялись в теории геодезических отображений римановых 
пространств Н.С.Синюковым L9], который назвал римановы про­
странства, удовлетворяющие этому условию, полусимметрически­
ми. Важная роль полусимметрических римановых пространств в 
теории относительности была выяснена в работах В.Р.Кайгоро-
дова 
[ 1,2]. Используя тройные системы Ли П.И.Ковалев С 4] дал 
алгебраическую трактовку условия R (Х(У) • R - О, Полную 
классификацию полусимметрических римановых пространств дал 
З.Сабо [20]. 
Параллельно с изучением полусимметрических римановых 
пространств стали рассматриваться подмногообразия евклидовых 
пространств, имеющие внутреннюю геометрию полусимметрическо­
го риманова пространства. В этом направлении исследования 
начались с 
рассмотрения гиперповерхностей CI7J. Классифика­
ция таких гиперповерхностей в евклидовом пространстве £
а 
дана З.Сабо [21]. Недавно был открыт новый класс подмногооб­
разий с внутренней геометрией полусимметрического риманова 
пространства - это так называемые полусимметрические подмно­
гообразия, характеризующиеся условием на вто­
рую фундаментальную форму <х.
г
, где R(3L,y) - оператор 
кривизны связности ван-дер-Вардена-Вортолотти. Такие поверх­
ности и гиперповерхности в £„, классифицировал Депри 
Cil,12]. Полная классификация и геометрическое описание по­
лусимметрических подмногообразий с плоской нормальной сляз-
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ностью в Вц дана в работах Ю.ГЛумисте С5,6] (см. также 
Г13,15]). 
Подмногообразия, удовлетворяющие условию R(X,y)-R=Oy 
естественным образом включаются в класс подмногообразий, 
характеризующийся условием ^(Х,У)-К =0 где К -тен­
зор Риччи. Гиперповерхности, удовлетворяющие этому условию, 
рассматривали Ш.Танно [22J и К.Секигава [19]. В [22Jдоказа­
но, что ее.™ связная полная гиперповерхность N1 в 
имеет положтельцую скалярную кривизну, полупараллельный 
тензор Риччи и 
ее типовое число fc-(x) (равное рангу второго 
фундаментаиьного тензора в X ) по крайней мере в одной 
точке X не меньше 3, то М имеет вид SKxEm._k;, Если 
fc. (эс) = z по крайней мере в одной точке х и скалярная 
кривизна есть положительная константа, то гиперповерхность 
имеет вид S2"* £m,-z, Рассмотрен также случай компакт­
ной гиперповерхности. В t19J доказано, что если полная ги­
перповерхность с полупараллельным тензором Риччи в 
имеет типовое число 
к. (эс)> ъ, где к (х) нечетно, или %(*)> 
> 2"i /3 по крайней мере в одной точке X, то она имеет вид 
&*•* . 
Настоящая работа посвящена подмногообразиям удовлетво­
ряющим условию ЯС£,У) • К = 0 и имеющим нулевой индекс 
дефектности. Доказаны структурные теоремы о внутренней при­
водимости, о разложении в произведение в случае плоской 
нормальной связности. Доказаны также структурные теоремы 
для подмногообразий, удовлетворяющих условиям R(X,yj-R-0 
и R (Х.УМг, -О. 
§2. Основные определения и формулы 
Цусть М является щ -мерным подмногообразием п.-мер­
ного евклидова пространства £
п
- Через < , > будем обо­
значать скалярное произведение^ Е
а
, а через |-индуциро­
ванную на М метрику. Цусть V и V - римановы связнос­
ти на Ед. и М соответственно. Вторая фундаментальная фор­
ма (ф.ф.) «z. определяется равенством У; 
где Х,У - касательные к М векторные поля. является 
билинейной симметрической формой, определенной mTfMjxT(M) 
(гдеТ(М) - касательное расслоение), со значениями в нор­
мальном расслоении (MX Если <&£=. О, то М называется 
вполне геодезическим подмногообразием. Для ковариантной про­
изводной 73Л нормального к М векторного поля $ имеет 
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место разложение Vx$ = -Ас[Х) > ^ где -Д, (X) и обо­
значают касательную й нормальную компоненты соответственно. 
и о-1 связаны между собой формулой 
Следовательно, в каждой точке хб М для каждого векто­
ра ^ с (М) является симметрическим линейным преобра­
зованием касательного пространства TX(MJ, Ддя нормального 
векторного поля £ получается поле второго фундаменталь­
ного тензора соответствующее 6, Нормальная компо­
нента V* £ от определяет в Тнекоторую метри­
ческую связность Vf называемую нормальной связностью. 
Если £ = о для любого касательного векторного поля Х/ 
то 4 называется параллельным нормальным векторным полем. 
Тензоры кривизны R и R1 связностей V и Vх- опреде­
ляются, соответственно, равенствами 
ЖЗС,У)2 =rva,vy]z-?a^ , 
Есж R1 = О, то говорят о подмногообразии с плоской 
нормальной связностью. Ковариантная производная ф.ф. 04, в 
связности V ван-дер-Вардена-Бортолотти определяется фор­
мулой 
где X У- касательные к IM векторные поля. Тензоры ß 
R1| и ф.ф. <*2. удовлетворяют следующим уравнениям 
<R{.xlyz)w> =«**CJC,wj,«z(y/Zj>-<0|z(i(z;;c(2(y/w)>; (2.1) 
< «Аеад4 л > = f (£А^ х, У;, (2.^ 
где Х,У 2,W - произвольные касательные, а £, ^ - произ­
вольные нормальные к М векторные поля. Эти уравнения на­
зываются уравнениями Гаусса, Кодацци и Риччи соответственно. 
Нормальное векторное поле ^ называется коммутирую­
щим, если СА£ ( = о для любого нормального векторного 
поля L73. Из (2.2) следует, что коммутируемость £ рав­
носильна условию: =0 для любых касательных полей 
Х(У. Если А^ = >1 где Х-некоторая функция, а I - тож­
дественное преобразование, то подмногообразие М называется 
омбилическим относительно ^ . Вектор средней кривизны Н 
определяется равенством Н=Н<х.2, Если Ah =xl то М на­
зывается псевдоомбилическим подмногообразием. 
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§3. Подмногообразия с полупараллельным тензором Риччи 
Пусть <Ц|
С 
обозначают компоненты тензора кривизны R 
подмногообразия М в некотором адаптированном ортонорм-
б а з и с е  • • • ,  < m , J ,  г д е  I , - 4 / " - 1  
Тогда компоненты Ку тензора Риччи К определяются, как 
известно, равенством K-Cj = i <f k ) где <fh - символ 
Кронекера. Так как Kij=kjt, то К мы будем рассматривать 




(М), которое на касательный вектор X? 





К тензора К определяется 
следующим равенством 
(VyK)(Z) = Vy K(Z)-K(VyZ). (3.1) 
Если Vtj К =0 для любого касательного векторного по­
ля У, то говорят, что тензор Риччи К является параллель­
ным или ковариантно постоянным. 
Вторая ковариантная производная тензора К определяет­
ся равенством , , „ ui71 
ад к Kž) И5Л к(И-%к<ад -V ка> 
(V^ Zj + К (V^ yZ ) + К (^ Zj. 
Путем непосредственного вычисления, с учетом того, что связ­
ность 7 имеет нулевое кручение, т.е. ^ У-Р
у
Х-[Х|УЗ) 
получаем следующее тождество Риччи для К : 
ivxvy K)(;7)-(vuvxKj(z;=ß(x,y; Ktzj-KC^tX/yjz). 0.2) 
Определение. Будем говорить, что тензор Риччи К под­
многообразия М является полупараллельным, если V-ц '7у К = 
= 
V VjK дая любых касательных к М векторных полей Х( У, 
Из (3.2) следует, что К является полупараллельным 
тогда и только тогда, когда 
K(ß(X,y)Z) = l?(X,y)K(Z) (3.3) 
для любых Х,У;2, т.е. когда тензор Риччи К коммутирует 
со всеми операторами кривизны {?(-Х,У). Это обстоятельство 
имеет важные следствия, которые мы сформулируем и докажем в 
виде лемм. 
Лемма 3.1. Пусть М - подмногообразие в Е
п 
с полу­
параллельным тензором Риччи К. Тогда собственные распреде­
ления этого тензора 
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: x е М -#-А^(л)={ХбТ
л
(М)) 
инварианты относительно операторов кривизны R(X,yX 
Доказательство. Действительно, если Z-СД^, то К (Z)s 
-^Z и мы имеем •" 
К {R  (х, У J г )  = R (Dc,yj к (z) 
Следовательно, 1?(Х(У}2бД^ для любых Х(У, что и доказы­
вает инвариантность Д^ относительно операторов R (3ty)JIeMMa 
доказана. *, •:. -
В следующей лемме обозначают векторы из 
Ау(х)1ч>1'Х1... a 4t..f ,1V. 
Лемма 3.2. Цусть выполняются условия леммы 3.1. Тогда 
R (Ху) Ъ% - О, если хотя бы два индекса принимают раз­
личные значения. 
Доказательство. Так как подпространства Д^(*) и 4<^ (3V 
при «f f ^  попарно вполне ортогональны (как подпространст­
ва собственных векторов симметрического тензора), то для 
любых Х( У имеем 
Следовательно, R (Х^У^Х ,= Q при f ff. Применяя первое 
тождество Бианки, получим R ) 2^ - - R (, 2^)Ху -
-R при ч/ff. Таким образом, (? (3Ctfjy^)Zy'='0» 
если хотя бы два индекса принимают неравные значения. Лемма 
доказана'. 
Замечание 3.1. Утверждения лемм 3.1 и 3.2 справедливы 
для произвольного риманова многообразия, на котором задано 
поле симметрического эндоморфизма А касательного рассло­
ения, удовлетворяющее условию полупараллельности 
Действительно, при доказательстве этих лемм мы пользовались 
только 
этим условием. 
Лемма 3.3. Цусть выполняются условия леммы 3.1 и пусть 
нормальная связность подмногообразия М плоская. Тогда 
распределения А^> сопряжены относительно ф.ф. т.т. 
а2Я|У)=0 для любого и любого Уе.Дч> при if ф у, 
Доказательство. Пусть h-• - компоненты ф.ф. в ор-
т о н о р м б а з и с е  =  т , м , п .  




- компоненты вектора средней кривизны Так как 
нормальная связность плоская, то все матрицы fhy) некоторым 
ортогональным преобразованием могут быть одновременно приве­
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ч =£ С НХ - ft ' 5"lJ . (3.5) 
. *. J 
Отсюда следует, что матрица (Ki,j) также имеет диагональ­
ный вид с диагональными элементами L-H°^ - (7- Г] . Сле­
довательно , матрица (Kij) коммутирует со всеми матрицами 
(h^j) в любом базисе. Это означает, что тензор Риччи К 
компилирует со всеми вторыми фундаментальными тензорами А^, 
т. е. К - Ar - Al • i<. Если теперь XcAf, то К (А, (X)) = 
= Au (К (ОСЗ) - Аь l?^) - ?f ^  ^ (X) и, следовательно ,-
А^(ЗС)ьД^,Дусть Ус Ау, причем у f vf. Тогда, в силу орто­
гональности подпространств Д Y (х) и (х); будем иметь 
< I > = й (Au Так как ^ про­
извольно, то сх^л.. У) = 0. Лемма доказана. 
В дальнейшем нам понадобятся некоторые конструкции и 
результаты, принадлежащие З.Сабо C20J. 
Пусть М - риманово многообразие с римановой связно­
стью V и тензором кривизны R. В линейном пространстве 
всех кососимметрических линейных операторов Т* (|V/) —(М) 
рассмотрим линейное подпространство h)l| натянутое на Кх0-,У)у 
где ), а. ~ фиксированная точка в М } т.е. hx = 
= $|гйл ЙЭДО.Для и Rt (Z W) из Ь.г определим ком­
мутатор по фор(^уле 
CRx(X|y)|ß(Z|W)J = ßAU,y).ßxlZ>0'Rx(ZW>^(:X^(3.6) 
Обозначим через алгебру Ли, порожденную множеством 
и пусть Р
х 
- связная подгруппа группы изометрий в (М); 
определенная алгеброй Ли hx. Эта подгруппа называется 
примитивной группой голономии в точке jl. Пусть 
tjM)^l0)+... + vf (3.7) 
является неприводимым разложением пространства (М) от­
носительно Подпространства V^' инварианты относитель­
но и попарно вполне ортогональны. Более тоги, 1^, дейст­
вует на V3°J тривиально, а на неприводимо. Раз­
ложение (3.7) называется V -разложением пространства!* 1^). 
Теорема 3.1. (Сабо 3. [20]). На римановом многообразии 
М существует всюду плотное открытое множество С\, на ко­
тором размерности подпространств постоянны, разложе­
ние (3.7) единственно с точностью до порядка прямых слагае­
мых, а соответствующие распределения V1*1 на & обладают 
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следующими свойствами: , . . 
V^wc Vм tv,ev-'«'c Y% W ,ИС Y * Yf 
fay® S Vй' ?v.(T)Vl!JcV®T#$,t,f'0, 
где V "^означает, что для любого Хе V"(X) и любо­
го У в V"c?) вектор (У
Х
У V' принадлежит 1^. ^ 
Замечание 3.2. В (3.7) подпространство % - это, так 
называемое, пространство дефектности многообразия М в точ­
ке Xj которое было определено и изучено Чженем и Кейпером 
СЮ]. По определению, 1^ R(X,"У)Z = О для любых 
.ХУеТ
х
(М)>. Если учесть свойства тензора R, то легко 
получить, что "V C^ = {X<L(M)' R(X1^ J=0 для любого У (ЮХ 
Размерность у-
х 
- <U>v"V (^o) называется индексом дефектности 
многообразия М в точке х. Из теоремы 3.1 следует, что 
если м =о на &, то 
[7v-(T)V"l!) с ; т Ф <5, (3.8) 
и распределения "V параллельны в связности 17 . 
Продолжим изучение подмногообразия М с полупарал­
лельным тензором Риччи К в евклидовом пространстве Е^,. 
Пусть Д^Дз-)- некоторое подпространство собственных век­
торов тензора К. Из леммы 3.1 следует, что (?(Х (^У^)д^(:^с 
9 где i е Д^х^а из леммы 3.2 получаем, что 
эндоморфизмы К(Х( ,У*) действует на f? тривиальным 
образом. Точно так же, как и выше, получается линейное под­
пространство Sp^Vv. Я (Х^. У^) в линейном простран­
стве всех кососимметрических эндоморфизмов Обоз­
начим через алгебру Ли, порожденную множеством от­
носительно скобочной операции (3.6). Она будет подалгеброй 
алгебры Ли hx .„Следовательно, является прямой суммой 
своих подалгебр , Тогда примитивная группа голономии fi. 
приводима и имеет место разложение 
ß --p^Vpto, ... х Р_Ы 
-х. j. jl / 
где ^ч') - связная, подгруппа группы изометрий в Д^(х), опре­
деленная алгеброй Щ Подгруппа действует на (х), 
V Ф- ч? j тривиально, а на она, вообще говоря, может 
быть приводимой. Пусть 
л / >. ЛГ л/Hf.« q/-K,sJ . 
Л^ ( x j -  V/ ' + \ t ••••*-vx * 





(М) = v*0) + s<> + 
, 1 -|/"i'vis"'l 
_,0J ,(30-9) 
будет /'/"-разложением пространства где *VX - "\Q 
... + ^ V>. Если подмногообразие М имеет нулевой ин­
декс дефектности в области G,, определенной теоремой 3.1, 
то в этой области Л/^с)- нулевое подпространство, а V 
параллельны в связности V в силу включений (3.8). Тогда 
и параллельны в связности V и, следовательно, инво-
лютивны и геодезичны, т.е. их интегральные многообразия 
вполне геодезичны в М. Из леммы 3.2 следует, что тензор 
кривизны интегрального многообразия является ог­
раничением на тензора кривизны R . Тогда и тензор 
Риччи К< для будет ограничением тензора Риччи К- Так 
как на М ^ имеет единственное собственное значение fa, то 
К^= ?<<i. Следовательно, К**- = Р*РС;У) 
для любьх касательных к векторных полей 0Cf У что рав­
носильно полупараллельности К
1*, Таким образом, как под­
многообразие в Е
п 
также имеет полупараллельный тензор Рич­
чи. При этом oCun 2. ДЛЯ любого <f( ибо в противном 
случае индекс дефектности подмногообразия М был бы отли­
чен от нуля. Очевидно, что каждое также имеет нулевой 
индекс дефектности, ибо в противном случае, если индекс де­
фектности какого-либо 
отличен от нуля, подмногообразие 
М также будет иметь ненулевой индекс дефектности. Сле­
довательно, справедлива 
Теорема 3.2. Цусть М - подмногообразие с полупарал­
лельным тензором Риччи К в евклидовом пространстве Еу\, и 
с нулевым индексом дефектности в каждой точке. Тогда в не­
которой области на М собственные распределения Д
Л)'--/ДП, 
тензора К параллельны в связности V и, следовательно, 
инволютивны и их интегральные многообразия 
вполне геодезичны в М. При этом каждое М ^ как подмного­
образие в Ea имеет полупараллельный тензор Риччи, пропор­
циональный метрическое тензору, нулевой индекс дефектности 
и cUm 2. для любого 
Замечание 3.3. Легко проверить, что если Vx - прост­
ранство дефектности подмногообразия  в то^ке X и 
Хе , то К(X) = О,Отсюда следует, что , где 
обозначает подпространство собственных векторов тензора К, 
отвечаюух нулевому собственному значению. Следовательно, 
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если vA«vj К « tv(iw * Alm MJ 
в 
каждой точке зсб My то под­
многообразие М имеет нулевой индекс дефектности. Если на­
писать V-разложение Д^ и учесть включение из теоремы 
3.1, легко видеть, что распределение Д(0> является геодези­
ческим, т.е. его интегральное многообразие вполне геодезич-
но в М (при условии полупараллельности К ). 
Пусть выполняются условия теоремы 3.2 и пусть нормаль­
ная связность подмногообразия М является плоской. Тогда 
распределения А</ сопряжены относительно второй ф.ф. cCz 
(лемма 3.3) и так как они параллельны в связности V , то 
выполняются условия основной леммы Мура [161. Следовательно, 
М является произведением интегральных многообразий IM ^  
(это значит, что каждое содержится в некотором подпрост-
ранвсте пространства ELK и любые два подпространства 
£
п<^  и вполне ортогональны в Ец). Покажем, что 
каждое М"' в также имеет плоскую нормальную связность. 
Действительно, так как М имеет плоскую нормальную связ­
ность, то все вторые фундаментальные тензоры коммутиру­
ют между собой (это следует из уравнения Риччи (2.3)). В хо­
де доказательства леммы 3.3 было доказано, что (х) инва­
риантны относительно тензоров Да. Поэтому в каждом под­
пространстве 4у(*) мы можем ортонормбазис выбрать так, чтобы 
матрицы всех тензоров имели диагональный вид. Так как 
fMy вполне геодезично в М, то все вторые фундаментальные 
тензоры Ад для будут ограничениями соответствующих 
тензоров Аь Но тогда матрицы тензоров также будут иметь 
диагональный вид и, следовательно, все тензоры А^ будут 
коммутировать между собой. Это равносильно тоцу, что нор­
мальная связность М* в tn^  плоская. Этим доказана следую­
щая 
Теорема 3.3. Пусть выполняются условия теоремы 3.2 и 
пусть нормальная связность подмногообразия М является 
плоской. Тогда М разлагается в произведение подмногооб­
разий М
1
,..., IM1", где каждое ivi^ также имеет полупараллель­
ный тензор Риччи, пропорциональный метрическому тензору, 
плоскую нормальную связность, нулевой индекс дефектности и 
otww % L для любого f . 
16 
12) 
§4. О двух классах подмногообразий с полупараллельным 
.тензором Риччи 
I. Внутренне полусимметрические подмногообразия. Рима-
ново многообразие (cUm.M-=tn) с римановой связностью (7 и 
тензором кривизны R называется полусимметрическим, если 
R (Х,У)'{?=0 для любых касательных векторных полей JC,У или, 
более подробно, Vy R - Ру Vj( ^  ~ yjR ~ О. 
Цусть - компоненты тензора р' в некотором ортр-
нормбазисе (4,,> • •, е*.). Тогда это условие равносильно 
следующему: fy \ RKujt. * Рр ^kLj 1>, где Ц> = ß. Свер­
тывая обе части этого равенства с 5 , получим Vpfy K j^ -
= 17р, К ij} что равносильно полупараллельности тензора 
Риччи к. Следовательно, справедлива 
Лемма 4.1. Тензор Риччи произвольного полусимметричес­
кого риманова многообразия М является полупараллельным. 
Цусть теперь М является подмногообразием евклидова 
пространства Если его тензор кривизны R удовлетво­
ряет условию R (X ,У)•R = О для любых касательных вектор­
ных полей Х,У, то мы будем называть М внутренне полу­
симметрическим подмногообразием. Лемма 4.1 гласит, что каж­
дое внутренне полусимметрическое подмногообразие имеет по­
лупараллельный тензор Рйччи. Для этого класса подмногообра­
зий теоремы 3.2 и 3.3 принимают, соответственно следующий 
вид. 
Теорема 4.1. Пусть М - внутренне полусимметрическое 
подмногообразие с нулевым индексом дефектности в Тогда 
в некоторой области на М собственные распределения 
А, I "• I тензора Риччи К параллельны в связ­
ности Р и, следовательно, инволютивны и их интегральные 
многообразия , М ^ вполне геодезичны в М • При 
этом калщое М , как подмногообразие в Е
а
, является внут­
ренне полусимметрическим, имеет нулевой индекс дефектности, 
его тензор Риччи пропорционален метрическое тензору и 
»Um, М ^ ^ 2. для любого <f. 
Теорема 4.2. Пусть выполняются условия теоремы 4.1 и 
пусть нормальная связность подмногообразия М является 
плоской. Тогда М разлагается в произведение подмногооб­
разий М М-", где каждое М ^ является внутренне 
полусимметрическим, имеет плоскую нормальную связность,ну­
левой индекс дефектности, его тензор Риччи пропорщанален 
метрическому тензору и сЦт М ^ > 1 для любого • 
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В теоремах 4.1 и 4.2;в доказательстве нуждается только 
то, что каждое является внутренне полусимметрическим. 
Это легко усматривается из следующих соображений. 
Пусть Atf - некоторое собственное распределение тензо­
ра Риччи К. Так как Ац параллельно, то для любых 2.,У £ йц 
имеем РдУ 
€ 
• Этим определяется риманова связность [7v 
на М которая является ограничением связности 17 на М . 
Тензор кривизны R** этой связности, как следует из леммы 
3.2, есть ограничение тензора R на Теперь, в силу 
инвариантности Ау относительно операторов R (Х,У)^ легко 
видеть, что ковариантные производные R**)(2 UJW, 
для любых X,У,z!,и,We 
совпадают, соответственно, с ковариантными производными 
(Vu RXZ.UJ W) (R I7u R)(Ž, U) W. Следовательно, 
(^V/R1)(l|U)W-(7y',^R',J(ZUjW-( M^R'')(Z|U)W= 
=(|7,l7i|R)(Z|U)W-(P{|lZ<R)(Z,U)W-(^y' ,U;w = 0 
для любых ОС ,У, Z,U,W6и - внутренне полусимметри­
ческое подмногообразие. 
Полные внутренне полусимготричейкие гиперповерхности 
классифицировал З.Сабо [21]. 
2. Полусимметрические подмногообразия. Подмногообразие 
М в С-п, называется полусимметрическим, _если его вторая 
ф.ф. удовлетворяет условию ^чг^^для любых каса­
тельных к М векторных noj$gfi Я, У, Если для связности. V 
определить тензор кривизны R по формуле 3, 
то условие полусимметричности М примет следующий вид: 
R (Л.,4) =0, Условие полусимметричности можно записать 




для любых касательных к М векторных полей -Х,У и любого 
нормального векторного поля £ . Справедлива следующая 
Лемма 4.2. Подмногообразие М в С
п 
является полу­
симметрическим тогда и только тогда, когда 
RP^U) =A4(R(x,y)Z)-tAR4xy)it(Z) (4-I, 
для любых касательных к М векторных полей ОС, У и любого 
нормального векторного поля . 




Лемма 4.3. Каждое полусимметрическое подмногообразие 
является внутренне полусимметрическим. 
Доказательство^ Цусть h^j и Rjjut ~ компоненты ф.ф. 
<*2 и тензора кривизны R полусимметрического подмного­
образия М в некотором адаптированном ортонормбазисе 
(г1 j • • • j ," •; и,л). Из уравнения Гаусса (2.1) легко 
получаем „ . 
RyK.-lOL-hiK^X 
Отсюда, путем прямого вычисления, имеем _ ,<* -
Ч V, V* 
Условие V^Vp hLj очевидно, равносильно полу­
симметричности М. Следовательно, в правой части написан­
ного выше равенства все круглые скобки равны нулю и мы по­
лучаем С?р ^  R Lj к t ~ fyj кХ.)ЧТО равносильно внутренней 
полусимметричности М- Лемма доказана. 
Следствие. Каждое полусимметрическое подмногообразие 
М в Е
а 
имеет полупараллельный тензор Риччи. 
Таким образом, к полусимметрическим подмногообразиям 
применимы теоремы 4.1 и 4.2. Однако, в этом случае к опи­
санию локального строения подмногообразия можно подойти 
несколько иначе, если воспользоваться условием (4.1). 
Справедлива следующая 
Лемма 4.4. Вектор средней кривизны Н полусимметри­
ческого подмногообразия является коммутирующим. 
Доказательство^ Так как ковариантные дифференцирова-
ния_перестановочны со свертываниями, то 
Ч
х
% Н = U*z = 
t-v Vy ^£*-2. = V4*01«- " ^' 
Отсюда и из тождества 
= ^ ^ 
непосредственно получаем R L(X jy)Н =0 для любыхXУ, Лем­
ма доказана. 
Замечание 4.1. Другим способом эта_ лемма доказана 
Депри Dl], а еще раньше, для случая она доказа­
на автором С7). 
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AH(R(I,4)2|»Rt>C,y)AHÜ). (4.2) 
Следовательно, справедлива следующая 
Леша 4.5. Пусть М - полусимметрическое подмногообра­
зие в £
л
. Тогда его второй фундаментальный тензор А
н
, соот­
ветствующий вектору средней кривизны, коммутирует со всеми 
операторами кривизны R(X,V). 
Тождество (4.2) аналогично (3.3). Делая такие же рас­
суждения для собственных распределений Д'^> тензора А
Н) ка­
кие были сделаны в §3 для собственных распределений тензора 
Риччи К, мы получим, что они параллельны, если подмногооб­
разие М имеет нулевой индекс дефектности. Так как 
RJ"(0(iy)H=0, то из уравнения Риччи (2.2) получаем, что 
[А
н 
,Ad=0 для любого £ . Тогда д'^> будут инвариантны от­
носительно всех тензоров и, следовательно, они будут 
сопряжеш^носительно ф.ф.Лг. Следовательно, подмногообра­
зие М разлагается в произведение интегральных многообразий 
M/f распределений При этом каждое также будет 
полусимметрическим подмногообразием. Это вытекает из следу­
ющего результата Лумисте [14]: если подмногообразие М яв­
ляется произведением подмногообразий М, М , то оно 
будет полусимметрическим тогда и только тогда, когда каждый 
сомножитель является полусимметрическим. Так как М'^ вполне 
геодезично в М, то все его вторые фундаментальны^ тензоры 
являются ограничениями тензоров на М
1^ , Тогда и вектор 
средней кривизны Н'* для М * является ограничением век­




(|^/^ и, так как AHjMi»f 
имеет только собственное значение, М' является псевдоом­
билическим. 
Таким образом, справедлива следующая 
Теорема 4.3. Пусть М - полусимметрическое подмногооб­
разие с нулевым индексом дефектности в с
а
. Тогда, в некото­
рой области на М собственные распределения второго 
фундаментального тензора параллельны в связности 7, 
сопряжены относительно ф.ф. и попарно вполне ортогональ­
ны. При этом М локально разлагается в произведение интег­
ральных многообразий м'
1
,«• М'* распределений 
соответственно. Кавдое М' является псевдоомбилическим 
полусимметрическим подмногообразием с нулевым индексом де­
фектности и (Lm М' \7- для любого if. 
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Замечание 4.2. Эта теорема для частного случая 'нулево­
го индекса дефектности усиливает результат из [14], где ус­
ловие параллельности собственных распределений для в 
связности V принимается за предположение. Заметим, что 
доказательство в [14] проводится не с применением леммы Му­
ра, а непосредственными выкладками. 
Подмногообразия с параллельным тензором Риччи, Vk - О, 
(в частности, внутренне симметрические подмногообразия, ха­
рактеризующиеся условием 7R = 0 ), также входят в класс 
подмногообразий с полупараллельным тензором Риччи. Для них 
структурные теоремы будут доказаны в одной из следующих 
публикаций. Частный случай внутренне симметрических подмно­
гообразий в 
рассмотрен автором в С 8]. 
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SUBMANIPOLDS' WITH SEMI-PARALLEL RICCI TENSOR 
T.Mirzoyan 
, ,  S u m m a r y  
Let M be a Riemannian manifold with Levi-Civita con­
nection V, R(3C,y) its curvature operator for vector 
fields 3, and У and К its Ricci tensor. This tensor 
К is said to be semi-parallel ifV^VjK = ^ V^K or, 
equlvalently R(3C,y) К (2) = К((?(Х,У)2) for every JC, Ц/I • Let 
M be a submanifold In a Euclidean space Ей. with semi-
parallel Riccl tensor, zero nullity index and flat normal 
connection. It is proved that euch M is a product sub-
manifold M1 X • • • X M^y <hu*i M^^2( 1 £ £ £ %, where every 
has semi-parallel Rlccl tensor, proportional to the 
metric t<meor, it a normal connection is flat and nullity 
index le zero. Analogous decomposition theorems are pro­
ved for more special cases of Intrinsically semi-symmet­
ric submanif olds (i.e. satisfying R (Х,У)К = 0 ) and of se­
al-symmetric submanif olds (i.e. satisfying R Vе, LJ where 
R is the van der Waerden-Bortolotti curvature tensor 
and cx.z is the second fundamental form). 
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ЛИНЕЙНЫЕ СВЯЗНОСТИ высших ПОРЯДКОВ 
А.Парринг 
Кафедра алгебры и геометрии 
Аффинные (линейные) связности высших порядков рассмат­
ривались Г.Ф.Лаптевым в работе [3]. Там для гладкого много­
образия Мц, построено продолженное гладкое многообразие 
(присоединенное расслоение) порядка -ft • На соответствующем 
главном расслоении, структурной группой которого является 
голономная дифференциальная группа порядка •fi, оп­
ределяется аффинная связность. Она называется аффинной 
связностью порядка ji. Более подробно такие связности при 
ji= 2, рассматривались А.К.Рыбниковым в статьях [б, ?]. В 
статье [б } структурной группой главного расслоения является 
голономная дифференциальная группа , а в [? ] неголоном-
ная дифференциальная группа "Lk-
В данной статье рассматриваются также линейные связно­
сти высших порядков, но при неголономной дифференциальной 
группе. Чтобы лучше объяснить сущность линейных связностей 
порядка 
•р- (кратко ji-связностей), применим хорошо из­
вестные обычные линейные связности на подходящем гладком 
многообразии, построенном по заданному многообразию Ми. 
При этом мы используем аппарат как векторных Полей, так и 
дифференциальных форм, предпочитая первый из них. 
В данном случае подходящим многообразием является f-~ 
касательное гладкое многообразие D^tMn), которое явля­
ется векторным расслоением ступенчатого строения с базой 
М п.. Это расслоение D 1г [ М ц) является ассоциированным 
расслоением для_ главного jv -расслоения fv-реперов 
И t1" (Mx, 7l|v 1 )_ Класс линейных связностей на глад­
ком многообразии Dlv( Мл.), точнее на главном расслоении 
реперов И ( D Г(Мn)J# содержит интересующие _нас линейные ji-






а> а главное расслоение И (D ^ М*)) редуцировать к 
неголономной дифференциальной группа Lfr,. Такой подход к 
линейным jv-связностям дает возможность использовать при 
их изучении теорию линейных связностей. Tai:, например, мож­
но сразу выписать форцу-лы ковариантного дифференцирования 
при линейной jv-связности. Кроме того, приводится один 
класс линейных jv -связностей на MrtJ каждая связность ко­
торого при fi= I дает 2-связность, рассмотренную з 1.7J. 
Вообще связности высшего порядка на гладком многообра-
зии и на продолженном главном расслоении рассматривается 
Ш.Эресманом (см. [9, 10]). Обзор теории связностей дак 
Ю.Лумисте в [5]. 
1. Пусть Мп. является tv -мерным многообразием и 
Jt (Мл) == 'f* j ] его атласом. Обозначим через 'НМя) 
кольцо гладких -функций на М*, а через •*' (^ 1*.) и 
соответственно модули векторных полей и 1 -форм на ^ п- • 
Аналогичные обозначения (U) и введем 
для произвольной области 'U С М*. 
Определение. Говорят, что на области Ü С задано 
гладкое реперное поле, если на % заданы -ft. гладких 
векторных полей 6 где '//';•«=* "*> > *- у век­
торы которых з каждой точке X. & Ч образуют линейно неза­
висимую систему i <£ (ж) j. 
Каждое векторное поле X 6 3f('Ц) выражается через 
базисные поля i£ij по формуле X — С где ^ • 
Поскольку каждое векторное поле X 6 (<vl *.} есть отобра­
жение X: ^ (Мк) > WM«), то дажко определить их су­
перпозицию (композицию). Исходя из репоркого поля, состав­
ленного из 
е
к1 6 ^  определим следующие поля 
# , ^*1- как отображения Т(Н) > 
* 7{Н*) рекуррентной формулой 
где > f- 7 a f- произвольно фиксированное на­
туральное число. Разумеется, поля 
&«%... к* не являются 
векторными полями. 
Определение. Система гладких полей -[е*,, }, 
заданная на области 'U С называемся -р. -реперным 
полем на fo­
lio этому определению реперное поле Iе«) является 1-
реперным полем. Пусть заданы два -ji -релерных поля 
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\ ч, -<1Ч; ал) 
1 Ч', 
Ч'.-< J (1.2) 
и tl' с непустьм пересече-
ЧЧ1 - > -i >
соответственно на областях М, 1 
нием ü П U'= V На пересечении V -f-реперныэ поля 
1^1 и 1ц] связаны форц/лами 
е-*,' = e.K<f (1.3) 
где А
(
'= jj А^/1 матричная функция на V , принимающая 
значения в G-L (+l, /R). Чтобы найти формулы, аналогичные 
(1.3), для 2-реперных полей [е*.,, e,<kjL j и iet,z, e»,vl 
надо дополнительно к (1.3) выразить ee,v/ через и 
следует 
где 
При произвольной гладкой функции ^ 6 3"(Vj из 
е'л) f— (% (%{-))) =-
—  ( * + £ - Ь А Х ' А ' ц  е - ь . ( е к , { )  =  
+ A^'Atf f 
а А ** Л ""'<-
Vtf = ^*,4' ^  ^*г.; 
J *1 .к* л***- лЧ л14*-
Ащ = *ч Ау, Ащ — At> А^'. 











- матричная функция на V. 
Оказывается, что (1.2) выражается через (1.1) следую­
щим образом 
V *)'» *4 





A 4.'. K*-W ~ \ 
/S «'f K.| _____ 
^к/, к' к' 
•»•"Vi *t 
4 — ,  л  * 1 » .  < N * 1  ,  л * »  ,  « a - f  /  .  ,  / ,  / «  .  
- Ч V». *4-1+/Ч'л*,<-<, ( '< 4<Ч (1 -5) 
^ ь / J — Alt/... Л,* i *»" t-i • 
Справедлинюсть формул (1.4) устанавливается математической 
индукцией по f (см. [4], стр. 242-243). Первый шаг был 













... А<„.^  
0 
о .. AisW А"'* 
0 0 .. 0 
/-у 
". А«/.., у 
(1.6) 
регулярную' в каждой точке х- 6 т.е. «fct /|1 '(х)Ф 0, Мат­
рица А
1
Р\з) является матрицей порядка Мр= 'h- + iv4 -+ nf1,, 
Матричные функции вида (1.6) в каадой точке образуют 
относительно умножения группу Ли; она обозначается L1^  и 
называется; неголономной дифференциальной группой порядка jv 
Эта группа. является подгруппой полной линейной группы 
GL (Njv, IR) (см.,напр., [41, стр. 244-247). 
2. На. области  ^произвольной карты (К, f) €^ (Мъ) 
с помощью координатных функций ffc) = (х (х))} где хе U и 






i lx*1' V^.X^' 
При помощи формул 
= ^  W (f = /), , f) 
получим в каждой точке эс
6 ^  множество ^-реперов, если 
ALV(*) принимает все значения из неголономаой дифференциаль-
ной группы L1< порядка jv . Обозначим множество а.-реперов 
в точке ас. 4 Ч через И I1 (». Множество H f"(U) = U R t1-
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есть главное * расслоение jv-реперов с проекцией 
и структурной Группой I t ,  Вернее было бы вместо Н  f" ( U )  
писать ILjv, Et). 
При наличии двух карт (1^,4) и с непустым 
пересечением il П11'=- V областей И и И получим на 
V два натуральных jv -реперных поля: исходя из t( по­
лучим (2.1), а из it' получим 
j ^  ^ ^ 
(b'i ' ' •" > 
Они связаны формулами, аналогичными С1.4), 
-аЛх
4 = ^ W1'-^ (2,2) 
только здесь в (2.2) принаджежит голономной дифферен­
циальной группе j-t порядка jv , которая является под­
группой группы Lt^. Следовательно, структура главного рас­
слоения jv-реперов с базой iL распространяется на все 
гладкое многообразие М-к. Таким образом, имеет место следую­
щее 
Предложение 1. На каждом гладком многообразии М*. при 
любом jv 6 IN возникает главное расслоение ji-реиеров 
НКМ^, tirf, Li;) _ с базой М* и структурной группой 
i-tfL. При этом каждое 7Сц,; Lf^) получается из 
HtUV, Г tv) ограничивая базу М*, на область 1|. На­
туральное jv-реперное поле (2.1) является локальным сечени­
ем над Ü главного расслоения Н^ ЧМ^  L1X), 
_ При каждом натуральном числе f' выделим из группы 
LUv подгруппу L^h^ состоящую из матриц строением 
L) О A^N = (2.3) 
о Е 
(ср. с (1.6)). Здесь Е — единичная н__ 0 — нулевая матрицы. 
Неголоиомная дифференциальная группа L!fj порядка изо­
морфна подгруппе L^y . Этот изоморфизм мы получим, если 
каждому А
Сг\«) t Ц сопоставим элемент A^fe*) 6 
Главное расслоение Н ^  (it; ЗГ^, L^J получим из нату­





"^ ) 1 1а*1 ЧосЬ J (2.4) 
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из 
как множество м-реперов в каждой точке *-fc'U пб формулам 
(ср. с (2.2)) ^ 
Ч'.« и = ^  «; to ,х);х 6w, -6=-#,«,г, 
если A°LhxJ в этих формулах пробегает всю группу L^". Так 
как функции на Ми. предполагаются гладкими, то частные 
произво,цные . 
о L. уд.) з- ; 
"Sou"*-
существуют не только при У-  1 } . . .  ,  j, ,  а также при р.  
Следовательно, вместе с ^-реперным полем (2.4) мы автома­
тически имеем j-—реперное поле 
I "> тЛ _э£— | /0 
l^xT' > "t:ts ... Vi" J . t2-5) 
Кроме того, матричная функция где А^Сх) q U^, индуци­
рует матричную функцию А^ дополняя по формуле 
(1.6) до AlV и матричную функцию по (2.3). Здесь 
Л^ (*)6 Lt. и А^ (х) Когда матрица Ас%^  пробегает 
группу L*jf; тогда индуцированные ей матрицы Д1И*) и ALVbt) 
описывают соответственно группы и Г Итак, получив  
сечения (2.4) главное расслоение !.£-], из сечения 
(2.5) получаем главное расслоение Н MU, ту, üf^) и в это 
же время его подрасслоение Н f" (/U, ^ , i-Ч^У ). Здесь естест­
венно отождествить главное расслоение НЦи, 7tu LÜt) с 
главным расслоением Н В указанном смысле мы 
считаем главное расслоение n1-(U, L^J подрасслоением 
главного расслоения Н  ^C U . , T ^ ,  L t ) .  
Отметимu что сказанное имеет глобальный характер: 
1-
к
) является подрасслоением главного расслоения 
Hh(.Mivi Пусть области U и V многообразия Ми-
имеют непустое пересечение ИП-А = ^ А Мы имеем 
13_ -а1" ] (3 * } 
Ьх*6«"»"' > txXWl J> (2-6) 
а также 
• гГ I l^r „• i tor 5гт*1> "-мх>м (г.?) 
г* TV Tf 
При помощи групп 
L V и L !к соответственно получаем 








Если ограничивать U и "U' до их пересечения У, то нату­
ральные -репер; гые поля (2.6) выразятся друг через друга 
по формулам £ 
^ (2) — 5Z А-1/" ^  (v.) «4 ;•"(-« (2.10) 
где л<г V к £=Ч, ,..Л. Здесь tL^CL^. Матричная 
фикция Atu на V индуцирует согласно (1.5) матричную функ­
цию на V, лде fc Lth. с lt.. Следовательно, формулы 
(2.10) дополняются новыми формулами такого же строения также 
для t = , ..., р, и дают для натуральных -^.-реперных по­
лей (2.7) формулы перехода. Теперь заметим, что (2.8) на ^ 
совпадает с (2.9) на V. Этим доказано, что Н ^  (М«-? ТСр 
является подрасслоением главного расслоения Н h (М 
Из скачанного непосредственно следует цепочка подрас-
слоений: 
HIM.vjTl, El) С R" -сLt). (2М) 
3. Определим на области 11С Мц поле XСN как фор­
мальную линейную комбинацию форцулой 
X'tkxr Ž i *""'*(•*) «•«„.. * W, (3.1) 
-4=1 
где у 4*1 "FfrJefR. В множестве таких по­
лей определим сложение и умножение на функцию ч е со­
ответственно формулами 
{x^V^J/x) ( С1 %>} *, 
(•' = ) (ЧФ Лы) I*), 
где 
Таким образом, в каждой точке *• <= получим -мерное 
векторное пространство, которое обозначим через ÕfW- Итак, 
£>l*£Uj =U РГч-х; является тривиальным векторным расслоением, 
каждый слой DP~LXJ которого есть векторное пространство 
размерности Np., _ 
Определение. Расслоение 0М-') с базой назовем -р--
каеательным векторным расслоением на • 
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Далее будем предполагать, что на каждом непустом пере­
сечении u Л U/= V областей *4 и W координатные функ­
ции $К1'" ** и i "1поля X CW заданные на Н и 
соответственно формулами 
-Ы v у ' -4=1 
на пересечении v преобразуются по формулам 
у-К,... k, •rhL- > *'"• "<• , , . 
i i (f = /к), (3.2) 
л
~ 
где Ah',,,** соответствуют <1.4). Это значит, что структура 
векторного пространства слоев D ? I*) на пересечениях W/w = 
— V разных карт ЩгЧ) и > f) согласована. Таким обра­
зом, мы можем сформулировать следующее 
Предложение 2. На каждом гладком многообразии М* воз­
никает -|г-касательное_расслоение D Г( М„.) с базой Ми. и 
с такой проекцией Г1р • Dh (Mh.)—*• Mk.,'что слоем в каждой 
точке aifeMft. является (х) = Dftx), 
_ Отметим, что jv-касательное векторное расслоение 
Oh(M«j является ассоциированным расслоением. 0но_ ассоцииру­
ется с главным расслоением fv-реперов Типовым 
слоем является Nf* -мерное векторов пространство, на кото­
ром действует слева неголономная дифференциальная группа 
по формулам 
(3.2), т.е. элементу 
X L r ) - f -  4  
А 
— L-. ь Kfnt *4 
ставится в соответствие элемент (3.1). По этой причине рас­
слоение "б IHM».) могло_бы точнее обознаться 
Любая точка Dfv(M,i) области ВКм*) имеет 
координаты 
(A*); ft*), I Ъ), '•>, I J) 
где 'х* Ы) координаты точки Пр. Ы }^) = х € М*.} а 1^),% Щ 
... ? " */vСое) слоевые координаты из (3.1), Функции 
pt). 5Г(М\) * fR локально зависят от координат 
точки х 'N1. Каждую функцию ft*.—> IR можно рассматри­
вать такие как функцию на определяя ее по 
формуле "p. Итак, у ^ постоянна во 
всех точках одного и_того же слоя. Обратно, функцию по­
стоянную на слоях D Г" Ы) можно рассматривать как функ­
цию на M x. 
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Пусть <f, где £< натуральное число. Тогда каждое 










~4 Ь efc|N, k4 , 
где 
f 0 (t-l+l,- ,/*)•_ „(3.3) 
Следовательно, £ П ^\М)} в силу чего D^('U) С 
В силу (3.2) на пересечении 'У fVU' == V ^  ^ равенства 
(3.3) также выполняются, т.е. 11"'** = 0 при ^ 




е 1< f-) £-касательное векторное рас­
слоение Dt(MJ является подрасслоением -касательного 
векторного расслоения 15 I1 (Мц)} другими словами 
имеет ступенчатое строение. Итак, имеем последовательность 
D>1*)CT j)>ljc...cr Df~tM>v)cr D^Mj. (3.4) 
Не только функцию, заданную на Мц. можно рассматри­
вать как функцию на но и каждую функцию fc^ на 
DM^k) можно рассматривать как функщю на ОГ(Мк)) 
определяя ее формулой 
Здесь проекция отображает каждый слой (а.) на слой 
С») по следующему правилу: каждой точке D1LC^) 
с координатами 
сопоставляем точку ( at 'Г'] 
с 
координатами 
(xVj; 0, о), 
которую отождествляем с точкой 
... > 
Ясно, что каждая такая функция / ^ постоянна относительно 
£ £• .ai ч. i^Jfci 
координат 5 1 j ••• ) ? г * 
4. Следуя [4], выпишем структурные уравнения главного 





. . .  < *  
•  * 4 K t  •  
<а 





% 0 0 Л.4 Л., A 
0 0 ... о .. 
L..L 
• •» у 
алгебры Ли 
группы 1~Ч( содержит \ -форм, среди i-t* N 
которых существенны лишь у. Остальные 
выражаются через них по формулам 
У , 0<$ HIVst 






Здесь А (к, *•,<) — множество всех перестановок, которые мож­
но составить из натуральных чисел K+i, ><( , f с учетом ог­
раничений < ... < Air И 
при i = 3 из (4.1) получим 
^4 Д Л /« г-ч. 
= «V. tiKv + °t. 
V-H X < t Например, 
'S*L "N "кд. ) 
Г^г*^- -A I Г^1, i'1- r'l , ,-Л г'1-Г^э 
— 4| 4» + % 4i 4 + (Ц; 
6), žA '< --4. ii 
"i"} + °*з + V . 
Учитывая структурные уравнения 




полной линейной группы 6-L C^/v, для ее подгруппы 
получим следующие структурные уравнения 
j X .Л-Л , 
— 4^ Л > 
где « и te 4, ..., .р.. Отсюда для существенных форм 
fc. получим 
1 I I / \ Л"' & л 
Щ... Kt =^Ц- ^ ' 
Если учесть (4.1), то отсюда для структурных уравнений груп­
пы получается следующий окончательный вид: 
I 
0iu<r4i 
* t  ~ Х  
* Л("Л-Л Tissij-А"Л_-^И "«-V-s 
Например, при из (4.2) следует 
(4.2) 
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"к,kt А "t + "Kl cJ-^ t ( 
ч^ь~ °*мИ "ž+'VH "itj+ , 
+ и1л •+ "Д^д tiv+&£а «ч/*?в1ЛвН (. 
Теперь легко записать структурные уравнения главного jv -
расслоения -^-реперов R KM«., ТС^, UX), так как каждый 
его слой изоморфен группе L.1X, В заключительной части [4] 
указано, что они могут быть получены в виде 
/ 7_ (. L 
Шо = О Л . 
с 
w<vi ь L I 
^'"t= Л lkw N+ 
63 А («1 fc,,,,/ {•£ ~л, <*• j jv)-
5. В этом пункте мы .приводим структурные уравнения jt-
касательного расслоения Dlv(Mn.), рассматривая его лишь 
как обычное гладкое многообразие.Сначала запишем струмурные 
уравнения для произвольного гладкого многообразия Vm, а за­
тем применим их в случае, когда многообразием является 
DfCMn.). 
Пусть 11 — область гладкого многообразия Vk; а \ £j] и 
реперное и дуальное базисные поля на К . При любых 
двух векторных полях X, УеХЫ»,) их скобка Ли [*> У] опреде­
ляется формулой[х,У] = ХУ- УХ. Структурные уравнения глад­
кого многообразия ^ на 41 в языке векторных полей зада­
ются форцулами ^ 
Cc4.,^ l * Cjp *-f} (5.1) 
где cj^ 6 Ф(и). Дуальные структурные уравнения имеют вид 
cLuf = и* (5.2) 
или 
clu?~ — (дР/\С£Ур} 
где = Формулы (5.1) и (5.2) имеют глобаль­
ный характер, поскольку они согласованы на пересечении 
UDU' — V ф 0 двух областей "К и W . 
Мы применим формулы (5.4) и (5.2) в случае, когда глад­
ким многообразием ^ является ^-касательное векторное 
расслоение О'Г(Мл-). Далее для большей компактности записи 
переобозначим каздый мульти-индекс в виде через к/ti. 
18* 
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На каждой области ^ ^ с £2> Г" (.М »v ) координатные функции 
произвольной ТОЧКИ £; 'Ц'Н 
/Ч*. С*1<> гК(1') *К(Г> ) Vх ; % у I j •- > I )f 
или 
U4-K еч»1 
где I ,<1У ;= индуцируют на натуральное реперное 
поле 
э з а j д "3 О ( /с о \ 
Ь>|*^ I "• > J> tb-3) 
ые пс 
к(ц) 
из которых получим все реперны оля 




Т^ ) (£ = о,..,,/ч), (5-5) 
« l ' H = l d  6 - е )  
- матричная функция на К'1^ принимающая в каждой точке зна­
чения в линейной группе G-L(u+N^j(R). Реперное поле (5.3) 
при помощи элементов (5.6) группы G-L (u+N^., IR) _индуцирует 
на iE- il> КМ*.) главное расслоение реперов И ( ). Бла­
годаря согласованности структуры этого главного расслоения 
на пересечениях f) 1k''fl-£0 областей и WN , 
имеем расслоение реперов Н (1Лг(М«.)) с базой ^Г^Ми.) и 
структурной группой IRJ. _Аналогично (5.1), струк­
турными уравнениями многообразия Н(ОР"(Нк)) на бу-
ДУТ 
D-kM/j %j]= Xl £i"(u;, (5-7) 
где C i^Ojb) £ Если воспользоваться дуальным ба­
зисным полем [акС°;у и>кС'), ... к полю (5.4), то 
уравнения (5.7) равносильны ввиду (5.2) уравнениям 
Асо*а>- -15^ (5 8) 
" 
L feo ^ - tol8) 
6. В предыдущем пункте при получении структурных урав­
нений (5.7) и (5.8) мы не учитывали, что 0 является 
векторным расслоением и обладает при этом ступенчатой струк­
турой . 
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В дальнейшем мы предполагаем, что Н ( ЬГЧМ*.)) прикле­
ено к базовому многообразию Тем самым из группы 
G-L^+Nju, (R ) выделяется некоторая ее подгруппа, с __ по­
мощью которой делается редукция главного расслоения Н(ОГ(Мц)), 
Обозначим, аналогично пЛ, через ^(^ГЧМ*.)) кольцо 
гладких функций на Г5Г-(К).чег>еэ Э6(01ЧМ.Ц) и ^(ÕK/V)) 
модули векторных полей и _ 1-форм на OHM*.), Каждое 
векторное поле ХЧ^б (ОГчМа.)) 
на 
области i 
выражается в виде *_ 
(6.D 
где 4'% 4,<i",Kt & 7(114^). Сравнивая с предыдущем пунк­
том, мы перешли обратно к индексам к (+) — к, kt и дополни­
тельно обозначали Е.к(о)~ £Г
К
. Модуль Э6(0Г(Мп.)) достаточно 
общий. Он ни как не адаптирован к строению (3.4) расслоения 
0Г"(Мх).' Чтобы достичь этого, мы выделим из модуля^(Dt^k)) 
подходящей подмодуль. 
Прежде чем приступить к выделению этого подмодуля, мы 
находим взаимносвязь между натуральными реперными полями 
/ -a J 1 I 
i"ü%K ' J (6.2) 
и 
1— 2 2 1 
Ьх
к/ ) '" > -{f:, У J s v (6.3) 
на пересечении ß областей Wt) и 
расслоения Б Г"(Мк.) соответственно с координатными функциями 
(*") I" .  ,  £ * " > )  





' — координатные функции соответственно на <Ц 
и 'U'i На V = 1Ln/Uf~n^(fUcf^ß К 4^J jfc ^ эти две системы 
координатных функций выражаются взаимно друг через друга: 
= ..., Отсюда для натуральных кобазисов Ы*с£} и 
{dx1'j получаем . , 
= *2 . (6.4) 
Для дуальных натуральных базисов и V — следует 
г,;, =Ai/(x%,xvH\ (6.5) 
Последние (см. п. 1) индуцируют пеоехол от натурального •fu-
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реперного поля 1> Si,, •• •; еА.„ у 5 к натуральному ^v-pe-
перноцу полю i <i(7 *ifi( , , -fy,, i' } по формулам (1.4) с уче­
том (6.3) и (6.4). Здесь 
(6.6: 
Теперь матрица Л^Ы, имеющая строение (4.5), принадлежит 
группе И.1ч.. Для каждого Хи<_Ут) при (6.6) получим два 
разложения (ср. с (3.1)): 
Здесь функции ^"'^е 5"(W в силу (3.2) взаимосвя­
заны формулами 
(6.8) 
где А^Са) 6 Llh.. Отсюда для кобазисов Ы*; ..., с/|4'"^ 
и el 1^"" V j дуальных к (6.2) и (6.3), на 
*• } 
[dx*1; «ff~ 'Г J хо­
дим переходные формулы. Мы уже имеем формулу (6.4). Дополни­




Отсюда для натуральных базисов (6.2) и (6.3) получаем следу­
ющие формулы преобразования 





Л V ' (6.11) 
(6.12) 
1)^-4 ^7 лч."<г • 
Если последние сравнивать с (5.5) при (6.2) и (6.3), имеем 
, »
л
'  У М  f W  —  7 с ' "  
= Ai-, «Libj-Ai. f  
*Z-4X  
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Теперь опишем подробно, как выделить подмодуль модуля 
36(DKM4),T.e. те векторные поля We Эб(0/ЧМ»)),которые нам 
понадобятся ниже. 
Во-первых, рассмотрим только такие реперные поля 
{г
и) £kv„., ^1:) которые постоянные на слоях П^(х), х6^ с 
(2 Начиная с этого момента оправдана запись С*-) и 
вместо ^1«#) и Чтобы векторные по­
ля (6.1) были постоянными на слоях, придется требовать и от 
функций Я
71*- и чтобы они были постоянны на слоях. 
Такие функции из принадлежат 
Предположим, что в последовательности (3.4) база М
а 
приклеена к многообразию D1"(.M«.). Имеем 
U с: б^с б\и)<= ... СГ ЬГ(П). 
Отсюда для касательных расслоений TCD^K))^ где £*•(>>,«»f-, 
получим 
Т(г() с Т (б 1(г/))<=Т G>\VL)) с: ... стТ (D^W). (6 A3) 
Здесь обозначено Н= D6[1i), Во-вторых, согласуем выбор репер-
ного поля lFk, 1... 7 £|ц.„
к
- } _ с последовательностью 
(6.13), т.е. потребуем, чтобы 1 £|<| являлось реперным полем 
в TL'U), а [£
к
, ..., ^ свою очередь, реперным по­
лем в ТХ Итак, произвольное реперное поле £k cTCU) , 
которое применяется для построения (^), можно включить в 
произвольное реперное поле Iе*., ^  }, т.е. ^к=<^С 
cTlU). _1 '' 
Теперь сосредоточим внимание на О CW). Для выбора ре-
рерного поля t£i4 £+,) ;= { е-ь, £•*, j в нем к векторным полям 
г
к необходимо добавить векторные поля cT(.DVU)) и при 
этом такие, которые постоянны на слоях ПгС*-); асе IL. Это 




„ Значит, 1Ёк, £*] = I '*•> "и. J - 1"* Ь 
Тем самым закончена адаптация реперных полей к строению 
Из сказанного следует, что на "U допустимыми ре-
перными поддан [tu,, ... > } являются те, которые 
выражаются одно через другое по формулам 
Ч'.-А'С*; =ХГ Ч~.*л Н 
В этих формулах, конечно, fcL=nk. Здесь матрица преобра­
зования имеет строение (1.6), но условие (1.5) не требуется. 
Итак, группа (обозначим ее через L.1*. ), охарактеризующая 
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этот tuiitcc реперов на U. , шире, чем группа ^.Последнюю 
группу получим из Utk при условии (1.5). 
Сказанное о выборе реперов 
e*44J J ^ 1 на 
Uc-Mh. имеет и глобальный смысл. Чтобы в этом убедиться, 
вернемся к формулам (б. 11) и (6.12). Предварительно сделаем 
некоторые уточнения. Как было отмечено на T5ftt0 рассматри­
ваются функции, постоянные на слоях. Следовательно, при из­
менении у точки с координатами С
3
"-*» 1% —, i'1'" *t~ ) слоевых 
координат 5*1, i **'"%- величины (6.10) остаются неизменны­
ми. Поскольку при §1ч",|^ =0 (£ = -У,р.) имеем »V"'*"*=. Õ, 
то и во всех точках слоя также имеем Жу""
1* •=• 0, Итак, в 
(6.11) имеем Ъ-Ь-0 и, следовательно, 
«> л t > 
"W7 
Эти форцулы включены в (6.12) при ir= т.е. в ходе второ­
го этапе! адаптации реперного поля. Следовательно, на пересе­
чениях 
40И'i= Уф. 0 областей К и tiz допустимые нату­
ральные реперные поля •> } преобразуются по 
формулам (6.12), где матрица преобразования является элемен­
те^  голономной дифференциальной группы Ltv, причем ЦрС£ С: 
LX. Поскольку все допустимые реперные поля 1Д*,? £**4^5 
на U получены из натурального поля Ц*,, ^ ц,.,^ } 
согласно' формулам 
•к  ^^ 
A/,.. *1Й =•)— л  ^ (6Л4) 
где матрица преобразования принадлежит то, учитывая 
еще и соотношения (6.12) на UO^ приходим к выводу, что 
при задании реперного поля его коорди­
натные представления на пересечении 'Ц Л 
Л
У согласованы. 
Итак, выбор реперных полей ^ I на 'П. 
имеет глобальный характер. 
Если в (6.14) ограничиться матрицами из группы Lb, 
удовлетворяющими еще условию (1.5), то получим подгруппу 
~L.tft.cz t-6t и соответствующее подрасслоение реперов. 
Итак, на Df4Mh) имеются два главного расслоения 
H(6h(Mfv)) и Н (SKM».)), соответствующих структурным груп­
пам LtX и Ufot. 
7. Следуя (1'81стр. 56-58), приведем некоторые извест­
ные и нужные в дальнейшем факты. 
Для: каждого векторного поля ^ гладкого мно­








где Х,У € Э£ (VWj и ^ ё Ф(У*п) называется ковари-
антной производной в направлении векторного поля V . Отоб­
ражения 7* в итоге индуцируют отображение 
\7.. 3f(VJx^)->ac(v^); 




где к, Z 6 Y £VW, называются соответственно полями 
кручения и кривизны. Ввиду (7.2) они линейны и кососимметри-
чны по аргументам X и У . На любой области У С 
с 
базисными полями ^ векторные поля tß ввиду (7.1) при­
надлежат X CU) и, следовательно, разлагаются через ел : 
где функции € ТСЩ называются коэффициентами линейной 
связности V . При переходе к новым базисным полям <v=Aj/<U) 
где II Av 0*^ II 6 C-L &), коэффициенты , линейной связно­
сти преобразуются в новые коэффициенты по формулам 
-I ^ ft ^ ^ у/ у 
Ц»' Uji Af +(еуА^)Aff (7.6) 
где = Из разложений 
— R ( е*) е$)^r«i(3 еГ 
получим тензоры кручения и кривизны, которые по определению 
(7.4) выражаются в виде 
-т-ТГ рГ pY" 
рГ, _ _г 
Г




к«•<#•?• А*, 'рг ~ ^  Цг + 'fir Ь-г тг uf- 'гт< 
Здесь функции Cjjl Q являются координатами скобки 
[.е<*, ер] в базисе f* : 
Ia»>]- C«f V* 





называются Формами линейной связности V. Формы 6) и <Ч< 
удовлетворяют структурным уравнениям 
^ 1- 5?< о/д (7.9) 
где 
-£|=4Rf,*ßW "•«) 
— формы вручения и кривизны. 
Наконец, нам понадобится формула ковариантной производ­
ной для любого геометрического объекта. Если у нас 
система (функций, определяющая геометрический объект на мно­
гообразии Vm., то его ковариантный дифференциал V Н 
и ковариантная производная Vtg. Н£"' ™ выражаются по 
формулам 
,7 цЬ'Ь _ Jub-h _ у4" и * ••• h nr f~HhT,f Jt 
и , 
7 иМ*-. rrj. Т" НЛ"т"'^ Г^$ 
Это распространяется и на коэффициенты линейной связности 
и 
7LjT~ dfcp —[ff, - Ijf cõj -f fl^ 
r f 
«r 
7va,r=vi^- ^  ьг- Crrif>^Xr. c.M) 
Если И ^',7,'4 образует тензор, £0 тензором является 
и его ковариантная производная Ру Н^ , Отметим, что 
имеет место следующая известная. 
Теорема 1; (см., напр., [2], предложение 7.40). При лю­
бых двух линейных связностях У и У на V£i их коэффи­
циенты Cjf и Гй-р удовлетворяют формулам 
г
Г_ uf Ff (7.12) 
где подходящий тензор. Обратно, все линейные связности 
У получаются из произвольно фиксированной линейной связ­
ности 7 по формуле (7.42), где Hjj? произвольный тензор. 
Перепишем вышеприведенные формулы для случая, когда 
многообразием Vm является ^касательное векторное рас­
слоение £5'v( М»). В формулах (7.1) и (7.2) векторные поля 
Х'Р, W и функции j принадлежат соответственно 
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36(Df(Miv)) и (M JJ. Формулы (7.5) принимают вид 
% ^It) =)_— l"Ü»)*W Aitk). (7.1з) 
.—«w 
Присутствующие здесь коэффициенты линейной связности 
1 
суть функции на U'f^cr Dh(M*), Они преобразуются по фор­
мулам (7.6), только группу GL(ik, IJ?) надо заменить на 
группу t.£, Формы линейной связности (7.8) на ^(М*) 
имеют вид 
,.,'W гр^  г—to) fM 
Ф) — ž_^ '«*>(#) °• (7.14) 
К М 
Формы ' и формы линейной связности удовлетво­
ряют структурным уравнениям, аналогичным (7.9), 
^ ь>1Ы)Л + Qkl4) (7.15) 
&'*>h (7.16) 
где 
49 j j1' Здесь £2.*®— формы кручения и 5?k^  
- формы кривизны. 
Если требовать, чтобы эта линейная связность индуциро­
вала линейную связность на каждом расслоении Т)* (М*,), где 
<^-7 то формулы (7.15) - (7.16) получают соответствен-Н° ВИД 
"•17' 
при заметим, Пил)кЦ) ~ 
" k * V  <™8> 
Я»"»- J "£'+ 42ми, (7.19) 
, if') <г^ ~ . (Ы 
л 
Щ л'М / ,. 
— ^ ^ Ц4У^ C&šk)* (7.20) 
В силу теоремы 1, справедлива следующая теорема. 
Теорема 2. Для любых двух линейных связностей и 
РПГПЗП— 7=.*(ъ) 
на DjlrW ИХ коэффициенты Nyj*;«.; и 4U)*k) удовлетво­
ряют формулам 
а
_ у^М 1~Ы*) tr, од) 
„[е| -
где Нц
л)к1# подходящий тензор. Обратно, все линейные 
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связности V на получаются из произвольно фикси­
рованной линейной связности 7 на ^ f" (М*} по формулам 
(7.2t), где НifafKft) произвольный тензор. Если рассматри­
вать только такие линейные связности, у которых = Õ 
при и > ига ас (4,-t), то у тензора Н также 
^(9=° (*>***• (V)}. 
8. Предположим, что на |v-касательном векторном рас­
слоении Df СМ*} рассматриваются только реперные поля 
t£KHb £к(з)? м., £к(и 1, которые допустимы при сделанной в п. 6 
адаптации. 
При помощи каждой линейной связности V на 
мы индуцируем линейную связность на подмногообразии Мк > 
Обозначим через Э^СПч.) подмодуль модуля векторных полей 
-^(^МД;выделенный в п. 6. По (7.3) линейная связность 
на есть отображение 
V : Щ м J X (8Л) 
которое при любом векторном поле Х
1^  е %f~(М*) индуци­
рует отображение 
 — *  x t ( 8 - 2 )  
удовлетворяющее условиям 
где If'ß, W) 6 и ё ?(Ik.), Отображение 
(8Л) индуцирует отображение 
17: Ж}* ЗШ) (8.3) 
ибо %(li*)CZ 3t/ vlfcj. Итак, отображения (8.2) 
рассматриваются только при векторных полях X 6 3 
ы Полученную линейную связность (8.3) обозначения через 
V и назовем ^-связностью на многообразии /%, индуци­




-lo»« =амл<$! (e.s) 
*3 =>*$}*" +S!« '<«*<>• ,e-6) 
V? 
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Отметим, что эту fi-связность $ можно определить и 
непосредственно, а не через линейную связность 7 на 
Линейные связности на произвольном векторном расслоении рас-
матриваются, например, в [1]. 
Теперь мы переходим от мультииндексов <(4) введенных в 
п. 5, обратно к более длинным обозначениям к*, В то 
же время цультикндекс будет выступать как один сим­
вол. Чтобы избежать путаницы, когда таких символов несколько 
или когда они стоят рядом, мы вместо . будем писать 
к*>, в таком случае две записи !Г и 
имеют один и тот же смысл. Если формы ^ 
линейной jv-связности принимают значения в алгебре 
Ли ' С неголономной дифференщальной группы Т ;^то мы име­
ем (см. п. 4) 
. . .  
« ЛЫ^)~ ч" ü<llk4V"V^ Ку (8,7) 
из чего по (8.4) следует 
<Ч», hi. 1 *4J+f rW • г'-А 
^ X- (8'8) 
Среди форм линейной ^.-связности у не­
зависимы только ^ tp-). Остальные формы можно 
восстановить по (8.7). По этой причине в уравнениях (8.6) 
существенны только следующие 
%> — ^<7,* /«>4-ß<«,.,At> 
z« 
Если сюда из (8.7) подставить 63 «о> , то получим 
QiU<V*t £ NM «Z , 
% >  —  U < ^ > A ty. 
Формы (8.5) можно записать в следующем ввде: 
==, го'д _$2 . 




есть формы кручения и кривизны. Применяя в нашей ситуации 
(7.7), получаем 
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-' Т"— г 
v  
Г" _ /•" 
М~ 'Н "М" 
с 
М-1 
ß£ _ pi ri , Vr1 r<C..«j> _ (8.9) 
K < i S « . n > j u j _ _ ~ V M ' I - V  Я  r < < 1 " ^  Ц*-*) ™* 
r- ^  p^MiU^ 1 pi j , 
~~ irr + ^M- t<*i.«<t> v7" '> •«; f-). 
Если в (8.9) подставить из (8.8), то получим 
r<k
- чч~ +^ 
В силу теоремы 2 и формулы (8.8), справедлива ал 
Л
. Теорема 3. Для любых двух линейных -fv-связностей » iti 
м 
„ г"<и1- 4»? ' р= < ii-<•'»> 
и V на М*. их коэффициенты 1
Л
.<1£,.„ **> и Г>ч<.1ч..«н> 
удовлетворяют формулам 
= + 0«4<ty),: ie.-0) 
где *"*?> — подходящий тензор со строением 
6itt<»"4t- . .. . . 
и 
<1-1 'V _\~ г-Ч 4t,,1"« [-Lutt _ь» /д /» » 
Л(Ч' )^ ИтЩу у 
Обратно, все линейные ^г-связности V на Пк. получшот-
ся из произвольно фиксированной линейной jL-связности v 
по формулам (8.10), где Н £,<£',i произволь­
ный тензор со строением (8.11). 
Наконец, поясним на примере, как в данном случае вы­
глядят формулы ковариантного дифференцирования и ковариант­
ной производной геометрического объекта. В качестве объекта 
*'1^ V j < л ^  -4+ £ и \ г~м 
возьмем Пчл'ч«' ч"> I* 4 ^ rb точнее l»ucf;, 
рМ г-<й V |— СЧ ", ^rv-lV 
*•(.>> ' jh<iW; •i4<fc,,.t *
г
> , • » 








tr^- < €«... /ь> V* I—<Ь|<и1'л> (8.12) 
и 
п Г-<<1.ч«У _ r-<4--š> _ -<Ц- й> r i __ 
 ^»<«,',s) > г<к,„,'р* (8.13) 
r<i,-"4> j—<(».,•'•«> S*" |— 
"s wi <*•<*,<„ v> 
где следует иметь в виду подстановки из (8.7) и (8.8). 
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9. В этом пункте дается конструкция одного класса 'ft-
связностей на Mk- gs 
Пусть 7 — произвольная линейная святость на 
Исходя из произвольного допустимого реперного поля 1> 
Eiс,н
х/ ... у на области ^-касательного рассло­
ения Dh (M^J мы на области Ч многообразия Мн. получим 
произвольное реперное поле Пусть коэффициенты 
этой выбранной на Мц линейной связности V в репере 
1£кДОпределим через эти коэффициенты рекуррентно 
следующие величины: 
U = i-7" if-)) (9Л) 
r-<tv.4> гЛ Г Г4 (go) 
K < K4 l" Ч> ^-т- *4 "'"kit ^Aee^ w  *4 
AL*) Vi*J 
0U4«^<jv). 
Теорема 4. Каждая линейная связность V на М* с ко­
эффициентами fj^ индуцирует на Мн. линейную ^связ­
ность, с теми же коэффициентами 1^,, но дополненными ко-
еффициентами С<^.„ k4> (£ ~ 1> - > f) и (U/UHfi), 
определенными по формулам (9Л) и (9.2). 
Прежде чем приступить к доказательству этой теоремы, мы 
найдем для (9.2) более подходящее выражение. 
Лемма. При (9.1) справедливы следующие формулы 
г—<м>"4> _р<М*«Ч-1> C-V j-it-f-it ( \ _< , л in 
W,.., Kt> т {t-*>••»р-), (9.3) 
г 
<£,... š> r<i,...i^,> ri4 „ p<i<-''> ,х (9.4) 
Г*<ч..,ч> V<4...w4+ 
Доказательство. При из формулы (9.2) получим 
— Vi». š> Г1' г'1 г^ г1«1 г-Чт _ 
-(£<' .^с-дс <г-
* С- С гД. 
Итак, формула (9.3) доказана. 
Чтобы доказать формулу (9.4), мы исходим из (9.2). 
этой сумме можем разбить слагаемые на две части: члены, 
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которых Н 
= j^ и члены, у ко'торых Первую и вто­
рую групцу членощложно соответственно записать в виде 
o$u<v-a-i . fiF 
(У г*4 Л-м Л_ 
« • -  * « - '  * < K u « V >  Ч *  " •  '  \  ~
_ г- < И "• '4-< V г- 'а 
"4*1". V»> , 
04ti<v<i-4 , j . 
\ гц г1"1 р^ -н 
*-"Ч '«<««>wvt>X( ••• ö.5) 
Для получения последней суммы (9.5) мы пользовались тем, что 
у этих слагаемых в сумме (9.4) Х^Ф- -i, Так как 
то входит в мультииндекс при 
Ка^
, Если также 
учесть, чго )-u+i < •" < ^tr, то «t может находиться только 
на последнем месте. В силу (9.1) формула (9.5) примет вид 
0 4  И < У £ i ~ 4  . . .  
j? /Г- t"4 (-<* i~htu ц х 
^ лёй^й? *" ». ) -
= 17 Г~ 
у£#и. Ч <**,., <*-#>• 
Итак, формула (9.4) установлена. Это и доказывает лемму. 
Доказательствотеоремы.^ Нам надо показать, что величины 
Пчоц... <:> 4 4 пр
И 
переходе от репера I ,... , 
*<*,.. «г
Р
Л к Реперу $£<,.«>п0 
формулам 
. ^ д <В11" ^  /I I 
<> ~ \т <*/»• */> "«> V ~ ' f-/>_ 
где матрица А
(
Г\*)=ЦА**,™ 1 пРинадлежит в ^-V (см. 
(4.6)), преобразуется по формулам 
Г - —  Г ^ ~  V ^ ~  A 1 * "  л < " , " ' * и >  г - < 4 ' « ^ >  
V<*i". ч!> 55$. л/ <к''" л <k,i. |<и> ^  <i1„, i^) "i" (9.6) 
, x-5- /V \r<W> 
Здесь элементы матрицы А 'обратной к матрице 
A*H Они Удовлетворяют соотношениям 
\-£- <Ь„Л> '•> _ 
2 " <> <Л" <*> — 41=>4 





Г£<//»**> <н.,, '»> j Л 
A-v/W-o" J, t 
Ms" >4, ... о 
если Л <•£ 
S "" " Ы) если А -1. 
Формулы (9.7) после дифференцирования в направлении £*/ дают 
нужные нам соотношения 
Ö ihm hi) i Гг<ч*« <й> v^— a 'а> \ w А<*"- «О -"^ANW^'а<£,„, «н>). (9-8) 
Аналогичные соотношения получаются из последующих формул. 
Теперь приступим к выводу формул (9.6). Используем ме­
тод математической индукцией по ~i. При t = 4 формулы (9.6) 
верны, поскольку — коэффициенты линейной связности V 
на М*' , 
Предположим, что для *«> формулы 
(9.6) верны. Докажем, что для они также 
верны. Доказательство последнего утверждения разобьем на три 
случая: t) 4 =. ^ +/)) 2) ^<А < i+4 и 3) л= 4 . 
Случай 4. При /4=i-M по формулам (9.3) получим 
I- <'i'- Чм> _ I— г-Ч*1 , с-^ f-V I— ч-и 
V< ~ *•> Хм + <4'-<4 j 
откуда, в силу предположения индукции, 
>(А1схгХ.(А^Л < КС с'с *Э •+ 
или 
A
k<T'frr<i,"*> r-Vr-4»/ \ 
~<t, /
Л
(7^ уг<ч4> 2-^х 
В силу (1.5) и (9.3), эти формулы принимают вид 
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что и требовалось доказать, 
Случай 2. При 4< * < 4+i по формулам (9.3) и (8.13) 
получаем 
,— <ч'|. ч> р<ц»^ f"4 — г- "• ^ 
f—r-t/ J <Ч». 
" *4> Х< £k/'*W<*,'« V> ~~ (9 g) 
*£- г-<ч'. ii> r-<L'„,N'y 
" К<*М'> fes к+И<К«^> *'<*/"• t> **" 
y^~" I <f<* f"> j t'<-" «•*> 
£ Г д  " Ч ' Ч < »  
По предположению индукции в правую часть мы можем сделать 
подстановку из (9.6). Раскрывая после этого скобки и учиты­
вая (9.7), получаем 
r-^— if* 
Г
Ч/ гч \ 






Ки4< *<"•"•*> \ г-<tl",ie> -
' ibv" |1**1 i<C<" Ф <Ч'"Ъ>> Клс+<<Ки» lcv> 
Г V * -  А " -  д к " ' 1  Д < к * ' "  t w >  I f  I —  < 4 - < v > \  Г < м ' * "  ü >  
+1^ la'a*^ a<k,'...4>^u< w)a^ -
v-t- r-^- . m , «n> . Kuh z <4... i*> _ n, I у <£)w V 
**X- Ü-Al4' <*{-ф А <м.„ Ч> — 
*-v ir»,i * ' 
V^- V^A^.A^'"41 л"***1 Г V~ Г 4 
vZ7 Л *.< it, J ^ ц.- 4> 
, sr*- V£~Att,A<ltl",le"! A^IS^r <f<- M 2Г<г,/" -
-iL f (wC)ciAttc  ^* 
-tH <"ч-- <4"I w> lS(i+,t<1S~*0 
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JLILLC(«*АТ?)д<—'с '!••• "> + 
Г±- <Л- <m...«w) Kv+4 , A<^«.t4>\ j— <"•" '*>1 , 
+^- ^  (е*'А ^  j 
(U=rV V--4 T 
+ [ГС А<Ь"'к'>^ ti* (£4H^"'t) -+ L u53 <N»'*4> <4»i '«> / 
"fc "t . , , , / • , / ir" л«- K«> ,— <,M.„<•»>/< Of <M'" i*> \ , 
+fe feW»*(v^ <ч- J+ 
4-i't A:'(4,AH)c<t:ž *«t Sk 





Заметим, что второе слагаемое и слагаемые во вторых 
квадратных скобках уничтожаются. Также уничтожаются второе 
и шестое слагаемые в последних квадратных скобках. Во вто­
ром слагаемом з третьих квадратных скобках подставим 
. а"4*4 r"'v+1 
ut+i — *4н "»-и ££и-м - Тогда это слагаемое вместе с 
первым слагаемым по (1.5) дают 
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Аналогично в лоследщпс квадратных скобках в пятом слагаемом 
подставим *4^1= £ч*1< Тогда это слагаемое вместе с 
первым слагаемым в этих же квадратных скобках по (4.5) дают 
S> If A<L,-iu> ) А** Г<*-%> 
Первое слагаемое в третьих квадратных скобках, учитывая (1.5) 
эаришем в виде 
<5Гд " *t> к'
м
\ 1*> А^ ). 
Учитывая все сказанное, формула (9Л0) принимает вид 
С 
/Vv"fc^H> 
тг тг v 
_V" \ ~ д"1 A<kl"'t'-,> AKv+1 f f-<4'"tr> r-iv-и I r<^'" U> 
,fe- fan ^ " <*i<" I k^,,.4> )A<.jni t-w) + 
<Л- V5- л"1 A<4.~ ,*«+< / f— <4 ". 
+H (^^„JA <Wlp> 4-
€t:r1r 1Г54Л 
t[£ (w4^)>c Af-f; + L уТл мч i'i >%> * **и <ч»' '*> 
+ГКЖ, + 
—V x <ч I.» >.<; 
«Ä/1 
r 
«7 <•*«••• "V> 4 ^ ' -1 -
Раскроем скобки в третьем слагаемом. Если 'бы суммирование 
осуществлялось с? А "то ввиду (9.7) вторая сумма .равня­
лась бы нулю, ибо 
л 
~' :=?*<?, Однако, в самом деле эта сумма 
равна 
156 




ц . 2 <Ц I» <М> 
л*'л<к/,„ 
А
Ч>( ... \н w>\ t<), 
Мы можем прибавить ее к первой сумме рассматриваемого сла­
гаемого, суммируя от 4-4 до i . Таким образом, это третье 
слагаемое принимает вид 




Теперь заметим, что диагональ первого слагаемого в (9A i )  
вместе с (9.12) дает 
•Ь 
О







/ +<Vl,4 W<>V.«U~ 
_у д"- А<к>",К11.1> .** I— <4"iši^ 2" <ч'"' Ч> 
г£Т 1Н' <Ц'» Kt> '*•<*» Ц) , 
(9.f3) 
Здесь мы использовали (9.2) и заменили индекс суююрования 
•к на М-Й. 
Остальные члены первого слагаемого в (9.11) можно за­
писать ви виде 
С V д!л. ,<К(.,,*«.(> .iv /— 
у. ц-^1 <*/- ч'>^|4#Л "<*•«++) 
и они вместе со вторым слагаемым в (9.If) в силу (9.1) дают 
t-M fr , . 
V " д Ч - —  < ч . . , Ц г >  y < t | « t 4 >  , g  # 4 ,  
2__ Lj^Vw>Vi-<«.»'Oa«.-wv 
Таким образом, сумма трех слагаемых в (9.И) равняется сум­
ме членов (9.13) и (9.£4), т.е. 
±+1 4.41 . ./. 
Г V Д1^ Д^Ч" *«-<>/,<w >— < t| Mt4r^ "I l-4? 
\,SV- Ч' W"' <l'< •"'»> » 
В формулах (9Л$) в госледорэм слагаемом используем выраже­
ние (i.5) для 6-L„t< А <£< и после этого заменим индекс 
суммирования ** на ^<1 , 
После всего проделанного Сражение (9.4f) примет вид 
, t-M i+i 
I  v  "  *  . ы  . < t u , i  к  г  
Г "  — f x  \ дЧ.Л«Ч-|)А r<t,.Jr> L\> 
m ' < ^ 4 < >  * ' ^ V <  к , ' . . .  ф % , ' и ( И | , . | И ( Ц » . ^ )  ^  
+ ^" f ~A* (L , 
А
<к'« ^ > )
Г
<м,..Ь> 2"< ч>1 
t H "its'", k/> " ">• < <4 »< **> ^ <4... <V> J V** ~ 
2 1  
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A <Чч \ «'к- Я" <*(»•**> 
+Т^ — д<<1Н,ч,-4>/'Г<^ »>_Д\(f >4 ,] 
<e,,ui <> i<'»*.> <ii •" w'l£^*4vl 
Перше два слагаемых, в силу (1.5), дазвт 
\ X д»Ч д r-<4",£v> Т 
liL^ Z_ hl' А< к^) 'м<К«.чКч> <1,.«Цг>-
Третье слагаемое в последних квадратных скобках после преоб-
пазований. аналогичных применяемым для (9.12), дает 
fA<i4«4..<> ff"<ч'-«ь*> г A I ^ ^ <*/»*£> А <г1„ t„> (£„/A *>J _ 
Теперь, в силу (1.5), довольно лепта установить, что сумма 
слагаемых в последних квадратных скобках равна 
*&< I А <£,.« М . 
Наконец, (9.15) примет вид 
r-<t/...di> _ V1 Д"- Д<к<"Сч> + 
А— ^ "<кч'- <Ч+«> 4<ч,«кч> П <£л'« М 
V ~ l  f  А < Ч ш С , , у  \  Я " < Ч - < : * >  
+ 2- lvn<^. К' > Iм <ц... г«); 
14»* *** 
что и требовалось доказать. 
Слзгчай 3. При -4«^ по (9.f) получим 
П
с< , , —7 Гс' 
Сравнивая это с (9.9), заметим, что если приравняй*. А -1} то 
придется пропустить первое озираемое, а в (9.10) - те слагав»-
мые, которые получаются из этого первого, т.е. первое и че­
тырнадцатое. Если при этом учесть, что там некоторые члены 
сокращаются и можно применить символ ковариантного дифферен­








ST^- - IH f A X i— <Й«1' 4r> ytÜ, 
+ £• •W*' N+1 ^<t/„.  ^ )  £<*.* «*> хч> 
V^- y~ A* л <">•'«> Г-<ч«Чг> / rš' il. 
«5Г u^ T <Kt/.„ <> '"-<к«1-,Ч> t£fc^ , чЦ*ч V> IJ 
+[£«*< 
Изменим пределы суммирования следующим образом: 
ue[v-vt, i+'lj (первое слагаемое), [%•, 4+ч] (вто­
рое слагаемое), V6 LI, i-Hj, U6 £*", -i-M ] (четвертое сла­
гаемое), *( < Cli (шестое и седьмое слагаемые). После 
этого первое, второе и четвертое слагаемые можно объединить: 
tri -tn , . , 





fe? <*'••• 4> и<ц.„кч> A<<4«• 
Таким образом, 
гч' Tv1 Д1*- J*u. I—<t,'«iir> £ц' I 
VW^HfeirTSi ' <*'- и<Л-ч>Л<ч-Ч>. 
* £ £х (ч,0)Сй,<ч1* 
Теперь, в силу (1.5), легко заметить, что 
^ /_.Л|Ч^А<КД
п
Й4,? '«.о*«.***П<ц„.£^ + 
Л Vr ^^к" ^ '"О ' VŠ '.Š> -
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Это и требовалось доказать. Теорема доказана. 
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HIGHER ORDBB LINEAR COHHECTIONS 
A.Parring 
S u m m a r y  
This paper is based on the investigation, of the higher 
order affine connections on a smooth manifold by G.P.Laptev 
[3]. Por each smooth manifold M n in [ 3] a aerie of ji -or­
der prolonged manifolds (jv= •#, 1,...) is introduced. They are 
associated to principal pr-order frame bundles, every of 
which has the -Jv-order holonomic differential group l~t 
as the structural group. For every ji a connection is de­
fined in this frame bundle (G.P.Laptev calls it an fi-order 
affine connection). A more detailed research of these con­
nections for f- — Z, is made by A.K.Rybnikov [б,7l» in [б! 
for the case of holonomic group L*, but in [7] already for 
the case of non-holonomic group L 
In the present paper the connections in the principal 
jv-order nonholonomic frame bundles are investigated, i.e. 
the case of non-holonomic differential group i_t is consi­
dered for > !_• these connections are called here fv-or­
der linear connections. In order to give the better expla­
nation of such -jv-order linear connection, the well-known 
notion of the linear connection is used on the suitable 
prolonged manifold. Proceeding from a smooth manifold Mn, 
a new smooth manifold Ь^ОЧи.) is constructed, which is cal­
led the -jv-order tangent bundle of Ми. Let Н(бГ(li«)) be 
the usual frame bundle on ÜNMk).A-mong the linear connec­
tions in И (t>1v (MnJ) there are the ji-orcler linear con­
nection of the base manifold Нч, So a new approach to the 
last connections is given based on the concept of the usu­
al linear connection. 
In the last section 5 a certain algorithm is construc­
ted to obtain special type -order linear connections on 
Mh for every ji starting from a given (first order) 
linear connection on Мн ffor the particular case jL = i. 
this algorithm gives the 2nd order linear connection, con­
sidered by A.K.Rybnikov [7]. 
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