Abstract. In this paper, we study the L p mapping properties of singular integral operators related to homogeneous mappings on product spaces with kernels which belong to block spaces. Our results extend as well as improve some known results on singular integrals.
Introduction
Suppose that S d −1 (d = n or m) is the unit sphere in R d equipped with the normalized Lebesgue measure dσ = dσ (·) which normalized so that σ(S d −1 ) = 1. For a nonzero point
x ∈ R d , we let x ′ = x/ |x| . For n, m ≥ 2, let K Ω (·, ·) be the singular kernel on R n × R m given by
where Ω ∈ L 1 (S n−1 × S m−1 ) and satisfies the cancellation conditions The study of the L p mapping properties of T Ω and its extensions has attracted the attention of many authors. We refer the readers to [3] , [5] , [6] , [8] , [9] , among others. Let us now recall some known results. R. Fefferman and E. Stein in [9] showed that if Ω satisfies certain Lipschitz conditions, then the operators T Ω and T * Ω are bounded in L p (R n ×R m ) for p ∈ (1, ∞).
In [5] , Duoandikoetxea improved the results in [9] by showing that T Ω is bounded on L p for
, with q > 1. In [6] , Fan, Guo and Pan improved the result in [5] by showing that the L p (1 < p < ∞) continues to hold even Ω belongs to the block space Our main purpose in this paper is to investigate the L p boundedness of T Φ,Ψ,Ω and
) and Φ and Ψ are homogeneous mappings. To state our main result,
we need first the following definition.
We say that a mapping Φ :
holds for all x ∈ R n \{0} and t > 0. Now, the following is our main result in this paper: 
Remarks.
(1) We point out that on S n−1 × S m−1 , for any q > 1 and υ > −1, the following inclusion holds and is proper:
The question with regard to the relationship between B (0,α−1) q
(2) One observes that Theorem 1.1 represents an improvement over the corresponding results in [9] and an extension of the main result in [6] .
(3) We remark that the one parameter case of Theorem 1.1 was studied by many authors (see for example, [7] , [4] , [2] ). Also, we point that a similar result to Theorem 1.1 was obtained in [1] when Ω belongs to the class
The paper is organized as follows. A few lemmas will be recalled or proved in Section 2. The proof of Theorem 1.1 can be found in Section 3.
Throughout this paper, the letter C will denote a bounded positive constant that may vary at each occurrence but independent of the essential variables.
Definitions and lemmas
The block spaces originated in the work of M. H. Taibleson and G. Weiss on the convergence of the Fourier series (see [15] ) in connection with the developments of the real Hardy spaces. Below we shall recall the definition of block spaces on S n−1 × S m−1 . For further background information about the theory of spaces generated by blocks and its applications to harmonic analysis one can consult the book [12] . The special class of block spaces B (0,υ) q (S n−1 × S m−1 ) (for υ > −1 and q > 1) was introduced by Jiang and Lu with respect to the study of singular integral operators on product domains [10] .
where |·| denotes the product measure on S n−1 ×S m−1 , and I is an interval on S n−1 ×S m−1 , i.e.,
where each C µ is a complex number; each b µ is a q-block supported on a interval
) . Now, we need to introduce some notations.
Definition 2.3. For each µ ∈ N ∪ 0} and an interval I µ on S n−1 × S m−1 with I µ < e −1 , we
, we define the sequence of measures {σ k,j ,Φ,Ψ,µ : k, j ∈ Z} and its corresponding maximal operator σ * Φ,Ψ,µ by
where σ k,j ,Φ,Ψ,µ is defined in the same way as σ k,j ,Φ,Ψ,µ , but withb µ replaced by b µ .
Our method in proving our main results relies heavily on certain maximal functions and on certain Fourier transform estimates. So we need to recall some lemmas. We start with the following lemma due to Ricci and Stein.
Lemma 2.4.([14])
Let γ (t ) = a 1 t q 1 , . . . , a n t q n where a l , q l ∈ R for 1 ≤ l ≤ n. Let M γ be the maximal operator defined on R n by
The following result follows immediately from the Lemma 2.4. 
The constant C p is independent of a l and b s for all 1 ≤ l ≤ n and
Let Γ : R + → R be a generalized polynomial defined by 
where λ ∈ R \ {0}, ε = min {1/a 1 , 1/n} and C does not depend on µ 2 , . . . , µ n as long as 0 ≤ α < β ≤ 1.
By Lemma 2.6 and the change of variable t → 1/t we immediately get the following: 
where λ ∈ R \ {0}, δ = min {−1/a 1 , 1/n} , ϕ (t ) = t −2 ψ (1/t ) and C does not depend on µ 2 , . . . , µ n .
By an argument which is similar to the proof of lemma 3 in [13] we get the following:
where µ 2 , . . . , µ n are real parameters and a 1 , . . . , a n are distinct positive exponents. Let 
By tracking the constants in the proof of Lemma 1 in [5] we have the following: Lemma 2.10. Let A > 0 and let v k,j be a sequence of Borel measures on
holds for 1/p 0 − 1/2 = 1/(2q 0 ) and for arbitrary functions g k,j on R n × R m .
The proof of Theorem 1.1 relies heavily on the following lemma which is a generalization of a result of J. Duoandikoetxea [5] . A proof of this lemma can obtained directly from Lemma 2.10 and Theorem 16 in [3] .
Lemma 2.11. Let M, N ∈ N and let {σ
where L(R n , R N ) denotes the space of linear transformations from R n into R N . Suppose that for some C > 0 and B > 1, the following hold for k, j 
Thus we have
where
where x ∈ S n−1 and u = (u 1 , . . . ,
is a nonzero function for every u ∈ S z 1 −1 . By Lemma 2.9, there exists a δ 1 > 0 such that
By letting ε = min{1/d 1 , 1/N , δ 1 /q ′ },(2.8), (i), using Lemma 2.6 and Hölder's inequality we get
By combining the last estimate with the trivial estimate
Similarly, we have
Combining the last two estimates yields the desired estimate. The proof is complete. 
Then it is easy to verify that, for all µ ∈ D∪{0}, b µ satisfies the following:
where I 0 = e −2 and C is a positive constant independent of µ. Using the assumption that Ω satisfies the vanishing conditions (1.2), and the definition ofb µ , we deduce that Ω can be written as Ω =
µ∈D∪{0}
C µbµ which in turn implies
Therefore, to prove (1.5)-(1.6), it suffices to prove the following inequalities: 
. By invoking (3.1)-(3.3) and Lemma 2.12 we get Now, by a similar argument as that employed above, we can find additional mappings Γ 2 , . . . ,
