Abstract. For a given clutter C, let I := I C be the circuit ideal in the polynomial ring S. In this paper, we show that the Betti numbers of I and I + (xF ) are the same in their non-linear strands, for some suitable F ∈ C. Motivated by this result, we introduce a class of clutters that we call chordal. This class, is a natural extension of the class of chordal graphs and has the nice property that the circuit ideal associated to any member of this class has a linear resolution over any field. Finally we compare this class with all known families of clutters which generalize the notion of chordality, and show that our class contains several important previously defined classes of chordal clutters. We also show that in comparison with others, this class is possibly the best approximation to the class of d-uniform clutters with linear resolution over any field.
introduction Square-free monomial ideals are in strong connection to topology and combinatorics. There are at least two approaches to investigate these ideals in terms of topology or combinatorics. One approach is to associate a simplicial complex to a given square-free monomial ideal I, whose faces come from square-free monomials which do not belong to I. Another approach is to associate a clutter to I whose circuits come from the minimal generators of I. The main goal in both cases is to obtain algebraic properties of I via combinatorial or topological properties of associated objects. One of the highlighted result on this subject is Fröberg's theorem.
R. Fröberg in 1990 showed that, the edge ideal of a graph G has a linear resolution if and only if the complement graphḠ is chordal [10] . In particular, for a square-free monomial ideal generated in degree 2, the problem of having linear resolution depends only on the shape of the associated graph, and does not depend on the characteristic of the base field. This is not the case for square-free monomial ideals generated in degree d > 2. The ideal associated to a triangulation of the projective plane, is a classical example of a square-free monomial ideal generated in degree 3 whose resolution depends on the characteristic of the base field (see e.g. [17, Section 4] ). So it is too much to expect a combinatorial characterization (as in Fröberg's theorem) for arbitrary squarefree monomial ideals with linear resolution. However, it is reasonable to ask, if one may find such a characterization for (square-free) monomial ideals with linear resolution over any field. It is worth to say that, via Alexander duality, this problem is equivalent to characterization of all simplicial complexes which are Cohen-Macaulay over any field (c.f. [9, Theorem 3] ). As a partial result on this subject, in [7, 11, 23, 24] , the authors defined several generalizations of chordality to higher dimensions, and they showed that the ideal associated to their classes, have a linear resolution over any field. However, it is not so difficult to give a counterexample for the other direction. On the other hand, in [4] , the authors made the attempt to prove the other direction, by showing that every squarefree monomial ideal with linear resolution over any field, comes from a chorded simplicial complex, where in that paper chorded is defined pretty technically. Yet, the authors show by an example that not any ideal admitting a linear resolution over any field, need to be chorded in their sense [4, Example 7.2] .
The main aim of this paper is twofold. First we show that, for a given square-free monomial ideal I, we may add (remove) some generators to (from) I in a way that, the corresponding non-linear strands do not change under this process. Then, motivated by this result, we introduce a class of clutters whose associated ideal of any member of this class has a linear resolution over any field. The advantage of this definition is that, this class contains other known families of clutters with this property, and at the moment, we don't know of any counterexample for the other direction (see Question 1) .
The paper is organized as follows: In the first section, we present the background material. This involves some preliminaries on graded modules and Betti numbers together with some basic notions of combinatorics. Then, in Section 2, we state one of the main theorems of this paper (Theorem 2.1). Indeed, with the required preparations, we show that, if I is a square-free monomial ideal corresponded to a clutter C and F ∈ C is chosen appropriately, then the ideals I + (x F ) and I share the same Betti numbers in their nonlinear strands. In Section 3, we introduce the class C d of chordal clutters. It is shown that, for any member of C d , the associated ideal has a linear resolution over any field. Then we show that, this class contains other families of chordal clutters as defined in [7, 11, 23, 24] . We close the paper by showing that, unlike in the graph case, it is not true that for arbitrary element of C d , the associated ideal has linear quotients. A counterexample for the last assertion, comes from a triangulation of the dunce hat.
preliminaries
Algebraic backgrounds. Throughout this paper, S = K[x 1 , . . . , x n ] denotes the polynomial ring over a field K with the standard grading (i.e. deg(x i ) = 1). Let M = 0 be a finitely generated graded S-module and
for some j} is called the projective dimension of M . For simplicity, in this paper, we fix a field K and we write simply β i,j instead of β K i,j . The Castelnuovo-Mumford regularity of M = 0, reg(M ), is given by
The initial degree of M , indeg(M ), is given by
We say that a finitely generated graded S-module M = 0 has a d-linear resolution, if its regularity is equal to d = indeg(M ). An important class of graded modules with linear resolution, is the class of modules which are generated in the same degree and have linear quotients [14] . Recall that M is said to have linear quotients, if M has an ordered set of minimal generators {m 1 , . . . , m r } such that the colon ideals (m 1 , . . . , m i−1 ) : m i are generated by linear forms, for i = 2, . . . , r.
In this paper, we concentrate on homogeneous ideals of S, in particular monomial ideals. An invariant of a homogeneous ideal in the polynomial ring, is the Green-Lazarsfeld index which measures the number of linear steps in the graded minimal free resolution of an ideal. The ideal I ⊂ S is called r steps linear, if I has a linear resolution up to homological degree r, in other words, if β i,i+j (I) = 0 for all pairs (i, j) with 0 ≤ i ≤ r and j > indeg(I). The number index(I) = sup{r : I is r steps linear} + 1 is called the index of I. In particular, I has a linear resolution if and only if index(I) = ∞.
Clutters and circuit ideals. Let us introduce some notations and terminologies which concerns about combinatorial commutative algebra. Let [n] = {1, . . . , n}. Let C be a clutter with vertex set [n] . For a subset W ⊆ [n], the induced subclutter on W is denoted by C| W and is defined as follows:
Also, for a non-empty clutter C with vertex set [n], we define the ideal I (C), as follows:
. . , i t }, and we define I(∅) = 0.
Let n, d be positive integers. For n ≥ d, we define C n,d , the complete d-uniform clutter on [n], as follows:
In the case that n < d, we let C n,d be some isolated points. It is well-known that, for n ≥ d
, we defineC, the complement of C, to bē
Frequently in this paper, we take a d-uniform clutter C = C n,d with vertex set [n] and consider the square-free monomial ideal I = I(C) in the polynomial ring S = K[x 1 , . . . , x n ]. The ideal I = I C is called the circuit ideal of C. We call N C [e] the closed neighborhood of e in C. We say that e is simplicial in C, if N C [e] is a clique in C. Let us denote by Simp (C), the set of all simplicial elements of C. More generally, for a subset A ⊂ [n] with |A| < d, let
Example 1.3. Figure 1 displays a 3-uniform clutter C whose circuits are {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {2, 3, 6}, {2, 5, 6}, {2, 5, 7}, {2, 6, 7}, {5, 6, 7}.
In this clutter, {2, 3} and {2, 6} are not simplicial in C, but all the other submaximal circuits of the set {1, . . . , 7} are simplicial in C. It is called the deletion of e from C. In the case that e is not a submaximal circuit of C, we have C \ e = C.
stability of non-linear strands under removing simplicial elements
The goal of this section is to show that deletion of simplicial elements of a d-uniform clutter does not change the Betti numbers of the corresponding non-linear strands. Indeed, the main goal of this section is to prove the following theorem.
Theorem 2.1. Let C be a d-uniform clutter and e ∈ Simp(C) a simplicial element of C. Let A ⊆ {F ∈ C : e ⊂ F } and D = C \ A. Then,
To prove Theorem 2.1, we need some preparations and we consider more generally graded ideals. In the next sections, we will introduce several applications of this theorem. Among other applications, Theorem 2.1 recovers and extends [19, Theorem 2.7] and [18, Theorem 3.7] . 
is surjective for all i and all j ≥ d. If the equivalent conditions are satisfied, then β i,i+j (I) = β i,i+j (I + L) for all i and all j > d.
induces the long exact sequence
Here we used the fact that Tor
Condition (a) implies that Ker (α i,j+1 ) = 0 and hence γ i+1,j is surjective for all j ≥ d.
The above sequence implies that Tor i (I ∩ L, K) i+(j+1) = 0 for all i and all j > d, since the maps α i+1,j and α i,j+1 are isomorphism for all i and all j > d. Therefore
Our assumptions in (b) implies that Tor i−1 (I ∩ L, K) (i−1)+(j+1) = 0 and that γ i+1,j−1 is surjective. Hence α i,j is an isomorphism for all i and all j > d.
Proof. (a) From the short exact sequence
we get the long exact sequence:
Since I/J is generated in degree d, Tor i+1 (I/J, K) (i+1)+(d−1) = 0 and so φ is injective. Therefore,
(b) Let r := reg(J). Since J is generated by elements of degree d, it follows that r ≥ d. (1) again, we get the conclusion.
(c) If index(I) = ∞, then I has a d-linear resolution and by (b), the ideal J has a d-linear resolution too. This is equivalent to say that index(J) = ∞. In the case that index(I) is finite, (c) is again a direct consequence of (1).
(d) Our assumption in (1) together with part (a), implies that
for all i and j. This implies that, projdim(J) = max{i : β i,i+j (J) = 0 for some j} ≤ max{i : β i,i+j (I) = 0 for some j} = projdim(I).
Proposition 2.4. Let I and L be graded ideals generated in degree d such that both ideals
Proof. Statement (a) is an immediate consequence of Lemma 2.2. To obtain (b), let
Thus, we obtain the following short exact sequence:
Since β ρ,ρ+d (I + L) = 0 by assumption, this short exact sequence implies that either β ρ,ρ+d (I) = 0 or β ρ,ρ+d (L) = 0. Hence, again in this case we have
In order to prove the opposite inequality, we set
In the following proposition we discuss on the hypotheses of Proposition 2.4 in the case that I and L are monomial ideals generated in degree d and the generators of L have a common factor of degree d − 1. As we shall see, in this case, for the ideal I ∩ L the matter of having linear resolution is independent of the characteristic of the base field. To state this proposition, first we fix some notations.
For a given monomial w = x c 1 1 . . . x cn n , let ν i (w) be the integer c i . Also, for a monomial ideal I, let G(I) denotes the unique minimal set of monomial generators of I. Recall that, for monomial ideals I and L, one has (see e.g. [14, Proposition 1.
Proof. First of all note that:
Suppose that L I and take a generator v ∈ G(I). The assumption L I implies that there exists x j ∈ L such that x j u / ∈ I. In particular,
The above inequality shows that
If L ⊆ I, there exists nothing to prove. So assume that L I and let
By (2), it is enough to show that lcm (
The assumption implies that:
where L ′ is a non-empty subset of {x 1 , . . . , x n }. One may easily verify that such ideals have a linear resolutions.
. . , x n ] be a square-free monomial ideal generated in degree d, u a non-zero square-free monomial of degree d − 1 and L a non-empty subset of {x 1 , . . . , x n } such that,
Then, L has a d-linear resolution with projdim (L) = |L| − 1 and Proposition 2.5 implies the equivalence of the following statements: (a) the ideal I ∩ L has a d-linear resolution; (b) for all v ∈ G(I) there exists x i ∈ L such that x i u ∈ I and x i divides v.
The following corollary is an essential part of proving the main theorem (Theorem 2.1) of this section.
Corollary 2.6. Let C be a d-uniform clutter on the vertex set [n], e a simplicial element of C and C ′ = C \ e. Let I = I C and J = I C ′ be the corresponding circuit ideals. Then,
Proof. If e / ∈ SC(C), then C \ e = C and there is nothing to prove. So assume that e ∈ SC(C) is simplicial. In this case, let u = i∈e x i and L = ( Proof of Theorem 2.1. If A = {F ∈ C : e ⊂ F }, then the Corollary 2.6(a), yields the conclusion. So assume that A ′ := {F ∈ C : e ⊂ F and F / ∈ A} = ∅. Then, it is clear that D = (C \ e) ∪ A ′ and e is a simplicial submaximal circuit of D (and C). Moreover, D \ e = C \ e. Hence, by Corollary 2.6(a), we conclude that:
for all i and j > d, as desired. The other assertions are direct consequences of Lemma 2.3.
chordal clutters
Chordal graphs are probably the most important combinatorial objects in the problem of classification of monomial ideals with linear resolution (quotients). Thanks to Fröberg, we know that a square-free monomial ideal I generated in degree 2 has a linear resolution (over any field K) if and only if I = I Ḡ , for some chordal graph G ( [10] ). Later, this result has been improved by showing that I has linear quotients if and only if I = I Ḡ , where G is a chordal graph ( [15] ).
This successful combinatorial characterization of ideals generated in degree 2 with linear resolution (quotients), motivated many mathematicians to generalize this result for squarefree monomial ideals generated in degree d > 2. Some partial results on this subject are given in [2, 3, 4, 7, 11, 18, 20, 23, 24] . The goal of this section is to introduce a class of d-uniform clutters (which we call chordal clutters) which extends the definition of the class of chordal graphs, and the corresponding circuit ideal has a linear resolution over any field. The idea to state the definition in this manner comes from Theorem 2.1(a).
The d-uniform clutter C is chordal if either C = ∅, or else there exists a sequence of submaximal circuits of C, say e 1 , . . . , e t , such that e 1 is simplicial submaximal circuit of C, e i is simplicial submaximal circuit of (((C \ e 1 ) \ e 2 ) \ · · · ) \ e i−1 for all i > 1, and
To simplify the notation, we use C e 1 ...e i for (
Example 3.2. In Figure 2 , the 3-uniform clutter C is chordal, while the 3-uniform clutter D is not. To see this, we recall that, a graph G is chordal, if and only if for every induced subgraph G ′ of G, one has Simp (G ′ ) = ∅ (essentially [5] ). It follows that, a graph G is chordal, if and only if there exists an order on vertices of G, say v 1 , . . . v n , such that v i is simplicial in G| {v 1 ,...,v i−1 } . This is equivalent to say that G ∈ C 2 .
The following result, which is contained in [18, Remark 3.10], justifies our definition of chordality, because the property of being chordal should, as in Fröberg's theorem, imply that the circuit ideal has a d-linear resolution over any field K. Proof. Since C is chordal, there exists a sequence of submaximal circuits of C, say e 1 , . . . , e t , such that e 1 is simplicial submaximal circuit of C, e i is simplicial submaximal circuit of C e 1 ...e i−1 for all i > 1, and C e 1 ...et = ∅. It follows from Theorem 2.1(b) that I C has a d-linear resolution if and only if I C e 1 ...et has a d-linear resolution. This is indeed the case, because I C e 1 ...et = I (∅) = I (C n,d ).
As mentioned at the beginning of this section, the nice characterization of square-free monomial ideals generated in degree 2 in terms of chordal graphs (Fröberg's theorem), motivated many mathematicians to generalize the definition of chordal graphs. Some of the most important results are due to Emtander [7] , Woodroofe [24] , Connon and Faridi [4] , and Nevo et al [3] (ordered chronologically). In the remaining of this section, we compare the class C d with the other known families of chordal clutters.
3.1. Woodroofe's chordal class vs C d . A nice class of clutters whose circuit ideals have a linear resolution over any field (in fact have linear quotients) has been defined by Woodroofe in [24] . This class is named chordal clutters in that text and for the avoidance of ambiguity, we call it W-chordal in this paper. Below, we state the definition of a Wchordal clutter and show that this class is strictly contained in C d . To state the definition of W-chordal clutters, first we need the following operations as defined in [24] .
Given a clutter C (not necessarily uniform), there are two ways of removing a vertex that are of interest. Let v ∈ V (C). The deletion, C \ v, is the clutter on the vertex set V (C) \ {v}, with circuits {F ∈ C : v / ∈ F }. The contraction, C/v, is the clutter on the vertex set V (C) \ {v}, which the circuits are the minimal sets of {F \ {v} : F ∈ C}. Thus, C \ v deletes all circuits containing v, while C/v removes v from each circuit containing it and then removes any redundant circuits.
A clutter D obtained from C by a sequence of deletions and/or contractions is called a minor of C. It is straightforward to prove that, if v = w are vertices, then:
Definition 3.4 (W-chordal). Let C be a clutter. A vertex v of C is W-simplicial, if for every two circuits F 1 and F 2 of C that contain v, there is a third circuit F 3 such that, F 3 ⊆ (F 1 ∪F 2 )\{v}. A clutter C is called W-chordal, if every minor of C has a W-simplicial vertex.
As it is mentioned in [24] , W-chordal clutters contain a variety of classes of combinatorial objects, including chordal graphs, complete d-uniform clutters, matroids, etc. To show that W-chordal clutters are contained in C d , we need the following intermediate steps. 
. Then, by Lemma 3.5, we may deduce that e is simplicial. To do this, first we claim that:
Claim.
For
Proof of the claim. Without loss of generality we may assume that B ∩ e = {v 1 , . . . , v t−1 } and B \ e = {w t , w t+1 , . . . 
. Continuing this process, we obtain the conclusion. Now, we are ready to show that, for each 1
. Note that v 1 is a W-simplicial vertex of C and hence is a W-simplicial in C| N C [e] . For 1 < i ≤ d − 1, let E and F be two circuits in C| N C [e] containing v i .
• If v 1 / ∈ E ∪F , then {v 1 }∪(E \ {v i }) and {v 1 }∪(F \ {v i }) are circuits containing the W-simplicial vertex v 1 and therefore, there is a circuit contained in (E ∪ F ) \ {v i }.
•
which is also contained in (E ∪ F ) \ {v i }.
• If v 1 ∈ E and v 1 / ∈ F , then there exists u ∈ F \ E such that (E \ {v i }) ∪ {u} and (F \ {v i }) ∪ {v 1 } are circuits in C which contain v 1 . Hence, there is a circuit inside (E ∪ F ) \ {v i }.
The reader may notice that, in the middle of the proof of Lemma 3.6, it is actually proved the following statement: Corollary 3.7. Let C be a d-uniform clutter and v 1 , . . . , v d−1 be a sequence of vertices of C such that:
Proof. Since C is W-chordal, C has a W-simplicial vertex v. Let e 1 be a simplicial submaximal circuit as in the proof of Lemma 3.6, which contains v. It is easy to see that, v is Wsimplicial in C \e 1 , if v is still a non-isolated vertex in C \e 1 . Let e 1 = {v,
is a minor of C. Pick a W-simplicial vertex w ′ d−2 in this minor. We claim that e 2 = v, w 1 , w 2 , . . . , w d−3 , w ′ d−2 is a simplicial submaximal circuit in C \ e 1 . Proof of the claim. We show that the vertices of e 2 satisfy the conditions of Corollary 3.7. Note that, by our choice of v and w ′ d−2 , these vertices satisfy in Corollary 3.7. Now, let:
, for a subset A ⊆ {v, w 1 , . . . , w i−1 }. Since w i / ∈ F 3 , we conclude that e 1 F 3 ∪ A. Hence
This means that F 3 ∈ D i is a circuit which is contained in (F 1 ∪ F 2 ) \ {w i }, as desired. Continuing this process, by removing all simplicial submaximal circuits containing e ′ 1 , after a finite number of steps, say r, the clutter C e 1 ...er has no circuit containing e ′ 1 . Now we put e ′ 2 = e ′ 1 \ {w d−3 } and we do the same as above, to obtain a subclutter of C e 1 ...er which has no circuit containing e ′ 2 . Repeating this argument, finally, the vertex v will be an isolated vertex and the remaining clutter is C \ v which is a d-uniform W-chordal clutter. Now induction completes the proof.
The following example shows that the containment in Proposition 3.8 is strict.
Example 3.9. Let C be the following 3-uniform clutter with vertex set {1, . . . , 5}: C = {123, 134, 235, 345} , observing {1, 2, 3} by 123 and so on. Figure 3 . A clutter C in C 3 which is not W-chordal Then C does not have any W-simplicial vertex, so is not W-chordal. But it is clear that C ∈ C 3 . Hence the class of W-chordal clutters is strictly contained in C d .
3.2.
Emtander's chordal class vs C d . Towards partial generalization of Fröberg's theorem, E. Emtander in [7] has also defined several concepts of chordality (called triangulated, triangulated*, chordal and having perfect elimination ordering) by different approaches and he showed that all of these concepts are the same [7, Theorem-definition 2.1]. He also made a good discussion about different attempts on defining chordal clutters in section 2.2 of [7] . Next, he defined the notion of "generalized chordal clutter" as a generalization of his previous objects, celebrating by showing that such clutters admit linear resolutions over any field K. In the following, we show that the class of generalized chordal clutters as defined by Emtander is strictly contained in C d . . In particular, if C is a chordal clutter in Emtander's sense, then I C has a linear resolution over any field. In his later work, he showed that for a chordal clutter C, in fact, the ideal I C has linear quotients [8] while it is still an open question whether this is true for generalized chordal clutters as well.
In the following, we show that, E-chordal clutters are strictly contained in C d . To do this, first we prove the following lemma. 
Proof. Without loss of generality we may assume that v = 1. We define a total order on T as follows: let e = {1, i 1 , i 2 , . . . , i d−2 } and e ′ = {1, j 1 , j 2 , . . . , j d−2 }, where 1 < i 1 < i 2 < · · · < i d−2 and 1 < j 1 < j 2 < · · · < j d−2 . Then e ≺ e ′ if and only if there exists an integer t such that i 1 = j 1 , . . . , i t−1 = j t−1 and i t < j t . Now, let T = {e 1 , . . . , e m } with e 1 ≺ e 2 ≺ · · · ≺ e m . Clearly, e 1 = {1, 2, . . . . Since e i ∪ {j} ∈ C n,d , it is enough to prove that e k ⊂ e i ∪ {j}, for all 1 ≤ k ≤ i − 1. Suppose that there exists 1 ≤ k ≤ m, k = i, such that e k ⊂ e i ∪ {j}. So, e k = ({j} ∪ e i ) \ {i s } for some 1 ≤ s ≤ d − 2. Since j > i l , for all 1 ≤ l ≤ d − 2, we have e i ≺ e k . So k > i, which implies that e k ⊂ e i ∪ {j}. Therefore, e i ∪ {j} ∈ D i−1 .
Conversely, suppose that j ∈ Hence
, it is enough to prove that F does not contain any e k with k < i.
Assume that e k ⊂ F for some k < i. Since e k ⊂ N D i−1 [e i ] and k = i, there exists j ∈ {i d−2 + 1, . . . , n} such that j ∈ e k . Therefore, j > i l for all i l ∈ e i and hence e i ≺ e k which implies that k > i. Thus e k ⊂ F for all 1 ≤ k ≤ i − 1, as desired. This completes the proof. ∈ SC (D). Since F is the only circuit containing e, we conclude that, e ∈ Simp (C). Moreover, C \ e = D. So induction on the number of circuits of C shows that C ∈ C d .
Suppose
. Without loss of generality we may suppose that v = n. Lemma 3.11 implies that, with a suitable ordering of all submaximal circuits of C n,d containing v, say e 1 , . . . , e m , we have e 1 ∈ Simp (C n,d ) and
which is E-chordal. Induction, now completes the proof. Then, one may check that C is not E-chordal, while C ∈ C 3 . Also, it is worth to say that, the class of E-chordal and W-chordal are not contained in each other (see [24, Example 4.8] Another notion of chordality can be found in [3] , where the authors defined the concept of 'resolution l-chordal' for a simplicial complex. Due to [3, Section 3], a simplicial complex ∆ is resolution l-chordal, ifH l (∆ W ; K) = 0, for every subset W of vertices of ∆. Now, let ∆ be a simplicial complex such that I ∆ is generated by elements of degree d. It is well-known and immediately concluded from Hochster's formula [16, Theorem 5 .1] that I ∆ has a d-linear resolution, if and only ifH i (∆ W ; K) = 0, for every subset W of vertices of ∆ and for all i = d − 2. With the notion as in [3] , this is equivalent to saying that ∆ is resolution l-chordal for all l = d − 2. In [3, Theorem 5.1], the authors refined this condition with saying that ∆ is resolution l-chordal for all integers l ∈ [d − 1, 2d − 3]. Hence, chordality in [3] may be viewed as a refinement of the Hochster's formula.
Most of the attempts to generalize Fröberg's theorem have been intended to extend the notion of chordal graphs to higher dimensions and to show that, with a new definition, the associated ideal has a linear resolution but not vice versa. But, in the work of Connon and Faridi [4] , the direction is in a different way. Indeed, the authors defined the concept of 'chorded complexes' and showed that, if I ∆ has a linear resolution over any field K, then ∆ is chorded [ [1] . Motivated by the above diagram and these evidences, we propose the following question: Question 1. Does there exist any d-uniform clutter C such that the ideal I C has a linear resolution over any field, but C is not in the class C d ? 3.5. Linear quotients. Let C = C n,d be a d-uniform clutter and I = I C . If C ∈ C d , then by Theorem 3.3, we know that I has a d-linear resolution over any field. On the other hand, ideals with linear quotients which are generated in a same degree, have also linear resolutions over any field. So it is natural to ask, whether the ideal associated to a chordal clutter has linear quotients. In the following example we show that the ideals associated to chordal clutters are not contained in the class of ideals with linear quotients. However, it is known that, if G is a chordal graph, then I Ḡ (and all of its powers) has linear quotients [13, Corollary 3.2] . Example 3.15. Let ∆ be a triangulation of the dunce hat with 8 vertices as shown in Figure 4 , which is originally introduced by Zeeman [25] . Let C be the 5-uniform clutter C = C 8,5 \ F ∆ , where∆ = [8] \ F : F ∈ F (∆) . . But with the following order on simplicial submaximal circuits of C, we get C ∈ C 5 and hence it has a linear resolution over any field. 
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