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A general field–theoretical description of many–fermion systems, both with and without quenched
disorder, is developed. Starting from the basic Grassmannian action for interacting fermions, we
first bosonize the theory by introducing composite matrix variables that correspond to two–fermion
excitations and integrating out the fermion degrees of freedom. The saddle point solution of the
resulting matrix field theory reproduces a disordered Hartree–Fock approximation, and an expansion
to Gaussian order about the saddle point corresponds to a disordered RPA–like theory. In the
clean limit they reduce to the ordinary Hartree–Fock and random–phase approximations. We first
concentrate on disordered systems, and perform a symmetry analysis that allows for a systematic
separation of the massless modes from the massive ones. By treating the massive modes in a simple
approximation, one obtains a technically satisfactory derivation of the generalized nonlinear sigma–
model that has been used in the theory of metal–insulator transitions. The theory also allows for the
treatment of other phase transitions in the disordered Fermi liquid. We further use renormalization
group techniques to establish the existence of a disordered Fermi–liquid fixed point, and show that
it is stable for all dimensions d > 2. The so–called weak–localization effects can be understood as
corrections to scaling near this fixed point. The general theory also allows for studying the clean
limit. For that case we develop a loop expansion that corresponds to an expansion in powers of
the screened Coulomb interaction, and that represents a systematic improvement over RPA. We
corroborate the existence of a Fermi–liquid fixed point that is stable for all dimensions d > 1, in
agreement with other recent field–theoretical treatments of clean Fermi liquids.
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I. INTRODUCTION
The many–fermion problem has a long history, due
to its importance with respect to electrons in condensed
matter systems.1–3 In recent years there has been a re-
newed interest in fundamental aspects of this problem,
especially for electrons at low or zero temperature, both
with and without quenched disorder. The important
physical systems for which these studies are relevant in-
clude, superconductors, both high–Tc and conventional
ones, doped semiconductors in both their metallic and
insulating phases, amorphous alloys, and Quantum Hall
systems.
Historically, there have been two important techniques
to tackle the many–fermion problem: Landau’s phe-
nomenological Fermi–liquid theory,4 and the microscopic
many–body perturbation theory or Feynman diagram
approach,2,3 which starts from a canonically quantized
Hamiltonian of the problem. While both techniques are
very useful, and have yielded many important results,
either one of them has serious limitations. Fermi–liquid
theory has been extended to include disorder,5,6 but often
a microscopic approach is preferred. For the microscopic
many–body perturbation theory, the inclusion of disorder
is extremely awkward, mostly because of a large num-
ber of diagrammatic contributions that are individually
finite, but that ultimately cancel each other. More re-
cent approaches have used functional or field–theoretical
methods,7 which allow for the application of renormaliza-
tion group (RG) techniques. A significant recent advance
in this area has been Shankar’s RG technique8 for clean
fermion systems that is applied directly to the Grassman-
nian field theory for fermions. This approach, which is
still in its infancy, is very promising. For instance, it has
already led to a derivation of Fermi–liquid theory from
a microscopic starting point.8,9 It also has been used to
provide RG derivations of the Cooper instability prob-
lem, and of RPA–like screening.8 Other applications, for
instance a discussion of corrections to scaling near the
RG fixed point (FP) that describes the clean Fermi liq-
uid, should be possible. However, for reasons that will
be discussed in detail in the present paper, it is not easy
to include the effects of quenched disorder into this ap-
proach either.
An alternative approach for clean electronic systems
has been pursued by Houghton, Marston, and others,10
and by Fro¨hlich and Go¨tschmann.11 These authors have
generalized the bosonization techniques that have been
used successfully in d = 1 to higher dimensions. In Ref.
11 the bosonization was also combined with RG tech-
niques. These theories have been used, for example,
to rederive certain nonanalyticities that occur in Fermi–
liquid theory, and to study the possibility of marginal
Fermi liquids in dimensions d ≥ 2. Finally, clean
electronic systems have been bosonized by means of a
Hubbard–Stratonovich transformation and the use of the
classical Hubbard–Stratonovich field as the fundamental
field of the theory.12 Within this latter approach, disorder
has been included in the single-particle Green function at
the level of the lowest order Born approximation.13 More
sophisticated effects of quenched disorder have so far not
been included into any of these approaches.
For systems of disordered electrons, a completely dif-
ferent theory has been in use for some time, that de-
scribes composite fermionic, i.e. effectively bosonic, de-
grees of freedom. For noninteracting electrons, this ef-
fective field theory takes the form of a nonlinear sigma–
model,14 which was generalized to the case of interacting
electrons by Finkel’stein.15,16 It is custom tailored for the
description of the metal–insulator transition near d = 2,
and it does not allow for the clean limit to be taken. No
technically satisfactory derivation of the interacting the-
ory has ever been given, but rather its structure has been
guessed, based on more rigorous derivations of Wegner’s
effective model for the metal–insulator transition in non-
interacting electronic systems.17,18 The key idea underly-
ing these effective field theories is to keep explicitly only
those degrees of freedom that are likely to be relevant for
the problem under consideration, and to integrate out all
others in some simple approximation.
It is clearly desirable to develop a more flexible field–
theoretical approach for the many–fermion problem.
Some of the desired features of such a theory are as fol-
lows. (1) Both clean and disordered systems should be
describable within a single framework. (2) The theory
should allow for a RG description of both clean and disor-
dered Fermi liquids, of the metal–insulator transition, as
well as of other quantum phase transitions, like e.g. the
recently investigated magnetic ones.19–21 (3) It should
offer flexibility with respect to how many, and which, de-
grees of freedom one keeps explicitly, depending on the
problem under consideration. (4) It should provide a sat-
isfactory derivation of the nonlinear sigma–model used
to describe the metal–insulator transition in interacting
disordered electronic systems. (5) It should allow for ex-
plicit calculations of physically relevant observables, such
as thermodynamic and transport properties. While all of
the existing theories fulfill some of these criteria, none of
them meet all of them simultaneously.
This is the first of two papers where we develop such a
theory. In the present paper we discuss our general phys-
ical ideas, and mainly focus on the disordered interacting
fermion problem, although we will discuss some aspects
of the clean limit. In a future, second paper we plan
to use the same approach to thoroughly discuss clean
interacting fermion systems, as well as the connection
between our approach and others. The outline of this
paper is as follows. In Sec. II we introduce our start-
ing point, a microscopic model for an electron fluid, in
general in the presence of quenched disorder. We then
show how to transform this Grassmannian field theory
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into one for classical or bosonic fields, and discuss the
physical motivation for this transformation. In this sec-
tion we also construct a saddle–point solution for the
resulting composite–fermion field theory, and expand to
Gaussian order about the saddle point. The result is
equivalent to what one obtains within many–body di-
agrammatic theory from the random phase approxima-
tion (RPA), modified by disorder. In Sec. III we perform
a symmetry analysis of our field theory. The results, to-
gether with some conclusions drawn from Sec. II, suggest
slightly separate ways to proceed from here for clean and
disordered fermions, respectively. Focusing on the latter,
we use the symmetry analysis to identify and classify all
of the slow or soft modes of the system. This is crucial
for a RG description of the problem. Using these results,
we then derive an effective field theory for the slow modes
in a disordered fermion system. We identify a FP that
describes a disordered Fermi liquid, and show that it is
stable for d > 2. We then show that the so–called weak–
localization effects can be interpreted as corrections to
scaling near this FP. We derive Finkel’stein’s generaliza-
tion of Wegner’s nonlinear sigma–model that has been
used to describe metal–insulator transitions near d = 2,
and discuss the critical FP that corresponds to this quan-
tum phase transition. The section is concluded by a
brief discussion of a magnetic phase transition that is
described by the theory, and of the relation between the
theory presented here and earlier theories of magnetic
transitions in disordered systems. In Sec. IV we consider
the clean limit of our theory and discuss the clean Fermi–
liquid FP. There we show that certain nonanalyticities
that appear in Fermi–liquid theory can be interpreted as
corrections to scaling near this FP, and we point out far–
reaching analogies between clean and disordered Fermi
systems. In Sec. V we present our conclusions. Appendix
A spells out a technical point that one encounters in Sec.
II, and Appendix B contains a pedagogical discussion of
an O(N) symmetric φ4 theory.
II. MATRIX FIELD THEORY
A. Grassmannian field theory
Let us start with a field–theoretical description of a
system of interacting, disordered fermions in terms of
Grassmann variables.7 The partition function of the sys-
tem is
Z =
∫
D[ψ¯, ψ] eS[ψ¯,ψ] . (2.1)
Here the functional integration is with respect to Grass-
mann valued fields, ψ¯ and ψ, and the action, S, is given
by
S = −
∫
dx
∑
σ
ψ¯σ(x) ∂τ ψσ(x) + S0 + Sdis + Sint .
(2.2a)
We use a (d + 1)-vector notation, with x = (x, τ), and∫
dx =
∫
V dx
∫ β
0 dτ . x denotes position, τ imaginary
time, V is the system volume, β = 1/T is the inverse
temperature, σ is the spin label, and we use units such
that h¯ = kB = 1. S0 describes free fermions with chemi-
cal potential µ,
S0 =
∫
dx
∑
σ
ψ¯σ(x)
(∇2
2m
+ µ
)
ψσ(x) , (2.2b)
with m the fermion mass. The Laplacian will be denoted
by ∇2 throughout. We will mostly be concerned with
systems at T = 0, where µ = ǫF , with ǫF = k
2
F /2m
the Fermi energy, and kF the Fermi momentum. Sdis
describes a static random potential, u(x), coupling to
the fermionic number density,
Sdis = −
∫
dx
∑
σ
u(x) ψ¯σ(x)ψσ(x) , (2.2c)
and Sint describes a spin–independent two–particle inter-
action,
Sint = −1
2
∫
dx1 dx2
∑
σ1,σ2
v(x1 − x2)
×ψ¯σ1(x1) ψ¯σ2(x2)ψσ2 (x2)ψσ1(x1) . (2.2d)
The interaction potential v(x) will be specified below.
For simplicity, the random potential in Eq. (2.2c) is
taken to be Gaussian distributed with a second moment
that is given by a function U(x) with the dimension of
an energy density,
{u(x)u(y)}dis =
1
πNF
U(x− y) , (2.3)
where {. . .}dis denotes the disorder average. NF is a
normalization factor with the dimension of a density of
states. One could use the free electron density of states at
the Fermi level, but it will turn out to be more convenient
to include some trivial disorder and interaction renormal-
izations. We will explicitly define NF in Eq. (2.46) below.
The full physical density of states at the Fermi level will
also be encountered later, and will be denoted by N(ǫF ).
More general disorder potentials can be considered, but
as long as they couple only to the electron number den-
sity, the difference between the more general potentials
and Eq. (2.3) can be shown to be RG irrelevant at the
disordered Fermi–liquid FP. For other purposes, e.g. a
description of the Anderson–Mott metal–insulator tran-
sition in the system, the difference is likewise expected
to be RG irrelevant.
Since the system contains quenched disorder, it is nec-
essary to average the free energy or lnZ. This is accom-
plished by means of the replica trick,22 which is based on
the identity
lnZ = lim
n→0
(Zn − 1)/n . (2.4)
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Introducing n identical replicas of the system (with n an
integer), labeled by the index α, and carrying out the
disorder average, we obtain
Z˜ ≡ {Zn}dis =
∫ n∏
α=1
D
[
ψ¯α, ψα
]
exp[S˜ ] . (2.5)
We again separate S˜ into free, disordered and interaction
parts as follows,
S˜ =
n∑
α=1
(
S˜ α0 + S˜
α
dis + S˜
α
int
)
. (2.6a)
It is useful to go to a Fourier representation with wave
vectors k and fermionic Matsubara frequencies ωn =
2πT (n+1/2), and a (d+1)-vector notation, k = (k, ωn).
Then
S˜ α0 =
∑
k,σ
ψ¯ασ (k)
[
iωn − k2/2m+ µ
]
ψασ (k) , (2.6b)
and,
S˜ αdis =
1
2πNF
n∑
β=1
∑
{ki}
∑
n,m
∑
σ,σ′
δk1+k3,k2+k4
×U(k1 − k2) ψ¯αnσ(k1)ψαnσ(k2) ψ¯βmσ′(k3)
×ψβmσ′(k4) , (2.6c)
S˜ αint = −
T
2
∑
σ1,σ2
∑
{ki}
δk1+k2,k3+k4 v(k2 − k3)
×ψ¯ασ
1
(k1) ψ¯
α
σ2(k2)ψ
α
σ2(k3)ψ
α
σ1(k4) . (2.6d)
Here we have defined
ψnσ(k) ≡ ψσ(k) =
√
T/V
∫
dx e−i(kx−ωnτ) ψσ(x) ,
(2.7a)
ψ¯nσ(k) ≡ ψ¯σ(k) =
√
T/V
∫
dx ei(kx−ωnτ)ψ¯σ(x) .
(2.7b)
Ultimately, we will be interested in long–wavelength,
low–frequency processes. For clean electrons, this in gen-
eral means that only the scattering of electrons and holes
close to the Fermi surface is important. In a clean Fermi
liquid this is true because the lifetimes of the single–
particle excitations become infinitely long as the Fermi
surface is approached. For the disordered electron prob-
lem the situation is different. All single–particle momen-
tum and frequency excitations are damped by the single–
particle relaxation rate, 1/τrel, which in general is not
small. For this case, the only slow or soft excitations
are two–particle excitations. This implies that the soft
S(1)int
k
p
S int
(2)
k
p
k
-p
p
-k
S int
(3)
FIG. 1. Typical small–angle (1), large–angle (2), and
2kF -scattering processes (3) near the Fermi surface in d = 2.
excitations in the two cases are fundamentally different,
and that clean systems have in general more soft modes
than disordered ones. This observation will be of great
importance below, and will suggest somewhat different
effective field theories for dealing with clean and disor-
dered systems, respectively. In fact, this difference is the
reason why the approaches of Shankar8 and Houghton
and Marston10 cannot be simply extended to the dirty
case.
To examine this important point in more detail, we
first consider the clean case. It is customary and con-
venient to divide the possible scattering processes into
three classes: (1) small–angle scattering, (2) large–angle
scattering, and (3) 2kF -scattering. These classes are also
referred to as the particle–hole channel for classes (1) and
(2), and the particle–particle or Cooper channel for class
(3), respectively. The corresponding scattering processes
are schematically depicted in Fig. 1. We next make ex-
plicit the phase space decomposition that is inherent to
this classification by writing S˜ αint, Eq. (2.6d), as
S˜ αint = S˜
α (1)
int + S˜
α (2)
int + S˜
α (3)
int , (2.8a)
where,
S˜
α (1)
int = −
T
2
∑
σ1σ2
∑
k,p
∑
q
′
v(q) ψ¯ασ1(k) ψ¯
α
σ2(p+ q)
×ψασ2(p)ψασ1 (k + q) , (2.8b)
S˜
α (2)
int = −
T
2
∑
σ1σ2
∑
k,p
∑
q
′
v(p− k) ψ¯ασ1(k) ψ¯ασ2(p+ q)
4
×ψασ2(k + q)ψασ1(p) , (2.8c)
S˜
α (3)
int = −
T
2
∑
σ1 6=σ2
∑
k,p
∑
q
′
v(k+ p) ψ¯ασ1(−k) ψ¯ασ2(k + q)
×ψασ2(−p+ q)ψασ1 (p) . (2.8d)
Here the prime on the q-summation indicates that only
momenta up to some momentum cutoff, λ, are integrated
over. This restriction is necessary to avoid double count-
ing, since each of the three expressions, Eqs. (2.8b) -
(2.8d), represent all of S˜ αint if all wave vectors are summed
over. In general the long–wavelength physics we are in-
terested in will not depend on λ. Finally, one often writes
the Eqs. (2.8) in terms of singlet (s) and triplet (t) con-
tributions. We introduce spinors
ψαn(x) =
(
ψαn↑(x)
ψαn↓(x)
)
, (2.9a)
and their Fourier transforms
ψα(k) ≡ ψαn (k) =
(
ψαn↑(k)
ψαn↓(k)
)
, (2.9b)
as well as their adjoints, ψ¯α(k), and a scalar product in
spinor space, (ψ, ψ) = ψ¯ · ψ, where the dot denotes the
matrix product. Then we can write the interaction term
as
S˜ αint = S˜
α (s)
int + S˜
α (t)
int + S˜
α (3)
int , (2.10a)
with,
S˜
α (s)
int = −
T
2
∑
k,p
∑
q
′
Γ
(s)
k,p(q)
(
ψα(k), s0ψ
α(k + q)
)
×(ψα(p+ q), s0ψα(p)) , (2.10b)
S˜
α (t)
int = −
T
2
∑
k,p
∑
q
′
Γ
(t)
k,p(q)
3∑
i=1
(
ψα(k), siψ
α(k + q)
)
×(ψα(p+ q), siψα(p)) . (2.10c)
Here sj = iσj , with σ1,2,3 the Pauli matrices, and s0 = σ0
is the 2 × 2 identity matrix. We have also defined the
singlet (s) and triplet (t) interaction amplitudes
Γ
(t)
k,p(q) =
1
2
v(p− k) , (2.11a)
and
Γ
(s)
k,p(q) = v(q) −
1
2
v(p− k) . (2.11b)
In addition we define the Cooper channel or 2kF -
scattering amplitude
Γ
(c)
k,p(q) = v(k + p) . (2.11c)
The effective interaction potentials that appear in Eqs.
(2.10) and (2.11) are all given by the basic interaction po-
tential v, taken at different momenta. S˜
α (1)
int , and S˜
α (s)
int
as well, contains the direct scattering contribution, or
v(q), with q the restricted (|q| < λ << kF ) momentum.
If v is chosen to be a bare Coulomb interaction, then
the direct scattering contribution leads to singularities
in perturbation theory that indicate the need for infinite
resummations to incorporate screening. For simplicity,
we assume that this procedure has already been carried
out, and take v to be a statically screened Coulomb inter-
action. For small |q|, it is then sufficient to replace v(q)
in Eq. (2.11b) by a number. The moduli of the other
momenta, k and p in Eqs. (2.10), are equal to kF for the
most important scattering processes since, as mentioned
above, the soft or slow excitations in the clean Fermi
system involve particles and holes close to the Fermi sur-
face. The angular dependences of these coupling con-
stants is usually taken into account by expanding them
in Legendre polynomials on the Fermi surface.4 For fu-
ture reference we note that if only the zero angular mo-
mentum channel, ℓ = 0, is retained, then Eqs. (2.10)
and (2.11) are valid with Γ
(t)
k,p(0), Γ
(s)
k,p(0), and Γ
(c)
k,p(0)
replaced by numbers, Γ(s), Γ(t), and Γ(c), which are the
Fermi surface averages of the respective interaction am-
plitudes. Shankar,8 in his RG approach, has explicitly
derived these results, and has shown that all corrections
to these approximations are RG irrelevant with respect
to a RG fixed point that describes a Fermi liquid.
For disordered Fermi systems the situation is different,
since single–particle excitations are massive modes with
a mass that is proportional to the inverse elastic mean–
free time. In Section III we will give a detailed discussion
of the soft or slow modes in a disordered Fermi system.
The conclusion will be that, of the modes that appear
in S˜int, the dominant soft modes are those that involve
fluctuations of either the particle number density, nn, or
the spin density, ns, in the particle–hole channel, or den-
sity fluctuations, nc, in the particle–particle channel.
23
In terms of our spinors, the latter are given as (cf. Eqs.
(2.10))
nαn(q) =
√
T/V
∑
k
(
ψα(k), s0ψ
α(k + q)
)
, (2.12a)
nαs (q) =
√
T/V
∑
k
(
ψα(k), sψα(k + q)
)
, (2.12b)
nαc (q) =
√
T/V
∑
k
ψ¯α↑ (k) ψ¯
α
↓ (−k + q) . (2.12c)
In Eqs. (2.10) this implies that we should project onto
these density fluctuations. This projection is performed
in Appendix A. The net result is that the interaction
amplitudes can be replaced by constants, namely their
angular averages with a distribution of momenta near
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the Fermi surface. We thus obtain the interaction part
of the action in the form,
S˜
α (s)
int = −
T
2
Γ(s)
∑
k,p
∑
q
′ (
ψα(k), s0ψ
α(k + q)
)
×(ψα(p+ q), s0ψα(p)) , (2.13a)
S˜
α (t)
int = −
T
2
Γ(t)
∑
k,p
∑
q
′
3∑
i=1
(
ψα(k), siψ
α(k + q)
)
×(ψα(p+ q), siψα(p)) . (2.13b)
S˜
α (3)
int = −
T
2
Γ(c)
∑
σ1 6=σ2
∑
k,p
∑
q
′
ψ¯ασ1(k) ψ¯
α
σ2(−k + q)
×ψασ2(p+ q)ψασ1 (−p) . (2.13c)
The disordered Fermi system is thus described by only
three interaction parameters, Γ(s), Γ(t), and Γ(c), which
are given by Eq. (A4b) and analogous expressions. As
long as we are only interested in physics that is dom-
inated by soft modes, this restriction is exact. Clean
Fermi systems, on the other hand, in general require an
infinite number of Fermi–liquid parameters, and the re-
striction to the Eqs. (2.13), with the three interaction
constants related to the Fermi–liquid parameters in the
ℓ = 0 channel, constitutes an approximation. Physically
this difference is due to the fact that there are more soft
modes in the clean case than in the dirty case.
B. Composite variables: Matrix field theory
1. The action in terms of Q-matrices
As noted above, the slow modes for the disordered
fermion problem are fluctuations of products of fermion
operators. It is therefore convenient to transform to a
field theory in terms of these composite variables. For
both technical and physical reasons, which will become
clear in Sec. III, it is convenient to go to a bispinor and,
eventually, to a spin–quaternion representation. We de-
fine a bispinor24
ηαn (x) =
1√
2
(
ψ¯αn(x)
s2 ψ
α
n(x)
)
=
1√
2


ψ¯αn↑(x)
ψ¯αn↓(x)
ψαn↓(x)
−ψαn↑(x)

 ,
(2.14a)
and an adjoint bispinor25
(η+)αn(x) = icη
α
n(x) =
i√
2


−ψαn↑(x)
−ψαn↓(x)
ψ¯αn↓(x)
−ψ¯αn↑(x)

 , (2.14b)
with c the charge–conjugation matrix
c =
(
0 s2
s2 0
)
= iτ1 ⊗ s2 . (2.14c)
The four degrees of freedom represented by the bispinor
are the particle–hole or number density degrees of free-
dom, and the two spin degrees of freedom. We have
also defined a basis in spin–quaternion space as τr ⊗ si
(r, i = 0, 1, 2, 3), with τ0 = s0 the 2 × 2 identity matrix,
and τj = −sj = −iσj (j = 1, 2, 3), with σj the Pauli
matrices. In this basis, the channels r = 0, 3 and r = 1, 2
describe the particle–hole and particle–particle degrees of
freedom, and the channels i = 0 and i = 1, 2, 3 describe
the spin–singlet and spin–triplet, respectively.
It is convenient to define a scalar product in bispinor
space as
(
ηαn , η
β
m
)
=
4∑
j=1
jη
α
n
jη
β
m , (2.15)
where jη denotes the elements of η, and jη denotes the
elements of η+. The adjoint of any operatorA in bispinor
space with respect to this scalar product is given by
cTAT c. In terms of the bispinors, the terms on the right–
hand side of Eq. (2.6a) can be written
S˜0 = −i
∑
α,k
(
ηα(k), [iωn − k2/2m+ µ] ηα(k)
)
,
(2.16a)
S˜dis =
−1
2πNF
∑
α,β
∑
n,m
∑
{ki}
δk1+k3,k2+k4 U(k1 − k2)
×(ηαn(k1), ηαn (k2))(ηβm(k3), ηβm(k4)) , (2.16b)
and
S˜int = S˜
(s)
int + S˜
(t)
int + S˜
(c)
int , (2.17a)
S˜
(s)
int =
TΓ(s)
2
∑
α
∑
k,p
∑
q
′ ∑
r=0,3
(−1)r
×(ηα(k), (τr ⊗ s0)ηα(k + q))
×(ηα(p+ q), (τr ⊗ s0)ηα(p)) , (2.17b)
S˜
(t)
int =
TΓ(t)
2
∑
α
∑
k,p
∑
q
′ ∑
r=0,3
(−1)r
3∑
i=1
×(ηα(k), (τr ⊗ si)ηα(k + q))
×((ηα(p+ q), (τr ⊗ si)ηα(p)) , (2.17c)
S˜
(c)
int =
TΓ(c)
2
∑
α
∑
k,p
∑
q
′ ∑
n1,n2,m
∑
r=1,2
× (ηαn1(−k), (τr ⊗ s0) ηα−n1+m(−k+ q))
× (ηα−n2(−p), (τr ⊗ s0) ηαn2+m(−p− q)) .
(2.17d)
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The same phase space decomposition used to break up
Sint can also be used to rewrite S˜dis as
S˜dis = S˜
(1)
dis + S˜
(2)
dis , (2.18a)
with,
S˜
(1)
dis =
−1
2πNF τ1
∑
α,β
∑
n,m
∑
k,p
∑
q
′ (
ηαn (k), η
α
n (k+ q)
)
×(ηβm(p), ηβm(p− q)) , (2.18b)
S˜
(2)
dis =
−1
πNF τrel
∑
α,β
∑
n,m
∑
k,p
∑
q
′ (
ηαn (k), η
α
n (p)
)
×(ηβm(p+ q), ηβm(k+ q)) . (2.18c)
Here we have introduced two different scattering times,
τ1 and τrel, that will in general renormalize differently.
The reason for their appearance is related to the poten-
tial correlation function U(k1−k2) in Eq. (2.16b), which
leads to a U(q) in S˜
(1)
dis , and a U(k−p) in S˜ (2)dis . Projec-
tion onto the density, as in the interaction terms, then
leads to Eqs. (2.18), with 1/τ1 = U(q = 0), and 1/τrel a
weighted average over U(k−p). τrel is the single–particle
relaxation or scattering time.
Next we define a Grassmannian matrix field B12, with
1 ≡ (n1, α1), etc, by
B12(x) = η
+
1 (x)⊗ η2(x) , (2.19a)
or, in Fourier space and with all components written out,
i
jB
αβ
nm(q) =
∑
k
iη
α
n(k)
jη
β
m(k+ q) , (2.19b)
The subset of the Grassmann algebra that is given by the
bilinear fields B is isomorphic to a set of classical, i.e.
c-number valued, matrix fields. We exploit this isomor-
phism, which in particular maps the adjoint operation in
ψ-space that we denoted by an overbar onto the complex
conjugation operation, by introducing a classical matrix
field Q, and constraining B to Q by means of a func-
tional delta function.26 We then use a functional integral
representation of the latter, with an auxiliary or ghost
field Λ˜ that plays the role of a Lagrange multiplier, and
integrate out the fermions. This way we obtain,
Z˜ =
∫
D[ψ¯, ψ] eS˜[ψ¯,ψ]
∫
D[Q] δ[Q−B]
=
∫
D[η] eS˜[η]
∫
D[Q]D[Λ˜] exp
(
tr
[
Λ˜(Q−B)
])
=
∫
D[Q]D[Λ˜] eA[Q,Λ˜] . (2.20)
In Eq. (2.20) we have defined an effective action,
A[Q, Λ˜] = Adis[Q] +Aint[Q] + 1
2
Tr ln
(
G−10 − iΛ˜
)
+
∫
dx tr
(
Λ˜(x)Q(x)
)
. (2.21)
Here and in what follows, tr is a trace over all discrete
degrees of freedom that are not shown explicitly, while
Tr is a trace over all degrees of freedom, including an
integral over x.
G−10 = −∂τ +∇2/2m+ µ , (2.22)
is the inverse of the free electron Green operator, and
it is clear from the structure of the Tr ln-term in Eq.
(2.21) that the physical interpretation of the ghost field
is that of a self–energy. In writing Eq. (2.21), we have
replaced the dummy integration variables Λ˜ and Q by
their transposeds, which carries a Jacobian of unity, and
have anticipated the fact that Adis[QT ] = Adis[Q], and
the same for Aint. The latter two contributions to the
action read
Adis[Q] = A (1)dis [Q] +A (2)dis [Q] , (2.23a)
A (1)dis [Q] =
−1
2πNF τ1
∫
dx
(
trQ(x)
)2
, (2.23b)
A (2)dis [Q] =
1
πNF τrel
∫
dx tr
(
Q(x)
)2
, (2.23c)
and
Aint[Q] = A (s)int +A (t)int +A (c)int , (2.24a)
A (s)int =
TΓ(s)
2
∫
dx
∑
r=0,3
(−1)r
∑
n1,n2,m
∑
α
× [tr ((τr ⊗ s0)Qααn1,n1+m(x))]
× [tr ((τr ⊗ s0)Qααn2+m,n2(x))] , (2.24b)
A (t)int =
TΓ(t)
2
∫
dx
∑
r=0,3
(−1)r
∑
n1,n2,m
∑
α
3∑
i=1
× [tr ((τr ⊗ si)Qααn1,n1+m(x))]
× [tr ((τr ⊗ si)Qααn2+m,n2(x))] , (2.24c)
A (c)int =
TΓ(c)
2
∫
dx
∑
r=1,2
∑
n1,n2,m
∑
α
× [tr ((τr ⊗ s0)Qααn1,−n1+m(x))]
× [tr ((τr ⊗ s0)Qαα−n2,n2+m(x))] . (2.24d)
2. Properties of the Q-matrices
We now derive some useful properties of the matrix
field Q. Since B, Eqs. (2.19), is self-adjoint under the
adjoint operation defined in Eq. (2.14b) and denoted by
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a superscript ‘+’, so is Q, Q+ = Q. Notice that Q+
is distinct from the hermitian conjugate of Q, which we
write as Q† ≡ (QT )∗, with the star denoting complex
conjugation. The definition of the former adjoint implies
Q+ = CTQTC, with
ijCαβnm = δnm δαβ cij , (2.25)
and c defined in Eq. (2.14c). We thus have
Q = CT QT C . (2.26a)
In addition, a direct calculation of the hermitian conju-
gate of B, B† ≡ BT , reveals another constraint that is
inherited by the Q, namely
Q† = −ΓQΓ−1 , (2.26b)
where the similarity transformation denoted by Γ has the
property
(ΓQΓ−1)nm = Q−n−1,−m−1 . (2.26c)
We now expand our matrix fields in the spin–quaternion
basis defined after Eqs. (2.14),
Q12(x) =
3∑
r,i=0
(τr ⊗ si) irQ12(x) , (2.27a)
Λ˜12(x) =
3∑
r,i=0
(τr ⊗ si) irΛ˜12(x) . (2.27b)
where again 1 ≡ (n1, α1), etc. In this basis, the relations
expressed by Eq. (2.26a) imply the following symmetry
properties,
0
rQ12 = (−)r 0rQ21 , (r = 0, 3) , (2.28a)
i
rQ12 = (−)r+1 irQ21 , (r = 0, 3; i = 1, 2, 3) , (2.28b)
0
rQ12 =
0
rQ21 , (r = 1, 2) , (2.28c)
i
rQ12 = −irQ21 , (r = 1, 2; i = 1, 2, 3) . (2.28d)
Together with the behavior under hermitian conjugation,
Eq. (2.26b), this further implies
i
rQ
∗
12 = −irQ
α1α2
−n1−1,−n2−1
, (r = 0, 3) , (2.29a)
i
rQ
∗
12 =
i
rQ
α1α2
−n1−1,−n2−1
, (r = 1, 2) , (2.29b)
Analogous relations hold for Λ˜ by virtue of the linear
coupling between Q and Λ˜.
This completes the derivation of the action in terms of
classical matrix fields. We reiterate that for disordered
fermions, this action is adequate as long as one is inter-
ested in physics dominated by soft modes, while for clean
systems, a complete theory would have to keep an infi-
nite set of interaction constants. We also recall that, by
means of the Q-matrices, we keep explicitly only density
modes in both the particle–hole and the particle–particle
channels. While this is again physically well motivated
in the disordered case, it is more problematic in the clean
case. Due to the larger number of soft modes in the lat-
ter, our procedure means that in certain clean system soft
modes have been integrated out. While this integrating–
out procedure is exact, it leads to undesirable properties
of the effective field theory as we will discuss below. In
the next subsection we will find further indications for it
being advantageous to derive somewhat different effective
theories for clean and disordered fermions, respectively.
C. Saddle–point solutions and Gaussian
approximation
The physical degrees of freedom are now given by the
matrix elements of the Q-matrices, and the physical cor-
relation functions for number and spin density fluctua-
tions can be expressed in terms of Q-correlation func-
tions. This implies that ultimately we will want to inte-
grate out the ghost field Λ˜ in Eq. (2.21). Before doing so,
however, we examine a saddle–point solution to the field
theory defined by Eqs. (2.21) - (2.24), and the Gaussian
fluctuations about this saddle point.
1. Fermi–liquid saddle–point solution
It is possible to develop a systematic theory for the ex-
pectation values of Q and Λ˜, rather than simply a saddle–
point approximation for these quantities. We will come
back to this point in Sec. III B 1 below. We further note
that there are many saddle–point solutions, and that in
general they have different symmetry properties. Phys-
ically these different solutions correspond to states with
different broken symmetries such as Fermi–liquid states,
magnetically ordered states, or superconducting states.
For now we concentrate on a Fermi–liquid state. In Sec.
III B 4 below, and elsewhere,27 we will consider more ex-
otic states.
The saddle–point condition is
δA
δQ
∣∣∣∣
Qsp,Λ˜sp
=
δA
δΛ˜
∣∣∣∣
Qsp,Λ˜sp
= 0 . (2.30)
The Fermi–liquid saddle–point solution is spatially uni-
form, diagonal in frequency and replica space, and there
are no nonzero expectation values that would describe a
spontaneous magnetization, or a BCS-like order param-
eter. In Fermi liquid–like phases, the saddle point values
of both Q and Λ˜ have the structures,
i
rQ12(x)
∣∣∣
sp
= δ12 δr0 δi0Qn , (2.31a)
i
rΛ˜12(x)
∣∣∣
sp
= δ12 δr0 δi0 Λn , (2.31b)
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and the average values of Q and Λ˜ have the same prop-
erties. Using Eqs. (2.21) - (2.31), we obtain the saddle
point equations
Qn =
i
2V
∑
p
[
iωn − p2/2m+ µ− iΛn
]−1
, (2.32a)
Λn =
−2
πNF τrel
Qn − 4TΓ(s)
∑
m
eiωm0Qm . (2.32b)
Here eiωm0 is the usual convergence factor that re-
solves the ambiguity presented by the equal-time Green
function.2 Notice that this saddle–point solution obeys
all of the symmetry properties of the Q that were de-
rived in Sec. II B 2. For a physical interpretation of Eqs.
(2.32), we define a self-energy, Σn = iΛn. In terms of Σ,
the Eqs. (2.32) can be rewritten,
Σn =
1
πNF τrel
1
V
∑
p
[
iωn − p2/2m+ µ− Σn
]−1
+2Γ(s)T
∑
m
eiωm0
1
V
∑
p
[
iωm − p2/2m
+µ− Σm
]−1
. (2.33)
This integral equation for the frequency dependent self–
energy has a familiar structure. For vanishing interac-
tion, Γ(s) = 0, Eq. (2.33) reduces to the self–consistent
Born approximation for the self–energy, or the inverse
mean–free time, in a disordered fermion system. At zero
disorder, on the other hand, Eq. (2.33) represents the
Hartree–Fock approximation for the self–energy. The full
Eq. (2.33) we will refer to as the disordered Hartree–
Fock approximation for the self–energy. It interpolates
smoothly between the clean and dirty cases.
In this context, a few remarks on ultraviolet divergen-
cies and cutoffs are in order. In general dimensions, the
sums or integrals in Eqs. (2.32) and (2.33) do not exist
due to ultraviolet divergencies. Clearly, this is due to
the long–wavelength and low–frequency approximations
we have made by, for example, projecting onto density
modes only. Any ultraviolet problems encountered in the
theory are therefore artifacts, and should be cut off at
some momentum scale k0. In principle there are a num-
ber of ‘large’ momentum scales that are candidates for
k0, e.g. the Fermi wave number kF , the Thomas–Fermi
wave number kTF , and the inverse elastic mean–free path
1/ℓ. For metallic densities, kF ≈ kTF , while kF ℓ >> 1
for weakly disordered systems, and kF ℓ ≈ 1 for strongly
disordered ones. A popular choice is to use k0 = 2π/ℓ in
any disordered system, regardless of the strength of the
disorder.28 However, for weakly disordered systems this
choice leads to qualitatively wrong answers for various
nonuniversal results, while using k0 = kF is qualitatively
correct.29 For the universal phenomena that will be con-
sidered in the present paper, on the other hand, the pre-
cise value of k0 is not important, and any of the above
choices are acceptable.
2. Gaussian approximation
We now examine the Gaussian fluctuations about the
saddle point discussed above. To this end, we write Q
and Λ˜ in Eqs. (2.21) - (2.24) as,
Q = Qsp + δQ , (2.34a)
Λ˜ = Λ˜sp + δΛ˜ , (2.34b)
and then expand to second or Gaussian order in the fluc-
tuations δQ and δΛ˜. Denoting the constant saddle point
contribution to the action by Asp, and the Gaussian ac-
tion by AG, we have
A[Q, Λ˜] = Asp +AG[Q, Λ˜] + ∆A , (2.35)
where ∆A contains all terms of higher than quadratic
order in the small quantities δQ and δΛ˜. The Gaussian
action reads,
AG[Q, Λ˜] = Adis[δQ] +Aint[δQ] + 1
4
Tr
(
GspδΛ˜Gsp δΛ˜
)
+
∫
dx tr
(
δΛ˜(x) δQ(x)
)
, (2.36a)
with Gsp the single–particle Green function in saddle–
point approximation,
Gsp(p, ωn) =
[
iωn − p2/2m+ µ− Σn
]−1
, (2.36b)
where Σn is given by the solution of Eq. (2.33). The
spectrum of this saddle–point Green function determines
the quantity NF , see Eq. (2.46) below.
At this point it is important to notice that in the full
action, Eq. (2.35), the symmetry properties expressed by
Eqs. (2.28) are enforced by means of delta-function con-
straints. Truncating the theory at the Gaussian level
spoils this property. Consequently, by using the con-
straints in different ways before the truncation one ob-
tains different Gaussian theories. Here we opt to use the
constraints to rewrite the theory entirely in terms of ma-
trix elements δQ12 with n1 ≥ n2. Correlation functions of
matrix elements that do not obey these frequency restric-
tions are related to Eqs. (2.37) below by means of Eqs.
(2.28). As we will see, this choice results in a Gaussian
theory that reproduces results that are well-known from
many-body perturbation theory. With this procedure,
Eq. (2.36a) is a quadratic form that can be diagonalized
using the techniques discussed in Ref. 16. One obtains
〈
i
r(δQ)12(p1)
j
s(δQ)34(p2)
〉
G
=
V
16
δp1,−p2 δrs δij
× irM
−1
12,34(p1) , (2.37a)
〈
i
r(δΛ¯)12(p1)
j
s(δΛ¯)34(p2)
〉
G
=
V
16
δp1,−p2 δrs δij
× irN
−1
12,34(p1) . (2.37b)
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Here 〈. . .〉G denotes an average with a weight AG. In
Eq. (2.37b), we have defined a correlation function for
the fluctuations of a field, Λ¯, that is decoupled from the
Q-correlation function. Λ¯ is defined by
Λ¯12 =
1
2
ϕn1n2 Λ˜12 +Q12 , (2.38a)
with
ϕnm(k) =
1
V
∑
p
Gsp(p, ωn)Gsp(p+ k,ωm) . (2.38b)
The matrix inverse M−1 for the particle-hole channel is
given by,
i
0,3M
−1
12,34
(p) = δ1−2,3−4
i
0,3I12
[
δ13Dn1n2(p)
−δα1α2 δα3α4 2TΓ(i)D(i)n1n2(p)Dn3n4(p)
]
−4δr0δi0
πNF τ1
δ12δ34D(s)n1n1(p)D(s)n3n3(p) ,
(2.39a)
with
i
0,3I12 = 1 + δn1n2
(
1− 2δr3
)(
δi0 −
3∑
j=1
δij
)
, (2.39b)
and Γ(0) = −Γ(s), and Γ(1,2,3) = Γ(t). For the particle-
particle channel, one finds,
i
1,2M
−1
12,34 ( p) = −δ1+2,3+4
[
δ13
i
1,2I12Dn1n2(p)
− δi0 δα1α2 δα3α4 4TΓ(c)D(c)n1n2(p)Dn3n4(p)
]
,
(2.39c)
where
i
1,2I12 = 1 + δn1n2
(
δi0 −
3∑
j=1
δij
)
. (2.39d)
Similarly, one finds for the matrix inverse N−1 in the
particle-hole channel,
i
0,3N
−1
12,34
(p) = −δ13 δ24 i0,3I12 ϕn1n2(p) , (2.39e)
and in the particle-particle channel,
i
1,2N
−1
12,34
(p) = δ13 δ24
i
1,2I12 ϕn1n2(p) , (2.39f)
In the preceding equations,
Dn1n3(p) = ϕn1n2(p)
[
1− 1
πNF τrel
ϕn1n2(p)
]−1
,
(2.40a)
and,
D(i)n1n2(p) = Dn1n2(p)
[
1 + 2TΓ(i)
×
∑
n
Dn,n+n2−n1(p)
]−1
, (2.40b)
with D(0) = D(s), and D(1) = D(2) = D(3) = D(t), and
D(c)n1n2(p) = Dn1n2(p)
[
1 + 2TΓ(c)
×
∑
n
Dn,n1+n2−n(p)
]−1
.
(2.40c)
D. Physical correlation functions
We conclude this section by interpreting the results ob-
tained in the preceding subsection, and expressing some
physical quantities of interest in terms of Q-correlations.
First of all, ϕnm(k), Eq. (2.38b), is related to a disor-
dered Lindhard function. We write
ϕnm(k) = Θ(nm)Φ + Θ(−nm)ϕ(k,Ωn−m) , (2.41)
with Ωn = 2πTn a bosonic Matsubara frequency. For
both clean and disordered systems, Φ approaches a fi-
nite constant in the limit of vanishing wave number and
frequency. On the other hand, the behavior of ϕ in the
same limit depends qualitatively on the presence or ab-
sence of disorder. For dirty systems, to leading order as
τrel →∞,
ϕ(|k| → 0,Ωn → 0) = πNF τrel , (2.42)
while for clean systems, ϕ is singular in the long–
wavelength, low–frequency limit. For example, in d = 3,
ϕ(|k| → 0,Ωn → 0) = iπNF
2|k|vF sgn (Ωn) ln
iΩn + |k|vF
iΩn − |k|vF .
(2.43)
Comparing Eqs. (2.42) and (2.43), we see that the 1/|k|
and 1/Ωn singularities that occur in the clean case are
cut off by a mean–free path, and a relaxation time, re-
spectively, in the disordered case. This implies that the
Λ¯-Λ¯ correlation function is soft for clean systems, and
massive for dirty ones. This will turn out to be a funda-
mental difference between clean and dirty systems, which
reflects the fact that single particle excitations are soft
in a clean system. These observations indicate that for
the further development of the theory it will be useful to
treat clean and disordered systems in somewhat different
ways.
ϕ determines the propagator D, Eq. (2.40a). For finite
disorder, n1n2 ≤ 0, and in the long–wavelength, low–
frequency limit one finds
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Dn1n2(p) =
πNF
Dp2 + |Ωn1−n2 |
, (2.44)
with D = v2F τrel/d a bare or Boltzmann diffusion
coefficient.30 The propagators given by Eqs. (2.37a) and
(2.39a) for n1n2 < 0 are then the soft or massless prop-
agators of the nonlinear sigma–model that is used to de-
scribe the metal–insulator transition in disordered inter-
acting electronic systems.15,16
Second, the physical correlation functions of the
single–particle spectral density, the particle number den-
sity, and the spin density, can be easily expressed in terms
of the Q-correlation functions. By keeping an appropri-
ate source in the action while performing the transfor-
mation to Q-variables, we obtain an expression for the
density of states, N , as a function of energy or frequency
ω,
N(ǫF + ω) =
4
π
Re
〈
0
0Qnn(x)
〉∣∣∣
iωn→ω+i0
. (2.45)
In saddle point approximation, we have for the density
of states at the Fermi level,
NF =
−2
π
1
V
∑
p
ImGsp(p, iωn → i0) . (2.46)
This defines the density of states that has been used
throughout as an energy normalization factor. Similarly,
one finds that the number density susceptibility, χn, and
the spin density susceptibility, χs, are given by,
χ(i)(q,Ωn) = 16T
∑
m1,m2
∑
r=0,3
〈
i
r(∆Q)
αα
m1−n,m1
(q)
× ir(∆Q)
αα
m2,m2+n
(−q)
〉
, (2.47)
with ∆Q = Q − 〈Q〉, and χ(0) = χn and χ(1,2,3) = χs.
By substituting the Gaussian propagator we see that the
Gaussian theory yields χn and χs in a disordered RPA-
like approximation. Notice that, for weak disorder, the
last term on the right–hand side of Eq. (2.39a) is smaller
than the first two terms by at least a factor of 1/τ1,
and therefore does not appear in the usual resummation
schemes of many–body perturbation theory. Neglecting
it, one finds, for small |q| and Ωn,
χ(i)(q,Ωn) = χ
(i)
st
−D(i)q2
|Ωn|+D(i)q2
, (2.48a)
where
χ
(i)
st = NF /
(
1−NFΓ(i)
)
, (2.48b)
is the static susceptibility in the long–wavelength limit,
renormalized by the interaction, and
D(i) = D
(
1−NFΓ(i)
)
, (2.48c)
is the renormalized diffusion coefficient. Here we have
used the identity T
∑
nDnn(q → 0) = −NF /2, which
expresses particle number conservation. Notice that for
i = 1, 2, 3, Eqs. (2.48) describe a disordered Stoner crite-
rion: For NFΓ
(t) = 1, the spin diffusion coefficient van-
ishes, and the static spin susceptibility diverges. In the
clean limit one recovers RPA proper,
χ(i)(q,Ωn) = 2χ0(q,Ωn)
[
1 + Γ(i)2χ0(q,Ωn)
]−1
,
(2.49)
where χ0(q,Ωn) = T
∑
m ϕm−n,m(q) is the free electron
density susceptibility per spin.
III. THE DISORDERED FERMION SYSTEM
In this section we concentrate on the disordered sys-
tem, and in particular perform a symmetry analysis in
order to identify the soft modes in our system. This will
allow us to explicitly separate the soft modes from the
massive ones, and to formulate an effective field theory
for which the soft modes remain manifestly soft to all or-
ders in perturbation theory. In Appendix B we point out
that all of the considerations and results of this section
have precise analogies within the φ4–representation of the
O(N) Heisenberg model. These analogies are often help-
ful, since φ4–theory is technically much simpler than the
matrix field theory under consideration here, and hence
it displays the basic structure of the symmetry analysis
and its consequences more clearly.
A. Symmetry analysis
1. Basic transformation properties
Let us perform a symmetry analysis of our field theory.
To this end, we start with the action in fermionic form,
formulated in terms of bispinors, Eqs. (2.16) - (2.18). Our
plan of attack is to consider the various terms in the ac-
tion separately. The crucial symmetries will involve the
free electron part, S˜0, and the disorder part, S˜dis. The
interaction part, S˜int, Eqs. (2.17), will turn out to always
be effectively proportional to a frequency, at least near
the disordered Fermi–liquid FP that we will identify be-
low. Since we are interested in low–frequency effects, this
will ultimately imply that S˜int does not change the con-
clusions with respect to which two–particle excitations
are soft or massless that are reached by considering the
noninteracting action.
For zero external frequency, iωn = 0 in Eq. (2.16a),
the free fermion action is invariant under transformations
that leave invariant the expression∑
n
∑
α
tr
(
(η+)αn ⊗ ηαn
)
≡ (η, η) , (3.1)
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with (η, η) a generalization of the scalar product defined
in Eq. (2.15) that includes summation over the frequency
and replica indices. From the structure of the disorder
part of the action, Eq. (2.16b), it is clear that S˜dis is
also invariant under transformations that leave invariant
(η, η).
Now let η be transformed by means of an operator Tˆ :
η → Tˆ η. Remembering that η+ is related to η by means
of the charge conjugation matrix C, Eq. (2.25), and using
C T = C−1, we find that in order to leave (η, η) invariant,
Tˆ must obey
Tˆ T C Tˆ = C . (3.2)
For a system with 2N frequency labels (N positive ones,
including 0, and N negative ones), and n replicas, Eq.
(3.2) defines a representation of the symplectic group
Sp(8Nn, C) over the complex numbers C.31 Throughout
this section we will denote the real, complex, and quater-
nion number fields by R, C, and Q, respectively. In what
follows we will need to consider only small subgroups of
the 8Nn(8Nn+ 1)-parameter group Sp(8Nn, C).
Now we ask what transformations of our composite
variables Q correspond to the above transformations of
the bispinors. Since the Q-matrix is constrained to the
bilinear fermion field B = η+⊗η, see Eq. (2.20), η → Tˆ η
implies Q → TQT−1, with T = CTˆC T . The ghost field
Λ˜ couples linearly to Q and B, and therefore transforms
likeQ, i.e. by means of the matrices T . Together with the
Tˆ , the transformations T also obey Eq. (3.2), and there-
fore also form a representation of the group Sp(8Nn, C).
Now we consider a specific transformation, namely a
rotation in frequency space given by,
i
rTˆ
αβ
nm = δi0 δr0 δαβ
{
δnm
[
1 + (δnn1 + δnn2) (cos θ − 1)
]
+(δnn1δmn2 − δnn2δmn1) sin θ
}
≡ δi0 δr0 δαβ tˆnm . (3.3)
This transforms a pair of spinors with frequency labels
n1 and n2, respectively, into linear combinations of the
same pair, with a mixing angle θ. These transformations
obey Eq. (3.2), and thus are elements of Sp(8Nn, C). For
fixed n1 and n2 they represent an SO(2) subgroup of
Sp(8Nn, C). The corresponding transformations T of the
Q and Λ˜-matrices are identical with the Tˆ , T = Tˆ . Under
an infinitesimal element of this subgroup, the Q-matrices
transform like
Qnm → Qnm + δQnm , (3.4a)
with
δQnm =
(
δnn1Qn2m − δnn2Qn1m + δmn1Qnn2
−δmn2Qnn1
)
θ +O(θ2) . (3.4b)
Here we have shown only the frequency indices, since all
other degrees of freedom are unaffected by the transfor-
mation. The Λ˜-matrices transform accordingly.
Of the various pieces of the action in Q-Λ˜ formulation,
Eq. (2.21), Adis and
∫
dx tr (Λ˜Q) are invariant under the
above transformation, but Tr ln(G−10 − iΛ˜) and Aint are
not. For now, let us consider the transformation of the
former:
Tr ln
(
G−10 − iΛ˜
)
→ Tr ln
(
G−10 − iΛ˜
)
+ θTr (Gδiω) ,
(3.5a)
with G ≡ (G−10 − iΛ˜)−1, and
i
r(δiω)
αβ
nm = δi0 δr0 δαβ (δnn1δmn2 + δnn2δmn1) iΩn1−n2 .
(3.5b)
The action of the noninteracting Fermi system therefore
transforms like
A0 = A−Aint → A0 + δA0 = A0 + θ
2
Tr (Gδiω) .
(3.6)
We will consider the transformation properties of Aint in
Sec. III A 3 below.
2. A Ward identity for noninteracting electrons
Because of the complexity of the interacting case, and
for the reasons noted at the beginning of the previous
subsection, we first discuss the noninteracting system.
Let us introduce a source J for the Q-fields, and consider
the partition function
Z[J ] =
∫
D[Q]D[Λ˜] eA0+
∫
dx tr
(
J(x)Q(x)
)
. (3.7)
By performing an infinitesimal transformation, Eq.
(3.4b), on the Q and Λ˜-fields, one obtains from Eq. (3.7)
the identity,
0 =
∫
D[Q]D[Λ˜]
[
δA0 +
∫
dx tr
(
J(x) δQ(x)
)]
×eA0+
∫
dx tr
(
J(x)Q(x)
)
. (3.8a)
Differentiating this identity with respect to 00J
βα
n2n1 and
putting J = 0 yields
0 =
〈
δA0 00Q
αβ
n1n2
(x)
〉
+
〈
0
0(δQ)
αβ
n1n2
(x)
〉
, (3.8b)
where 〈. . .〉 denotes an average by means of the action
A0. From the explicit expression for δA0, Eq. (3.6), we
see that the first average is essentially a frequency times
〈GQ〉. By using the identity32 〈GQ〉 = −2i〈Q2〉 we fi-
nally obtain
12
8Ωn1−n2
∑
γ
∫
dy
〈
0
0Q
γγ
n1n2
(y) 00Q
αβ
n1n2
(x)
〉
=
〈
0
0Q
αβ
n1n1
(x)
〉
−
〈
0
0Q
αβ
n2n2
(x)
〉
. (3.9)
This is the desired Ward identity for noninteracting
electrons,33,17,18 which relates a two–point Q-correlation
function to the one–point function. For sgnn1 = sgnn2,
the right–hand side vanishes as n1 − n2 → 0, and
the identity tells us nothing interesting. However, for
sgnn1 6= sgnn2 we see from Eq. (2.45) that the right–
hand side approaches πN(ǫF )/2, which is nonzero every-
where inside the band. The correlation function on the
left–hand side must therefore diverge. Due to rotational
invariance in replica space we have 〈Qαβ〉 ∼ δαβ , and
〈Qαβ Qγδ〉 ∼ δαγδβδ. We finally obtain, for n1n2 < 0
and |Ωn1−n2 | → 0,〈
0
0Q
αα
n1n2
(k) 00Q
αα
n1n2
(−k)
〉 ∣∣∣∣
k=0
=
πN(ǫF )
16|Ωn1−n2 |
. (3.10)
Here N(ǫF ) is the exact density of states at the Fermi
level of the noninteracting electron system. The salient
point is that, as long as N(ǫF ) > 0, the Q-Q correla-
tion function at zero momentum diverges like 1/|Ωn1−n2 |.
Equations (2.37a), (2.39a), and (2.44) show that the
Gaussian propagator has this property. The Ward iden-
tity ensures that it holds to all orders in perturbation
theory. We have therefore identified 00Q
αα
n1n2 for n1n2 < 0
as a soft mode. Rotational symmetry in replica space im-
plies that the 00Q
αβ
nm, nm < 0, α 6= β, are also soft. This
can also be seen by applying the above rotation procedure
in frequency space directly to spinor pairs with different
replica indices.
From the Gaussian propagator, Eqs. (2.37a), (2.39),
as well as from physical considerations, one expects all
channels to be soft, not just the r = 0, i = 0 channel.
This is indeed the case. These additional soft modes are
not controlled by separate Ward identities, but rather
are related to Eq. (3.9) by additional symmetries of the
action. In order to see this, we consider transformations
Tαβnm = δαβ δnm
[
δnn2xr (τr ⊗ si) + (1− δnn2) (τ0 ⊗ s0)
]
,
(3.11a)
with x0 = x3 = 1, and x1 = x2 = i, and n2 some fixed
frequency index. These T obey Eq. (3.2), and in addition
they are unitary. It is easy to check that under these
transformations Q transforms like
0
0Qnn2 → irQnn2 (n 6= n2) . (3.11b)
If the action is invariant under such a transformation
for given i, r, then 〈irQ irQ〉 = 〈00Q 00Q〉, and hence the
two–point Q-correlations in the i, r channel are also soft.
Obviously, the noninteracting actions is indeed invariant
under these transformations, so the two–point correla-
tions are soft in all channels.
Note that Eqs. (3.11) imply that the spin–singlet (i =
0) and spin–triplet (i = 1, 2, 3) channels are equal, and
so are the particle–hole (r = 0, 3) and particle–particle
(r = 1, 2) channels. In particular, they provide a techni-
cal explanation for why the so–called Cooperons, i.e. the
two–pointQ-correlation functions in the particle–particle
channel, are soft modes. We also mention that in the
clean case, there still is only one basic Ward identity,
but many more additional symmetries than in a disor-
dered system.27 These additional symmetries result in
many additional soft modes. This feature leads to the
somewhat paradoxical fact that it is easier to derive an
effective field theory for disordered electron systems than
for clean ones.
3. A Ward identity for interacting electrons
Now we add the electron–electron interaction to our
considerations. For simplicity, we restrict ourselves to
a discussion of the particle–hole spin–singlet interaction;
the discussion of the remaining interaction channels pro-
ceeds analogously.
Let us consider again an infinitesimal element of the ro-
tations in frequency space, Eq. (3.3). From Eqs. (2.24b)
and (3.4b) we find that the particle–hole spin–singlet part
of the action transforms like A (s)int → A (s)int + δA (s)int , with
δA (s)int = 16Γ(s)
∫
dx
∑
γ
∑
r=0,3
T
∑
n′
1
n′
2
0
rQ
γγ
n′
1
n′
2
(x)
×
[
0
rQ
γγ
n1+(n′1−n
′
2
),n2
(x) − 0rQ
γγ
n1,n2−(n′1−n
′
2
)(x)
−0rQ
γγ
n2+(n′1−n
′
2
),n1
(x) + 0rQ
γγ
n2,n1−(n′1−n
′
2
)(x)
]
θ . (3.12)
Now we follow the same steps that led to Eq. (3.8b),
except that we differentiate with respect to 00J
βα
n4n3
with
n3 > 0, n4 < 0. This yields
−
〈
0
0 (δQ(x))
αβ
n3n4
〉
=
〈
δA0 00Q
αβ
n3n4
(x)
〉
+
〈
δAint 00Q
αβ
n3n4
(x)
〉
. (3.13)
Choosing n1 > 0, n2 < 0, and using 〈Qnm〉 ∼ δnm as well
as Eq. (3.12), we obtain the Ward identity in the form,
Wint + 8Ωn1−n2
∑
γ
∫
dy
〈
0
0Q
γγ
n1n2
(y) 00Q
αβ
n3n4(x)
〉
= δn1n3δn2n4
(〈
0
0Q
αβ
n1n1
(x)
〉
−
〈
0
0Q
αβ
n2n2
(x)
〉)
,
(3.14a)
where,
Wint = −16Γ(s)
∑
γ
∫
dy
∑
r=0,3
T
∑
n′
1
n′
2
〈
0
0Q
αβ
n3n4
(x)
13
× 0rQ
γγ
n′
1
n′
2
(y)
[
0
rQ
γγ
n1,n2−(n′1−n
′
2
)(y)
−0rQ
γγ
n1+(n′1−n
′
2
),n2
(y) + 0rQ
γγ
n2+(n′1−n
′
2
),n1
(y)
−0rQ
γγ
n2,n1−(n′1−n
′
2
)(y)
]〉
,
(3.14b)
with n1, n3 > 0, and n2, n4 < 0.
We now need to analyze the 3-point correlation func-
tions in Eq. (3.14b), and ascertain that the Qn1n2 with
n1n2 < 0 remain soft modes in their presence. To this
end we first split up the Q into their averages, and fluctu-
ations: Qnm = 〈Qnm〉+(∆Q)nm = δnm〈Qnn〉+(∆Q)nm.
Since n1 6= n2, and n3 6= n4, we have 〈Qn1n2〉 =
〈Qn3n4〉 = 0. Furthermore, if we put n′1 = n′2 in the
3-point functions, then the expression in square brack-
ets in Eq. (3.14b) vanishes, so effectively we also have
〈Qn′
1
n′
2
〉 = 0. Equation (3.14a) then takes the form,
Wint + 8Ωn1−n2
∑
γ
∫
dy
〈
0
0(∆Q)
γγ
n1n2
(y)
×00(∆Q)
αβ
n3n4
(x)
〉
= δn1n3δn2n4
(〈
0
0Q
αβ
n1n1
(x)
〉
−
〈
0
0Q
αβ
n2n2
(x)
〉)
,
(3.14c)
and Wint can be written,
Wint = −16Γ(s)
∑
γ
(〈
0
0Q
γγ
n1n1
(x)
〉
−
〈
0
0Q
γγ
n2n2
(x)
〉)
×T
∑
n′
1
n′
2
(
δn′
1
−n′
2
,n2−n1 + δn′1−n′2,n1−n2
)
×
∫
dy
〈
0
0(∆Q)
γγ
n′
1
n′
2
(y) 00(∆Q)
αβ
n3n4
(x)
〉
−16Γ(s)
∑
γ
∫
dy
∑
r=0,3
T
∑
n′
1
n′
2
×
〈
0
0(∆Q)
αβ
n3n4
(x) 0r(∆Q)
γγ
n′
1
n′
2
(y)
×
[
0
r(∆Q)
γγ
n1,n2−(n′1−n
′
2
)(y)
−0r(∆Q)
γγ
n1+(n′1−n
′
2
),n2
(y)
+0r(∆Q)
γγ
n2+(n′1−n
′
2
),n1
(y)
−0r(∆Q)
γγ
n2,n1−(n′1−n
′
2
)(y)
]〉
,
(3.14d)
Next we remember that the composite variables Q cor-
respond to products of fermions variables, e.g. Q ∼ ψ¯ψ
in the particle–hole channel. Specifically,
0
0Qn1n2 ∼
i
2
∑
σ
(
ψ¯n1,σψn2,σ + ψ¯n2,σψn1,σ
)
, (3.15a)
0
3Qn1n2 ∼
−1
2
∑
σ
(
ψ¯n1,σψn2,σ − ψ¯n2,σψn1,σ
)
, (3.15b)
Therefore, writing the correlation functions in terms of
∆Q ∼ ψ¯ψ − 〈ψ¯ψ〉 makes them Q-irreducible, but not
ψ-irreducible. For instance, the 2-point function in Eqs.
(3.14c) and (3.14d) has the structure,
∑
γ
∫
dy
〈
0
0(∆Q)
γγ
n1n2
(y) 00(∆Q)
αβ
n3n4
(x)
〉
= δαβ
[
δn1n3δn2n4X
(1)
n1n2 + δn1−n2,n3−n4X
(2)
n1n2,n3n4
]
.
(3.16)
The replica structure of this identity is such that X(1)
and X(2) are replica independent.34 We can therefore
suppress the replica index in what follows, as we have
done already in Eqs. (3.15). The frequency structure
of Eq. (3.16) is very general: By virtue of Eq. (3.15a),
the full 2-point function is automatically proportional
to δn1−n2,n3−n4 due to time translational invariance,
and the disconnected part is in addition proportional
to δn1n3δn2n4 . Using Eqs. (3.15) in the 3-point Q-
correlations shows that they also contain parts that are
proportional to δn1n3δn2n4 , and others that are propor-
tional to δn1−n3,n2−n4 . This suggests to break up the
Ward identity into two separate pieces with these two
frequency structures, respectively.
By collecting the above arguments, we find that the
coefficients of δn1n3δn2n4 in the Ward identity obey the
relation,〈
0
0Q
αβ
n1n1
(x)
〉
−
〈
0
0Q
αβ
n2n2
(x)
〉
= δαβ
[
8Ωn1−n2X
(1)
n1n2
−NF (NFΓ(s))2Y (1)n1n2
]
. (3.17a)
Here Y (1) is related to the piece of the 3-point correlation
functions that is proportional to δn1n3δn2n4 . An explicit
calculation yields,
Y (1)n1n2 =
−8
N3FΓ
(s)
∫
dyT
∑
n′
1
n′
2
×
{
G(x,y;ωn1 )
〈(
ψ¯n′
1
(y)s0ψn′
2
(y)
)
× ((ψ¯n2−n′1+n′2(y)s0ψn2(x))
〉c
−G(x,y;ωn2 )
〈(
ψ¯n′
1
(y)s0ψn′
2
(y)
)
× ((ψ¯n1−n′1+n′2(y)s0ψn1(x))
〉c}
dis
.
(3.17b)
Here the 〈ψ¯ψψ¯ψ〉c are ψ-connected correlation functions,
with the cumulant taken with respect to the quantum
mechanical expectation value only, and G(x,y;ωn) =
14
〈ψ¯n,σ(x)ψn,σ(y)〉 is the Green function for a given disor-
der configuration. For Tn1 → +0 and Tn2 → −0, so that
Ωn1−n2 → 0, the left–hand side of Eq. (3.17a) approaches
again πN(ǫF )/2, with N(ǫF ) the single–particle density
of states at the Fermi level. However, since we are now
dealing with interacting electrons, N(ǫF ) includes inter-
action as well as disorder effects. Y
(1)
n1n2 in that limit
approaches some number πY (1)/2. We then obtain, for
small Ωn1−n2 ,
X(1)n1n2 =
π
16|Ωn1−n2 |
[
N(ǫF ) +NF (NFΓ
(s))2Y (1)
]
.
(3.18)
Notice that the ψ-connected correlation functions vanish
for noninteracting electrons, so that in an expansion in
powers of the interaction constant, Y (1) is of O(1). The
term in brackets on the right–hand side of Eq. (3.18)
is equal to π
(
N(ǫF )
)2
/8H , with H the quasi-particle or
specific heat density of states.5,6,16
Similarly, one finds for the coefficients of δn1−n3,n2−n4
in the Ward identity,
Ωn1−n2 X
(2)
n1n2,n3n4 = NF (NFΓ
(s))2 Y (2)n1n2,n3n4
−16Γ(s)T
{[
G(x,x;ωn1 )−G(x,x;ωn2 )
]
×φn3n4(x,x)
}
dis
, (3.19a)
where
φn3n4(x,x) =
∫
dyG(y,x;ωn3 )G(x,y;ωn4 ) , (3.19b)
and Y (2) is again given in terms of connected 4-ψ correla-
tion functions. If desired, it can be calculated in pertur-
bation theory in Γ(s). For Ωn1n2 → 0, Eqs. (3.19) yield
X
(2)
n1n2,n3n4 ∼ T/|Ωn1−n2 ||Ωn3−n4 |. Again, the Gaussian
propagator has that property, see Eqs. (2.37a), (2.39),
(2.40).
From Eqs. (3.18) and (3.19) we see that 00Q
αα
nm remains
a soft mode in the presence of interactions. This is due
to the frequency structure of the interaction term, which
ensures that the 2-point Q-correlation function remains
soft rather than acquiring a mass, as one might naively
expect from an inspection of the action, Eqs. (2.21) -
(2.24). Note that this softness is not restricted to the
particular linear combination of Q that constitutes the
particle number density. It therefore is not related to
the particle number conservation law. Rather, it is a
consequence of the spontaneous breaking of a continu-
ous symmetry in the system, viz. the invariance, at zero
external frequency, under the rotations between positive
and negative frequencies discussed above, or between re-
tarded and advanced Green functions. The soft modes
in question are the corresponding Goldstone modes.
As in the noninteracting case, there is a variety of other
soft modes that are related to the above Ward identity
by means of additional symmetries that are not broken.
First of all, rotational symmetry in replica space again
implies that the 00Q
αβ
nm, nm < 0, are also soft.
34 Next we
show that the spin–triplet channel also remains soft. To
this end, let us denote the (identical) coupling constants
in the three branches of the spin–triplet channel by Γ
(t)
i ,
i = 1, 2, 3. Now we pick from the transformations T , Eq.
(3.11a), the one that interchanges, say, i = 0 and i = 1.
The action is still invariant under this transformation,
provided that we also interchange Γ(s) and Γ
(t)
1 . This
shows that 10Q also obeys Eq. (3.16), but with the Γ
(s)
in Eqs. (3.17) - (3.19a) replaced by Γ(t). Since this can
be done for all branches of the spin–triplet channel, it
follows that they all are soft modes. Alternatively, we
can invoke rotational invariance in spin space (an SU(2)
subgroup of the large symplectic group), which implies
that all three components of the spin–triplet have identi-
cal correlation functions. This argument also shows that
there are no singlet–triplet cross correlations. By means
of similar arguments one easily convinces oneself that the
particle–particle channel is still soft, with the appropriate
Cooper channel interaction amplitude replacing Γ(s) or
Γ(t). For the action shown in Eq. (2.21) - (2.24), we thus
conclude that all channels are still soft, and all the soft
modes can be traced to the Ward identity, Eq. (3.14a),
and additional symmetry relations. If some of the addi-
tional symmetries are broken externally, e.g. by means
of an external magnetic field, or by magnetic impurities,
then the respective modes acquire a mass, see Refs. 24,16.
4. Separation of soft and massive modes
From the previous subsection we know that the corre-
lation functions of the Qnm with nm < 0 are soft, while
those with nm > 0 are massive. Our next goal is to
separate these degrees if freedom in such a way that the
soft modes remain manifestly soft to all orders in per-
turbation theory. To give a simple example, in an O(N)
φ4–theory this is achieved by writing the N -component
vector field as ~φ(x) = ρ(x) φˆ(x), with ρ the norm of the
vector, and |φˆ(x)| ≡ 1. With this separation, only gra-
dients of φˆ appear in the theory, and so φˆ is manifestly
soft, see Ref. 35 and Appendix B. We are looking for an
analogous separation of our matrix degrees of freedom.
For noninteracting electrons this has been done in Refs.
17 and 18, and we will construct a suitable generalization
of the procedure used by these authors.
The matrices Q that we are considering are complex
8Nn×8Nnmatrices that obey Eqs. (2.26). Alternatively,
we can consider the Q as 2Nn × 2Nn matrices whose
elements are spin–quaternions, or 4Nn × 4Nn matrices
whose elements are quaternions. For our purposes the
last choice will be most convenient. We thus study a set
of matrices Q with quaternion valued matrix elements
Qαβnm,σσ′ (n,m = 1, . . . , N ; α, β = 1, . . . , n; σ, σ
′ =↑
15
, ↓),36
Qαβnm,σσ′ =
3∑
r=0
rQ
αβ
nm,σσ′ τr , (3.20a)
that obey
Q = CTQTC , (3.20b)
Q† = −ΓQΓ−1 , (3.20c)
with Γ from Eq. (2.26c), and C = 1 ⊗τ2, where 1 denotes
the 4Nn × 4Nn unit matrix. This set of matrices is
invariant under transformations T that obey TCT T = C,
i.e. under symplectic transformations.37
For what follows, the constraint expressed by Eq.
(3.20c) is somewhat awkward to handle. We therefore
analytically continue the matrix elements of Q, consid-
ered as functions of the imaginary frequencies, iωn and
iωm, to the complex plane: iωn → z1, and iωm → z2. As
functions of z1 or z2, the Q have a branch cut on the real
axis, and from Sec. III B 3 we know that those matrix
elements with z1 and z2 approaching the real axis from
opposite sides are soft modes. The analytic continuation
of Eq. (3.20c) reads
(Q†)z1z2 = −Qz∗1z∗2 . (3.21a)
In particular, for real frequencies, ω and ω′, we have
(Q†)ω±i0,ω′±i0 = −Qω∓i0,ω′∓i0 . (3.21b)
If we analytically continue Q onto the unphysical Rie-
mann sheet, Qω,ω′ is thus formally anti–hermitian. It
therefore has 4Nn imaginary eigenvalues λjτ0 (λj ∈
iR; j = 1, . . . , 4Nn), and can be diagonalized by
means of unitary transformations S˜ ∈ U(4Nn,Q) (i.e.
by unitary 4Nn × 4Nn matrices whose elements are
quaternions). Now U(4Nn,Q) is isomorphic to the
unitary symplectic group USp(8Nn, C) ≡ U(8Nn, C) ∩
Sp(8Nn, C).31 This means that the Q can be diagonal-
ized by means of unitary matrices that are also symplec-
tic, and hence leave the set of Q invariant. That is, the
most general Q can be written
Q = S˜ D S˜−1 , (3.22)
where D is diagonal, and S˜ ∈ USp(8Nn, C).
However, diagonalization is more than we want. Since
we know that the Qnm with nm < 0 are soft, while those
with nm > 0 are massive, we are interested in generat-
ing the most general Q from a matrix P that is block–
diagonal in Matsubara frequency space,
P =
(
P> 0
0 P<
)
, (3.23)
where P> and P< are matrices with elements Pnm where
n,m > 0 and n,m < 0, respectively. This can easily be
achieved. Since the analytic continuations of P> and P<
are anti–hermitian, the most general P can be obtained
from D by an element U of USp(4Nn, C)×USp(4Nn, C).
The most general Q can therefore be written
Q = S P S−1 , (3.24)
with S = S˜U−1. The set of transformations S is
the set of all cosets of USp(8Nn, C) with respect to
USp(4Nn, C)×USp(4Nn, C), i.e. the S form the homoge-
neous space USp(8Nn, C)/USp(4Nn, C) × USp(4Nn, C).
The corresponding most general Q on the imaginary fre-
quency axis is generated from the most general P by a set
of transformations that is isomorphic to this coset space,
and that can be explicitly constructed by reversing the
Wick rotation that led us from imaginary frequencies to
real ones. For our purposes, we will not need this ex-
plicit construction, and we will not distinguish between
the two isomorphic spaces.
This achieves the desired separation of our degrees
of freedom into soft and massive ones. The massive
degrees of freedom are represented by the matrix P ,
while the soft ones are represented by the transforma-
tions S ∈ USp(8Nn, C)/USp(4Nn, C) × USp(4Nn, C).
To come back to the O(N) example at the beginning
of this subsection, the analogy is as follows. For the
N -component vector, the direction φˆ is a point on the
(N − 1)-sphere, which is isomorphic to the homogeneous
space O(N)/O(N − 1) × O(1), see Appendix B. The
unitary–symplectic coset space identified above is a ma-
trix generalization of this.
In order to formulate the field theory in terms of the
soft and massive modes, one also needs the invariant mea-
sure I[P ], or the Jacobian of the transformation from the
Q to the P and the S, defined by∫
D[Q] . . . =
∫
D[P ] I[P ]
∫
D[S] . . . . (3.25)
Since we will not need to know the explicit form of I[P ]
in what follows, we relegate its derivation to Appendix
C.
5. A Ward identity based on a local symmetry
In addition to the Ward identity derived on the basis
of a global symmetry in Secs. III A 2 and IIIA 3 above,
for the derivation of an effective field theory in the next
subsection we will also need an identity that is based on
a local symmetry. Such relations with the structure of a
Ward identity or a Noether theorem can be derived on
the basis of either the replica or the gauge structure of
the theory. For our present purposes, we consider a lo-
cal U(1) gauge transformation of the Grassmannian field
theory, Eqs. (2.2), that is independent of imaginary time
τ ,
ψσ(x)→ e−iα(x) ψσ(x) . (3.26)
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We define a (d+1)-component current vector qµ = (q0,q)
with ‘spatial’ components qi (i = 1, . . . d) as
q0(x) =
∑
σ
ψ¯σ(x)ψσ(x) , (3.27a)
q(x) =
−1
2m
∑
σ
(
ψσ(x)∇ψ¯σ(x) + ψ¯σ(x)∇ψσ(x)
)
,
(3.27b)
and add to the action a term SA that describes a coupling
of the current to a τ -independent vector potential Aµ =
(A0,A),
SA = −i
∫
dxAµ(x) q
µ(x) − 1
2m
∫
dxA2(x) q0(x) .
(3.28)
It is then straightforward to establish that the partition
function is gauge invariant, i.e. it is invariant under the
local gauge tranformation given by Eq. (3.26), supple-
mented by a transformation of the vector potential,
Aµ(x)→ Aµ(x) + ∂µα(x) , (3.29)
with ∂µ = (∂τ ,∇). The invariance statement is
Z[Aµ] = Z[Aµ + ∂µα] , (3.30)
A Taylor expansion of Eq. (3.30) immediately leads to
the conservation law
∂µ
(
〈qµ(x)〉 − i
m
Aµ(x)〈q0(x)〉
)
= 0 , (3.31)
where 〈. . .〉 denotes an average with respect to the ac-
tion S + SA. By putting Aµ = 0, one simply obtains the
continuity equation for the fermion number density. An-
other useful identity can be obtained by integrating Eq.
(3.31) over space and time, differentiating with respect
to Ai(y), and then setting Aµ = 0. The result is,
−1
m
∑
n,m
σ,σ
′
∫
dy
〈
∂ψ¯n,σ(x)
∂xi
ψn,σ(x)
∂ψ¯m,σ′ (y)
∂yj
ψm,σ′ (y)
〉
= δij
∑
n,σ
〈
ψ¯n,σ(x)ψn,σ(x)
〉
. (3.32)
This identity holds for a particular realization of the dis-
order. If we perform the ensemble average it still holds,
with the brackets now including the disorder average in
addition to the quantum mechanical expectation value.
One then has a relation between a homogeneous current–
current correlation function and the particle number den-
sity that is known as the f-sum rule. The above deriva-
tion makes it clear that it is closely related to the particle
number conservation law. Within models or approxima-
tions that describe an effective single-particle problem,
the quantum mechanical average on the left–hand side
of Eq. (3.32) factorizes. Furthermore, Eq. (3.32) then
holds for each term in the n-summation separately, since
in a single-particle problem there is no frequency mix-
ing. Within approximations where the disorder average
factorizes as well, the identity can be written in terms of
disorder averaged one–particle Green functions as,
δijG(x = 0, ωn) =
1
m
∫
dy [∂iG(x − y, ωn)]
× [∂jG(y − x, ωn)] , (3.33a)
or, in Fourier space,
δij
∑
q
G(q, ωn) =
−1
m
∑
q
qi qj
(
G(q, ωn)
)2
. (3.33b)
This identity will be useful later.
B. Effective field theory for disordered fermions
We are now in a position to formulate the theory in
such a way that the soft and massive modes, respectively,
are separated, and that the former remain manifestly
soft to all orders in perturbation theory. This formu-
lation also provides a technically satisfactory derivation
of the generalized nonlinear sigma–model for interacting,
disordered fermions. We will first discuss this deriva-
tion, as well as corrections to the sigma–model. Then we
will discuss the Fermi–liquid FP and the critical FP that
describes the Anderson–Mott metal–insulator transition,
and show that the sigma–model provides an adequate
description of either one.
1. The nonlinear sigma–model
We return to Eqs. (2.20), (2.21), and use the repre-
sentation, Eq. (3.24), of Q in terms of S and P . It is
convenient to define a transformed ghost field Λ by
Λ(x) = S−1(x) Λ˜(x)S(x) . (3.34)
In terms of these variables, the partition function for the
replicated theory, Eq. (2.20), reads
Z˜ =
∫
D[P ]D[S]D[Λ] exp(A [S, P,Λ] + Tr ln I[P ]) .
(3.35)
Here I[P ] is the invariant measure, Eq. (3.25), and the
action A reads,
A [S, P,Λ] = Adis[P ] +Aint[SPS−1]
+
1
2
Tr ln
(
G−10 − iSΛS−1
)
+
∫
dx tr
(
Λ(x)P (x)
)
, (3.36)
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with Adis and Aint defined by Eqs. (2.23) and (2.24).
Now we expand S, P , and Λ about their saddle point
values. Alternatively, one could expand about the ex-
act expectation values. However, the ‘equation of state’
for the latter is just the saddle point equation of state
plus loop corrections, and for our purposes the difference
is irrelevant. We therefore do not distinguish between
saddle point values and expectation values, and denote
both by 〈S〉, 〈P 〉, and 〈Λ〉, respectively. As a result, we
do not distinguish either between the saddle point Green
function as defined in Eq. (2.36b), and the Green func-
tion that contains the full expectation value of Λ as a self
energy. From Eqs. (2.32) it follows that
〈S〉 = 1 ⊗ τ0 , (3.37a)
〈P 〉12 = δ12 (τ0 ⊗ s0) i
2V
∑
p
[
iωn1 − p2/2m+ µ
−i〈Λ12〉
]−1
≡ π
4
NF (π12 + iγ12) ,
≡ δ12 (τ0 ⊗ s0) π
4
NF (π1 + iγ1) , (3.37b)
〈Λ12〉 = −2
πNF τrel
〈P12〉 − 4Γ(s)T
∑
n
eiωn0〈Pααnn 〉 .
(3.37c)
and we write
P = 〈P 〉+∆P , Λ = 〈Λ〉+∆Λ . (3.37d)
Here we have defined two new matrix fields, π and γ, for
later reference. Their diagonal elements, π1 and iγ1, are
odd and even functions, respectively, of their Matasubara
frequency arguments. For small frequencies,
π1 = sgnωn1 , (3.37e)
while γ1 is a real constant that depends on the momen-
tum cutoff in Eq. (3.37b).
Now we use the cyclic property of the trace to write
the Tr ln-term in the action, Eq. (3.36), in the form
Tr ln
(
G−10 − SiΛS−1
)
= Tr ln
(S−1G−10 S − iΛ)
= Tr ln
(
G−1sp
)
+Tr ln
(
1 +GspS−1 (∂τS)
+
1
m
GspS−1 (∇S)∇+ 1
2m
GspS−1
(∇2S)
−Gspi(∆Λ)
)
,
(3.38)
Notice that now the transformation matrix S always ap-
pears in conjuction with some derivative, while the fluc-
tuations ∆Λ are massive.38 We proceed to expand in
powers of the derivatives of S, and in powers of ∆Λ, in
analogy to the procedure used in Ref. 18. The simplest
term in this expansion is
Tr
(
GspS−1(∂τS)
)
=
∫
dx tr
(
iΩS(x)Gsp(x = 0)
×S−1(x))
=
πNF
2
∫
dx tr
(
ΩQˆ(x)
)
+O
(
Ω2Qˆ
)
. (3.39)
Here we have defined a frequency matrix,
Ω12 = (τ0 ⊗ s0) δ12 ωn1 , (3.40a)
and a new field, Qˆ(x) = S(x) (π + iγ)S−1(x). Since
the contribution of γ12 to 〈P 〉12 is, in the low–frequency
limit, just an imaginary constant, it leads only to a con-
stant contribution to Qˆ, which does not contribute to
the lowest order terms in the present expansion. We can
therefore neglect it, and write
Qˆ(x) = S(x)π S−1(x) , (3.40b)
with π from Eq. (3.37b). Notice that Qˆ is hermitian, and
has the properties Qˆ2 = 1, and tr Qˆ = 0. Qˆ will turn out
to be a convenient parametrization of the soft modes, in
analogy to the unit vector φˆ in φ4–theory, see Appendix
B.
Now consider the gradient terms in the expansion of
Eq. (3.38). To this end, it is convenient to define the
vector field,
s(x) = S−1(x) (∇S)(x) . (3.41)
with matrix valued components si(x), (i = 1, . . . d). The
expansion now proceeds in powers of s, or ∇S. The term
linear in s vanishes by symmetry. To quadratic order in
s, both the next–to–last term under the Tr ln (after a
partial integration) and the square of the preceding term
contribute. The result is a contribution to the action,
1
4m
∑
12
1
V
∑
q
η12,ij(q)
∫
dx si12(x) s
j
21(x) , (3.42a)
with
η12,ij(q) = δij
1
2
[Gsp(q, ωn1) +Gsp(q, ωn2)]
+
1
m
qi qj Gsp(q, ωn1)Gsp(q, ωn2) . (3.42b)
The approximation that neglects all fluctuations of P
and Λ implies a factorization of four–point functions into
products of Green functions, and hence Eq. (3.33b) ap-
plies. We thus have39
lim
n1,n2→0
1
V
∑
q
η12,ij(q) =
1
2
(1− π1π2) δij η , (3.43a)
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where
η =
1
2V
∑
q
(
G+(q) +G−(q)
)
+
1
dmV
∑
q
q2G+(q)G−(q) , (3.43b)
with G± = Gsp(ωn → ±0). The structure of Eq. (3.43a)
allows one to write the low–frequency limit of the term
quadratic in s in terms of the matrix Qˆ defined in Eq.
(3.40b),
∑
12
∫
dx si12(x) s
j
21(x)
1
V
∑
q
η12,ij(q)
=
−1
4
η
∫
dx tr
(
∇Qˆ(x)
)2
+O(∇3,Ω∇) . (3.44)
Finally, we can use Eq. (3.33b) again to rewrite the cou-
pling constant η in a more familiar form,
η =
−1
2dmV
∑
q
q2
[
G+(q) −G−(q)
]2
= πmσ0 . (3.45)
One recognizes σ0 as the conductivity in the self–
consistent Born approximation with the interaction taken
into account in Hartree–Fock approximation.
The remaining task is to deal with the fields P and Λ.
Since the fluctuations of these fields are massive modes,
in order to capture the leading effects of the soft modes
in the system it suffices to integrate them out in any ap-
proximation that preserves the Ward identities derived
in Sec. III A. The simplest way to do so is to integrate
them out in saddle–point approximation, i.e. to neglect
∆P and ∆Λ everywhere. From Eqs. (3.36), (3.37) we see
that then the entire action can be expressed in terms of
Qˆ. Finally, we subtract from Qˆ its saddle–point value
〈Qˆ〉 = π, and define a matrix field Q˜ = Qˆ−π. Replacing
Qˆ by Q˜ everywhere in the action leads just to an uninter-
esting constant contribution. This is obvious for all terms
except for the r = 0 channel in the spin–singlet interac-
tion term. There a term linear in Qˆ seems to remain, but
inspection shows that it is proportional to tr Qˆ = 0. We
then obtain the following effectice action,
ANLσM = −π
16
σ0
∫
dx tr
(
∇Q˜(x)
)2
+
πNF
4
∫
dx tr
(
Ω Q˜(x)
)
+Aint[Q˜] ,
(3.46a)
in terms of the matrix field Q˜ = Qˆ − π, where π is the
diagonal matrix defined in Eq. (3.37b), and Qˆ is subject
to the constraints,
Qˆ2(x) ≡ 1 ⊗ τ0 , Qˆ† = Qˆ , tr Qˆ(x) = 0 .
(3.46b)
We note that the hermiticity of Qˆ is a consequence of our
having dropped its anti–hermitian part, since it does not
contribute to the leading terms in the long–wavelength,
low–frequency effective action. The effective action given
by Eqs. (3.46) is the generalized nonlinear sigma–model
that was first proposed by Finkel’stein15 as a model for
interacting disordered electrons, and whose properties
have been studied in considerable detail, in particular
with respect to the metal–insulator transition that is de-
scribed by the model.16,40 In the next subsection, we will
discuss ANLσM , as well as its corrections, from a RG
point of view, and show that it suffices for a correct de-
scription of both the critical FP and the stable Fermi–
liquid FP, as well as the leading corrections to scaling at
the latter.
2. The disordered Fermi–liquid fixed point
In this subsection we discuss the RG properties of the
model derived in the previous section and, in particular,
introduce the concept of a disordered Fermi–liquid FP.
Physically, this FP characterizes a system with a finite
density of states at the Fermi surface and diffusive two–
particle excitations.
a. The fixed point action To proceed, it is convenient
to parametrize the matrix field Qˆ in a way analogous to
the π-field parametrization of the O(N) vector model,
see Appendix B. We thus write Qˆ in a block matrix form
analogous to that used in Eq. (3.23) as
Qˆ =
( √
1− qq† q
q† −
√
1− q†q
)
, (3.47)
where the matrix q has elements qnm whose frequency
labels are restricted to n ≥ 0, m < 0. This representation
builds in the constraints given by Eq. (3.46b). While the
sigma–model can be entirely expressed in terms of Qˆ, this
is not the case for the corrections to it. We therefore also
express S in terms of q. For what follows, we will need
only the first terms of an expansion in powers of q. From
Eqs. (3.40b) and (3.47) we obtain,
S = 1 ⊗ τ0 +∆S
= 1 ⊗ τ0 + 1
2
(
0 −q
q† 0
)
+O(q2) . (3.48)
Now we perform a momentum-shell RG procedure.41,42
For the rescaling part of this transformation, we need
to assign scale dimensions to the soft field q, and to the
massive fields ∆P , ∆Λ from Eq. (3.37d). Choosing the
scale dimension of a length L to be [L] = −1, we write
in analogy to Eqs. (B6),
[q(x)] =
1
2
(d− 2 + η′) , (3.49a)
[∆P (x)] = [∆Λ(x)] =
1
2
(d− 2 + η) , (3.49b)
19
which defines the exponents η and η′. The stable Fermi–
liquid FP of the theory is characterized by the choice,43
η = 2 , η′ = 0 . (3.50a)
Physically, η′ = 0 corresponds to diffusive correlations of
the q, and η = 2 means that the correlations of the ∆P
are of short range. This is indeed what one expects in
a disordered Fermi liquid. In addition, we must specify
the scale dimension of frequency or temperature, i.e. the
dynamical scaling exponent z = [ω] = [T ]. In order
for the FP to be consistent with diffusion, that is with
frequencies that scale like the squares of wave numbers,
we must choose
z = 2 . (3.50b)
Now we expand the sigma–model action, Eq. (3.46a),
in powers of q. In a symbolic notation that leaves out
everything not needed for power counting purposes, we
write
ANLσM = −1
G
∫
dx (∇q)2 +H
∫
dx ω q2
+ΓT
∫
dx q2 +O(∇2 q4, ω q4, T q3) , (3.51)
with the bare coupling constants G ∼ 1/σ0, and H ∼
NF . Γ can stand for any of the three interaction coupling
constants. Power counting shows that, with the above
choices for the exponents, all of these coupling constants
have vanishing scale dimensions with respect to our FP,
[G] = [H ] = [Γ] = 0 . (3.52)
These terms therefore make up part of the FP action.
Now consider first the corrections that arise within the
sigma–model. The leading ones have been indicated in
Eq. (3.51). We denote the corresponding coupling con-
stants by c∇2q4 , etc., with a subscript that identifies the
structure of the respective contribution to the action.
One finds[
c∇2q4
]
=
[
cωq4
]
= −(d− 2) . (3.53a)
With respect to the remaining term we note that it is of
order q3. Any contribution to physical q-correlation func-
tions therefore contain this term squared, and therefore
the relevant scale dimension is[(
cTq3
)2]
= 2
[
cTq3
]
= −(d− 2) . (3.53b)
We see that all of these operators are irrelevant with re-
spect to the Fermi–liquid FP for all dimensions d > 2,
and that they become marginal in d = 2 and relevant in
d < 2. All other terms that are contained in the sigma–
model are more irrelevant than the ones considered.
We next consider corrections to the sigma–model ac-
tion. From Eq. (3.36) we see that there are five classes
of such terms: (1) Adis, (2) the term tr (ΛP ), (3) those
parts of the Tr ln-term that contain the massive fluctu-
ation ∆Λ, (4) the parts of Aint that contain the massive
fluctuation ∆P , and (5) contributions to 〈P 〉 that were
neglected in writing Eqs. (3.39) and (3.40b). Since all
terms linear in the fluctuations vanish, class (1) just con-
tributes
Adis[∆P ] = − 1
τ1
∫
dx (tr ∆P (x))
2
+
1
τrel
∫
dx tr (∆P (x))
2
, (3.54)
where we have scaled the relaxation times τ1 and τrel
from Eqs. (2.23) with 1/2πNF and 1/πNF , respectively.
Power counting yields
[τ1] = [τrel] = 0 , (3.55)
so Adis is part of the FP action. Class (2) also con-
tributes a marginal term to the action, and so does the
leading contribution of class (3), which has the structure
Tr (G∆Λ)2. Combining these two marginal terms, we
have a contribution to the FP action,
AΛP =
∫
dx tr (∆Λ(x)∆P (x))
+
1
4
∫
dx dy tr
(
G(x − y)∆Λ(y)G(y − x)∆Λ(x)),
(3.56)
apart from an uninteresting constant. The remaining
terms of class (3) are irrelevant contributions that couple
q and ∆Λ. The least irrelevant terms have the struc-
tures Tr (∆Λω q), and Tr (∆Λ∇2 q). For contributions
to physical correlation functions we must again consider
the squares of these structures, and the relevant scale
dimensions are[
(c∆Λω q)
2
]
=
[(
c∆Λ∇2 q
)2]
= −2 . (3.57)
These terms are more irrelevant than the corrections con-
tained in the sigma–model for all d < 4. Moreover, due
to the even integer value of the scale dimension, they lead
only to analytic, and therefore uninteresting, corrections
to scaling near the FP. The leading term of class (4) is
one that couples q (from one of the S) and ∆P . The
corresponding coupling constant has a scale dimension[
(cTq∆P )
2
]
= −2 . (3.58)
Again, these operators lead only to analytic corrections
to scaling. Cross correlations between these various
terms also appear, and the corresponding operators have
the same scale dimension, namely −2, as the ones shown.
Finally, it is easily checked that the least irrelevant terms
of class (5) are of the structure ω2q2, and they also have
a scale dimension
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[
cω2q2
]
= −2 . (3.59)
The above RG arguments show that the theory con-
tains a Fermi–liquid FP that is stable for all d > 2,
and analogous to the low–temperature FP of an O(N)
Heisenberg model. The FP action consists of the nonlin-
ear sigma–model action ANLσM , Eq. (3.46a), expanded
to second order in q, and of Adis and AΛP , Eqs. (3.54)
and (3.56). We have further shown that the leading non-
analytic corrections to scaling near the Fermi–liquid FP
are contained in the nonlinear sigma–model. An effec-
tive action that describes both the FP and the leading
corrections to scaling is therefore
Aeff = ANLσM [q] +Adis[∆P ] +AΛP [∆Λ,∆P ] .
(3.60)
Notice that the soft and massive modes do not couple in
this effective action. Furthermore, the massive fields ∆P
and ∆Λ appear only quadratically. If desired, then the
latter can be integrated out to obtain an action entirely
in terms of the physical fields q and ∆P .
b. Scaling behavior of observables We now discuss
the physical meaning of the corrections to scaling in-
duced by the irrelevant operators that we have identi-
fied above. Let us denote by the generic name u any
of the least irrelevant operators whose scale dimension is
[u] = −(d − 2), and let us discuss various observables,
viz. the conductivity σ, the specific heat coefficient γV ,
the single–particle density of states N , and the spin sus-
ceptibility χs. Which of the various operators with scale
dimension −(d − 2) is the relevant one depends on the
quantity under consideration.
Let us first consider the dynamical conductivity, σ(ω).
Its bare value is proportional to 1/G, and according to
Eq. (3.52) its scale dimension is zero. We therefore have
the scaling law,
σ(ω, u) = σ(ω bz, ub−(d−2)) , (3.61a)
where b is an arbitrary RG scale factor. By putting b =
1/ω1/z, and using z = 2, Eq. (3.50b), as well as the fact
that σ(1, x) is an analytic function of x, we find that
the conductivity has a singularity at zero frequency, or a
long–time tail, of the form
σ(ω) = const.+ ω(d−2)/2 . (3.61b)
This nonanalyticity is well known from perturbation the-
ory for both noninteracting44 and interacting45 electrons.
This shows that in this case either one of the coupling
constants in Eqs. (3.53a) and (3.53b) can play the role of
u. The present analysis proves that the ω(d−2)/2 is the
exact leading nonanalytic behavior.
The specific heat coefficient, γV = CV /T , is propor-
tional to the quasiparticle density of statesH ,5,6,46 whose
scale dimension vanishes according to Eq. (3.52). We
thus have a scaling law
γV (T, u) = γV (Tb
z, ub−(d−2)) , (3.62a)
which leads to a low–temperature behavior
γV (T ) = const.+ T
(d−2)/2 . (3.62b)
From perturbation theory it is known45 that γV shows
this behavior only for interacting electrons, while for non-
interacting systems the prefactor of the nonanalyticity
vanishes. In this case, therefore, u must be equated with
(cTq3)
2. This can not be seen by our simple counting
arguments.
The single–particle density of states, N , is proportional
to the expectation value of Q, and to study the leading
correction to the finite FP value of N it suffices to replace
Q by Qˆ. Then we have, in symbolic notation, N ∼ 1 +
〈q q†〉 + . . . = 1 + ∆N . The scale dimension of ∆N is
[∆N ] = 2[q] = d− 2. We find the scaling law
∆N(ω) = b−(d−2)∆N(ωbz) , (3.63a)
which leads to the so–called Coulomb anomaly,47
N(ω) = const.+ ω(d−2)/2 , (3.63b)
Again, this behavior is known to occur only in the pres-
ence of electron–electron interactions.
Finally, we consider the wave vector dependent spin
susceptibility, χs(q). χs is given by a Q-Q correlation
function, and the leading correction to the finite Fermi–
liquid value is obtained by replacing both of the Q by q.
Then we have a term of the structure χs ∼ T
∫
dx 〈q†q〉,
with scale dimension [χs] = 0. The relevant scaling law
is
χs(q, u) = χs(qb, ub
−(d−2)) , (3.64a)
which leads to a nonanalytic dependence on the wave
number,
χs(q) = const.+ |q|(d−2) . (3.64b)
This behavior is also known from perturbation theory,
and holds only for interacting electrons. It has recently
been shown to have interesting consequences for the the-
ory of ferromagnetism.19
To summarize, we see from the above arguments
that all of the so–called weak–localization effects,48 i.e.
nonanalytic dependencies of various observables on fre-
quency, temperature, or wave number in disordered elec-
tron systems that are well known from perturbation the-
ory, emerge naturally in the present context as the lead-
ing corrections to scaling near the Fermi–liquid FP of a
general field theory for disordered interacting electrons.
Apart from providing an aesthetic, unifying, and very
simple explanation for these effects, our arguments also
prove that they do indeed constitute the leading non-
analytic behavior, a conclusion that cannot be drawn
from perturbation theory alone. We emphasize the ease
with which these results are obtained within the present
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framework. This reflects the judicious choice of our start-
ing point for the RG analysis. The transformation from
fermionic variables to composite ones, together with the
symmetry analysis that identifies the soft modes, pro-
vides for a formulation of the theory that allows for rather
nontrivial results to be obtained from a simple RG anal-
ysis at the Gaussian level. Similar benefits can be ob-
tained from analogous treatments of other systems, see
Appendix B.
Finally, it is interesting to note that similar nonana-
lyticities occur in very different systems, for example, in
classical fluids. In that context they are known as long–
time tail effects, and were first discussed theoretically by
using many body perturbation theory and mode coupling
theory.49 Later, they were examined using RG ideas, and
they were shown to be related to corrections to the scal-
ing behavior near a hydrodynamic FP.50
3. The critical fixed point
In addition to the stable Fermi–liquid FP discussed
above, the generalized matrix nonlinear sigma–model
given by Eq. (3.46a) also possesses another FP that in
general has the properties of a critical FP. It characterizes
a zero–temperature metal–insulator transition in dimen-
sions greater than two. For a review of this FP, and of the
various universality classes for the metal–insulator tran-
sition, we refer the reader elsewhere.16 Here we briefly
comment on the differences between the Fermi–liquid FP
and the critical one, and on the justification for using the
sigma–model to describe the critical behavior.
First of all, at the critical point the spontaneously bro-
ken symmetry is restored, so the distinction between pos-
itive and negative frequencies vanishes as the magnitude
of the frequencies goes to zero.51 Physically this corre-
sponds to a vanishing single–particle of density of states
at the Fermi level, which plays the role of an order pa-
rameter. This characterizes the metal–insulator transi-
tion as being of Anderson–Mott type. For example, the
left–hand side of Eq. (3.17a) vanishes at the transition
as n1, n2 → 0. Therefore, matrix elements Qˆn1n2 with
n1n2 > 0 and n1n2 < 0, respectively, should both scale
in the same way. This implies that at the critical FP, η′
in Eq. (3.49a) is given by
η′ = 2− d ≡ −ǫ , (3.65)
so that q is dimensionless. The physical critical exponent,
η, on the other hand, is given by
η = −ǫ+ 2β/ν . (3.66)
To see this, we note that Qˆ is proportional to 〈P 〉, which
in turn is proportional to the density of states which van-
ishes at the transition with a critical exponent β.52 Here
ν is the critical exponent that describes the divergence
of the localization or correlation length ξ. It occurs in
the scaling equality, Eq. (3.66), since η characterizes mo-
mentum singularities at criticality.
We add some comments on the scaling of ∆P fluctu-
ations. At the critical point, the ∆P fluctuations are
actually of long range, and the sigma–model description
breaks down. To avoid this problem, one must work at
sufficiently small momenta p (or frequencies), and at suf-
ficiently large distances t from the critical point, so that
the q fluctuations still dominate over the ∆P fluctua-
tions. Since the ∆P correlation function is related to the
longitudinal susceptibility, it diverges as t−γ while the q
correlations diverge as p−2+η.53 The relevant inequality
is therefore
p≪ tγ/(2−η) = tν , (3.67)
where we have used the scaling equality ν = γ/(2 − η).
This can also be seen more explicitly by considering the
∆P -∆P propagator. From Eq. (3.54), and the corre-
sponding term that is proportional to
(∇(∆P ))2 one sees
that the ∆P -mass mP has a scale dimension of 1 (see
also Appendix B3). The ∆P fluctuations can therefore
be neglected for momenta that are small compared to
mP ∼ ξ−1 ∼ tν , which is again Eq. (3.67). In this regime
the ∆P fluctuations are effectively of short range, just as
they are at the Fermi–liquid FP, and the sigma–model is
valid. Even though the range of validity of the sigma–
model goes to zero as the critical point is approached,
it still can be used to extract the critical behavior. The
salient point is that the RG, and the scaling behavior de-
rived from it, allows one to extrapolate from the regime
given by Eq. (3.67) to the critical region. However, no
information can be obtained in this way about the sym-
metric phase, i.e. the insulator.
Apart from these theories that work near d = 2,
the matrix nonlinear sigma–model has also been stud-
ied in high dimensions.40 This work has established
d+c = 6 as an upper critical dimension, above which the
Anderson–Mott transition is correctly described by a sim-
ple Landau–type theory. This treatment of the problem
stresses that the metal–insulator transition problem is,
somewhat counterintuitively, conceptually simpler in the
presence of electron–electron interactions than in their
absence, since the interacting problem possesses a sim-
ple critical order parameter, viz. the density of states
at the Fermi level. Also, in these papers the presence of
random–field like terms in the renormalized action was
discovered. These terms are responsible for the upper
critical dimension being 6 (rather than 4 as in the O(N)
vector model), and they have led to the suggestion that
the Anderson–Mott transition may have features remini-
scient of a glass transition.54
4. Ferromagnetic transition in the metallic phase
It has been known for some time that the matrix non-
linear sigma–model, Eq. (3.46a), contains another critical
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FP that is not related to a metal–insulator transition.55
While originally the nature of the corresponding phase
transition was not clear, we have recently shown that
it is the zero–temperature transition from a paramag-
net to a ferromagnet in a disordered metal in dimen-
sions greater than two.19 In this reference, a Landau–
Ginzburg–Wilson (LGW) functional for spin density, or
order–parameter, fluctuations has been derived. To ob-
tain this functional, we integrated out all excitations or
modes other than the order parameter, including all of
the soft modes related to weak localization effects, see
Sec. III B 2 above. In the effective, or order–parameter,
field theory these extra soft modes led to nonanalyti-
cies in the bare LGW functional. Using renormaliza-
tion group methods, we were able to exactly determine
the critical behavior at the magnetic phase transition.19
The earlier approach of Ref. 55, on the other hand, had
focused entirely on the behavior of the diffusion modes
across the magnetic phase transition, while the order pa-
rameter fluctuations had effectively been integrated out.
In some respects, these two approaches to the problem
were therefore complementary to one another.
Even though both of these theories led to the same
results, their physical underpinnings are very different,
and neither one of them constitutes what one might con-
sider the physically most obvious approach. Physically,
the most sensible procedure would be to treat all of the
soft modes at this quantum phase transition on the same
footing. These soft modes include the diffusive modes
discussed above, i.e. the Qn1n2 with n1n2 < 0, as well as
the fluctuations of the magnetic order parameter, that is,
the spin density or magnetization. In terms of Q-fields,
the local spin density at frequency ωn, n
i
s(x, ωn), is given
by (cf. Eq. (2.12b)
nis(ωn,x) =
√
T
∑
m
∑
r=0,3
(−1)r irQ
αα
m,m+n(x) , (3.68)
and the macroscopic magnetization order parameter,M,
has components,
M i =
〈
nis(ωn = 0,x)
〉
=
√
T
∑
m
∑
r=0,3
(−1)r
〈
i
rQ
αα
mm(x)
〉
. (3.69)
From these equations we see that, as the magnetic tran-
sition is approached, the classification of soft modes that
was given in Section III A above, breaks down. New soft
modes related to the criticality of Qmm occur. Alterna-
tively, the extra soft mode that appears near the ferro-
magnetic transition can be related to a new zero eigen-
value in the Gaussian eigenvalue problem. The matrix
M in Eqs. (2.37a) and (2.39a) is proportional to,
i
0Mn1n2,n3n4(p) ∼ δn1n3δn2n4D−1n1n2(p)
−2TΓt δn1−n2,n3−n4 , (3.70)
with i = 1, 2, 3 and we have considered the term diagonal
in all of the replica labels since these terms contain the
interactions that lead to magnetism. The corresponding
eigenvalue problem is,
D−1n1n2(p)f in1n2(p)− 2ΓtT
∑
n
f in,n−(n1−n2)(p)
= λf in1n2(p) , (3.71)
with f the eigenfunction and λ the eigenvalue. Setting
n1 = n2 and integrating over n1 leads to an equation for
λ,
1 = 2ΓtT
∑
n
Dnn(p = 0)
1− λDnn(p = 0) . (3.72)
Criticality is characterized by a new zero eigenvalue, λ =
0, and we have put p = 0, since this is where the first
zero eigenvalue occurs. Eq. (3.72) reduces to a Stoner
criterion for the occurrence of ferromagnetism, modified
by disorder. Expanding in powers of λ leads to
λ ∼ −t , (3.73)
with t the dimensionless distance from the critical point.
From Eq. (3.71), we see that the critical eigenfunction is
f inn(p) = Dnn2Γt
√
T nis(ωn = 0,p) . (3.74)
The above discussion makes it clear that a physi-
cally satisfactory theory of the ferromagnetic, or any
other, phase transition in a disordered metal should
take both the soft modes that were discussed in the
preceding subsections, and the additional, critical, soft
modes into account on the same footing. Techni-
cally one needs to extract the critical part from the
P -fluctuations. The details of such a theory of the
paramagnetic–to–ferromagnetic phase transition will be
discussed elsewhere.27 Here we just mention why the
sigma–model, in Refs. 55, manages to describe the correct
critical behavior, even though it neglects the soft modes
related to the magnetization. The salient point is again
that there is a regime, described by Eq. (3.67), where the
diffusive modes that are contained in the sigma–model
dominate over the magnetization fluctuations that are
not. As in the case of the metal–insulator transition, the
RG allows one to extract the critical behavior from an
analysis of that region.
IV. THE CLEAN LIMIT
In this section we discuss the clean limit of our field
theory. For the reasons that were pointed out after Eqs.
(2.13) in Sec. II A, this treatment of clean Fermi systems
will not be as complete as our theory for the disordered
case. For notational simplicity we will also suppress the
particle–particle degrees of freedom, but they can be eas-
ily restored. Even with our restriction to two Fermi–
liquid parameters (in the absence of the Cooper channel)
instead of infinitely many, we will be able to study funda-
mental structural properties of the clean limit that will
have to be included in any more complete theory.
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A. Effective Q-field theory
Let us return to the action, Eq. (2.21), and perform
the clean limit, τ1, τrel → ∞. As pointed out earlier,
the theory has been purposely set up so that this limit
can be taken without difficulty. Adis then vanishes. The
saddle point solution, Sec. II C, reduces to the ordinary
Hartree–Fock approximation, and the Gaussian approx-
imation reduces to RPA. In particular, the saddle point
action contains an exact description of the noninteracting
electron gas. This will be important in what follows.
As was pointed out at the end of Section II, the fluc-
tuations of Λ¯ are not massive in the clean case, since
the function ϕ, Eq. (2.38b), is singular in the long–
wavelength, low–frequency limit, see Eq. (2.43). In-
deed, Eqs. (2.37) and (2.39) show that the Gaussian Λ¯-
propagator is just minus the noninteracting part of the
Q-propagator. On the general principle that one should
keep all of the soft modes on the same footing, this seems
to suggest keeping the Λ¯ field at the same level as the Q-
field. Dropping the constant saddle–point contribution,
and expanding the Tr ln in Eq. (2.21), the action then
reads
A[Q, Λ¯] = AcleanG [Q, Λ¯] + ∆A[Q, Λ¯] , (4.1a)
where AcleanG = AG − Adis with AG and Adis from Eq.
(2.36a), and
∆A[Q, Λ¯] = −
∞∑
M=3
2M−1
M
iM
V (M−2)/2
∑
k1,...kM
∑
n1...nM
×δk1+...+kM ,0 χ(M)n1...nM (k1, . . . ,kM−1)
×ϕ−1n1n2(k1) · · ·ϕ−1nMn1(kM )
×tr [((δΛ¯)n1n2(k1)− (δQ)n1n2(k1)) · · ·
× ((δΛ¯)nMn1(kM )− (δQ)nMn1(kM ))] .
(4.1b)
Here ϕ is given by Eq. (2.38b), and
χ(M)n1...nM (k1, . . . ,kM−1) =
1
V
∑
p
Gsp(p, ωn1)
×Gsp(p+ k1, ωn2) · · ·Gsp(p+ kM−1, ωnM ) . (4.1c)
In this formulation of the theory the vertices are given
by the product of the M -point correlation function χ(M)
and the M factors of ϕ−1 in Eq. (4.1b). An inspection
of Eq. (4.1c) shows that the generic behavior of χ(M),
considered as a function of some generic wave number
k, is characterized by a divergence 1/kM−1 for small k.
This is the most divergent behavior χ(M) can display,
and it is realized unless either all of the frequencies ωn1
through ωnM are positive, or all of them are negative,
in which case χ(M) scales like a constant. The behav-
ior of the product of the ϕ−1, on the other hand, de-
pends on the detailed distribution of the frequency la-
bels. If nini+1 > 0, then ϕ
−1
nini+1 is a number, while for
nini+1 < 0 it goes like k for small k. If only two of the
frequency pairs have elements with opposite signs (this
is the smallest nonzero number possible), then the com-
plete vertex scales like 1/kM−3. For M > 3, the vertices
are thus not finite in the limit of long wavelengths and
small frequencies. In other words, the Q-Λ¯ field theory
given by Eqs. (4.1) is not local. The reason for this is as
follows. As was mentioned in Sec. II, in the clean limit
the one–particle excitations are soft, as is manifested by
the massless single–particle Green function. These soft
modes have been integrated out when we integrated out
the fermions, and this is what leads to the nonlocalities
in the effective field theory. The massless single–particle
excitations are also indirectly responsible for the softness
of the Λ¯ fluctuations, and for the need to keep infinitely
many Landau parameters. All of these difficulties thus
have the same underlying source.
Given that the matrix field theory is nonlocal in any
case, we can proceed and integrate out Λ¯, as it will turn
out that this does not lead to further undesirable prop-
erties of the theory. The integrating out of Λ¯ can be
done exactly in the sense of a prescription for doing per-
turbation theory for the resulting Q-field theory. To see
this, we recall that the Λ¯ propagator is minus the non-
interacting part of the Q-propagator. As a result, the
integration over Λ¯ just cancels the noninteracting parts
of any internal Q-propagators in a loop expansion for any
Q-correlation function. This is easy to see for the first
few terms in the loop expansion, and it can be proved by
induction to be true order by order in perturbation the-
ory. As an illustrative example, the cancellation scheme
is demonstrated diagrammatically in Figs. 2 and 3 for the
two–point vertex function, and the two–point propaga-
tor, respectively, to one–loop order. Notice that, in order
to avoid double counting, one effect of the Λ¯-field must
be the cancellation of the noninteracting contributions,
since the saddle–point contribution to the action already
contains a complete description of the noninteracing elec-
tron system. What is remarkable is that it does nothing
else. We then obtain the following effective action en-
tirely in terms of Q-fields,
A[Q] = A0[Q] +Aint[Q] + ∆A[Q] , (4.2a)
where
A0[Q] = −4
∑
k
∑
nm
∑
r,i
i
r(δQ)nm(k)ϕ
−1
nm(k)
×ir(δQ)nm(−k) , (4.2b)
is the noninteracting part of the Gaussian action, and
Aint[Q] = −8
3∑
i=0
∑
r=0,3
Γ(i)
∑
k
T
∑
n1,n2,n3,n4
i
r(δQ)n1n2(k)
×δn1−n2,n3−n4 ir(δQ)n3n4(−k) , (4.2c)
is the interacting one. The Γ(i) (i = 0, 1, 2, 3) were de-
fined after Eq. (2.39b). The non–Gaussian part of the
action reads,
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Γ(2) = + + +
+ +
+ + +  (2-loop  terms)
= ++ +
+  (2-loop  terms)
FIG. 2. Perturbation theory to one–loop order for the
2-point Q-vertex function. The small circle denotes the Gaus-
sian vertex, the solid and dashed lines are Q-propagators and
Λ¯-propagators, respectively, and the solid lines with a vertical
bar denote the interacting part of the Q-propagator.
∆A[Q] = −
∞∑
M=3
2M−1
M
(−i)M
V (M−2)/2
∑
k1,...kM
∑
n1...nM
×δk1+...+kM ,0 χ(M)n1...nM (k1, . . . ,kM−1)
×ϕ−1n1n2(k1) · · ·ϕ−1nMn1(kM )
×tr [(δQ)n1n2(k1) · · · (δQ)nMn1(kM )] . (4.2d)
This effective action needs to be supplemented by the
following rules for doing perturbation theory:
rule 1: For calculating Q-propagators, all internal
propagators must be taken as the interacting part of
the Gaussian propagator, i.e. as the second term on the
right–hand side of Eq. (2.39a).
rule 2: For calculating Q-vertex functions, rule 1 also
applies. In addition, one needs to consider all reducible
diagrams (which normally do not contribute to the ver-
tices), with all reducible propagators replaced by minus
the noninteracting Gaussian Q-propagator, i.e. minus
the first term on the right–hand side of Eq. (2.39a).
Explicit calculations using these rules readily show
that the integrals that correspond to the diagrams in
a loop expansion are identical to integrals that one en-
counters in standard many–body perturbation theory for
the same quantity. This allows for a one–to–one corre-
spondence between many–body diagrams and the loop
expansion based on the present field theory. Neverthe-
less, even at a calculational level the present formulation
provides advantages compared to standard perturbation
theory. For instance, due to the above rules, the loop
expansion is equivalent to an expansion in powers of the
screened Coulomb interaction, with the zeroth order, i.e.
the Gaussian theory, reproducing RPA. The loop expan-
sion therefore allows for a systematic improvement over
RPA. Perhaps more importantly, our field–theoretical
++
=
(2)
=G
+ + +
+  (2-loop  terms)
+ + +
+  (2-loop  terms)
FIG. 3. Perturbation theory to one–loop order for the
2-point Q-propagator. The notation is the same as in Fig.
2.
formulation allows for an application of the renormal-
ization group to draw structural conclusions about the
theory in analogy to those discussed for the disordered
case in Sec. III B 2. This we will discuss next.
B. The Fermi–liquid fixed point
We now are looking for a stable RG fixed point that
describes the clean Fermi liquid, in analogy to the disor-
dered Fermi–liquid FP of Sec. III B 2. For this purpose
it is again convenient to split the matrix Q into blocks in
frequency space,
Qnm =
{
Pnm if nm > 0
qnm otherwise
. (4.3)
As in Sec. III B 2, we define the scale dimension of a
length L to be [L] = −1, and we define exponents η
and η′ by writing
[q(x)] =
1
2
(d− 1 + η′) , (4.4a)
[∆P (x)] =
1
2
(d− 1 + η) . (4.4b)
Here ∆P = P − 〈P 〉, and as in Sec. III we do not dis-
tinguish between ∆P and δP . The FP action has the
properties one expects from a Fermi liquid if we choose
η = 1 , η′ = 0 , (4.5a)
and a dynamical exponent
z = 1 . (4.5b)
Power counting shows that with these choices, A0 is di-
mensionless, and hence part of the FP action. So is the
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part of Aint that is quadratic in q. The parts of Aint that
couple q with ∆P , and ∆P with itself, are irrelevant with
scale dimensions of −1/2 and −1, respectively.
Now consider the term of O(QM ) in the non–Gaussian
part of the action, ∆A, Eq. (4.2d). Let N of the Q-
fields be P ’s, and M − N be q’s. Denote the coupling
constant for that term by uN,M−N . Taking into account
the properties of χ(M) and ϕ discussed after Eqs. (4.1),
we obtain
[uM,0] = −(d+ 1) (M − 2)
2
, (4.6a)
for N =M , and
[uN,M−N ] = −1
2
(M −N − 2)− (d− 1) (M − 2)
2
,
(4.6b)
for N 6= M . Here we have made use of the following
observation. Because of the two rules in the preceding
subsection, all contractions that are performed in ∆A to
obtain renormalizations of the Gaussian action result in
interacting propagators. Since the interaction carries a
factor of temperature, see Eq. (4.2c), this results effec-
tively in (M − 2)/2 factors of T that need to be taken
into account in addition to the terms that show explic-
itly in Eq. (4.2d). This factor of T (M−2)/2 corresponds
to the M − 2 internal Q-fields that get contracted in a
renormalization of the Gaussian term. We note that this
feature is automatically built into the theory only after
the Λ¯-field has been integrated out. Doing so is there-
fore advantageous. Since M −N is necessarily even, we
see from Eqs. (4.6) that all of the non–Gaussian terms
are RG irrelevant with respect to the Fermi–liquid FP,
provided that d > 1. For d = 1 there is an infinite set
of marginal operators, which signals the instability of the
Fermi–liquid ground state against the formation of a Lut-
tinger liquid.56 For d < 1 the Fermi liquid is unstable due
to infinitely many relevant operators, as expected.
We mention that there is no consensus on whether
or not interacting Fermi systems in d > 1 are neces-
sarily Fermi liquids. In particular, Anderson57 has pro-
posed that there exists a stable FP that corresponds to
a Luttinger–type liquid, at least in certain 2-d models.
While we do not find such a FP, we stress that the above
considerations do not constitute a proof that none exists.
All we have shown is that the assumption of a Fermi–
liquid FP in d > 1 leads self–consistently to the conclu-
sion that this FP is stable. This is in agreement with
a variety of other RG arguments,8,58 and with explicit
calculations.59 However, we do not know what the basin
of attraction for the Fermi–liquid FP is, and we cannot
exclude the existence of other fixed points.
Obviously, the discussion of the corrections to scal-
ing and their consequences for the behavior of thermo-
dynamic quantities that was given for the disordered case
in Sec. III B 2 can be carried over. The only difference is
that the scale dimension of the least irrelevant operators,
which we again denote by u, is now [u] = −(d−1). As an
explicit example, let us consider the spin susceptibility,
χs. It obeys a scaling law in analogy to Eq. (3.64a),
χs(q, u) = χs(qb, ub
−(d−1)) , (4.7a)
which leads to a nonanalytic dependence on the wave
number,
χs(q) = const.+ |q|d−1 . (4.7b)
This is the leading wave number dependence of χs for
1 < d < 3, and the leading nonanalytic one in all di-
mensions. In d = 3 there is a logarithmic correction to
scaling, which our power counting arguments are not sen-
sitive to, and the behavior is q2 ln |q|. This behavior has
recently been obtained by means of explicit perturbative
calculations,60 and its implications for the paramagnet–
to–ferromagnet transition at zero temperature have been
discussed.20 The nonanalytic behavior of other thermo-
dynamic quantities, and of the quasiparticle inelastic life
time, can be understood by means of analogous argu-
ments.
V. CONCLUSION
In this paper we have given a general method to study
the long–wavelength, low–frequency behavior of many–
fermion systems, both with and without quenched dis-
order. The crucial ideas are to first identify the slow
modes of the system by using a symmetry analysis, then
to separate these soft modes from the massive ones, and,
finally, to use renormalization group ideas to eliminate
the degrees of freedom that are irrelevant in the long–
wavelength limit.
Using these ideas we have accomplished a number of
things. We first established that in a disordered system,
a stable disordered Fermi–liquid FP is possible for d > 2.
We showed that the so–called weak localization effects in
itinerant electronic systems48 are, or can be interpreted
as, corrections to scaling near this FP. This derivation
not only reproduces known perturbative results, but also
establishes that their functional form is asymptotically
exact in the long–wavelength limit. In this respect our
achievement is analogous to that of Ref. 50 for long–time
tails in classical fluids. In Section III B we have given
a technically satisfactory derivation of the generalized
nonlinear sigma–model that has been used to describe
metal–insulator transitions near two dimensions. Finally,
we have indicated how the theory must be modified near
other quantum phase transitions where additional soft
modes, namely the critical modes, appear.
For fermion systems without disorder, analogous re-
sults have been obtained. First, in agreement with oth-
ers, we find that a clean Fermi–liquid FP exists for d > 1.
Corrections to scaling near this FP show that clean elec-
tronic systems have nonanalyticities in various correla-
tion functions that are analogous to weak–localization
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effects in disordered systems. This is again in agree-
ment with results obtained on the basis of either Fermi–
liquid theory,4 or many–body perturbation theory. Our
treatment provides a unified description that reveals a
deep connection between the behavior of fermionic sys-
tems with and without disorder, respectively. In Section
IVA we also gave a novel perturbation theory method
for clean fermion systems.
There are still a number of things to be done. For
disordered systems, we recently suggested an order pa-
rameter description of the metal–insulator transition.40
Our theory was based on the nonlinear sigma–model ap-
proach, applied to high dimensions (near d = 6), where
its validity is not clear. This approach indicated that the
metal–insulator transition has features in common with
the transition in a classical random–field Ising model.
These ideas need to be reexamined using a more general
theory, since the sigma–model approach is asymptotically
exact only for d < 4. Instanton solutions of the general
field theory should also lead to insights concerning rare
events, like local moment formation, and the effects of lo-
cal moments on the metal–insulator transition. Finally,
as already noted, additional quantum phase transitions
from the Fermi–liquid state need to be investigated.
For clean systems, the most important thing to do is
to include the effects of other Fermi–liquid parameters,
as was discussed in Section II. Once this is done, quan-
tum phase transitions in clean itinerant systems can be
properly studied. It will then also be possible to study
the crossover from the clean to the disordered Fermi liq-
uid fixed point in detail. For non–interaction systems,
this latter point has been addressed by Muzykantskii and
Khmelnitskii.61
For both clean and disordered systems, it is interest-
ing to ask how a Fermi–liquid FP can be avoided. This
question has been of great interest recently in connection
with high-Tc superconductors, and other systems that
have ‘strange metal’ phases. For clean systems this has
recently been reviewed in Ref. 62. For disordered sys-
tems, the situation is less clear. Various types of Kondo
lattice mechanisms have been proposed.63 In these ap-
proaches it is unclear how these effects modify the long–
wavelength transport properties. Another possibility is
to consider systems with a vanishing single–particle den-
sity of states at the Fermi surface. If this occurs, then
the soft modes discussed in Sec. II are not as singular,
and a two–dimensional disordered metal phase becomes
possible. Further, it suggests the possibility of an exotic
metal–insulator transition in two dimensions. Clearly,
these problems require much more work.
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APPENDIX A: PROJECTION ONTO THE
DENSITY
Here we demonstrate, for the spin–singlet particle–hole
interaction term, the projection onto density modes that
was used in Secs. II A and II B 1. An analogous procedure
can be applied to the other interaction channels, and to
the disorder part of the action.
It is most convenient to go back to a Hamiltonian
description of the system. The part of the interaction
Hamiltonian that corresponds to Eq. (2.10b) reads
H
(s)
int =
1
2
∑
k,p
∑
q
′
Γ
(s)
k,p(q) ∆fk(q)∆fp(q) , (A1a)
where
fk(q) =
∑
σ
c†σ,k cσ,k+q , (A1b)
is the phase space density operator in terms of electron
creation and annihilation operators c† and c, respectively,
and ∆(c†c) = c†c − 〈c†c〉. In the space of products of
fermion operators, we define the Kubo product,64
(A|B) =
∫ β
0
dτ 〈∆B(τ)∆A∗〉 , (A2)
with A and B operators, and τ the imaginary time vari-
able. In terms of this scalar product in operator space,
the desired projector reads
P = |nn(q)
) 1
g(q)
(
nn(q)| . (A3)
Here nn(q) =
∑
k fk(q) is the electron number density
operator, and g(q) = (nn(q)|nn(q)) is the static density
susceptibility or wave vector dependent compressibility.
Using P twice, it is now easy to project onto the density
in Eq. (A1a). We obtain
H
(s)
int ≈
1
2
∑
q
′
Γ(s)(q)nn(q)nn(−q) , (A4a)
where,
Γ(s)(q) =
1
g2(q)
∑
k,p
Γ
(s)
k,p(q)
(
fk(q)|nn(q)
)
×(nn(q)|fp(q)) . (A4b)
The phase space Kubo function, gkp(q) = (fk(q)|fp(q)),
for clean, free electrons is proportional to δkpδ(k
2− k2F ),
so in this case Eq. (A4b) results in pinning k and p
to the Fermi surface. In a disordered system, gkp(q)
has a width given by the inverse elastic mean–free path,
and hence Γ(s)(q) is a weighted average over a region in
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the vicinity of the Fermi surface, as mentioned in Sec.
II A. Finally, for physics that is controlled by soft modes
and long–wavelength processes we can replace Γ(s)(q) by
Γ(s) ≡ Γ(s)(q = 0). Switching back to a field–theoretic
representation of the fermions, we obtain Eq. (2.13a).
APPENDIX B: O(N) SYMMETRIC φ4-THEORY
In this appendix we perform an analysis of φ4-theory
that is analogous to that of the matrix field theory in
Sec. III B. Much of this material can be found in the
literature, e.g. in Zinn-Justin’s book, Ref. 35. However,
we find it useful to include it here for pedagogical rea-
sons. The remarkable analogy between field theories for
electrons and classical spin models that was first noted
by Wegner14 substantially simplifies the understanding
of the former in terms of the technically much simpler
structure of the latter.
1. Origin of the nonlinear sigma–model
Let us consider an O(N) symmetric φ4-theory with a
magnetic field h in the 1-direction. The action
S[~φ] =
∫
dx
[
r
(
~φ(x)
)2
+ c
(∇~φ(x))2]
+u
∫
dx
(
~φ(x) · ~φ(x)
)2
− h
∫
dxφ1(x) , (B1a)
determines the partition function
Z[h] =
∫
D[~φ] e−S[
~φ] . (B1b)
In the low–temperature phase, where the O(N) symme-
try is spontaneously broken, it is convenient to decom-
pose the vector field ~φ into its modulus ρ and a unit
vector field φˆ,
~φ(x) = ρ(x) φˆ(x) , φˆ2(x) ≡ 1 , (B2)
φˆ parametrizes the unit sphere, and thus provides a rep-
resentation of the homogeneous space O(N)/O(N − 1).
In terms of ρ and φˆ the action reads,
S[ρ, φˆ] =
∫
dx
[
c(1)ρ2(x)
(
∇φˆ(x)
)2
+ c(2) (∇ρ(x))2
+ rρ2(x)
]
+ u
∫
dx ρ4(x)− h
∫
dx ρ(x)φˆ1(x) ,
(B3a)
and switching from the functional integration variables ~φ
to (ρ, φˆ) leads to a Jacobian or invariant measure
I[ρ] =
∏
x
ρN−1(x) . (B3b)
In Eq. (B3a) the bare values of c(1) and c(2) are equal,
and equal to c. Notice that the field φˆ appears only in
conjunction with two gradient operators. φˆ represents
the N − 1 soft Goldstone modes of the problem, while ρ
represents the massive modes. Now we parametrize φˆ,
φˆ(x) =
(
σ(x), ~π(x)
)
, (B4a)
where
σ(x) =
√
1− ~π2(x) . (B4b)
We split off the expectation value of the massive ρ-field,
ρ(x) = M + ∆ρ(x), with M = 〈ρ(x)〉, and expand in
powers of ~π and ∆ρ. Rescaling the coupling constants
with appropriate powers of M , the action can be written
S[ρ, ~π] = SNLσM [~π] + ∆S[ρ, ~π] . (B5a)
Here
SNLσM [~π] =
1
t
∫
dx
[
(∇~π(x))2 + (∇σ(x))2
]
−h
∫
dxσ(x) , (B5b)
is the action of the O(N) nonlinear sigma–model, and
∆S[ρ, ~π] = r
∫
dx (∆ρ(x))
2
+ c(2)
∫
dx (∇∆ρ(x))2
+u3
∫
dx (∆ρ(x))
3
+ u4
∫
dx (∆ρ(x))
4
+O
(
∆ρ σ,∆ρ
(
∇φˆ
)2)
. (B5c)
If we neglect all fluctuations of the ρ-field, then we are
left with the O(N) symmetric nonlinear sigma–model in
the usual parametrization.
2. The low–temperature fixed point
Now we define the scale dimensions of the fields πi and
∆ρ as
[πi(x)] =
1
2
(d− 2 + η′) , (B6a)
[∆ρ(x)] =
1
2
(d− 2 + η) , (B6b)
and perform a momentum–shell RG procedure.41 Here
we have defined the scale dimension of a length L to
be [L] = −1, and the above relations define the expo-
nents η and η′. For η, this definition coincides with
that of the exponent usually denoted by this symbol.
The stable, low–temperature FP of the action describes
the ordered phase. Physically, one expects short–ranged
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∆ρ–correlations, and diffusive π–correlations at this FP,
which suggests the choice65
η = 2 , η′ = 0 . (B7)
Because of the positive scale dimension of ~π, it is conve-
nient to expand the sigma–model action,
SNLσM =
1
t
∫
dx (∇~π(x))2 + h
2
∫
dx~π2(x)
+v
∫
dx (~π(x)∇~π(x))2 +O (~π4,∇2~π6) .
(B8)
The FP action is given by the first terms in Eqs. (B8)
and (B5c), respectively. With respect to this FP, the
magnetic field is the only relevant operator, with a scale
dimension [h] = 2. t and r are marginal, and all other
operators are irrelevant with respect to this FP, so the
FP is really stable.
The leading correction to scaling near d = 2 is given
by the operator v, with a scale dimension [v] = −(d− 2).
This identifies d−c = 2 as the lower critical dimension
of the problem. v also provides the leading nonanalytic
correction to scaling in all dimensions, since the lead-
ing irrelevant operator related to the massive ∆ρ-field
has a scale dimension [c(2)] = −2, and therefore leads to
analytic corrections to scaling. For d > d−c , the sponta-
neously broken O(N) symmetry leads to N−1 Goldstone
modes, which are represented by the correlations of the
n− 1 π-fields,
〈πi(k)πj(−k)〉 = δij |k|−2+η
′
= δij/k
2 . (B9)
The FP value of the magnetization,m = 〈φ1(x)〉, is equal
to M , and the leading correction is given by the π-π
correlation function. By virtue of the scale dimensions of
π and h, one finds for the leading field dependence of the
magnetization
m(h) = const.+ h(d−2)/2 , (B10)
which implies that the longitudinal susceptibility, χL =
∂m/∂h ∼ h(d−4)/2, diverges in the h → 0 limit for all
d < 4.66 Alternatively, the wave vector dependent zero–
field susceptibility diverges in the homogeneous limit like
χL ∼ |k|d−4. Notice that the leading nonanalytic correc-
tions to scaling are given by the Goldstone modes, and
are thus contained in the nonlinear sigma–model.
The point of the above excercise, in the present con-
text, is to demonstrate how much more one gets out of
power counting after performing a symmetry analysis and
separating the soft modes from the massive ones, as op-
posed to doing the power counting on the action in the
original ~φ formulation.67 The analogy to the procedure
in Sec. III B is as follows: ∆ρ corresponds to the massive
fields ∆P and ∆Λ, φˆ corresponds to Qˆ and S (the matrix
theory cannot be expressed in terms of Qˆ only), and ~π
corresponds to q. The external magnetic field h plays the
role of the external frequency in the matrix theory, and
the analogy with respect to the Goldstone modes and the
scaling behavior of the order parameter is obvious.
3. The critical fixed point
Apart from the low–temperature FP discussed above,
the nonlinear sigma–model, Eq. (B5b), also contains a
critical FP, as was noticed by Polyakov,68 and discussed
by him and others.69–71. This FP marks the instabil-
ity of the low–temperature or broken symmetry phase;
the O(N) symmetry is restored, and hence the fields ~π
and σ have the same scale dimension. ~π must then be
dimensionless, which implies
η′ = 2− d , (B11a)
in Eq. (B6a). The exponent η in Eq. (B6b), on the other
hand, is the critical correlation function exponent that
is related to the order parameter exponent β, and the
susceptibility exponent γ, via
η = 2− γ/ν = 2− d+ 2β/ν . (B11b)
At criticality, the ∆ρ fluctuations become massless,
and the region of validity of the sigma–model shrinks
to zero. Specifically, the ∆ρ fluctuations can be ne-
glected only if one works at momenta p that are larger
then the mass of the ∆ρ-field, mρ =
√
r/c(2), see Eq.
(B5c). Power counting, and Eq. (B6b), shows that the
scale dimension of mρ is [mρ] = 1, so upon approaching
criticality it vanishes like mρ ∼ ξ−1 ∼ |T − Tc|ν . The
criterion for the validity of the sigma–model is therefore
p≪ |T − Tc|ν . (B12)
In this region perturbation theory works, and the critical
properties can be explored by using the RG to sum the
perturbative results. In this way one obtains a descrip-
tion of the Heisenberg critical behavior in the vicinity
of d = 2 that complements the perturbative treatment
of the φ4-formulation of the problem, Eq. (B1a), near
d = 4. The critical FP of the matrix nonlinear sigma–
model, Sec. III B 3, is again in many respects analogous
to the critical FP of the O(N) model.
It has been suggested that terms with more than two
gradients, which appear as corrections to the sigma–
model upon explicitly integrating out the massive field,
may lead to an instability of the critical FP, even though
these terms are irrelevant by power counting at tree
level.72. The status of this problem is currently unclear,
see Ref. 73 for a recent discussion.
APPENDIX C: THE INVARIANT MEASURE I [P ]
Here we derive explicitly the invariant measure I[P ],
defined by Eq. (3.25). Let us write Eq. (3.24) in block
matrix form,
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(
Q>> Q><
Q<> Q<<
)
=
( S>> S><
S<> S<<
)(
P> 0
0 P<
)
×
( (S−1)>> (S−1)><(S−1)<> (S−1)<<
)
. (C1)
Here each block is a 4Nn×4Nn matrix. P is block diag-
onal by construction, and the blocks of S are subject to
constraints due to the definition of the coset space. Now
consider a variation δQ of Q. Since by symmetry the
invariant measure is independent of the group parame-
ters, it suffices to consider an infinitesimal variation. To
first order in infinitesimal quantities, the variation of S
is block off–diagonal (see Eq. (3.48)), and we have,(
δQ>> δQ><
δQ<> δQ<<
)
=(
δP> δS>< P< − P> δS><
δS<> P> − P< δS<> δP<
)
.
(C2)
By directly differentiating Q with respect to P we find
from Eq. (C2),
I[P ] = det
[
1 ⊗ (P<)T − P> ⊗ 1 ] . (C3)
P> and P< are analytic continuations of anti–hermitian
matrices, so they can be diagonalized by means of ana-
lytic continuations of unitary 4Nn× 4Nn matrices. Let
their eigenvalues be λ>i and λ
<
i (i = 1, . . . 4Nn). Putting
the space dependence back in, we finally obtain
I[P ] =
∣∣∣∣∣∣
∏
x
4Nn∏
i,j=1
(
λ<i (x)− λ>j (x)
)∣∣∣∣∣∣ . (C4)
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