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Abstract—Existing deep learning methods depend on an
encoder-decoder structure to learn feature representation from
the segmentation annotation in biomedical image analysis. How-
ever, the effectiveness of feature extraction under this struc-
ture decreases due to the indirect optimization process, limited
training data size, and simplex supervision method. In this
paper, we propose a template-supervised network T-Net for task-
specific feature extraction. Specifically, we first obtain templates
from pixel-level annotations by down-sampling binary masks
of recognition targets according to specific tasks. Then, we
directly train the encoding network under the supervision of the
derived task-specific templates. Finally, we combine the resulting
encoding network with a posterior network for the specific
task, e.g. an up-sampling network for segmentation or a region
proposal network for detection. Extensive experiments on three
public datasets (BraTS-17, MoNuSeg and IDRiD) show that T-
Net achieves competitive results to the state-of-the-art methods
and superior performance to an encoder-decoder based network.
To the best of our knowledge, this is the first in-depth study to
improve feature extraction by directly supervise the encoding
network and by applying task-specific supervision in biomedical
image analysis.
Index Terms—Deep learning, task-specific supervision,
encoder-decoder network.
I. INTRODUCTION
Feature extraction plays a vital role in image analysis. In
conventional methods, feature extraction is designed manually
according to the topology structure, or the statistical infor-
mation. Recently, with the rapid advance of deep learning,
the feature extractor can be optimized automatically by train-
ing a deep neural network (DCNN) on large-scale labeled
datasets, such as ImageNet [1] and COCO [2]. However, due
to the tedious annotation work and professional knowledge
requirement, most biomedical image datasets are notoriously
small. Therefore, it is impractical to train a universal feature
extractor for biomedical image analysis. Besides, the models
that have been well trained on large-scale datasets, such
as VGG [3] and ResNet [4], are difficult to be transferred
to biomedical images as the physiological features can be
different from those in general images. These two drawbacks
have brought a great challenge for deploying such data-driven
deep learning algorithms for automatic feature extraction in
biomedical applications.
To solve this, many approaches for biomedical image anal-
ysis deploy an encoder-decoder structure to learn feature rep-
resentation from the pixel-wise annotation. This architecture
Fig. 1. An overview of T-Net structure. The encoding network learns feature
representation with the supervision of templates, which are generated from
the annotations via different down-sampling strategies. Then, the extracted
features are taken as input of posterior networks for further analysis, e.g.,
pathological diagnosis, diseased organ detection, and abnormal tissue seg-
mentation.
contains an encoder for extracting features from the input
image and a decoder for up-sampling these features to generate
segmentation output. The encoder and decoder can be achieved
by two connected DCNNs, thus making the whole model a
derivable mapping function that can be optimized by gradient
descent based on the difference between the prediction and the
segmentation ground truth. One of the most famous network is
called U-Net, which has been widely used in many segmen-
tation tasks. Under an encoder-decoder network, the feature
representation can be automatically learned by the encoding
network during the optimization process towards the specific
loss function.
However, under such encoder-decoder structure, the gradient
information can only be delivered to the encoding network
after going through the decoding network during the training
phase, even with skip-connections as short cuts. Therefore,
optimizing the encoding network has to rely on the gradient
information propagated from the decoding network. Moreover,
since the decoding network usually has a mirror architecture
of the encoding network, the encoder-decoder model usually
has a strict restriction for the training image size due to
the limited GPU memory, especially when processing high-
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2dimension and high-resolution images, e.g., Magnetic Reso-
nance Imaging (MRI) scans and computed tomography (CT)
images. Furthermore, simply utilizing the binary segmentation
mask as supervision has also limited the potential to optimize
the feature representation. These three facts can decrease the
feature extraction effectiveness of the encoding network, thus
degrading the overall performance.
In this paper, we propose a template-supervised network,
called T-Net, to improve the feature extraction effectiveness
via templates. Our method is a general framework that can
be adapted to different types of biomedical image problems.
As shown in Fig. 1, we first generate templates from the
binary mask of each recognition object by different down-
sampling strategies. Then, we decouple the encoding network
from the encoder-decoder structure and let the encoding net-
work directly learn feature representation from the selected
templates. Finally, we take the features extracted from the
encoder as the input of posterior networks for further image
analysis. To the best of our knowledge, this is the first in-
depth study to improve the feature extraction effectiveness by
decoupling the optimization process of the encoding network
from the encoder-decoder structure and by applying templates
as supervision in biomedical image analysis.
Compared with the encoder-decoder based feature extrac-
tion approaches, we show the advantages of T-Net in the
following aspects:
• First, T-Net has a more concise architecture to optimize
by removing the decoding network, which require much
less memory footprint of GPU during the training phase.
This can improve the learning efficiency of T-Net by
training with larger patches when processing 3D data.
• Second, T-Net has a more straightforward way to opti-
mize feature representation by deep supervision from the
designed templates, where the gradient information can
be directly propagated to the encoding network without
going through the decoding network.
• Third, the supervision can be task-specific by adapting
different strategies of template generation method. The
feature extractor can put attention on different features
when supervised by different templates.
• Fourth, T-Net can be viewed as a general framework
to solve different types of tasks in biomedical image
analysis. This can be achieved by combining the encoding
network of T-Net with different posterior networks.
To show the effective feature extraction of T-Net, we
do experiments for three different tasks in biomedical im-
age analysis. We compare our framework with state-of-the-
art methods, which are either top methods from the open
leaderboard or the latest publications. To further prove the
effectiveness of template supervision, we also include the
result of a conventional encoder-decoder network to alleviate
the architecture effect and do comparative studies to show the
influence of different supervision strategies.
• 3D Segmentation: We train T-Net to recognize three dif-
ferent parts of the tumor on the largest brain tumor MRI
dataset. Benefit from removing the decoupling network,
T-Net can be trained with the whole 3D image to learn
feature representation for different tumor areas. In this
experiment, T-Net surpasses other single-stage models
on the challenge leaderboard on overall segmentation
performance.
• 2D Segmentation: We deploy T-Net for 2D semantic
nuclei segmentation on pathology images from multiple
organs. T-Net is trained and evaluated by images from
different groups, where the shape, size, and color of
nuclei are much different from each other. In this exper-
iment, T-Net outperforms other methods on the overall
performance and achieves the best result when tested on
the unseen images.
• Localization: We extend our framework to a localization
task, which is a totally different task from the previous
two experiments to show the extension ability. We first
train the encoding network to learn feature representation
of the optic disc (OD) in retinal fundus images. Then
we train a detection network to predict coordinates of
the OD center. In this experiment, T-Net outperforms the
champion approach on the open leaderboard.
II. RELATED WORK
A. U-Net
Developed from FCN [5], U-Net [6] has proved to be the
most famous encoder-decoder structure for semantic segmen-
tation in biomedical applications. U-Net is a fully-automatic
framework that consists of an encoding network to learn
feature representation from the input image and a decoding
network to produce segmentation results. These two networks
have symmetrical architectures and are connected by skip con-
nections between intermediate layers. 3D U-Net [7] extends
the U-Net by introducing 3D convolution kernels and has
shown promising performance on many volumetric segmen-
tation tasks, e.g., tumor segmentation [8] in MRI scans and
whole heart segmentation [9] in CT images. For convenience,
we refer to these 2D and 3D frameworks both as U-Net in
this paper.
B. Task-specific U-Net
Many frameworks adapt U-Net for different applications
by adding a task-specific network. They take U-Net as the
backbone and train with pixel-wise, or volume-wise, an-
notations to learn feature representation of the recognition
target for the encoding network. For example, UOLO [10]
consists of U-Net as the object segmentation module, where
the intermediate abstract representations are taken as the
input of a region proposal network for landmarks detection
in eye fundus images. Y-Net [11] adds a parallel branch at
the bottom of U-Net to distinguish benign and malignant
cancer in breast biopsy slices. Retina U-Net [12] fuses the
one-stage detector with U-Net as the semantic segmentation
supervision for lung lesion detection in CT images. DeepLung
[13] utilizes U-Net to learn nodule features from lung 3D and
do classification through gradient boosting machine with the
extracted features. Compared with these frameworks, T-Net
has a more concise architecture to learn feature representation
by removing the decoding network. Besides, the supervision
3Fig. 2. We show examples of different deep supervision methods. Based on U-Net, these methods improves the feature representation effectiveness by
increasing the model complexity. However, T-Net achieves this by directly supervising the encoding network with task-specific templates. Compared with
these U-Net based models, our network has a more concise structure and can be easily adapted to different tasks.
method can be task-specific by adopting different template
generation strategies. These features have made T-Net a plug-
and-play framework and flexible to be generalized to different
biomedical applications.
C. Deep Supervision for U-Net
Deep supervision is an efficient method to avoid gradient
vanishing when training deep networks. Some work achieves
this with an attention mechanism by supervising the network
with additional information. For example, [14] takes the retinal
vessel edge as additional class for a U-Net based segmentation
problem. ES-Net [15] adds extra decoding network to learn
the boundary information for cell segmentation. Other works
improves the learning efficiency by modifying the supervision
paths. For instance, U-Net++ [16] connects the encoding and
decoding networks with a series of nested, dense skip path-
ways. Multi-level U-Net [17] up-samples multi-level features
to establish connections directly with the ground truth. Some
examples of these networks can be seen in Fig. 2, where we
can see that these models still relay on an encoder-decoder
structure. Compared with them, T-Net improves the learning
efficiency in a different way by reducing the model complexity.
We use template to directly supervise the encoding network
and optimize the supervision object by adjusting template
generation method.
III. METHODOLOGIES
A. Template
a) Learning from the Template: In T-Net, feature rep-
resentation is learned directly from templates. The gradient
information can be directly delivered to the encoding network,
without going through the decoding network during the train-
ing phase. Here we take a one-class recognition problem for
example, then training an encoder-decoder network to learn
feature representation can be concluded as:
min
θe,θd
Loss(fd(θd,fe(θe, I)), I
B), (1)
where I and IB represent the input image and the binary mask
of the recognition target, fe and fd represent the encoding and
decoding network, and θe and θd represent the correspond-
ing parameters of these two networks. The optimization is
achieved based on the gradient descent over θe and θd, which
can be described as:
∂Loss
∂θe
=
∂Loss
∂fd
· ∂fd
∂fe
· ∂fe
∂θe
,
∂Loss
∂θd
=
∂Loss
∂fd
· ∂fd
∂θd
.
(2)
In T-Net, we introduce the template T and change the opti-
mization problem (1) to:
min
θe
Loss(fe(θe, I), T ). (3)
Then the gradient descent process in (2) is changed to:
∂Loss
∂θe
=
∂Loss
∂fe
· ∂fe
∂θe
. (4)
By introducing templates, we change the optimization problem
(1) into another optimization problem (3), where the optimiza-
tion objective is deeply influenced by the templates we choose.
This means that improper templates can supervise the network
to learn feature representation in a wrong direction. Therefore,
the key point is what should the encoding network expect to
learn from for the specific biomedical analysis task.
b) Designing the Template: Our template design is
inspired by the work of feature visualization [18], where
filters in high convolution layers have a higher possibility
to represent object parts. [19] also shows that the localization
ability of DCNN trained from image-level annotations comes
from the activation map of deep features. To this end, we can
assume that deep features can be seen as partial representations
of the recognition object. Therefore, we can simply utilize a
probability map that represents the shape and spatial informa-
tion of the recognition target in pixel level to supervise the
feature extractor. Then the optimization problem of feature
extraction becomes a feature-level linear regression problem
about how to map the deep features generated by the last layer
of the encoding network into this probability map. This can be
solved by adding a bottleneck layer followed by a Sigmoid
function at the bottom of the encoding network.
Till now, the template design becomes generating a prob-
ability map that reflects the shape and spatial information of
the recognition object. Moreover, the probability map should
also be able to match the size of deep features. Therefore,
4Fig. 3. Illustration of template generation with three down-sampling methods. We first obtain binary masks of the three recognition organs from the annotation.
Then we apply NN down-sampling, Gaussian filter, and distance map to generate templates for each organ. From the results on the right side, we can clearly
see the difference among these templates around the object boundary.
this problem can be seen as finding a down-sampling method
ftemplate denoted by:
ftemplate : I
B
HI×WI → THT×WT , (5)
which maps the binary image IB with a size of HI ×WI to
a probability map with a size of HT × WT . Note that this
probability map is actually the template T we want.
Below we propose three methods to achieve ftemplate.
These three strategies show different areas of the recognition
target that we want the feature extractor to pay attention to.
To be noted, the template generation is not limited to these
three methods. We can also deploy other types of templates
for supervision depending on specific applications.
(1) NN Template: The most intuitive way to generate
templates is by directly down-sampling the binary mask of
the recognition target with nearest-neighbor interpolation. This
can guarantee that T can keep both the spatial and shape
information of the recognition target and each pixel value in
the template is either 0 or 1. We refer to the template generated
by this method as NN template and show extensions of this
template in the following content.
(2) Gaussian Template: To make the encoding network
pay additional attention to the area outside the boundary of
targets, we expand the NN template by applying a normalized
Gaussian filter with a stride s. The Gaussian filter can make a
smooth transition from foreground to background on the object
boundary and the normalization can guarantee each pixel value
in T is between 0 and 1. This can supervise the network
to pay additional attention to the boundary area around the
recognition target.
(3) Distmap Template: To encourage the encoding network
to focus on the object center, we transform the NN template
into a normalized distance map. In a distance map, each pixel
value inside the object reflects the distance between it and the
object boundary. For normalization, we divide the distance
map by the largest distance value, which should belong to the
center point as it is most far away from the background. We
call this kind of template as the Distmap template and show
the detail generation process in Algorithm 1, where α can
adjust the decreasing speed of the normalized distance value
from the center to the boundary.
For clearly illustrating the process of template generation,
we show an example of generating these three types of
templates for three recognition objects in Fig. 3. In this
case, three abdomen organs, i.e., liver, stomach, and spleen,
are annotated in a CT image. We first obtain binary masks
Algorithm 1 Generate the Distmap Template
1: function DISTMAP TEMPLATE(IB , s, α)
2: IB ← DOWNSAMPLE(IB , s)
3: distmap← ZEROS LIKE(IB)
4: p set← COORDINATE(IB ≥ 0.5)
5: n set← COORDINATE(IB < 0.5)
6: len p← LEN(p set)
7: for i = 0; i < len p; i++ do
8: y, x← p set[i]
9: distmap[y][x]← DISTANCE(n set, (y, x))
10: end for
11: distmap← distmap/MAX(distmap)
12: template← distmapα
13: return template
14: end function
for these three organs and then apply different ftemplate to
generate templates.
B. T-Net Architecture
a) Network Overview: We show the detailed structure of
T-Net, containing an up-sampling network for segmentation
and a detection network for localization in Fig. 4. T-Net takes
an encoding network as the backbone to extract multi-level
features, which are later taken as the input of posterior net-
works for further analysis. The proposed network architecture
is developed from Dense V-Net [20], which utilizes dense
connections among layers to enhance the learning ability.
To be noted, the posterior networks can be in other forms
according to the specific analysis task. We choose these two
types of posterior networks in this paper because segmentation
and localization are two fundamental problems in biomedical
image analysis.
b) Dense Blocks: Dense block [21] has proved to be an
efficient structure to connect convolution layers in DCNN.
The input features, extracted by upper layers, first go through a
convolution layer and generate K higher-level features. Then
these new features are concatenated with the old features to be
taken as input of the next layer. As shown in Fig. 5, the dense
block repeats this for N times until reaching the last layer,
where all the features are concatenated together as input of a
bottleneck layer to reduce the number of feature maps.
c) Encoding Network: The encoding network has two
steps of down-sampling to extract features. The convolution
5Fig. 4. The detailed architecture of T-Net, containing an up-sampling network for segmentation and a detection network for localization. The encoding
network learns feature representation from templates, and generates ×1, ×2, ×4 features as the input of posterior networks.
Fig. 5. An illustration of a dense block (N = 3) in T-Net.
layer on the top is responsible for mapping the input im-
age into fixed-number feature maps. Then ×1 features are
generated from the first dense block, while ×2 and ×4
features are obtained from two consecutive dense blocks after
a max − pooling layer. Finally, the ×4 features are mapped
into probability maps by the bottleneck layer activated by a
Sigmoid function.
d) Up-sampling Network: The up-sampling network
plays the same role as the decoding network in an encoder-
decoder structure. Multi-level features generated by the encod-
ing network are taken as input for up-sampling by transpose
convolution. At the top of the up-sampling network, the
features are finally transformed into binary masks for each
segmentation object.
e) Detection Network: We use a similar way as [22] to
design a detection network to predict the target location from
the multi-level features extracted by the encoding network. The
detection network first resizes these features into the same size
as HL×WL by bilinear interpolation, then concatenates these
resized features to be the input of a dense block to map them
into a location map. The location map is a HL×WL×C tensor
that evenly divides the whole image into HL×WL cells. Then
each vector at (i, j) in the location map indicates the detection
result of the target whose center falls in the corresponding cell.
C. Loss Function.
a) Template Loss: Due to that the recognition object
usually takes only a small part of the whole biomedical image,
the loss function should consider the influence of the large area
of background for the template regression. Therefore, we use
dice loss to optimize the encoding network of T-Net with NT
templates as:
Loss = 1− 1
NT
NT∑
t
2
HT∑
i
WT∑
j
pi,j,tgi,j,t
HT∑
i
WT∑
j
p2i,j,t +
HT∑
i
WT∑
j
g2i,j,t
, (6)
where (pi,j,t, gi,j,t) represents the prediction and ground truth
point pair for the t-th template. The dice loss reflects the ratio
of the correct predictions and the union of all the positive
predictions and the ground truth. It is always non-negative
and can be 0 if and only if the model correctly predicts all the
points.
b) Up-sampling Loss: Since the up-sampling network
is mainly for segmentation, we can also use dice loss as in
equation (6) to optimize the up-sampling network. The only
difference is that gi,j,t is binary and NT equals to the number
of segmentation classes.
c) Location Loss: We use MSE loss, same as in [10],
to optimize the detection network. In our experiment, since
we only predict the center coordinates of OD, we can simply
use (x, y, c) at (i, j) in the location map to represent the
localization result. Here c is the confidence score indicating
whether the corresponding cell contains the OD center and
(x, y) represents the relative offsets. Then location loss can
6TABLE I
DENSE BLOCK SETTINGS IN THREE EXPERIMENTS.
Name
Brain tumor segmentation Nuclei segmentation OD detection
Encoding Network Up-sampling Network Encoding Network Up-sampling Network Encoding Network Detection Network
In Out K N In Out K N In Out K N In Out K N In Out K N In Out K N
Dense 0 16 16 8 4 - - - - 16 16 8 3 - - - - 16 16 8 4 112 3 16 4
Dense 1 1 16 32 8 4 16 3 8 4 16 32 8 3 16 1 8 3 16 32 8 4 - - - -
Dense 1 2 32 32 8 4 48 16 8 4 32 32 8 3 48 16 8 3 32 32 8 4 - - - -
Dense 2 1 32 64 8 4 32 32 8 4 32 64 8 3 32 32 8 3 32 64 8 4 - - - -
Dense 2 2 64 64 8 4 96 32 8 4 64 64 8 3 96 32 8 3 64 64 8 4 - - - -
be simplified as:
Loss =
HL∑
i
WL∑
j
wi,j(ci,j − ci,j)2
+
HL∑
i
WL∑
j
1
obj
i,j
[
(xi,j − xi,j)2 + (yi,j − yi,j)2
]
,
(7)
where c and (x, y) are the groundtruth confidence score and
offsets. Besides, we also introduce weight w to prevent the
detection network from falling into local optimal. Given the
object center in the (Ox, Oy) cell, the weight w can be
calculated as:
wi,j =

1
HL×WL else
1
8 |i−Ox| = 1 or |j −Oy| = 1
1 i = Ox and j = Oy
(8)
IV. EXPERIMENTS
We evaluate our approach on three public datasets for three
different tasks: (1) the BraTS-17 dataset [23] [24] for 3D
brain tumor segmentation, (2) the MoNuSeg dataset [25] for
2D semantic nuclei segmentation, and (3) the IDRiD dataset
[26] for OD localization. In these experiments, T-Net achieves
competitive performance to the state-of-the-art methods. We
show the performance of these three experiments in Table II-
IV and visualize some results in Fig. 6-8.
A. Experiment Settings
We first train the encoding network with proposed template
and then train the posterior network with a fixed encoding
network. Specifically, we can also train the posterior networks
without fixing the encoding network, but that is beyond our
topic and we will put in our future work. We train both
networks for 100 epochs in tumor segmentation and 500
epochs for both networks in the rest two experiments. For
the Gaussian template, we set the filter window to be 12 on
each dimension. For the Distmap template, we use Chebyshev
distance and set α to be 2. The detail structure of T-Net for
each experiment can be seen in Table I. For OD localization,
we set HL × WL to be 32 × 48. For optimization, we use
Adam [27] optimizer with a learning rate of 10−4 for each
network.
B. Validation of T-Net.
a) Template Selection: For tumor segmentation, we
choose NN template to keep the shape of different tumor
areas. For nuclei segmentation, we utilize Gaussian template
to expand the attention space to the outside boundary. For OD
localization, we use Distmap template to make the network
focus on the object center. We compare the results with other
methods can be seen in Table II - IV.
b) Comparative Studies: To show the improvement from
the template supervision and alleviate the influence by the net-
work architecture, we also train an encoder-decoder network,
named as baseline U-Net, with the same settings as T-Net
(except with no templates) for each experiment. The baseline
U-Net learns feature representation only from the segmentation
ground truth. It is achieved by directly connecting the encoding
and the up-sampling networks in the first two experiments and
adding a symmetrical decoding network in the last experiment.
Additionally, to compare the influence brought by the template
selection, we also supervise the encoding network with the
other two templates. The overall performance can be seen in
Table V.
C. Dataset and Tasks
a) BraTS for 3D Tumor Segmentation: Automatic brain
tumor segmentation is one of the most challenging medical
challenges since the tumor, together with its surroundings,
is often diffused, poorly-contrasted, and extends tentacle-
like structures. We use the BraTS-17 dataset for brain tu-
mor segmentation to evaluate the performance of T-Net. The
dataset contains 285 cases for training and 46 cases for online
validation. Each case contains T1, T1Gd, T2, and FLAIR
MRI images with annotations for the edema, the enhancing
tumor (ET), and the non-enhancing tumor & the necrotic.
The segmentation objective is to label the whole tumor (WT),
the tumor core (TC) and the ET areas, respectively. The
segmentation is evaluated by the unseen validation data online
over dice score (%) and 95% Hausdorff distance (mm), which
are criterions in the official challenge. We also use a score
S =
∑
class (Dice/200−Hausdorff/60), to reflect the
overall performance.
b) MoNuSeg for 2D Nuclei Segmentation: Nuclei are
the most important biomedical elements to be segmented in
pathology tissue slides as they are indicative of many cellular
phenotypes. In this experiment, we evaluate the generalization
7TABLE II
EVALUATION ON BRAIN TUMOR SEGMENTATION.
Method
Dice Hausdorff
S
WT TC ET WT TC ET
Sequential U-Net [28] 88.2 73.2 73.0 8.12 11.4 6.17 0.74
3D FCN [29] 89.9 75.1 71.3 4.16 8.65 6.98 0.85
Residual U-Net [8] 89.6 79.7 73.2 6.97 9.48 4.55 0.86
T-Net 88.9 76.7 71.5 4.86 8.20 4.46 0.89
Fig. 6. Comparison of T-Net and the baseline U-Net for brain tumor
segmentation.
TABLE III
EVALUATION ON MULTI-ORGAN NUCLEI SEGMENTATION.
Method Test A Test B Overall
Dist U-Net [30] 0.7756 0.8005 0.7863
RIC U-Net [31] - - 0.8008
FullNet [32] 0.8007 0.8054 0.8027
T-Net 0.7930 0.8346 0.8108
ability of T-Net by deploying it for semantic nuclei segmenta-
tion on the MoNuSeg dataset, which contains 30 1000×1000
H&E stained tissue images with hundreds of labeled nuclei
from seven organs, i.e., breast, kidney, liver, prostate, bladder,
colon, and stomach. We refer the first four organs as organ
group A and the last three as organ group B, where the shape,
size, and color of nuclei are much different from those in group
A. The dataset is split into three parts with the same way in
[25] : (1) 12 images from the organ group A for training and
other 4 images for validation, (2) 8 images from the organ
group A for test A, and (3) 6 images from the organ group B
for test B. The segmentation is evaluated by the average dice
coefficient (ADC).
c) ODRid for OD Localization: OD localization is vital
as it is the landmark of retinal fundus photographs. Here, we
use IDRiD dataset to evaluate T-Net for predicting the coor-
dinates of OD center. The dataset consists of a segmentation
group, containing 81 images with pixel-level annotations, and
a localization group, containing 516 images (413 for training
and 103 for test) only with the coordinate information of OD
center. The localization is evaluated mean Euclidean distance
TABLE IV
EVALUATION FOR OD LOCALIZATION.
Method ED
RPI-based faster RCNN [33] 32.60
Relation Net [34] 26.12
Leaderboard Champion 25.62
T-Net 24.85
TABLE V
COMPARE THE OVERALL PERFORMANCE OF T-NET SUPERVISED BY
DIFFERENT TEMPLATES AND THE BASELINE U-NET.
Method Template BraTS MoNuSeg ODRid
Baseline U-Net - 0.85 0.7987 32.61
T-Net NN 0.89 0.8028 42.10
T-Net Gaussian 0.76 0.8108 34.21
T-Net Distmap 0.83 0.8066 24.85
(ED) between the prediction and ground truth.
D. Discussion
a) Comparison with state-of-the-art methods: We com-
pare T-Net with state-of-the-art methods and show the results
in Table II-IV. We can see that T-Net can achieve the best
performance, compared to the state-of-the-art methods in each
experiment. For tumor segmentation, T-Net surpasses Res U-
Net, which is the top single-stage model on the challenge
leaderboard, with an overall score at 0.89 vs 0.85. The drop
on dice scores of TC and ET mainly comes from the cases
that have no TC and ET areas, where only one positive
prediction can bring the dice score from 1 to 0. For nuclei
segmentation, T-Net significantly surpasses other methods on
images from unseen organs (0.8364 vs 0.8054 for FullNet). For
OD localization, T-Net outperforms the champion approach on
the open leaderboard (24.85 vs 25.62).
b) Comparison among different supervision methods:
We also supervise T-Net with the other two templates in each
experiment to indicate the importance of choosing the correct
templates. As shown in Table V, the selection of templates
can influence the performance for different tasks. That is quite
intuitive as a teacher can not expect students to achieve good
grades if he teaches them wrong knowledge. For example, if
we train T-Net supervised with Distmap templates for brain
tumor segmentation, it would show poor performance as the
encoding network cannot learn enough shape information from
the templates for each tumor.
c) Comparison with the baseline U-Net: From Table
V we can see that T-Net supervised with the correct task-
specific templates can always beat the baseline U-Net in the
three experiments. This indicates the effectiveness of T-Net
over the encoder-decoder network. In the first experiment, the
baseline U-Net is trained with a patch size of 963, which is
the largest we can fit our GPU (Titan Xp). Therefore, the im-
proved performance of T-Net mainly comes from the concise
architecture, where the encoding and decoding networks can
be trained separately. For nuclei segmentation, T-Net can pay
additional attention to the boundary areas of nuclei with the
8Fig. 7. Comparison of T-Net and the baseline U-Net for multi-organ nuclei segmentation.
Fig. 8. T-Net outperforms the baseline U-Net for OD localization, shown
by fixed-size bounding boxes, where prediction is in red and ground truth in
green.
supervision of Gaussian templates. For OD localization, T-
Net can focus on the center area when the Distmap template
is applied. These experiments have shown the advantage of
our proposed task-specific supervision method.
V. CONCLUSIONS
In this paper, we have proposed a novel deep supervision
method by directly training the encoding network with task-
specific templates to improve feature extraction for biomedical
image analysis. T-Net removes the decoder from the encoder-
decoder network (e.g., U-Net), but applies templates to super-
vise the encoder for feature extraction, where templates are
generated from binary masks of recognition targets. Extensive
experiments on three public datasets: BraTS-17, MoNuSeg,
and IDRiD, show that T-Net can achieve superior performance
compared with conventional encoder-decoder networks, thus
indicating the effectiveness of our supervision method. The
framework of T-Net is also general and extendable, as T-Net
is applicable to tasks of different characteristics and easy to
be optimized by supervision of task-specific templates.
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