IC 1613 is an isolated dwarf galaxy within the Local Group. Low foreground and internal extinction, low metallicity, and low crowding make it an invaluable testbed for the calibration of the local distance ladder. We present new, highfidelity distance estimates to IC 1613 via its Tip of the Red Giant Branch (TRGB) and its RR Lyrae (RRL) variables as part of the Carnegie-Chicago Hubble Program, which seeks an alternate local route to H 0 using Population II stars. We have measured a TRGB magnitude I TRGB ACS = 20.35 ± 0.01 stat ± 0.01 sys mag using wide-field observations obtained from the IMACS camera on the Magellan-Baade telescope. We have further constructed optical and near-infrared RRL light curves using archival BI-and new H-band observations from the ACS/WFC and WFC3/IR instruments aboard the Hubble Space Telescope (HST ). In advance of future Gaia data releases, we set provisional values for the TRGB luminosity via the Large Magellanic Cloud and Galactic RRL zero-points via HST parallaxes. We find corresponding true distance moduli µ TRGB 0 = 24.30 ± 0.03 stat ± 0.05 sys mag and µ RRL 0 = 24.28 ± 0.04 stat+sys mag. We compare our results to a body of recent publications on IC 1613 and find no statistically significant difference between the distances derived from stars of Population I and II.
INTRODUCTION
The measurement of fundamental cosmological parameters has improved dramatically in the last two decades. Nonetheless, notable disagreement continues over the value of H 0 , which has been pursued through independent efforts and different methodologies. In particular, direct measures of H 0 via Type Ia supernovae (SNe Ia) calibrated using Cepheids-most recently Freedman et al. (2012) and Riess et al. (2016) and indirect estimates obtained via modeling the Cosmic Microwave Background- Komatsu et al. (2011) and Planck Collaboration et al. (2015) -appear to differ by more than 3-σ. This divide merits attention given that H 0 is heavily co-variant with other cosmological parameters in the CMB modeling. If the systematic difference between independent measures of H 0 were to persist, its resolution could necessitate non-standard physics.
Since a precision of order 1% on both sides of the controversy would be needed to convincingly break the degeneracy between H 0 and other cosmological parameters (see discussion in Planck Collaboration et al. 2014) , the importance of accurately and precisely measuring H 0 , near and far, has been a catalyst for re-examining the traditional Population (Pop) I Cepheid-based distance ladder. Currently, Cepheids do not have a independent, large-scale systematic test against other distance measurements at this level of precision. The cumulative effect of their metallicity dependence, as well as the universality of their period-luminosity relations across galaxies spanning a range of intrinsic properties and star formation histories, all remain unclear at the accuracy and precision now required for convincing comparisons. A means of providing this systematic test is a distance ladder that is fully independent of the Pop I route. This study is a part of just such an endeavor, the Carnegie-Chicago Hubble Program (CCHP; Beaton et al. 2016, Paper I) , which, in this first phase, seeks to measure H 0 to 3% using SNe Ia that are calibrated entirely from stars of Pop II.
A distance ladder based on Pop II stars has numerous advantages over Cepheids. To begin, they are abundant in galaxies of all Hubble types, thereby allowing for an increase in the number of SNe Ia calibrators. Furthermore, they are present in low-density stellar halos that have both low internal reddening and relatively uniform, low metallicity populations. This contrasts with Cepheids, which reside in the more crowded and metalrich disks of galaxies.
The CCHP strategy thus invokes the following steps:
i. Calibrate Galactic RR Lyrae (RRL) distances and absolute magnitudes via trigonometric parallax;
ii. Anchor the Tip of the Red Giant Branch (TRGB) distance scale in Local Group galaxies to RRL observed in the near-infrared;
iii. Determine the SNe Ia zero-point via the TRGB in nearby SNe Ia host galaxies; and iv. Apply the SNe Ia zero-point to the distant Hubble Flow SNe Ia sample.
This independent calibration of the SNe Ia zero-point is designed to illuminate the currently-known differences between direct and indirect measures of the Hubble Constant, and it will ultimately provide a determination of H 0 that is independent of, but parallel to, the Cepheidbased distance scale. This study on IC 1613 is the first in the series of papers focusing on
Step ii, the calibration of the TRGB. Subsequent papers will present photometry for M 31, M 32, M 33, Sculptor, and Fornax. IC 1613 is an ideal first target for the study of Pop I and II stars for several reasons. Recent distance measures place the galaxy at only ∼ 730 − 770 kpc (Freedman et al. 2009; Bernard et al. 2010; Scowcroft et al. 2013) , making its most luminous stellar populations observable with both ground-and space-based telescopes. IC 1613 is also face-on and generally has low source crowding. Additionally, the galaxy is metal-poor with average metallicity for its old stellar content ranging between −1.2 ≤ [Fe/H] ≤ −1.6 dex depending on the method employed (see e.g. Kirby et al. 2013; Skillman et al. 2014) . Furthermore, it is at a high Galactic latitude l = −60.6
• (McConnachie 2012), with foreground line-of-sight reddening estimated to be E(B − V ) ≤ 0.025 (Schlegel et al. 1998; Schlafly & Finkbeiner 2011) . Moreover, the visibility of background galaxies through the body of the galaxy also suggests that extinction internal to IC 1613 itself is negligible (Sandage 1971; Freedman 1988) .
In this study we obtain new, high-fidelity distance estimates to IC 1613 using the Pop II standard candles, the TRGB and RRL. We have resolved its TRGB to high precision using new, ground-based imaging from IMACS on the Magellan-Baade telescope. We have also measured RRL distances to IC 1613 using a combination of archival ACS/WFC and new WFC3/IR Hubble Space Telescope (HST ) imaging tied to the trigonometric parallaxes of five Galactic RRL. We further estimated the true I-band TRGB luminosity of IC 1613 using our independently-determined RRL distances, though, in the near future, it will be feasible to establish this luminosity directly, as well as better-constrain the RRL zero-points, using successive Gaia data releases. At that point, the CCHP will merge Steps i and ii and link the old and metal-poor RGB populations of the Milky Way directly to the SNe Ia hosts themselves. We have found the newly-measured TRGB and RRL distances to IC 1613 from this study to be consistent with the existing literature on its TRGB and RRL, as well as recent studies of its Cepheids, which demonstrates a close correspondence between distances derived from stars of Pop I and II.
DATA
We describe the four imaging datasets used in this study in Section 2.1, including both ground-and spacebased imaging. Our photometry procedures are described in Section 2.2. In Section 2.3 we describe the HST photometry calibration, and in Section 2.4, we describe how we tie in our more extensive, ground-based imaging to the HST ACS/WFC flight magnitude system.
Observations and Image Preparation
We have analyzed one ground-based wide-field imaging dataset from Las Campanas Observatory (Section 2.1.1) and three space-based imaging datasets from HST (Sections 2.1.2, 2.1.3, and 2.1.4). Table 1 and Figure 1 summarize the observations and imaging coverage for this study.
Magellan-Baade Telescope: IMACS
Observations of IC 1613 were obtained on 2015 June 12 using the Inamori-Magellan Areal Camera and Spectrograph on the 6.5 m Magellan-Baade telescope at Las Campanas Observatory (Dressler et al. 2011, IMACS) . We used the f/4 imaging mode to obtain a 15.46 ×15.46 field-of-view with resolution of 0.2 pixel −1 and observed in the BV I filters. The observations were taken to obtain high-quality photometry below the anticipated magnitude of the TRGB centered on archival HST ACS/WFC imaging (Bernard et al. 2010, Ber10) . The IMACS wide field-of-view ensured that we would acquire a large sample of RGB stars well out into the surrounding halo. The 900 sec B-band, 600 sec V -band, and two 300 sec I-band exposures had seeings of ∼ 1.3 , ∼ 1.5 , and 1.5 , respectively.
Image processing was undertaken for each chip individually using standard procedures, including bias and per-filter flat-field corrections. The resulting chips were combined into a single image mosaic using chip-gaps of 90 pixels. The grayscale image in Figure 1 is a B +V +I composite of the IMACS field-of-view. A summary of these observations is also given in Table 1 .
Archival HST+ACS/WFC Data
We have made use of archival imaging of IC 1613 taken from the Local Cosmology from Isolated Dwarfs program (PID:GO10505, PI: Gallart 2005, LCID) . This imaging was designed both to identify and characterize the variable star content at least as deep as the horizontal branch (Ber10) and to derive detailed star formation histories from the main sequence turn off (e.g. Skillman et al. 2014) . A single field was imaged over 24 orbits between 2006 August 28 and 30 approximately 5 west of the center of IC 1613 using the ACS/WFC instrument, which provides a 202 × 202 field-of-view with 0.05 pixel −1 resolution. Each orbit was divided between two ∼ 1200 sec exposures in the F475W and F814W passbands, resulting in 48 epochs per filter. A summary of these observations is given in Table 1 , and a detailed log of observations is given in Ber10, their Table 1 . Figure  1 shows this pointing relative to the IMACS imaging as the alternating blue and red boxes at the center of the field-of-view.
The ACS/WFC images used in this study were FLC data files from the Space Telescope Science Institute (STScI), which are calibrated, flat-fielded, and CTEcorrected in the CALACS pipeline. Each frame was multiplied by its corresponding Pixel Area Map 1 to correct the flux per pixel due to ACS/WFC geometric distortions.
CCHP HST+WFC3/IR Data
We obtained near-infrared imaging over 24 orbits between 2014 December 17 and 18 using the HST WFC3/IR instrument (PID:GO13691, PI: Freedman; Freedman 2014).
These observations were specifically designed to provide well-sampled light curves for RRL. The orbits were divided between two overlapping 136 × 123 WFC3/IR pointings with a native resolution of 0.135 pixel −1 in order to span the aforementioned archival ACS/WFC field-of-view. Each orbit consisted of two 600 sec F160W exposures separated by approximately 10 min. Each field was taken in two sets of 6 orbits separated by ∼ 1 day to both avoid the South Atlantic Anomaly and to ensure uniform phase coverage for our longest period RRL, P ≈ 0.882 days. The 1200 sec total exposure time per orbit was calculated to give a signal-to-noise of 10 at the anticipated F160W magnitude of the shortest period RRL and provide 12 (roughly) equally spaced phase points to permit the highest precision in the final mean magnitudes (see detailed discussions in Madore & Freedman 2005; Scowcroft et al. 2011) . Furthermore, the observing strategy alternated between the two pointings to provide a cadence ∼ 1 hour between epochs. These observations are summarized in Table 1 . The WFC3/IR imaging is shown relative to the wide-field IMACS and archival HST imaging in Figure 1 as solid black boxes at the center of the field-of-view, with the two pointings labeled 1 and 2. There is intentional overlap between the pointings to permit an independent comparison of the photometry and check for systematic effects. The WFC3/IR images used in this study are calibrated and flat-fielded FLT files provided by STScI, whose pixel units we converted to electrons.
CCHP Parallel HST+ACS/WFC Data
In parallel with the observations described in the previous section were 24 orbits with the ACS/WFC instrument (PID:GO13691, PI: Freedman; Freedman 2014). The roll angle of HST was constrained so that the parallel pointings would occur at a larger projected separation from the center of IC 1613 to target RGB stars in 'pure halo', i.e. away from the inner disk of the galaxy, which resulted in a set of two pointings northwest of the galaxy center. Each exposure in F606W and F814W spanned ∼ 500 sec. A summary of these observations is given in Table 1 . The ACS/WFC imaging is shown relative to the wide-field IMACS imaging in Figure 1 as alternating gold and red boxes, with the two pointings labeled 1 and 2. Again, there is intentional overlap between the pointings to permit a comparison of the photometry and check for systematic effects. These ACS/WFC images are processed identically to the archival set described in Section 2.1.2.
Photometry
Our approach to the photometry is identical for all imaging datasets. We use the DAOPHOT suite of software (Stetson 1987) and closely follow the standard operating procedure outlined in the DAOPHOT-II User Manual (Stetson 2000) . We generate pointspread-functions (PSFs) using Tiny Tim (Krist et al. 2011, Kri11) , a software package designed to model the HST PSF for conditions under which observations were taken. Tiny Tim is used here in place of an empiricallyderived PSF to be consistent with other CCHP targets that lack isolated, bright stars. We compare the accuracy between photometry based on Tiny Tim and empirically-derived PSFs in Appendix A.
For a given pointing and filter, we built a 'master stack' of all images using MONTAGE2. We then used this 'master stack' to generate a 'master source list' for each pointing and filter. We simultaneously photometered sources from the 'master source list' in each of the individual frames using ALLFRAME, for which we followed the procedures outlined in Stetson (1994) and Turner (1995) . ALLFRAME is a version of the PSFfitting code, ALLSTAR, that force-fits the derived PSF to sources at their known location in each image even if they do not meet the individual in-frame detection criteria. DAOMATCH/DAOMASTER was used to match sources between overlapping pointings, and we calculated mean instrumental magnitudes for each filter and pointing by averaging in flux space and rejecting intensities that were greater than 3-σ from the median intensity.
Calibration of HST photometry
With averaged instrumental magnitudes in hand, we next calibrated our photometry to the STScI VEGA-MAG flight magnitude system. This occurred in three steps, following the procedure of Sirianni et al. (2005, Sir05) . First, we adopted flight magnitude zero-points; second, we adopted corrections from a fixed aperture size-0.5 for ACS/WFC and 0.4 for WFC3/IR-to an infinite aperture; and third, we derived corrections for our PSF magnitudes to the aforementioned fixed aperture. These measurements are combined in Equation 4 of Sir05. Because our science goals demand the highest precision possible as well as repeatability, the remainder of this subsection provides explicit details for each of these steps.
Current ACS/WFC VEGAMAG photometric zeropoints for a 0.5 aperture were obtained through the STScI online calculator 2 for the individual times of observation for our datasets. For WFC3/IR we used the online STScI 0.4 aperture zero-point tables 3 . In the event that the zero-points are adjusted ex post facto, we repeat them here. For LCID observations with ACS/WFC: ZP F475W = 26.153 mag, ZP F814W = 25.512 mag; for CCHP observations with ACS/WFC: ZP F606W = 26.407 mag, ZP F814W = 25.523 mag; and for CCHP observations with WFC3/IR: ZP F160W = 24.5037 mag.
STScI also provides aperture corrections from the fixed-to-infinite aperture through encircled energy (EE) tables because it is often impractical or impossible to derive such corrections from a given dataset. For ACS/WFC, the 0.5 -to-infinity aperture corrections are computed through the EE tables in Bohlin (2016) , as described in Sir05 using their Equation 1. For WFC3/IR, the 0.4 -to-infinity aperture corrections are computed through the EE tables listed at the same URL as the WFC3/IR zero-points. We repeat these values here: for ACS/WFC: ap F475W = 0.1000 mag, ap F606W = 0.0953 mag, ap F814W = 0.0976 mag; and for WFC3/IR: ap F160W = 0.1944 mag. These values are universal for all dates of observation.
The last step in calibrating our instrumental photometry to the standard VEGAMAG system is determining corrections for our PSF photometry to the aforementioned 0.5 and 0.4 apertures, corresponding to ACS/WFC and WFC3/IR. The difference between the fixed aperture and PSF magnitude for bright, isolated stars represents systematic differences between the modeled and true PSF. We located such stars in a median image constructed from the individual frames, then relocated them in individual exposures. We manually inspected each star per exposure, typically finding ∼ 50 per image that were free of neighbors and other artifacts like cosmic rays. Although IC 1613 has many such stars, other CCHP targets have too few for any given frame for the value of an aperture correction to be considered robust. We therefore combined the measured aperture correction for all bright and isolated stars from each frame and pointing for a given filter in the observation series, creating a single larger sample from which to measure the average aperture correction. This approach is valid as long as the telescope is held constant during the observations, e.g. maintaining a consistent focus. The aperture correction per filter and CCD was then determined by computing the mean of the distribution of corrections after removing outliers that were greater than 2-σ from the median. The error on the mean for the aperture corrections is typically 0.003 mag. This approach was consistent to within a standard deviation of the average aperture corrections measured for individual exposures. The calibrated color-magnitude diagrams (CMDs) of the ACS/WFC and WFC3/IR photometry are shown in Figure 2 .
Since photometric calibration and reproducibility are paramount to the CCHP, we have taken additional steps to ensure the accuracy of our results in Appendix A. First, we have compared our reduction of archival photometry to the full F814W catalog produced by Ber10. We further compared our F814W photometry to high precision ground-based standard stars provided by the Canadian Astronomy Data Centre 4 . Lastly, we have compared our F160W photometry to H-band imaging taken with the FourStar camera on the Magellan-Baade telescope.
Calibration of IMACS Photometry to the HST Flight Magnitude System
As noted in Section 2.1.1, the purpose of our groundbased imaging is to obtain photometry over a wide field-of-view to ensure good statistical sampling of stars at the anticipated magnitude of the TRGB. Since the CCHP measurements for SNe Ia hosts will use HST flight magnitudes, we opted to bring our ground-based imaging onto this system (see discussion in Paper I). We matched our IMACS photometric catalogs to both the archival and CCHP ACS/WFC imaging, which, as demonstrated in Figure 1 , produces a reasonable overlap sample. Magnitude limits of 18.75 and 22.5 mag were applied to the ACS/WFC catalogs for the purpose of aligning the different observation depths and excluding saturated stars. This magnitude limit also ensures we are primarily calibrating IMACS photometry to RGB stars, which constitute the TRGB. We visually inspected matched stars on their respective images to ensure that matches were valid. We manually removed approximately 5% of matched sources because they were either on the edge of a CCD or did not appear morphologically stellar, i.e. likely background galaxies. Panels (a), (b), and (c) of Figure 3 show the difference between individual RGB stars in calibrated flight magnitudes (F475W, F606W, and F814W) and their instrumental ground-based counterparts (BV I), shown as blue squares, gold points, and red triangles. The chip-by-chip offsets were determined by calculating the mean while excluding stars that are greater than 2-σ from the median of the distribution. These individual chip offsets are listed in the upper part of Table 2 , and they generally agree with each other to within a couple hundredths of a magnitude. The right column of these panels shows the offsets from all chips smoothed by a kernel-density-estimator. Panels (d)-(f) show the color transformations between I and F814W, V and F606W, and B and F475W, which have weighted correlation coefficients of ρ = −0.05, −0.22, and −0.16, respectively. The color-dependent transformation present between V and F606W (see also Sirianni et al. 2005) , the most notable of the three, does not impact the I-band TRGB distance determination for IC 1613 (this point is elaborated on and assessed quantitatively later in Section 3.5). Instead, the V -band (as well as the B-band) imaging serves only to increase the number of sources contributing to the rectified tip detection (when there are appreciable numbers of high-metallicity TRGB stars involved, which is not the case for IC 1613) and also to partition out different (redder and/or bluer) stellar populations in the CMD near the magnitude level of the tip so as to focus on the RGB population exclusively.
We adopted simple zero-point offsets (independent of color) in transforming between flight and ground-based filters. We calculated the mean for all offsets per filter, again rejecting stars that deviate more than 2-σ from the median (shown as gray symbols in Figure 3) , and list these values in the lower part of Table 2 . Each of these values was applied to the IMACS photometry to calibrate to the HST VEGAMAG system. To avoid confusion with the ACS/WFC HST photometry, we have labeled these converted magnitudes B ACS , V ACS , and I ACS . Figure 4 shows the HST -calibrated IMACS BV I CMDs. The entire stellar sample is shown in panels (a) and (b), and panels (c) and (d) show a sample of the galaxy halo beyond two half-light radii centered on RA = 01 h 04 m 47.8 s and Dec = +02
• 07 04.0 (McConnachie 2012). We display the halo as a separate region because the core contains multiple young-and intermediate-aged stellar populations that could obscure the TRGB. The core is also significantly more crowded than the outer parts of the galaxy, which could degrade the quality of the photometry. In the following section we estimate the TRGB magnitude and investigate the statistical and systematic uncertainties of our measurement.
TIP OF THE RED GIANT BRANCH
In this section we derive a distance to IC 1613 via the TRGB method. The TRGB is marked by a discontinuity in the stellar luminosity function (LF) of the RGB as low-and intermediate-mass stars evolve onto the horizontal branch or red clump (Iben & Renzini 1983; Renzini et al. 1992) . The sharpness of this feature is as- In each plot, a dashed line shows the best linear fit to the data. Symbols ρ, s, and m correspond to the weighted correlation coefficient, the standard deviation of the line-fit residuals, and the slope of the line fit (followed by its uncertainty), respectively. A special note for the color transformation between F606W and V is given in the text. trophysical in nature. Many current resources exist to familiarize oneself with the TRGB, including, for example, papers by Gallart et al. (2005) , Rizzi et al. (2007, Riz07) , and Bellazzini (2008, Bel08) , as well as texts, e.g. Salaris & Cassisi (2005) and Catelan & Smith (2015) .
The TRGB method has two notable challenges. A known systematic is the dependence of luminosity on metallicity for individual TRGB stars, where metal content within the stellar atmosphere shifts observed flux into the near-infrared. In the optical, this effect is observed as a redder, downward sloping TRGB. In the near-infrared, on the other hand, the trend is reversed. Given the amount of current literature on the TRGB and independent distance measurements to local galaxies, however, the TRGB of galaxies (especially their halos) have empirically well-calibrated slopes in colormagnitude space. In the cases where there is significant metal content, contemporary studies, e.g. Madore et al. (2009) and Jang & Lee (2017) , have developed tools to rectify the optical TRGB to the metal-poor spectrum.
Historically, most studies, including this work, have leveraged the knowledge of this wavelength-dependency to craft observations of the TRGB in the I-band where the color-magnitude slope of the TRGB has been observed to "cross-over" or be effectively flat for old, metalpoor populations (see discussion in Salaris & Cassisi 2005) . The luminosity of the TRGB in the I-band is remarkably constant over a large range of ages (Da Costa & Armandroff 1990) , and even as metal-rich as [Fe/H] ≤ −0.3 dex (Barker et al. 2004) . Although IC 1613 is known to have a complex star-formation history (Skillman et al. 2014) , its most metal-rich Pop II stars do not exceed an average [Fe/H] ∼ −1.2 dex as measured spectroscopically (Kirby et al. 2013) . Observations of IC 1613 in the I-band, as well as its ACS counterpart, F814W, therefore make its TRGB a remarkably well-defined observable.
Another known systematic for the TRGB method is the presence of thermally-pulsating asymptotic giant branch (TP-AGB, hereafter simply AGB) stars, which often populate the color-magnitude space parallel to and above the RGB (for an overview of this evolutionary phase, see Habing & Olofsson 2004; Catelan & Smith 2015) . This systematic is often minimized by observing the halos of galaxies, which are already ideal targets for the TRGB because of low source crowding and low internal reddening. Here, low-mass stars that ascend the asymptotic giant branch typically do not exceed the TRGB in brightness (see low-mass evolution in Figure  4 .2 of Catelan & Smith 2015) , and effectively do not obscure the tip of the RGB.
The following subsections detail all aspects of measuring the TRGB. Section 3.1 provides an overview of existing methods. In Section 3.2 we revisit the fundamentals of locating a discontinuity or edge in a dataset. We then introduce a simple yet robust approach to measuring the TRGB for the high signal-to-noise targets within the CCHP. Section 3.3 describes artificial star tests that inform us how to optimize the measurement of the TRGB such that we minimize the statistical and systematic uncertainties associated with our method. Finally, in Section 3.4 we present our estimate of the IC 1613 TRGB and compute its true distance modulus based on a provisional estimate of the I-band tip luminosity.
Background to Measuring the TRGB
An early approach to measuring the TRGB was to record the magnitude of the brightest RGB stars, often located by simple binning of the LF (Mould et al. 1983; Mould & Kristian 1986; Freedman 1988, among others) . An arrow in panel (d) of Figure 4 demonstrates how the IC 1613 TRGB is prominent enough to be estimated by eye or ruler to within a few hundredths of a magnitude. This method was satisfactory when other sources of uncertainty, like the tip luminosity, dominated the error budget.
An algorithmic approach was later derived by Lee et al. (1993, Lee93) , who convolved the basic Sobel kernel of form [−2, 0, +2] with a binned LF. The kernel measures the inflection point (first-derivative) of the LF, and thus produces a maximum response where the discontinuity in the LF is greatest. A number of alternative methods and refinements have been developed since then. We list many of them here and present a quantitative comparison in Appendix B. Madore & Freedman (1995, MF95) adopted a modified form of the Sobel kernel, [−1, −2, 0, +2, +1], with the extra width of the kernel serving to suppress noise spikes caused by small number statistics. Sakai et al. (1996, Sak96) expanded on these two works by expressing the LF as a continuous probability distribution. They replaced discrete magnitudes with normalized Gaussians, proportional in width to photometric uncertainties, and then adopted the MF95 kernel in a smoothed form. Méndez et al. (2002, Men02) modified the Sak96 approach by using a maximum-likelihood estimator to model the LF with an idealized power-law distribution. McConnachie et al. (2004, McC04) adopted a least-squares algorithm to find where the TRGB is best described by simple slope function and experiences the greatest decline in counts within the LF. Further developments were made to the Sobel kernel by Mager et al. (2008) and Madore et al. (2009, Mad09) to account for the metallicity sen-sitivity of the TRGB; these authors also adopted the power-law correction of Men02. Conn et al. (2011 Conn et al. ( , 2012 further developed the Men02 maximum-likelihood approach by allowing the slope of the LF to be a free parameter. Below, we introduce our approach to measuring the well-sampled TRGBs of CCHP targets.
CCHP Approach to Measuring the TRGB
The aforementioned algorithms have become more accommodative over previous iterations, but there are still disadvantages for any given method. For example, in the case of early approaches that binned data, the resulting TRGB measurement embodies the challenges that are associated with histograms. In particular, the 'best' bin is limited in precision to the chosen size of the bin, and the position of the 'best' bin is dependent on the starting location of the binning. On the other hand, methods that employ smoothed kernels effectively 'doublesmooth' the data: first in the LF, then in the kernel. This 'double-smoothing' unnecessarily smears out the signal of the TRGB. Furthermore, it is difficult to verify the accuracy of maximum likelihood estimators within a large, possibly non-physical, parameter space. Figure  4 demonstrates that finding the TRGB does not necessarily require sophisticated tools when the LF is wellsampled, and it may in fact be instructive to keep the methodology as simple as possible to better understand the uncertainties associated with the measurement.
In the search for an simple, effective, and wellunderstood method of measuring the TRGB, we have found it instructive to return to the basic principles on how an edge is defined and located. Generally, a point is defined as an edge when the first-order derivative at that location is above some pre-defined threshold (Gonzalez & Woods 1992). The value of the threshold for a LF ultimately determines the number of true edges and false edges, or noise.
In order to increase the ratio of true edges to false edges, it is customary to apply a smoothing filter. Smoothing filters have already been widely adopted in measuring the TRGB (see discussion above), but previous efforts applied only local smoothing, i.e. the consideration of stars that are closest to a reference point based on photometric errors. When working with star-sparse regions of the LF, local smoothing does little to prevent noise from exceeding the threshold that would also contain the true edge. Thus, to best suppress false edges, we have chosen GLOESS (Gaussian-windowed, LocallyWeighted Scatterplot Smoothing) as our smoothing filter. GLOESS is a non-parametric method, and it has already been applied in other contexts such as Cepheid and RRL light curves (Persson et al. 2004; Monson et al. 2017, among others) . Unlike the LOESS alternative or other local smoothing filters, the GLOESS window of smoothing spans the entire data range. The ability to 'see' stars at all other points in the LF lowers the level of noise everywhere by filling previously low or empty bins, provided that the smoothing scale, or the 1-σ width of the Gaussian weighting σ s , is large enough. This smoothing step need only occur once, and we are therefore able to avoid the aforementioned issue of 'doublesmoothing'. At this point, any edge detection kernel can be applied to measure the point of greatest change in the LF. That is to say, since the LF is smoothed, we need only apply the standard (first-derivative) [−1, 0, +1] kernel.
It is custom to take the single point of greatest response in the LF as the edge or TRGB, corresponding to an arbitrarily high threshold such that there is one true edge and zero false edges. One could therefore increase σ s until a single peak dominates the response function of the edge detector. Excessive smoothing is known to blur out edge detail, however, as well as displace its location (Jain et al. 1995) . To understand the precision and accuracy of any given edge detection measurement, one must therefore model the effect of smoothing and edge detection on simulated data that are comparable to the original (see discussion on probabilistic modeling in Pratt 2001) . In the next section we describe artificial star tests that allow us to estimate the uncertainties associated with GLOESS smoothing and the [−1, 0, +1] edge detection kernel in the measurement of the IC 1613 TRGB.
Optimizing the TRGB Edge Detection
Before we measure the TRGB, we seek the value of σ s that would minimize the combination of statistical and systematic errors. The following Sections 3.3.1 and 3.3.2 describe the creation of an artificial star luminosity function (ASLF) and simulations to model the properties of GLOESS smoothing and the [−1, 0, +1] kernel. Finally, in Section 3.4 we present the measurement of the TRGB.
Artificial Star Luminosity Functions
In order to appropriately model the RGB and AGB populations for our observations, we seek an estimate of the number of stars contributing to both. We therefore created an artificial star luminosity function (ASLF) to understand the natural broadening of the TRGB due to photometric errors and crowding. We first manually selected a region that visually encompasses the RGB and the region brighter than it. We estimate that slope of the RGB in (V − I) ACS and I ACS space is m RGB = −4 mag color −1 . We set the color boundaries of the RGB by inspecting the edges of the RGB in Figure 4 using the aforementioned slope. Within the IMACS dataset, we count ∼ 2400 stars within ±1 magnitude of the approximate TRGB magnitude, which we attribute to a combination of RGB and AGB stars. We assumed the relatively constrained LF slope 0.3 ± 0.04 dex mag −1 for the RGB (Méndez et al. 2002) , which is established to be quite flat in both theoretical and observed RGB LFs (Zoccali & Piotto 2000) . This estimate for the RGB was been widely confirmed in TRGB studies where the slope of the LF is treated as a free parameter (see e.g. Makarov et al. 2006; Conn et al. 2012) . For the AGB population, some studies have assumed the LF slope to be flat (e.g. Durrell et al. 2002; McConnachie et al. 2004) . Modeling observed populations, however, suggests that the AGB LF slope could be in the range 0.3 ± 0.2 dex mag −1 (Makarov et al. 2006) . We assume here the intermediate value of 0.1 dex mag −1 . Our ASLF thus begins at the tip magnitude I = 12.33 mag (instrumental IMACS), or I ACS = 20.347, and extends to I = 13.33 mag, or I ACS = 21.347. We also assign fixed colors such that V = I + 1 and B = I + 2.5. One-thousand stars were sampled at random placed into our BV I IMACS frames at pixel coordinates chosen by randomly sampling from a uniform distribution in X and Y . Star magnitudes were assigned by sampling the RGB and AGB LFs described in the preceding paragraph. We normalized the relative number of RGB to AGB artificial stars within ±0.1 mag of the approximate TRGB magnitude to 4:1, which is comparable to greatest fraction of AGB stars that has been observed directly in local galaxies (Rosenfield et al. 2014) . Stars were added to the 'master list' of sources and photometry was performed as before. We do not directly use the BV output in our artificial star tests, but they are included in ALLFRAME to match the level of source detection in the real dataset.
This process was repeated 100 times to produce a robust sample size of 100, 000 artificial stars, of which > 90, 000 were successfully measured. It is expected for some artificial stars to be rejected because they lie on top of other stars, lie in gaps between CCDs, etc. Panel (a) of Figure 5 shows the input and output ASLFs as solid and dashed histograms, respectively. The input ASLF has a hard bright edge to represent the TRGB, and the output ASLF shows how it naturally broadens based on the properties of the image itself. To gain insight into our edge detector, as well as the optimal σ s , in each realization, we downsample the full ASLF to match the approximate number of RGB and AGB stars in the IC 1613 field. 
Simulating TRGB edge detections
We sample 2400 artificial stars, estimated in the previous section, at random from the master ASLF with replacement to populate a single, smaller ASLF. This ASLF samples both the AGB and RGB populations. Since the LF binning can be arbitrarily small, i.e. σ s can simply be increased to compensate for additional noise in the LF, we choose a bin size 0.005 mag such that stars are mostly isolated in their bins and the computation time for GLOESS is short. For a fixed σ s , we first run GLOESS on the ASLF. We then suppress any remaining Poisson noise by assigning a weight to the ith bin
modeled from Mad09, where N is the number of stars in the ith bin. These weights transform the output of the response function for a given bin from any edge detector into a statistical quantity related to the number of standard deviations above a baseline signal. We then run our edge detector across the smoothed LF and record the location of maximum response. We repeat the sampling, smoothing, and edge detection process 5000 times for the fixed σ s . The distribution of detected edges then reveals the systematic and statistical uncertainties associated with the chosen σ s for our edge detector. We adjust σ s and repeat the analysis described in the preceding paragraph. The smoothing scale is lowered until the distribution of measured edge no longer behaves reliably. Typically, the distribution of measured edges is no longer Gaussian or no longer unimodal. This lower bound for σ s then represents the smallest scale for which we can smooth our data. Visually, this lowerbound has been reached when the edge detection response function fluctuates in height comparable to that of the input TRGB. Panels (b) and (c) of Figure 5 shows the edge detection results from the ASLFs. Panel (b) shows three quantities: the difference between the peak of the distribution of measured edges and the input TRGB (open squares, ∆µ TRGB ); the width of the distribution, modeled by a Gaussian (plusses, σ TRGB ); and the two components added in quadrature (filled points). We find that ∆µ TRGB and σ TRGB are inversely related. A large σ s is shown to reduce the value of σ TRGB while increasing ∆µ TRGB , and vice-versa. The critical point where the combined errors are minimized, as well as where the detected edge distribution is still unimodal and convincingly Gaussian, occurs at σ s ∼ 0.035. Since the value of the measured TRGB is weakly dependent ( 0.01 mag change) near σ s = 0.035, we adopt σ s = 0.035 at the optimal level of smoothing as it roughly coincides with the minimum combined error. Panel (c) of Figure 5 shows the distribution of measured edges for this σ s in histogram form. A Gaussian is overlaid and scaled to match the histogram based on the mean and standard deviation of the data. For σ s = 0.035, we found that the measured edge of simulated ASLFs had a dispersion of ≈ 0.01 mag and a ≈ 0.01 mag systematic offset.
The dispersion of simulated edge detections, or the statistical uncertainty, is consistent with expectations. Our ASLFs are very well sampled and the TRGB is a prominent feature. MF95 showed that an idealized LF needed 100 stars within the first magnitude of the RGB to obtain measure the TRGB within 0.1 mag, and Mad09 showed that the tip could be defined to within 0.1 mag with 400 stars in real data. There will therefore be little contribution to the statistical error due to incompleteness of our IC 1613 LF. Instead, we conclude the statistical uncertainty arises almost entirely from the photometric errors associated with stars at the TRGB, which are of order σ I ∼ 0.02 mag.
The magnitude of the systematic error is small in part because the LF is well sampled and the photometric errors are relatively small, allowing us to use a smaller σ s . When a LF has greater noise, whether from the population of the LF or photometric errors, the systematic error will naturally increase since a larger σ s will be needed to adequately suppress the noise.
Beyond the measurable statistical and systematic effects of the edge detector, another possible systematic uncertainty is the crowding of sources. Crowding can affect stellar photometry by either blending sources or altering the measured background sky value. We checked for this effect by observing how input and output artificial star magnitudes vary across the IMACS field-ofview. We divided stars into four quadrants and computed the median and standard deviations of the difference between input and measured magnitudes. The maximum difference was a +0.002 mag shift fainter than the input in the quadrant containing the galaxy core. The smallest offset between input and measured magnitudes, located in the upper-left quadrant, did not exceed a millimag. These results suggest that there is negligible systematic effect of crowding in the IMACS imaging.
Finally, we find that the AGB component simulated here has no substantial effect on the measured TRGB magnitude. The ratio of TRGB to AGB stars near the tip is ∼4:1, which might, conceivably, cause a TRGB measurement to be systematically brighter. Nonetheless, we find that the signal-to-noise of the TRGB still outweighs the noise component due to AGB stars and there are minimal systematic effects.
Measurement of the IC 1613 TRGB
Following the optimal input parameters to measure the TRGB for our dataset, we measured that I TRGB ACS = 20.35 ± 0.01 stat ± 0.01 sys mag. Figure 6 shows the output edge detector as a function of position in the LF. Panel (a) shows the CMD of the entire IC 1613 stellar sample. The blue shaded region corresponds to the RGB LF boundaries used in the artificial star tests. For IC 1613, the edge detector on the entire stellar sample returns a tip magnitude different to within only a few millimag of that within the shaded region, and therefore the filtering has little effect on our measurement. This filtering is introduced here, however, for use with future CCHP targets with significant contamination from other sources like background galaxies. As noted before, we have also tested many of the existing edge detectors in Appendix B, and they all agree with our result to within the width of their edge detection responses.
Although we can simulate the uncertainties associated with our actual data, the ASLFs are idealized and therefore these statistical and systematic uncertainties only represent approximations. Nonetheless, these uncertainties associated with our TRGB measurement are remarkably small. This precision is made possible by the relatively low surface density of stars in IC 1613 (minimizing the effects of crowding) and the number of RGB stars that populate the TRGB. As seen in our comparison to the Ber10 F814W catalog and Stetson Standard stars in Appendix A, our photometry is also accurate to within 0.01−0.02 mag. Our TRGB measurement here is therefore one of the most high-fidelity observables available for IC 1613.
TRGB metallicity, Reddening and Distance
In this section we consider the effects of metallicity and reddening on the TRGB measurement and arrive at our distance estimate.
As mentioned at the beginning of this Section, the shape of the IC 1613 TRGB indicates that, despite a complex star formation history, its Pop II stars are broadly metal-poor. The color range in F606W-F814W is small enough (about 0.35 mag) that there is visually no discernible metallicity effect. An analysis by Jang & Lee (2017) showed that the TRGB in ACS passbands, to which our observations are calibrated, can be rectified using a color-dependent quadratic formula. Applying their formulation to IC 1613, a suitable magnitude correction to further flatten the TRGB in F606W and F814W is only +0.007 mag for F606W − F814W = 1.35, the approximate red end of the RGB. The blue end of the TRGB corresponds to the most metal-poor component and therefore has an even smaller correction.
Given that there is no notable color-dependence on our Johnson-Cousins to ACS calibration, we conclude that the IC 1613 TRGB in this study does not require a metallicity correction.
We next consider the extent of foreground and internal extinction. The Schlafly & Finkbeiner (2011) dust maps give a median color-excess per source from foreground extinction E(B − V ) ≈ 0.025 mag, which corresponds to A F814W ≈ 0.038 mag assuming the Cardelli et al. (1989) reddening law, R V = 3.1. This E(B − V ) is small enough that it is conceivable that the true uncertainty in foreground extinction actually exceeds the estimated correction. We therefore choose to not apply a foreground extinction correction and instead adopt half of the estimated reddening as a systematic uncertainty in our distance estimate. We revisit this discussion with more justification in the context of RRL in Section 4.5.
Assuming a negligible amount of foreground extinction, any residual reddening would have to then arise from within IC 1613 itself. As mentioned in the introduction, internal reddening in IC 1613 has long been considered to be negligible based on the visibility of background galaxies through the main body of the galaxy itself. We independently assess the extent of internal reddening by measuring the TRGB in four nonoverlapping annuli centered on the center of IC 1613, maintaining a roughly constant number of RGB stars. We find a variation of only 0.02 mag in the value of the TRGB using a smoothing scale comparable to that used in the actual TRGB measurement. This dispersion is only somewhat larger than combined error on the TRGB measurement due to statistical and systematics effects. Given that the sample size of stars for measuring the TRGB in 4 annuli is roughly a quarter of the whole dataset, the small dispersion in measured TRGB magnitudes again suggests that internal reddening is small. Thus, we assume here, as is commonly assumed for IC 1613, that there is negligible internal reddening.
We are able to estimate the distance corresponding to this TRGB magnitude by adopting a value for M TRGB I . Its value has been estimated indirectly through independent distance measures like Cepheids. The longstanding approximation in the literature, M TRGB I ≈ −4 mag, is still consistent to within 1-σ of more recent estimates (McC04; Riz07). Bel08, for example, compared the different empirical calibrations of the TRGB from Bellazzini et al. (2001 Bellazzini et al. ( , 2004 directly from trigonometric parallaxes of Galactic RGB stars. In the interim, . Eclipsing binary distances to the LMC (Pietrzyński et al. 2013) , as well as a recent calibration of the TRGB luminosity (Freedman et al. in prep.) suggest a tip luminosity M TRGB I = −3.95 ± 0.03 stat ± 0.05 sys , which is slightly fainter than, but still consistent with, the original estimate ≈ −4 mag. This estimate is corroborated by (Jang & Lee 2017 , see their table 6) who independently measured the LMC tip luminosity to be only 0.01-0.02 mag brighter than the Freedman et al. estimate. We thus adopt a provisional M TRGB I = −3.95 ± 0.03 stat ± 0.05 sys and find a true TRGB distance modulus to IC 1613 µ TRGB 0 = 24.30 ± 0.03 stat ± 0.05 sys mag, for which the uncertainty in the distance is dominated by the contribution from the absolute tip luminosity.
RR LYRAE PERIOD-LUMINOSITY RELATIONS
In the current section, we determine independent distances to IC 1613 based on its RRL period-luminosity (PL) and period-Wesenheit (PW) relations. RRL are evolved, low-metallicty, He-burning stars with periods 0.2 p 1.1 days that are frequently used to estimate distances within the Milky Way (Oort & Plaut 1975; Sesar et al. 2007 , for example), as well as within the Local Group (Saha et al. 1992; Clementini et al. 2003 , among many others). Traditionally, RRL distances have been obtained from the V -band luminosity-metallicity relationship, though at longer wavelengths (such as the near-infrared), RRL exhibit period-luminosity relations (for a comprehensive introduction, see e.g. Smith 1995) .
There are two primary sub-types of RRL: those that pulsate in the fundamental mode (FU), the RRab, with a larger amplitude and asymmetric 'saw-tooth' light curve shape; and those that pulsate in the first-overtone mode (FO), the RRc, with a smaller amplitude and a symmetrical or sinusoidal light curve shape. A further sub-type exists, the RRd, that pulsates simultaneously in both modes. It is common to combine the FU and FO sub-types into a single PL relation through 'fundamentalizing' the RRc, which shifts their periods by ∆ log P = +0.127. As summarized by Braga et al. (2015, Bra15) , fundamentalizing the RRc relies on the assumption that the period ratio of double-mode RRL attains a constant value of the order of 0.746, which has been observed empirically. In the following analysis, we focus on the more-abundant RRab and RRc sub-types discovered in archival IC 1613 imaging by Ber10 (see Table 1 and Section 2.1.2 for a summary of those observations).
The RRL Sample
The Ber10 search for variable objects identified 259 variable star candidates, of which 90 were identified as RRL based on their light curve morphology and position in the horizontal branch of the CMD. Of the RRL, 61 are RRab and 24 are RRc. We adopted the RRL classifications and periods of Ber10 (see their Table 4 and online Vizier catalogs for a comprehensive list of the derived RRL properties), and we located the RRab and RRc stars in both the archival ACS/WFC and new WFC3/IR imaging using their finding charts (see their Appendix B). We further confirmed our identifications by comparing our independently derived light curves with those published by Ber10. There are a combined 57 RRab and RRc in the CCHP WFC3/IR imaging. Because the STScI WCS calibration has been updated since the pipeline reductions used by Ber10, we present updated WCS coordinates for all 85 RRab and RRc in Appendix C.
Light curves and image cutouts for sample RRab and RRc are shown in Figure 7 . Column (a) the light curves in F475W (blue), F814W (red), and F160W (black). F160W light curves use the periods determined with the archival ACS/WFC photometry. The remaining columns (b), (c), and (d) are image cutouts of size 3.7 × 3.7 in the F475W, F814W, and F160W imaging, respectively. In each cutout, a circle identifies the RRL. Panels identical to Figure 7 for each of the 57 RRL in the WCF3/IR footprint are provided in the online Journal. We also provide average F160W magnitudes, as well as sample multi-band photometry for a single RRL, the remainder of which can be found online.
Average RRL photometry
In the analysis that follows, the average magnitude for each RRL is computed as phase-averaged fluxes. Specifically, GLOESS-weighted fluxes are computed on a grid of 100 evenly-spaced phase points for each light curve using a 0.1 phase smoothing scale, which are averaged and reverted back to a magnitude. In many cases below, we refer to the ACS/WFC and WFC3/IR filters by their Johnson-Cousins counterparts, BV IH, except where noted in the discussion of transmission efficiencies.
Beyond average F475W, F814W and F160W magnitudes, we compute 4 additional magnitudes using a combination of these three ACS filters. First, we calculate V -magnitudes from F475W and F814W using the approximation V ∼ (F475W + F814W) /2 from Ber10, which flattens the horizontal branch. We further calculate Wesenheit magnitudes for each RRL, which use the total-to-selective absorption of two or three passbands in order to minimize the uncertainty in the reddening of observations (early use includes Madore 1982) . The Wesenheit magnitudes used here have the following forms:
( 2) where we have adopted the Wesenheit labels from Marconi et al. (2015), and we have re-computed the above color-coefficients using the estimated reddening for the ACS filters (obtained via NED). Figure 8 contains the V -band and PL/PW relations used in this study using the periods determined by Ber10. Panels (a) and (b) show the average BV IH magnitudes against their periods, and panels (c) and (d) show the Wesenheit magnitudes defined above. In panels (a) and (b), open symbols denote RRL that have photometry that is possibly-or confirmed-blended. For Wesenheit magnitudes, we use only the 'clean' sample. Fits to the data also use only the 'clean' sample of RRL. We have independently confirmed the Ber10 notes on RRL that are blends and possible blends. We assume these properties also hold for the WFC3/IR imaging due to the lower spatial resolution of the camera compared to ACS/WFC, in addition to extra crowding caused by the increased brightness of RGB stars at longer wavelengths relative to the horizontal branch.
The RRL V -band and PL/PW relations
The location of the two primary types of RRL used in this study are labeled in panel (a) of Figure 8 . All RRab observed in this study show a relationship between period and luminosity. However, in the case of F475W and V , fundamentalizing the RRc shows that there is no slope to the PL relations (see the theoretical discussion of this property in Catelan et al. 2004 . Light curves and image cutout samples for RR Lyrae used in this study. Column (a) shows RRab/RRc F160W light curves, labeled by Ber10 IDs and folded by their periods using the start time of the first observation in the series. F475W is displayed as blue, F814W as red, and F160W as black. WFC3/IR observations are not phased with the archival ACS/WFC data, and therefore F160W light curves may not show structure. F160W data points are pair-frame, intensity-averaged magnitudes. F475W and F814W observations exceeding 0.1 mag photometric errors, or 2-σ from the median, are not shown in the light curves. Columns (b),(c), and (d) show image cutouts of size 3.7 × 3.7 around the RRL with circles in F475W, F814W, and F160W, respectively. The corresponding plots for all 57 RRL within the F160W footprint are given in the online Journal. Marconi et al. (2015) . The best-fit lines agree sufficiently well at log P ≈ −0.25 days, and the RRL magnitude for F814W and F160W at this period between (a) and (b) agree to within 0.01 mag. V -band magnitudes are the average of only high-quality RRL in F475W and F814W, and a horizontal line marks their unweighted-average magnitude. Note-FU and FO PW/PWZ relation zero-points are evaluated at log P = −0.2 and -0.5 days, respectively, for the purpose of comparing observed values using slopes remeasured here and constrained by theory. Only fundamentalized PL relations are used for I and H in this work for distance determinations, though we provide the best-fit parameters above for FU and FO separately for comparison with current and future studies. The slope parameters b that are labeled by M 4 and 'th' are copied from the respective works of Braga et al. (2015) and Marconi et al. (2015) . a Pulsation mode: Fundamental (FU), First-overtone (FO), and Fundamentalized (FU+FO).
b Passbands correspond to ACS/WFC F475W/F814W and/or WFC3/IR F160W.
c Color-term coefficient using a reddening law RV = 3.1 (Cardelli et al. 1989 ).
d Measured PL/PW zero-point evaluated at log P = −0.25 days.
e Uncertainty in the observed zero-point.
f Measured Slope of log P relation.
g Uncertainty in the observed log P slope.
h Root-mean-square deviation of fit.
i Measured zere-point using the slope fixed to that found in M 4 (Braga et al. 2015) .
j Slope as measured for M 4.
k Root-mean-square deviation of IC 1613 RRL with fixed M 4 slope. l−n Same as notes i − k using the theoretical PWZ relations from Marconi et al. (2015) . Marconi et al. (2015) . We list the empirically measured properties of the fits to the PL/PW relations in Table 3 . In all cases, there is agreement between the slopes determined independently from this study with both the M 4 empirical relations and the theoretical PWZ relations. Relative to M 4, the empirically-derived slopes for IC 1613 in F814W and F160W are slightly steeper. For the RRab alone, as an example, these are −2.10 and −2.55 mag log P −1 (days), respectively, compared to −1.72 and −2.21 for M 4. When fitting the slopes to observations for this study, the root-mean-square deviations about the best-fit lines for F814W and F160W are 0.052 and 0.066 mag for 48 and 27 RRab, respectively. When the slopes are fixed to those found for M 4, these values are 0.054 and 0.065 mag, which indicates that there is virtually no difference in the quality of the fits despite the differing slopes.
Generally, the fundamentalized F814W and F160W PL relations in panel (b) and the PWZ relations in panel (d) of Figure 8 show the least agreement by eye with the best-fit lines for IC 1613 observations. Nonetheless, the root-mean-square deviations for the empirical and theoretical fits show that the quality of the fits are also indistinguishable. For example, the W H,I−H fits have values 0.11 and 0.12 mag about the observed and theoretical best-fit lines, respectively.
The RRL Zero-points
In this section we determine the zero-points for the V -band, PL, and PW relations. For the F814W and F160W PL relations, we rely on the HST parallaxes of 5 Galactic RRL (4 RRab and 1 RRc). Because the fundamentalized PL relations are closely related to those of the RRab, in the analysis that follows we focus on only the fundamentalized relations for F814W and F160W because the zero-point of the single RRc is not well enough constrained to obtain a robust, independent distance estimate (see Figures 8a and 8b) . The distances for F814W and F160W that use only the 4 RRab would also yield a similar result to the fundamentalized relations, differing only in using one less Galactic RRL calibrator, and hence a more uncertain estimate. For the V -band observations, there is no PL relation and therefore no difference whether the RRL are fundamentalized. For the Wesenheit magnitudes (Figures 8c and 8d) , we use theoretical PWZ relations and therefore compare the RRab and RRc results separately in addition to their fundamentalized forms.
First, we assume a mean IC 1613 RRL halo metallicity of [Fe/H] = −1.2 dex as measured directly using Fe lines by Kirby et al. (2013) at the radial location of the RRL sample. This estimate is consistent with an older determination [Fe/H] = −1.3 ± 0.2 dex by Dolphin et al. (2001) using modeling of the RGB. Recent modeling of the IC 1613 star-formation history by Skillman et al. (2014) suggests that most of the old stellar populations have [Fe/H] −1.5 dex, which is moderately discrepant from the other estimates. Based on the complex star formation history, the large spread in measured metallicity is conceivably a real physical property for IC 1613 and thus will be a substantial contributor to the uncertainty in RRL distances presented here. Via Clementini et al. (2003) we calculate that M V = +0.63 ± 0.14 mag, where we have adjusted their LMC distance assumption to 18.49 mag based on the result of Pietrzyński et al. (2013) .
To anchor the PL relations for I and H, we have used the trigonometric parallaxes for five Galactic RRL (4 RRab and 1 RRc) using HST (Benedict et al. 2011 ) and ground-based I and H observations. Although we anticipate using Gaia-based parallaxes in the near future, these HST parallaxes produce PL relations with better precision than the Tycho-Gaia Astrometric Solution (TGAS) (see Lindegren et al. 2016) . Nonetheless, it is worth noting that the typical difference in zero-points we derive from HST and TGAS is 0.04 mag, which is much smaller than the overall uncertainty in the zero-points themselves. Light curves for these observations are presented in Monson et al. (2017) . Mean magnitudes for the I-band are determined using well sampled light curves (Monson et al. 2017) . Mean magnitudes for H are determined using the predictive-template-fitting technique described schematically in Paper I. This method combines single phase measurements in H from 2MASS with predictive templates generated from a star's own highcadence optical data. The H magnitudes, metallicites, and extinctions are adopted from Paper I (their Table  2 ).
We fit the individual absolute magnitudes using
and
where a I and a H are the period slopes and γ I and γ H are the metallicity slopes. The offsets in log P and [Fe/H] effectively shift the zero-point term to the mid-point of the period and metallicity distribution for the calibrators. These adjustments dampen the impact of the period and metallicity slope uncertainties on the final zeropoints, ZP I and ZP H , because the relations are evaluated at the approximate location where the different fits intersect (see Figure 8 ).
We have adopted the period slopes a I and a H from M 4 (Bra15), which are in agreement with the theoretical slopes determined by Marconi et al. (2015) to within the reported measurement uncertainties. The metallicity terms, γ I and γ H , have no direct measurements, although a direct measurement will be feasible with trigonometric parallaxes provided by Gaia in the near future. We investigate here two cases: the theoretical metallicity slopes from Marconi et al. (2015) and those for γ Ks , where there are both empirical and theoretical constraints. Regarding the latter, the value for γ Ks remains a point of debate in the literature, but there is no reason to anticipate the magnitude of metallicity effect to change dramatically between H and K s . Thus, we test multiple metallicity slopes based on the compilation of K s PL calibrations from Muraveva et al. (2015, their Table 3 ). We find that the differential effect of the individual RRL metallicities has no effect on the zeropoint (at the 0.01 to 0.02 mag level) and only a minor effect on the scatter (at the millimag level), consistent with the evaluation of these effects described in Paper I. The application of theoretical metallicity slopes is in agreement with those of the testing described above at the 0.01-0.02 mag level as well. We therefore adopt the theoretical metallicity slopes from Marconi et al. (2015) for I and H as they are the best analogs for our observations. In an unweighted fit to the trigonometric parallax data, we obtained zero-points ZP I = +0.191±0.099 and ZP H = −0.347 ± 0.099 evaluated at log P = −0.25 days. Although I and F814W are known to have comparable transmission efficiencies, there is a known difference between H and F160W. More specifically, F160W has a 1.7 µm cutoff, whereas H continues to 1.8 µm. Riess (2011) compared asterims observed in both 2MASS and WFC3/IR and found a 2% magnitude offset in their analysis. The difference is attributed to either overall uncertainties in the IR zero-point or a systematic difference between the bandpasses. The offsets were confirmed via direct observations of IR standard stars. Thus, we adopt the 0.0215 ± 0.0054 mag photometric difference between F160W and H-band of Riess (2011, their Figure 2 and Table 2 ) and let ZP F160W = ZP H -0.02 mag. As described in Paper I, we are in the process of analyzing F160W observations of high-weight RRL calibrators to directly test for this offset (Rich et al. in prep.) .
Finally, for the Wesenheit relations obtained in the previous section, we set their zero-points using the theoretical optical and near-infrared PWZ relations presented in (Marconi et al. 2015, their table 7) . The offset between these relations and the location for which the scatter of the observed RRL is minimized are the corresponding distance moduli.
RRL Reddening and Distance Modulus
In this section we revisit the reddening assumptions from the TRGB analysis and arrive at RRL distances using the PL and PW relations and zero-points described in the previous two sections.
We find an unweighted average V RRL = 24.87 ± 0.01 mag, where the small standard error on the mean arises from the large sample of RRL (85 RRab and RRc). This average is in quite good agreement (within 0.02 mag) with the Ber10 (based on an inspection of their Figure 7 ), after they correct for reddening. Their reported V = 24.99 ± 0.01 mag, prior to a reddeningcorrection, is notably fainter, but re-calculating their V using their online published data 5 yields 24.88 ± 0.01 mag, which is in excellent agreement with our finding. The M V = +0.63 ± 0.14 mag adopted in this study thus yields a distance modulus 24.24 ± 0.14 stat+sys mag, for which we have again adopted half the predicted reddening as a systematic uncertainty in lieu of correcting the distance (see also the discussion in Section 3.5).
For the F814W and F160W observations, we consider only the fundamentalized relations as explained at the end of Section 4.3. Using the slopes for M 4, discussed in the previous section, the apparent F814W and F160W magnitudes at log P = −0.25 days are 24.49 ± 0.01 mag and 23.86 ± 0.02 mag, where the uncertainties are the errors in the zero-point fits. We again note that at this point that in log P space, the M 4 slopes of the fundamentalized PL relations are indistinguishable from the slopes derived empirically here for IC 1613. Using these average magnitudes and the zero-points described in the previous section, we find true I and H distance moduli 24.30 ± 0.06 stat+sys mag and 24.23 ± 0.06 stat+sys mag, again adopting an additional systematic uncertainty as described previously.
Adopting [Fe/H] = −1.2 dex as before, the theoretical PWZ relations using B and I observations (W I,B−I ) yield distance moduli 24.32 ± 0.03, 24.36 ± 0.11, and 24.33 ± 0.03 mag for the RRab, RRc, and fundamentalized relations, respectively. For the W H,I−H relations, we find distance moduli 24.24 ± 0.03, 24.28 ± 0.09, and 24.28 ± 0.08 mag. Finally, for the W H,B−I relations, we find distance moduli 24.29 ± 0.03, 24.35 ± 0.14, and 24.31 ± 0.05 mag. For each estimate, uncertainties are the combined error in the zero-point between the observed PL and theoretical PWZ relations. These RRL distances are consistent with their I and H counterparts above, which have not been corrected for reddening, to within approximately one standard deviation.
Since the current uncertainties in the RRL zero-points dominate the distance error budget, we determine that reddening is small enough to have little impact on our results at this time. Combining the 9 RRL distances calculated above, we find a weighted-average distance modulus µ RRL 0 = 24.28 ± 0.04 stat+sys mag, where we have assumed 3 independent estimates (from the three ACS passbands) in computing the error on the mean.
INDEPENDENT DISTANCE COMPARISONS
In this section we compare our TRGB and RRL distance measurements with the existing body of literature for IC 1613 since the Hubble Key Project in 2001. We also include a comparison to distances obtained from Cepheids. Table 4 lists the originally published values, including assumptions of calibration and extinction, where readily available. We consider results from only the original authors of an analysis for a given dataset since re-reductions typically differ only at the calibration step. Figure 9 shows a compilation of these published distance moduli. Open points show the originally published value, and points in black are values adjusted for M 
TRGB Distance Comparison
Since 2001 there have been 11 studies of the IC 1613 TRGB and 15 distance estimates, of which 5 use unique datasets. The instruments used were HST , the Optical Gravitational Lensing Experiment (OGLE), the 6-m BTA telescope, and the FourStar imager on the Magellan-Baade telescope. We list the results from the original analyses of these data toward the bottom of Table 4 and middle of Figure 9 .
We brought each of these measurements onto the provisional M TRGB I = −3.95 we set in Section 3.5. The lower and upper bound of these original TRGB distances are 24.20 and 24.53 mag, which span a wide ∼ 80 kpc, or ∼ 10% in distance. On the common system, the weighted average is 24.31 ± 0.04 mag. Our result µ TRGB 0 = 24.30 ± 0.03 stat ± 0.05 sys mag is in excellent agreement with this average. In terms of the TRGB magnitude, the weighted average of original publications is 20.35 ± 0.03 mag compared to our I TRGB ACS = 20.35 ± 0.01 stat ± 0.01 sys mag. The strong agreement between these independent measurements demonstrates that the TRGB is a remarkably precise observable.
RRL Distance Comparison
There have been 6 publications that report an RRL distance to IC 1613 since 2001. Of these, there are 3 unique datasets taken using HST and the Wide-Field Infrared Survey Explorer. These distance estimates are located toward the bottom of Table 4 and Figure 9 .
We have brought these measurements onto the M V = +0.63 mag zero-point used in this study. We have found that this value is still in good agreement with previous estimates (open circles) taking into account the large systematic errors in the zero-points. Moreover, the dispersion of published values appears nearly entirely dependent on the zero-point given their closeness when adjusted. Their weighted-average distance to IC 1613 is 24.34 ± 0.02 mag, and our average distance µ RRL 0 = 24.28 ± 0.04 stat+sys mag is in agreement to within approximately a single standard deviation.
Cepheid Distance Comparison
Since 2001 there have been 17 publications that report Cepheid-based distances to IC 1613, of which 10 use unique datasets. The instruments used were HST , OGLE, the Wide Field Imager at the ESO 2.2m, and the Spitzer Space Telescope. Their distance estimates are located middle to top of Table 4 and Figure 9 .
We bring these original estimates onto a common distance-scale zero-point using µ 0,LMC = 18.49 mag. Even when adjusted, there is considerable overall scatter in estimates for Cepheids, but the average distance modulus from the most recent observations, 24.29±0.05 mag, starting with Fre09, gives a more stable picture. A trend is also clear where early publications predict a larger distance modulus, and more recent estimates have drifted ∼ 0.1 mag brighter. Despite this difference, most publications are still within ∼1.5-σ of the weighted average distance of all estimates, shown in Figure 9 , regardless of the filter, pointing, or subset of Cepheids used.
Comparing Pop I and II Indicators
Individual estimates in Figure 9 show that there has been considerable scatter in reported distance moduli for a given method, but when these same determinations are brought onto a common system, there is a more consistent picture. Each weighted-average estimate and error on the mean show visually that the different distance indicators are consistent within their own class-Cepheid, RRL, or TRGB. It is also visually clear based on the dispersion of estimates that RRL and recent Cepheid distances agree well, namely those of Fre09 = −3.95, and RRL MV = +0.63. We average the published Wesenheit distances for Ber10, and we average the RRab, RRc, and fundamentalized Wesenheit distances found in this study. The Sco13 multi-band fit combines Spitzer 3.6 and 4.5 µm observations with archival optical results. CCHP results are shown at the bottom of the plot. The TRGB result from this study shows inner error-bar ticks that represent the measurement uncertainty, while the full error bar length takes into account the systematics in the provisional zero-point. The IDs for each point correspond to the references in Table 4 . Dashed lines for each method show the weighted-average distance modulus, and dotted lines show ± 1-σ intervals. All three methods are consistent to within 1-σ, using the 4 Cepheid distances from the previous decade. The small average difference between RRL and Cepheid distances shows a close correspondence between stars of Pop I and II. The shaded region represents 24.30 ± 0.05 mag, or 724 ± 17 kpc, which we adopt as a provisional distance to IC 1613 ahead of future Gaia calibrations. ) are given where recorded in the respective paper, and listed only once above in the case of multiple published distances. Citation shorthands are used in Figure 9 . Additional PL relation information is provided where available. Cepheid results correspond to fundamental mode (FU) stars except where noted by first-overtone (FO) and second-overtone (SO). "Observed" values have not yet been corrected for reddening. We have adopted a systematic uncertainty to account for reddening in this study, noted by N/A. and Sco13. Recent updates to archival optical and infrared data such as Majaess et al. (2014) , who found distance moduli 24.32 ± 0.04 and 24.24 ± 0.06 mag for V I and 3.6µm, respectively, also agree with the smaller distance modulus for IC 1613 compared to older Cepheid estimates. Majaess et al. (2014) suggest that crowding could be the cause for the brighter observations (smaller distance moduli), but the agreement with the optical TRGB results presented here, however, which are not affected by crowding issues, suggests that crowding for IC 1613 (at the very least in the optical) is not a critical issue. The outlier in recent Cepheid distances is that of Ber10, though as Sco13 showed, a metallicity correction to their W I estimate brings their distance modulus to 24.33 ± 0.14 mag, which is in line with the other contemporary results.
Quantitatively, we can estimate the extent to which the average distances obtained from RRL and Cepheids differ. We calculated an unequal variances t-test on the zero-point-adjusted collection of all RRL distances with the Cepheid sample from the last decade. This test provides a statistical measure of the difference between the means of the two populations. We obtained a p-value 0.64 under the null hypothesis that they have the same mean, or, in other words, there is no compelling evidence to suggest that they belong to different distributions. This compilation of distances therefore suggests a close correspondence between Pop I and II distance indicators for IC 1613.
Going forward, we provisionally adopt 24.30 ± 0.05 mag as the IC 1613 distance modulus ahead of future Gaia data releases where we will directly calibrate the TRGB using Milky Way RGB stars. In the meantime, this study on IC 1613 serves as an independent check on the I-band TRGB luminosity used in the CCHP. The provisional distance will also serve as a calibrator for the IC 1613 JHK TRGB luminosities in forthcoming work (Madore et al. in prep.) . It is worth noting that the distance we adopt here is well aligned with the mean and median of all distance determinations for IC 1613 listed on NED, or 24.28 and 24.31 mag, which takes into account all peer-reviewed methodologies and datasets. As mentioned in the introduction, the CCHP initially aims to use near-infrared RRL distances to Local Group galaxies to anchor the distance scale of the TRGB. Our independent estimate 24.23 ± 0.06 stat+sys mag implies a true TRGB luminosity for IC 1613 M We have presented new, high-fidelity distance estimates to IC 1613, a nearby member of the Local Group. This study is part of the CCHP, which seeks to establish an alternate local route to H 0 using Pop II stars as distance calibrators.
The first distance determination is based on a TRGB magnitude I TRGB ACS = 20.35 ± 0.01 stat ± 0.01 sys mag measured from wide-field imaging using the IMACS camera on the Magellan-Baade telescope. This measure is remarkably precise and, after comparing to ground and space-based standard datasets, is accurate at the 0.01-0.02 mag level. Adopting a provisional zero-point calibration of M TRGB I = −3.95 ± 0.03 stat ± 0.05 sys , we find a TRGB distance modulus to IC 1613 of µ TRGB 0 = 24.30 ± 0.03 stat ± 0.05 sys mag. We have also obtained independent distances to IC 1613 from its RRL PL/PW relations using archival ACS/WFC and new WFC3/IR observations via HST . Provisionally using the trigonometric parallaxes of five Galactic RRL derived from HST and theoretical PWZ relations, we find an average RRL distance modulus µ RRL 0 = 24.28 ± 0.04 stat+sys mag, which is consistent with the distance determined from the TRGB.
A goal of this study was to compare the distances derived from Pop II indicators to the traditional Pop I Cepheids. Beyond the new distance estimates we have provided, we have compared distances to IC 1613 published since the Hubble Key Project. We have found that the distances from independent methods are consistent to within a single standard deviation, assuming common reddening assumptions and zero-point calibrations, suggesting agreement between Pop I and II indicators in IC 1613.
Ahead of direct calibration of the TRGB luminosity through Gaia, we adopt the provisional IC 1613 distance modulus 24.30 ± 0.05 mag or 724 ± 17 kpc, which is in good agreement, to within the uncertainties, with the results presented here as well as the other RRL, TRGB, and recent Cepheid results referenced in the text. This estimate will provide a check on the I-band tip luminosity for other targets within the CCHP in addition to a calibration of the IC 1613 JHK TRGB luminosities (Madore et al. in prep.) . Using the combined RRL result of this study, we independently measure M TRGB I = −3.93 ± 0.07 mag, which agrees with the provisional value adopted here. Using only the nearinfrared result, we find that M TRGB I = −3.88±0.10 mag, which is also in agreement with the provisional value.
IC 1613 is the first of six Local Group galaxies for which we will undertake a simultaneous TRGB and RRL analysis as part of the CCHP. Subsequent work on the Local Group will include M 31, M 32, M 33, Sculptor, and Fornax, each of which have HST imaging of their halos where RGB stars are comparably bright and as numerous as in IC 1613. We expect the findings of this study and future publications to provide a fresh look at stars of Pop II for use in the local distance ladder.
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We thank Peter Stetson for a copy of DAOPHOT as well as his helpful engagement on its usage. We also thank C. Gallart and M. Monelli of the LCID team for a copy of their IC 1613 photometric catalog for comparison to our own. We also thank Richard Kron for helpful comments in this research and preparation of this manuscript. We also thank Laura Sturch for the preparation of IMACS imaging. In addition, we thank the anonymous referee for numerous constructive suggestions. Software: DAOPHOT (Stetson 1987) , ALLFRAME (Stetson 1994) , TinyTim (Krist et al. 2011) The CCHP is in the process of developing a pipeline to perform photometry on all image products in order to ensure reproducibility by homogenizing the reduction of data products. One segment of this pipeline is the use of the theoretical HST PSF Tiny Tim (Kri11). The use of a theoretical PSF is advantageous for two primary reasons: the difficulty in fitting a robust empirical PSF in crowded regions, and/or the lack of bright stars to derive an empirical PSF. In this Appendix, we place the results of this study-determined using Tiny Tim-in context with the results derived using empirical PSFs. We also include a comparison of our F814W and F160W photometry to existing datasets: the full photometry catalog of the archival ACS/WFC imaging produced by the authors of Ber10; a set of high-precision ground-based standard star I-band photometry 6 ; and an independently calibrated H-band catalog of IC 1613 taken with the FourStar camera on the Magellan-Baade telescope.
A.1. More on the empirical and Tiny Tim PSFs
The advantage of an empirically-derived PSF is that it models features of the image under conditions that could be unique to a particular exposure. We also consider an empirical PSF derived from the median image or image stack. Tiny Tim, on the other hand, is a software package designed to model the PSF for conditions under which observations were taken (Kri11), which for space observations, should be dependent on the detector alone (as opposed to atmospheric effects). Hereafter the photometry produced from different PSFs are represented as: per frame empirically-derived PSF, PHOT emp ; median image empirically-derived PSF, PHOT med ; and Tiny Tim PSF, PHOT T T .
A.2. Comparison of empirically-derived ACS/WFC PSF photometry
We obtained the original published catalog for archival ACS/WFC imaging, described in Section 2.1.2, from the authors of Ber10. Their reduction uses the approach described above, PHOT emp , and for clarity we label their photometry PHOT Ber10 . In this subsection we describe the difference in the F814W photometry for the three types of PSFs considered in this study, including the results of PHOT Ber10 .
Panel (a) of Figure A1 shows the difference in F814W between the photometry of Ber10 and an empirically-derived PSF as part of this study, or PHOT Ber10 −PHOT emp . Panel (b) shows PHOT Ber10 −PHOT med , and panel (c) shows PHOT Ber10 −PHOT T T . The catalogs agree to within ≈ 0.018 mag, with no significant magnitude dependence when following the same approach to PSF photometry as Ber10, PHOT emp .
Panel (d) compares the median PSF against per-frame empirically-derived PSFs, PHOT med −PHOT emp . Panel (e) compares PHOT T T −PHOT emp , and panel (f) compares PHOT T T −PHOT med . All datasets reduced in this study agree to within a few millimag down to F814W∼ 22 mag. The greatest departure between photometry in panel (f) at F814W=∼ 27.35 mag is ∼ 0.03 mag, which is the approximate magnitude of the TRGB of NGC 1365, one of the most distant SNe Ia hosts in the CCHP.
The traditional empirical approach to PSF photometry corresponds to panel (a). The most relevant panel besides (a) is panel (f). We have found that Tiny Tim and the median image PSF show remarkable agreement. The difference between catalogs differs < 0.01 mag down to ∼ 24th magnitude, or roughly the magnitude of the IC 1613 Red Clump. This close correspondence indicates that Tiny Tim photometry is more than adequate for this study of the IC 1613 TRGB and RRL PL relations. Furthermore, based on these results, the CCHP will adopt the Tiny Tim PSF to reduce all of the CCHP imaging.
A.3. Comparison to ground-standards 'Stetson standards stars' are provided for dozens of Local Group objects. In IC 1613 we find 44 reference stars in the I-band that overlap with the archival footprint first analyzed by Ber10. Photometric errors on the standard stars rarely exceed 0.01 mag. For this reason, these stars are instrumental in verifying the accuracy of the photometry in this study using the STScI zero-points. The top panel of Figure A2 shows there is a comparable offset to that measured with the full F814W catalog from Ber10.
Panel (b) of A2 is a comparison between the F160W photometry of this study and an H-band dataset that was reduced and calibrated independently using the FourStar camera on the Magellan-Baade telescope. The median Figure A1 . Differences in PSF photometry using the archival F814W ACS/WFC described in this study. All catalogs were derived independently in this study except where noted. These observations are associated with LCID, program #10505, and originally reduced by Ber10. A solid line passes through the origin in each plot. The horizontal F814W magnitude corresponds to the first catalog mentioned in the following: Panel (a) of Figure A1 difference between matched sources is < 0.01 mag, which indicates that the F160W photometry is in excellent agreement with ground-based standards.
A.4. Summary of photometric comparisons
The previous subsections demonstrate that the photometry produced in this study is accurate based on both groundand space-based standards. We have further demonstrated the accuracy of the the theoretical PSF, Tiny Tim, which the CCHP will use to consistently reduce all image products. Figure A2 . (a) Comparison of 44 stars from the empirically derived PSF F814W catalog of this study with I-band groundbased 'Stetson standard stars' provided by the Canadian Astronomy Data Centre. The median offset ≈ 0.018 mag (dashed line) between the two catalogs is nearly identical to the offset found with the F814W catalog of Ber10. Dotted lines show the ± 1-σ (standard deviation) intervals of the offsets. A solid lines passes through the origin. Our calibrated F814W photometry using Tiny Tim is within a single standard deviation of ground-based I-band standards; (b) Comparison of F160W photometry with H-band photometry independently analyzed and calibrated via standard stars using images from the FourStar camera. A 0.02 mag offset has been applied to the F160W photometry to correct for the transmission efficiency relative to H. A solid line passes through the origin. The median difference between the two photometric catalogs (dashed line) is < 0.01 mag. Points that lie substantially outside the distribution are likely false matches. Figure B1 . Six of the edge detection methods discussed in the text. Luminosity functions are binned in 0.025 mag bins. All methods agree to within ∼ 0.01 mag.
B. COMPILATION OF EDGE DETECTORS
The purpose of this Appendix is to compare the edge detector result of this work with the existing array edge detection options. Figure B1 
C. PHOTOMETRY DATA FOR INDIVIDUAL RR LYRAE
In this appendix, we include time series photometry for each of our RRL. Table 6 provides sample photometry for the first RRab in the sample that has observations in F160W. The data for all stars are available in a machine readable Table. The MJD provided is determined mid-exposure. We also provide our phase information. Note-RRL IDs and photometry comments for F475W and F814W are adopted fromn Ber10. We note instances where the F160W photometry appears affected in the same way as the optical. 
