In image-grounded text generation, finegrained representations of the image are considered to be of paramount importance. Most of the current systems incorporate visual features and textual concepts as a sketch of an image. However, plainly inferred representations are usually undesirable in that they are composed of separate components, the relations of which are elusive. In this work, we aim at representing an image with a set of integrated visual regions and corresponding textual concepts. To this end, we build the Mutual Iterative Attention (MIA) module, which integrates correlated visual features and textual concepts, respectively, by aligning the two modalities. We evaluate the proposed approach on the COCO dataset for image captioning. Extensive experiments show that the refined image representations boost the baseline models by up to 12% in terms of CIDEr, demonstrating that our method is effective and generalizes well to a wide range of models.
Introduction
Recently, there is a surge of research interest in multidisciplinary tasks such as image captioning (Chen et al., 2015) and visual question answering (VQA) (Goyal et al., 2017) , trying to explain the interaction between vision and language. In image captioning, an intelligence system takes an image as input and generates a description in the form of natural language. VQA is a more challenging problem that takes an extra question into account and requires the model to give an answer depending on both the image and the question. Despite their different application scenarios, a shared goal is to understand the image, which necessitates the acquisition of grounded image representations. * In the literature, an image is typically represented in two forms (see Figure 1 ):
Visual Features (Vinyals et al., 2015; Anderson et al., 2018; Lu et al., 2018) represent an image in the vision domain and contain abundant visual information. For CNN-based visual features, an image is split into equally-sized visual regions without encoding global relationships such as position and adjacency. To obtain better image representations with respect to concrete objects, RCNNbased visual features that are defined by bounding boxes of interests are proposed. Nevertheless, the visual features are based on regions and are not associated with the actual words, which means the semantic inconsistency between the two domains has to be resolved by the downstream systems themselves.
Textual Concepts (Fang et al., 2015; You et al., 2016; Wu et al., 2016) represent an image in the language domain and introduce semantic information. They consist of unordered visual words, irrespective of affiliation and positional relations, making it difficult for the system to infer the underlying semantic and spatial relationships. Moreover, due to the lack of visual reference, some concepts may induce semantic ambiguity, e.g., the word mouse can either refer to a mammal or an electronic device. "woman", "cat", "sitting", "red", "bed", "girl", "dog", "holding", "shirt", "laying", "black", "young", ··· , "remote", "room", "shirt", "white", "small", "controller", "couch", "wearing", "hair", "wii", "living", "chair", "hand" N× I* T* Figure 2 : Overview of our approach. We take plainly extracted visual and textual features (the lower) and repeat a mutual attention mechanism (the middle) to combine the local features from each domain, resulting in integrated image representations reflecting certain aspects of the image (the upper).
For image representations used in text generation, it is often desirable to integrate the two forms of image information. Existing downstream systems achieve that by using both kinds of image representations in the decoding process, mostly ignoring the innate alignment between the modalities. 1 As the semantics of the visual features and the textual concepts are usually inconsistent, the systems have to devote themselves to learn such alignment. Besides, these representations only contain local features, lacking global structural information. Those problems make it hard for the systems to understand the image efficiently.
In this paper, we work toward constructing integrated image representations from vision and language in the encoding process. The objective is achieved by the proposed Mutual Iterative Attention (MIA) module, which aligns the visual features and textual concepts with their relevant counterparts in each domain. The motivation comes from the fact that correlated features in one do-main can be linked up by a feature in another domain, which has connections with all of them. In implementation, we perform mutual attention iteratively between the two domains to realize the procedure without annotated alignment data. The visual receptive fields gradually concentrate on salient visual regions, and the original wordlevel concepts are gradually merged to recapitulate corresponding visual regions. In addition, the aligned visual features and textual concepts provide a more clear definition of the image aspects they represent.
The contributions of this paper are as follows:
• For image-grounded text generation, we introduce integrated image representations based on the alignment between visual regions and textual concepts to describe the salient combination of local features in a certain modality.
• We propose a novel attention-based strategy, namely the Mutual Iterative Attention (MIA), which uses the features from the other domain as the guide for integrating the features in the current domain without mixing in the heterogeneous information.
• According to the extensive experiments on the COCO image captioning dataset, when equipped with the MIA, improvements of up to 12% in terms of CIDEr can be achieved, demonstrating that our approach can generalize to a wide range of models.
Approach
The proposed approach acts on plainly extracted image features from two modalities and serves as an auxiliary feature refiner. Figure 2 gives an overview and example of our approach.
Visual Features and Textual Concepts
Visual features and textual concepts are widely used (Vinyals et al., 2015; Wu et al., 2016; You et al., 2016; Yao et al., 2017; as the information sources for image captioning. In common practice, GoogLeNet (Szegedy et al., 2015) and ResNet (He et al., 2016) are used to extract the visual features, which are rich in lowlevel visual information (Wu et al., 2016) . The textual concepts are introduced in recent studies Wu et al., 2016; You et al., 2016) to compensate the lack of high-level semantic information in visual features. Specifically, they consist of visual words that can be objects (e.g., woman, shirt), attributes (e.g., young, black) and relations (e.g., sitting, holding). These words are given by a textual concept extractor, which is generally trained in two ways. The first one is a weakly-supervised learning method called Multiple Instance Learning (Zhang et al., 2006) . The second one (Wu et al., 2016) treats this as a multi-label classification problem. The extractor will give a set of visual words based on the image, which it considers as the most likely ones to appear in the ground-truth description. The embedding vectors of these visual words are then taken as the textual concepts.
Learning Alignment
To form the alignment between the visual regions and the textual words, we adopt the self-attention mechanism from Vaswani et al. (2017) , which is designed initially to obtain contextual representations for sentences in machine translation and proves to be effective in capturing alignment of different languages and the structure of sentences.
Mutual Attention
Mutual Attention contains two sub-layers. The first sub-layer makes use of multi-head attention to learn the correlated features in a certain domain by querying the other domain. The second sub-layer uses feed-forward layer to add sufficient expressive power. Residual connections from the input to the output of each sub-layer help keep the placement of the features in the matrix. By such operations, the features at the same position in the matrix from different domains are naturally aligned. The multi-head attention is composed of n parallel heads. Results from each head are concatenated and passed through a linear transformation to construct the output. Each head is formulated as a scaled dot-product attention:
where Q ∈ R k×d h , K ∈ R k×d h and V ∈ R k×d h stand for the query matrix, the key matrix, the value matrix, respectively, and W Q , W K , W V ∈ R d h ×d k are learnable parameters and d k = d h /n, where n is the number of heads.
Following the multi-head attention is a fullyconnected feed-forward network, defined as:
where max(0, * ) is the ReLU activation function; W f and W ff are matrices for linear transformation; b f and b ff are the bias terms. The mutual attention is different from the selfattention in that in the self-attention, the query matrix, the key matrix and the value matrix are the same, while in mutual attention, the query matrix is selected differently. To refine visual features, the key matrix and the value matrix consist of the original visual features, while the query matrix is chosen as the textual concepts, so that the knowledge from the other domain can serve as the guide for combining local features and extracting structural relationships. This approach also ensures that the refined visual features only contain homogenous information because the information from the other domain only serves as the attentive weight and is not part of the final values.
Mutual Iterative Attention
To refine both the visual features and the textual concepts, we propose to perform mutual attention iteratively. The iterative process begins with the textual concepts paying attention to salient visual regions. According to the attention theorem, in this case, the textual concepts are the queries, and the visual features are the keys and values. The result is a set of attended visual features:
where I 0 , T 0 and I 1 represent the original visual features, textual concepts and the updated visual features of the first iteration, respectively. Note that the output of each sub-layer is post-processed by a series of operations arranged as: dropout (Srivastava et al., 2014), residual connection (He et al., 2016) , and layer normalization (Ba et al., 2016) . They are omitted in the equations for conciseness. Then, we switch the roles of visual features and textual concepts, using the updated visual features to query the textual concepts:
After the above calculation, the first round of iteration is completed. 2 By repeating the same process for N times, we obtain the final outputs of the RNN a girl holding a book .
RNN a young girl sitting on a couch holding a wii .
"woman", "wii", "girl", "holding", "young", "white", "book", "bed"
Mutual Iterative Attention a little girl holding a remote.
Reference
"woman", "wii", "girl", "holding", "young", "white", "book", "bed" "woman", "wii", "girl", "holding", "young", "white", "book", "bed" Figure 3 : Illustration of the proposed improvement. The left plot is a running instance of the LSTM-A3 (Yao et al., 2017) , where the separated visual features and textual concepts are directly sent to the RNN decoder. The model thus gets confused about the relations, mistakenly associating girl with book. In the right plot, our MIA integrates correlated features within each domain by aligning corresponding features between the two domains (please view in color). As a result, the output is more relevant to the image content.
two stacks, which are denoted as I* = I N and T* = T N . It is important to note that in each iteration, the parameters of the mutual attention is shared. We then combine I* and T* to make the best of their respective advantages. Since the visual features and the textual concepts are already aligned, we can directly add them up to get the output of the MIA module:
As a result, the refined features can overcome the aforementioned weaknesses of existing image representations, providing a better start point for image-grounded text generation task.
Learning with Specific Tasks
As the annotated alignment data are not easy to obtain and the alignment learning lacks direct supervision, we adopt the distantly-supervised learning and make use of downstream tasks to refine the integrated image representations. As shown by previous work (Vaswani et al., 2017) , by training on machine translation datasets, the self-attention can learn correlation of words quite well. As the proposed method focuses on building semantic-aware ing correlated textual concepts. However, in our preliminary experiments, we found that the alternative approach performs inferiorly. The related results and explanations are given in Appendix A.1 for reference. image representations, it can be easily incorporated in the downstream models to substitute the originally-used features, which in turn provides supervision for the mutual iterative attention.
We mainly experiment with image captioning models in this work, since it can be regarded as translating an image into a sentence. To use the proposed approach, MIA is added to the model as a preprocessing component. An instance is illustrated in Figure 3 , where the MIA is applied to LSTM-A3 (Yao et al., 2017) , a model using both visual features and textual concepts as input. For models only using one kind of features, the reciprocal process between the two kinds of features is maintained, as it still helps to combine the local features to reflect global relationships.
Experiment
We evaluate the MIA on the COCO dataset and replace information sources of the baselines with our refined image representations, followed by analyses of the proposed approach.
Dataset and Metrics
COCO (Chen et al., 2015) is a popular dataset for image captioning. It contains 123,287 images, each of which is paired with 5 descriptive sentences. We report results with the help of the COCO captioning evaluation toolkit (Chen et al., 2015) , and use the publicly-available splits provided by Karpathy and Li (2015) , where the validation set and test set both contain 5,000 images. The toolkit includes the commonly-used evaluation metrics SPICE, CIDEr, BLEU, METEOR and ROUGE in image captioning task. SPICE (Anderson et al., 2016) and CIDEr (Vedantam et al., 2015) are customized for evaluating image captioning systems, based on scene-graph matching and n-gram matching, respectively. BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005) are originally designed for machine translation, and ROUGE (Lin and Hovy, 2003; Lin, 2004) measures the quality of summaries.
Baselines
We experiment with three lines of baseline models that use visual features, textual concepts and multi-modal representations:
Models based on visual features. NIC (Vinyals et al., 2015) , Spatial-Attention (Lu et al., 2017) and Up-Down (Anderson et al., 2018) depend entirely on visual features to generate image captions, the distinction lying in their means of feature extraction. NIC adopts GoogleNet as visual feature extractor. Spatial-Attention utilizes ResNetbased visual features. Up-Down uses two kinds of encoders, that is, ResNet and Faster RCNN.
Models based on textual concepts. Att-CNN+LSTM (Wu et al., 2016) takes textual concepts as the sole prior condition for generation. As for ATT-FCN (You et al., 2016) , we regard it as a model based on textual concepts as it uses textual concepts at every decoding step while visual features are only included at the first step.
Models incorporating two modalities. LSTM-A (Yao et al., 2017) explores a series of RNNbased model structures (LSTM-A2,3,4,5) to incorporate both visual and semantic features. We study the effect of our approach on LSTM-A3,4,5. LSTM-A3 takes as input textual concepts at the first decoding step and visual features at the second step. LSTM-A4 feeds the decoder with textual concepts at the beginning and leaves visual features for the subsequent steps. Contrary to LSTM-A4, LSTM-A5 reverses the order by first feeding the decoder with visual features.
Settings
The baseline systems use GoogleNet (Szegedy et al., 2015) or ResNet (He et al., 2016) as the CNN encoder, where there are 49 feature maps. For our MIA module, d h equals to the hidden size of the RNN decoder. For simplicity, the number of textual concepts is also set to 49, which means k = 49. Following Vaswani et al. (2017) , we set the number of attention heads n to 8 and the feedforward network dimension d f f to 2048. We set the iteration times N = 2, according to the average performance of all the baselines on the validation set. Since our focus is to provide better image representations, we preserve the original settings for all the baseline systems. The training and inference strategies also remain the same.
Results
Comparison with models based on visual features. In Table 1 , we can see that the models enjoy an increase of 3%∼12% in performance for CIDEr score, with the proposed MIA. It is encouraging that Up-Down-ResNet w/ I* achieves comparable results with Up-Down-RCNN (Anderson Comparison with models based on textual concepts. Table 2 shows that the MIA-updated textual concepts improve the semantic-based models, with ATT-FCN w/ MIA exceeding ATT-FCN by nearly 8% in both METEOR and CIDEr. In semantic attention, ATT-FCN w/ T* pays attention to integrated semantic concepts instead of the unrelated visual words; the decoder thus is free of associating the semantic relations between textual concepts. The performance is further elevated when T* and I* are combined.
Comparison with models incorporating two modalities. An improvement of 2%∼10% with respect to CIDEr is achieved when applying the MIA to the models that employ both visual and semantic features, as in Table 3 . It comes to our notice that LSTM-A4, which feeds the image representations to the decoder at every time step, performs poorly compared to LSTM-A3, which only conditions the decoding on the image representa- tions at the first two steps. This can be attributed to the weakness of the plainly extracted representations, as the error may accumulate with each step of the RNN-based decoder (Vinyals et al., 2017; Yao et al., 2017) . Due to the integration and alignment of our MIA, LSTM-A4 w/ MIA benefits from feeding the image representations at each time step. Accordingly, the model overpasses LSTM-A4 to a large extent of close to 10%, with LSTM-A3 w/ MIA being overtaken as well. The SPICE sub-category results also support the observation, which show that I* helps the baselines to generate captions that are more detailed in relations and color, T* results in more comprehensiveness in objects and attributes, and MIA can help the baselines to achieve a caption that is detailed in all sub-categories. Due to limited space, the scores are provided in Appendix A.2. For output samples and intuitive comparisons, please re- fer to Appendix A.3.
Results of using reinforcement learning. Deep reinforcement learning alleviates the so-called exposure bias in text generation (Rennie et al., 2017) , and has recently shown great success in image captioning (Anderson et al., 2018; Jiang et al., 2018; Yao et al., 2018) . We conduct experiments on Up-Down-ResNet and Up-Down-RCNN with CIDEr optimization (Rennie et al., 2017) , which are very strong baselines. As shown in Table 4 , the proposed method can still bring improvements to the strong baselines under the reinforcement learning settings, proving the effectiveness of the integrated image representations. In all, the baselines are promoted by up to 12% in terms of CIDEr, verifying the effectiveness of the MIA, and indicating that the refined image representations are less prone to the variations of model structures, hyper-parameters (e.g., learning rate and batch-size), and learning paradigm.
Analysis
Effect of mutual attention. Mutual attention serves as a way to integrate correlated features by aligning modalites, which is our main proposal. Another way to integrate features is to only rely on information from one domain, which can be achieved by replacing mutual attention to selfattention. However, this method is found to impair the performance of the baselines, scoring 96.64, 98.9 and 103.9 for Spatial-Attention, ATT-FCN and LSTM-A5, respectively, in CIDEr. It suggests that only using information from one domain is not sufficient to construct meaningful region or concept groups that are beneficial to describing images and confirms our main motivation. Besides, as the self-attention and the mutual attention Figure 4 : Visualization of the integrated image representations. Please view in color. We show the representations with different iteration N for two images. We choose three visual features and corresponding textual concepts with clear semantic implication and highlight them with distinct colors. As we see, with N increasing, the alignment becomes more focused and more specific, but the combination of related features are less represented. shares the same multi-head attention structure, it also indicates that the improvement comes from the alignment of the two modalites rather than the application of the attentional structure.
Effect of iteration times. For each category (see Section 3.2) we select one representative model to analyze the effect of iteration times. Figure  5 presents the performance of Spatial-Attention, ATT-FCN and LSTM-A5 under different evaluation metrics when equipped with the MIA. We evaluate with iteration times ranging from 1 to 5. The scores first rise and then decline with the in-crease of N , as a holistic trend. With one accord, the best result is achieved when N is equal to 2 or 3. Considering CIDEr, a metric tailored made for image captioning, the performances consistently reach the best at the second iteration, for the reason of which we set N = 2. It suggests that a single iteration does not suffice for the alignment of visual features and textual concepts. With each round of mutual attention, the image representations become increasingly focused, which explains the promotion in the first few iterations. As for the falling back phenomenon, we speculate that the integration effect of MIA can also unexpectedly eliminate some useful information by assigning them low attention weights. The absent of these key elements results in less comprehensive captions. The visualization in Figure 4 also attests to our arguments.
Visualization. We visualize the integration of the image representations in Figure 4 . The colors in the images and the heatmaps reflect the accumulated attention weights assigned to the original image representations until the current iteration.As we can see in the left plots of Figure 4 , the attended visual regions are general in the first iteration, thereby assigning comparable weights to a number of visual words with low relevance. Taking the indoor image as an example, the redcolored visual region in the left plot focuses not only on the related words (e.g. computer and monitor) but also the words that describe peripheral objects (e.g. pictures on the wall), and words that are incorrect (e.g. television). In this case, the inter-domain alignment is weak and the integration of features within a certain domain is not concentrated, making the image representations undesirable. As the two modalities iteratively attend to each other, the features in the two domains gradually concentrate on concrete objects and corresponding visual words. In the third iteration where the model performance peaks (among the visualized iterations), the boundaries of the visual regions are well-defined and the dominant visual words making up the textual concepts are satisfactory. However, the features are over-concentrated in the fifth iteration, filtering out some requisite information. For example, the red region shrinks to a single person in the first example, and a single monitor in the second example, which reduces the information about number (e.g., group, three and monitors) and attribute (e.g., skis). Hence, it is necessary to decide an appropriate number of iteration for acquiring better image representations.
Related Work
Representing images. A number of neural approaches have been proposed to obtain image representations in various forms. An intuitive method is to extract visual features using a CNN or a RCNN. The former splits an image into a uniform grid of visual regions (Figure 1 (a) ), and the latter produces object-level visual features based on bounding boxes (Figure 1 (b) ), which has proven to be more effective. For image captioning, Fang et al. (2015), Wu et al. (2016) and You et al. (2016) augmented the information source with textual concepts that are given by a predictor, which is trained to find the most frequent words in the captions. A most recent advance (Yao et al., 2018) built graphs over the RCNN-detected visual regions, whose relationships are modeled as directed edges in a scene-graph, which is further encoded via a Graph Convolutional Network (GCN).
Visual-semantic alignment. To acquire integrated image representations, we introduce the Mutual Iterative Attention (MIA) strategy, which is based on the self-attention mechanism (Vaswani et al., 2017) , to align the visual features and textual concepts. It is worth mentioning that Karpathy and Li (2015) also introduced the notion of visual-semantic alignment. They endowed the RCNNbased visual features with semantic information by minimizing their distance in a multimodal embedding space with corresponding segments of the ground-truth caption, which is quite different from our concept-based alignment.
Image captioning. In the field of image captioning, a prevailing paradigm is the encoder-decoder framework, where a CNN encoder and a RNN decoder are trained end-to-end, translating an image into a coherent description. To bridge the gap between the image and the half-finished caption, visual attention (Xu et al., 2015) and semantic attention (You et al., 2016) are separately proposed to force the decoder to focus on the most relevant visual regions and textual concepts, respectively, according to the generated context. As a result, the burden falls entirely on the decoder to associate the individual features, the relations of which are elusive. The contribution of this work is providing fine-grained image representations, which can be used in conjunction with the decoder-based attention mechanisms, and ultimately gives rise to higher-quality captions. It is worth noticing that Sharma et al. (2018) used Transformer to replace RNN and showed that Transformer was less effective than RNN in image captioning, while we use the multi-head attention as a means for aligning the visual features and textual concepts, and the decoder still follows baselines and is not replaced.
Conclusions
We focus on building integrated image representations to describe salient image regions on both visual and semantic level to address the lack of structural relationship among individual features. The proposed Mutual Iterative Attention strategy aligns the visual regions and textual concepts by conducting mutual attention over the two modalities in an iterative way. The refined image representations may provide a better start point for image-grounded text generation tasks. Extensive experiments on the COCO image captioning dataset show that our MIA successfully promotes all the baseline systems, with the most significant improvement up to 12%, in terms of CIDEr, demonstrating its generalization ability to a wide range of existing systems.
A Appendix

A.1 Effect of Guiding Scheme
We can either start with the textual concepts guiding the integration of the visual features or letting the latter to take the initiative. Even if the role of visual features and textual concepts are equivalent in mutual attention, the choice of guiding scheme could make a difference. We examine the performance of Spatial-Attention w/ MIA, ATT-FCN w/ MIA and LSTM-A5 w/ MIA when the visual features first attend to the textual concepts. As shown in Table 5 , the model scores are inferior to the performance with the alternative scheme. The rationale for such phenomenon is presumably the limited visual receptive field of the original visual features, which makes them inadequate to integrate the semantic features. As to the textual concepts, they are inherently good at describing integrated visual regions, as they contain high-level semantic information.
Model B@1 
A.2 SPICE Sub-Category Results
For a better understanding of the difference of the generated captions by different methods, we report the breakdown of SPICE F-scores (see Table  6 ). As we can see, the I*, T* and MIA promotes the baselines over almost all sub-categories. Especially, the I* is good at associating related parts in the image, which is demonstrated by the increased scores in Relations and Count. and the T* collects relevant textual concepts, providing comprehensive context that is detailed in objects and attributes. Encouragingly, when incorporating I* and T* at the same time, i.e., w/ MIA, the advantages of the I* and T* are united to produce a bal-anced improvement. It proves the effectiveness of our approach.
A.3 Samples of Generated Captions
We show the captions generated by the method w/o MIA and the method w/ MIA to intuitively analyze the difference of the methods. As shown in Table 7 , the w/ I* is good at portraying the relations and color but is less specific in objects. The w/ T* includes more objects and attributes but lacks details, such as color and number. The proposed MIA can help the baselines to achieves a very good balance. Table 6 : Variation of model performance under the breakdown of SPICE F-scores. We can find that the w/ T* has a higher Object and Attributes scores than the baselines, and the w/ I* reaches better scores in Relations and Color. As we can see, incorporating Mutual Iterative Attention directly on the baselines, leads to overall improvements. Table 7 : Examples of the captions generated by different methods. For every example, we show the top-10 relevant textual concepts. Based on the Mutual Iterative Attention over the source information, from the generated captions, we can find that the w/ I* helps the baselines to generate captions that are more detailed in relations and color. The w/ T* results in more comprehensiveness in objects and attributes, and the w/ MIA is able to generate more complete captions that is detailed both in the objects, attributes, relations and color.
