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We present a novel method of decomposition of an n ×m binary matrix I into a Boolean
product A ◦ B of an n × k binary matrix A and a k ×m binary matrix B with k as small
as possible. Attempts to solve this problem are known from Boolean factor analysis where
I is interpreted as an object–attribute matrix, A and B are interpreted as object–factor
and factor–attribute matrices, and the aim is to ﬁnd a decomposition with a small number
k of factors. The method presented here is based on a theorem proved in this paper. It
says that optimal decompositions, i.e. those with the least number of factors possible, are
those where factors are formal concepts in the sense of formal concept analysis. Finding
an optimal decomposition is an NP-hard problem. However, we present an approximation
algorithm for ﬁnding optimal decompositions which is based on the insight provided by
the theorem. The algorithm avoids the need to compute all formal concepts and signiﬁ-
cantly outperforms a greedy approximation algorithm for a set covering problem to which
the problem of matrix decomposition is easily shown to be reducible. We present results
of several experiments with various data sets including those from CIA World Factbook
and UCI Machine Learning Repository. In addition, we present further geometric insight
including description of transformations between the space of attributes and the space of
factors.
© 2009 Elsevier Inc. All rights reserved.
1. Problem description and preliminaries
1.1. Problem description
Matrix decomposition methods provide representations of an object–variable data matrix by a product of two differ-
ent matrices, one describing a relationship between objects and hidden variables or factors, and the other describing a
relationship between factors and the original variables. In this paper, we consider the following problem:
Problem. Given an n ×m matrix I with Ii j ∈ {0,1}, a decomposition of I is sought into a Boolean matrix product A ◦ B of
an n × k matrix A with Ail ∈ {0,1} and a k ×m matrix B with Blj ∈ {0,1} with k as small as possible.
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see [15, p. 37]. Recall that a Boolean matrix (or binary matrix) is a matrix whose entries are 0 or 1. A Boolean matrix
product A ◦ B is deﬁned by
(A ◦ B)i j =
k∨
l=1
Ail · Blj, (1)
where
∨
denotes maximum (truth function of logical disjunction) and · is the usual product (truth function of logical
conjunction). As an example,⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠=
⎛
⎝ 1 0 0 11 0 1 0
1 1 0 0
0 0 1 0
⎞
⎠◦
⎛
⎝ 1 1 0 0 00 0 1 1 0
1 0 0 0 1
0 1 0 0 0
⎞
⎠ .
Boolean matrix product represents a non-linear relationship between objects, factors, and original attributes. By this, we
mean that if v1 and v2 are two 1 × k binary vectors for which v1 + v2 (ordinary sum of vectors) is a binary vector, then
(v1 + v2) ◦ B is in general different from v1 ◦ B + v2 ◦ B (ordinary sum of matrices). Nevertheless, the relationship between
objects, factors, and original attributes speciﬁed by I = A ◦ B has a clear verbal description. Namely, let I , A, and B represent
an object–attribute relationship (Ii j = 1 means that object i has attribute j), an object–factors relationship (Ail = 1 means
that factor l applies to object i), and a factor–attribute relationship (Blj = 1 means that attribute j is one of the particular
manifestations of factor l). Then I = A ◦ B says: “object i has attribute j if and only if there is a factor l such that l applies
to i and j is one of the manifestations of l.” From this description, we immediately see that a decomposition I = A ◦ B has
the following interpretation:
Factor analysis interpretation. Decomposition of I into A ◦ B corresponds to discovery of k factors which explain the data
represented by I .
1.2. Related work
Reducing dimensionality of data by mapping the data from a space of directly observable variables into a lower-
dimensional space of new variables is of fundamental importance for understanding and management of data. Classical
methods such as PCA (principal component analysis), IDA (independent component analysis), SVD (singular value decompo-
sition), or FA (factor analysis) are available for data represented by real-valued matrices, see e.g. [12,21]. Non-negative matrix
factorization [18] is an example of a method for decomposition of a constrained matrix into a product of constrained matri-
ces. Namely, the constraint is that the matrix entries of both the input matrix and the output matrices are non-negative. For
data represented by binary matrices, several methods have been proposed. Some of them are based on various extensions of
the methods developed for real-valued matrices, see e.g. [19,26,27,29,33] and also [30] for further references. By and large,
these methods yield a decomposition of a binary matrix into a product of possibly real-valued non-binary matrices which
causes problems regarding interpretation, see e.g. [30].
Directly relevant to our paper are methods which attempt to decompose a binary matrix I into A ◦ B with ◦ being
the Boolean product of binary matrices deﬁned by (1). Early work on this topic includes [23,24,28]. These papers already
contain complexity results showing hardness of problems related to such decompositions. Another source of information on
composition and decomposition of binary matrices is a monograph on binary matrices [15]. These early works seem to be
forgotten in the recent work on decompositions of binary matrices.
The recent work includes an approach using Hopﬁeld-like associative neural networks which has been studied in a series
of papers by Frolov et al., see e.g. [8]. This approach is a heuristic in which the factors correspond to attractors of the neural
network. Little theoretical insight regarding the decomposition is used in this approach. In the introduction, the authors say
[8, p. 698]: “However, there is no general algorithm for the analysis except a brute force search. This method requires an
exponentially increasing number of trials as the dimension of the pattern space increases. It can, therefore, only be used
when this dimension is relatively small.” In this paper, we develop a theoretical insight which leads to quite an eﬃcient
algorithm for ﬁnding factors and matrix decompositions and which therefore eliminates the need for a brute force search
mentioned in [8, p. 698]. [10] studies the problem of covering binary matrices with their submatrices containing 1s, which
is relevant to our approach. Namely, as we note in Section 2.6, such a covering is equivalent to an approximation of a
binary matrix by a Boolean product A ◦ B from below. Another paper on this topic is [14], where the authors proposed
to use formal concepts as factors for the decomposition problem. [14] does not provide any theoretical insight and even
does not say how formal concepts are to be used. Basically, it describes results of experiments with small data. [14] can
be seen as the inspiration for our paper. We developed basic insight on the role of formal concepts for decompositions of
binary matrices in our conference paper “R. Belohlavek, V. Vychodil: On Boolean factor analysis with formal concepts as
factors, in: SCIS & ISIS 2006, Tokyo, Japan, pp. 1054–1059.” The present paper is an extended version of this paper. [22]
presents an algorithm for ﬁnding approximate decompositions of binary matrices into a Boolean product of binary matrices
which is based on associations between columns of the matrix. [30] contains several remarks and experiments regarding the
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matrices into products of non-binary matrices. [31] looks at relationship between several problems related to decomposition
of binary matrices. [20] discusses problems related to this paper, namely a problem of covering a binary matrix by so-called
pertinent formal concepts which are formal concepts minimizing an entropy function associated to a classiﬁcation problem
discussed in that paper. Unfortunately, the algorithm presented in [20] is not described clearly enough for us to implement
it and perform comparisons with our algorithms.
1.3. Content in brief
We present a novel method for the problem of decomposition of binary matrices described in Section 1.1. We prove an
optimality theorem saying that the decompositions with the least number k of factors are those where the factors are formal
concepts in the sense of formal concept analysis. The constructive aspect of this theorem is that the set of formal concepts
associated to the input matrix provides us with a non-redundant space of factors for optimal decompositions. This ﬁnding
provides a new perspective for decompositions of binary matrices and Boolean factor analysis. It opens a way to methods
which are better than the brute force search methods and their variants, see e.g. [8]. An immediate consequence of our
theorem is that the decomposition problem is reducible to the well-known set covering problem. This reduction enables us
to adopt a greedy approximation algorithm which is available for the set covering problem to ﬁnd approximately optimal
decompositions of binary matrices. We present another greedy approximation algorithm for ﬁnding optimal decompositions
which signiﬁcantly outperforms the algorithm for set covering problem. The algorithm avoids the need to compute the set
of all formal concepts associated to the input matrix. We present experiments for comparing performance of the algorithms
as well as experiments demonstrating factorization of real data sets. For this purpose, we use CIA World Factbook data and
UCI Machine Learning Repository data. In addition, we present results on transformations between the space of original at-
tributes and the space of factors. We outline future research topics including an extension of our approach to decomposition
of matrices containing degrees from partially ordered scales such as the unit interval [0,1].
1.4. Preliminaries on formal concept analysis
Formal concept analysis (FCA) is a method for data analysis with applications in various domains [5,9]. Our paper can be
seen as an application of FCA in data preprocessing. Namely, the factors in a binary matrix we are looking for are sought in
the set of all formal concepts associated to the matrix.
Let X = {1, . . . ,n} and Y = {1, . . . ,m} be sets of objects and attributes, respectively, and I be a binary relation between
X and Y . The triplet 〈X, Y , I〉 is called a formal context. Since a binary relation between X and Y can be represented by an
n×m Boolean matrix, we denote both the binary relation and the corresponding Boolean matrix by I . That is, for the entry
Ii j of (matrix) I we have Ii j = 1 iff the pair 〈i, j〉 belongs to (relation) I and Ii j = 0 if 〈i, j〉 does not belong to (relation) I .
A formal concept of 〈X, Y , I〉 is any pair 〈C, D〉 of sets C ⊆ X (so-called extent) and D ⊆ Y (so-called intent) such that
C↑ = D and D↓ = C where
C↑ = {y ∈ Y ∣∣ for each x ∈ C : 〈x, y〉 ∈ I}
is the set of all attributes shared by all objects from C , and
D↓ = {x ∈ X ∣∣ for each y ∈ D: 〈x, y〉 ∈ I}
is the set of all objects sharing all attributes from D . The set of all formal concepts of 〈X, Y , I〉 is denoted by B(X, Y , I).
That is,
B(X, Y , I) = {〈C, D〉 ∣∣ C↑ = D, D↓ = C}.
Under partial order  deﬁned by
〈C1, D1〉 〈C2, D2〉 iff C1 ⊆ C2 (iff D2 ⊆ D1)
for 〈C1, D1〉, 〈C2, D2〉 ∈ B(X, Y , I), B(X, Y , I) happens to be a complete lattice, so-called concept lattice associated to
〈X, Y , I〉 [9,32]. That is, for any subset K of B(X, Y , I), there exists the least formal concept in B(X, Y , I) greater than
or equal to any formal concept from K (the supremum of K ) as well as the greatest formal concept in B(X, Y , I) smaller
than or equal to any formal concept from K (the inﬁmum of K ). Eﬃcient algorithms for computing B(X, Y , I) exist and a
good overview is provided by [17].
Example 1. Let a binary matrix describing a binary relation I between X = {1, . . . ,4} and Y = {1, . . . ,5} be given by
I =
⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠ .
Then, the pair 〈{1,2,3}, {1,2}〉 is a formal concept of B(X, Y , I) because {1,2,3}↑ = {1,2} and {1,2}↓ = {1,2,3}. Further
formal concepts include 〈{1,2,3,4}, {1}〉, 〈{2}, {1,2,5}〉, 〈{2,4}, {1,5}〉, 〈{3}, {1,2,3,4}〉, and 〈∅, {1, 2,3,4,5}〉.
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2.1. Formal concepts are optimal factors
Consider an n ×m binary matrix I . Our aim is to decompose I into a Boolean product I = A ◦ B of binary matrices A
and B of dimensions n × k and k ×m, as described above.
We are going to consider decompositions of I into a product
AF ◦ BF
of binary matrices AF and BF constructed from a set F of formal concepts associated to I . In particular, consider the
concept lattice B(X, Y , I) associated to I , with X = {1, . . . ,n} and Y = {1, . . . ,m}. Let
F = {〈A1, B1〉, . . . , 〈Ak, Bk〉}⊆ B(X, Y , I),
i.e. F is a set of formal concepts from B(X, Y , I). Denote by AF and BF the n× k and k ×m binary matrices deﬁned by
(AF )il =
{
1 if i ∈ Al,
0 if i /∈ Al, and (BF )l j =
{
1 if j ∈ Bl,
0 if j /∈ Bl,
for l = 1, . . . ,k. That is, the lth column (AF )_ l of AF consists of the characteristic vector of Al and the lth row (BF )l_ of
BF consists of the characteristic vector of Bl .
Example 2. For the binary matrix I being⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠ ,
〈{1,2,3}, {1,2}〉 and 〈{1,2,3,4}, {1}〉 are formal concepts of the associated concept lattice. Denoting them by 〈A1, B1〉 and
〈A2, B2〉, respectively, and putting
F = {〈A1, B1〉, 〈A2, B2〉},
we have
AF =
⎛
⎝ 1 11 1
1 1
0 1
⎞
⎠ and BF = ( 1 1 0 0 01 0 0 0 0
)
.
In the previous example, I = AF ◦ BF . The question of whether for every I there is some F ⊆ B(X, Y , I) such that
I = AF ◦ BF has a positive answer.
Theorem 1 (Universality of formal concepts as factors). For every I there is F ⊆ B(X, Y , I) such that I = AF ◦ BF .
Proof. The proof follows from the fact that Ii j = 1 iff there is a formal concept 〈C, D〉 ∈ B(X, Y , I) such that i ∈ C and j ∈ D .
Therefore, taking F = B(X, Y , I) we have: (AF ◦ BF )i j = 1 iff there is l such that (AF )il = 1 and (BF )l j = 1 iff there is
〈Cl, Dl〉 ∈ B(X, Y , I) with i ∈ Cl and j ∈ Dl iff Ii j = 1. 
Moreover, decompositions using formal concepts as factors are optimal in that they yield the least number of factors
possible:
Theorem 2 (Optimality of formal concepts as factors). Let I = A ◦ B for n × k and k ×m binary matrices A and B. Then there exists a
set F ⊆ B(X, Y , I) of formal concepts of I with
|F | k
such that for the n× |F | and |F | ×m binary matrices AF and BF we have
I = AF ◦ BF .
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submatrices of I , which are full of 1s. For instance, in the binary matrix⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠ ,
the bold 1s form a maximal rectangle, with rows 1, 2, 3, and columns 1 and 2. This rectangle corresponds to the formal
concept 〈{1,2,3}, {1,2}〉 of I . Contrary to that, the rectangle corresponding to rows 1 and 3, and columns 1 and 2, is not
maximal because it is contained in the one consisting of bold 1s.
Second, observe that I = A ◦ B for an n×k matrix A and a k×m matrix B means that I can be seen as a ∨-superposition,
i.e. as a union, of k rectangles consisting of 1s (not necessarily maximal ones). Namely, since
Ii j = Ai1 · B1 j ∨ · · · ∨ Aik · Bkj,
I is a union of rectangles Jl = A_ l ◦ Bl_, l = 1, . . . ,k. Note that A_ l ◦ Bl_ is an n × m matrix which results by a Boolean
multiplication of the lth column A_ l of A and the lth row Bl_ of B . As an example, with I = A ◦ B being⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠=
⎛
⎝ 1 0 0 11 0 1 0
1 1 0 0
0 0 1 0
⎞
⎠◦
⎛
⎝ 1 1 0 0 00 0 1 1 0
1 0 0 0 1
0 1 0 0 0
⎞
⎠ ,
the decomposition can be rewritten as a
∨
-superposition⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠=
⎛
⎝ 1 1 0 0 01 1 0 0 0
1 1 0 0 0
0 0 0 0 0
⎞
⎠∨
⎛
⎝ 0 0 0 0 00 0 0 0 0
0 0 1 1 0
0 0 0 0 0
⎞
⎠∨
⎛
⎝ 0 0 0 0 01 0 0 0 1
0 0 0 0 0
1 0 0 0 1
⎞
⎠∨
⎛
⎝ 0 1 0 0 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎠
of rectangles J1, J2, J3, J4, i.e. binary matrices whose 1s form rectangles.
Third, let now I = A ◦ B for an n × k binary matrix A and a k × m binary matrix B and consider the corresponding
rectangles J1, . . . , Jk , i.e. binary matrices where 1s form rectangles. Each such a rectangle Jl is obviously contained in a
maximal rectangle J ′l of I , i.e. ( Jl)i j  ( J ′l )i j for all i, j. Now, every J ′l corresponds to a formal concept 〈Cl, Dl〉 in that
( J ′l )i j = 1 iff i ∈ Cl and j ∈ Dl . Since
Ii j =
k∨
l=1
( Jl)i j 
k∨
l=1
(
J ′l
)
i j  Ii j,
a
∨
-superposition of maximal rectangles J ′l yields I . Putting therefore
F = {〈C1, D1〉, . . . , 〈Ck, Dk〉},
we get I = AF ◦ BF and |F | k. Note that since two distinct rectangles may be contained in a single maximal rectangle,
we may have |F | < k. 
We will see later that the geometric argument behind the proof enables us to see that the problem to ﬁnd a decompo-
sition of I into AF ◦ BF can be reduced to a particular instance of a set covering optimization problem.
Example 3. Consider the decomposition⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠=
⎛
⎝ 1 0 0 11 0 1 0
1 1 0 0
0 0 1 0
⎞
⎠◦
⎛
⎝ 1 1 0 0 00 0 1 1 0
1 0 0 0 1
0 1 0 0 0
⎞
⎠ ,
and the corresponding rectangles J1, . . . , J4, which are⎛
⎝ 1 1 0 0 01 1 0 0 0
1 1 0 0 0
0 0 0 0 0
⎞
⎠ ,
⎛
⎝ 0 0 0 0 00 0 0 0 0
0 0 1 1 0
0 0 0 0 0
⎞
⎠ ,
⎛
⎝ 0 0 0 0 01 0 0 0 1
0 0 0 0 0
1 0 0 0 1
⎞
⎠ ,
⎛
⎝ 0 1 0 0 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎠ .
Furthermore, consider the formal concepts 〈A1, B1〉 = 〈{1,2,3}, {1,2}〉, 〈A2, B2〉 = 〈{3}, {1,2,3,4}〉, and 〈A3, B3〉 = 〈{2,4},
{1,5}〉 of I . Each of the rectangles corresponding to Jls (l = 1, . . . ,4) is contained in some of the maximal rectangles
corresponding to 〈A1, B1〉, 〈A2, B2〉, or 〈A3, B3〉. Putting now F = {〈A1, B1〉, 〈A2, B2〉, 〈A3, B3〉}, we have I = AF ◦ BF , i.e.⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
⎞
⎠=
⎛
⎝ 1 0 01 0 1
1 1 0
⎞
⎠◦
(
1 1 0 0 0
1 1 1 1 0
1 0 0 0 1
)
.1 0 0 0 1 0 0 1
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I = (AF )_1 ◦ (BF )1_ ∨ (AF )_2 ◦ (BF )2_ ∨ (AF )_3 ◦ (BF )3_, which yields a ∨-decomposition of I into maximal rectangles.
With our example, we have⎛
⎝ 1 1 0 0 01 1 0 0 1
1 1 1 1 0
1 0 0 0 1
⎞
⎠=
⎛
⎝ 1 1 0 0 01 1 0 0 0
1 1 0 0 0
0 0 0 0 0
⎞
⎠∨
⎛
⎝ 0 0 0 0 00 0 0 0 0
1 1 1 1 0
0 0 0 0 0
⎞
⎠∨
⎛
⎝ 0 0 0 0 01 0 0 0 1
0 0 0 0 0
1 0 0 0 1
⎞
⎠ .
2.1.1. Interpretation of factors
In factor analysis, factors are considered to represent general categories [13, p. 4]: “The principal aim of factor analysis
is the resolution of a set of variables . . . in terms of (usually) a small number of categories called ‘factors’ . . . .” Note that
the categories are sometimes called concepts. The original variables/attributes are considered as particular manifestations
of these categories. The problem of interpretation of factors is a part of the whole process of factor analysis. In this regard,
interpretation of formal concepts as factors in Boolean factor analysis is straightforward and easy to understand for a user.
Namely, the conception of FCA is motivated by a robust understanding of a concept developed in traditional logic [16] in
which a formal concept consists of its extent and intent. Accordingly, a formal concept 〈Cl, Dl〉 can be seen as a collection
Cl of objects to which it applies (concept’s extent) and a collection Dl of attributes to which it applies (concept’s intent),
see Section 1.4. Pragmatic aspects of this approach are discussed in [7]. Clear interpretability is an advantageous feature of
using formal concepts as factors.
Deﬁnition. A set F ⊆ B(X, Y , I) is called a set of factor concepts if I = AF ◦ BF .
Note that the argument used in the proof of Theorem 2 implies that for any decomposition I = A ◦ B , factors correspond
to rectangles of 1s (submatrices of I consisting of 1s). To every such factor, therefore, corresponds a set C of objects and a set
D of attributes. As a result, factors in Boolean factor analysis in general can be regarded as covering objects and applying to
attributes. That is, every factor can be interpreted as having its extent C and intent D . The intuitive requirement to include
all objects to which attributes from D apply and to include all attributes shared by all objects from C supports the idea of
having maximal C and D and, therefore, having maximal rectangles. A crucial argument for maximal rectangles as factors
is, nevertheless, Theorem 2 and further practical advantages of maximal rectangles including computational treatability,
cf. [17].
2.1.2. Mandatory factors
The next theorem shows that certain formal concepts are mandatory in that they need to be included in every F for
which I = AF ◦ BF . Recall [9] that the sets O(X, Y , I) of all object concepts and A(X, Y , I) of all attribute concepts are
deﬁned by
O(X, Y , I) = {〈{x}↑↓, {x}↑〉 ∣∣ x ∈ X},
A(X, Y , I) = {〈{y}↓, {y}↓↑〉 ∣∣ y ∈ Y }.
Formal concepts which are both object and attribute concepts are mandatory:
Theorem 3 (Mandatory factors). If I = AF ◦ BF for some F ⊆ B(X, Y , I) then O(X, Y , I) ∩ A(X, Y , I) ⊆ F .
Proof. If 〈C, D〉 ∈ O(X, Y , I) ∩ A(X, Y , I), i.e. 〈C, D〉 = 〈{x}↑↓, {x}↑〉 for some x ∈ X and 〈C, D〉 = 〈{y}↓, {y}↓↑〉 for some
y ∈ Y , then 〈C, D〉 is the only formal concept from B(X, Y , I) for which x ∈ C and y ∈ D . Namely, if 〈C1, D1〉 is another such
formal concept then from {x} ⊆ C1 we get C = {x}↑↓ ⊆ C↑↓1 = C1. Applying the antitony of ↑ , we get D = C↑ ⊇ C↑1 = D1.
Furthermore, from {y} ⊆ D1 we get D = {y}↓↑ ⊆ D↓↑1 = D1. This gives D = D1 and, as a consequence, 〈C, D〉 = 〈C1, D1〉. The
maximal rectangle corresponding to 〈C, D〉 is thus the only one which covers the 1 at the intersection of the row and the
column corresponding to x and y, respectively. 
2.2. Illustrative example
In this section, we present a small illustrative example. Suppose we have a record of a collection of patients. For every
patient, our record contains a set of his symptoms. For our purpose, we consider a set Y of 8 symptoms which we denote
by 1, . . . ,8, i.e. Y = {1, . . . ,8}. The symptoms are described in Table 1.
Suppose our collection contains 12 patients. We denote the ith patient by i and put X = {1, . . . ,12}. Our record describ-
ing patients and symptoms is given by the following 12× 8 binary matrix I:
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Symptoms and their descriptions.
Symptom Symptom description
1 headache
2 fever
3 painful limbs
4 swollen glands in neck
5 cold
6 stiff neck
7 rash
8 vomiting
Table 2
Formal concepts of data given by patients and their symptoms.
ci 〈Ai , Bi〉
c0 〈{}, {1,2,3,4,5,6,7,8}〉
c1 〈{1,5,9,11}, {1,2,3,5}〉
c2 〈{2,4,12}, {1,2,6,8}〉
c3 〈{3,6,7}, {2,5,7}〉
c4 〈{3,6,7,8,10}, {7}〉
c5 〈{1,3,5,6,7,9,11}, {2,5}〉
c6 〈{1,2,4,5,9,11,12}, {1,2}〉
c7 〈{1,2,3,4,5,6,7,9,11,12}, {2}〉
c8 〈{1,2,3,4,5,6,7,8,9,10,11,12}, {}〉
Fig. 1. Hasse diagram of concept lattice given by patients and their symptoms.
I =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 0 1 0 0 0
1 1 0 0 0 1 0 1
0 1 0 0 1 0 1 0
1 1 0 0 0 1 0 1
1 1 1 0 1 0 0 0
0 1 0 0 1 0 1 0
0 1 0 0 1 0 1 0
0 0 0 0 0 0 1 0
1 1 1 0 1 0 0 0
0 0 0 0 0 0 1 0
1 1 1 0 1 0 0 0
1 1 0 0 0 1 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
That is, rows correspond to patients, columns correspond to symptoms, Ii j = 1 if patient i has symptom j, and Ii j = 0 if
patient i does not have symptom j.
Our intention is to ﬁnd a set F of factor concepts. That is, we want to ﬁnd some F ⊆ B(X, Y , I) such that I = AF ◦ BF .
Let us ﬁrst look at the concept lattice B(X, Y , I). B(X, Y , I) contains 9 formal concepts. That is B(X, Y , I) = {c0, . . . , c8} and
each ci is of the form ci = 〈Ai, Bi〉 where Ai ⊆ X is a set of patients, Bi ⊆ Y is a set of symptoms such that A↑i = Bi and
B↓i = Ai . That is, Bi is the set of all symptoms common to all patients from Ai , and Ai is the set of all patients sharing all
symptoms from Bi . All formal concepts from B(X, Y , I) are depicted in Table 2.
For instance, the extent A3 of the formal concept c3 consists of patients 3,6,7, and the intent B3 of c3 consists of
attributes 2,5,7. The concept lattice B(X, Y , I) equipped with a partial order  (the subconcept-superconcept hierarchy)
can be visualized by its Hasse diagram. The Hasse diagram of B(X, Y , I) is shown in Fig. 1. We can see from the diagram
that, e.g., c3  c4, i.e., formal concept c4 is more general than formal concept c3. This is because the extent A3 of c3 is
contained in the extent A4 of c4, i.e. A3 ⊆ A4, meaning that each patient covered by c3 is also covered by c4. Equivalently,
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Diseases and their symptoms (an excerpt).
Disease Symptoms
chickenpox rash
ﬂu headache, fever, painful limbs, cold
measles fever, cold, rash
meningitis headache, fever, stiff neck, vomiting
.
.
.
.
.
.
Table 4
Description of formal concepts of data given by patients and their
symptoms.
Formal concept Concept description
c0 empty concept
c1 “ﬂu”
c2 “meningitis”
c3 “measles”
c4 “chickenpox”
c5 “suspicion of ﬂu or measles”
c6 “suspicion of ﬂu or meningitis”
c7 “suspicion of ﬂu or measles or meningitis”
c8 universal concept
the intent B4 of c4 is contained in the intent B3 of c3, i.e. B4 ⊆ B3, meaning that each attribute characteristic for c4 is also
a characteristic attribute of c3. In a similar way, one can see that c3  c8, c2  c7, etc.
Let us now look at the meaning of formal concepts c0, . . . , c8 from B(X, Y , I). One naturally expects that the concepts,
which are given by groups of patients (concept extents) and groups of symptoms (concept intents) are related to diseases.
This is, indeed the case. Table 3 shows an excerpt from a family medical book. We can see that, e.g., formal concept c1
represents ﬂu because c1 covers just headache, fever, painful limbs, cold, which are exactly the characteristic attributes of
ﬂu. In the same way, c2, c3, and c4 represent meningitis, measles, and chickenpox. However, B(X, Y , I) contains also formal
concepts which can be interpreted as “suspicion of (a disease).” For instance, c5 can be interpreted as “suspicion of ﬂu or
measles” because the intent B5 of c5 contains attributes 2 (fever) and 5 (cold) which belong to the characteristic attributes
of both ﬂu and measles. Note that B(X, Y , I) also contains an “empty concept” c0 (the concept is the least concept in
the conceptual hierarchy and applies to no patient) and the universal concept c8 (applies to all patients). The empty and
the universal concepts are usually not interesting. Verbal descriptions of formal concepts from c0, . . . , c8 are presented in
Table 4. Note also that the verbal description and the conceptual hierarchy are compatible. For instance, we have c1  c6,
i.e. c6 represents a weaker concept (more general concept) than c1, which corresponds to their descriptions: c1 is “ﬂu,” c6
is “suspicion of ﬂu or meningitis.”
Consider now the problem of factorization of I . Our aim is to illustrate the above results. According to Theorem 1, we
can factorize I by F = B(X, Y , I). However, since |F | = 9> 8 = |Y |, this would mean that we would end up with a number
of factors bigger than the number of the original attributes. Therefore, we are looking for some small set F ⊂ B(X, Y , I) of
factor concepts. First, as is easily seen, the empty concept and the universal concept can always be disregarded. Furthermore,
B(X, Y , I) contains the following object- and attribute-concepts:
O(X, Y , I) = {c1, c2, c3, c4}, A(X, Y , I) = {c0, c1, c2, c4, c5, c6, c7}.
Thus,
O(X, Y , I) ∩ A(X, Y , I) = {c1, c2, c4}.
According to Theorem 3, F needs to contain O(X, Y , I) ∩ A(X, Y , I) = {c1, c2, c4}. Then, F ′′ = {c1, c2, c4} is almost a set of
factor concepts. Namely, for I ′′ = AF ′′ ◦ BF ′′ , I ′′ differs from I only in that I ′′3,5 = I ′′6,5 = I ′′7,5 = 0 while I3,5 = I6,5 = I7,5 = 1.
From Fig. 1 we can directly see that the only formal concepts which cover the entries 〈3,5〉, 〈6,5〉, and 〈7,5〉, where I
contains 1s, are c3 and c5. Therefore, there are just two minimal sets of factor concepts, namely
F = {c1, c2, c3, c4} and F ′ = {c1, c2, c4, c5}.
Thus, I can be decomposed by I = AF ◦ BF or I = AF ′ ◦ BF ′ . For I = AF ◦ BF we have
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 1
0 1 0 0
1 0 0 0
0 0 1 1
0 0 1 1
0 0 0 1
1 0 0 0
0 0 0 1
1 0 0 0
0 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, BF =
⎛
⎝ 1 1 1 0 1 0 0 01 1 0 0 0 1 0 1
0 1 0 0 1 0 1 0
0 0 0 0 0 0 1 0
⎞
⎠
and similarly for AF ′ and BF ′ . From the point of view of dimension reduction, instead in an 8-dimensional space of symp-
toms (as described by I), the patients are now described in a 4-dimensional space of disease-like concepts (as described by
AF ).
2.3. Transformations between attributes space and factors space
Let now I = A ◦ B be a decomposition of I such that A = AF and B = BF for a set F ⊆ B(X, Y , I) of formal concepts. For
every object i (1 i  n) we can consider its representation in the m-dimensional Boolean space {0,1}m of attributes and
its representation in the k-dimensional Boolean space {0,1}k of factors. In the space of attributes, the vector representing
object i is the ith row Ii_ of I . In the space of factors, the vector representing i is the ith row Ai_ of A. We are going to
consider transformations between the space {0,1}m of attributes and the space {0,1}k of factors.
Let  denote the componentwise partial order on the set {0,1}p of binary vectors, i.e. 〈V1, . . . , V p〉 〈W1, . . . ,Wp〉 iff
V1  W1, . . . , V p  Wp . Clearly, {0,1}p equipped with  forms a Boolean lattice. We are going to consider the mappings
g : {0,1}m → {0,1}k and h : {0,1}k → {0,1}m deﬁned for P ∈ {0,1}m and Q ∈ {0,1}k by
(
g(P )
)
l =
m∧
j=1
(Blj → P j), (2)
(
h(Q )
)
j =
k∨
l=1
(Ql · Blj), (3)
for 1  l  k and 1  j  m. Here, → denotes the truth function of classical implication (0 → 0 = 0 → 1 = 1 → 1 = 1,
1 → 0 = 0), · denotes the usual product, and ∧ and ∨ denote minimum and maximum, respectively. (2) says that the lth
component of g(P ) ∈ {0,1}k is 1 if and only if for every attribute j, P j = 1 for all positions j for which Blj = 1, i.e. the lth
row of B is included in P . (3) says that the jth component of h(Q ) ∈ {0,1}m is 1 if and only if there is factor l such that
Ql = 1 and Blj = 1, i.e. attribute j is a manifestation of at least one factor from Q .
The following theorem justiﬁes (2) and (3).
Theorem 4. For i ∈ {1, . . . ,n},
g(Ii_) = Ai_ and h(Ai_) = Ii_.
That is, g maps the rows of I to the rows of A and vice versa, h maps the rows of A to the rows of I .
Proof. h(Ai_) = Ii_ follows directly from I = A ◦ B . To see g(Ii_) = Ai_, note ﬁrst that since A = AF and B = BF , the lth
row Bl_ of B coincides with the characteristic vector c(Dl) of the intent Dl of a formal concept 〈Cl, Dl〉 ∈ F , and that the
lth column A_l of A coincides with the characteristic vector c(Cl). Therefore, using Cl = D↓l , we get
(
g(Ii_)
)
l =
m∧
j=1
(
Blj → (Ii_) j
)= m∧
j=1
((
c(Dl)
)
j → Ii j
)= (c(D↓l ))i = (c(Cl))i = Ail,
which proves the theorem. 
Note that it is essential for the previous theorem that the decomposition I = A ◦ B uses formal concepts as factors (in
fact, essential is that columns of A are extents of formal concepts). The following theorem shows the basic properties of g
and h.
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P  P ′ implies g(P ) g(P ′), (4)
Q  Q ′ implies h(Q ) h(Q ′), (5)
h
(
g(P )
)
 P , (6)
Q  g
(
h(Q )
)
. (7)
Proof. By routine veriﬁcation using (2) and (3). (Note that the properties can also be proved by observing that g and h are
so-called isotone Galois connections associated to matrix B , see [11].) 
The following properties can easily be derived from (4)–(7):
Corollary 1.
g(P ) = g(h(g(P ))), (8)
h(Q ) = h(g(h(Q ))), (9)
g
(∧
s∈S
Ps
)
=
∧
s∈S
g(Ps), (10)
h
(∨
t∈T
Q t
)
=
∨
t∈T
h(Qt). (11)
Observe now that properties (4)–(7) can be regarded as natural requirements for mappings transforming vectors between
the attributes and factors spaces: (4) says that the more attributes an object has, the more factors apply, while (5) says
that the more factors apply, the more attributes an object has. This is in accordance with the factor model implied by the
decomposition I = A ◦ B which uses the Boolean matrix product. Namely, according to this model, an object has an attribute
iff there is a factor which applies to the object and is associated to the attribute. Therefore, “more attributes” is positively
correlated with “more factors” for an object. (6) corresponds to the idea that common attributes associated to all the factors
which apply to a given object need to be contained in the collection of all attributes possessed by that object. (7) also has
a simple meaning though the verbal description is somewhat cumbersome.
To get a further understanding of the transformations between the space of attributes and the space of factors, let for
P ∈ {0,1}m and Q ∈ {0,1}k denote by g−1(Q ) the set of all vectors mapped to Q by g and by h−1(P ) the set of all vectors
mapped to P by h, i.e.
g−1(Q ) = {P ∈ {0,1}m ∣∣ g(P ) = Q },
h−1(P ) = {Q ∈ {0,1}k ∣∣ h(Q ) = P}.
Then we have:
Theorem 6.
(1) g−1(Q ) is a convex partially ordered subspace of the attribute space and h(Q ) is the least element of g−1(Q ).
(2) h−1(P ) is a convex partially ordered subspace of the attribute space and g(P ) is the largest element of h−1(P ).
Note that S ⊆ {0,1}p is a convex subset if V ∈ S whenever U  V W for some U ,W ∈ S .
Proof. (1) Let P be from g−1(Q ), i.e. g(P ) = Q . Then, in particular, Q  g(P ). Using (5) and (6), h(Q )  h(g(P ))  P .
Moreover, using (8) we get Q = g(P ) = ghg(P ) = gh(Q ), hence h(Q ) ∈ g−1(Q ). Therefore, h(Q ) is the least vector of
g−1(Q ). Let now U ,W ∈ g−1(Q ) and U  V W . (4) yields Q = g(U ) g(V ) g(W ) = Q , hence g(V ) = Q , proving that
g−1(Q ) is convex.
The proof of (2) is analogous. 
Theorem 6 describes the geometry behind g and h: The space {0,1}m of attributes and the space {0,1}k of factors are
partitioned into an equal number of convex subsets. The subsets of the space of attributes have least elements, the subsets
of the space of factors have greatest elements. Every element of one of the convex subset of the space of attributes is
mapped by g to the greatest element of the corresponding convex subset of the space of factors. Every element of one of
the convex subset of the space of factors is mapped by h to the least element of the corresponding convex subset of the
space of attributes. Theorem 6 is illustrated in Fig. 2
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2.4. Reduction to set covering optimization problem and complexity
2.4.1. Reduction to set covering optimization problem
The above considerations allow us to see that the problem of ﬁnding a decomposition I = AF ◦ BF is reducible to the set
covering optimization problem for which we refer to [6]. In the set covering optimization problem, we are given a set U and
a collection S ⊆ 2U of subsets of U with ⋃S = U . The goal is to ﬁnd a set C ⊆ S with the smallest number of sets possible,
i.e. with |C| as small as possible, such that C covers U , i.e. such that U =⋃C . The set covering optimization problem is
NP-hard and the corresponding decision problem is NP-complete. However, there exists an eﬃcient greedy approximation
algorithm for the set covering optimization problem which achieves an approximation ratio  ln(|U |) + 1, see [6]. We will
exploit this algorithm in Section 2.5.
From the geometric insight provided above, we can see that I = AF ◦ BF means that I is covered by the rectangles
corresponding to 〈Cl, Dl〉’s from F . Consequently, given I and the associated B(X, Y , I), which as we mentioned can be
eﬃciently computed form I , the problem of ﬁnding a decomposition I = AF ◦ BF is reducible to the set covering problem
by putting U = {〈i, j〉 | Ii j = 1} and S = {C × D | 〈C, D〉 ∈ B(X, Y , I)}. That is, the set U to be covered is the set of all pairs
for which the corresponding entry Ii j is 1, and the set S of sets which can be used for covering U is the set of “rectangular
sets” of positions corresponding to formal concepts 〈C, D〉 ∈ B(X, Y , I).
2.4.2. Complexity of decomposition
The reduction described in the previous paragraph does not answer the question of the complexity of the factorization
problem. In this paragraph we provide a simple argument showing that the problem is NP-hard and its decision version,
i.e. decide for given I and positive integer k whether there exists a decomposition I = A ◦ B with the inner dimension k,
is NP-complete. Note that this result is presented in a slightly different terms in [23], see also [24]. Namely, [23] deals
with covering by submatrices of I which contain 1s, rather than with decompositions of I . But such coverings correspond
uniquely to decompositions as shown in this paper. To show the reduction, let us ﬁrst recall the set basis problem, the
decision version of which is the following. Given a collection S = {S1, . . . , Sn} of sets Si ⊆ {1, . . . ,m} and a positive integer
k, is there a collection C = {C1, . . . ,Ck} of subsets Cl ⊆ {1, . . . ,m} such that for every Si there is a subset Di ⊆ {C1, . . . ,Ck}
for which
⋃
Di = Si (i.e., the union of all sets from Di is equal to Si)? In the corresponding optimization problem, given S ,
the problem is to ﬁnd the least C satisfying the above conditions. The set basis decision problem is NP-complete and the
corresponding optimization problem is NP-hard [28]. The set basis problem is easily reducible to the problem of factoriza-
tion: Given S , deﬁne an n ×m binary matrix I by Ii j = 1 if and only if j ∈ Si . One can check that I = A ◦ B for n × k and
k ×m binary matrices A and B if and only if Cl (l = 1, . . . ,k) and Di , deﬁned by j ∈ Cl iff Blj = 1 and Cl ∈ Di iff Ail = 1,
represent a solution to the set basis problem given by S . Therefore, the problem to ﬁnd a factorization I = A ◦ B with k as
small as possible is NP-hard, and the corresponding decision problem is NP-complete:
Theorem 7. The problem to ﬁnd a decomposition I = A ◦ B of an n ×m binary matrix I into an n × k binary matrix A and a k ×m
binary matrix B with k as small as possible is NP-hard and the corresponding decision problem is NP-complete.
Note that this result is also reported in [22,31] where the authors were apparently not familiar with [23,24]. Therefore,
unless P = NP , there is no polynomial-time algorithm which solves the factorization problem.
2.5. Greedy approximation algorithms
Let us now turn to algorithms. We propose two approximation algorithms for the solution of the problem of decompo-
sition of a binary matrix I . Due to Theorem 2, we look for a smallest set F of factor concepts of I , i.e. for a smallest set
F ⊆ B(X, Y , I) of formal concepts of I for which I = AF ◦ BF .
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INPUT: I (Boolean matrix)
OUTPUT: F (set of factor concepts)
set S to B(X, Y , I)
set U to {〈i, j〉 | Ii j = 1}
set F to ∅
for each 〈C, D〉 ∈ S:
if 〈C, D〉 ∈ O(X, Y , I) ∩ A(X, Y , I):
add 〈C, D〉 to F
remove 〈C, D〉 from S
for each 〈i, j〉 ∈ C × D:
remove 〈i, j〉 from U
while U = ∅:
do select 〈C, D〉 ∈ S that maximizes (C × D) ∩ U :
add 〈C, D〉 to F
remove 〈C, D〉 from S
for each 〈i, j〉 ∈ C × D:
remove 〈i, j〉 from U
return F
2.5.1. First algorithm: Algorithm 1
The above-mentioned reduction of the problem of ﬁnding a small set F of factor concepts to the set covering optimiza-
tion problem enables us to utilize a greedy approximation algorithm for the set covering optimization problem described
in [6] which we mentioned in Section 2.4. Theorem 3 enables us to speed such algorithm up by inserting the mandatory
factor concepts in the beginning. As a result, we get Algorithm 1, our ﬁrst algorithm.
Example 4. Algorithm 1 is based on selecting formal concepts which have the maximal overlap with U . To demonstrate
Algorithm 1, consider the following binary matrix:⎛
⎜⎝
1 0 1 0 1 1
0 0 1 0 0 0
1 1 0 1 1 1
0 0 1 0 0 1
0 1 1 1 0 1
⎞
⎟⎠ .
The matrix has 16 non-zero entries. We need to cover them with the smallest number of formal concepts (rectangles). In
the ﬁrst step, Algorithm 1 selects the concept 〈{1,4,5}, {3,6}〉 whose “value” given by the size of {1,4,5} × {3,6} is 6. The
rectangle corresponding to 〈{1,4,5}, {3,6}〉 is indicated by bold 1s in the following matrix:⎛
⎜⎝
1 0 1 0 1 1
0 0 1 0 0 0
1 1 0 1 1 1
0 0 1 0 0 1
0 1 1 1 0 1
⎞
⎟⎠ .
In the next step, the algorithm removes the bold 1s, i.e. we get a new matrix:⎛
⎜⎝
1 0 0 0 1 0
0 0 1 0 0 0
1 1 0 1 1 1
0 0 0 0 0 0
0 1 0 1 0 0
⎞
⎟⎠ .
We now repeat the procedure with this new matrix. The next concept 〈C, D〉 which maximizes (C × D) ∩ U is
〈{3,5}, {2,4,6}〉. The “value” of this concept is 5 because the overlap of the rectangle {3,5} × {2,4,6} with the remain-
ing 1s in the matrix contains ﬁve 1s. After removing the rectangle from the matrix, we have:⎛
⎜⎝
1 0 0 0 1 0
0 0 1 0 0 0
1 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎠ .
Then, the algorithm selects 〈{1,3}, {1,5,6}〉 and removes four 1s from the matrix. Finally, it chooses 〈{1,2,4,5}, {3}〉 and
removes the remaining 1. Then, the algorithm stops and returns
F = {〈{1,4,5}, {3,6}〉, 〈{3,5}, {2,4,6}〉, 〈{1,3}, {1,5,6}〉, 〈{1,2,4,5}, {3}〉}.
This gives the following factorization AF ◦ BF = I:⎛
⎜⎝
1 0 1 1
0 0 0 1
0 1 1 0
1 0 0 1
⎞
⎟⎠ ◦
⎛
⎝ 0 0 1 0 0 10 1 0 1 0 1
1 0 0 0 1 1
0 0 1 0 0 0
⎞
⎠=
⎛
⎜⎝
1 0 1 0 1 1
0 0 1 0 0 0
1 1 0 1 1 1
0 0 1 0 0 1
⎞
⎟⎠ .1 1 0 1 0 1 1 1 0 1
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INPUT: I (Boolean matrix)
OUTPUT: F (set of factor concepts)
set U to {〈i, j〉 | Ii j = 1}
set F to ∅
while U = ∅:
set D to ∅
set V to 0
while there is j /∈ D such that |D ⊕ j| > V :
do select j /∈ D that maximizes D ⊕ j:
set D to (D ∪ { j})↓↑
set V to |(D↓×D) ∩ U |
set C to D↓
add 〈C, D〉 to F
for each 〈i, j〉 ∈ C × D:
remove 〈i, j〉 from U
return F
2.5.2. Second algorithm: Algorithm 2
A crucial part of Algorithm 1 is the selection of a concept 〈C, D〉 ∈ S which maximizes (C × D) ∩ U . A straightforward
way to make the selection is to compute all the formal concepts ﬁrst and then, during each iteration, select the one with
the largest (C × D) ∩ U . This way, which is used in Algorithm 1, produces good results (the number of factors is usually
near the optimum). For large data sets, it is however not eﬃcient. Namely, even though formal concepts provide us with
the space of optimal factors, their number can still be large. This impairs speed and memory eﬃciency.
We now modify Algorithm 1 as follows. Instead of going through all formal concepts, which are the candidates for
factor concepts, we construct the factor concepts by adding sequentially “promising columns.” This idea is based on the
fact that, for each formal concept 〈C, D〉, D can be expressed as D = ⋃y∈D{y}↓↑ . We also use the observation that if
y /∈ D then 〈(D ∪ {y})↓, (D ∪ {y})↓↑〉 is a formal concept with D ⊂ (D ∪ {y})↓↑ . Therefore, we may construct any concept by
adding sequentially {y}↓↑ to the empty set of attributes. In our case, the greedy approach makes us to select y ∈ Y which
maximizes
D ⊕ y = ((D ∪ {y})↓×(D ∪ {y})↓↑)∩ U . (12)
Hence, we modify Algorithm 1 in the following way. Instead of going through all possible concepts, we just go through
columns which maximize the value of the factor being constructed. This way we get Algorithm 2, our second algorithm.
Example 5. In general, Algorithms 1 and 2 produce different results. For instance, if we take the binary matrix from Ex-
ample 4, Algorithm 2 will proceed as follows. First, it selects 1 ∈ Y because |∅ ⊕ 1| = 6, which is the maximum value.
Since, {1}↓ = {1,3} and {1}↓↑ = {1,5,6}, the ﬁrst factor concept selected is 〈{1,3}, {1,5,6}〉. No further attribute is added to
{1,5,6} because it would not increase the number of 1s covered by this factor. After removing the corresponding rectangle,
we obtain matrix⎛
⎜⎝
0 0 1 0 0 0
0 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 0 1
0 1 1 1 0 1
⎞
⎟⎠ .
In the next step, attribute 2 is selected and the induced concept 〈{2}↓, {2}↓↑〉 = 〈{3,5}, {2,4,6}〉 is the second factor concept.
The process continues with attributes 3 and 6 so that we ﬁnally obtain
F = {〈{1,3}, {1,5,6}〉, 〈{3,5}, {2,4,6}〉, 〈{1,2,4,5}, {3}〉, 〈{1,3,4,5}, {6}〉},
inducing the following factorization AF ◦ BF = I:⎛
⎜⎝
1 0 1 1
0 0 1 0
1 1 0 1
0 0 1 1
0 1 1 1
⎞
⎟⎠ ◦
⎛
⎝ 1 0 0 0 1 10 1 0 1 0 1
0 0 1 0 0 0
0 0 0 0 0 1
⎞
⎠=
⎛
⎜⎝
1 0 1 0 1 1
0 0 1 0 0 0
1 1 0 1 1 1
0 0 1 0 0 1
0 1 1 1 0 1
⎞
⎟⎠ .
2.5.3. Algorithm 1 and Algorithm 2: experiments and comparisons
In the previous two examples, we have seen that the algorithms produce different sets of factor concepts in general.
Moreover, the algorithms may produce different numbers of factor concepts for the same binary matrix. We have performed
experiments with randomly generated datasets and large datasets from the UCI Machine Learning Repository [1] to compare
behavior and performance of the algorithms.
First, we observed how close is the number of factors found by Algorithm 1 and Algorithm 2 to the actual least number
of factors. We were generating 20 × 20 binary matrices with 50% of 0s and 1s. Then, we were determining the optimal
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Approximation of optimal factorizations.
Optimal number of factors Algorithm 1 number of factors Algorithm 2 number of factors
5 5.313± 0.520 5.255± 0.473
6 6.545± 0.683 6.443± 0.666
7 7.785± 0.832 7.672± 0.781
8 9.182± 1.032 9.139± 1.097
9 10.542± 1.150 10.416± 1.107
10 11.718± 1.210 11.641± 1.213
11 12.775± 1.259 12.740± 1.290
12 13.800± 1.226 13.751± 1.229
13 14.652± 1.235 14.623± 1.306
14 15.284± 1.124 15.401± 1.162
15 16.068± 1.054 16.056± 1.011
Table 6
Factorization of randomly generated matrices.
Density % of 1s Algorithm 1 number of factors Algorithm 2 number of factors
94% 6.740± 0.821 6.710± 0.836
92% 7.026± 0.894 7.008± 0.861
90% 7.538± 0.889 7.532± 0.903
88% 8.278± 0.935 8.338± 1.005
85% 9.478± 1.012 9.592± 1.106
75% 11.620± 1.091 11.844± 1.141
50% 14.651± 0.529 14.791± 0.412
25% 14.590± 0.645 14.556± 0.649
15% 13.452± 1.095 13.374± 1.127
12% 11.893± 1.471 11.753± 1.462
10% 10.914± 1.685 10.782± 1.632
8% 9.876± 1.672 9.744± 1.633
7% 8.912± 1.683 8.810± 1.651
number of factors using a brute-force algorithm and compared the number with the number of factors which were found
by Algorithm 1 and Algorithm 2. The results are shown in Table 5. Rows of Table 5 correspond to the optimal numbers
of factors. The second column of Table 5 shows the average number of factors determined by Algorithm 1. The numbers
are written in the form of “average value ± standard deviation.” The last column presents results for Algorithm 2. We can
see that the performance of both of the algorithms is practically the same. The average numbers of factors are close to the
optimum value and, in most cases, the optimum lies within (or close to) one standard deviation of the average value. Note
that the total number of matrices from which we obtained the results in Table 5 was 80,000.
The next example demonstrates factorization of binary matrices with varying “sparseness”/“density.” The results of this
experiment correspond to the common intuition that “sparse” and “dense” matrices can be factorized with small number
of factors whereas matrices with approximately equal numbers of 1s and 0s are not that good for factorization, cf. [8]. The
values in Table 6, show results of factorization of 15× 15 matrices of various densities. By density we mean the percentage
of 1s which appear in a matrix. Again, both of the algorithms are comparable in terms of the number of factor concepts
they produce. This time, the rows contain average numbers of factor concepts found in matrices of a given density. We can
see from Table 6 that for randomly generated matrices with average density, the number of computed factors is nearly the
same as the number of the original attributes. On the other hand, sparse matrices can usually be factorized by a considerably
smaller number of factors.
We now turn our attention to performance of the algorithms. Algorithm 1 can deliver better factorizations than Algo-
rithm 2 because it selects factor concepts form the system of all formal concepts associated to the binary matrix I . When
the binary matrix is large, Algorithm 2 is much faster than Algorithm 1. For instance, we have tested the computing time
with several data sets from the UCI Machine Learning Repository [1]. For the well-known MUSHROOM data set, which con-
sists of 8124 objects and 119 attributes, there are 238,710 associated formal concepts. During its computation, Algorithm 1
ﬁrst computes all the concepts, stores them and then iterates over the 238,710 concepts multiple times. On the contrary,
Algorithm 2 just goes over the 119 attributes and it does not precompute all the concepts. Table 7 compares eﬃciency of
both the algorithms on the MUSHROOM data set. The algorithms were implemented in ANSI C and executed on an Intel
Xeon 4 CPU 3.20GHz machine with 1GB RAM. Algorithm 2 outperforms Algorithm 1 both in terms of memory consumption
and the time needed to ﬁnd the factorization. Notice the signiﬁcant speed-up which is due to not computing and iterating
multiple times the set of all formal concepts associated to the input data.
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MUSHROOM factorization performance.
Algorithm 1 Algorithm 2
Time 18 min, 5.66 s 12.47 s
Memory 97 MB RAM 2 MB RAM
2.6. Approximate factorization
In case of large matrices I , it is particularly appealing to look for approximate decompositions of I . That is, we look for
A and B such that I is approximately equal to A ◦ B . We know from the discussion above that for every set F ⊆ B(X, Y , I)
of formal concepts, AF ◦ BF approximates I from below. That is, AF ◦ BF  I , i.e. (AF ◦ BF )i j  Ii j for every row i
and column j. Furthermore, by adding further concepts to F , we tighten the approximation. That is, for F ⊆ F ′ we have
AF ◦ BF  AF ′ ◦ BF ′  I . Intuitively, while exact factorization may require a large number of factors, a considerably smaller
number of factors may account for a large portion of the data set. That is, while the requirement of I being equal to
AF ◦ BF may imply the need for a large F , a considerably smaller F may be enough to meet a weaker requirement
of I being approximately equal to AF ◦ BF . From the perspective of the results presented in this paper, solutions to the
approximate factorization problem can be looked for by a slight modiﬁcation of Algorithm 1 and Algorithm 2. Recall that
the algorithms ﬁnish the computation if each 1 from the input table is covered by at least one factor. We can modify the
halting condition of the algorithm so that the algorithm
– stops if the number of factors exceeds threshold n; or
– stops if the factors cover “almost all 1s” of the input matrix I .
In either case, we obtain a set F of factor concepts for which AF ◦ BF  I . Due to this fact, closeness of AF ◦ BF to I can
be assessed as follows. For I and F ⊆ B(X, Y , I), deﬁne A(I,F) by
A(I,F) = Area(F)
Area(B(X, Y , I)) ,
where for G ⊆ B(X, Y , I) we put
Area(G) = ∣∣{〈i, j〉 ∣∣ (AG ◦ BG)i j = 1}∣∣.
Hence, Area(G) is the number of 1s in the matrix I covered by the set G of formal concepts. As a consequence,
Area(B(X, Y , I)) is the number of 1s in the input matrix. We call A(I,F) a degree of approximation of I by F . Clearly,
100 · A(I,F) is the percentage of 1s in the input matrix I which are covered by factors from F . Observe that A(I,F) ∈ [0,1]
and in addition, A(I,F) = 1 iff I = AF ◦ BF , i.e., iff the factors completely explain the data. Note that looking for a set F
of approximate factors, i.e. such with a suﬃciently high A(I,F), is particularly appealing for larger matrices I . Experiments
on approximate factorization are presented in Section 3.
3. Experiments
In this section, we present several examples of factorization using Algorithm 1 and Algorithm 2.
Example 6. The ﬁrst experiment concerns analysis of factors which determine attributes of European Union countries. We
used data from the Rank Order pages of the CIA World Factbook 2006.1 The data describe socio-economic indicators such as
“GDP per capita,” “energy production/consumption,” “population growth,” “military expenditures,” “industrial production,”
etc. The indicators have numerical values. For instance, “GDP per capita” is measured in thousands USD. Using binarization,
we transformed the data to a binary matrix consisting of 27 rows (EU countries) and 235 columns (yes/no attributes).
For the binarization, we proceed as follows. For every socio-economic indicator y, we ﬁrst compute its basic statistical
characteristics (quartiles, sample mean, and standard deviation) of the corresponding sample given by the values on 27
EU countries. Then, we introduce ﬁve Boolean (yes/no) attributes based on these characteristics. In detail, for v being a
numerical value of indicator y, we consider ﬁve Boolean attributes with values 1 (or 0) if the following conditions are (or
are not) satisﬁed:
(a) v < q1 (v is smaller than the ﬁrst quartile),
(b) q1  v and v  q3 (v lies in the inter-quartile range),
(c) v > q3 (v is greater than the third quartile),
1 https://www.cia.gov/library/publications/download/.
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(e) v ∈ [y − 2s, y + 2s] (v falls within two standard deviations of the mean).
The resulting binary matrix serves as testing data for the above-described method of factor analysis. Let us also mention
that replacing the original numerical values by the above-mentioned Boolean attributes may help users understand the
data. Often, people are not interested in exact numerical values of socio-economic indicators. Rather, they are (intuitively)
working with notions like “value is close to the average” which is captured the Boolean attribute described by (d). This is
particularly true if one needs to draw conclusions regarding performance of EU countries, policy, etc.
The total number of formal concepts present in the 27× 235 Boolean matrix is 299,982, i.e. with X denoting the 27 EU
countries, Y denoting the 235 Boolean attributes, and I denoting the corresponding Boolean matrix, |B(X, Y , I)| = 299,982.
According to Theorem 2, B(X, Y , I) can be considered a space of optimal potential factors. From the formal concepts of
B(X, Y , I), Algorithm 1 computes a set F ⊆ B(X, Y , I) of factor concepts which explain the data in I , i.e. a set F for which
I = AF ◦ BF . Running Algorithm 1, we obtained a set F of 53 factor concepts, i.e. there exists F with
|F | = 53
for which I = AF ◦ BF . This means that the 27 × 235 matrix I can been decomposed into a Boolean product of a 27 ×
53 binary matrix AF representing a relationship between EU countries and the factors and a 53 × 235 binary matrix
BF representing a relationship between the factors and the original attributes. Note that the relationship between EU
countries and the original attributes (described by I) can be retrieved from the relationship between EU countries and
factors (described by AF ) and the relationship between factors and original attributes (described by BF ) according to:
Country x has attribute y iff there is a factor f such that f applies to x and y is one of the particular manifestations
of f . The transformations between the 235-dimensional space of attributes and the 53-dimensional space of factors are
accomplished by mappings g and h deﬁned by (2) and (3).
Due to space limitations, we cannot list all the attributes and factors. Note however, that the factors have a natural
interpretation providing us with an insight into the data. For instance, the largest factor applies to all the EU countries except
for France, Germany, Italy, Netherlands, Spain, and UK. The manifestations of this factor in terms of the original attributes
are attribute (d) for “GDP per capita” and attribute (d) for “oil import in bbl/day.” Therefore, the verbal description of this
factor (“GDP within two standard deviations of the mean and oil import within two standard deviations of the mean”) has
a clear meaning. Note that this factor does not apply to France, Germany, Italy, and UK due to their high GDP per capita,
and does not apply to Netherlands and Spain due to their high oil imports.
Example 7. Intuitively, if we factor-analyze a related subgroup of EU countries in Example 6, we expect that their 235
attributes are reducible to still a smaller number of factors. For instance, if we focus on the ten countries which joined EU
in 2004, there is a set F of 19 factors, i.e. for the 10× 235 Boolean matrix I we have I = AF ◦ BF where AF is a 10× 19
Boolean matrix and BF is a 19 × 235 Boolean matrix. Therefore, the 235 Boolean attributes are explained using just 19
factors ( 112 reduction). The larger reduction in this case can be seen consistent with the common knowledge that the new
EU countries have similar socio-economic characteristics.
Example 8. This example further illustrates the comparison of Algorithm 1 and Algorithm 2 on the MUSHROOM data set.
Both algorithms compute the same number of factor concepts but the sets of factor concepts are different. Nevertheless,
both the corresponding factors from the different collections cover approximately the same number of 1s in the matrix.
Namely, if we form a sequence 〈x1, y1〉, . . . , 〈xk, yk〉 where xi and yi are the numbers of 1’s covered by ith factor produced
by Algorithm 1 and Algorithm 2, respectively, and if we plot the points 〈xi, yi〉 in a two-dimensional plot (a qq-plot), we
can see that the points are gathered close to the diagonal. Fig. 3 shows this situation (the plot uses axes with a logarithmic
scale).
Example 9. The last example illustrates approximate factorization, cf. Section 2.6, of the MUSHROOM data set. Recall that the
MUSHROOM data set contains 8124 objects and 119 attributes and that the corresponding binary matrix I contains 238,710
formal concepts, i.e. |B(X, Y , I)| = 238,710. Experiments have shown that most of the information contained in the data
set can be represented through a relatively small number of factor concepts, i.e. most 1s in I are covered by a relatively
small number of concepts from B(X, Y , I). The results can be seen from the graphs shown in Fig. 4. The left and the right
part describe the results for Algorithm 1 and Algorithm 2, respectively. Notice the similarity of the graphs (cf. the previous
example). The graph shows a relationship between the number of factor concepts and the degree of approximation of the
original data set. We can see that even if we take a relatively small number of factor concepts, we achieve a high degree of
approximation. For instance, if we take ﬁrst 6 factor concepts returned by Algorithm 1, we get A(I,F) · 100% = 51.89%. This
can be interpreted as more than half the data contained in the MUSHROOM data set can be explained by six factors. The growth of
the degree of approximation is rapid for ﬁrst 10 factor concepts. For instance, ﬁrst 2, 3, and 4 factors cover 26.03%, 34.35%,
and 41.29% of the incidence data, respectively. If we use 60 factors, 95% of the data is covered.
Note that the need for approximate factorization of binary data is quite natural. In case of larger data sets, users are
usually interested in major dependencies and structures hidden in the data. The approach to approximate Boolean factor
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Fig. 4. Relationship between the number of factors and the approximation degree.
analysis can help achieve this goal: a user can specify the approximation degree a% as an additional constraint, meaning
that he is interested in factors which explain at least a% of the data. Investigation of further variations of the problem of
approximate factorization and developments of methods is necessary.
4. Conclusions and future research
We presented a novel approach to factorization of binary data. The approach is based on a theorem presented in this
paper, describing a space of optimal factors for decomposition of binary matrices. We presented greedy approximation al-
gorithms for ﬁnding a smallest set of factors in the space of optimal factors. The ﬁrst one is based on an approximation
algorithm for the set covering optimization problem, the second one is its modiﬁcation which avoids the need to compute
the set of all formal concepts. We presented examples demonstrating applications of Boolean factor analysis and perfor-
mance of the algorithms. The following is a list of problems left for future research:
– Criteria for good factors: Investigation of further criteria for discovery of factors including psychologically motivated
criteria. It might be desirable to look for F such that the numbers of attributes in the formal concepts’ intents are
restricted in a suitable way. For instance, one might require all formal concepts from F have approximately the same
number of attributes, i.e. the level of generality of all factors be approximately the same. Another criterion might be a
suitably deﬁned independence of factors.
– Further heuristics for improvement of Algorithm 1 and Algorithm 2. The heuristics are supposed to be drawn from
further theoretical insights.
– Approximate factorization: Can we combine the approximation “from below” provided by factor concepts with “approx-
imation from above”? The goal is to stop looking for additional factor concepts once the new factor concepts do not
contribute much to covering the yet uncovered part of I . After stopping, try to approximate I with a small number of
rectangles from above. Such rectangles are not formal concepts and their inclusion leads to inclusion of 1s for positions
where there are 0s in I .
– Extension to graded incidence data: Work is in progress on extending the methods from binary matrices to matrices
containing more general entries, such as numbers from the unit interval [0,1], instead of just 0 and 1, expressing
degrees to which attributes apply to objects. This is possible using an extension of formal concept analysis to the
setting of fuzzy logic, see e.g. [3,4].
– Relationships between BFA using formal concepts and approaches via associative networks, see [2,25] for hints.
– In general, applications of the dimensionality reduction aspect of decompositions of binary matrices in the ﬁelds of
knowledge discovery and machine learning.
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