Abstract. In the paper the motion of a fixed mass of a viscous compressible heat conducting fluid is considered. Assuming that the initial data are sufficiently close to an equilibrium state and the external force, the heat sources and the heat flow through the boundary vanish, we prove the existence of a global in time solution which is close to the equilibrium state for any moment of time.
Introduction.
In this paper we examine the global motion of a drop of a viscous compressible heat conducting fluid in the general case, i.e. without assuming any conditions on the form of the internal energy per unit mass e = e(ρ, θ). Here ρ = ρ(x, t) and θ = θ(x, t) (where x ∈ Ω t , t ∈ (0, T ), Ω t ⊂ R 3 is a bounded domain of a drop at time t) are the density and the temperature of the drop, respectively.
Next, let v = v(x, t) denote the velocity of the fluid, p = p(ρ, θ) the pressure, c v = c v (ρ, θ) the specific heat at constant volume, µ and ν the constant viscosity coefficients, κ the constant coefficient of the heat conductivity, p 0 the external (constant) pressure.
Then the motion of the drop is described by the following system of equations (see [1] , [2] ): Then, we obtain the following relation between the Eulerian x and the Lagrangian ξ coordinates of the same fluid particle:
t).
Let Ω be given. Then by (1.1)
By the continuity equation (1.1) 2 and the kinematic condition (1.1) 5 the total mass in conserved, i.e.
where M is a given constant.
The aim of this paper is to prove the existence of a global-in-time solution to problem (1.1). For this purpose we have to introduce an equilibrium state. Definition 1.1. By an equilibrium state we mean a solution (v, ρ, θ, Ω t ) of (1.1) such that v = 0, θ = θ e , ρ = ρ e , Ω t = Ω e for t ≥ 0, where ρ e , θ e are positive constants satisfying the state equation
and Ω e is a domain of volume
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To prove the global-in-time existence of solutions to problem (1.1) we have to restrict to looking for a solution which is close to the equilibrium state. Therefore we introduce
The paper consists of three sections. In Section 2 we present notation and auxiliary results, i.e. the local existence theorem for problem (1.1) proved in [11] and a differential inequality for the local solution proved in [13] .
Section 3 contains a few auxiliary lemmas and the main result of the paper -Theorem 3.7 which yields the global existence of solutions of problem (1.1), close to the equilibrium state.
The global motion of a viscous compressible heat-conducting fluid bounded by a free surface in R 3 has been also considered in papers [7] - [10] . In [10] we proved the existence of a global solution (v, θ, ρ) to problem (1.1) such that φ(t)
The global existence in [10] was proved under the assumption of a special form of internal energy e(ρ, θ) per unit mass.
Analogous result for equations describing the motion of a viscous compressible heatconducting capillary fluid but without assuming any conditions on the form of the internal energy e has been proved in [7] .
Paper [8] is also concerned with the free boundary problem (1.1) in the case when the shape of a free boundary is governed by a surface tension. It contains a proof of the global existence of solutions such that (u,
(Ω kT × (kT, t)) denote the anisotropic Sobolev-Slobodetskii spaces.
Papers [6] , [12] , [14] , [15] are concerned with the global existence theorems for free boundary problems for equations of the motion of viscous compressible barotropic fluids.
Papers [3] - [5] are devoted to the global motion of a viscous incompressible fluids bounded by a free surface, both with the surface tension ( [3] , [4] ) and without it ( [5] ).
Notation and auxiliary results.
First, we introduce some notation. Let
Let us introduce the spaces
where Ω iT is the considered domain at time t = iT , i ∈ N ∪ {0} and
In order to formulate the local existence theorem rewrite problem (1.1) in the Lagrangian coordinates as follows:
where 2, 3 and ∂ x i ξ k are elements of matrix ξ x which is inverse to the matrix
To prove the local existence of solutions we apply the method of successive approximations taking as zero step functions
which are solutions of the following parabolic problems:
wheren 0 is the unit outward vector normal to S. Functions u 0 and ϑ 0 satisfy the estimates (see [11] , estimates (4.3) and (4.5)):
where C 1 and C 2 are positive continuous increasing functions of T ; u 0t (0), u 0tt (0), θ 0t (0), ϑ 0tt (0) are calculated from (2.2) and (2.3). Finally, η 0 is a solution of the problem
Next, assume that (2.6)
and define
, ϑ tt (0) are calculated from (1.1) 1 and (1.1) 2 , respectively; H 0 > 0 is a constant. Then the following theorem holds.
Let assumptions (2.6), (2.7) and the following compatibility conditions be satisfied :
Assume that F 1 (t) + F 2 (t) < A for t ≤ T , where A > 0 is a constant depending also onH 0 (i.e. there exists a positive continuous increasing function
Then there exists T > 0 (depending on A) such that there exists a unique solution u, ϑ ∈ A T,Ω , η ∈ B T,Ω of (2.1) and 
; θ e and ρ e are given by Definition 1.1. Now, we recall the differential inequality proved in [13] . To derive this inequality we use a partition of unity ({Ω i }, {ζ i }), Ω ⊂ i∈M∪NΩ i , i∈M∪N ζ i (x) = 1 for x ∈ Ω, whereΩ i , i ∈ M, are interior subdomains andΩ i , i ∈ N , are boundary subdomains, i.e. Ω i ⊂ Ω for i ∈ M andΩ i ∩ S = ∅ for i ∈ N . We can assume that ζ i (ξ) = 1 for ξ ∈ω i , whereω i is such thatω i ⊂Ω i .
Consider now a boundary subdomainΩ i (which we denote for simplicity byΩ) and let β ∈ω i ∩ S ⊂Ω ∩ S,S = S ∩Ω. Introduce local coordinates connected with {ξ} by (2.12)
where {α kl } is a constant orthogonal matrix such thatS is determined by
Next, we introduce functions u , ϑ and η by
where ξ = ξ(y) is the inverse transformation to (2.12).
Further we introduce the transformation of variables, z = Ψ(y), by
whereF is an extension of F toΩ. LetΩ
where χ(ξ) = Ψ(ψ(ξ)) and y = ψ(ξ) is defined by (2.12).
Introduce also the notatioñ
Next, assume that (2.13)
where T is the time of the local existence) and introduce the functions:
(2.14)
dt and the constants from the imbedding theorems and the Korn inequalities (which depend on Ω t , t ≤ T ); A and J are the Jacobians of transformations x = x(ξ) and x = x(z), respectively.
By τ we denoted in (2.16) z 1 , z 2 , i.e. τ = (z 1 , z 2 ) and by n we denoted z 3 . Moreover, α is a multiindex and
The following lemma holds.
Lemma 2.3 (see [13] , Theorem 2). 
Global existence. Let us introduce the spaces
where φ and Φ are given by (2.14) and (2.15), respectively. From the definition ofφ (see (2.16)) it follows that
where c 2 , c 3 > 0 are constants depending on the same quantities as constants c 0 and c 1 from inequality (2.17).
In view of (3.1), estimate (2.11) from Lemma 2.2 yields
where c 4 > 0 is a constant depending on the same quantities as c 2 and c 3 and on A.
Hence we obtain the lemma.
). Let assumptions (2.13), (2.7) and compatibility conditions (2.9), (2.10) be satisfied. Moreover, assume
where T > 0 is the time of the local existence) and the following estimate holds
Another consequence of Lemma 2.2 is the remark.
Remark 3.2. Estimate (2.11) and assumption (3.2) yield
where ψ 3 is a positive continuous function, c 5 > 0 is a constant from the imbedding theorem depending on Ω.
Hence, relation (1.2) implies that both the shape and the volume of Ω t do not change much for t ≤ T and the constants c i (i = 0, . . . , 6) can be chosen independently of time for t ≤ T . Now, we prove 
Lemma 3.3 suggests that the solution can be continued to the interval [T, 2T ]. However, to do this we must have the sum of the right-hand sides of (2.4) and (2.5) with initial conditions at T estimated by A.
Let 
where α 1 > 0 is a constant (not necessarily small ). Then for ε sufficiently small we have
Proof. Repeating the argument from [12] (see Lemma 3.8) we obtain the inequality
By assumption (3.2), estimate (3.5) yields
for ε so small that c 9 ε ≤ c 8 /2.
, where t ≤ T . Integrating (3.6) over (t * , τ ) (τ ≤ t) and using the estimate G 1 ≥ g 1 we get
Assuming that ε is so small that 2c 10 ε ≤ c 8 α 1 we obtain
This completes the proof.
Lemma 3.6. Let
where α 2 > 0 is a constant. Then
The proof of Lemma 3.6 is analogous to that of Lemma 3.5.
Now, we prove the main result of the paper.
); p ρ > 0, p θ > 0 for ρ, θ > 0 and assume that there exist ρ e > 0 and θ e > 0 satisfying equation .2) and (2.3), respectively) and let the following compatibility conditions be satisfied:
wheren 0 is the unit outward vector normal to S.
Moreover, assume that
where
where a and b are arbitrary constant vectors;
Then for sufficiently small ε there exists a global solution of
for t ∈ R + and
where c 2 and c 3 are constants from (3.10).
Proof. We prove the theorem as in the barotropic case (see [12] , Theorem 3.9), step by step using the local existence in a fixed interval. First, notice that by (2.14) and (2.16), 
