A convolutional neural network for deflectometry-based depth estimation by MIŠČIČ, ANDREJ
Univerza v Ljubljani
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Povzetek
Naslov: Konvolucijska nevronska mreža za ocenjevanje globine z deflekto-
metrijo
Avtor: Andrej Mǐsčič
V diplomski nalogi obravnavamo problem ocenjevanja globine odbojnih povr-
šin z deflektometrijo. Klasični pristopi, kot je struktura iz gibanja, na od-
bojnih površinah ne delujejo, zato se uporabljajo metode deflektometrije.
Navadno pristopi, ki temeljijo na teh metodah, uporabijo sinusoiden projek-
cijski vzorec in s frekvečno analizo in triangulacijo izračunajo globine točk
na sliki. Pomanjkljivost takih pristopov je potreba po večih slikah površine
in natančni kalibraciji sistema. V nalogi predlagamo metodo DeflectoDepth,
ki temelji na konvolucijskih nevronskih mrežah. Za delovanje potrebuje zgolj
eno vhodno sliko, za katero napove globino površine in generira masko pro-
jekcijskega vzorca. Za namen evalviranja metode smo v sklopu naloge za-
jeli podatkovno zbirko CarDepth, kjer smo za opazovano površino izbrali
karoserije avtomobilov. Mreža DeflectoDepth pri napovedovanju globine do-
sega povprečno absolutno napako 15.40 mm in pri generiranju maske na-
tančnost 98.5% ter priklic 97.3%. Razvili smo tudi različico osnovne metode
DeflectoDepthNOM , ki napoveduje zgolj globino. Ta različica dosega pov-
prečno absolutno napako 13.44 mm.
Ključne besede: konvolucijske nevronske mreže, deflektometrija, ocenjeva-
nje globine, računalnǐski vid.

Abstract
Title: A convolutional neural network for deflectometry-based depth esti-
mation
Author: Andrej Mǐsčič
In this thesis we address the problem of specular surface deflectometry-based
depth estimation. Classical approaches, such as structure from motion, fail
on specular surfaces – that’s why deflectometry-based methods are used.
Typically these methods will use a sinusoidal fringe projection pattern and
through use of frequency analysis and triangulation calculate the depth of
a particular point. The drawback of these methods is that they require ac-
curately calibrated system and multiple photos of the surface. In the thesis
we propose method DeflectoDepth that is based on convolutional neural net-
works. It only needs one photo in order to work, for which it is able to predict
both the depth and the mask of projected pattern. For evaluation purposes
we prepared a data set CarDepth, where we used car bodies as the observed
surface. Method DeflectoDepth achieves mean absolute error of 15.40 mm
at depth estimation and precision of 98.5% and recall of 97.3% at mask pre-
diction. We also developed a variant of the base method DeflectoDepthNOM ,
which only predicts depth. This variant achieved mean absolute error of
13.44 mm.





3D rekonstrukcija je področje, ki se ukvarja z rekonstruiranjem 3D oblike
predmetov iz slik. V praksi se uporablja na področjih računalnǐske grafike in
animacij, računalnǐsko podprtem načrtovanju in pa v industriji za potrebe
kvalitativne analize izdelkov. V diplomski nalogi obravnavamo problem oce-
njenjevanja globine odbojnih površin. Prav to informacijo o tretji dimen-
ziji, oddaljenosti površine od kamere, lahko uporabimo za 3D rekonstrukcijo
površine opazovanega predmeta.
Eden izmed klasičnih pristopov k rekonstruciji oblike predmetov je struk-
tura iz gibanja (ang. structure from motion)[31]. Zanaša se na iskanje
množice korespondenc v zaporedju slik predmeta, iz katere nato s triangula-
cijo izračuna pozicije le-teh v prostoru. Pri analizi zrcalnih površin se pojavi
problem, da je težko določiti korespondence, saj se zaradi manjkajoče teks-
ture na predmetu algoritem težko oprime na posamezne regije slike. Zaradi
tega moramo uporabiti aktivne metode rekonstrukcije [30], kjer na predmet
projiciramo strukturiran svetlobni vzorec. Primer so globinski senzorji, kot
je Kinect, ki na površino projicira laser v infra-rdečem svetlobnem spek-
tru in z analizo odbojev dobi podatek o globini. Takšni senzorji so dragi,
hkrati pa zahtevajo kontrolirane pogoje zajemanja slik. Pogosto se zato
uporabljajo metode deflektometrije [12], ki temeljijo na analizi odboja pro-
jiciranega vzorca. Uporabne so predvsem v industriji, saj z njimi lahko ne-
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destruktivno analiziramo občutljive izdelke, kot so teleskopske in očalne leče
ter deli avtomobilov. Problem metod deflektometrije je zahteva po natančni
kalibraciji sistema, kar je zamuden proces, poleg tega pa so tudi počasneǰse,
saj za analizo potrebujejo več slik.
1.1 Sorodna dela
Metode deflektometrije [12] temeljijo na projiciranju vzorca na zrcalno ali
odbojno površino in analizi deformacij le-tega. Do teh pride, če vzorec proji-
ciramo na ukrivljeno površino, saj črte odstopajo od vzporednih linij. Upora-
blja se sinusoiden črtast vzorec, kjer lahko za vsako točko določimo, kakšen je
njen fazni zamik. To nam pomaga, da v postopku rekonstrukcije na podlagi
svetlosti posnetega piksla določimo njegovo fazo in s pomočjo analize frekvenc
določimo nagib v dani točki. Za izračun nagiba v x in y smeri potrebujemo
dva vzorca, katerih črte so medsebojno pravokotne. Vrednosti nagibov nato
uporabimo za 2D integracijo, s katero pridobimo distribucijo vǐsine predmeta,
za izračun katere pa potrebujemo še prej poznane grobe vrednosti globine.
Ta celoten postopek imenujemo fazna deflektometrija (ang. phase measuring
deflectometry)[16, 34]. Za vsako opazovano točko pa obstaja več možnih
kombinacij vǐsine predmeta in nagiba, ki pojasnjujejo pridobljeno fazo. Ta
pojav imenujemo negotovost vǐsine in nagiba (ang. height-slope ambiguity)
in predstavlja poglaviten problem za detekcijo globine predmeta [11].
V [16] negotovost vǐsine in nagiba rešujejo z vpeljavo stereo sistema ka-
mer. S pomočjo zaznanih faznih zamikov poǐsčejo pare točk z enakima fa-
zama. Ker je sistem natančno kalibriran, so nato zmožni s pomočjo triangu-
lacije določiti vǐsino za dano točko. V [33] in [20] postopek še nadgradijo z
uporabo dveh zaslonov za projiciranje enakega črtastega vzorca. Iz kalibra-
cijskih podatkov in obeh faznih map izpeljejo model vǐsine predmeta, tako
lahko iz informacije o fazah izpeljejo globino za posamezno točko namesto
nagiba. Njihov sistem ne potrebuje 2D integracije, je robustneǰsi in omogoča
tudi zaznavo vǐsin nezveznih predmetov. Pomanjkljivost obeh predstavljenih
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metod je potreba po zelo natančni kalibraciji sistema, ki je zamuden proces,
za katerega potrebujemo množico predmetov s poznanimi oblikami. Hkrati
metodi za optimalno delovanje potrebujeta več zajetih slik in sta zato rela-
tivno počasni. V [22] ta problem naslovijo tako, da na predmet projicirajo
zgolj en vzorec, ki ga sestavljajo pravokotne črte. Zajet vzorec nato z upo-
rabo Fourierjeve transformacije pretvorijo v frekvenčni prostor, kjer z maski-
ranjem ločijo informacije o vzorcu v x in y smeri. Iz pridobljenih frekvenčnih
spektrov nato z uporabo inverzne Fourierjeve transformacije rekonstruirajo
začetna dva vzorca. Njihova metoda je hitreǰsa od zgoraj omenjenih, a je ob
tem občutljiveǰsa na šum.
Naš pristop temelji na konvolucijskih nevronskih mrežah, ki se pogo-
sto uporabljajo v monokularnem ocenjevanju globine - to je področje, ki
se ukvarja z oceno globine predmetov iz zgolj ene slike [2]. Eden izmed
prvih pristopov k temu problemu je predstavljen v [5]. Njihova metoda je
sestavljena iz dveh nevronskih mrež: namen prve podmreže je groba ocena
globalne skale globine, izhod le-te pa skupaj z vhodno sliko pošljejo v drugo
podmrežo, ki izbolǰsa napoved na lokalnih regijah in generira izhod. Za po-
trebe učenja so uvedli skalno-invariantno napako, ki poleg absolutne napake
globine meri tudi odstopanje distribucije. V metodi Monodepth [8] pa so
se avtorji problema lotili z nenadzorovanim učenjem, kjer so mrežo učili na
paru slik iz stereo kamer. Mreža se je učila iz leve slike rekonstruirati desno
in obratno, tako se je naučila najti dispariteto. Avtorji nato iz disparitete
s podatkoma o razdalji med slikama in gorǐsčni razdalji kamer izračunajo
globino.
1.2 Prispevki
Osrednji prispevek diplomske naloge je metoda, ki s pomočjo deflektometrije
ocenjuje globino na sliki. Metoda se razlikuje od klasičnih pristopov k de-
flektometriji, saj temelji na konvolucijskih nevronskih mrežah. Naša mreža
hkrati oceni globino in detektira vzorec na sliki, zato ni potrebe po ročni
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anotaciji. Poleg tega deluje na zgolj eni sliki in ne potrebuje predhodne ka-
libracije sistema za zaznavo, kar pospeši uporabo. Poleg mreže je prispevek
tudi podatkovna zbirka CarDepth, ki je sestavljena iz 212-ih slik projiciranega
črtastega vzorca na karoserije avtomobilov ter komplementarnih izmerjenih
globin in anotiranih mask.
1.3 Struktura dela
V nadaljevanju diplomske naloge smo najprej predstavili teoretično podlago
naše metode - v Poglavju 2 torej opǐsemo nevronske mreže ter posebno-
sti konvolucijskih nevronskih mrež. V Poglavju 3 predstavimo naš pristop k
problemu ocenjevanja globine, nato pa v Poglavju 4 še eksperimentalno anali-
ziramo našo metodo. Opǐsemo tudi pridobljeno podatkovno zbirko ter okolje,
v katerem smo izvedli eksperimente. Na koncu še v Poglavju 5 povzamemo
problem in našo rešitev ter predlagamo možnosti nadaljnjega dela.
Poglavje 2
Konvolucijske nevronske mreže
V tem poglavju so opisane konvolucijske nevronske mreže, na katerih temelji
predlagana metoda za ocenjevanje globine. V Poglavju 2.1 najprej opǐsemo
splošne polno povezane nevronske mreže in njihovo sestavo. Poglavje 2.2
opisuje posebnosti konvolucijskih nevronskih mrež, predstavi njihovo arhitek-
turo in različne sloje. V Poglavju 2.3 pa je opisan postopek učenja nevronskih
mrež.
2.1 Nevronske mreže
Nevronske mreže predstavljajo vrsto algoritmov strojnega učenja, katerih
delovanje je delno inspirirano po delovanju bioloških možganov. Sestavlja
jih množica enot imenovanih nevroni, ki so medsebojno povezani - izhod
enega nevrona se preslika na vhod drugega. Nevroni so v mrežah razporejeni
v sloje oziroma plasti, le-te pa so med seboj povezane tako, da so izhodi
vseh nevronov n-te plasti povezani z vhodi nevronov (n+ 1)-te plasti. Plasti
nevronske mreže (Slika 2.1) lahko delimo v tri tipe: vhodno, skrite in izhodno.
Vhodna plast sprejme vhodni vektor, nad njim nato skrite plasti izvedejo
kalkulacije in izločijo določene značilke (ang. features). Naloga izhodne plasti
pa je podatke, pridobljene iz zadnje skrite plasti transformirati v željen izhod.
Nevronske mreže danes navadno vsebujejo večje število skritih plasti, takšne
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Slika 2.1: Primer nevronske mreže (a - vhodna plast, b - skrita plast, c -
izhodna plast)
mreže imenujemo globoke in so zmožne modelirati kompleksneǰse funkcije.
Izhod vsakega nevrona je poleg vhoda odvisen tudi od uteži, pristran-
skosti oziroma odmika in aktivacijske funkcije. Uteži predstavljajo povezave
z nevroni predhodne plasti, so v obliki matrike W j, kjer element W j(i, k)
predstavlja utež povezave med nevronoma k na plasti j in i na plasti j − 1.
Aktivacijska funkcija σ(x) je nelinearna zvezna funkcija, katere namen je v
mrežo dodati nelinearnost. Mreži omogoča modeliranje kompleksneǰsih funk-
cij, saj bi jo brez aktivacijske funkcije lahko poenostavili na linearni model
vhoda in uteži. Pristranskost bj (ang. bias) za plast j je vrednost, ki jo
prǐstejemo linearni kombinaciji vhoda in uteži in katere vloga je zamikanje
aktivacijske funkcije levo ali desno, da lahko mreža izbere ustrezen interval.




xiW j(i, k) + bj), (2.1)
kjer je xi izhod nevrona i na preǰsnji plasti.
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Obstaja več podvrst nevronskih mrež, ki se v praksi uporabljajo za raz-
lične namene in z različnimi vhodnimi podatki. Zgoraj opisane imenujemo
polno povezane (ang. fully connected) [23] nevronske mreže. Ime izhaja
iz značilnosti, da so vsi nevroni dveh sosednjih plasti medsebojno povezani.
Arhitektura rekurenčnih nevronskih mrež (ang. reccurent neural networks)
[10] vsebuje zanke, kar jim omogoča hranjenje informacije. Uporabljajo se
lahko za zaznavo govora [27]. Generacijsko diskriminatorne nevronske mreže
(ang. generative adversarial neural networks) [9] vsebujejo dve podmreži:
generativno, ki generira nove primere, in diskriminatorno, ki jih evalvira.
Za podano učno množico so zmožne generirati nove primere, ki imajo enake
statistične značilnosti. Če so vhodni podatki v obliki slik, pa uporabimo
konvolucijske nevronske mreže [19].
2.2 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže [19] so podvrsta nevronskih mrež, ki temeljijo
na operaciji konvolucije. Inspiracija za konvolucijske nevronske mreže je vidni
korteks v možganih, kjer se nevroni odzovejo na dražljaje v omejenem delu
vidnega polja imenovanem zaznavno polje [6]. Uporabljajo se za analizo
kompleksneǰsih signalov, predvsem slik, primeri uporabe pa so klasifikacija
slik [17], semantična segmentacija slike [7] in odstranjevanje šuma iz slik [32].
Arhitektura konvolucijskih nevronskih mrež je posebej namenjena za pro-
bleme, kjer so vhodni podatki v obliki slik. Upoštevajo namreč prostorske
lastnosti v slikovnih podatkih, ki jih polno povezane mreže ne, saj je vhod,
v tem primeru slika, sploščen v enodimenzionalni vektor. S tem se izgubi
lokalnost podatkov, ki pravi, da je povezava med dvema bližnjima piksloma
v sliki gotovo pomembneǰsa kot povezava med dvema oddaljenima. Konvo-
lucijske nevronske mreže so tudi računsko in spominsko manj zahtevne, saj
zmanǰsajo število učljivih parametrov. To je posledica dejstva, da isti filter
in pristranskost uporabimo na celotnem vhodu, da dobimo izhod plasti. V




Konvolucijski sloj je glavni del konvolucijskih nevronskih mrež, v katerem se,
kot pove ime, izvaja konvolucija.
Konvolucija
Konvolucija je matematična operacija definarana nad parom funkcij. Izraču-
namo jo kot integral produkta poljubnih funkcij f in g, kjer eno od njiju
obrnemo:




f(x) in g(x) sta torej vhodni funkciji, (f ∗ g) pa je rezultat konvolucije,
nova funkcija, ki predstavlja vpliv oblike ene funkcije na drugo. Za diskretni
funkciji f [x] in g[x] lahko integral poenostavimo v vsoto čez vse vhodne
vrednosti:
(f ∗ g)[x] =
∞∑
y=−∞
f [y]g[x− y]. (2.3)
Vendar konvolucija v konvolucijskih slojih deluje nad slikami. Slike so
v konvolucijskih nevronskih mrežah predstavljene s trodimenzionalnimi ten-
zorji, saj imajo tri prostorske razsežnosti: vǐsino, širino, in število kanalov.
Zaradi tega je konvolucijo potrebno posplošiti na več dimenzij, tako lahko
njeno enačbo zapǐsemo kot:







I[x− k1, y − k2, c]K[k1, k2, c], (2.4)
kjer je I vhod - slika z dimenzijami W × H × C, K je konvolucijski filter
dimenzij S × S ×C. Vrednost k določa, koliko sosedov konvolucija upošteva






V praksi pa se v konvolucijskih plasteh uporablja križna korelacija, ki je
definirana podobno kot konvolucija, le da je filter transponiran:







I[x+ k1, y + k2, c]K[k1, k2, c]. (2.6)
Tako se mreža dejansko nauči transponiranih filtrov, a to ne prinaša spre-
memb pri rezultatih.
Konvolucija nad slikami je prikazana na Sliki 2.2. Izračun si lahko pred-
stavljamo tako, da center transponiranega konvolucijskega filtra poravnamo
z izbranim elementom. Izhod za izbrani element dobimo z vsoto zmnožkov
paroma enako ležečih elementov v vhodu in konvolucijskem filtru. Da pri-
dobimo celoten izhod, konvolucijski filer premikamo kot drseče okno čez vse
elemente vhoda. Iz slike je razvidno, da je izhod manǰsi kot vhod, konvolucije
k robnih elementov namreč ne moremo izračunati, ker nimajo dovolj sose-
dov in konvolucijski filter gleda čez rob. Posledično sta torej vǐsina in širina
izhoda manǰsi za 2k pikslov od dimenzij vhoda. V praksi ni idealno, da kon-
volucija zmanǰsa dimenzije podatkov, zato se navadno poslužimo obdajanja
vhoda (ang. padding). Gre za enostavno rešitev, kjer manjkajoče vrednosti
na robovih nadomestimo z ničlami. Če vhoda ne bi obdali, bi vsaka konvo-
lucija zmanǰsala dimenzije podatkov in posledično ne bi bili zmožni graditi
globokih konvolucijskih arhitektur - podatki bi prehitro postali premajhni.
Obdajanje z ničlami tudi zadržuje informacije na robovih vhoda, kar lahko
izbolǰsa rezultate. Nenazadnje pa je lažje razvijati arhitekture, kjer se vǐsina
in širina ohranjata, kjer to želimo, saj nam ni potrebno nameniti toliko po-
zornosti dimenzijam podatkov na posamezni plasti.
Učljivi parametri
Izhod konvolucijskega sloja je poleg vhoda odvisen tudi od večih parametrov:
naučenih konvolucijskih filtrov, naučene pristranskosti, aktivacijske funkcije
in koraka. V konvolucijskih mrežah sta torej dve vrsti učljivih parametrov:
konvolucijski filtri in pristranskost.
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Slika 2.2: Primer konvolucije. Levo je konvolucijski filter, na sredini vhod in
na desni izhod. Z rdečo je označen izbran element.
Konvolucijski filter (ang. kernel) je učljiv parameter oblike WK×HK×C,
ki je uporabljen v operaciji konvolucije. V praksi uporabljamo kvadratne fil-
tre, zato lahko obliko poenostavimo v K ×K × C. Velikost filtra K je liho
število, ki ga lahko izberemo sami, ponavadi izberemo K = 3 ali K = 5.
Različne velikosti imajo drugačne značilnosti: manǰsi filtri imajo manǰse za-
znavno polje in nimajo pregleda nad večji delom slike, zato so dobri za za-
znavo lokalnih značilk. Na drugi strani so večji filtri zmožni zaznati večje,
bolj generične značilke v sliki, a izločijo manj informacije. So tudi zahtevneši,
saj se število učljivih elementov filtra veča s kvadratom velikosti. Pogosto
v praksi izberemo manǰse filtre, za kar kompenziramo z globljimi mrežami,
tako lahko računsko efektivneǰse simuliramo večanje zaznavnega polja. Glo-
bina filtra C je določena s številom kanalov vhoda v konvolucijsko plast. Na
prvi plasti je C najpogosteje CG = 1 pri sivinskih slikah in CRGB = 3 pri
barvnih, vendar je število kanalov vhoda poljubno. Znotraj mreže število
kanalov kontroliramo s številom filtrov v posameznem konvolucijskem sloju,
to predstavlja še enega izmed hiperparametrov, ki ga lahko nastavimo. V
konvolucijski plasti se torej izvede konvolucija z vhodom in vsakim izmed N
filtrov, tako pridobimo izhod oblike WY × HY × N . Več filtrov pomeni več
učljivih parametrov in večjo zmožnost učenja kompleksneǰsih funkcij, a lahko
vodi v problem prevelikega prilagajanja (Poglavje 2.3.3). Na drugi strani pre-
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majhno število filtrov in premajhna kompleksnost mreže povzročata problem
premalega prilagajanja. Število filtrov zato ponavadi določamo eksperimen-
talno, kjer lahko iterativno povečujemo število filtrov, da pridobimo ustrezne
rezultate.
Pristranskost (ang. bias) je učljiv parameter, ki ga prǐstejemo izračunani
konvoluciji preden vrednost pošljemo v aktivacijsko funkcijo. V konvolucijski
plasti imamo za vsakega iz N filtrov eno vrednost pristranskosti. S pomočjo
pristranskosti mreža lahko ustrezno zamakne aktivacijsko funkcijo, da upo-
rabi ustrezen interval na njej.
Aktivacijska funkcija
Aktivacijska funkcija je nelinearna funkcija, ki transformira izhod izračunane
konvolucije. Njen namen je v mrežo vpeljati nelinearnost, saj bi jo brez nje
lahko poenostavili z linearnim modelom, kar bi v praksi drastično omejilo
funkcije, ki jih lahko mreža modelira. Poleg nelinearnosti mora aktivacijska
funkcija biti odvedljiva, da jo lahko uporabimo v optimizaciji z gradientnim
spustom [23], in hkrati želimo, da ima omejeno zalogo vrednosti, kar se odraža
v bolj stabilnem učenju.
Primera popularnih aktivacijskih funkcij sta:






Je monotona, odvedljiva in ima zalogo vrednosti iz intervala (0, 1).
Težava sigmoide je naklonjenost k problemu izginjajočih gradientov
(Poglavje 2.3.3), zato je pogosto nadomeščena z drugimi aktivacijskimi
funkcijami. Zaradi svoje zaloge vrednosti se vseeno uporablja v zadnjih
plasteh nevronskih mrež, kjer je včasih željena vrednost izhoda omejena
na isti interval (0, 1).
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• ReLU je preprosta aktivacijska funkcija definirana z enačbo:
f(x) = max(0, x). (2.8)
V zadnjem času ReLU predstavlja najpogosteje uporabljeno aktivacij-
sko funkcijo, saj znižuje verjetnost nastopa problema izginjajočih gradi-
entov, kar omogoča gradnjo globljih nevronskih mrež, in je hkrati tudi
zelo računsko efektivna. Vseeno ima tudi ReLU pomanjkljivost, ki jo
imenujemo “umirajoči” ReLU (ang. dying ReLU) [21] in je posledica
izhoda 0 pri vseh negativnih vrednostih. Lahko se namreč zgodi, da ve-
lika negativna pristranskost ali negativen gradient s preveliko stopnjo
učenja enoto ReLU pahne v negativne vrednosti in le-ta vedno vrne
izhod 0. Takšni nevroni ne igrajo nobene vloge pri inferenci, zato je
del mreže ”hrom”, kar zniža natančnost. Ko je enkrat nevron pahnjen
v negativne vrednosti, ga kljub nadaljevanju učenja mreža težko vrne
nazaj v pozitivne. Ta problem naslavlja več variant ReLU, najbolj
znani sta ELU in Leaky ReLU. Obe pri negativnih vhodih ne vrneta 0,
temveč malo negativno vrednost.
ELU je definiran z enačbo
f(x) =
{
x, če x > 0
α(ex − 1), sicer
}
, (2.9)
kjer je α hiperparameter, ki ga lahko nastavimo (α > 0). ELU ima










kjer je α zopet hiperparameter, ki ga lahko kontroliramo (α ∈ (1,∞)).




Slika 2.3: a) sigmoida, b) funkcije ReLU, ELU in Leaky ReLU
Korak
Korak (ang. stride) je hiperparameter, ki pri konvoluciji določa, kako pre-
mikati konvolucijski filter po sliki. Vrednost tega parametra nam pove, za
koliko elementov premaknemo filter po poračunanem elementu. Posledično
korak vpliva tudi na velikost izhoda iz konvolucijske plasti, v splošnem lahko
vǐsino in širino izhoda pri vhodu dimenzij W ×H ×C ob uporabi obdajanja









pri čemer je s vrednost koraka. V praksi se najbolj uporabljata koraka s = 1,
kjer ohranimo dimenzije podatkov in s = 2, kjer dimenzije razpolovimo.
2.2.2 Arhitektura enkoder-dekoder
Arhitektura enkoder-dekoder je arhitekturna varianta konvolucijskih nevron-
skih mrež, ki se uporablja za reševanje vrste problemov v računalnǐskem vidu
[25]. V tej arhitekturi je mreža sestavljena iz dveh delov:
• Enkoder predstavlja prvi del mreže. Njegova naloga je, da iz vhoda
izloči množico značilk, ki ga dobro predstavljajo in hranijo dovolj in-
formacij. Enkoder je sestavljen iz zaporednih izmenjajočih se konvolu-
cijskih in združevalnih plasti, tako ima izhod enkoderja precej manǰso
širino in vǐsino od vhoda.
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• Dekoder je drugi del mreže in je navadno lahko kar zrcaljen enkoder.
Njegova naloga je, da iz značilk, ki jih je pridobil enkoder, generira
pričakovan izhod. Sestavljen je iz zaporedoma izmenjajočih se konvo-
lucijskih plasti in plasti širjenja, ki poskrbijo, da iz zmanǰsega vhoda -
značilk - mreža pridobi izhod pričakovane velikosti.
2.2.3 Združevalne plasti
Združevalne plasti (ang. pooling layers) so del konvolucijskih nevronskih
mrež, ki se nahaja v enkoderju za zaporedji konvolucijskih slojev. Naloga
združevalnih plasti je večanje zaznavnega polja konvolucijskih filtrov, saj so
le-ti navadno relativno majhni v primerjavi z vhodno sliko in so tako ne-
zmožni zaznati večje značilke. To storijo z zmanǰsanjem dimenzij podatkov,
tako da poskušajo ohraniti informacije pomembne za problem in zanemarijo
odvečne elemente. Stopnja manǰsanja je odvisna od parametrov izbranega
načina združevanja.
Združevanje z maksimalnimi vrednostmi
Združevanje z maksimalnimi vrednostmi je eden najbolj pogostih načinov
združevanja. Lahko si ga predstavljamo kot okno velikosti k, ki ga premi-
kamo po vhodu s korakom s in vsakič na izhod prepǐsemo največjo vrednost
izmed elementov vhoda, ki jih okno pokriva. Takšno združevanje je računsko
zelo efektivno in ne vsebuje nobenih učljivih parametrov. Združevanje z ma-
ksimalnimi vrednostmi nam v mrežo vpeljuje dodatno traslacijsko invarian-
tnost, saj zmanǰsuje relativne razdalje med posameznimi značilkami. Izbira
maksimalne vrednosti pa ni vedno idealna, saj tako dajemo prednost domi-
nanteǰsim elementom v vhodu. Včasih zato uporabljamo tudi združevanje s
povprečnimi vrednostmi, kjer na izhod namesto maksimuma zapǐsemo pov-
prečno vrednost elementov vhoda, ki jih pokriva okno. Tako dobimo grob opis
elementov vhoda. Primer izbire parametrov je k = 2 in s = 2, kjer dosežemo
zmanǰsanje dimenzij podatkov za polovico. Kot alternativa združevanju z
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maksimalnimi oziroma povprečnimi vrednostmi se v zadnjem času uporablja
tudi združevanje s konvolucijskimi plastmi s korakom večjim od 1.
Združevanje s konvolucijskimi plastmi s korakom večjim od 1
Kot že povedano, je korak eden izmed parametrov konvolucijske plasti. Če
želimo obdržati dimenzije podatkov, moramo vhod obdati z ničlami in upo-
rabiti korak s = 1. Vendar lahko konvolucijsko plast uporabimo tudi kot
učljiv združevalni sloj, korak pa nam predstavlja stopnjo manǰsanja. Z upo-
rabo konvolucijske združevalne plasti v mrežo sicer vnesemo nove učljive
parametre, kar je računsko zahtevneǰse, a vsaj po intuiciji nam lahko to pri-
nese dodano natančnost, saj se mreža lahko nauči pomembnosti posameznih
aktivacij preǰsnjih plasti. Združevanje s konvolucijskimi plastmi lahko upora-
bimo, kadar je informacija o relativni poziciji pomembna, saj to informacijo
združevanje z maksimalnimi vrednostmi, v želji po translacijski invariantno-
sti, zanemarja. Navadno način združevanja izberemo eksperimentalno, saj
imajo vsi načini prednosti in slabosti pri različnih problemih.
2.2.4 Plasti širjenja
Plasti širjenja (ang. upsampling layers) predstavljajo nasprotje združevalnim
plastem. Nahajajo se v dekoderju, kjer zaporedoma večajo dimenzije po-
datkov do izhoda. Njihova naloga je torej iz tenzorja značilk izračunati
pričakovan izhod.
Transponirana konvolucija
Transponirana konvolucija (ang. transposed convolutional) [4] predstavlja
učljivo vrsto plasti širjenja. V literaturi se pogosto pojavlja z imenom de-
konvolucija (ang. deconvolution), kar pa je zavajajoče, saj ne gre za dejanski
inverz konvolucije. Deluje namreč podobno kot navadna konvolucija, le da
zamenja prehoda naprej ter nazaj skozi mrežo, še vedno pa je odvisna od
naučenega konvolucijskega filtra. Če bi na podatkih zaporedoma izvedli kon-
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volucijo in transponirano konvolucijo z istimi parametri, bi pridobili izhod
enakih dimenzij kot vhod.
Operacija transponirane konvolucije poteka podobno kot navadna kon-
volucija, le da se naučeni konvolucijski filter tokrat v obliki drsečega okna
premika po izhodu, pri čemer ga vedno premaknemo za vrednost koraka s.
Elemente filtra na vsakem koraku pomnožimo s trenutno izbranim elementom
vhoda in vrednosti zmnožka prǐstejemo na isto ležeče elemente v izhodu.
Transponirana konvolucija je definirana s parametroma velikosti filtra k
in koraka s. Če velikost filtra ni deljiva z vrednostjo koraka, prihaja do
neenakomernega prekrivanja, določenim elementom izhoda namreč večkrat
prǐstejemo konvolucijski filter, zato so aktivacije tam večje. Na izhodu lahko
opazimo šum v obliki šahovnice [24]. Avtorji članka zaradi tega predlagajo
alternativo transponirani konvoluciji: blok razširjanja, ki združuje interpola-
cijo (predlagani sta metoda bližnjih sosedov in bilinearna) in navadno kon-
volucijo.
Širjenje z interpolacijo in konvolucijo
Ta plast širjenja je torej sestavljena iz dveh operacij: najprej podatke raz-
širimo na željeno velikost z eno izmed tehnik interpolacije, nato pa jih kon-
voliramo. Ta postopek naj ne bi vnašal artefaktov v podatke, je pa še vedno
učljiv, kar omogoča mreži učenje širjenja. Za interpolacijo lahko uporabimo
eno izmed spodnjih metod:
• interpolacija bližnjih sosedov (ang. nearest neighbour interpolation) je
zelo preprosta tehnika interpolacije. Za izhodno vrednost namreč izbere
vrednost najbližje točke in pri tem ne upošteva okolice. Zaradi svoje
preprostosti je računsko zelo učinkovita in se v praksi pogosto upo-
rablja. Če potrebujemo natančneǰso interpolirano sliko, se lahko raje
poslužimo bilinearne interpolacije. Da jo razumemo, moramo najprej
razložiti linearno.
• linearna interpolacija za izračun vrednosti uporabi dvoje točk, ki sta
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najbližje trenutno izbrani točki P = (x, y): P1 = (x1, y1), P2 = (x2, y2).
Definiramo jo z enačbo
y =
y1(x2 − x) + y2(x− x1)
x2 − x1
. (2.13)
• bilinearna interpolacija je nadgradnja linearne. Za izračun potrebujemo
vrednosti štirih najbližjih točk: P1 = (x1, y1), P2 = (x1, y2), P3 =
(x2, y1) in P4 = (x2, y2). Najprej izračunamo linearni interpolaciji za
pare točk po x osi:














kjer je f(xi, yi) vrednost funkcije v točki (xi, yi).
Končno vrednost f(x, y) pa dobimo tako, da izračunane vrednosti li-
nearno interpoliramo še po y-osi:







Računsko je bilinearna interpolacija precej zahtevna, zato se, če jo upo-
rabljamo, precej podalǰsa čas učenja.
2.2.5 Preskočne povezave
Preskočne povezave (ang. skip connections) so povezave iz enkoderja v de-
koder in povezujejo združevalne plasti s plastmi širjenja. Iz enkoderja prene-
semo mapo značilk, ki jo konkateniramo s trenutnih podatki v mreži po di-
menziji kanalov in rezultat pošljemo v plast širjenja. Intuicija za preskočnimi
povezavami je ta, da se je mreža v začetnih slojih naučila določenih preprostih
značilk, ki so lahko uporabne pri konstrukciji izhoda. Če jih ne bi prenesli
direktno v dekoder, bi se morda izgubile v zaporedju združevalnih plasti ali
pa bi postale preveč abstraktno predstavljene, da bi bile uporabne v deko-
derju. Preprosta arhitektura enkoder-dekoder s preskočnimi povezavami je
prikazana na Sliki 2.4.
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Slika 2.4: Primer arhitekture enkoder-dekoder, ki vsebuje dve preskočni po-
vezavi.
2.3 Učenje nevronskih mrež
Učenje nevronskih mrež je postopek, v katerem popravljamo učljive parame-
tre - uteži in pristranskosti. Nevronska mreža se v fazi učenja nauči mapirati
vhode v izhode, za ta namen potrebujemo učno množico podatkov, ki je
sestavljena iz vhodov v mrežo in pričakovanih izhodov. Popolnih vrednosti
učljivih parametrov ne moremo izračunati, saj je preveč spremenljivk, zato
problem učenja predstavimo kot optimizacijski problem, kjer iterativno po-
pravljamo učljive parametre, da izbolǰsamo predikcijo. Da lahko primerjamo
vrednosti napovedanih in pričakovanih izhodov, moramo uvesti kriterijsko
funkcijo.
2.3.1 Kriterijska funkcija
Kriterijska funkcija C(yP , yT ) je funkcija, ki ocenjuje napako nevronske mreže
med učenjem in je speficična za podan problem. Odvisna je od napovedane
vrednosti yP in pričakovane vrednosti yT . Vrednost kriterijske funkcije torej
pove, kakšna je natančnost napovedanega izhoda, pri čemer manǰsa vrednost
pomeni bolǰso napoved. Učenje nevronske mreže je optimizacijski problem,
kjer želimo minimizirati vrednost izbrane kriterijske funkcije. Primera krite-
rijskih funkcij za regresijske probleme sta povprečna kvadratna napaka (ang.
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mean squared error - MSE) in povprečna absolutna napaka (ang. mean ab-
solute error - MAE).
2.3.2 Gradientni spust
Optimizacijski algoritem, ki ga uporabljamo za iskanje lokalnega minimuma
kriterijske funkcije je gradientni spust (ang. gradient descent). V vsaki
iteraciji uteži in pristranskosti posodobimo z naslednjima enačbama:
w
′














kriterijske funkcije C po uteži, ∂C
∂bl
pa je parcialni odvod kriterijske funkcije
C po pristranskosti. η je hiperparameter, ki ga imenujemo stopnja učenja
in določa za koliko se premaknemo v smer negativnega gradienta. Pri izbiri
stopnje učenja je potrebna pazljivost, če jo nastavimo na premajhno vre-
dnost, bomo v vsakem koraku parametre popravili za zelo malo vrednost,
zato bo učenje do konvergence trajalo precej dlje. Če pa jo, v nasprotnem
primeru, nastavimo na preveliko vrednost, se lahko zgodi, da bomo lokalni
minimum preskakovali in učenje ne bo nikoli konvergiralo. Gradient je vektor,
ki kaže v smer največje spremembe, zato se pomikamo v smeri negativnega
gradienta, da konvergiramo k minimumu. Učenje lahko pospešimo z različico
gradientnega spusta imenovano stohastični gradientni spust (stochastic gra-
dient descent) [14]. V tej različici gradient ocenimo tako, da ga izračunamo
za manǰso naključno izbrano množico učnih primerov, ki ji pravimo paket
(ang. mini-batch). Danes se za optimizacijo uporabljajo napredneǰsi algo-
ritmi kot je Adam [15]. Stohastični gradientni spust namreč upošteva zgolj
prve odvode kriterijske funkcije, njegova pot do lokalnega minimuma zato
ni optimalna. Adam pa upošteva tudi prvi in drugi moment gradienta in
zato konvergira hitreje. Algoritmi gradientnega spusta za posodabljanje pa-
rametrov potrebujejo vrednosti posameznih gradientov, le-te pa dobimo z
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uporabo vzvratnega propagiranja napake (ang. backpropagation) [26]. Ta
metoda uporabi vrednost kriterijske funkcije in jo propagira nazaj po nevron-
ski mreži, na vsakem koraku izračuna parcialni odvod kriterijske funkcije po
uteži in po pristranskosti, ki se uporabita za gradientni spust.
2.3.3 Težave pri učenju
Problem izginjajočih gradientov
Problem izginjajočih gradientov (ang. vanishing gradient problem) se poja-
vlja predvsem v globljih nevronskih mrežah. Nekatere aktivacijske funkcije,
npr. sigmoida, imajo zelo majhne odvode, ko gre absolutna vrednost vhoda
proti neskončno. Ker pri uporabi vzvratnega propagiranja napake med se-
boj množimo odvode, se lahko zgodi, sploh ko imamo veliko število plasti,
da gradienti na začetnih plasteh postanejo zelo majhni, tako da se vrednost
parametrov ne spreminja in je zato učenje onemogočeno. Problemu izgi-
njajočih gradientov se lahko delno izognemu tako, da uporabimo drugačno
aktivacijsko funkcijo, npr. ReLU, ki z njimi nima toliko težav.
Premalo/preveliko prilagajanje
Premalo prilagajanje (ang. underfitting) nastopi, kadar nevronska mreža
ni zmožna dobro modelirati učne množice, hkrati pa tudi ne generalizirati
naučenih značilk na še nevidene vhode. Pogosto je problem v preveč preprosti
arhitekturi s premalo učljivimi parametri, kar se odraža v nezmožnosti učenja
kompleksneǰsih značilk. Ta problem rešujemo s povečanjem kompleksnosti
nevronske mreže, pri čemer pa moramo biti pazljivi, saj so kompleksneǰse
mreže bolj nagnjene k prevelikemu prilagajanju (ang. overfitting). O tem
govorimo, kadar se mreža v fazi učenja preveč dobro nauči modelirati učno
množico, a nato ni zmožna generalizirati na nove podatke in dosega slabše
rezultate. Najlažji pristop k temu problemu je pridobitev večje učne množice
- zaradi večje raznolikosti v fazi učenja bo mreža lažje generalizirala. Da
preprečimo prekomerno prilagajanje lahko uporabimo tudi različne tehnike
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regularizacije, kot sta zatiranje uteži in izpuščanje. Pri zatiranju uteži (ang.
weight decay) [18] v kriterijski funkciji upoštevamo še velikost uteži - to bo
mrežo prisililo, da bo našla takšno mapiranje vhodov v izhode, kjer bodo uteži
manǰse in bo posledično naučena mreža manj kompleksna. Če uporabimo
regularizacijo z izpuščanjem (ang. dropout) [29] pa v vsaki iteraciji učenja
z verjetnostjo p izklopimo vsakega od nevronov. Motivacija za tem je, da
bomo učili le del mreže, kar bo doprineslo k bolj enakomerni razporeditvi
uteži. Zgodi se namreč lahko, da se del mreže preveč prilagodi določenim
vhodom in je tako neuporaben za generalizacijo.
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Poglavje 3
Mreža za ocenjevanje globine
V tem poglavju je opisana naša metoda za ocenjevanje globine DeflectoDepth.
V Poglavju 3.1 najprej predstavimo njeno arhitekturo, nato pa v Poglavju
3.2 opǐsemo uporabljene kriterijske funkcije pri učenju.
3.1 Arhitektura nevronske mreže
Predlagana metoda za ocenjevanje globine DeflectoDepth temelji na konvo-
lucijskih nevronskih mrežah in sledi arhitekturi enkoder-dekoder. Mreža za
napovedovanje globine deluje nad sliko projiciranega črtastega vzorca. Ker
na delih slike brez vzorca napovedana globina nima smisla, je potrebno pred
nadaljnjim postopkom določiti regijo slike z vzorcem. Metoda DeflectoDepth
zato poleg ocene globine generira tudi masko relevantne regije, saj je ročno
anotiranje zamudno. Mreža ima tako dva izhoda (ang. heads) - enkoder
pridobljene značilke torej pošlje v dva dekoderja, kjer eden napove globino,
drugi pa generira masko. Arhitektura metode DeflectoDepth je prikazana
na Sliki 3.1. Problem ocenjevanja globine zastavimo kot regresijski problem,
kjer mreža napove absolutno globino do površine za vsak relevanten piksel v
vhodni sliki. Generiranje maske vzorca pa obravnavamo kot binarno klasifi-
kacijo, kjer mreža za vsak piksel določi, če pripada maski. Ker imamo zgolj




Slika 3.1: Arhitektura mreže DeflectoDepth.
Pri zasnovi arhitekture enkoderja in dekoderjev smo se zgledovali po me-
todi Monodepth [8], ki se uporablja za ocenjevanje globine. Zgradbi enko-
derja in dekoderjev lahko poenostavimo na bloke. Blok enkoderja je prikazan
v Tabeli 3.1. Sestavljen je iz dveh zaporednih konvolucijskih plasti, ki jima
sledi združevalna plast z maksimumi, le-ta pa za dvakrat zmanǰsa dimenzije
podatkov.
Naziv Tip plasti Parametri Vhod
K1 Konvolucijska n=N, k=K, s=1 vhod
K2 Konvolucijska n=N, k=K, s=1 K1
Z1 Združevalna z maksimumi k=2, s=2 K2
Tabela 3.1: Zgradba bloka enkoderja, kjer je k velikost filtra nastavljiva s K,
n je število filtrov nastavljivo z N , s pa je korak.
Blok dekoderja je prikazan v Tabeli 3.2. Gre za plast širjenja z inter-
polacijo in konvolucijo, kjer je uporabljena interpolacija z bližnjimi sosedi.
Mreža vsebuje preskočne povezave, ki povezujejo simetrične bloke enkoderja
in dekoderjev. Mapo značilk, ki jo prenesemo iz enkoderja, konkateniramo
skupaj z izhodom interpolacije, kar nato predstavlja vhod v konvolucijsko
plast.
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Naziv Tip plasti Parametri Vhod
I Interpolacija scale=2 vhod
K1 Konvolucija n=N, k=K, s=1 I
K2 Konvolucija n=N, k=K, s=1 K1 + preskok
Tabela 3.2: Zgradba bloka dekoderja, kjer je k velikost filtra nastavljiva s
K, n je število filtrov nastavljivo z N , s pa je korak. Parameter scale pri
interpolaciji predstavlja skalo širjenja.
V dekoderju globine so poleg plasti širjenja tudi plasti, ki izračunajo
vmesno globino. Le-to namreč izračunamo v štirih različnih dimenzijah, di-
menzije vsake so dvakrat večje kot predhodnje. Izhod mreže je le zadnja
globina, vmesne pa uporabimo v kriterijski funkciji. Plasti za izračun glo-
bine so konvolucijske, za aktivacijsko funkcijo pa uporabljajo sigmoido, saj
so vrednosti globine omejene na interval (0, 1). V blokih dekoderja, kjer
imamo izračunano globino, le-to konkateniramo skupaj z izhodom interpo-
lacije ter preskočno mapo značilk, preden podatke pošljemo v konvolucijsko
plast. Arhitektura celotnega enkoderja je predstavljena v Tabeli 3.3, arhi-
tektura dekoderja za globino v Tabeli 3.4, arhitektura dekoderja za masko









Tabela 3.3: Arhitektura enkoderja.
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Naziv Tip Filtri Vhod Dodatek vhodu
D1 dekoder blok 512/3 E7 E6
D2 dekoder blok 512/3 D1 E5
D3 dekoder blok 256/3 D2 E4
D4 dekoder blok 128/3 D3 E3
G1 konvolucijska 1/3 D4 /
D5 dekoder blok 64/3 D4 G1+E2
G2 konvolucijska 1/3 D5 /
D6 dekoder blok 32/3 D5 G2+E1
G3 konvolucijska 1/3 D6 /
D7 dekoder blok 16/3 D6 G3
G4 konvolucijska 1/3 D7 /
Tabela 3.4: Arhitektura dekoderja globine.
Pri ocenjevanju globine največjo negotovost predstavlja absolutna globina
predmeta na sliki, mreža lažje napove razlike v globini in porazdelitev le-te,
kot pa napove globalno skalo globine. Mreži smo želeli čimbolj poenostaviti to
napoved, zato smo predpostavili sistem, kjer je merilna naprava opremljena
s točkovnim merilcem razdalje. Tako imamo delno informacijo o referenčni
globini. Vhod v mrežo je sestavljen iz sivinske slike površine, ki ji kot drugi
kanal konkateniramo še povprečno globino, ki predstavlja referenčno globino.
3.2 Kriterijska funkcija
Za potrebe učenja mreže smo definirali kriterijsko funkcijo, ki je sestavljena
iz povprečne absolutne napake, skalno-invariantne napake in križne entropije.
Povprečna absolutna napaka (ang. mean absolute error, v nadaljevanju
MAE) nam pove povprečno odstopanje napovedi od dejanske globine za vsak
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Naziv Tip Filtri Vhod Dodatek vhodu
D1 dekoder blok 128/3 E7 E6
D2 dekoder blok 128/3 D1 E5
D3 dekoder blok 64/3 D2 E4
D4 dekoder blok 64/3 D3 E3
D5 dekoder blok 32/3 D4 E2
D6 dekoder blok 32/3 D5 E1
D7 plast širjenja 16/3 D6 /
M konvolucijska 1/3 D7 /
Tabela 3.5: Arhitektura dekoderja maske.
piksel. Definirana je z enačbo





|yP (i)− yT (i)|, (3.1)
kjer je yP napovedana vrednost, yT pa dejanska vrednost. V našem pri-
meru delamo z dvo-dimenzionalnimi slikami dimenzij W ×H, upoštevati pa
moramo še masko relevantne regije, saj vzorec ni prisoten na celotni sliki.
Enačbo MAE lahko tako zapǐsemo kot:







|Y P (x, y)− Y T (x, y)| ·M(x, y), (3.2)
kjer je M maska, n pa število neničelnih elemetov maske, saj moramo pov-
prečiti zgolj čez njih. Napake MAE nismo računali zgolj na izhodu mreže,
temveč smo upoštevali štiri različne globine, ki smo jih izračunali v dekoderju
globine. Motivacija za to je bila želja po tem, da se mreža zgodaj v dekoderju
nauči grobih potez globine in sliko do konca le še izpopolnjuje. Naša končna




αi ·MAE(Y T (i),Y P (i),M (i)), (3.3)
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kjer so Y T (i), Y P (i) in M (i) napoved, dejanska globina in maska za i − ti
nivo. Parametri α1−4 pa so uteži, s katerimi smo kontrolirali težo napake
posameznega nivoja.
Skalno-invariantna napaka (ang. scale invariant error, v nadaljevanju
SIE) [5] ne meri napake napovedi absolutne globine, pač pa meri napako na-
povedi distribucije globine. Napaka bo manǰsa bolj kot bo mreža konstantno
grešila pri napovedani vrednosti globine. Avtorji [5] so jo definirali kot











(logyT (i)− logyP (i)), (3.5)
kjer je eα člen, ki minimizira napako. Napaka je definirana z logaritmi, saj so
napovedovali logaritem globine. V našem primeru napovedujemo dejansko
vrednost globine, upoštevati moramo tudi masko M , zato enačbo spreme-
nimo v:















(Y T (x, y)− Y P (x, y)) ·M (x, y), (3.7)
kjer je n število neničelnih elementov maske. SIE lahko kot kriterijsko funk-
cijo definiramo z drugačno enačbo:















D = (Y P − Y T ) ·M , (3.9)
kjer je λ ∈ [0, 1] parameter, s katerim kontroliramo vpliv invariantnosti. Če je
λ = 1, potem se kriterijska funkcija SIEL poenostavi v zgornjo SIE napako.
Če pa bi nastavili λ = 0 se kriterijska funkcija SIEL poenostavi v povprečno
kvadratno napako (ang. mean-squared error).
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Problem napovedi maske smo si zastavili kot binarno klasifikacijo, kjer
mreža piksle razporeja v razreda maska in ne-maska. Kot kriterijsko funkcijo
za uspešnost napovedi maske lahko zato uporabimo križno entropijo (ang.
cross entropy, v nadaljevanje CE), ki je definirana kot
CE(yP , yT ) = −
n∑
i=0
yP (i) · log(yT (i)). (3.10)
V našem primeru računamo križno entropijo nad slikama dimenzij W×H×C,
zato lahko enačbo spremenimo v







Y P (x, y) · log(Y T (x, y)). (3.11)
Naša končna kriterijska funkcija je bila definirana kot uteženo povprečje zgor-
njih kriterijsih funkcij:
C(Y T ,Y P ,M ) = β ·MAEL + (1− β) · SIEL + βCE · CE, (3.12)




To poglavje služi za opis eksperimentov, ki so bili izvedeni v sklopu razi-
skovanja, in analizo metode DeflectoDepth. V Poglavju 4.1 najprej opǐsemo
podatkovno zbirko, s katero smo testirali predlagano metodo. Navedemo
tudi mere uspešnosti, ki so bile uporabljene za evalvacijo posameznih različic
mreže. V Poglavju 4.2 nato navedemo podrobnosti naše implementacije, iz-
brane hiperparametre, razvojno okolje in uporabljeno strojno opremo. V
Poglavju 4.3 opǐsemo eksperimente, ki smo jih izvajali in analiziramo njihove
rezultate, nato pa v Poglavju 4.4 še natačneje preučimo rezultate končne
nevronske mreže.
4.1 Evalvacijsko okolje
4.1.1 Podatkovna zbirka CarDepth
Podatkovno zbirko CarDepth smo zajeli s sistemom, ki je sestavljen iz kamere
in črtastega projekcijskega vzorca. Prikazan je na Sliki 4.1. Uporabili smo
kamero Orbbec Astra1, ki je tako imenovana RGBD kamera, kar pomeni,
da je zmožna zajeti tako barvne kot tudi globinske slike. Tako barvne kot




Slika 4.1: Naprava za zajemanje slik sestavljena iz RGBD kamere in projek-
cijskega vzorca.
globinske kamere pa znaša 1 mm. Kamero smo vpeli v stativ, na katerega
smo togo pritrdili črtasti projekcijski vzorec, kar je pomembno, saj se le
tako konvolucijska nevronska mreža lahko nauči interne kalibracije celotnega
sistema. Funkcija črtastega projekcijskega vzorca je na odbojno površino, v
našem primeru karoserijo avtomobila, projicirati črte, odstopanje le-teh od
paralelnih linij pa predstavlja značilke, na katere se lahko mreža opre v fazi
učenja. Barvni in globinski senzor smo pred uporabo kalibrirali s pomočjo
kalibracijskega vzorca in zato namenjenih orodij, kar je poskrbelo za ujemanje
med obema slikama.
Proces zajemanja je potekal tako, da smo se z našim sistemom premikali
ob avtomobilu, nanj projicirali črtast vzorec in zajemali slike. Skupno smo
zajeli 212 slik na različnih avtomobilih, ki smo jih nato razdelili v učno in
testno množico. Učna množica je sestavljena iz 176-ih slik, testno množico
pa sestavlja 36 slik. Primeri slik so vidni na Sliki 4.3. Za mrežo je poleg
vhodne slike pomembna tudi referenčna globina, ki ji pomaga napovedati
globalno skalo globine. V podatkovni zbirki le-to simuliramo s povprečno
vrednostjo globine na relevantnem delu slike. Povprečna referenčna globina v
Diplomska naloga 33
Slika 4.2: Histogram povprečnih globin.
zbirki znaša µ = 557.4mm s standarnim odklonom σ = 35.6mm. Histogram
povprečnih globin na slikah je prikazan na Sliki 4.2.
Za lažje učenje nevronskih mrež, je potrebno učne podatke predprocesirati
v ustrezno obliko. Priprava podatkov je v našem primeru potekala v več
korakih. Kot že omenjeno, naš sistem zajema slike dimenzij 640×480 pikslov,
vendar je le del te slike dejansko pokrit s črtastim vzorcem, ostali deli pa
za ocenjevanje globine niso relevantni. Slike smo zaradi tega obrezali na
velikost 256 × 256 pikslov tako, da je nova slika zajemala celoten projiciran
črtast vzorec, a neizogibno poleg tega tudi nekaj površine brez vzorca. Zato
smo za vsako sliko anotirali tudi masko, ki mreži pove, kateri deli slike so
relevantni. Masko smo upoštevali v kriterijski funkciji, da se je mreža učila
le na delih slike z vzorcem. Poleg delov slike brez vzorca, moramo izključiti
tudi dele, kjer nimamo vrednosti izmerjene globine. Za določene piksle se
je namreč zgodilo, da globinski senzor ni zaznal odboja IR projektorja in je
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Slika 4.3: Primeri vhodnih slik podatkovne zbirke CarDepth.
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za njih vrnil vrednost 0. Končno masko smo poračunali kot bitni in paroma
enako ležečih elementov anotirane in pridobljene maske. Maska ima enake
dimenzije kot vhodna slika, njena vrednost je enaka 1 na veljavnih pikslih in
0 na neveljavnih pikslih oziroma pikslih brez vzorca.
V podatkovni zbirki ločimo dve vrsti vhodov: barvne in sivinske slike.
Na obeh vrstah slik smo v postopku priprave podatkov izvedli izravnavo hi-
stogramov. Opazovane karoserije so namreč imele različne lastnosti, v slikah
se opazi, da je vzorec na nekaterih slikah dobro izražen, na drugih pa je
bila površina preveč odbojna in posamezne črte projiciranega vzorca ne pri-
dejo dobro do izraza. Uporabili smo tehniko izravnave histogramov CLAHE
(ang. Contrast Limited Adaptive histogram equalization) [35], katere namen
je izbolǰsava kontrasta v sliki glede na histogram svetlosti. Nova vrednost
vsakega piksla je izračunana glede na histogram okolice tega piksla, velikost
katere lahko spreminjamo. CLAHE pred adaptivnim izravnavanjem nudi še
izbolǰsavo, da za regije, kjer imajo piksli podobne vrednosti, ne dodaja šuma
v sliko, saj omejuje ojačanje kontrasta. Pri barvnih slikah smo postopek
izravnave histogramov opravili tako, da smo sliko transformirali iz RGB v
barvni prostor CIELAB in izravnavo opravili le na komponenti L, ki predsta-
vlja svetlost. Postopek priprave posameznega vhoda je prikazan na Sliki 4.4.
Realiziran je bil v programskem jeziku Python z uporabo knjižnice OpenCV
[3].
4.1.2 Mere uspešnosti
Natančnost naše mreže evalviramo z merami uspešnosti. Od naše nevronske
mreže pričakujemo, da dobro napoveduje absolutno globino pikslov na sliki,
za kar definiramo dve meri: povprečno absolutno napako in koren povprečne
kvadratne napake. Povprečno absolutno napako (MAE) smo uporabili že v
fazi učenja kot del kriterijske funkcije, kjer smo jo definirali z Enačbo 3.2.
Vrednost MAE nam pove povprečno odstopanje napovedi od dejanske globine
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(a) Začetna barvna slika
(b) Obrezana slika
(c) Sivinska slika (izravnani histogrami) (d) Anotirana maska
Slika 4.4: Postopek priprave slike za vhod
Diplomska naloga 37
za vsak piksel. Koren povprečne kvadratne napake (ang. root-mean square
error - RMSE) je mera definirana kot





(yP − yT )2, (4.1)
kjer je yP napovedana vrednost, yT pa prava vrednost. Nas zanima napaka
zgolj na delu slike, kjer imamo vzorec, zato moramo upoštevati še masko M :







(Y P (x, y)− Y T (x, y))2 ·M (x, y),
(4.2)
kjer je vrednost n tokrat enaka številu neničelnih elementov na maski. Vre-
dnost RMSE nosi podobno informacijo kot MAE, pove nam odstopanje napo-
vedi od dejanske globine, a zaradi kvadriranja da relativno večjo težo večjim
odstopanjem.
Poleg napovedi absolutne globine želimo, da naša metoda natančno na-
pove tudi porazdelitev globine ne glede na absolutno vrednost le-te. Za
merjenje uspešnosti pri tem prav tako definiramo dve meri. Prva mera je
skalno-invariantna napaka (SIE), katere modificirano različico smo uporabili
tudi v fazi učenja. SIE je definirana z Enačbo 3.7. Poleg SIE uporabimo tudi
mero GL, ki upošteva gladkost (ang. smoothness) razlike med napovedjo in














(w, h)) ·M (w, h) (4.3)
kjer je N število neničelnih elementov maske, D je razlika med napovedjo
in dejansko globino, D = Y P − Y T , ∂D∂x in
∂D
∂y
pa sta odvoda razlike D
po x in y oseh. Dobimo ju tako, da razliko D konvuliramo s Sobelovim
filtrom. Sobelov filter [28] se v metodah računalnǐskega vida uporablja za
računanje diskretnih odvodov slik in posledično tudi v algoritmih zaznavanja
robov. MeroGL si lahko predstavljamo intuitivno: če želimo, da mreža dobro
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ocenjuje porazdeljenost globine ne glede na absolutno vrednost, potem to
pomeni, da morajo biti vrednosti razlike med napovedjo in globino relativno
konstantne. Če mreža ne bo dobro ocenjevala porazdeljenosti globine, bomo
dobili primer, kjer se bodo vrednosti razlike D hitro spreminjale, odvodi
bodo večji in posledično bo večja napaka GL.
Problem generiranja maske vzorca smo si zastavili kot problem binarne
klasifikacije, kjer za vsak piksel napovemo, če pripada maski ali ne. Za mero
uspešnosti lahko torej uporabimo standardne mere, ki se uporabljajo pri
klasifikaciji:
• natančnost (ang. precision) je mera, ki nam prikaže razmerje med
pravilno napovedanimi detekcijami in vsemi napovedanimi detekcijami.





kjer tp predstavlja število pravilnih detekcij (ang. true positives), t. j.
detekcij, ki jih mreža pravilno klasificira v pozitiven razred, fp pa pred-
stavlja število detekcij, ki jih je mreža narobe klasificirala v pozitiven
razred (ang. false positives). Gre torej za delež pravilno napovedanih
pozitivno klasificiranih detekcij.
• priklic (ang. recall) je mera, ki nam prikaže razmerje med pravilno na-
povedanimi detekcijami in vsemi detekcijami, ki pripadajo pozitivnemu





kjer fn (ang. false negatives) predstavlja število detekcij, ki smo jih
kvalificirali v negativen razred, a v resnici pripadajo pozitivnemu.
• obe zgornji meri lahko združimo v mero F1 (ang. F1 score), ki nam






V eksperimentih, kjer smo spreminjali zgradbo različic nevronske mreže,
smo le-te evalvirali tudi časovno. Za praktične namene bi namreč potrebovali
aplikacijo ocenjevanja globine v čim kraǰsem času.
4.2 Implementacijske podrobnosti
Pri izračunu napake MAEL v (3.3) smo uporabili naslednje uteži: α1 = 1.0,
α2 = 0.4, α1 = 0.2 in α1 = 0.05. Za izračun napake SIEL v (3.9) smo
uporabili vrednosti λ = 0.9. Ko smo posamezne napake povezali v skupno
kriterijsko funkcijo C v (3.12) smo uporabili vrednosti β = 0.2 in βCE = 0.05.
Za učenje mreže smo uporabili optimacijski algoritem Adam [15], pri čemer
smo začetno vrednost stopnje učenja nastavili na η = 0.0001. Mrežo smo
učili za 1400 epoh, t. j. prehodov celotne učne množice. V vsaki iteraciji
učenja mreže smo kot vhod vanjo poslali serijo 8-ih slik (ang. batch size).
Konvolucijsko nevronsko mrežo smo implementirali v programskem jeziku
Python z uporabo ogrodja Tensorflow 1.9 [1]. Za namene učenja mreže in
eksperimentiranja smo uporabljali Docker strežnik laboratorija Vicos FRI z
naslednjimi specifikacijami:
• CPU: Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50GHz
• Pomnilnik: 64 GB
• GPU: Nvidia GeForce GTX 980, pomnilnik 4GB
4.3 Analiza arhitekture DeflectoDepth
V sklopu raziskovanja smo izvedli množico eksperimentov, katerih namen
je bil odkriti najbolǰse parametre in arhitekturo naše mreže. Eksperimente
smo izvajali na različici naše metode DeflectoDepthNOM , ki ocenjuje zgolj
globino in ne maske, z namenom, da izberemo čimbolj optimalne parametre
za napoved globine, saj ta predstavlja zahtevneǰsi problem.
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4.3.1 Vpliv barve na uspešnost ocene globine
Pri tem eksperimentu smo želeli preveriti, kako različen vhod v mrežo vpliva
na njeno uspešnost. Primerjali smo dve varianti mreže:
• DeflectoDepthRGB: vhod v mrežo je sestavljen iz barvne slike, ki ji kot
4. kanal pripnemo še povprečno vrednost globine
• DeflectoDepthGRAY : vhod v mrežo sestavlja sivinska slika, ki ji kot 2.
kanal pripnemo povprečno vrednost globine
mreža MAE(mm) RMSE(mm) SIE(mm2) GL
DeflectoDepthRGB 26,46 13,77 108,67 1.5782
DeflectoDepthGRAY 23,34 12,28 97,33 1.5819
Tabela 4.1: Primerjava različnih vhodov v mrežo.
V Tabeli 4.1 lahko vidimo, da varianta mreže DeflectoDepthGRAY bolje
napoveduje absolutno vrednost globine, saj sta njeni napaki MAE in RMSE
za 10% manǰsi kot pri DeflectoDepthRGB. Prav tako bolje napove porazde-
litev globine, saj je njena napaka SIE prav tako manǰsa za 10%, pri čemer
pa je GL primerljiv z DeflectoDepthRGB. Rezultat je delno pričakovan, saj
ima sivinska slika določene prednosti pred barvno. Karoserije avtomobilov
so namreč različnih barv, ko pa slike pretvorimo v sivinski spekter določene
razlike med barvami izginejo. Mreži to omogoča lažje učenje in bolǰso ge-
neralizacijo, kar se da razbrati iz eksperimenta. Za vhod v mrežo smo zato
izbrali sivinske slike.
4.3.2 Vpliv referenčne vrednosti globine
S tem eksperimentom smo želeli ugotoviti, kolikšno dodano vrednost mreži
predstavlja poznavanje referenčne vrednosti globine, ki smo jo v eksperimen-
tih simulirali s povprečno izmerjeno globino. Primerjali smo dve varianti
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mreže: DeflectoDepthAV G in DeflectoDepthNO−AV G, kjer prva kot vhod dobi
sivinsko sliko s pripeto povprečno vrednostjo, slednja pa dobi le sivinsko sliko.
mreža MAE(mm) RMSE(mm) SIE(mm2) GL
DeflectoDepthAV G 23,34 12,28 97,33 1.5819
DeflectoDepthNO−AV G 26,10 14,12 161,69 1.6023
Tabela 4.2: Primerjava vpliva informacije o povprečni vrednosti na
uspešnost.
Iz rezultatov v Tabeli 4.2 vidimo, da sta vrednosti napak MAE in RMSE
variante DeflectoDepthAV G nižji za dobrih 10%, kar je pričakovano, saj abso-
lutna globina predstavlja največjo negotovost pri ocenjevanju in referenčna
globina mreži pomaga zadeti globalno skalo le-te. Izstopa pa izbolǰsava pri
napovedi distribucije, saj je SIE napaka mreže DeflectoDepthAV G kar 40%
nižja od napake SIE mreže DeflectoDepthNO−AV G.
V sklopu preizkušanja vpliva referenčne globine smo izvedli še eksperi-
ment, kjer je mreža napovedovala odstopanje od povprečne globine. Učno
množico smo modificirali tako, da smo od izmerjenih globin odšteli izraču-
nano povprečje, izhodu mreže pa smo nato to vrednost prǐsteli nazaj. Takšna
mreža je pri napovedovanju absolutne globine dosegla primerljive rezultate
z mrežo DeflectoDepthNO−AV G , njeni napaki sta bili: MAE = 25, 44mm
in RMSE = 15, 13mm. Pri napovedi porazdelitve globine pa se je odrezala
precej slabše: njeni napaki sta GL = 1.7791 SIE = 276, 15mm2, kar je 70%
slabše kot SIE napaka mreže DeflectoDepthNO−AV G.
4.3.3 Analiza različnih združevalnih plasti
Osnovna mreža v združevalnih plasteh uporablja združevanje s konvolucijo
s korakom s = 2. S tem eksperimentom smo želeli preveriti, kako drugačni
načini združevanja vplivajo na uspešnost mreže. Preverili smo združevanje
z maksimumi in združevanje s povprečnimi vrednostmi. Združevalno plast s
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konvolucijo smo spremenili v konvolucijsko plast tako, da smo korak nasta-
vili na s = 1. Izhod te konvolucijske plasti smo nato poslali še skozi enega
od drugih načinov združevanja. Za eksperiment torej definiramo tri vari-
ante mreže: DeflectoDepthCN s konvolucijo s korakom 2, DeflectoDepthMP
z združevanjem z maksimumi in DeflectoDepthAP , ki vsebuje združevanje s
povprečnimi vrednostmi.
mreža MAE(mm) RMSE(mm) SIE(mm2) GL čas(s)
DeflectoDepthCN 23,34 12,28 97,33 1.5819 0.0469
DeflectoDepthMP 14,36 7,53 61,50 1.4380 0.0550
DeflectoDepthAP 22.02 11,53 59,83 1.5420 0.0555
Tabela 4.3: Primerjava vpliva različnih združevalnih plasti.
Iz Tabele 4.3 je razvidno, da združevanje z maksimumi daje najbolǰse
rezultate za absolutno oceno globine, saj sta napaki MAE in RMSE mreže
DeflectoDepthMP za okoli 40% nižji kot isti napaki mrež DeflectoDepthCN
in DeflectoDepthAP . Pri napovedi porazdelitve globine se najslabše odreže
mreža DeflectoDepthCN , njena napaka SIE je za skoraj 60% slabša kot SIE
ostalih dveh mrež, ki pa sta primerljivi. Najhitreǰsa od testiranih mrež je
DeflectoDepthCN , katere prehod naprej je za skoraj 15% hitreǰsi od ostalih
dveh mrež. Po eksperimentu smo se odločili v končni arhitekturi uporabiti
združevanje z maksimumi.
4.3.4 Analiza različnih plasti širjenja
S tem eksperimentom smo želeli preveriti vpliv različnih načinov širjenja na
uspešnost mreže. Preizkusili smo dve varianti mreže: DeflectoDepthTK , ki
uporablja širjenje s transponirano konvolucijo, in DeflectoDepthI , ki upora-
blja širjenje z interpolacijo bližnjih sosedov in konvolucijo.
Iz Tabele 4.4 lahko razberemo, da širjenje z zaporedno interpolacijo in
konvolucijo daje za odtenek bolǰse rezultate kot širjenje s transponirano kon-
volucijo. Napaki MAE in RMSE mreže DeflectoDepthI sta namreč za 5%
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mreža MAE(mm) RMSE(mm) SIE(mm2) GL čas(s)
DeflectoDepthTK 24,55 13,04 104.61 1.6088 0.0426
DeflectoDepthI 23,34 12,28 97,33 1.5819 0.0469
Tabela 4.4: Primerjava različnih načinov širjenja na uspešnost mreže.
nižji kot isti napaki mreže DeflectoDepthTK . Prav tako se odreže bolje pri
napovedi porazdelitve globine, kjer sta napaki SIE in GL bolǰsi za 7.5% ozi-
roma 10%. Mreža DeflectoDepthTK pa je sicer hitreǰsa za skoraj 10%. V
končni arhitekturi smo uporabili širjenje z interpolacijo bližnjih sosedov in
konvolucijo.
4.3.5 Primerjava različnih arhitektur
Z namenom iskanja optimalne arhitekture smo razvili in testirali več različic.
Osnovna mreža je kar kompleksna, zato smo eksperimentirali s preprosteǰsimi
mrežami, da bi videli, če so zmožne generirati primerljive rezultate. Razvili
smo dve dodatni, preprosteǰsi, arhitekturni različici, ki smo ju dobili tako, da
smo iz osnovne odstranjevali plasti iz enkoderja in dekoderja, števila filtrov
pa nismo spreminjali. Zgradbi enkoderja in dekoderja lahko poenostavimo
na bloke. Posamezen blok enkoderja je zgrajen iz zaporedne konvolucijske
plasti in združevalne konvolucijske plasti, ki ima enake hiperparametre kot
prva plast, le da je njen korak s = 2. Blok dekoderja pa je sestavljen iz plasti
širjenja z interpolacijo in konvolucijo, katere izhod skupaj s preskočno pove-
zavo povežemo še v konvolucijsko plast. V dekoderju so tudi konvolucijske
plasti, ki izračunajo vmesno globino.
Za potrebe eksperimenta smo torej pripravili tri arhitekturne različice,
naslovljene z DeflectoDepthV 1, DeflectoDepthV 2 in DeflectoDepthV 3. Njihova
zgraba je predstavljena v Tabelah 4.6, 4.7 in 4.8.
Rezultati eskperimenta so prikazani v Tabeli 4.5. Manǰsi mreži sta precej
hitreǰsi, DeflectoDepthV 3 je kar za 20% hitreǰsa od osnovne mreže Deflecto-
DepthV 1, a sta hkrati tudi manj natančni. Pri ocenjevanju absolutne glo-
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mreža MAE(mm) RMSE(mm) SIE(mm2) GL čas(s)
DeflectoDepthV 1 23,34 12,28 97,33 1.5819 0.0469
DeflectoDepthV 2 31,31 16,89 359,56 2.0756 0.0422
DeflectoDepthV 3 31,77 18,11 434,04 2.4209 0.0377
Tabela 4.5: Primerjava uspešnosti različnih arhitektur.
bine sta napaki MAE in RMSE osnovne mreže DeflectoDepthV 1 za četrtino
manǰsi kot isti napaki mreže DeflectoDepthV 2, ki je bolǰsa od obeh manǰsih
mrež. Posebej opazna pa je izbolǰsava pri napovedi porazdelitve globine, kjer
osnovna mreža pri napaki SIE doseže skoraj štirikratno izbolǰsavo od mreže
DeflectoDepthV 2. Tudi njena napaka GL je manǰsa za 25%. Rezultati so
posledica manǰsega števila učnih parametrov, zaradi česar preprosteǰsi mreži
nista zmožni učenja kompleksneǰsih funkcij.
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Enkoder Dekoder
Naziv Fitri Vhod Naziv Tip Filtri Vhod Preskok
E1 32/7 vhod D1 dekoder blok 512/3 E7 E6
E2 64/5 E1 D2 dekoder blok 512/3 D1 E5
E3 128/3 E2 D3 dekoder blok 256/3 D2 E4
E4 256/3 E3 D4 dekoder blok 128/3 D3 E3
E5 512/3 E4 G1 konvolucijska 1/3 D4 /
E6 512/3 E5 D5 dekoder blok 64/3 D4 G1+E2
E7 512/3 E6 G2 konvolucijska 1/3 D5 /
D6 dekoder blok 32/3 D5 G2+E1
G3 konvolucijska 1/3 D6 /
D7 dekoder blok 16/3 D5 G3
G4 konvolucijska 1/3 D7 /
Tabela 4.6: Arhitektura mreže DeflectoDepthV 1.
Enkoder Dekoder
Naziv Fitri Vhod Naziv Tip Filtri Vhod Preskok
E1 32/7 vhod D1 dekoder blok 512/3 E6 E5
E2 64/5 E1 D2 dekoder blok 256/3 D1 E4
E3 128/3 E2 D3 dekoder blok 128/3 D2 E3
E4 256/3 E3 G1 konvolucijska 1/3 D3 /
E5 512/3 E4 D4 dekoder blok 64/3 D3 G1+E2
E6 512/3 E5 G2 konvolucijska 1/3 D4 /
D5 dekoder blok 32/3 D4 G2+E1
G3 konvolucijska 1/3 D5 /
D6 dekoder blok 16/3 D5 G3
G4 konvolucijska 1/3 D6 /
Tabela 4.7: Arhitektura mreže DeflectoDepthV 2.
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Enkoder Dekoder
Naziv Fitri Vhod Naziv Tip Filtri Vhod Preskok
E1 32/7 vhod D1 dekoder blok 256/3 E5 E4
E2 64/5 E1 D2 dekoder blok 128/3 D1 E3
E3 128/3 E2 G1 konvolucijska 1/3 D2 /
E4 256/3 E3 D3 dekoder blok 64/3 D2 G1+E2
E5 512/3 E4 G2 konvolucijska 1/3 D3 /
D4 dekoder blok 32/3 D3 G2+E1
G3 konvolucijska 1/3 D4 /
D5 dekoder blok 16/3 D4 G3
G4 konvolucijska 1/3 D5 /
Tabela 4.8: Arhitektura mreže DeflectoDepthV 3.
4.4 Analiza mreže DeflectoDepth
Rezultati mreže DeflectoDepth so predstavljeni v Tabeli 4.9. Iz napake MAE
lahko vidimo, da mreža na vsakem pikslu dejansko globino povprečno zgreši
za 15.4 mm. Prehod mreže traja 0.0604s, kar pomeni, da lahko v sekundi
procesira 16.5 slik. Mreža je zelo uspešna pri generiranju maske vzorca, saj
doseže natančnost Pr = 0.985, priklic Re = 0.973 in F1 = 0, 979. Primeri
napovedi globine in maske so prikazani na Slikah 4.5, 4.6, 4.7 in 4.8. Napo-
vedana ter dejanska globina sta za lažjo predstavo normalizirani. Na Sliki
4.7 lahko vidimo, da so pri izmerjeni globini nekatere vrednosti manjkajoče.
Tam merilna naprava ni mogla izmeriti globine zaradi slabega odboja. Naša
metoda pa tudi za te točke poda napoved globine.
MAE(mm) RMSE(mm) SIE(mm2) GL čas(s)
15,40 7,64 44,51 1.4487 0.0604
Tabela 4.9: Rezultati mreže DeflectoDepth pri napovedovanju globine.
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Slika 4.5: Primer napovedi mreže. Napaka je podana v milimetrih.
Slika 4.6: Primer napovedi mreže.
48 Andrej Mǐsčič
Slika 4.7: Primer napovedi mreže.
Slika 4.8: Primer napovedi mreže.
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Pri analizi nas je zanimalo, če obstaja korelacija med napako mreže in
povprečno razdaljo zajema slike. Predvidevali smo, da obstaja možnost, da
mreži pada natančnost napovedi pri večanju oddaljenosti od površine, kar bi
lahko bila posledica manǰsanja vzorca. Pri večjih razdaljah je namreč težje
določiti točne meje črt, saj so te projicirane bolj skupaj. Graf napake MAE
v odvisnosti od povprečne razdalje je prikazan na Sliki 4.9. V grafu vidimo,
da korelacije praktično ni, saj je večina napak v intervalu od 5 do 10 mm
z nekaj izjemami. Tudi izračunan Pearsonov koeficient korelacije, r=0.154,
potrdi neznatno povezanost napake in globine.
Slika 4.9: Graf napake MAE v odvisnosti od povprečne razdalje.
4.4.1 Primerjava z mrežo DeflectoDepthNOM
Poleg osnovne mreže smo razvili tudi različico DeflectoDepthNOM , ki napo-
veduje zgolj globino. Uspešnost obeh mrež pri oceni globine je predstavljena
v Tabeli 4.10.
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mreža MAE(mm) RMSE(mm) SIE(mm2) GL čas(s)
DeflectoDepth 15,40 7,64 44,51 1.4487 0.0604
DeflectoDepthNOM 13,44 7,12 58,71 1.4467 0.0543
Tabela 4.10: Rezultati primerjave z mrežo DeflectoDepthNOM .
Iz rezultatov je vidno, da je pri napovedi absolutne globine bolj uspešna
mreža DeflectoDepthNOM , njena napaka MAE je za 12.7% nižja, napaka
RMSE pa za 6.8% nižja kot napaki osnovne mreže. Pri napovedi porazdelitve
globine pa osnovna mreža doseže za 24.2% nižjo napako SIE, pri čemer sta
napaki GL praktično enaki. Mreža DeflectoDepthNOM je 10% hitreǰsa kot
osnovna mreža. Razlog za takšne rezutate lahko verjetno pripǐsemo temu, da
je mreža DeflectoDepth v fazi učenja minimalizirala dvoje vrste kriterijske
funkcije: za napoved globine in za napoved maske. Tako morda ni našla
optimalnega minimuma za napoved globine.
4.4.2 Napake v anotacijah
Kljub visoki natančnosti pri napovedi maske, smo pri nekaterih vhodih opa-
zili, da mreža na delih slike masko napove drugače kot je le-ta bila anotirana.
Gre za dele slike, kjer je viden odboj vzorca, a ta ni priključen celotni pro-
jekciji ali pa je premalo razviden in zato ni bil anotiran. V takšnih primerih
torej ne gre za napako metode - le-ta deluje bolje kot anotator. Primera
takšnih napak sta vidna na Sliki 4.10.
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Slika 4.10: Prikazana napaka napovedi maske povzročena zaradi pomankljive




V diplomski nalogi smo obravnavali problem ocenjevanja globine na odbojnih
površinah. Predlagali smo novo metodo DeflectoDepth, ki se razlikuje od
klasičnih pristopov k deflektometriji, saj temelji na konvolucijskih nevronskih
mrežah. Za delovanje potrebuje zgolj eno sliko površine, za katero je zmožna
sama generirati tudi masko vzorca. Zaradi tega je praktično uporabneǰsa,
saj ni potrebe po ročni anotaciji podatkov. Parametre mreže ter elemente
arhitekture smo določili z eksperimenti.
Za namene testiranja predlagane metode smo zajeli in anotirali podat-
kovno zbirko CarDepth. Zajeli smo jo z razvitim sistemom, ki je sestavljen
iz RGBD kamere in projekcijskega črtastega vzorca.
Metoda DeflectoDepth pri ocenjevanju globine doseže MAE=15,40 mm
in pri porazdelitvi globine napako SIE=44,51 mm2. Pri generiranju maske
vzorca je njena natančnost Pr=0.985 in priklic Re=0.973. Pri analizi smo
ugotovili, da so nekatere napake pri generirani maski tudi plod slabih anota-
cij, kjer mreža deluje bolje kot anotator. Mreža za izračun globine potrebuje
0.0604 s, kar pomeni, da je zmožna procesirati 16.5 slik na sekundo. Poleg
osnovne metode DeflectoDepth smo razvili tudi različico DeflectoDepthNOM ,
ki napoveduje zgolj globino. Ta različica doseže napako MAE=13,44 mm in
napako SIE=58,71 mm2.
Klasični pristopi k deflektometriji naj bi dosegali bolǰse rezultate, vendar
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za to potrebujejo natančen in dobro kalibriran sistem. Naša merilna na-
prava ni kalibrirana, saj se mreža kalibracije sistema nauči v fazi učenja. Po-
datke smo zajeli tako, da smo napravo ročno premikali ob opazovni površini,
tresljajo rok pa dodajo šum v podatke. Tako bi le-ti bili neuporabni za
uporabo pri klasičnih pristopih deflektometrije, ki potrebujejo nadzorovan
sistem, hkrati pa tudi več slik opazovane površine.
5.1 Nadaljnje delo
Ena izmed možnosti nadaljnjega dela je implementacija enega od klasičnih
pristopov metod deflektometrije za ocenjevanje globine. To metodo bi nato
lahko evalvirali in s tem pridobili neke osnovne vrednosti napak pri oceni
globine, s katerimi bi primerjali in tako bolje ocenili uspešnost mreže Deflec-
toDepth. Pri evalvaciji klasične metode bi sicer najbrž naleteli na težave,
saj ne more delati na isti množici podatkov, potrebuje namreč natančneǰsi,
kalibriran sistem in sinusoiden projekcijski vzorec.
Druga možna izbolǰsava bi bila nadgradnja podatkovne zbirke CarDepth.
Trenutno ta zajema 212 vhodnih slik, kar je precej malo za učenje zelo globo-
kih konvolucijskih nevronskih mrež. Pričakovati je, da bi večja učna množica
mreži omogočila doseganje bolǰsih rezultatov zaradi bolǰse generalizacije. Po-
leg tega bi bilo potrebno bolje anotirati vhodne slike in točno določiti, kaj
na sliki predstavlja vzorec in kaj ne, kar bi izbolǰsalo generiranje maske. Da
bi pridobili bolǰse rezultate, bi lahko izbolǰsali tudi učenje mreže. Kriterijska
funkcija, ki smo jo uporabili v fazi učenja, je namreč sestavljena iz večih
napak. Te napake smo združili z utežmi, katerih vrednosti smo določili ek-
sperimentalno in verjetno niso optimalne. Lahko bi se poslužili podobnega
pristopa kot v [13], kjer predlagajo metodo, ki upošteva negotovost mreže pri
posamezni nalogi (napoved globine, napoved maske) za izračun optimalneǰsih
uteži.
Možna je tudi nadgradnja merilnega sistema, da bi le-ta omogočal 3D re-
konstrukcijo opazovane površine. Sistemu bi bilo potrebno vgraditi napravo
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IMU(ang. inertial measurement unit), s katero bi lahko merili premike meril-
nega sistema. Tako bi se lahko s sistemom premikali ob opazovani površini,
npr. karoseriji avtomobila, in zaporedoma zajemali slike. V fazi rekonstruk-
cije bi nato ocenili globino površine na vsaki sliki in uporabili podatke o
premikih z naprave IMU, da bi posamezne slike globin lahko združili v eno
ter tako rekonstruirali celotno površino. Da bi prǐsli do te točke, bi bilo po-
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[27] Haşim Sak, Andrew Senior, and Françoise Beaufays. Long short-term
memory recurrent neural network architectures for large scale acoustic
modeling. In Fifteenth annual conference of the international speech
communication association, 2014.
[28] Irwin Sobel. An isotropic 3x3 image gradient operator. Presentation at
Stanford A.I. Project 1968, 02 2014.
[29] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever,
and Ruslan Salakhutdinov. Dropout: a simple way to prevent neu-
ral networks from overfitting. The journal of machine learning research,
15(1):1929–1958, 2014.
[30] Richard Szeliski. Computer vision: algorithms and applications. Sprin-
ger Science & Business Media, 2010.
[31] Shimon Ullman. The interpretation of structure from motion. Proce-
edings of the Royal Society of London. Series B. Biological Sciences,
203(1153):405–426, 1979.
Diplomska naloga 61
[32] Kai Zhang, Wangmeng Zuo, Yunjin Chen, Deyu Meng, and Lei Zhang.
Beyond a gaussian denoiser: Residual learning of deep cnn for image
denoising. IEEE Transactions on Image Processing, 26(7):3142–3155,
2017.
[33] Zonghua Zhang, Yue Liu, Shujun Huang, Zhenqi Niu, Jiao Guo, Nan
Gao, Feng Gao, and Xiangqian Jiang. Full-field 3d shape measurement
of specular surfaces by direct phase to depth relationship. In Optical
Metrology and Inspection for Industrial Applications IV, volume 10023,
page 100230X. International Society for Optics and Photonics, 2016.
[34] Zonghua Zhang, Yuemin Wang, Shujun Huang, Yue Liu, Caixia Chang,
Feng Gao, and Xiangqian Jiang. Three-dimensional shape measure-
ments of specular objects using phase-measuring deflectometry. Sensors,
17(12):2835, 2017.
[35] Karel Zuiderveld. Contrast limited adaptive histogram equalization. In
Graphics gems IV, pages 474–485. Academic Press Professional, Inc.,
1994.
