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Abstract
It is well-known that 2 -sectorial operators generally do not admit a bounded H
∞ calculus
over the right half-plane. In contrast to this, we prove that the H∞ calculus is bounded
over any class of functions whose Fourier spectrum is contained in some interval [, ] with
0< < <∞. The constant bounding this calculus grows as log e as  →∞ and this growth
is sharp over all Banach space operators of the class under consideration. It follows from these
estimates that 2 -sectorial operators admit a bounded calculus over the Besov algebra B
0∞1
of the right half-plane. We also discuss the link between 2 -sectorial operators and bounded
Tadmor–Ritt operators.
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper we consider the class S 
2
of negative generators of bounded holomorphic
C0-semigroups, or, equivalently, sectorial operators on a Banach space X having a
sectoriality angle less than 2 (we call these operators 2 -sectorial operators), see Section
1.1 for details.
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Starting from seminal papers of A. Yagi and A. McIntosh a theory of H∞ calculus
has been developed for sectorial operators. It is known that such a bounded H∞
calculus does not always exist; namely, an one-one sectorial operator A with dense
range allows an H∞ calculus if and only if A satisﬁes a strong extra condition known
as the Quadratic Function Condition (or equivalently for Hilbert spaces the Bounded
Imaginary Powers Condition). If A has a bounded H∞ calculus, then interesting and
important consequences concerning maximal regularity of the Cauchy problem related to
A or closedness of sums are known. See [McI,CDMY96,Prü93,ABHN01,LM98,Haa03]
for details and further references.
Our main point here is to prove that 2 -sectorial operators allow a bounded H
∞(C+)
functional calculus F → F(A) over a class of entire functions of ﬁnite exponential type,
namely, entire functions having a band-limited Fourier spectrum, F ∈ H∞[, ], where
0 <  <  <∞, see Theorem 1.6, and Section 1.4 for more comments and deﬁnitions.
In a sense, the subspaces H∞[, ] exhaust the space H∞(C+), namely, the union
∪0<<<∞H∞[, ] is ∗-weakly dense in H∞(C+), and also closL∞(iR)(∪0<<<∞H∞
[, ]) = CA(C+)0, where CA(C+)0 stands for H∞ functions uniformly continuous up
to the imaginary axis and tending to zero as Re z → ∞, see [Kob47]. As a simple
consequence, we show that every 2 -sectorial operator has a bounded calculus over the
analytic Besov space B0∞1 = B0∞1(C+), see Theorem 1.7. Recall that B0∞1 = {F ∈
Hol(C+) :
∫∞
0 supy∈R |F ′(x + iy)| dx < ∞}. The constant c bounding the calculus,
‖F(A)‖c‖F‖B0∞1 , is of the order C(A)
3 (in our proof).
The constant bounding the H∞[, ] calculus grows as log e as  → ∞, and
we show that this bound is sharp over all 2 -sectorial operators acting on a Banach
space X satisfying certain geometric conditions (veriﬁed, in particular, for the spaces
L1(), L∞(), C(K)); for some other Banach spaces (including Hilbert spaces and
Lp(), 1 < p < ∞), we exhibit 2 -sectorial operators whose calculus bound grows as(
log e
)1−
, where  > 0 is arbitrarily small, see Section 2. In fact, we take a special
attention to the explicit form of constants involved in all our estimates, even in the
cases where we do not insist on the sharpness of these constants.
As a byproduct, we prove two complex analysis consequences of our main results.
First, every free interpolation set for H∞[, ] lying in a Stolz angle is ﬁnite. Secondly,∫
 |F ′(z)| · |dz|const · log
(e

) ‖F‖∞ for every F ∈ H∞[, ] and every Ahlfors–
Carleson curve in a Stolz angle ,  < 2 , and the upper bound of these integrals
over the unit ball of H∞[, ] is equivalent to log e (the constant const depends on
 and on the Ahlfors–Carleson constant of ), see Section 4.
We ﬁnish this Introduction shortly discussing the links between 2 -sectorial operators
and the so-called Tadmor–Ritt operators, that is, bounded Banach space operators with
the spectrum in the closed unit disc satisfying the resolvent growth condition
‖Rz(T )‖ C(T )|z− 1| , |z| > 1.
(Here and below, C(T ) means the best-possible constant in such an inequality.) First,
it should be mentioned that one can construct an analogue of the above functional
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calculus for Tadmor–Ritt operators, see [Vit]. Namely, given two integers 1mn we
denote by H∞[m, n] the vector space of polynomials p =∑nk=m akzk and show that
‖p(T )‖
(
a log
n+ 1
m
+ b
)
‖p‖∞
for every p ∈ H∞[m, n], where the constants a, b > 0 depend only on C(T ) and have
an order at most C(T )5. As for the semigroup case, this estimate leads to the bounded
functional calculus over the Besov algebra B0∞1(D) of the disc D = {z ∈ C : |z| < 1}.
Recall that
B0∞1(D) =
{
f ∈ Hol(D) : ‖f ‖ = |f (0)| +
∫ 1
0
‖f ′r‖∞ dr <∞
}
,
where fr(z) = f (rz), z ∈ D, 0 < r < 1. The same kind of sharpness results and
embedding theorems, as for the half-plane, are established for the disc case, see [Vit].
These results strengthen some results of [Vit04a], where a different approach to the
functional calculus is used, namely, a duality approach. Although in the present paper
we work directly with the resolvent and the semigroup S(·) itself, the duality approach
can be employed for the semigroups too, and we obtain, as in [Vit04a],
‖F(A)‖const
∥∥∥∥Fz
∥∥∥∥
CSI ()
const‖F‖Mult ,
where A is a -sectorial operator (the generator of S(·)), CSI () stands for the space of
Cauchy–Stieltjes integrals in , and Mult is the algebra of multipliers of CSI (), see
[Vit04a] for details of this approach. However, for the next steps of the duality approach
in the case of the non-compact domain  we meet some technical complications, and
for this we prefer to use in this paper the direct resolvent techniques.
Notice that, in particular, the above estimate arising from the duality approach gives
similar embedding theorems but for functions F such that
F
z
∈ CSI (), and a fortiori
for F
z
∈ CSI ( 
2
) and for multipliers F ∈ Mult . For the case of the disc D, we have
already seen such estimates in [Vit04a], in particular, ∑k1 |f (k)−f (k+1)| <∞ for
every f such that f1−z ∈ CSI (D) and for every parameter-monotone (k) ⊂  ⊂  ⊂ D.
Unfortunately, it was not mentioned in [Vit04a] that these embeddings generalize an
earlier embedding theorem of S.A. Vinogradov, who proved it for the case of a Carleson
interpolating sequence (k), [Vin76, Lemma 13].
The analogy between the functional calculus for 2 -sectorial operators and Tadmor–
Ritt operators is not quite surprising as there exist many links between these two classes,
for example via the Cayley transform. In this paper, we add to the list of these links
one more property by showing that a C0 semigroup S(·) is bounded and holomorphic
if and only if the operators S(t), t > 0, are uniformly Tadmor–Ritt, that is supt>0
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C(S(t)) <∞, see Section 3 (see also [Nev97, Theorem 2.1] together with [NZ99] or
[Lyu99] for yet another characterization of Tadmor–Ritt operators in terms of bounded
holomorphic semigroups). One can interpret this statement as a manifestation of the
transference principle of Coifman and Weiss; see [CW76]. Moreover, below we give
an idea how a transference argument and the Besov algebra calculus for Tadmor–Ritt
operators could imply the B0∞1 calculus for holomorphic semigroups. However, there
are some technical complications in realizing this idea. Moreover, the continuous case
has many speciﬁc features, for instance, the spaces H∞[, ] are inﬁnite dimensional
and the lower parameter  can tends to zero, etc.
We end up with mentioning that for the case of Hilbert space operators a similar
Besov algebra B0∞1(D) functional calculus was constructed by Peller [Pel82] for the
larger class of power-bounded operators (by using a tensor product approach). For the
case of Banach spaces, there is no hope to get such a result. For instance, the best-
possible constant in an estimate ‖p(T )‖cm,n‖p‖∞ for p ∈ H∞[m, n] is of the order
(n − m + 1)1/2, etc. By the way, the mentioned transference techniques allow one to
get an analogue of Peller’s result for Hilbert space-bounded semigroups. In fact, in
this case the “transference” simply means that we take T = S(t) for a t > 0 and
write p(T ) = ∑ akT k = ∑ akS(kt) = (∑ ak	kt) (ˆA), where 	x stands for a Dirac
	-measure at x ∈ R+ and fˆ means the Laplace transform of f. The log nm -estimate
for p ∈ H∞[m, n] being invariant with respect to the scaling k → kt we obtain the
result for the semigroup S(·) approximating an arbitrary function from H∞[, ] by
Laplace transforms of the form
(∑
ak	kt
)
.ˆ Similar reasoning combined with Theorem
3.1 should lead to another proof of the B0∞1 calculus for holomorphic semigroups.
The paper is organized as follows. Section 1 is devoted to the key band limited and
Besov class estimates. Section 2 deals with the sharpness of the obtained inequalities.
In Section 3 we prove that a C0 semigroup is holomorphic and bounded if and only
if it is uniformly Tadmor–Ritt. Section 4 contains applications to embedding theorems
mentioned above. In the Appendix, we give a proof of the equivalence of two deﬁni-
tions of B0∞1(C+), presumably a known fact, whose proof we can not localize in the
literature.
1. Band limited functional calculus
1.1. Sectorial operators
Let  ∈ (0, ] and  = {z ∈ C : | arg z| < }. A densely deﬁned closed operator
A on a Banach space X is -sectorial if its spectrum, (A), is contained in the sector
 ∪ {0}, where
 = {z ∈ C : | arg z| < },
and the resolvent of A, Rz(A) = (zI − A)−1, satisﬁes the growth condition
C(A) := sup
z∈C\(∪{0})
‖zRz(A)‖ <∞.
P. Vitse / Journal of Functional Analysis 228 (2005) 245–269 249
The condition is known to be important for various applications to semigroup theory
and PDEs, see [Paz83,Prü93]. It is also well-known that a C0 semigroup has a -
sectorial generator ( < 2 ) if and only if it is holomorphic and bounded in any sector
 
2−−,  > 0, see [Paz83].
The set of -sectorial operators on X is denoted by S(X); when we do not need
to specify the space X, we simply write S instead of S(X). It is clear that 1 < 2
implies S1 ⊂ S2 . A simple reasoning using ‖Rz(A)‖
1
dist (z, (A))
leads to the
following property (see [Vit04b] and Lemma 1.1 below): if A ∈ S, then there exists
′ <  depending only on the constant C(A) such that A ∈ S′ .
It is worth mentioning that a slightly different classiﬁcation is frequently used in the
literature on sectorial operators (see, for instance, [LM98]). Namely, an operator A is
said to be sectorial of type  ∈ (0, ) if A ∈ ⋂<′ S′ . If S˜ is the class of all
sectorial operators of type  then S ⊂ S˜ ⊂ S+ for every  > 0 (such that + )
and S =
⋃
0<′< S˜′ .
1.2. Standard functional calculi
Let A be an operator on a Banach space X with C\(A) = ∅, and 
 a simply
connected domain, 
 ⊂ C, with a “regular” positively oriented boundary 
 (“regular”
includes, in particular, that 
 is locally rectiﬁable and 
 is star-shaped with respect
to a point z0 ∈ 
) such that (A) ⊂ 
 and (A) ∩ 
 is a set of zero length. Then
(see [Sol83]) the Riesz–Dunford functional calculus
F(A) = 1
2i
∫


F(z)Rz(A) dz
is well deﬁned on the space F of holomorphic functions F belonging to the Smirnov
class E1(
) (see [Dur70]) and such that ∫
 |F(z)| · ‖Rz(A)‖∗ · |dz| < ∞, where
h(z)∗ = sup>1 |h(z0 + (z − z0))|, z ∈ 
, is the maximal function of a function
h deﬁned in C\
. This calculus is partially multiplicative (F,G,FG ∈ F implies
F(A)G(A) = (FG)(A)), and 1
− z (A) = R(A) for  ∈ C\
. For a sectorial operator
A ∈ S, a convenient choice of 
 is simply 
 = . In particular, F(A) is well deﬁned
by the Riesz–Dunford integral if F ∈ Hol() and |F(z)|C |z|
s
(1+ |z|)2s for z ∈ 
and some s > 0. The notation H∞0 () is used for the class of all functions satisfying
the above properties (see, for instance, [McI,LM98]).
Yet another standard functional calculus for sectorial operators is deﬁned by the
Laplace transform. Namely, given the generator A of a C0-semigroup S(·), a function
of A can be deﬁned as
ˆ(A) =
∫ ∞
0
S(t) d(t),
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where  is a complex measure on [0,∞] such that ∫∞0 ‖S(t)‖ d|| < ∞ and ˆ(z) =∫∞
0 e
−tz d(t) is its Laplace transform. For a sectorial operator A, the corresponding
semigroup S(·) is known to be bounded (see [Paz83]). Hence, the Laplace-type calculus
is well deﬁned on the algebra M̂(R+) = {ˆ :  ∈M(R+)} of Laplace transforms of
measures  on R+ of ﬁnite variation. Note that M̂(R+) ⊂ H∞( 2 ) = H∞(C+).
These two calculi are consistent in the following sense: if A ∈ S 
2
, F ∈ M̂(R+) ∩
H∞0 ( 2 ), and F = ˆ, then the Riesz–Dunford and the Laplace integrals coincide,
F(A) = ˆ(A), see [LM98] for a slightly different but similar property.
1.3. The McIntosh calculus
The following calculus with possibly unbounded values has been deﬁned in [McI].
Let (z) = z(1+z)−2 and A be a 2 -sectorial operator. Then (A) is well deﬁned in the
Riesz–Dunford sense, and if A is injective and has dense range then the same holds for
(A), see [McI,LM98]. The McIntosh calculus is then deﬁned on H∞( 
2
) = H∞(C+)
by the formula
F → F˜ (A) = (A)−1(F)(A),
where F ∈ H∞0 (C+), and hence (F)(A) exists in the Riesz–Dunford standard
calculus. It is known that F˜ (A) = F(A) for F ∈ H∞0 (C+); F(A) is bounded for every
F ∈ H∞(C+) if and only if the standard H∞0 (C+) calculus is bounded, i.e., if there
exists C > 0 such that ‖F(A)‖C‖F‖∞ for every F ∈ H∞0 (C+), see [LM98].
1.4. H∞ functions of band-limited Fourier spectrum
From the distribution theory point of view, every F ∈ H∞(C+) is the (inverse)
Laplace (Fourier) transform of a distribution D with suppD ⊂ [0,∞), F(z) =∫∞
0 e
−tz dD(t). Entire functions of exponential type  bounded on C+ correspond to
a class of distributions D with suppD ⊂ [0, ]. More generally, given 0 < ∞, we
denote by H∞[, ] the subspace of H∞(C+) of functions F having suppFˆ ⊂ [, ],
Fˆ being the (distributional) Fourier transform of F |iR. Observe that H∞[,∞] =
e−zH∞(C+), and H∞[0, ] = H∞(C+)∩ e−zH∞(C−) is the so-called model space
in many papers denoted by K∞ , where (z) = e−z. For more about H∞ (and L∞)
functions with band-limited spectrum, see, for example, [HJ94].
In order to construct a calculus over the spaces H∞[, ], 0 <  <  <∞, and then
over a Besov space, we proceed by the following steps. Let A ∈ S 
2
.
(i) We show that ‖fˆ (A)‖C,‖fˆ ‖∞ for every f ∈ L2(, ) such that fˆ (0) = 0,
where C, 8C(A)3 log
(e

)
and C(A) = C 
2
(A) is deﬁned in Section 1.1.
(ii) Given F ∈ H∞[, ], F(0) = 0, and 	 > 0, we set F	(z) = e−	z sin i	z
i	z
F (z),
and show that F	 = fˆ	 with f	 ∈ L2(, + 2	) and ‖F	(A)‖C,+2	‖F‖∞.
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(iii) Finally, we prove that there exists lim	→0 F	(A)x := F [A]x for every x ∈ X
and every F ∈ H∞[, ]. The calculus F → F [A] satisﬁes the usual homomorphism
properties and is consistent with the previous deﬁnitions (in particular, F [A] = F˜ (A)
for every F ∈ H∞[, ] and every injective A).
It is worth mentioning that the point is not in the deﬁnition of F [A] but in the esti-
mate mentioned in point (i) above, see also Theorem 1.6. As to the deﬁnition, one can
easily deduce from the maximum principle that F ∈ H∞[, ] implies |F(z)|‖F‖∞
e−Re z for Re z > 0, and hence the function G = F − F(0)e−z is in H∞0 () ∩
H∞[, ] for every  < 2 . (In fact, a function G ∈ H∞[, ] belongs to H∞0 ()
for some/every  < 2 if and only if G(0) = 0.) Hence, G(A) is well deﬁned in the
Riesz–Dunford calculus, and we can set F(A) = G(A)+ F(0)S(). Continuing in this
way, and using the Bernstein inequality for functions of exponential type, one can see
that ‖F(A)‖const
(
1
 + 
)
‖F‖∞ for F ∈ H∞[, ] but this estimate is far from
being sharp and cannot be extended to the Besov space B0∞1. Instead, we proceed by
using more delicate properties of holomorphic semigroups.
We start with a series of technical lemmas containing quantitative versions of some
known facts, see [Paz83].
Lemma 1.1. Let A ∈ S 
2
, and let C(A) := C 
2
(A) be the constant deﬁned in Section
1.1. Then A ∈ S, where
 = arccos 1
2C(A)
<

2
,
and C(A)2C(A).
Proof. For z ∈ iR, we have dist (z, (A)) 1‖Rz(A)‖
|z|
C(A)
. Moreover, for  ∈ (0, 2 )
such that cos  = 1
2C(A)
and for z and z′ as in Fig. 1 below, we have
‖Rz′(A)‖  ‖Rz(A)‖1− |z− z′| · ‖Rz(A)‖
C(A)/|z|
1− |z− z′| · ‖Rz(A)‖ =
C(A)/|z|
1− |z|2C(A) C(A)|z|
= 2C(A)|z| =
2C(A)
|z′| cos
(
2
− 
)
 2C(A)|z′| . 
Lemma 1.2. Let A ∈ S 
2
. Then the corresponding semigroup S(·) is bounded, namely
‖S(t)‖C1 = 2 C(A)

(logC(A)+ 10)
for t > 0.
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z
z′
0 
Fig. 1.
+

−
t

0
Fig. 2.
Proof. Following a known computation (see [Paz83, p. 30]), we have
S(t) = 1
2i
∫

e−ztRz(A) dz,
where  = + ∪ t ∪ − and ± = {re±i : t−1r <∞}, t = {t−1eis : s2− }
and  is deﬁned in Lemma 1.1; see Fig. 2.
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Then
‖S(t)‖  1

∫ ∞
t−1
e−rt cos 2 C(A)
r
dr + 1
2
∫ 2−

e− cos s2C(A) ds
 2

∫ ∞
cos 
e−r C(A)
r
dr + 2eC(A)
 2

∫ 1
cos 
C(A)
r
dr + 2

∫ ∞
1
e−r C(A)
r
dr + 2eC(A)
= 2 C(A)

(
log
1
cos 
+ e−1 + e
)
 2 C(A)

(
log (2C(A))+ e−1 + e
)
 2 C(A)

(logC(A)+ 10). 
Remark 1.3. It is of interest to note that an estimate from [Haa03], Proposition 2.2 or
inequality (1.8), claims a linear-like growth of supt∈ ‖S(t)‖ in terms of the sectoriality
constant C(A), ‖S(t)‖C(A)‖e−z‖, for every  ∈
(
0, 2
)
with A ∈ S, where ‖.‖
is a certain norm depending on . But for  deﬁned in Lemma 1.1, ‖e−z‖ has the
order logC 
2
(A). We do not know whether there exists an absolute constant a > 0
such that ‖S(t)‖aC 
2
(A). For a similar effect in the case of Tadmor–Ritt operators,
see [Vit].
Lemma 1.4. Let A ∈ S 
2
. Then the corresponding semigroup t → S(t) is (strongly) in
C∞(R+) and
‖S(n)(t)‖ 2
n+1C(A)n+1(n− 1)!
tn
, t > 0.
Proof. Using a known computation (see, e.g., [Paz83, p. 63]), it follows from the fact
that S(t) = 12i
∫
 e
−ztRz(A) dz, where  = + ∪ −, ± = {re±i : 0 < r < ∞}, and
 is deﬁned as in Lemma 1.1, that
S(n)(t) = (−1)
n
2i
∫

zne−ztRz(A) dz.
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Hence
‖S(n)(t)‖  1

∫ ∞
0
2C(A)rn−1e−tr cos  dr
= 2C(A)
t cos 
∫ ∞
0
( u
t cos 
)n−1
e−u du = 2
n+1C(A)n+1(n− 1)!
tn
for every t > 0, since cos  = 1
2C(A)
. 
Lemma 1.5. Let A ∈ S 
2
and F(z) = fˆ (z) = ∫  e−tzf (t) dt , where f ∈ L1(, ) and
0 <  <  < ∞. Assume that F(0) = ∫  f (t) dt = 0. Then F(A) is well deﬁned in
both the Riesz–Dunford calculus and the Laplace transform calculus, and we have
‖F(A)‖C2 log
(

)
‖F‖∞ + C3‖F‖∞ 8C(A)
3

log
(e

)
‖F‖∞,
where
C2
8C(A)3

, C3
4C(A)2

.
Proof. It follows from the discussion in Section 1.2 that F(A) exists as a bounded
operator in both the Riesz–Dunford and the Laplace transform calculi. Integrating twice
by parts we get
F(A)=
∫ 

f (t)S(t) dt =
[
S(t)
∫ t

f (r) dr
]t=
t=
−
∫ 

(∫ t

f (r) dr
)
S′(t) dt
=−
∫ 

(∫ t

f (r) dr
)
S′(t) dt
=−
[∫ t

(∫ u

f (r) dr
)
duS′(t)
]t=
t=
+
∫ 

(∫ t

(∫ u

f (r) dr
)
du
)
S′′(t) dt
=−
∫ 

(∫ u

f (r) dr
)
duS′()+
∫ 

(∫ t

(t − r)f (r) dr
)
S′′(t) dt
=−
∫ 

(− r)f (r) drS′()+
∫ 

1
t
(∫ t

(
1− r
t
)
f (r) dr
)
t2S′′(t) dt.
Since
∣∣∣∣∫ t

(
1− r
t
)
f (r) dr
∣∣∣∣ = |t (F )(0)|‖F‖∞, where
t (F )(z) =
∫ t
0
(
1− r
t
)
f (r)e−rz dr
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is the Fejer mean of F and ‖t (F )‖∞‖F‖∞, see [SW71, Chapter 1], we get
‖F(A)‖  ‖F‖∞ · ‖S′()‖ · + ‖F‖∞ · sup
t>0
t2‖S′′(t)‖ ·
∫ 

dt
t
 ‖F‖∞ 4C(A)
2

+ ‖F‖∞ 8C(A)
3

log


. 
Theorem 1.6. Let X be a Banach space, A ∈ S 
2
(X), and F ∈ H∞[, ], where
0 <  <  <∞. Then there exists the limit
F [A]x = lim
	→0
F	(A)x, x ∈ X,
where F	(z) = e−	z sin i	z
i	z
F (z), and hence F	 ∈ L2(,  + 2	)∧. Moreover, F [A] =
F(A) for every F ∈ H∞0 (C+) ∩H∞[, ], and
‖F [A]‖C4‖F‖∞ + C5 log
(

)
‖F‖∞ 30

C(A)3 log
(e

)
‖F‖∞
for every F ∈ H∞[, ], where C4 30

C(A)2 and C5
16

C(A)3. The calculus F →
F [A] is consistent with the standard calculi of Section 1.2, in particular, etz[A] = S(t)
for t > 0.
Proof. Let G = F − F(0)e−z. Then G ∈ H∞[, ], G(0) = 0, thus G(A) is well-
deﬁned (see Section 1.4) and we can set F [A] = G(A)+ F(0)S(). Thus,
‖F [A]‖‖G(A)‖ + |F(0)| · ‖S()‖‖G(A)‖ + C1‖F‖∞,
where C1 = 2

C(A) (logC(A)+ 10) (see Lemma 1.2). Thus, it is sufﬁcient to estimate
‖G(A)‖ in terms of ‖G‖∞, where G ∈ H∞[, ], G(0) = 0. Note that ‖G‖∞2‖F‖∞.
From now on, we assume that F(0) = 0. As explained in Section 1.4, this implies
F ∈ H∞0 () for every  < 2 . Consider the function F	 deﬁned in the statement
of the theorem. Since z → e−	z sin i	z
i	z
= e
−2	z − 1
−2	z is in H
∞(C+), we have F	 ∈
H∞(C+), and moreover, using the Paley–Wiener theorem we get F	 ∈ L2(R)∧. In
fact, F	 ∈ H∞[,  + 2	] since F	 is the Fourier (Laplace) transform of the convo-
lution D ∗ f	, where D is a distribution such that Dˆ = F and f	 is a multiple of a
characteristic function, f	 = 12	 [0,2	], fˆ	 =
1− e−2	z
2	z
, and therefore supp(D ∗ f	) ⊂
[, ] + [0, 2	] = [, + 2	].
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By Lemma 1.5,
‖F	(A)‖  C2 log
(
+ 2	

)
‖F	‖∞ + C3‖F	‖∞
 C2 log
(
+ 2	

)
‖F‖∞ + C3‖F‖∞,
where C2, C3 stand for the constants of this lemma.
Using a convergence theorem from [McI] (see also [CDMY96, Lemma 2.1]), we get
F(A)x = lim	→0 F	(A)x for every x ∈ X, and hence
‖F(A)‖C2 log
(

)
‖F‖∞ + C3‖F‖∞.
Finally, for any F ∈ H∞[, ], we can use Lemma 1.2 and the previous estimates and
obtain
‖F [A]‖  |F(0)| · ‖S()‖ + 2C2 log
(

)
‖F‖∞ + 2C3‖F‖∞
 2C2 log
(

)
‖F‖∞ + C4‖F‖∞,
where C4C1 + 2C3 and C1 is deﬁned is Lemma 1.2. 
1.5. The Besov space B0∞1
First, we recall two equivalent deﬁnitions of the analytic Besov space B0∞1 = B0∞1
(C+). For more information about Besov classes we refer to [BIN79,BL76,Pee76,Tri78].
In fact, the equivalence of the two below deﬁnitions for functions holomorphic in C+
is hardly localizable in the literature. For the reader’s convenience, we give a proof in
the Appendix below. The space B0∞1 consists of functions F holomorphic in C+ and
such that
‖F‖B = ‖F‖∞ +
∫ ∞
0
‖F ′(x + i·)‖∞ dx <∞.
Clearly, for every F ∈ B0∞1, there exists F(∞) = limx→+∞F(x). An equivalent
deﬁnition in terms of the Fourier (Laplace) transform is the following. Let k , k ∈ Z,
be the triangular functions whose graphs are given in Fig. 3 below.
Then for every holomorphic function F = fˆ , where f is a distribution with supp(f ) ⊂
[0,∞), we have F = F(∞) +∑k∈Z (fk)∧ = F(∞) +∑k∈Z fˆ ∗ ˆk = F(∞) +∑
k∈Z F ∗ ˆk . The class B0∞1 consists of functions F such that ‖F‖∗B = |F(∞)|
∑
k∈Z‖F ∗ ˆk‖∞ <∞. The norms ‖ · ‖B and ‖ · ‖∗B are equivalent, see the Appendix below.
These deﬁnitions easily imply the following properties of the class B0∞1.
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2k2k−1 2k+1
1
Fig. 3.
(1) FM(R+) ⊂ B0∞1 ⊂ BUCA(C+), where FM(R+) stands for the algebra of
Fourier–Laplace transforms of ﬁnite measures on R+, and BUCA(C+) is the alge-
bra of H∞(C+) functions uniformly continuous in C+.
(2) The union ⋃0<<<∞ H∞[, ] is norm dense B0∞1.
(3) B0∞1 is an algebra with respect to the usual multiplication.
(4) B0∞1 is not an operator algebra in the Varopoulos’ sense (see [Pel82] about this),
which means that there exists no Hilbert space operator A such that the norm F →
‖F(A)‖ is equivalent to ‖F‖B . Indeed, it is known that the algebra B0∞1(D) (see
Section 3) is not an operator algebra, [Pel82]. On the other hand, given a polynomial
p(w) = ∑nk=0 akwk , it is easy to see that ‖p‖B0∞1(D) = ‖p‖H∞(D) + ∫ 10 max||=1 |p′
(r)| dr is equal to ‖p˜‖B , where p˜(z) = ∑nk=0 ake−kz. This means that B0∞1(D) is
isometrically isomorphic to a subalgebra of B0∞1, and hence B
0
∞1 is not an operator
algebra.
Theorem 1.7. Let A ∈ S 
2
(X), X being a Banach space. Then
‖F [A]‖C6‖F‖∗B31C(A)3‖F‖∗B
for every F ∈ B0∞1, where, by deﬁnition, F [A] =
∑
k∈Z (F ∗ ˆk)[A], and C6 =
C4 + C5 log 4; C4 and C5 are the constants in Theorem 1.6.
Proof. Observe that ‖F [A]‖ |F(∞)|+‖(F −F(∞))[A]‖ and F ∗ ˆk = (F −F(∞))∗
ˆk ∈ H∞[2k−1, 2k+1].
By Theorem 1.6, we have
‖(F ∗ ˆk)[A]‖C5 log
2k+1
2k−1
‖F ∗ ˆk‖∞ + C4‖F ∗ ˆk‖∞.
The result follows. 
2. Sharpness of the estimates
In order to specify the sharpness of the estimates of Section 1, we introduce
the following quantities. Given a 2 -sectorial operator A : X → X and numbers
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0 <  <  <∞, we set
C(A, , ) = sup{‖F(A)‖ : F ∈ H∞[, ], ‖F‖∞1}.
Given a number  > 0 we set
C(, ) = sup{C(A, , ) : C 2 (A)},
where we mean the supremum over all 2 -sectorial operators A : X → X acting on an
arbitrary Banach space X, C(A) = C 
2
(A) being the constant deﬁned in Section 1.1.
Finally, if we want to know the best-possible constant for the worst 2 -sectorial operator
on a speciﬁc Banach space X, we consider
CX,(, ) = sup{C(A, , ) : A : X → X,C 2 (A)}.
See Remark 2.2 below for a discussion of the cases when there exists a single operator
A : X → X such that CX,(, ) = C(A, , ) for every 0 <  <  <∞.
Theorem 2.1. Let X be a Banach space uniformly containing uniformly complemented
copies of l1n (or l∞n ) for every n = 1, 2, . . . . Then
CX,(, )a log
e

for every 0 <  <  < ∞, where  < ∞ and a > 0 are constants depending only
on X.
Proof. By assumption, there exist constants b1, b2, b3 > 0 and for every n1 a se-
quence X = {x1, . . . , xn} of linearly independant vectors in X such that
(1) B(X )b1, where B(X ) = sup{
∥∥∑m
i=1 aixi
∥∥ : 1mn, ∥∥∑ni=1 aixi∥∥ 1} is the
basis constant of X ;
(2) UB(X )b2n, where UB(X ) = sup{
∥∥∑n
i=1 iaixi
∥∥ : |i |1, ∥∥∑ni=1 aixi∥∥ 1}
is the unconditional basis constant of X ;
(3) there exists a projection P : X → X such that ‖P ‖b3 and PX = spanX = X0.
For a discussion about these properties and for further references we refer to [Vit04a].
Now, given numbers 0 < n < n−1 < · · · < 1 we deﬁne operators A0 : X0 → X0
and A : X → X by
A0xj = j xj , 1jn,
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and A = A0P . Then, as in [Vit04a], we obtain
‖Rz(A0)‖  b1
(
Var
(
1
z−j
)n
j=1 +
∣∣∣ 1
z−1
∣∣∣)
 b1
(

2
∣∣∣ 1
z−n − 1z−1
∣∣∣+ ∣∣∣ 1
z−1
∣∣∣) b1 ( |z| + 1|z|)  5b1|z|
for every z, Re z < 0, and hence
‖Rz(A)‖‖P ‖ · ‖Rz(A0)‖ + 1|z| ‖I − P ‖
5b1(b3 + 1)
|z| .
Therefore, A is a 2 -sectorial operator on X with C 2 (A)5b1(b3 + 1). (In fact, A ∈ S
for every  > 0 and C(A)
5b1(b3 + 1)
sin 
.)
Now, we set wj = 1−qj for j = 0, 1, . . . , n, where 0 < q < 1, and choose n in the
following way. By [Vit04a], Theorem 2.8, there exists a number M = M(q) > 1 such
that the sequence (wj )nj=0 is a free interpolating sequence for polynomials of degree
N with an interpolation constant depending only on q as soon as n log(N/M)log(1/q) (this
means that |wj |1− MN , 1jn).
We take N = [ ] and consider ﬁrst the case where N > Mq . In this case, the maximal
possible value of n is n =
[
log(N/M)
log(1/q)
]
. Then, by Theorem 4.8 of [Vit04a], there is a
constant b4 = b4(q) such that for every 1, 2, . . . , n, |j |1, there exists a polynomial
p(w) = ∑Nk=0 akwk such that ‖p‖H∞(D)b4, p(0) = p(w0) = 0 and p(wj ) = j ,
1jn. Setting F(z) = ∑Nk=1 ake−kz, we obtain a function F ∈ H∞[, ] having
‖F‖∞ = ‖p‖H∞(D)b4. Moreover, taking j = − logwj we get 0 < n < · · · < 1
and F(j ) = p(wj ) = j for 1jn. Therefore,
sup{‖F(A)‖ : F ∈ H∞[, ], ‖F‖∞b4}UB(X )b2n,
and hence there exist a sufﬁciently small a > 0 and a 5b1(b3 + 1) such that
CX,(, ) b2b4 na log
(e

)
for every ,  satisfying
[

]
> M
q
(the ratio nlog(N+1)e is
positive for N > M
q
and tends to (log 1
q
)−1 as N →∞).
For  
M
q
+ 1, we simply take A = 	I and get CX,(, ) sup	>0 ‖S()‖ =
sup	>0 e−	 = 1a log
(e

)
with a suitable a > 0. The result follows. 
Remark 2.2. It is clear that the same reasoning proves also the following. If a Banach
space X contains a complemented isomorphic copy of either l1, l∞ or c0, then there
exists a 2 -sectorial operator A : X → X such that C(A, , )a log e for every
0 <  <  < ∞. For instance, this is the case for every inﬁnite dimensional space of
the type L1(), L∞(), C(K), and for H∞(
).
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It is also worth mentioning that there exist Banach spaces X for which there is a
single operator A : X → X such that CX,(, ) = C(A, , ) for every 0 <  <  <∞.
Indeed, assume, for instance, that X is isometrically isomorphic to an inﬁnite direct
sum XX ⊕ X ⊕ . . ., where the norm |(xn)n1| of a sequence (xn)n1 depends on
‖xn‖ only, and is monotone in ‖xn‖ (that is, ‖xn‖‖yn‖, for every n1, implies
|(xn)n1| |(yn)n1|). Let further A,,k : X → X be such that C 2 (A,,k) and
C(A,,k, , )CX,(, ) − 1k . Setting A = ⊕i,j,kAi ,j ,k , where i , j run over all
rational numbers 0 < i < j <∞, we get an operator on X satisfying C 2 (A) and
C(A, , ) = CX,(, ) for every 0 <  <  <∞. (In order to check that limn C(A, +
1
n
,  − 1
n
) = C(A, , ) we employ an approximation similar to that of Section 1.4:
limn fn(z) = f (z), where f ∈ H∞[, ], fn ∈ H∞[+ 1n , − 1n ], ‖fn‖∞‖f ‖∞.)
For instance, every inﬁnite dimensional space X = Lp(), 1p∞, satisﬁes the
above decomposition property XX ⊕X ⊕ . . . .
Theorem 2.3. Let X be a Banach space uniformly containing uniformly complemented
copies of l2n for every n = 1, 2, . . . . Then
CX,(, )a1
(
log
(e

))1−	
,
for every 0 <  <  < ∞, where  < ∞ and 	 = 	() a2 , the constants a1, a2
depending only on X.
Proof. Essentially, the proof is similar to the proof of Theorem 2.1. We use a basis
X = {x1, . . . , xn} in l2n satisfying B(X ) and UB(X )bn1−	, where b > 0 is a
constant and 	 a2 , see [STW03] and also [Vit04a]. For details we refer to [Vit04a],
where the same idea is realized for Ritt operators instead of sectorial ones. 
Remark 2.4. Similarly to Remark 2.2, if a Banach space X contains a complemented
isomorphic copy of l2 then for every 	 > 0 there exists a 2 -sectorial operator A : X →
X such that C(A, , )a
(
log
(e

))1−	
for every 0 <  <  <∞. For instance, this
is the case for inﬁnite dimensional Hilbert spaces X, as well as for X = Lp() when
 is a non purely atomic measure and 1 < p <∞.
Theorem 2.5. Let X be an inﬁnite dimensional Banach space. Then there exists  > 0
such that
lim
′→0
CX,(
′, ) = lim
′→∞
CX,(, 
′) = ∞
for every  > 0,  > 0.
Proof. It sufﬁces to apply the same method as in Theorems 2.1 and 2.3, and refer to
a combination of known results which leads to the following: in any inﬁnite dimen-
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sional Banach space there exists a complemented subspace with a conditional basis (a
basis which is not an unconditional basis). See [Vit04a] for the details of a similar
reasoning. 
Remark 2.6 (Free interpolation). Let 0 <  <  < ∞. As in [Vit04a] it can be
deduced from Theorems 2.1 and 1.6 that every set  ⊂ R+ of free interpolation for
H∞[, ], that is satisfying H∞[, ]| = l∞(), is ﬁnite and moreover
card()c log e

,
where c > 0 depends only on the interpolation constant
sup{inf{‖F‖∞ : F ∈ H∞[, ], F | = a} : a ∈ l∞(), ‖a‖∞1}.
The estimate is sharp in a convenient sense.
It is worth mentioning that for the spaces H∞[,∞) and H∞[0, ] the situation is
(of course) different. Namely, it is easy to see that H∞[,∞)| = l∞() if and only
if k → 0 and  is a lacunary sequence
(
infk1 kk+1 > 1
)
. Similarly, H∞[0, ]| =
l∞() if and only if k →∞ and  is a lacunary sequence
(
infk1 k+1k > 1
)
. (The
necessity of the condition holds even for the whole space H∞(C+), see [Gar81,Nik86].
The sufﬁciency follows from a similar reasoning as has been used in the proof of
Theorem 2.1 for H∞[, ] free interpolation, then passing to the limit as  tends to
0.) It is also clear that after suitable modiﬁcations the previous comments hold for
sequences  in a Stolz angle {z ∈ C+ : |Im z|c Re z}.
Since H∞[0, ] = K∞ , (z) = eiz (see the Section 1.4), it should be added
that, in general, the free interpolation phenomenon for K∞ spaces (i.e., the equality
K∞ | = l∞(),  ⊂ C+) is not sufﬁciently studied (in contrast to the spaces K2 , see[Nik02] for further information).
3. A semigroup is holomorphic and bounded iff it is uniformly Tadmor–Ritt
In this section we establish the following relation between Tadmor–Ritt and sectorial
operators. See the Introduction for the deﬁnition of Tadmor–Ritt operators.
Theorem 3.1. Let S(·) be a C0 semigroup on a Banach space X. The following are
equivalent.
(1) S(·) is a bounded holomorphic semigroup.
(2) The negative generator of S(·) is 2 -sectorial.(3) The operators S(t) satisfy the Tadmor–Ritt condition uniformly, that is supt>0
C(S(t)) <∞.
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Proof. Equivalence (1)⇔ (2) is well-known, see [Paz83, pp. 61–62].
(1) and (2) ⇒ (3). Indeed, if T = S(t) for a t > 0, we have supk0 ‖T k‖ =:
c0(T ) supt>0 ‖S(t)‖ <∞ and, by Lemma 1.4,
c1(T ) := supk0 (k + 1)‖T k − T k+1‖ = supk0 (k + 1)‖S(kt)− S((k + 1)t)‖
 supk0 (k + 1)t‖S′(k)‖
 sup
k0
(k + 1)4C(A)
2
k
 8C(A)
2

,
where k ∈ [kt, (k+1)t]. This implies, by a result from [Nev97] that T is a Tadmor–Ritt
operator. Moreover, it is proved in [Nev97] using a result from [Paz83, pp. 62–63] that
supz/∈S ‖(z− 1)Rz(T )‖a(c0(T )+ a1)(c1(T )+ a2), where a, a1, a2 are some absolute
constants and G is a sector G = {1− rei : r > 0, || < 	} with 0 < 	 < 2 . Now, we
show that there exists a constant k = k(c0(T ), c1(T )) such that C(T )k. Indeed, if this
is not the case, there exist constants c0, c1 and a sequence of Banach space Tadmor–
Ritt operators Tn : Xn → Xn such that c0(Tn)c0, c1(Tn)c1, but supn C(Tn) = ∞.
Setting X = ⊕n Xn (a lp type direct sum of Xn, where p is arbitrary, 1p∞)
and T = ⊕n Tn = diag(Tn)n, we obviously have c0(T )c0, c1(T )c1 and hence
C(T ) < ∞. Since C(T ) = supn C(Tn), we get a contradiction. The existence of the
needed constant k follows. Thus, C(S(t)) is bounded uniformly in t > 0.
(3) ⇒ (1) and (2). By a result from [Nev93] (see also Remark 2.2 in [Vit], which
gives ‖S(t)‖10C(S(t))2), the norms ‖S(t)‖ are bounded by a constant depending
only on C(S(t)). Hence, supt>0 ‖S(t)‖ <∞.
Further, for every k,m > 0 and t > 0,
‖S(kt)− S(kt +mt)‖ =
∥∥∥∥∥∥
k+m−1∑
j=k
(S(j t)− S((j + 1)t))
∥∥∥∥∥∥ 
k+m−1∑
j=k
c1(S(t))
j + 1
 c1(S(t)) log
k +m
k
.
Making t → 0, kt → r , mt → h, we get
‖S(r)− S(r + h)‖c log r + h
r
,
where c = supt>0 c1(S(t)) < ∞. This implies that S(.) is derivable. Indeed, for
x ∈ Dom(A), it is well-known that the lim
h→0
S(r)− S(r + h)
h
x exists and is AS(r)x;
but by our logarithmic estimate, we get ‖AS(r)x‖ c
r
‖x‖, for every r > 0 and every
x ∈ Dom(A); this means that the operator AS(r) extends to a bounded operator on X,
and hence S(r)X is included in Dom(A) for every r > 0; the latter property implies
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that S(·)x is derivable for every x ∈ X because
S(r + h)− S(r)
h
x = S
(
r
2 + h
)− S ( r2 )
h
S
( r
2
)
x
and the last expression has a limit as h → 0 since S(r/2)x is in Dom(A). Clearly,
‖S′(r)‖ = ‖AS(r)‖ C
r
for every r > 0. By a known result (see [Paz83, pp. 61–62]),
S(.) is a holomorphic semigroup. 
4. Some embedding theorems
The following is a half-plane analog of an embedding theorem for polynomials of a
given degree, see [Vit04a].
Theorem 4.1. There exist c1, c2 > 0 such that
c1 log
e

 sup
{∫ ∞
0
|f ′(t)|dt : f ∈ H∞[, ], ‖f ‖∞1
}
c2 log
e

for every 0 <  <  <∞.
Proof. Let X = (xj )j1 be a sequence (ﬁnite or inﬁnite) in a Banach space,  =
(j )j1 ⊂ C and A an operator deﬁned on Lin(xj : j1) by Axj = j xj , j1.
Then we have
1
2
(
Var()+ |1|
)
 sup
X :B(X )2
‖A‖2
(
Var()+ |1|
)
,
see [Vit04a], a formula before Lemmas 2.2 and 3.1. Setting j = f (j ), j1, where
f ∈ H∞[, ] and 0 < 1 < 2 < . . . are real numbers, we obtain A = f (A).
Theorems 1.6 and 2.1 imply that
a1 log
e

 sup
‖f ‖∞1
(j )⊂R+
sup
X ,B(X )2
‖f (A)‖a2 log e ,
where a1, a2 are absolute constants.
On the other hand
sup
(j )⊂R+
Var
(
f (j )
)
j1 = sup
(j )⊂R+
∑
j1
|f (j )− f (j+1)| =
∫ ∞
0
|f ′(t)| dt.
The result follows. 
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Remark 4.2. The right-hand side inequality of the theorem is also clear from the
following estimate ∫ ∞
0
|f ′(t)| dt‖f ‖Ba‖f ‖∞ log e

for every f ∈ H∞[, ], where ‖ · ‖B is the Besov norm deﬁned in Section 1 and
a > 0 is an absolute constant (the latter inequality follows from ‖f ‖BA‖f ‖∗B , see
the Appendix).
In fact, we can generalize the theorem in the following way. Recall that a locally
rectiﬁable curve  ⊂ C is called an Ahlfors–Carleson curve (AC curve, in short) if
there exists a constant c = c() such that |D(z, r) ∩ |cr for every z ∈ C, r > 0,
where D(z, r) = { ∈ C : |− z| < r} and | · | stands for the length of a curve.
Theorem 4.3. Let  be an AC curve laying in a Stolz angle  = {z : | arg(z)| < },
 < 2 , and such that 0,∞ ∈ clos(). There exist constants c1, c2 > 0 such that
c1 log
e

 sup
{∫

|f ′(z)| · |dz| : f ∈ H∞[, ], ‖f ‖∞1
}
c2 log
e

for every 0 <  <  < ∞; moreover c1 is an absolute constant and c2 depends on
c() only.
Proof. Essentially, this is the same proof as for Theorem 4.1 above and for Corollary
2.14 of [Vit04a]. We are limiting ourselves to several remarks making points on a
difference between the case of  = R+ and a general . Namely, if  = (t), 0 < t <
∞, is a natural parametrization of , and i = (ti) are points on  with 0 < t1 < t2 <
· · · < tn, we know from [BN99] that
Var
(
1
z− j
)n
j=1
 a
dist(z, )
,
where z ∈ C\clos() and a > 0 depends only on c(). For our case,  ⊂ , and hence
the operator A, Axj = j xj (we use the notation of Theorem 4.1), satisﬁes
‖Rz(A)‖B(X ) a + 1dist(z, ) .
Therefore, for Re z < 0 we have ‖Rz(A)‖ B(X )ac|z| , and A is a

2 -sectorial operator
with C 
2
(A)acB(X ). This implies the right-hand side inequalities in the statement
(after the same reasoning as in the proof of Theorem 4.1).
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For the left-hand side inequalities, we only need to have an inﬁnite interpolating
sequence (j )j∈Z laying on the curve . But such a sequence obviously exists, since
every (j ) ⊂  satisfying |j+1||j | q > 1, j ∈ Z, is interpolating, see for example
[Nik86].
The remaining details are the same as in Theorem 4.1. 
Remark 4.4. As a consequence we get an embedding theorem,∫

|f ′(z)| · |dz|C‖f ‖B
for every Ahlfors–Carleson curve  ⊂  and every f ∈ B = B0∞1, where C depends
on c() and . It would be of interest to ﬁnd a direct proof of this embedding theorem
which does not pass by sectorial operators.
Appendix. The equivalence of the norms in B0∞1
We start with the harmonic analysis deﬁnition of the analytic Besov classes ∗Bspq
(C+), where s ∈ R and 1p, q∞. Namely, a function F ∈ Hol(C+) is in ∗Bspq(C+)
if and only if it has distributional boundary values limx→0 F(x + iy), denoted by the
same letter F, such that
‖F‖∗Bspq(C+) =
(∑
n∈Z
(
2|n|s‖F ∗ ˆn‖p
)q) 1q
<∞,
with the usual modiﬁcation for q = ∞. Here ‖ · ‖p stands for the Lp(iR) norm and
ˆn, n ∈ Z, are L1 functions deﬁned in Section 1.5 above. (For s = 0, we probably
need a smooth modiﬁcation of ˆn, see [Pee76], but we work only with s = 0.)
Thinking of F as a Fourier–Laplace transform of a tempered distribution having
its support in R+, one can easily check that every F ∗ ˆn is an entire function of
exponential type not exceeding 2n+1. It is also easy to see that with respect to the
usual pairing
(F,G)∗ =
∫
R
F(iy)G(iy) dy
the dual space of ∗Bspq(C+), q <∞, is
(
∗Bspq(C+)
)∗ = ∗B−s
p′q ′(C+), where
1
p
+ 1
p′
=
1,
1
q
+ 1
q ′
= 1. We refer to [BL76,Pee76] for the standard theory of Besov classes.
For q = ∞, ∗Bsp∞(C+) should be replaced by the corresponding c0-version ∗bsp∞
(C+) = {F ∈ Hol(C+) : lim|n|→∞ 2|n|s‖F ∗ ˆn‖p = 0}. In particular, ∗B0∞1(C+) ⊂
H∞(C+) and
(∗b01∞(C+))∗ = ∗B0∞1(C+), where ∗b01∞(C+) = {f ∈ Hol(C+) :
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lim|n|→∞ ‖f ∗ ˆn‖1 = 0} is endowed with the norm supn∈Z ‖f ∗ ˆn‖1. The latter
class contains true distributions, like other classes having s = 0 and q > 1, or s < 0.
Theorem A.1. ∗B0∞1(C+) = B0∞1(C+) as deﬁned in Section 1.5. The corresponding
norms are equivalent.
Proof. It is sufﬁcient to show the following embeddings:
(1) ∗B0∞1(C+) ⊂ B0∞1(C+),
(2) ∗b01∞(C+) ⊂ b01∞(C+),
where
b0∞1(C+) =
{
F ∈ Hol(C+) :
∫
R
|F ′(x + iy)| dy = o
(
1
x
)
as x + 1
x
→∞
}
,
(3) B0∞1(C+) ⊂
(
b01∞(C+)
)∗
.
The latter dual space is regarded with respect to the duality form
(F,G) =
∫
C+
xF ′(x + iy)G′(x + iy) dx dy.
In fact, the forms (·, ·)∗ and (·, ·) essentially coincide on “good functions” F and G in
view of the standard Green formula
∫
C+
(u1u2 − u2u1) dx dy =
∫
iR
(
u2
u1
x
− u1
u2
x
)
dy (take u1(x, y) = x, u2(x, y) = |F(z)|2).
We claim that (1)–(3) imply ∗B0∞1(C+) = B0∞1(C+). Indeed, (2) and (3) give
B0∞1(C+) ⊂
(
b01∞(C+)
)∗ ⊂ (∗b01∞(C+))∗ = ∗B0∞1(C+), and together with (1), ∗B0∞1
(C+) = B0∞1(C+).
Proof of (1). Let k = [2k−1, 2k+1], k ∈ Z, and let F ∈ ∗B0∞1(C+). We have
I =
∫
R+
sup
y∈R
|F ′(x + iy)| dx =
∑
k∈Z
∫
k
sup
y∈R
|F ′(x + iy)| dx

∑
k∈Z
3 · 2k−1 sup
y∈R
x∈k
|F ′(x + iy)|

∑
k,n∈Z
3 · 2k−1 sup
y∈R
x∈k
|(F ∗ ˆn)′(x + iy)|.
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Since supp(F ∗ ˆn)∧ ⊂ n, we have F ∗ ˆn = e−2n−1zHn, where Hn ∈ H∞[0, 3 ·2n−1],
and hence (F ∗ ˆn)′ = −2n−1e−2n−1zHn + e−2n−1zH ′n. By Bernstein’s inequality (see,
for instance, [Ach56]),
sup
y∈R
|H ′n(x + iy)|3 · 2n−1 sup
y∈R
|Hn(x + iy)|,
and using ‖Hn‖∞ = ‖F ∗ ˆn‖∞ and the maximum principle, we get
sup
y∈R
x∈k
|(F ∗ ˆn)′(x + iy)|2n−1e−2
n−1·2k−1‖F ∗ ˆn‖∞ + e−2
n−1·2k−13 · 2n−1‖F ∗ ˆn‖∞,
and hence,
I
∑
k,n∈Z
12 · 2n+k−2e−2n−1·2k−1‖F ∗ ˆn‖∞ = c
∑
n∈Z
‖F ∗ ˆn‖∞,
where c = 12 ∑m∈Z 2me−2m <∞. Therefore, F ∈ B0∞1(C+).
Proof of (2). Let G ∈ ∗B01∞(C+), that is G is a holomorphic function in C+ whose
boundary values satisfy c = supn∈Z ‖G ∗ ˆn‖1 < ∞. Let x > 0. Using the same
estimates as in 2. with a L1-Bernstein’s inequality instead of the L∞ one, ‖H ′k(x +
i·)‖L1(R)3 · 2k−1‖Hk(x + i·)‖L1(R), we obtain∫
R
|G′(x + iy)| dy 
∑
k∈Z
∫
R
|(G ∗ ˆk)′(x + iy)| dy

∑
k∈Z
2k−1e−2k−1x‖G ∗ ˆk‖1 + e−2
k−1x · 3 · 2k−1‖G ∗ ˆk‖1
 c
∑
k∈Z
4 · 2k−1 · e−2k−1x cc1
x
,
where c1 = supx>0 4
∑
k∈Z 2k−1xe−2
k−1x <∞.
Therefore G ∈ B01∞(C+). It is also clear that the same estimate gives
∫
R
|G′(x +
iy)| dy = o
(
1
x
)
if G ∈ b01∞(C+), that is, if lim|n|→∞ ‖G ∗ ˆn‖1 = 0.
Proof of (3). Let F ∈ B0∞1(C+) and G ∈ B01∞(C+), that is, F,G ∈ Hol(C+)
and c =
∫
R+
sup
y∈R
|F ′(x + iy)| dx < ∞, ‖G‖ = sup
x>0
x
∫
R
|G′(x + iy)| dy < ∞.
268 P. Vitse / Journal of Functional Analysis 228 (2005) 245–269
Then
|(F,G)| =
∣∣∣∣∫
C+
xF ′(x + iy)G′(x + iy) dx dy
∣∣∣∣

∫
R+
x
∫
R
|F ′(x + iy)| · |G′(x + iy)| dy dx

∫
R+
x‖F ′(x + i·)‖∞ · ‖G′(x + i·)‖1 dxc‖G‖.
This means that F ∈ (b01∞(C+))∗. 
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