The paper studies optimal recovering of missing values for non-bandlimited sequences using band-limited approximations. A solution is obtained in the pathwise setting, i.e. without probabilistic assumptions. Some robustness of the solution with respect to noise contamination and truncation is established.
Introduction
The paper studies optimal recovering of missing values for sequences, or discrete time deterministic processes. This important problem was studied intensively. The classical results for stationary stochastic processes with the spectral density φ is that a missing single value is recoverable with zero error if it is "band-limited" meaning that the spectral density is vanishing with a certain rate on an arc of the unit circle T = {z ∈ C : |z| = 1} [11] .
For the forecasting and other applications, it is common to use band-limited approximations of non-bandlimited underlying processes.
There are many works devoted to causal smoothing and sampling, oriented on estimation and minimization of norm of the error, especially in stochastic setting; see e.g. [1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 13, 14, 15, 16] .
In theory, a process can be converted into a band-limited and recoverable process with a lowpass filter. However, a ideal low-pass filter cannot be applied if there is a missing value. This lead The author is with Department of Mathematics & Statistics, Curtin University, GPO Box U1987, Perth, 6845
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to optimal selection of an estimate for the missing value. We consider an optimal band-limited process approximating observed trace in ℓ 2 -norm rather than matching the values at selected points. The solution is not error-free; the error can be significant if the underlying process is not band-limited. This is different from a setting in [3, 9, 12] . Our setting is closer to the setting from [17, 19] . In [17] , the problem of minimization of the total energy of the approximating bandlimited process within a given distance from the original process smoothed by an ideal low-pass filter was considered. In [9] , error-free recovering was considered. In [19] , extrapolation of a band-limited matching a finite number of points process was considered using special Slepian's type basis in the frequency domain.
We consider extrapolation in time domain, with the main focus on the minimization of an essential non-vanishing error in a pathwise setting, without using probabilistic assumptions on the ensemble. This setting targets situations where we deal with a sole sequence that is deemed to be unique and such that one cannot rely on statistics collected from observations of other similar
samples. An estimate of the missing value has to be done based on the intrinsic properties of this sole sequence and the observed values. In particular, we use a pathwise optimality criterion that does not involve an expectation on a probability space.
An explicit solution is given (Theorem 1). In addition, we established numerical stability and robustness of the method with respect to the input errors and data truncation.
We illustrated the method with some numerical experiments.
Some definitions and background
Let Z be the set of all integers. For a set G ⊂ Z, we denote by ℓ 2 (G) a Hilbert space of real valued
2 be the subspace in ℓ 2 consisting of all x ∈ ℓ 2 such that x(t) = 0 for t = s. For x ∈ ℓ 2 , we denote by X = Zx the Z-transform
Respectively, the inverse x = Z −1 X of Z-transform is defined as
We assume that we are given Ω ∈ (0, π).
Let B be the set of all mappings X : T → C such that X e iω ∈ L 2 (−π, π) and X e iω = 0 for |ω| > Ω. We will call the corresponding processes x = Z −1 X band-limited.
Let ℓ BL 2 be the set of all band-limited processes from ℓ 2 , and let ℓ BL 2 (Z\{s})(G) be the subset of ℓ 2 (G) consisting of traces { x(t)} t∈G for all sequences x ∈ ℓ BL 2 . We will use the notation sinc (x) = sin(x)/x, and we will use notation • for the convolution in
Let H(z) be the transfer function for an ideal low-pass filter such that H e iω = I [−Ω,Ω] (ω), where I denotes the indicator function. Let h = Z −1 H; it is known that h(t) = Ω sinc (Ωt)/π.
The definitions imply that
h • x ∈ ℓ BL 2 for any x ∈ ℓ 2 .
The main results
Let s ∈ Z be given. We consider below input processes x ∈ ℓ 2 (Z\{s}) and their band-limited approximations. The sequences {x(t)} t∈Z\{s} represent the historical data available at the current time t = 0; the value at t = s is unavailable. Proposition 1. For any x ∈ ℓ BL 2 (Z\{s}), there exists a unique x ∈ ℓ BL 2 such that x(t) = x(t) for t ∈ Z\{s}.
Equations for optimal recovering
Clearly, it is impossible to apply the ideal low-pass filter directly to the underlying processes x ∈ ℓ 2 (Z\{s}) since the convolution with h requires the values for t = s that is unavailable. We will be using approximation described in the following lemma. Lemma 1. There exists a unique optimal solution x ∈ ℓ BL 2 of the minimization problem
Under the assumptions of Lemma 1, there exists a unique band-limited process x such that the trace x| t∈Z\{s} provides an optimal approximation of its observable trace {x(t)} t∈Z\{s} . The corresponding value x(s) is uniquely defined and can be interpreted as the solution of the problem of optimal recovering of the missing value x(s) (optimal in the sense of problem (1) given Ω).
It appears that the solution for the case of a single missing value allows a convenient explicit formula.
Theorem 1. Let s ∈ Z be given. The problem of optimal recovering a single missing value x(s) for x ∈ ℓ 2 (Z\{s}), where Z\{s} = Z\{s}, has an unique solution
This solution is optimal in the sense of problem (1) given Ω. In addition,
Remark 1. Theorem 1 applied to a band-limited process x BL ∈ ℓ BL 2 gives a well-known formula
that is implied by the Shannon sampling theorem; see e.g. [10] . The difference with Theorem 1 is that x in (2) is not necessarily band-limited.
Numerical stability
Let us consider a situation where an input process x ∈ ℓ 2 (Z\{s}) is observed with an error. In other words, assume that we observe a process x η = x + η, where η ∈ ℓ 2 (0, +∞) is a noise. Let x η (s) be the corresponding value (2) with x η as an input, and let x(s) be the corresponding value (2) with x as an input. By Theorem 1, it follows immediately that
for all η ∈ ℓ 2 (Z\{s}). This demonstrates some robustness of the method with respect to the noise in the observations.
In particular, this ensures robustness with respect to truncation of the input processes, such that infinite sequences x ∈ ℓ 2 (Z \ {s}) are replaced by truncated sequences x η (t) = x(t)I {|t|≤q} for q > 0; in this case η(t) = I |t|≤q x(t) is such that η ℓ 2 (Z\{s}) → 0 as q → +∞. This overcomes principal impossibility to access infinite sequences of observations.
Illustrative example
The experiments with sequences were generated using Monte-Carlo simulation demonstrated a good numerical stability of the method; the calculations were completed in few seconds; the results were quite robust with respect to deviations of input processes and truncation. Figure 1 shows an example of a process x(t) and recovered values x(0) corresponding bandlimited extensions x| M obtained from (2) with Ω = 0.5π and Ω = 0.25π. We used truncated input sequences {x(t)} 0<|t|<q for q = N = 500. Proof of Proposition 1. It suffices to prove that if x(·) ∈ ℓ BL 2 is such that x(t) = 0 for t ≤ s, then x(s) = 0. It is known that a bandlimited function can be recovered without error from a sample if a finite number of sample values is unknown [9] . This completes the proof of Proposition 1.
Proof of Lemma 1. It suffices to prove that ℓ BL 2 (Z\{s}) is a closed linear subspace of ℓ 2 (Z\{s}). In this case, there exists a unique projection x of {x(t)} t∈Z\{s} on ℓ BL 2 (Z\{s}), and the theorem will be proven.
Consider the mapping ζ : B → ℓ BL 2 (Z\{s}) such that x(t) = (ζ(X))(t) = (Z −1 X)(t) for t ∈ Z\{s}. It is a linear continuous operator. By Proposition 1, it is a bijection.
Since the mapping ζ : B → ℓ 
Consider a mapping ν : ℓ 2 (Z\{s}) → ℓ 2 such that ν(x)(t) = x(t) for t = s and ν(x)(s) = 0.
By the property of the low-pass filters, x = h • x. Hence the optimal process x ∈ ℓ BL 2 from Lemma 1 is such that x = h • (ν(x) + xI t=s ) .
For y = I t=s x, we have that y = I t=s (h • (ν(x) + xI t=s )) = I t=s (h • ν(x)) + I t=s (h • ( xI t=s )).
This gives that Further,
This completes the proof of Theorem 1.
To prove of Remark 1, it suffices to observe that x BL is a unique solution of the corresponding problem (1) with x = x BL .
