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Abstract
For continuous time random dynamical systems there exist two important classes of
generators: on the one hand stationary random differential equations, i.e. ordinary dif-
ferential equations driven by a stationary random vector field, and on the other hand
stochastic Stratonovich differential equations with white noise. While the first class fits
well into the framework of the theory of random dynamical systems, the second class
resisted for a long time the dynamical investigation due to the “conflict between ergodic
theory and stochastic analysis”.
The main result of this thesis is that both classes of random dynamical systems are not
essentially distinct, more precisely: For each stochastic Stratonovich differential equation
with white noise (under usual regularity assumptions) there exists a stationary random
differential equation such that the corresponding random dynamical systems are conju-
gate.
As an application a version of the local Hartman/Grobman theorem for stochastic differ-
ential equations is proved.
Keywords:
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Zusammenfassung
Fu¨r zufa¨llige dynamische Systeme mit stetiger Zeit existieren zwei wichtige Klassen von
Generatoren: Zum einen stationa¨re zufa¨llige Differentialgleichungen, i.e. gewo¨hnliche Dif-
ferentialgleichungen, die von einem stationa¨rer zufa¨lligen Vektorfeld getrieben werden,
und zum anderen stochastische Stratonovichdifferentialgleichungen mit weißem Rauschen.
Wa¨hrend die erste Klasse sich gut in den ergodentheoretischen Rahmen der Theorie der
zufa¨lligen dynamischen Systeme einfu¨gt, widersetzte sich die zweite Klasse lange Zeit
der dynamischen Untersuchung aufgrund des “ Konflikts zwischen Ergodentheorie und
stochastischer Analysis”.
In dieser Arbeit wird gezeigt, daß beide Klassen von zufa¨lligen dynamischen Systemen
nicht wesentlich verschieden sind, genauer: Zu jeder stochastischen Stratonovichdifferential-
gleichung mit weißem Rauschen (unter den u¨blichen Regularita¨tsforderungen an die Vek-
torfelder, die die Existenz von Flu¨ssen garantieren) existiert eine stationa¨re zufa¨llige Dif-
ferentialgleichung derart, daß die erzeugten zufa¨lligen dynamischen Systeme konjugiert
sind.
Als Anwendung wird eine Version des lokalen Linearisierungssatzes von Hartman/Grobman
fu¨r stochastische Stratonovichdifferentialgleichungen bewiesen.
Schlagwo¨rter:
Kohomologie, zufa¨lliges dynamisches System, Linearisierung, stochastische Differential-
gleichung
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1Korf ist fassungslos und er entflieht
wenn er Bu¨cher wie den “Brockhaus” sieht.
Er versteht es nicht wie man
zentnerschwere Bu¨cher leiden kann.
Denn er haßt, wie man daselbst den Geist
gleichsam in ein Grab von Stoff verweist.
Geist ist leicht und sollte darum auch
leicht gewandet gehn nach Geisterbrauch.
Doch der Europa¨er ruht erst dann
wenn er ihn in Bretter binden kann.
Christian Morgenstern
Kapitel 1
Einleitung
Gegen Ende des 19. Jahrhunderts begann mit den Arbeiten von Poincare´ und Lyapu-
nov die qualitative Theorie der gewo¨hnlichen Differentialgleichungen. Der entscheidende
Schritt bestand darin, daß man sich nicht mehr auf das Studium einzelner Lo¨sungen be-
schra¨nkte sondern die Gesamtheit aller Lo¨sungskurven – also (in heutiger Sprache) das
von der Differentialgleichung erzeugte dynamische System – zum Gegenstand der Unter-
suchung machte.
Schon bald entstand der Wunsch, reale (zufa¨lligen Einflu¨ssen unterworfene) physikalische
Vorga¨nge dadurch besser zu modellieren, daß man gewisse Sto¨rterme in die Gleichun-
gen einbaut. Zuna¨chst mußte man sich notgedrungen auf deterministische Sto¨rungen wie
kleine Oszillationen (Floquettheorie) und fastperiodische Sto¨rungen beschra¨nken. Spa¨ter
untersuchte man das Stabilita¨tsverhalten von Differentialgleichungen, deren rechte Seite
von einem stationa¨ren stochastischen Prozeß abha¨ngt oder (fu¨r diskrete Zeit) iterierte
zufa¨llige Abbildungen. So bildete sich die Theorie der zufa¨lligen dynamischen Systeme
heraus, die 1968 mit dem multiplikativen Ergodensatz ([Ose68]) einen vorla¨ufigen Ho¨he-
punkt erreichte und derzeit durch die Pionierarbeit der Bremer Gruppe um Arnold a¨hnlich
reichhaltig ist wie die deterministische Theorie.
Viele reale dynamische Systeme werden jedoch erst durch stochastische Differentialglei-
chungen angemessen beschrieben, deren Einbindung in die Theorie der zufa¨lligen dyna-
mischen Systeme erst in ju¨ngster Zeit mo¨glich wurde:
• Anfang 1980 bemerkten Elworthy, Kunita und andere, daß es mo¨glich ist, einer
stochastischen Differentialgleichung ein stochastischen Fluß zuzuordnen.
• Mitte der 90-er Jahre bewiesen Arnold und Scheutzow einen “Perfektionierungs-
satz”, der besagt, daß der von einer stochastischen Differentialgleichung erzeugte
Fluß eine Version besitzt, die ein zufa¨lliges dynamisches System ist.
Die Verbindung von stochastischer Analysis und Ergodentheorie ist sicherlich eine Sta¨rke
der Theorie der zufa¨lligen dynamischen Systeme. Gleichzeitig fu¨hrt diese Verbindung je-
doch auch zu einem “Konflikt zweier Kulturen” ([Arn98a]):
• Die stochastische Analysis ist gekennzeichnet durch die spezielle Rolle der Zeit-
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3richtung: Zu jeder stochastischen Differentialgleichung geho¨rt eine Filtration, die den
Informationszuwachs durch die Evolution des Systems beschreibt. “Antizipierende”
Probleme (etwa stochastische Differentialgleichungen mit zufa¨lligen Vektorfeldern
die von der Zukunft abha¨ngen) widerstreben der Behandlung.
• In der Ergodentheorie ist die Zeit nichts als ein algebraischer Parameter; die Zeit-
richtung spielt keine Rolle. Gleichzeitig entstehen wichtige Objekte der Ergoden-
theorie (etwa die Oseledetsra¨ume, die den Eigenra¨umen bei gewo¨hnlichen linearen
Differentialgleichungen entsprechen) durch Zeitmittel und -limiten und sind damit
antizipierend im Sinne der stochastischen Analysis.
Zuna¨chst hielt man sogenannte antizipierende Kalku¨le (d.h. Varianten des Itokalku¨ls, die
es z.B. erlauben stochastische Differentialgleichungen fu¨r zukunftsabha¨ngige Anfangsbe-
dingungen zu lo¨sen, vgl. etwa [Arn96]) fu¨r das geeignete Werkzeug, diesen Konflikt zu
meistern. Jedoch erwies sich dieses Werkzeug fu¨r konkrete Probleme wie etwa die Existenz
von Attraktoren als zu schwach. Vor kurzer Zeit entwickelten Imkeller und Schmallfuss
[IS01]) eine neue Methode zur Untersuchung des von einer stochastischen Differentialglei-
chung erzeugten dynamischen Systems: Sie bemerkten, daß der Fluß jeder stochastischen
Differentialgleichung mit eindimensionalem weißen Rauschen konjugiert ist zum Fluß einer
zufa¨lligen stationa¨ren Differentialgleichung. U¨ber deren Dynamik lassen sich weit leichter
Aussagen gewinnen, da sie – im Unterschied zur urspru¨nglich betrachteten stochastischen
Differentialgleichung – pfadweise definiert ist und ihre stationa¨re Natur die Anwendung er-
godentheoretischer Werkzeuge ermo¨glicht. Da Konjugationen von zufa¨lligen dynamischen
Systemen die asymptotischen Invarianten (zufa¨llige Attraktoren, invariante Mannigfaltig-
keiten etc.) erhalten, konnten mit dieser Methode Attraktoren fu¨r eine gewisse Klasse von
stochastischen Differentialgleichungen konstruiert werden. In [IL01a] wurde diese Methode
verallgemeinert fu¨r eine gro¨ßere Klasse von stochastischen Differentialgleichungen. Diese
Methode stellt Bedingungen an die von den Diffusionsvektorfeldern erzeugte Liealgebra,
die zu Folge haben, daß sich der Fluß der betrachteten stochastischen Differentialgleichung
zerlegen la¨ßt in eine Komposition von deterministischen Flu¨ssen, die mit stochastischen
Prozessen parametrisiert sind. Die einschra¨nkende und etwas una¨sthetische Voraussetzung
an die Liealgebra ist fu¨r viele praktischen Beispiele (etwa aus den Ingenieurwissenschaften)
nicht sonderlich sto¨rend, da viele interessanten Beispiele dadurch entstehen, daß man zu
einer determistische Differentialgleichung noch ein paar einfache Rauschterme hinzufu¨gt,
so daß die zugeho¨rige Liealgebra meist sogar nilpotent ist. Fu¨r die allgemeine Theorie
ist dies jedoch zu einschra¨nkend: Ist man etwa an lokalen Aussagen interessiert, so wird
man ha¨ufig die Vektorfelder “abschneiden” mu¨ssen, wodurch die Struktur der Liealgebra
zersto¨rt wird.
Das Hauptergebnis dieser Arbeit besteht in dem Satz, daß der Fluß jeder stochastischen
Differentialgleichung konjugiert ist zum Fluß einer stationa¨ren zufa¨lligen Differentialglei-
chung – und zwar ohne irgendwelche algebraischen Voraussetzungen.
Als Anwendung wird eine Version des lokalen Linearisierungssatzes von Hartman-
Grobman fu¨r stochastische Differentialgleichungen bewiesen. Ein derartiger Satz wird ver-
mutlich fu¨r die (derzeit noch noch ganz rudimenta¨re) stochastische Bifurkationstheorie von
Bedeutung sein: Untersucht man das qualitative Verhalten eines zufa¨lligen dynamischen
4Systems in der Na¨he eines Fixpunktes in Abha¨ngigkeit von einem Parameter und weiß
man, daß das System sich qualitativ a¨hnlich verha¨lt wie seine Linearisierung im Fixpunkt,
so wird es mo¨glicherweise genu¨gen, die Vorzeichen der Lyapunovexponenten der Lineari-
sierung zu kennen. Nun gibt es zumindest bei zweidimensionalen linearen stochastischen
Differentialgleichungen inzwischen eine große Zahl von Fa¨llen, wo man die Lyapunovex-
ponenten entweder explizit kennt oder zumindest Aussagen u¨ber ihre Vorzeichen treffen
kann (vgl. [IL99] oder [IL01b]), so daß man der stochastischen Bifurkationstheorie gu¨nstige
Prognosen stellen kann.
Ich mo¨chte an dieser Stelle denjenigen danken, die das Zustandekommen dieser Arbeit
ermo¨glicht haben. Peter Imkeller danke ich fu¨r seine Geduld und moralische Unterstu¨tzung
wa¨hrend meiner Durststrecken und fu¨r die stete Bereitschaft, auch abwegige Ideen zu dis-
kutieren. Ludwig Arnold, der mit den Anstoß zu dieser Arbeit gab, danke ich fu¨r die
mehrmalige Gelegenheit an den anregenden Bremer Workshops teilzunehmen und insbe-
sondere auch dafu¨r, daß er mir immer wieder die neuesten Vorversionen seiner Monogra-
phie zusandte, die die begriffliche Basis dieser Arbeit darstellt.
Kapitel 2
Konjugation stochastischer und
zufa¨lliger Differentialgleichungen
2.1 Zufa¨llige dynamische Systeme
Ein zufa¨lliges dynamischer System (RDS) Φ mit diskreter Zeit T = IN0 kann man sich
vorstellen als ein dynamisches System, bei dem nicht nur eine feste Abbildung iteriert
wird, sondern zu jedem Zeitpunkt n die na¨chste Transformation fn ausgwu¨rfelt wird, also
Φn = fn ◦ . . . f1,
wobei man annimmt, daß die Folge (fn) stationa¨r ist in dem Sinne, daß
fn(ω, ·) = f1(T n−1ω, ·), n ∈ IN0, ω ∈ Ω.
Hier ist T eine maßtreue (meist sogar ergodische) Transformation des zugrundeliegen-
den Wahrscheinlichkeitsraums. Charakteristisch fu¨r zufa¨llige dynamische Systeme ist die
Kozykeleigenschaft
Φn+m(ω, ·) = Φm(Tmω, ·) ◦ Φn(ω), n,m ∈ IN0, ω ∈ Ω,
die dann die allgemeine Definition nahelegt:
Definition 2.1. Sei T ∈ {IN0,ZZ, IR+, IR} und sei (X,B) ein meßbarer Raum (wir be-
schra¨nken uns folgenden auf den Fall T = IR und X = IRd). Sei (Ω,F , IP, (θt)t∈T)
ein metrisches dynamisches System. Ein zufa¨lliges dynamisches System (RDS) u¨ber
(Ω,F , IP, (θt)t∈T) mit Zustandsraum (X,B) ist eine Abbildung
Φ : T× Ω×X → X, (t, ω, x) 7→ Φt(ω, x),
mit den Eigenschaften
(i) Φ ist B(T)⊗F ⊗ B-meßbar.
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6(ii) Φ erfu¨llt die Kozykeleigenschaft
Φt+s(ω, ·) = Φt(θsω, ·) ◦ Φs(ω, ·) fu¨r alle t ∈ T, ω ∈ Ω.
Im Gegensatz zur deterministischen dynamischen Systemen gibt es bei zufa¨lligen dyna-
mischen Systemen mit stetiger Zeit zwei wichtige Arten von Generatoren:
• Stationa¨re zufa¨llige Differentialgleichungen (stationa¨re RDE) sind Differentialglei-
chungen mit zufa¨lliger rechter Seite, die eine spezielle Struktur aufweist. Um fu¨r
den Lo¨sungsfluß Φ die Kozykeleigenschaft zu erhalten, muß man annehmen, daß die
betrachtete RDE von der Form
X˙t(ω) = g(θtω,Xt(ω))
ist. Die Kozykeleigenschaft folgt dann automatisch, falls eindeutige und globale
Lo¨sbarkeit vorliegt.
• Stochastische Differentialgleichungen (SDE): Hier ist der zugrundeliegende Wahr-
scheinlichkeitsraum in der Regel der kanonische Wienerraum mit zweiseitiger Zeit.
(Ω = {f ∈ C(IR, IRm) : f(0) = 0},Wt(ω) = ω(t)). Das Wahrscheinlichkeitsmaß IP ist
so beschaffen, daß (Wt)t≥0 und (W−t)t≥0 unabha¨ngige Brownsche Bewegungen sind.
Die Shiftoperatoren θt sind gegeben durch θt(ω) = ω(·+ t)− ω(t).) Bei zweiseitiger
Zeit ist es außerdem gu¨nstiger, von vornherein mit Stratonovichdifferentialgleichun-
gen zu arbeiten (wegen der zeitlich symmetrischen Form des Stratonovichintegrals),
also mit stochastischen Differentialgleichungen der Form
dXt =
m∑
j=0
fj(Xt) ◦ dW jt , t ∈ IR,
wobei hier und im folgenden die Konvention W 0t = t verwendet wird.
Im Gegensatz zu stationa¨ren RDE ist jedoch hier die Kozykeleigenschaft des
Lo¨sungsflusses (auch schon die Existenz eine Flusses selbst) alles andere als trivial,
da die Lo¨sungen nicht ω-weise definiert sind. Vgl. hierzu Satz 2.4.
Es soll nun kurz die in der Einleitung erwa¨hnte Methdoe aus [IS01] skizziert werden.
Definition 2.2. Zwei zufa¨llige dynamische Systeme Φ und Ψ auf IRd heißen konjugiert,
wenn ein zufa¨lliger Homo¨omorphismus H : Ω× IRd → IRd existiert, so daß fu¨r alle (ω, t)
gilt:
Ψt(ω) = H(θtω, ·) ◦ Φt(ω) ◦H(ω, ·)−1.
In diesem Fall heißt H eine Konjugation zwischen Φ und Ψ.
Die Idee von Imkeller/Schmallfuss besteht in einer (im nachhinein simplen, aber schwer
zu entdeckenden) Modifikation des Doss-Sussman-Ansatzes, die hier kurz skizziert werden
soll.
7Wir betrachten die SDE
dXt = b(Xt)dt+ σ(Xt) ◦ dWt, t ∈ IR (2.1)
(mit hinreichend regula¨ren Vektorfeldern b, σ). Es bezeichne φ den Fluß zu gewo¨hnlichen
Differentialgleichung x˙ = b(x) und Φ den Fluß zu (2.1).
Die Methode von Doss-Sussman besteht in dem Lo¨sungsansatz
Xt = φWt(Yt),
wobei Y ein (noch zu findender) Prozeß mit absolutstetigen Pfaden ist, so daß
dXt = φ
′
t(Yt)dYt + φ˙s(Yt)|s=Wt ◦ dWt = φ′t(Yt)dYt + σ(Xt) ◦ dWt
(φ′ bezeichnet die Ableitung von φ nach der Ortsvariablen und φ˙ die Ableitung nach
der Zeitvariablen). Substituiert man diese Gleichung in (2.1) so sieht man nach einer
kurzen Umformung, daß X genau dann eine Lo¨sung von (2.1) ist wenn Y der zufa¨lligen
Differentialgleichung
dYt = φ
′
Wt(Yt)
−1b(φWt(Yt))dt (2.2)
genu¨gt. Bezeichnet Ψ den Lo¨sungsfluß zu (2.2) dies, daß
Φt(X0) = Xt = φWt(Yt) = φt(Ψt)(Y0), (2.3)
Da diese Gleichung fu¨r beliebige Anfangswerte X0 = φW0(Y0) = Y0 gilt hat man also
Φt = φWt ◦Ψt, t ∈ IR.
Dieser Ansatz ist jedoch fu¨r die Theorie der zufa¨lligen dynamischen Systeme aus zwei
Gru¨nden nutzlos:
1. Die zufa¨llige Differentialgleichung (2.2) ist nicht stationa¨r (d.h. nicht von der Form
dYt(ω) = g(θtω, Yt(ω)dt). Der Lo¨sungsfluß Ψ ist i.A. kein dynamisches System (kein
Kozykel).
2. Es ist nicht mo¨glich von den dynamischen Eigenschaften des Flusses Ψ auf die von
Φ zu schließen, etwa in dem Sinne, daß mit Ψ auch Φ einen Attraktor besitzt (falls
man u¨berhaupt in einem vernu¨nftigen Sinne Attraktoren von Ψ definieren ko¨nnte).
Folgende Modifikation des Doss-Sussman-Ansatzes lo¨st beide oben genannten Probleme:
Sei Zt = e
−t ∫ t
−∞ e
sdWs, t ∈ IR. Dann ist Z ein stationa¨rer Ornstein-Uhlenbeck-Prozeß
(Zt = Z0 ◦ θt) und genu¨gt der SDE dZt = −Ztdt+ dWt. Der Lo¨sungsansatz lautet nun:
Xt = φZt(Yt).
Analog wie beim gewo¨hnlichen Doss-Sussman-Ansatz sieht man, daß X genau dann ein
Lo¨sung der SDE (2.1) ist, wenn Y der zufa¨lligen Differentialgleichung
dYt = φ
′
Zt(Yt)
−1(b(φZt(Yt) + Ztσ(φZt(Yt)))dt (2.4)
8genu¨gt. Im Unterschied zu (2.2) handelt sich jedoch um eine stationa¨re RDE, so daß der
zugeho¨rige Fluß Ψ ein zufa¨lliges dynamisches System ist.
Setzt man wieder beliebige Anfangswerte ein, so erha¨lt man fu¨r die Flu¨sse Φ und Ψ die
Beziehung
Φt = φZt ◦Ψt ◦ φ−1Z0 , t ∈ IR. (2.5)
Im Gegensatz zu (2.3) la¨ßt sich diese Gleichung anders interpretieren. Betrachtet man
na¨mlich den zufa¨lligen Diffeomorphismus H = φZ0( · ), so la¨ßt sich (2.5) wegen Zt = Z0◦θt
schreiben in der Form
Φt(ω, ·) = H(θtω, ·) ◦Ψt(ω, ·) ◦H(ω, ·)−1, t ∈ IR, ω ∈ Ω,
d.h. die Flu¨sse Φ und Ψ sind konjugiert.
Imkeller/Schmalfuss betrachteten nun die SDE (2.1) als Sto¨rung der deterministischen
SDE x˙ = b(x), von der sie die Existenz einer Lyapunovfunktion V forderten. In [IS01]
wird gezeigt, daß V unter gewissen Voraussetzungen auch eine Lyapunovfunktion der sta-
tiona¨ren RDE (2.4) ist, woraus die Existenz eines zufa¨lligen Attraktors fu¨r das konjugierte
ZDS Ψ folgt. Da Konjugationen bekanntlich zufa¨llige Attraktoren erhalten1, folgt hieraus
die Existenz eines zufa¨lligen Attraktors fu¨r den Fluß Φ der Ausgangsgleichung.
Die erfolgreiche Verwendung von Konjugationen weckt den Wunsch, dieses Instrument
auch fu¨r allgemeinere SDE zur Verfu¨gung zu haben. Leider beruht die Methode von Im-
keller/Schmalfuss jedoch darauf, daß man bei eindimensionalem Rauschen eine explizite
Darstellung der Lo¨sung einer SDE hat, bei der die zugrundeliegende Brownsche Bewe-
gung als Parameter eingeht. Daher ist es nicht offensichtlich, ob eine Verallgemeinerung
fu¨r SDE mit mehrdimensionalem Rauschen mo¨glich ist.
Falls aber die von den Diffusionsvektorfeldern der betrachteten SDE erzeugte Liealgebra
nilpotent ist, ist jedoch eine Verallgemeinerung des stationa¨ren Doss-Sussman-Ansatzes
mo¨glich. In diesem Fall ist der Fluß der betrachteten SDE darstellbar in der Form
Φt(x) = F (x; J
α
t : |α| ≤ k),
wobei die Jα iterierte Stratonovichintegrale des zugrundeliegenden Wienerprozesses sind
(vgl. etwa [KL81] oder [Kun81]). A¨hnlich wie man bei der Methode von Imkeller und
Schmalfuss den Wienerprozeß W durch einen Ornstein-Uhlenbeck-Prozeß Z ersetzte, hat
man hier die iterierten Stratonovichintegrale
Jαt =
∫ t
0
∫ t1
0
. . .
∫ tm−1
0
◦dBimtm . . . ◦ dBi1t1 (α = (i1, . . . , im))
zu ersetzen durch die stationa¨ren iterierten Integrale
J˜αt = e
−t
∫ t
−∞
e−t1
∫ t1
−∞
. . . e−tm−1
∫ tm−1
−∞
etk ◦ dBtm . . . et1 ◦ dBt1 (α = (i1, . . . , im))
1Es gibt noch keinen standardisierten Attraktorbegriff fu¨r zufa¨llige dynamische Systeme, sondern einen
Zoo von verwandten Definitionen. Die Aussage ist jedenfalls richtig, wenn man Pullbackattraktoren fu¨r
das Universum der zufa¨lligen kompakten Mengen betrachtet.
9und sieht dann nach etwas aufwendigerer Rechnung daß durch
H = F ( · ; Jα0 : |α| ≤ k)
eine Konjugation zwischen der gegebenen SDE und einer stationa¨ren RDE definiert wird.
Ein a¨hnlicher Ansatz ist mo¨glich, wenn die Liealgebra nicht mehr nilpotent, sondern nur
auflo¨sbar und endlichdimensional ist. Mit dieser Methode konnten in [IL01a] Attraktoren
fu¨r SDE konstruiert werden, die bisher vo¨llig unzuga¨nglich waren.
Leider liefert die Methode aus [IL01a] keinen Hinweis darauf, wie man im allgemeinen
Fall vorzugehen hat. Eine direkte Verallgemeinerung durch Reihenentwicklungen fu¨r den
Fall analytischer Diffusionsvektorfelder ist aussichtslos (vgl. hierzu auch [Cas93]). Nicht
einmal im linearen Fall war es mo¨glich, die beno¨tigte Konvergenz der Reihen aus iterierten
stationa¨ren Stratonovichintegralen und Kommutatoren nachzuweisen.
Das Hauptergebnis dieser Arbeit besteht darin, zu zeigen, daß Konjugationen zwischen
SDE und stationa¨ren RDE stets existieren – und zwar ohne algebraische Voraussetzungen.
Mit diesem Ergebnis la¨ßt sich dann der lokale Linearisierungssatz fu¨r stationa¨re RDE (fu¨r
den ein stark verku¨rzter neuer Beweis gegeben wird) auf SDE u¨bertragen. Es soll aber
auch nicht verschwiegen werden, daß die Aussagen aus [IS01] und [IL01a] u¨ber Attraktoren
sich bisher nicht auf den allgemeinen Fall u¨bertragen ließen.
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2.2 Der Konjugationssatz – Heuristik
In diesem Abschnitt sollen in nichtrigoroser Weise die Ideen skizziert werden, die zum
Beweis des Konjugationssatzes fu¨hren.
Wir betrachten die SDE
dXt = f0(Xt)dt+
m∑
j=1
fj(Xt) ◦ dW jt , t ∈ IR, (2.6)
wobei f0, . . . fm : IR
d → IRd genu¨gend regula¨re Vektorfelder sind, so daß (2.6) einen
globalen Fluß erzeugt.
Unser Ziel ist es, ein zufa¨lliges Vektorfeld g : Ω × IRd → IRd zu finden, so daß der Fluß
von (2.6) konjugiert ist zum Fluß der zufa¨lligen stationa¨ren Differentialgleichung
dYt = g(θt·, Yt) dt. (2.7)
Wir orientieren uns dabei am stationa¨ren Doss-Sussman-Ansatz bei eindimensionalem
Rauschen (m = 1). Zuna¨chst bemerken wir, daß in der Tat eine Verallgemeinerung des
Doss-Sussman-Ansatzes bei mehrdimensionalem Rauschen existiert, die keine Vorausset-
zungen an die von den Diffusionsvektorfeldern fj erzeugte Liealgebra stellt (vgl. [BM81]
und [BM82]): Sei dazu φ der vom Diffusionsanteil von (2.6), d.h. der von der SDE
dXt =
m∑
j=1
fj(Xt) ◦ dW jt , t ∈ IR, (2.8)
erzeugte Fluß (beim Doss-Sussman-Ansatz war φ explizit gegeben).
Der Lo¨sungsansatz lautet hier: Xt = φt(Yt), wobei wie beim Doss-Sussman-Ansatz Y ein
Prozeß mit differenzierbaren Pfaden ist. Ist die formale Rechnung
dXt = d(φt(Yt)) = φ
′
t(Yt) ◦ dYt + dφt(x)|x=Yt
= φ′t(Yt) ◦ dYt +
m∑
j=1
fj(φt(Yt) ◦ dW jt
erlaubt, so erha¨lt man den Fluß wieder wie beim Doss-Sussman-Ansatz als Komposition
von φ und dem Fluß der (nichtstationa¨ren) RDE
dYt = φ
′
t(Yt)
−1f0(φt(Yt))dt. (2.9)
Um zu einer Konjugation zu gelangen, mu¨ssen wir in diesem Ansatz φ durch einen sta-
tiona¨ren Fluß Φ ersetzen, der denselben Diffusionsanteil besitzt wie φ, damit die resul-
tierende (jetzt stationa¨re) RDE fu¨r Y keinen Diffusionsanteil mehr entha¨lt. Wir gehen
dabei von folgender Beobachtung aus: Ist W eine reelle Brownsche Bewegung, so wird
durch Zt =
∫ t
−∞ e
s−tdWs ein stationa¨rer Ornstein-Uhlenbeck-Prozeß definiert, der wegen
dZt = −Ztdt+ dWt denselben Diffusionsanteil hat wie die Brownsche Bewegung W . Da φ
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ein Prozeß mit unabha¨ngigen stationa¨ren Zuwa¨chsen und stetigen Pfaden ist, ko¨nnen wir
φ auffassen als Brownsche Bewegung in der Gruppe Diff(IRd) der Diffeomorphismen von
IRd. Um den zugeho¨rigen Ornstein-Uhlenbeck-Prozeß Φ zu finden mu¨ssen wir sozusagen
die Funktion s 7→ es−τ multiplikativ gegen φ integrieren und dann τ = t substituieren.
Heuristisch sollte also gelten (Approximation durch “Riemann-Produkte”)
Φt = Ψt(t, ·)
mit
Ψt(τ, · ) = lim
n→∞
∏
ti,ti+1∈pin
(
φti+1 ◦ φ−1ti
)eti−τ
= lim
n→∞
∏
ti,ti+1∈pin
φe
ti−τ
ti+1−ti ◦ θti (2.10)
(mit der Konvention, daß von rechts nach links multipliziert wird), wobei (pin) eine Null-
folge von Partitionen von (−∞, t] ist. Dabei bezeichne fu¨r α ∈ IR φα den Fluß zu
dXt = α
m∑
j=1
fj(Xt) ◦ dW jt .
Nun scheint es, daß man die Konvergenz der Produkte (2.10) in Diff(IRd) bezu¨glich einer
geeigneten Topologie nachzuweisen hat. Die Sache ist jedoch viel einfacher: Wir nehmen
an, wir wu¨ßten bereits, daß Ψt(τ, · ) existiert Wir setzen Xx,τt = Ψt(τ, x), x ∈ IRd, und
fragen uns, welcher Differentialgleichung Xx,τ genu¨gt. Die n-te Approximation Ψn von
(2.10) wird im Intervall (ti, ti+1) getrieben durch den Fluß zum Parameter e
ti−τ , hat also
dort das Differential eti−τ
∑m
j=1 fj(Ψ
n
t (τ, x)◦dW jt . Wenn es in der Welt Gerechtigkeit gibt,
sollte also Xx,τ die SDE
Xx,τt = x+ e
−τ
m∑
j=1
∫ t
−∞
esfj(X
x,α
s ) ◦ dW js (2.11)
lo¨sen. Nun ist wieder Land in Sicht: Wir vergessen die nur der Heuristik dienenden mul-
tiplikativen Integrale und nehmen stattdessen (2.11) als Ausgangspunkt. Wir zeigen, daß
(2.11) einen Fluß Ψt(τ, x) generiert, der in τ differenzierbar und in x ein Diffeomorphismus
ist. Anschließend zeigen wir, daß durch Φt = Ψt(t, · ) ein stationa¨rer Fluß von Diffeomor-
phismen definiert wird, der den richtigen Diffusionsanteil besitzt. Φ0 ist dann die gesuchte
Konjugation.
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2.3 Technische Hilfsmittel
2.3.1 Semimartingale mit ra¨umlichen Parametern und Flu¨sse
Obwohl der Gegenstand dieser Arbeit klassische Stratonovich-SDE sind, beno¨tigen wir
einige Tatsachen u¨ber Semimartingale mit ra¨umlichen Parametern, da der stationa¨re Fluß,
der die Konjugation liefern wird, zu dieser Klasse geho¨rt. Dieser Abschnitt entha¨lt eine
Zusammenfassung der von uns beno¨tigten Sa¨tze; die Beweise finden sich in [Kun97] oder
[Arn98a].
Die folgenden Seminormen und Funktionenra¨ume werden beno¨tigt, um Semimartingale
mit ra¨umlichen Parametern hinsichtlich ihrer Regularita¨t zu klassifizieren. Die Bezeich-
nungen halten sich an [Kun97].
m ∈ IN0, 0 < δ ≤ 1 und K ⊂ IRd
f : IRd → IRd
(hinreichend
glatt)
‖f‖m:K = sup
x∈K
|f(x)|
1 + |x| +
m∑
|α|=1
sup
x∈K
|Dαf(x)|,
‖f‖m,δ:K = ‖f‖m:K +
∑
|α|=m
sup
x,y∈K, x 6=y
|Dαf(x)−Dαf(y)|
|x− y|δ ,
‖f‖m = ‖f‖m,IRd , ‖f‖m,δ = ‖f‖m,δ,IRd .
f : IRd×IRd → IRd
(hinreichend
glatt)
‖f‖∼m:K = sup
x,y∈K
|f(x, y)|
(1 + |x|)(1 + |y|) +
m∑
|α|=1
sup
x,y∈K
|DαxDαy f(x, y)|,
‖f‖∼m,δ:K = ‖f‖∼m:K
+
∑
|α=m|
sup
x,y,x′,y′∈K,
x 6=x′,y 6=y′
|f(x, y)− f(x′, y)− f(x, y′) + f(x′, y′)|
|x− x′|δ|y − y′|δ
‖f‖∼m = ‖f‖∼m,IRd , ‖f‖∼m,δ = ‖f‖∼m,δ,IRd
Cm = {f : IRd → IRd : f m-fach stetig diffb.},
Cm,δ = {f ∈ Cm : ‖f‖m,δ,K <∞ fu¨r jedes Kompaktum K ⊂ IRd},
Cmb = {f ∈ Cm : ‖f‖m <∞}, Cm,δb = {f ∈ Cm : ‖f‖m,δ <∞}.
C˜m = {f : IRd × IRd → IRd : f nach beiden Variablen m-fach stetig diffb.},
C˜m,δ = {f ∈ C˜m : ‖f‖∼m,δ,K <∞ fu¨r jedes Kompaktum K ⊂ IRd},
C˜mb = {f ∈ C˜m : ‖f‖∼m <∞}, C˜m,δb = {f ∈ C˜m : ‖f‖∼m,δ <∞}.
Definition 2.3. Sei F (x, t)x∈IRd,t≥0 eine Familie von stetigen Semimartingalen mit ka-
nonischer Zerlegung F (x, t) = F (x, 0) +M(x, t) + B(x, t) (d.h. M(x, ·) ist ein stetiges
lokales Martingal und B(x, ·) ein stetiger Prozeß von lokal beschra¨nkter Variation).
i) F heißt Kunitasches Semimartingal, falls Familien vorhersehbarer Prozesse
(a(x, y, t)t≥0)x,y∈IRd, (b(x, t)t≥0)x∈IRd existieren, so daß gilt:
a) Fu¨r alle x, y ∈ IRd, t ≥ 0 ist 〈M(x, ·),M(y, ·)〉 = ∫ t0 a(x, y, s)ds.
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b) Fu¨r alle x ∈ IRd, t ≥ 0 ist B(x, t) = ∫ t0 b(x, s)ds.
Das Paar (a, b) heißt die lokale Charakteristik von F .
ii) F heißt ein Cm,δ-Semimartingal, falls zusa¨tzlich gilt:
a) M ist ein stetiger Cm,δ–Prozeß (d.h. fu¨r alle ω ist (t, x) 7→ M(ω, t, ω, x) stetig
und M(ω, t, ·) ∈ Cm,δ) und fu¨r 0 ≤ α ≤ m sind die Prozesse DαM(x, ·),
x ∈ IRd, stetige lokale Martingale.
b) B ist ein stetiger Cm,δ-Prozeß und fu¨r |α| ≤ m sind die Prozesse DαB(x, ·),
x ∈ IRd, stetig und lokal von beschra¨nkter Variation.
Folgender Existenzsatz fu¨r Flu¨sse wird von uns beno¨tigt (vgl. [Arn98a] oder [Kun97]):
Satz 2.4. Seien f0 ∈ Ck,δb und f1, . . . , fm ∈ Ck+1,δb , so daß
∑m
j=1
∑d
ν=1 f
ν
j
∂fj
∂xν
∈ Ck,δb fu¨r ein
k ≥ 1 und δ > 0. Dann gilt:
(i) Die SDE
dXt =
m∑
j=0
fj(Xt) ◦ dW jt , t ∈ IR, (2.12)
(mit der Konvention W 0t = t) erzeugt einen (bis auf Ununterscheidbarkeit) eindeu-
tigen Fluß Φ, der fu¨r jedes  < d ein Ck,-Semimartingal im Kunitaschen Sinne
ist.
(ii) Man darf die SDE (2.12) formal nach den Anfangswerten differenzieren, genauer:
bezeichnet Φ′ die Ableitung von Φ nach der Ortsvariablen, so gilt
dΦ′t(x) =
m∑
j=0
f ′j(Φt(x))Φ
′
t(x) ◦ dW jt , t ∈ IR, x ∈ IRd, Φ′0(x) = I.
(iii) Φ erfu¨llt die Kozykeleigenschaft
Φt+s(ω, ·) = Φt(θsω, ·) ◦ Φs(ω, ·), t ∈ IR, ω ∈ Ω.
Ersetzt man die Ra¨ume Ck,δb , Ck+1,δb durch Ck,δ, Ck+1,δ, so erha¨lt man eine entsprechende
Aussage fu¨r lokale Flu¨sse.
Die verallgemeinerte Itoformel findet sich in etwas anderer Form in [Kun97]. Dort darf X
ein stetiges Semimartingal sein; dafu¨r wird von F mehr Regularita¨t gefordert.
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Lemma 2.5. (Verallgemeinerte Itoformel) Sei F ein Kunitasches C1,δ-Semimartingal fu¨r
ein δ > 0. Sei X ein stetiger adaptierter Prozeß von beschra¨nkter Variation. Dann ist der
Prozeß (F (Xt, t))t≥0 ein stetiges Semimartingal und es gilt
F (Xt, t)− F (X0, 0) =
∫ t
0
F (Xs, ds) +
∫ t
0
F ′(Xs, s) dXs,
=
∫ t
0
F (Xs, ◦ds) +
∫ t
0
F ′(Xs, s) dXs, t ≥ 0.
Beweis. Sei t > 0 und (pin) eine Nullfolge von Partitionen von [0, t]. Dann ist
F (Xt, t)− F (X0, 0)
=
∑
ti,ti+1∈pin
[
F (Xti+1 , ti+1)− F (Xti , ti+1)
]
+
∑
ti,ti+1∈pin
[F (Xti , ti+1)− F (Xti , ti)]
=
∫ 1
0
∑
ti,ti+1∈pin
F ′(Xti + s(Xti+1 −Xti), ti+1)(Xti+1 −Xti)ds
+
∑
ti,ti+1∈pin
[F (Xti , ti+1)− F (Xti , ti)] .
Der zweite Summand konvergiert in Wahrscheinlichkeit gegen
∫ t
0 F (Xs, ds) nach Definiti-
on. Fu¨r die erste Summe gilt ω-weise:∑
ti,ti+1∈pin
F ′(Xti + s(Xti+1 −Xti), ti+1)(Xti+1 −Xti)
=
∑
ti,ti+1∈pin
[F ′(Xti + s(Xti+1 −Xti), ti+1)− F ′(Xti , ti)]︸ ︷︷ ︸
→ 0 gleichma¨ßig (bei festem ω)
(Xti+1 −Xti)
+
∑
ti,ti+1∈pin
F ′(Xti , ti)(Xti+1 −Xti)
→
∫ t
0
F ′(Xs, s)dXs
aufgrund der Stetigkeit von F ′ und X. Folglich also auch∫ 1
0
∑
ti,ti+1∈pin
F ′(Xti + s(Xti+1 −Xti), ti+1)(Xti+1 −Xti)ds →
∫ t
0
F ′(Xs, s)dXs.
Damit folgt die erste Gleichung und somit auch die zweite, da bei einem Integranden von
beschra¨nkter Variation Ito- und Stratonovichintegral u¨bereinstimmen.
Lemma 2.6. Seien f0, . . . fm ∈ C1,δb fu¨r ein δ > 0. Dann erzeugt die Ito-SDE
dXt = α
f0(Xt)dt+ m∑
j=1
fj(Xt)dW
j
t
 (2.13)
einen globalen Fluß Φα von Diffeomorphismen, der nach dem Parameter α stetig diffe-
renzierbar ist.
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Beweis. Nur die Existenz einer nach dem Parameter α differenzierbaren Version ist zu
zeigen. Wir erweitern dazu die betrachtete SDE formal um die Gleichung dα = 0. Wir wis-
sen dann, daß das erweiterte System einen lokalen Fluß von Diffeomorphismen (Φt(α, x))
erzeugt. Es ist aber zuna¨chst nicht bekannt ob der Fluß dieses erweiterten Systems global
ist, da die Funktionen (α, x) 7→ αfj(X) i.A. nicht global Lipschitz sind. Hierzu wenden wir
das Kolmogoroff-Lemma an. Es bezeichne Xx,α die Lo¨sung von (2.13) zum Anfangswert
x. Wir fixieren ein Kompaktum K ⊂ IRd sowie A > 0, T > 0, p ≥ 2 und zeigen, daß
IE( sup
0≤t≤T
|Xx,αt −Xy,βt |p) ≤ const× |(x, α)− (y, β)|p (x, y ∈ K, |α|, |β| ≤ A).
Zuna¨chst existieren Konstanten C1, C2 > 0, so daß
|αfj(x)− αfj(y)| ≤ C1|x− y| und
|αfj(x)| ≤ C2(1 + |x|p), x ∈ IRd, |α| ≤ A, 0 ≤ j ≤ m.
Somit gilt (mit der Konvention dW 0t = dt):
IE( sup
0≤t≤T
|Xx,αt |p)
≤ (m+ 2)pp−2
|x|+ m∑
j=0
IE( sup
0≤t≤T
|α
∫ t
0
fj(X
x,α
s )dW
j
s |p

≤ (m+ 2)pp−2
|x|+ m∑
j=0
∫ t
0
C3
∫ T
0
IE(|Xx,αs |p)ds

≤ (m+ 2)pp−2
(
|x|+ C2C3(m+ 1)T + C2C3(m+ 1)
∫ T
0
IE(|Xx,αs |p)ds
)
.
(Die zweite Ungleichung folgt aus der Burkholderungleichung und der Jensenschen Un-
gleichung mit C3 = max(T
p−1, cpT
p−2
2 ), wobei cp die Konstante aus der Burkholderunglei-
chung bezeichnet.) Mit dem Lemma von Gronwall folgt somit:
M =: sup
x∈K,α∈A
IE( sup
0≤t≤T
|Xx,αt |p) < ∞.
Wegen
Xx,αt −Xy,βt = x− y + α
m∑
j=0
∫ t
0
[fj(X
x,α
t )− fj(XX,βt )]dW jt
+ (β − α)
m∑
j=0
∫ t
0
fj(X
X,β
t )dW
j
t
folgt analog daß
IE( sup
0≤t≤T
|Xx,αt −Xy,βt |p)
≤ K1
|x− y|p + m∑
j=0
IE( sup
0≤t≤T
|α
∫ t
0
(fj(X
x,α
s )− fj(Xy,βs ))dW js |p) + |β − α|pM

≤ K2(|x− y|p + |β − α|p) +K3
∫ T
0
IE(|Xx,αt −Xy,βt |pdt),
0 ≤ t ≤ T, x, y ∈ K, |α|, |β| ≤ A
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mit weiteren Konstanten K1, K2, K3. Somit ist nach dem Lemma von Gronwall
IE( sup
0≤t≤T
|Xx,αt −Xy,βt |p) ≤ K2(|x− y|p + |β − α|p)eK3T .
DaK,T,A beliebig waren folgt mit Kolmogoroff, daß die (formal um die Gleichung dα = 0
erweiterte SDE (2.13) einen globalen Fluß erzeugt. Dieser muß aufgrund der Eindeutigkeit
der Flusses mit dem (nach dem Parameter α differenzierbaren lokalen Fluß) u¨bereinstim-
men.
Eine unmittelbare Folgerung ist das folgende Korollar, das spa¨ter fu¨r den Beweis des
lokalen Linearisierungssatzes fu¨r SDE beno¨tigt wird.
Korollar 2.7. Seien die Vektorfelder aus Lemma 2.6 linear. Dann gilt fu¨r jedes kompakte
Intervall I ⊂ IR:
sup
t,α∈I
log+ ‖Φαt ‖ ∈ L1.
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2.3.2 Perfektionierung fast stationa¨rer Prozesse
Der folgende Satz ist ein leichte Modifikation des Perfektionierungssatzes von Arnold und
Scheutzow (siehe [Arn95b] oder [Arn98a]), der eine entsprechende Aussage fu¨r Kozykel
macht.
Satz 2.8. (Stationa¨rer Perfektionierungssatz) Sei S ein polnischer Raum und
X = (Xt)t∈IR ein S-wertiger Prozeß mit stetigen Pfaden u¨ber dem meßbaren dynamischen
System (Ω,F , IP, (θt)t∈IR). Fu¨r alle t ∈ IR gelte
Xt = X0 ◦ θt IP-fast sicher (mit von t abha¨ngiger Ausnahmenullmenge).
Dann existiert ein stetiger S-wertiger Prozeß Xˆ = (Xˆt)t∈IR so daß gilt:
i) X und Xˆ sind ununterscheidbar, d.h.
IP((Xt)t∈IR 6= (Xˆt)t∈IR) = 0.
ii) Xˆ ist strikt stationa¨r, d.h. Xˆt(ω) = Xˆ0(θtω) fu¨r alle t ∈ IR, ω ∈ Ω.
Beweis. Setze
Ω0 := {ω ∈ Ω | Xt(ω) = X0(θtω) fu¨r Lebesgue-fast alle t ∈ IR},
Ω1 := {ω ∈ Ω | θtω ∈ Ω0 fu¨r Lebesgue-fast alle t ∈ IR}.
1. Wir zeigen, daß Ω0 ∈ F und IP(Ω0) = 1.
Da X stetige Pfade besitzt, ist X : IR× Ω→ S produktmeßbar. Die Abbildung (t, ω) 7→
X0(θtω) ist ebenfalls produktmeßbar, da (t, ω) 7→ θtω meßbar ist. Somit ist
A := {(t, ω) ∈ IR× Ω | Xt(ω) 6= X0(θtω)} ∈ B(IR)⊗F .
Fu¨r ω ∈ Ω ist daher der ω-Schnitt Aω = {t ∈ IR | (t, ω) ∈ A} meßbar und es ist
Ω \ Ω0 = {ω ∈ Ω | λ(Aω) > 0} ∈ F . Schließlich ist wegen Fubini∫
Ω
λ(Aω) dIP(ω) =
∫
IR
∫
Ω
1A(t, ω) dIP(ω) dλ(t) =
∫
IR
IP(Xt 6= X0 ◦ θt) dt = 0,
also λ(Aω) = 0 Fu¨r IP-fast alle ω, d.h. IP(Ω \ Ω0) = 0.
2. Eine analoge U¨berlegung wie 1. zeigt, daß Ω1 ∈ F und IP(Ω1) = 1. Schließlich folgt aus
der Translationsinvarianz des Lebesguemaßes, daß Ω1 θ-invariant ist, d.h. daß
ω ∈ Ω1 ⇒ θtω ∈ Ω1 fu¨r alle t ∈ IR.
3. Wa¨hle x0 ∈ S beliebig und setze
Xˆt(ω) =
{
Xt−s(θsω), ω ∈ Ω1, s ∈ IR beliebig mit θsω ∈ Ω0,
x0, ω ∈ Ω \ Ω1 (2.14)
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Wir zeigen, daß Xˆ wohldefiniert ist.
Sei ω ∈ Ω1 und t ∈ IR. Seien s1, s2 ∈ IR mit θsiω ∈ Ω0, i = 1, 2.
Dann existieren meßbare Mengen B(θsiω) ⊂ IR, i = 1, 2, von vollem Lebesguemaß, so daß
Xu(θsiω) = X0(θsi+uω), u ∈ B(θsiω).
Sei nun (un) eine Folge in (B(θs1ω) + s1) ∩ (B(θs2ω) + s2) mit un → t. Dann ist
Xt−s1(θs1ω) = limn→∞Xun−s1(θs1ω) (X stetig)
= limn→∞X0(θunω) (un − s1 ∈ B(θs1ω))
= limn→∞Xun−s2(θs2ω) (un − s2 ∈ B(θs2ω))
= Xt−s2(θs2ω) (X stetig).
4. Wir zeigen, daß Xˆ strikt stationa¨r ist.
Fu¨r ω 6∈ Ω1 ist Xˆt(ω) = Xˆ0(θtω) = x0 fu¨r alle t ∈ IR aufgrund der Invarianz von Ω1.
Sei also ω ∈ Ω1 und t ∈ IR. Dann existieren meßbare Mengen C(θtω), C(ω) ⊂ IR von
vollem Lebesguemaß, so daß
Xˆt(ω) = Xt−s(θsω), s ∈ C(θtω),
Xˆ0(θtω) = X−r(θr+tω), r ∈ C(ω).
Wa¨hle s ∈ C(θtω) ∩ (C(ω) + t) beliebig. Dann ist
Xˆt(ω) = Xt−s(θsω) (s ∈ C(θtω))
= X−(s−t)(θ(s−t)+tω)
= Xˆ0(θtω) (s− t ∈ C(ω)).
5. Aus der Definition von Xˆ und der Stetigkeit von X folgt unmittelbar, daß Xˆ stetige
Pfade besitzt.
6. Wir zeigen, daß Xˆ meßbar ist und X und Xˆ ununterscheidbar sind.
Fu¨r ω ∈ Ω0 ∩ Ω1 ist nach Definition Xˆt(ω) = Xt(ω) fu¨r alle t ∈ IR (wa¨hle s = 0 in
(2.14)). Da der zugrundeliegende Wahrscheinlichkeitsraum als vollsta¨ndig angenommen
wurde, folgt somit aus IP(Ω0 ∩ Ω1) = 1 sowohl die Meßbarkeit von Xˆ als auch die Unun-
terscheidbarkeit von X und Xˆ.
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2.4 Der Konjugationssatz
Satz 2.9. Seien f1, . . . , fm ∈ C2,δb fu¨r ein δ > 0 so daß
∑m
j=1
∑d
ν=1 f
ν
j
∂fj
∂xν
∈ C2,δb . Dann
existieren ein Fluß Φ von Diffeomorphismen und ein stationa¨res Semimartingal Γ mit den
Eigenschaften:
(i) Φ ist ein Kunitasches C1,-Semimartingal fu¨r jedes 0 <  < δ.
(ii) Fu¨r jedes x ∈ IRd ist
dΦt(x) =
m∑
j=1
fj(Φt(x)) ◦ dW jt + Γt(x) dt, t ∈ IR. (2.15)
Beweis. Fu¨r τ ∈ IR, x ∈ IRd betrachten wir die SDE
Xx,τt = x+
m∑
j=1
e−τ
∫ t
−∞
esfj(X
x,τ
s ) ◦ dW js (t ∈ IR). (2.16)
Wir u¨berlegen uns zuna¨chst, daß diese Gleichung fu¨r jedes (τ, x) eindeutig lo¨sbar ist und
einen Fluß Ψt(τ, x) generiert, der differenzierbar in τ und ein Diffeomorphismus in x ist.
Dazu verwenden wir folgende Zeittransformation: Wir setzen
Wˆ jt =
∫ t
−∞
esdW js , W˜
j
t = Wˆ
j
1
2
log 2t
,
X˜x,τt = X
x,τ
1
2
log 2t
(t > 0).
Die W˜ j sind dann wieder unabha¨ngige Wienerprozesse (auf IR+) und (2.16) ist offenbar
a¨quivalent zur transformierten SDE
X˜x,τt = x+ e
−τ
m∑
j=1
∫ t
0
fj(X˜
x,τ
s ) ◦ dW˜ js (t ≥ 0). (2.17)
Mit Lemma 2.6 (angewandt auf die a¨quivalente Itosche SDE) folgt, daß (2.17) einen Fluß
Ψ˜·( · , · ) von Diffeomorphismen in (τ, x) erzeugt, der fu¨r jedes 0 <  < δ ein C1,-
Semimartingal ist.
Damit ist aber klar, daß die Ausgangsgleichung (2.16) einen Fluß Ψ erzeugt, der gegeben
ist durch Ψt(τ, x) = Ψ˜ 1
2
e2t(τ, x). Wir setzen noch
Dt(τ, x) =
∂
∂τ
Ψt(τ, x).
Da man (2.17) und somit auch (2.16) formal nach den Anfangswerten differenzieren darf
(Satz 2.4) ist dann
(
Ψ
D
)
der Fluß zum gekoppelten System
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Ψt(τ, x) = x+ e
−τ
m∑
j=1
∫ t
−∞
esfj(Ψs(τ, x)) ◦ dW js (2.18)
Dt(τ, x) = −e−τ
m∑
j=1
∫ t
−∞
esfj(Ψs(τ, x)) ◦ dW js
+ e−τ
m∑
j=1
∫ t
−∞
esf ′j(Ψs(τ, x))Ds(τ, x) ◦ dW js , t ∈ IR. (2.19)
Wir setzen nun
Φt(x) = Ψt(t, x), Γt(x) = Dt(t, x), t ∈ IR, x ∈ IRd.
Dann ist Φ offensichtlich ein Fluß von Diffeomorphismen und ein C1,-Semimartingal fu¨r
jedes 0 <  < δ. Gleichung (2.15) gilt aufgrund der verallgemeinerten Itoformel (Lemma
2.5). Es ist somit nur noch die Stationarita¨t zu zeigen.
Seien dazu τ ∈ IR, x ∈ IRd. Wir wollen zeigen, daß(
Φτ (ω, x)
Γτ (ω, x)
)
=
(
Φ0(θτω, x)
Γ0(θτω, x)
)
fu¨r IP-fast alle ω. (2.20)
Dazu u¨berlegen wir uns, daß sogar(
Ψt(ω, τ, x)
Dt(ω, τ, x
)
=
(
Ψt−τ (θτω, 0, x)
Dt−τ (θτω, 0, x)
)
(2.21)
fu¨r IP-fast alle ω und alle t ∈ IR. Wir haben
Ψt−τ (θτ ·, 0, x) = x+
m∑
j=1
(∫ t−τ
−∞
esfj(Ψs(0, x)) ◦ dW js
)
◦ θτ
= x+
m∑
j=1
∫ t
−∞
es−τfj(Ψs(θτ ·, 0, x) ◦ dW js , t ∈ IR.
Fu¨hrt man eine analoge Rechnung fu¨r Dt−τ (θτ ·, 0, x) durch, so sieht man, daß der Prozeß(
Ψt−τ (θτω,0,x)
Dt−τ (θτω,0,x)
)
, t ∈ IR, dieselbe SDE erfu¨llt. Aus Eindeutigkeitsgru¨nden gilt somit (2.21)
bei festem x IP-fast sicher fu¨r alle t ∈ IR. Aufgrund der Stetigkeit in x gilt somit fu¨r festes
τ ∈ IR (
Φτ (·, ·)
Γτ (·, ·)
)
=
(
Φ0(θτ ·, ·)
Γ0(θτ ·, ·)
)
IP-fast sicher.
Nun wenden wir den stationa¨ren Perfektionierungssatz 2.8 fu¨r den polnischen Raum
Diff(IRd) an.
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Satz 2.10. Sei f0 ∈ C1,δb fu¨r ein δ > 0 und seien f1, . . . fm wie in Satz 2.9. Seien auch Φ
und Γ wie in Satz 2.9. Das zufa¨llige Vektorfeld g sei definiert durch
gt(x) = Φ
′
t(x)
−1[f0 ◦ Φt(x) + Γt(x)].
Dann gilt:
i) Die stationa¨re RDE
dYt = gt(Yt)dt (2.22)
erzeugt einen globalen Fluß ψ.
ii) Die SDE
dXt = f0(Xt) dt+
m∑
j=1
fj(Xt) ◦ dW jt (2.23)
erzeugt einen globalen Fluß φ. Ferner sind ψ und φ konjugiert via Φ0, d.h. es gilt
φt(ω, ·) = Φ0(θtω, ·) ◦ ψt(ω, ·) ◦ Φ0(ω, ·)−1
fu¨r alle t ∈ IR, ω ∈ Ω.
Beweis. Aus den Annahmen an die Vektorfelder fj folgt jedenfalls, daß die SDE (2.23)
einen globalen Fluß φ erzeugt (vgl. [Arn98a]). Von der RDE (2.22) wissen wir zuna¨chst
nur, daß ein lokaler Fluß ψ existiert, da das zufa¨llige Vektorfeld g zuwenig bekannt ist.
Setze Ht(ω, x) = Φ0(θtω, x). Aus der verallgemeinerten Itoformel folgt jedenfalls: Ist Y
eine Lo¨sung von (2.22), so daß H−10 (Y0) F0−∞-meßbar ist, so wird durch Xt = Ht(Yt) eine
Lo¨sung von (2.23) definiert. Aufgrund der Stetigkeit von H ist außerdem klar, daß X und
Y dieselben Explosionszeiten besitzen. Somit wird durch
φ˜t = Ht ◦ ψt ◦H−10
ein weiterer maximaler Fluß fu¨r die SDE (2.23) definiert. Da der maximale Fluß von (2.23)
eindeutig bestimmt ist (vgl. [Kun97]) folgt φ˜ = φ IP-fast sicher, also ist auch ψ IP-fast
sicher global. Somit hat die Menge Ω1 = {ω : y˙t = g(θω, yt) erzeugt einen globalen Fluß}
volles Maß (und ist offensichtlich θ-invariant).
Kapitel 3
Der lokale Satz von
Hartman-Grobman fu¨r stochastische
Differentialgleichungen
3.1 U¨bersicht
Das urspru¨ngliche Ziel dieser Arbeit war es, folgenden lokalen Linearisierungssatz fu¨r
stochastische Differentialgleichungen zu beweisen:
Seien f0, . . . fm : IR
d → IRd hinreichend glatte Vektorfelder mit fj(0) = 0. Sei Φ = (Φt)t∈IR
der Fluß zur SDE
dXt = f0(Xt) dt+
m∑
j=1
fj(Xt) ◦ dW jt
und Ψ = (Ψt)t∈IR der Fluß zur linearisierten SDE
dXt = A0Xt dt+
m∑
j=1
AjXt ◦ dW jt ,
wobei Aj = f
′
j(0), j = 0, . . . ,m. Es werde angenommen, daß der lineare Fluß Ψ hyperbo-
lisch ist, d.h. daß kein Lyapunovexponent von Ψ verschwindet.
Dann sind Φ und Ψ lokal konjugiert, d.h. es existiert ein zufa¨lliger Homo¨omorphismus
H : Ω× IRd → IRd, so daß (in einem noch zu pra¨zisierenden Sinne) lokal
Ψt(ω) = H(θtω, ·)−1 ◦ Φt(ω) ◦H(ω, ·),
wobei θt : Ω→ Ω, ω 7→ ω(t+ ·)− ω(t) den Shift bezeichnet.
Ein analoger Satz wurde von Wanner ([Wan93]) bewiesen fu¨r RDS, die von stationa¨ren
Differentialgleichungen erzeugt werden.
Um zu sehen, wo die Schwierigkeiten liegen, sei kurz an den u¨blichen Beweis des Satzes
von Hartman-Grobman fu¨r gewo¨hnliche Differentialgleichungen erinnert.
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Sei f : IRd → IRd glatt mit f(0) = 0. Sei Φ der (der Einfachkeit halber als global
angenommene) Fluß zur DGL
x˙ = f(x).
Die Matrix A = f ′(0) sei hyperbolisch, d.h. A besitze keinen Eigenwert mit verschwin-
dendem Realteil. Der Satz von Hartman-Grobman besagt, daß der Fluß (Φt)t∈IR lokal
konjugiert ist zum linearisierten Fluß (etA)t∈IR, d.h. es existiert ein Homo¨omorphismus
h : IRd → IRd, so daß lokal
Φt = h
−1 ◦ etA ◦ h.
Der Beweis wird u¨blicherweise folgendermaßen gefu¨hrt:
a) Mittels eines Kontraktionsargumentes zeigt man: Es existiert ein Konstante L0 > 0,
so daß gilt: Ist φ : IRd → IRd Lipschitz mit Lipschitzkonstante L ≤ L0, so existiert ein
eindeutig bestimmter Homo¨omorphismus h : IRd → IRd so daß eA+φ = h−1 ◦ eA ◦h.
Die Konstante L0 ha¨ngt dabei unter anderem von den Winkeln zwischen den Ei-
genra¨umen von A ab.
b) Ist die Lipschitzkonstante des nichtlinearen Anteils f˜ := f−A von f klein genug, so
folgt mit dem Lemma von Gronwall, daß die Lipschitzkonstante von Φ1 − eA klein
ist.
Nach a) sind dann Φ1 und e
A konjugiert. Aus der Flußeigenschaft und der Eindeu-
tigkeit der Konjugation h in a) folgt dann, daß Φt = h
−1 ◦ etA ◦ h fu¨r alle t ∈ IR.
In diesem Fall gilt sogar ein globaler Linearisierungssatz.
c) Da die Ableitung des nichtlinearen Anteils f˜ von f im Nullpunkt verschwindet, kann
man die Lipschitzkonstante durch Abschneiden beliebig klein machen. In diesem Fall
erha¨lt man nur einen lokalen Linearisierungssatz.
Auf a¨hnliche Weise bewies Palmer [Pal73] einen Linearisierungssatz fu¨r nichtautonome
Differentialgleichungen. Das Ergebnis von Wanner ([Wan93]) erweist sich bei genauem
hinsehen als ω-weise U¨bertragung des Linearisierungssatzes von Palmer.
Beim Versuch diese Methode auf den Fall stochastischer Differentialgleichungen anzuwen-
den sticht zuna¨chst folgendes Problem ins Auge: Da man keinen globalen Linearisierungs-
satz erwartet, wird man die nichtlinearen Anteile f˜j = fj−Aj der Vektorfelder fj abschnei-
den mu¨ssen um die Lipschitzkonstanten klein zu bekommen. Wie im deterministischen
Fall die geforderte Kleinheit von den Winkeln zwischen den Eigenra¨umen von A abhing,
so wird jetzt die geforderte Kleinheit von den Winkeln zwischen den Oseledetsra¨umen
des linearen Flusses Ψ abha¨ngen. Dies bedeutet aber, daß man die Vektorfelder zufa¨llig
abschneiden muß – und zwar in antizipierender Weise. Dies fu¨hrt auf eine antizipierende
stochastische Differentialgleichung, die im Rahmen des u¨blichen Kalku¨ls keinen Sinn er-
gibt. Dies war unter anderem der Grund dafu¨r daß sich Wanner ([Wan93]) auf zufa¨llige
Differentialgleichungen beschra¨nkte.
Zum Zeitpunkt des Beginns dieser Arbeit schien es jedoch, als ko¨nne man dieses Problem
mithilfe eines antizipierenden Kalku¨ls (vgl. etwa [Arn96]) meistern. Das Hauptproblem
ist jedoch, daß es keinen Weg gibt, den zweiten Beweisschritt auf stochastische Diffe-
rentialgleichungen zu u¨bertragen, denn es gibt kein pfadweises Lemma von Gronwall fu¨r
stochastische Differentialgleichungen.
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Aus diesem Grund schlugen alle direkten Beweisversuche fehl. Dagegen fu¨hrt der Umweg
u¨ber eine konjugierte stationa¨re RDE fast trivial zum Ziel: Der Fluß der konjugierten
stationa¨ren RDE ist (nach Wanner) lokal konjugiert zum Fluß der linearisierten RDE;
durch Zusammensetzen aller Konjugationen erha¨lt man dann eine lokale Konjugation
zwischen dem Fluß der gegebenen SDE und der im Nullpunkt linearisierten SDE. Man
muß dabei im wesentlichen nur zwei Punkte checken:
(i) Die Konjugation aus Satz 2.10 ist “vertra¨glich” mit der Linearisierung. Dies la¨uft
letztlich darauf hinaus, daß man SDE formal nach den Anfangswerten differenzieren
darf.
(ii) Die Linearisierung der konjugierten stationa¨ren RDE fu¨hrt auf ein lineares RDS, das
die Integrabilita¨tsbedingung fu¨r den multiplikativen Ergodensatz erfu¨llt. Dies la¨uft
auf eine einfache Integrabilita¨tsbedingung fu¨r den stationa¨ren Diffeomorphismus Φ0
im Falle einer linearen SDE hinaus, die automatisch erfu¨llt ist.
Ferner stellte sich (wa¨hrend der vergeblichen direkten Beweisversuche) heraus, daß es
mo¨glich ist, den Beweis fu¨r den lokalen Linearisierungssatz von Wanner durch ein neues
Argument erheblich zu vereinfachen.
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3.2 Erga¨nzungen zum multiplikativen Ergodensatz
Die folgenden beiden Lemmata sind im wesentlichen Umformulierungen von Sa¨tzen aus
[Arn98a].
Lemma 3.1. Sei (Φt)t∈IR ein linearer Kozykel auf IRd u¨ber dem ergodischen dynamischen
System (Ω,F , IP, (θt)t∈IR), der die Integrabilita¨tsbedingung
sup
0≤t≤1
(log+ ‖Φt‖+ log+ ‖Φ−1t ‖) ∈ L1 (3.1)
fu¨r das MET erfu¨llt. Seien λ1, . . . , λp die Lyapunovexponenten und E1, . . . , Ep die Ose-
ledetsra¨ume. Φ sei hyperbolisch (d.h. 0 ist kein Lyapunovexponent). Sei ferner E+ =⊕
λi>0Ei, E
− =
⊕
λi<0Ei, und seien P
+, P− die zur Zerlegung IRd = E+ ⊕E− geho¨rigen
(nichtorthogonalen) Projektoren.
Dann existieren 0 <  < α und eine Zufallsvariable R : Ω→ [1,∞[ so daß gilt:
i) R ist “-slowly varying”, d.h. es ist R(θtω) ≤ e|t| R(ω) fu¨r alle ω ∈ Ω, t ∈ IR.
ii) Fu¨r alle ω ∈ Ω, s, t ∈ IR ist
‖Φt(ω)P+(ω)Φ−1s (ω)‖ ≤ R(θtω) e−α|t−s| falls s ≥ t
‖Φt(ω)P−(ω)Φ−1s (ω)‖ ≤ R(θtω) e−α|t−s| falls s ≤ t.
Beweis. Sei  > 0 zuna¨chst beliebig. Nach [Arn98a], Thm. 4.3.4 und Cor. 4.3.11 existiert
eine Zufallsvariable R : Ω→]1,∞[ mit den Eigenschaften
1. R ist -slowly-varying.
2. Fu¨r ξ ∈ Ei(ω) ist 1
R(ω)
eλit−|t| |ξ| ≤ |Φt(ω)ξ| ≤ R(ω) eλit+|t| |ξ|.
3. Fu¨r die (nichtorthogonalen) Projektoren Pi auf die Oseledetsra¨ume gilt ‖Pi(ω)‖ ≤
R(ω), ω ∈ Ω.
Setze λ = min
1≤i≤p
|λi|. Fu¨r t ≤ 0 ist dann offenbar
‖Φt(ω)P+(ω)‖ ≤
∑
λi>0
‖Φt(ω)Pi(ω)‖ ≤
∑
λi>0
R(ω) e
−(λi−)|t|‖Pi(ω)‖
≤ p R(ω)2 e−(λ−)|t|.
Ferner ist aufgrund der Kozykeleigenschaft und der Invarianz der Oseledetsra¨ume
Φt(ω)P
+(ω)Φ−1s (ω) = Φt(ω)P
+(θ−sθsω)Φ−s(θsω) = Φt(ω)Φ−s(θsω)P+(θsω)
= Φt−s(θsω)P+(θsω)
und damit fu¨r s ≥ t
‖Φt(ω)P+(ω)Φ−1s (ω)‖ ≤ p R(θsω)2 e−(λ−)|t−s| ≤ p R(θtω)2 e−(λ−3)|t−s|.
Analog scha¨tzt man ‖Φt(ω)P−(ω)Φ−1s (ω)‖ fu¨r s ≤ t ab. Wa¨hle nun  > 0 mit λ− 3 > 0,
setze α = λ− 3 und ersetze R durch R˜ = pR2 (R˜ ist dann 2-slowly varying).
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Lemma 3.2. Sei (Φt) ein linearer Kozykel, der die Integrabilita¨tsbedingung (3.1) fu¨r
den multiplikativen Ergodensatz erfu¨llt. Sei ferner A : Ω → GL(IRd) meßbar mit den
Eigenschaften
i) Fu¨r alle ω ∈ Ω ist t 7→ A(θtω) stetig.
ii) A erfu¨llt die Integrabilita¨tsbedingung
sup
0≤t≤1
(log+ ‖A ◦ θt‖+ log+ ‖A−1 ◦ θt‖) ∈ L1.
Dann wird durch
Ψt = A ◦ θt Φt A−1, t ∈ IR.
ein linearer Kozykel (Ψt) definiert, der ebenfalls die Integrabilita¨tsbedingung fu¨r das MET
erfu¨llt und dieselben Lyapunovexponenten wie (Φt) besitzt.
Beweis. Die Kozykeleigenschaft und die Integrabilita¨tsbedingung von Ψ sind trivial. Mit
einem einfachen Borel-Cantelli-Argument folgt ferner leicht, daß
lim
t→±∞
1
t
log+ ‖A±1 ◦ θt‖ = 0
IP-fast sicher. Damit sieht man sofort, daß Ψ dieselben Lyapunovexponenten wie Φ be-
sitzt, und daß die Oseledetsra¨ume von Ψ gegeben sind durch A(ω)Ei(ω), wenn Ei die
Oseledetsra¨ume von Φ sind.
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3.3 Linearisierung stationa¨rer zufa¨lliger Differential-
gleichungen
Dieser Abschnitt entha¨lt einen neuen Beweis des lokalen Satzes von Hartman-Grobman
fu¨r stationa¨re zufa¨llige Differentialgleichungen. Dieser Satz wurde zuerst in etwas anderer
Form in der Arbeit von Wanner [Wan93] bewiesen. Dort wird sto¨renderweise stets voraus-
gesetzt, daß der lineare Anteil der betrachteten Gleichung Blockdiagonalgestalt besitzt;
dies wu¨rde aber bei der U¨bertragung des Resultates auf SDE (mittels einer Konjugati-
on) bedeuten, daß man noch eine zufa¨llige lineare Koordinatentransformation vornehmen
mu¨ßte, die i.A. antizipierend wa¨re. Außerdem laßt sich der Beweis wesentlich verku¨rzen,
wenn man noch ein topologisches Argument (Lemma 3.3) verwendet.
Lemma 3.3. Sei H : IRd → IRd stetig und injektiv. Außerdem sei lim|ξ|→∞ |H(ξ)| = ∞.
Dann ist H ein Homo¨omorphismus von IRd auf IRd.
Beweis. (vgl. [Pro90]). Sei ÎRd = IRd ∪ {∞} die Alexandrov-Kompaktifizierung des IRd.
Setze
Ĥ : ÎRd → ÎRd, Ĥ(ξ) :=
{
H(ξ) (ξ ∈ IRd)
∞ (ξ =∞).
Da ÎRd kompakt ist, ist Ĥ ein Homo¨omorphismus aufs Bild. Nun ist aber ÎRd homo¨omorph
zur Spha¨re Sd, und es ist bekannt, daß Sd zu keiner echten Teilmenge von Sd homo¨omorph
ist. Also ist Ĥ ein Homo¨omorphismus von ÎRd auf ÎRd und folglich H ein Homo¨omorphis-
mus von IRd auf IRd.
Der folgende Satz wurde (mit einer Konstanten anstelle von R und auf ganz andere
Weise) in [Pal73] bewiesen.
Satz 3.4. Sei A : IR→ IRd×d stetig und (Φt) der Fluß1 zur linearen Differentialgleichung
y˙ = A(t) y (3.2)
Ferner gebe es (nicht notwendig orthogonale) Projektoren P+, P− mit P++P− = I, sowie
0 <  < α und eine Funktion R : IR→]0,∞[, so daß gilt:
‖ΦtP+Φ−1s ‖ ≤ R(t) e−α|t−s| fu¨r s ≥ t
‖ΦtP−Φ−1s ‖ ≤ R(t) e−α|t−s| fu¨r s ≤ t
sowie
R(t+ s) ≤ e|t| R(s) (s, t ∈ IR).
Sei ferner f : IR × IRd → IRd stetig und beschra¨nkt mit f(t, 0) = 0; fu¨r jedes t ∈ IR sei
f(t, ·) Lipschitz mit Lipschitzkonstante L(t), wobei
L(t)R(t) ≤ c < α
2
.
1Eigentlich Fundamentallo¨sung, aber die Begriffe “Fluß” und “Fundamentallo¨sung” werden im folgen-
den als Synonyme verwendet
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Sei (Ψt) der Fluß zu nichtlinearen Differentialgleichung
x˙ = A(t)x+ f(t, x). (3.3)
Dann existiert eine stetige Abbildung H : IR× IRd → IRd mit den Eigenschaften
i) Fu¨r jedes t ∈ IR ist H(t, ·) ein Homo¨omorphismus von IRd auf IRd mit H(t, 0) = 0.
ii) Fu¨r alle t ∈ IR ist
Ψt = H(t, ·)−1 ◦ Φt ◦H(0, ·).
Beweis. 1. Definiere H durch
H(t, ξ) = ξ +
∫ ∞
t
ΦtP
+Φ−1s f(s,ΨsΨ
−1
t ξ) ds−
∫ t
−∞
ΦtP
−Φ−1s f(s,ΨsΨ
−1
t ξ) ds.
Aufgrund der Ungleichungen fu¨r ‖ΦtP±Φ−1s ‖ ist klar, daß H wohldefiniert und stetig ist
mit H(t, 0) = 0 und
|H(t, ξ)− ξ| ≤ R(t) ‖f‖∞
(∫ ∞
t
e−α|t−s|ds+
∫ t
−∞
e−α|t−s|ds
)
=
2R(t) ‖f‖∞
α
.
2. Ist x eine Lo¨sung der nichtlinearen Gleichung (3.3), so ist t 7→ y(t) := H(t, x(t)) eine
Lo¨sung der linearen Gleichung (3.2).
Denn wegen ΨsΨ
−1
t x(t) = Ψsx(0) = x(s) ist
y(t) = H(t, x(t)) = x(t) + Φt
[∫ ∞
t
P+Φ−1s f(s, x(s)) ds−
∫ t
−∞
P−Φ−1s f(s, x(s)) ds
]
,
also
y˙(t) = x˙(t) + Φ˙t[. . .] + Φt
[
−P+Φ−1t f(t, x(t))− P−Φ−1t f(t, x(t))
]
= A(t) x(t) + f(t, x(t)) + A(t)Φt[. . .]− f(t, x(t))
= A(t) H(t, x(t)) = A(t)y(t).
3. H(0, ·) ist injektiv.
Denn: Seien ξ1, ξ2 ∈ IRd mit H(0, ξ1) = H(0, ξ2). Fu¨r i = 1, 2 sei xi die Lo¨sung der
nichtlinearen Gleichung (3.3) zum Anfangswert xi(0) = ξi sowie z = x2 − x1. Wir zeigen,
daß z = 0.
Fu¨r alle t ∈ IR ist H(t, x1(t)) = H(t, x2(t)), denn wegen 2. sind beides Lo¨sungen der
linearen Gleichung (3.2) zum selben Anfangswert H(0, ξ1) = H(0, ξ2). Also ist stets
z(t) ≤ |x2(t)−H(t, x2(t))|+ |x1(t)−H(t, x1(t))| ≤ R(t) 4 ‖f‖∞
α
.
Somit ist
z
R
beschra¨nkt.
Ferner ist
z˙ = A(t)z + b(t) mit b(t) = f(t, x2(t))− f(t, x1(t)).
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Dabei ist stets
|b(t)| ≤ L(t) |z(t)|.
Fu¨r t0 ≤ t ist (Variation der Konstanten)
z(t) = Φt
[
Φ−1t0 z(t0) +
∫ t
0
Φ−1s b(s) ds
]
,
also
|ΦtP−Φ−1t z(t)| ≤ ‖ΦtP−Φ−1t0 ‖ |z(t0)|+
∫ t
t0
‖ΦtP−Φ−1s ‖ |b(s)| ds.
Wegen
‖ΦtP−Φ−1t0 ‖ |z(t0)| ≤ R(t)e−α|t−t0|R(t0)
4‖f‖∞
α
→ 0 (t→∞)
folgt mit t0 → −∞
|ΦtP−Φ−1t z(t)| ≤ R(t)
∫ t
−∞
e−α|t−s| L(s) R(s)
|z(s)|
R(s)
ds
≤ R(t)
∥∥∥∥ zR
∥∥∥∥
∞
c
α
.
Analog scha¨tzt man |ΦtP+Φ−1t z(t)| ab und erha¨lt schließlich fu¨r beliebiges t ∈ IR
|z(t)|
R(t)
≤ |ΦtP+Φ−1t z(t)|+ |ΦtP−Φ−1t z(t)| ≤
2c
α
∥∥∥∥ zR
∥∥∥∥
∞
.
Da 2c
α
< 1, folgt z = 0.
4. Fu¨r jedes t ∈ IR ist H(t, ·) ein Homo¨omorphismus von IRd auf IRd und es ist
Ψt = H(t, ·)−1 ◦ Φt ◦H(0, ·).
Denn: H(0, ·) ist ein Homo¨omorphismus aufgrund von 3. und Lemma 3.3. Ferner ist wegen
2.
H(t, ·) ◦Ψt = Φt ◦H(0, ·).
Da Φt und Ψt Homo¨omorphismen sind, folgt die Behauptung.
Satz 3.5. (Globaler Linearisierungssatz fu¨r zufa¨llige Differentialgleichungen) Sei
(Ω,F , IP, (θt)t∈IR) ein ergodisches dynamisches System und seien A : Ω → IRd×d sowie
f : Ω × IRd → IRd meßbar mit f(·, 0) = 0. Fu¨r jedes ω ∈ Ω seien die Abbildungen
t 7→ A(θtω) und (t, ξ) 7→ f(θtω, ξ) stetig.
Sei ferner (Φt) der Fluß zur zufa¨lligen linearen Differentialgleichung
x˙(ω, t) = A(θtω) x(ω, t).
Weiter werde angenommen, daß (Φt) der Integrabilita¨tsbedingung fu¨r das MET genu¨gt
und hyperbolisch ist. Seien P+, P−, 0 <  < α und R wie in Lemma 3.1.
Ferner sei f(ω, ·) fu¨r jedes ω ∈ Ω Lipschitz mit Lipschitzkonstante L(ω) und es gelte
L(ω) R(ω) ≤ c < α
2
.
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Dann existiert eine meßbare Abbildung H : Ω× IRd → IRd mit den Eigenschaften:
i) Fu¨r jedes ω ∈ Ω ist H(ω, ·) ein Homo¨omorphismus von IRd auf IRd mit H(ω, 0) = 0.
ii) Der Fluß (Ψt) zur nichtlinearen zufa¨lligen Differentialgleichung
x˙(ω, t) = A(θtω)x(ω, t) + f(θtω, x(ω, t))
ist gegeben durch
Ψt(ω) = H(θtω, ·)−1 ◦ Φt(ω) ◦H(ω, ·).
Beweis. Wende Satz 3.4 ω-weise an. Dies liefert eine meßbare Abbildung H : Ω × IR ×
IRd → IRd, so daß fu¨r alle (t, ω) die Abbildung H(ω, t, ·) ein Homo¨omorphismus ist mit
Ψt(ω) = H(ω, t, ·)−1 ◦ Φt(ω) ◦H(ω, 0, ·).
Aus der expliziten Darstellung von H sieht man ferner, daß stets
H(ω, t, ·) = H(θtω, 0, ·),
da z.B. (aufgrund der Kozykeleigenschaft von Φ)∫ ∞
t
Φt(ω)P
+(ω)Φ−1s (ω) f(θsω,Ψs(ω)Ψ
−1
t (ω)ξ) ds
=
∫ ∞
0
Φt(ω)P
+(ω)Φ−1t+s(ω) f(θt+sω,Ψt+s(ω)Ψ
−1
t (ω)ξ) ds
=
∫ ∞
0
Φt(ω)P
+(ω)Φ−1t (ω)Φ
−1
s (θtω) f(θsθtω,Ψs(θtω)Ψt(ω)Ψ
−1
t (ω)ξ) ds
=
∫ ∞
0
Φ0(θtω)P
+(θtω)Φ
−1
s (θtω) f(θsθtω,Ψs(θtω)Ψ
−1
0 (θtω)ξ) ds.
Da im globalen Linearisierungssatz bekannt ist, wie klein die Lipschitzkonstante L(ω) des
nichtlinearen Anteils f(ω, ·) sein muß, erha¨lt man durch Abschneiden sofort einen lokalen
Linearisierungssatz.
Satz 3.6. (Lokaler Linearisierungssatz fu¨r zufa¨llige Differentialgleichungen) Sei
(Ω,F , IP, (θt)t∈IR) ein ergodisches dynamisches System und F : Ω × IRd → IRd meßbar
mit den Eigenschaften
i) Fu¨r jedes ω ∈ Ω ist F (ω, ·) C1 und F (ω, 0) = 0.
ii) Fu¨r jedes ω ∈ Ω sind die Abbildungen (t, ξ) 7→ F (θtω, ξ) und (t, ξ) 7→ F ′(θtω, ξ)
stetig.
iii) Der Fluß (Φt) der linearisierten Gleichung
x˙(ω, t) = A(θtω) x(ω, t), wobei A(ω) = F
′(ω, 0) (3.4)
erfu¨llt die Integrabilita¨tsbedingung fu¨r das MET und ist hyperbolisch.
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Sei ferner (Ψt) der (mo¨glicherweise nur lokale) Fluß zur nichtlinearen zufa¨lligen Diffe-
rentialgleichung
x˙(ω, t) = F (θtω, x(ω, t)). (3.5)
Dann existieren meßbare Abbildungen ρ : Ω→]0,∞[ und H : Ω× IRd → IRd, so daß gilt:
a) Fu¨r jedes ω ∈ Ω ist H(ω, ·) ein Homo¨omorphismus von IRd auf IRd mit H(ω, 0) = 0.
b) Fu¨r jedes ω ∈ Ω ist die Abbildung t 7→ ρ(θtω) stetig, insbesondere ist
infa≤t≤b ρ(θtω) > 0 fu¨r alle ω ∈ Ω und a < b.
c) Fu¨r alle ω ∈ Ω, ξ ∈ IRd und τ−(ω, ξ) ≤ t ≤ τ+(ω, ξ) ist
Ψt(ω) = H(θtω, ·) ◦ Φt(ω) ◦H(ω, ξ),
wobei
τ−(ω, ξ) = inf{t < 0 : |Ψs(ω, ξ)| ≤ ρ(θsω) fu¨r alle t ≤ s ≤ 0}
τ+(ω, ξ) = sup{t > 0 : |Ψs(ω, ξ)| ≤ ρ(θsω) fu¨r alle 0 ≤ s ≤ t}.
Beweis. Sei f(ω, x) = F (ω, x) − A(ω)x der nichtlineare Anteil von F . Da das Problem
lokal ist, ko¨nnen wir ohne Einschra¨nkung annehmen, daß f außerhalb eines determi-
nistischen Kompaktums verschwindet (sonst schneide man deterministisch ab), so daß
insbesondere Ψ ein globaler Fluß ist. Seien nun α,  und R gema¨ß Lemma 3.1 gewa¨hlt
und 0 < c < α
2
beliebig. Setze
Λ(ω, r) = sup
|x|≤r
|f ′(ω, x)|+ r (ω ∈ Ω, r ≥ 0)
sowie
ρ(ω) = sup{r > 0 : Λ(ω, r)R(ω) ≤ c}.
Aufgrund der Voraussetzungen an F ist fu¨r jedes ω ∈ Ω die Abbildung (t, r) 7→ Λ(θtω, r)
stetig. Hieraus sieht man, daß auch t 7→ ρ(θtω) stetig ist, denn sei (tn) eine Folge in
IR mit tn → t0 und rn = ρ(θtnω), n ∈ IN0. Angenommen, rn 6→ r0. Da die Folge (rn)
beschra¨nkt ist, besitzt sie dann einen Ha¨ufungspunkt r′ 6= r0, o.E. also rn → r′. Da die
Abbildung (t, r) 7→ Λ(θtω, r)R(θtω) stetig ist (R -slowly-varying⇒ t 7→ R(θtω) stetig)
ist Λ(θt0ω, r
′)R(θt0ω) = c, also doch r
′ = ρ(θt0ω) = r0, da Λ(θt0ω, ·) strikt isoton ist.
Sei nun fu¨r r > 0 die radiale Retraktion χr definiert durch
χr(x) =
{
x fu¨r |x| ≤ r
x
|x| fu¨r |x| > r.
Da χr Lipschitz mit Lipschitzkonstante 1 ist, ist dann fu¨r jedes ω ∈ Ω die Funktion
f˜(ω, ·) = f(ω, ·) ◦ χρ(ω)
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global Lipschitz mit Lipschitzkonstante L(ω) ≤ Λ(ω, ρ(ω)), wobei stets L(ω)R(ω) ≤ c,
und fu¨r jedes ω ∈ Ω ist (t, ξ) 7→ f˜(θtω, ξ) stetig. Damit sind alle Voraussetzungen erfu¨llt,
um den globalen Linearisierungssatz 3.5 auf den Fluß Ψ˜ der zufa¨lligen Differentialgleichung
x˙(ω, t) = A(θtω)x(t, ω) + f˜(θtω, x(ω, t))
anzuwenden. Da die Orbits t 7→ Ψt(ω)ξ und t 7→ Ψ˜t(ω)ξ im Intervall τ−(ω, ξ) ≤ t ≤
τ+(ω, ξ) u¨bereinstimmen, folgt die Behauptung.
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3.4 Lokale Linearisierung stochastischer Differential-
gleichungen
Satz 3.7. (Lokaler Linearisierungssatz fu¨r stochastische Differentialgleichungen) Sei f0 ∈
C1,δb und seien f1, . . . , fm ∈ C2,δb so daß
∑m
j=1
∑d
ν=1 f
ν
j
∂fj
∂xν
∈ C1,δb fu¨r ein δ > 0. Sei ferner
fj(0) = 0, 0 ≤ j ≤ m und Aj = f ′j(0) fu¨r 0 ≤ j ≤ m. Sei ψ der Fluß zur nichtlinearen
SDE
dXt = f0(Xt)dt+
m∑
j=1
fj(Xt) ◦ dW jt . (3.6)
und φ der Fluß der linearisierten SDE
dXt = A0Xtdt+
m∑
j=1
AjXt ◦ dW jt . (3.7)
Zusa¨tzlich werde vorausgesetzt, daß der Fluß φ hyperbolisch ist, i.e. daß alle Lyapunov-
exponenten von 0 verschieden sind. Dann existieren eine Abbildung H : Ω × IRd → IRd
sowie eine zufa¨llige Nullumgebung U , so daß gilt:
a) Fu¨r jedes ω ∈ Ω ist H(ω, ·) ein Homo¨omorphismus von IRd auf IRd mit H(ω, 0) = 0.
b) Fu¨r jedes ω ∈ Ω ist und alle a <b ist ⋂a≤t≤b U(θtω) eine Nullumgebung.
c) Fu¨r alle ω ∈ Ω, ξ ∈ IRd und τ−(ω, ξ) ≤ t ≤ τ+(ω, ξ) ist
ψt(ω) = H(θtω, ·) ◦ φt(ω) ◦H(ω, ξ),
wobei
τ−(ω, ξ) = inf{t < 0 : ψs(ω, ξ) ∈ U(θsω) fu¨r alle t ≤ s ≤ 0}
τ+(ω, ξ) = sup{t > 0 : ψs(ω, ξ) ∈ U(θsω) fu¨r alle 0 ≤ s ≤ t}.
Beweis. Der stationa¨re Fluß von Diffeomorphismen Φ, das stationa¨re Semimartingal Γ
und das zufa¨llige stationa¨re Vektorfeld g seien wie in Satz 2.9 bzw. Satz 2.10. Sei ψ˜ der
Fluß zur stationa¨ren RDE
dYt = gt(Yt)dt.
Aus der Konstruktion folgt, daß stets Φ(0) = 0 und Γt(0) = 0, also auch gt(0) = 0. Sei
ferner At = g
′
t(0), t ∈ IR. Aus der Konstruktion von Φ und Γ folgt dann weiter, daß der
Fluß φ der linearisierten SDE konjugiert ist zum Fluß φ˜ der linearisierten RDE
dYt = AtYtdt
(die Konjugation ist gerade Φ′(0)) und nach Korollar 2.7 erfu¨llt Φ′(0) die Integrierbar-
keitsbedingung
sup
0≤t≤1
(log+ ‖Φ′t(0)‖+ log+ ‖Φ′t(0)−1‖) ∈ L1.
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Nach Lemma 3.2 ist daher auch der lineare Kozykel φ˜ hyperbolisch.
Somit ist der lokale Linearisierungssatz 3.6 fu¨r stationa¨re RDE anwendbar. Seien also ρ˜
und H˜ wie in Satz 3.6 fu¨r das stationa¨re Vektorfeld g. Setze
H(ω) = Φ′0(ω, 0)H˜(ω) ◦ Φ−10 (ω, ·)
und definiere die zufa¨llige Nullumgebung durch
U = Φ0(Bρ˜(0)).
Dann gelten jedenfalls a) und c); b) folgt aus Stetigkeitsgru¨nden.
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