Probabilistic methods for distributed information dissemination by Haeupler, Bernhard
Probabilistic Methods for Distributed Information
Dissemination
by
Bernhard Haeupler
B.Sc., TopMath (Applied Mathematics), Technische Universitst Miinchen (2007)
Diplom, Mathematics, Technische Universitst Miinchen (2007)
M.Sc.(Hon.), TopMath, Technische Universitst Miinchen (2009)
M.Sc., Computer Science, Massachusetts Institute of Technology (2010)
Submitted to the Department of Electrical Engineering and Computer Science
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Computer Science and Engineering
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
ARCHN
June 2013
@ Massachusetts Institute of Technology 2013. All rights reserved.
Author ................. .... .... .... ....................... . . . . .
Department of Electrical Engineering and Computer Science
May 22, 2013
Certified by................... 
Jonathan Kelner
Assistant Professor of Applied Mathematics, MIT
Tiesig §jpvisor
Certified by ............. .......... ...................................
Muriel Medard
Professor of Electrical Engineering, MIT
Thesis Supervisor
C ertified by .............. ...... ...........
David Karger
Professor of Computer Science, MIT
Thesis Supervisor
A ccepted by .................... .......................
/ ofessor Leslie A. Kolodziejski
Chairman, Department Committee on Graduate Theses

Probabilistic Methods for Distributed Information Dissemination
by
Bernhard Haeupler
Submitted to the Department of Electrical Engineering and Computer Science
on May 22, 2013, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy in Computer Science and Engineering
Abstract
The ever-increasing growth of modern networks comes with a paradigm shift in network
operation. Networks can no longer be abstracted as deterministic, centrally controlled
systems with static topologies but need to be understood as highly distributed, dynamic
systems with inherent unreliabilities. This makes many communication, coordination and
computation tasks challenging and in many scenarios communication becomes a crucial
bottleneck.
In this thesis, we develop new algorithms and techniques to address these challenges. In
particular we concentrate on broadcast and information dissemination tasks and introduce
novel ideas on how randomization can lead to powerful, simple and practical communication
primitives suitable for these modern networks. In this endeavor we combine and further
develop tools from different disciplines trying to simultaneously addresses the distributed,
information theoretic and algorithmic aspects of network communication.
The two main probabilistic techniques developed to disseminate information in a network
are gossip and random linear network coding.
Gossip is an alternative to classical flooding approaches: Instead of nodes repeatedly
forwarding information to all their neighbors, gossiping nodes forward information only to
a small number of (random) neighbors. We show that, when done right, gossip disperses
information almost as quickly as flooding, albeit with a drastically reduced communication
overhead.
Random linear network coding (RLNC) applies when a large amount of information
or many messages are to be disseminated. Instead of routing messages through interme-
diate nodes, that is, following a classical store-and-forward approach, RLNC mixes mes-
sages together by forwarding random linear combinations of messages. The simplicity and
topology-obliviousness of this approach makes RLNC particularly interesting for the dis-
tributed settings considered in this thesis. Unfortunately the performance of RLNC was
not well understood even for the simplest such settings. We introduce a simple yet powerful
analysis technique that allows us to prove optimal performance guarantees for all settings
considered in the literature and many more that were not analyzable so far. Specifically,
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we give many new results for RLNC gossip algorithms, RLNC algorithms for dynamic net-
works, and RLNC with correlated data. We also provide a novel highly efficient distributed
implementation of RLNC that achieves these performance guarantees while buffering only
a minimal amount of information at intermediate nodes.
We then apply our techniques to improve communication primitives in multi-hop radio
networks. While radio networks inherently support broadcast communications, e.g., from
one node to all surrounding nodes, interference of simultaneous transmissions makes multi-
hop broadcast communication an interesting challenge. We show that, again, randomization
holds the key for obtaining simple, efficient and distributed information dissemination pro-
tocols. In particular, using random back-off strategies to coordinate access to the shared
medium leads to optimal gossip-like communications and applying RLNC achieves the first
throughput-optimal multi-message communication primitives.
Lastly we apply our probabilistic approach for analyzing simple, distributed propagation
protocols in a broader context by studying algorithms for the Lovisz Local Lemma. These
algorithms find solutions to certain local constraint satisfaction problems by randomly fixing
and propagating violations locally. Our two main results show that, firstly, there are also
efficient deterministic propagation strategies achieving the same and, secondly, using the
random fixing strategy has the advantage of producing not just an arbitrary solution but an
approximately uniformly random one. Both results lead to simple, constructions for a many
locally consistent structures of interest that were not known to be efficiently constructable
before.
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Chapter 1
Introduction
Very large networks have become ubiquitous and have emerged on every scale: networks
on a chip, supercomputers with 100k interconnected multi-processors, clusters maintaining
enormous distributed databases or providing services in the cloud, and the Internet span-
ning the world. For these ever-growing modem networks classical approaches for operating
them, that is, seeing networks as static and reliable structures that can be controlled in
a deterministic and centralized manner, become infeasible. Instead it has become crucial
to understand any modern network as a highly distributed and dynamic system with in-
herent unreliabilities. This makes even the simplest computation and coordination tasks
challenging. Furthermore in many settings efficient communication has become a major
bottleneck.
Several communities have studied the theoretical underpinnings of network communica-
tion. While theoretical computer science focuses on the computational complexity of tasks,
the theory of distributed computing studies the limitations arising from locality, that is,
network participants having no or limited knowledge about the structure and behavior of
the network beyond what they can learn by communicating with their neighbors. (Net-
work) information theory on the other hand tries to understand the exact capacities and
fundamental limitations of how information can flow through a network.
The research in this thesis tries to cross the boundaries of these fields and presents
unified approaches that simultaneously addresses the distributed, information theoretic and
algorithmic aspects of network communication. This has resulted in contributions to several
fields/areas and has led to publications in the top computer science theory conferences
(STOC, FOCS, SODA), their counterparts in distributed computing (PODC, DISC) and
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information theory (ISIT, ITW) as well as top journals.
A particular focus of this thesis is on the design of robust and efficient algorithms
for multicast problems. This prototypical communication primitive allows to disseminate
information from one or multiple nodes in a network to multiple or often all other nodes. It
lies at the heart of many other distributed primitives such as leader election and is crucial
in countless practical applications, e.g., content distribution networks and the maintenance
of distributed databases.
The classical approach to multicast problems is structured multicast, that is, one tries
to efficiently compute an appropriate (sub-)structure over which information can be routed.
This approach runs into severe problems in modern networks. Firstly, it can be highly non-
trivial to compute globally efficient structures in a distributed manner. Secondly, many
routing substructures (e.g., a spanning tree) lack robustness and stop working or being
efficient in unstable and unreliable networks and even more so when the topology is dynam-
ically changing. For this reason systems often revert to simple flooding routines, that is,
nodes repeatedly send all information they have to all neighbors. This flooding approach
has its own drawbacks. For starters, in many practical systems exchanging large amounts
of information or initiating connections to all neighbors simultaneously is not efficiently
possible. More importantly, while flooding is very robust it causes excessive information
duplication that often results in a prohibitively large communication overhead.
The main tool employed in this thesis for addressing these problems is randomization.
In particular instead of flooding, that is, repeatedly sending everything to everybody, we
make nodes forward smaller amounts of information to a small number of neighbors. The
hope is that utilizing randomization in this process still guarantees that all information
reaches everybody quickly and in a robust manner. In particular, we explore in depths the
following two strategies for information dissemination:
" Gossip:
Instead of nodes repeatedly forwarding information to all their neighbors, we restrict
nodes to communicate with only one (random) neighbor at a time. We show that,
when done right, gossip disperses information almost as quickly as flooding, albeit
with a drastically reduced communication overhead.
" (Random Linear) Network Coding:
Random linear network coding (RLNC) applies when a large amount of information
or many messages are to be disseminated. Instead of routing messages through in-
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termediate nodes, that is, following a classical store-and-forward approach, RLNC
mixes messages together by forwarding random linear combinations of messages. The
simplicity and topology-obliviousness of this approach makes RLNC particularly in-
teresting for the distributed settings considered in this thesis. Unfortunately the
performance of RLNC was not well understood even for the simplest such settings.
We introduce a simple yet powerful analysis technique that allows us to prove optimal
performance guarantees for all settings considered in the literature and many more
that were not analyzable so far. Specifically, we give many new results for RLNC gos-
sip algorithms, RLNC algorithms for dynamic networks, and RLNC with correlated
data. We also provide a novel highly efficient distributed implementation of RLNC
that achieves these performance guarantees while buffering only a minimal amount of
information at intermediate nodes.
Throughout this thesis we demonstrate the usefulness of our approach on many exempli-
fying scenarios. In particular we apply our techniques to design communication primitives
in multi-hop radio networks. While radio networks inherently support broadcast communi-
cations, e.g., from one node to all surrounding nodes, interference of simultaneous transmis-
sions makes multi-hop broadcast communication an interesting challenge. We show that,
again, randomization holds the key for obtaining simple, efficient and distributed informa-
tion dissemination protocols. In particular, using random back-off strategies to coordinate
access to the shared medium leads to optimal gossip-like communications and applying
RLNC achieves the first throughput-optimal multi-message communication primitives.
Lastly, we apply our probabilistic approach for analyzing simple, distributed propagation
protocols in a broader context by studying algorithms for the Lovdsz Local Lemma. These
algorithms find solutions to certain local constraint satisfaction problems by randomly fixing
and propagating violations locally. Our two main results show that, firstly, there are also
efficient deterministic propagation strategies achieving the same and, secondly, using the
random fixing strategy has the advantage of producing not just an arbitrary solution but an
approximately uniformly random one. Both results lead to simple constructions for a many
locally consistent structures of interest that were not known to be efficiently constructable
before.
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1.1 Results and Structure of the Thesis
This thesis is divided into four parts. Part I is concerned with gossip and Part II presents
our random linear network coding results. Part III covers radio network communication
and Part IV the Lovasz Local Lemma. In what follows we give a more detailed overview of
the content including a brief summary of the main results presented in each chapter.
Fast, Deterministic Gossip with no Dependence on Conductance
In Part I Chapter 2, we study how efficiently a multicast can be performed in the GOSSIP
model of communication. In this model nodes do not know the global topology of the
network and may only initiate contact with a single neighbor in each round. This stands in
contrast with the much less restrictive LOCAL model in which nodes may simultaneously
communicate with all neighbors in a single round.
Gossip algorithms have recently attracted attention as message efficient, simple and
robust solutions to the information dissemination problem. A long series of papers analyzed
the performance of uniform random gossip in which nodes repeatedly call a random neighbor
to exchange all information with. A main result of this investigation was that uniform gossip
completes in O( 1'9') rounds where <D is the conductance of the network. More recently, non-
uniform random gossip schemes were devised to allow efficient rumor spreading in networks
with bottlenecks. In particular, Censor-Hillel et al. showed that efficient non-uniform gossip
protocols exist for graphs with small weak-conductance. Still gossip algorithms that work
efficiently for general topologies were missing. In particular for many topologies with merely
logarithmic diameter no running time better than linear could be achieved.
We give the first protocol that works efficiently on any topology. In particular we give an
algorithm that solves the information dissemination problem in at most O(D + polylog(n))
rounds in a network of diameter D, with no dependence on the conductance. This is at most
an additive poly-logarithmic factor from the trivial lower bound of D. In fact, we prove that
something stronger is true: any algorithm that requires T rounds in the LOCAL model can
be simulated in O(T + polylog(n)) rounds in the GOSSIP model. We thus prove that these
two models of distributed computation are equivalent up to an additive poly-logarithmic
term.
All these algorithms are inherently randomized in their design and analysis. A parallel
research direction has been to reduce and determine the amount of randomness needed for
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efficient rumor spreading. This has been done via lower bounds for restricted models and
by designing gossip algorithms with a reduced need for randomness, e.g., by using pseudo-
random generators with short random seeds. The general intuition and consensus of these
results has been that randomization plays an important role in effectively spreading rumors
and that at least a poly-logarithmic number of random bit are crucially needed.
We improves over this state of the art in several ways by presenting a deterministic gossip
algorithm that solves the information dissemination problem in 2(D + log n) log n rounds.
Besides being the first efficient deterministic solution to the rumor spreading problem this
algorithm is interesting in many aspects: It is simpler, more natural, more robust and in
many settings faster than its randomized pendant and guarantees success with certainty
instead of with high probability. Its analysis is furthermore simple, self-contained and
fundamentally different from prior works.
Resource Discovery via Gossip
In Chapter 3, we study randomized gossip-based processes in dynamic networks that are
motivated by information discovery in large-scale distributed networks such as peer-to-peer
and social networks. A well-studied problem in peer-to-peer networks is resource discovery,
where the goal for nodes (hosts with IP addresses) is to discover the IP addresses of all
other hosts. Also, some of the recent work on self-stabilization algorithms for P2P/overlay
networks proceed via discovery of the complete network. In social networks, nodes (people)
discover new nodes through exchanging contacts with their neighbors (friends). In both
cases the discovery of new nodes changes the underlying network - new edges are added to
the network - and the process continues in the changed network. Rigorously analyzing such
dynamic (stochastic) processes in a continuously changing topology remains a challenging
problem with obvious applications.
We study and analyze two natural gossip-based discovery processes. In the push dis-
covery or triangulation process, each node repeatedly chooses two random neighbors and
connects them (i.e., "pushes" their mutual information to each other). In the pull discovery
process or the two-hop walk, each node repeatedly requests or "pulls" a random contact
from a random neighbor and connects itself to this two-hop neighbor. Both processes are
lightweight in the sense that the amortized work done per node is constant per round, local,
and naturally robust due to the inherent randomized nature of gossip.
Our main result is an almost-tight analysis of the time taken for these two randomized
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processes to converge. We show that in any undirected n-node graph both processes take
O(n log 2 n) rounds to connect every node to all other nodes with high probability, whereas
Q(n log n) is a lower bound. We also study the two-hop walk in directed graphs, and
show that it takes O(n2 log n) time with high probability, and that the worst-case bound is
tight for arbitrary directed graphs, whereas Q(n 2) is a lower bound for strongly connected
directed graphs. A key technical challenge that we overcome in this work is dealing with the
complicated dependencies that arise in the analysis of these randomized processes because
they constantly self-modifying the topology they are based upon. We discuss implications
of our results and their analysis to discovery problems in P2P networks as well as to the
evolution of social networks.
Network Coding
In Part II, we turn to network coding. Chapter 4 gives some background information on
network coding and introduces PRLNC, the distributed implementation of random linear
network coding that is used throughout the rest of the thesis.
Projection Analysis: Understanding Network Coding Easily
In Chapter 5, we introduce projection analysis - a new technique to analyze the stopping
time of gossip protocols based on PRLNC. Projection analysis drastically simplifies, ex-
tends and strengthens previous results. We analyze PRLNC gossip in a general framework
for network and communication models that encompasses and unifies the models used pre-
viously in this context. We show, in most settings for the first time, that the PRLNC
gossip converges with high probability in optimal time. Most stopping times are of the
form O(k + T), where k is the number of messages to be distributed and T is the time it
takes to disseminate one message. This means PRLNC gossip achieves "perfect pipelining".
While PRLNC gossip works in a wide variety of networks our analysis remains the same
and extremely simple. This contrasts with more complex proofs that were put forward to
give less strong results for various special cases.
Dynamic Networks
In Chapter 6, we show how network coding can improve the efficiency of distributed com-
putations in dynamic networks. In particular we give new results for the dynamic network
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model of Kuhn, Lynch and Oshman. In this model an adversary adaptively chooses a
new connected network topology in every round, making even the most basic distributed
computations challenging.
Kuhn et al. show that n nodes with some k of them having a d-bit token can broadcast
these tokens to all nodes in time O(nkL) using b-bit messages, where b > d + log n. If
the network is furthermore stable over T rounds this can be improved to O(nk b). Their
algorithms are based on the natural approach of token forwarding, where in every round
each node broadcasts some particular token(s) it knows.
As our first contribution we present an Q(nk/logn) lower bound of Dutta et al. for
b = d for token forwarding algorithms and extend and generalize it in different ways. In
particular, we give near optimal lower bounds for lager packet sizes b as well as better
connected or more stable networks. These lower bounds show that the simple flooding
based algorithms of Kuhn et al. are essentially optimal token forwarding algorithms.
We then use the methodology developed in Chapter 5 and show that PRLNC breaks
these lower bounds. In particular, using network coding leads to a quadratic increase in
efficiency, broadcasting k tokens in essentially - nk rounds. Similarly, in T-stable networks
an additional factor T 2 speedup can be achieved contrasting the linear speedup achieved by
the best known token forwarding algorithm. Lastly, we show how to derandomize PRLNC
in these settings yielding new deterministic information dissemination algorithms as well.
One Packet Suffices - PRLNC with Finite Buffers
In Chapter 7, we address the computational and memory resources required to perform
PRLNC. The main problem we are concerned with is that while using PRLNC nodes have
to store all received (innovative) packets in a buffer to then produce coded packets that
combine all buffered packets. Unfortunately, this requires every node to have a considerable
amount of memory regardless of whether it is interested in the data. Furthermore all this
memory needs to be accessed for every transmission which is slow and costly.
We suggest a radical solution to this problem by introducing two PRLNC variants that
only store a finite number of packets in their coding buffers (FB-PRLNC). While these
protocols are very simple and drastically reduce memory and computational requirements,
they continue to have asymptotically optimal performance guarantees even if only one packet
is kept in the coding buffer of any node. We show this by extending the projection analysis
of Chapter 5. One advantage in using the projection analysis is that our results apply in
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the same, wide variety of network and communication models including highly dynamic
topologies that change completely at every time in an adversarial fashion.
Optimality of PRNLC (with Small Buffers)
In Chapter 8, we strengthen our optimality proofs for PRLNC and its finite buffer variants.
In particular, we show the exact optimality of PRLNC for any buffer size. That is, we
show that PRLNC performs at least as good as any protocol with the same buffer size. In
other words, a multicast task completes at exactly the first time in which in hindsight it
was possible to route information from the sources to each receiver individually given the
buffer constraint, i.e., that the buffer used at each node never exceeds its buffer size. This
shows that PRLNC, even without any feedback or explicit buffer management, allows to
keep minimal buffer sizes while maintaining its optimal performance.
Network Coding with Correlated Data
In Chapter 9, we extend PRLNC gossip to networks with correlated data. In these networks,
either the data to be distributed, the data already available at the nodes, or both, are
correlated. Although coding schemes for correlated data have been studied extensively, the
focus has been on characterizing the rate region in static memory-free networks. In a gossip-
based scheme, however, nodes communicate among each other by continuously exchanging
packets according to some underlying conmunication model. The main figure of merit in
this setting is the stopping time - the time required until nodes can successfully decode.
While Gossip schemes are practical, distributed and scalable, they have only been studied
for uncorrelated data.
We close this gap by providing techniques to analyze network coded gossip in (dynamic)
networks with correlated data. We give a clean framework for oblivious network models that
applies to a multitude of network and communication scenarios, specify a general setting for
distributed correlated data, and give tight bounds on the stopping times of network coded
protocols in this wide range of scenarios.
Radio Networks
In Part III, we apply our techniques to design communication primitives in radio networks.
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Broadcast with Collision Detection
In Chapter 10, we show that in radio networks with collision detection a single message
can be broadcast in a distributed manner in O(D + log6 n) rounds. This time complexity
is most interesting because of its optimal additive dependence on the network diameter D.
It improves over the currently best known O(D log -2 + log 2 n) algorithms, due to Czumaj
and Rytter [FOCS 2003], and Kowalski and Pelc [PODC 2003]. These algorithms where
designed for the model without collision detection and are optimal in that model. However,
as explicitly stated by Peleg in his 2007 survey on broadcast in radio networks, it had
remained an open question whether the bound can be improved with collision detection.
We also study distributed algorithms for broadcasting k messages from a single source
to all nodes. This problem is a natural and important generalization of the single-message
broadcast problem, but is in fact considerably more challenging and less understood. We
show the following results: If the network topology is known to all nodes, then a k-message
broadcast can be performed in O(D + k log n + log 2 n) rounds. If the topology is not
known, but collision detection is available, then a k-message broadcast can be performed in
O(D+k log n +log 6 n) rounds. The first bound is optimal and the second is optimal modulo
the additive O(log6 n) term. In order to achieve these throughput-optimal algorithms we
use and further develop the network coding technique from Chapter 5.
Fast Structuring of Radio Networks
In Chapter 11, we extend several ideas from Chapter 10 to settings where no collision
detection is available. In particular, we introduce collision free layerings as a powerful way
to structure distributed radio networks. These layerings can replace hard-to-compute BFS-
trees in many contexts while having an efficient randomized construction. We demonstrate
their versatility by using them to provide near optimal distributed algorithms for several
multi-message communication primitives.
Designing efficient communication primitives for radio networks has a rich history that
was started 25 years ago when Bar-Yehuda et al. introduced fast randomized algorithms
for broadcasting a message and for constructing a BFS-tree. Their BFS-tree construction
time was O(D log2 n) rounds, where D is the network diameter and n the number of nodes.
Since then, the complexity of a broadcast has been resolved to be TBC = ((D log n +log 2 n)
rounds. On the other hand, BFS-trees have been used as a crucial building block for many
communication primitives and the BFS-tree construction time remained a bottleneck for
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these primitives.
Our collision free layerings can be used in place of BFS-trees and we give a randomized
construction of these layerings that runs in nearly broadcast time, that is, whp in TLay =
O(D log _ +log 2 +e n) rounds for any constant E > 0. We then use these layerings to obtain:
" A randomized k-message broadcast running whp in O(TLay + k log n) rounds.
" A randomized algorithm for gathering k messages running whp in O(TLay+k) rounds.
" A randomized algorithm gossiping a message from each node to all other nodes in
whp in O(n log n) rounds.
These algorithms are optimal up to the small difference in the additive poly-logarithmic
term between TBC and TLay.
Leader Election
In Chapter 12, we design leader election protocols for multi-hop radio networks that elect
a leader in almost the same time TBC that it takes for broadcasting one message (one
ID). For the setting without collision detection our algorithm runs whp. in O(D log - +
log3 n) -min{log log n, log g} rounds on any n-node network with diameter D. Since TBC =
((D log - + log 2 n) is a lower bound, our upper bound is optimal up to a factor of at most
log log n and the extra log n factor on the additive term. Our algorithm is furthermore the
first 0(n) time algorithm for this setting.
Our algorithm improves over a 23 year old simulation approach of Bar-Yehuda, Goldreich
and Itai with a O(TBC log n) running time: In 1987 they designed a fast broadcast protocol
and subsequently in 1989 they showed how it can be used to simulate one round of a
single-hop network that has collision detection in TBC time. The prime application of
this simulation was to simulate Willard's single-hop leader election protocol, which elects
a leader in 0(log n) rounds whp. and 0(log log n) rounds in expectation. While it was
subsequently shown that Willard's bounds are tight, it was unclear whether the simulation
approach is optimal. Our results break this barrier and essentially remove the logarithmic
slowdown over the broadcast time TBC. This is achieved by going away from the simulation
approach.
We also give an O(D+log n log log n) -min{log log n, log -} = O(D+logn) -O(log log n) 2
leader election algorithm for the setting with collision detection (even with single-bit mes-
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sages). This is optimal up to log log n factors and improves over a deterministic algorithm
that requires 6(n) rounds independently of D.
Our almost optimal leader election protocols are especially important because countless
communication protocols in radio networks use leader election as a crucial first step to
solve various, seemingly unrelated, communication primitives such as gathering, multiple
unicasts or multiple broadcasts. Even though leader election seems easier than these tasks,
its best-known O(TBC log n) running time had become a bottleneck, preventing optimal
algorithms. Breaking the simulation barrier for leader election has subsequently led to the
development of near optimal protocols for these communication primitives.
Bounded Contention Codes
In Chapter 13, we investigate a novel approach to radio network communication that goes
away from trying to decrease the number of collisions in order to obtain faster algorithms
for communication in such networks. Instead we propose to use the additivity of the wire-
less channel and embraces collisions rather than avoiding them. In particular we introduce
a coding technique called Bounded-Contention Coding (BCC) that allows collisions to be
successfully decoded by the receiving nodes into the original transmissions and whose com-
plexity depends on a bound on the contention among the transmitters.
BCC enables deterministic local broadcast in a network with n nodes and at most a
transmitters with information of f bits each within O(a log n + at) bits of communication
with full-duplex radios, and O((a log n + ae) (log n)) bits, with high probability, with half-
duplex radios. When combined with random linear network coding, BCC gives global
broadcast within O((D + a + log n) (a log n + f)) bits, with high probability. This also holds
in dynamic networks that can change arbitrarily over time by a worst-case adversary. When
no bound on the contention is given, it is shown how to probabilistically estimate it and
obtain global broadcast that is adaptive to the true contention in the network.
Beeping a Maximal Independent Set
In Chapter 14, we continue to explore how the additivity of transmissions in radio networks
can be exploited for communication and coordination tasks. In particular we study one of
the most basic distributed primitives for symmetry breaking, namely computing a maximal
independent set (MIT). We do this in an extremely harsh radio broadcast model that relies
only on carrier sensing.
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The model consists of an anonymous broadcast network in which nodes have no knowl-
edge about the topology of the network or even an upper bound on its size. Furthermore,
it is assumed that an adversary chooses at which time slot each node wakes up. At each
time slot a node can either beep, that is, emit a signal, or be silent. At a particular time
slot, beeping nodes receive no feedback, while silent nodes can only differentiate between
none of its neighbors beeping, or at least one of its neighbors beeping.
We start by proving a lower bound that shows that in this model, it is not possible to
locally converge to an MIS in sub-polynomial time. We then study four different relaxations
of the model which allow us to circumvent the lower bound and find an MIS in polylogarith-
mic time. First, we show that if a polynomial upper bound on the network size is known,
it is possible to find an MIS in O(log3 n) time. Second, if we assume sleeping nodes are
awoken by neighboring beeps, then we can also find an MIS in O(log3 n) time. Third, if in
addition to this wakeup assumption we allow sender-side collision detection, that is, beeping
nodes can distinguish whether at least one neighboring node is beeping concurrently or not,
we can find an MIS in O(log2 n) time. Finally, if instead we endow nodes with synchronous
clocks, it is also possible to find an MIS in O(log2 n) time.
The Lovdsz Local Lemma
In Part IV, we provide our results for the Lovisz Local Lemma. The Lovssz Local Lemma
(LLL) is a powerful result in probability theory that informally states the following: the
probability that none of a set of bad events happens is positive if the probability of each
event is small compared to the number of events that depend on it. The LLL is often
used for non-constructive existence proofs of combinatorial structures with certain local
consistency properties. The main proxy problem to study algorithms for the LLL are k-
CNF formulas, where the LLL implies that if every clause in a formula shares variables with
at most d < 2k/e -1 other clauses then such a formula has a satisfying assignment. For this
problem a randomized distributed algorithm to efficiently construct a satisfying assignment
was given by Moser. Subsequently Moser and Tardos gave a general algorithmic framework
for the LLL and a randomized distributed algorithm within this framework to construct the
structures guaranteed by the LLL.
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Deterministic Algorithms for the LLL
In Chapter 15, we address the main problem left open by Moser and Tardos, namely we
design an efficient deterministic algorithm for constructing structures guaranteed by the
Lovaisz Local Lemma. Our algorithm works in the general framework of Moser-Tardos
with a minimal loss in parameters. For the special case of constructing satisfying assign-
ments for k-CNF formulas with m clauses, where each clause shares variables with at most
d < 2k/(1+e)/e - 1 other clauses, for any E E (0, 1), we give a deterministic algorithm that
finds a satisfying assignment in time O(m2(1+1/e)). This improves upon the deterministic
algorithms of Moser and of Moser-Tardos with running times mQ(k2) and mQ(dlogd) respec-
tively, which are super-polynomial for k = w(1) and d = w(1), and upon the previous best
deterministic algorithm of Beck which runs in polynomial time only for d < 2 k/16/ 4 . Our
algorithm is the first deterministic algorithm that works in the general framework of Moser-
Tardos. We also give a deterministic distributed (or alternatively parallel NC) algorithm
for the same setting improving upon an algorithm of Alon.
LLL Applications: van der Waerden Lower Bounds and k-CNF Satisfia-
bility Thresholds
In Chapter 16, and Chapter 17 we give interesting applications of the Lovisz Local Lemma
and of the derandomization developed in Chapter 15. In particular we look at constructive
lower bounds for van der Waerden numbers and satisfiability thresholds for k-CNF with
bounded variable intersections.
The van der Waerden number W(k, 2) is the smallest integer n such that every 2-coloring
of 1 to n has a monochromatic arithmetic progression of length k. The existence of such an
n for any k is due to van der Waerden but known upper bounds on W(k, 2) are enormous.
Much effort was put into developing lower bounds on W(k, 2). Most of these lower bound
proofs employ the probabilistic method often in combination with the Lovisz Local Lemma.
While these proofs show the existence of a 2-coloring that has no monochromatic arithmetic
progression of length k they provide no efficient algorithm to find such a coloring. These
kind of proofs are often informally called nonconstructive in contrast to constructive proofs
that provide an efficient algorithm.
In Chapter 16 we clarify these notions and give definitions for deterministic- and ran-
domized-constructive proofs as different types of constructive proofs. We then survey the
literature on lower bounds on W(k, 2) in this light and show how known nonconstructive
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lower bound proofs based on the Lovaisz Local Lemma can be made randomized-constructive
using the Moser-Tardos LLL algorithm. We then proceed to transforms these proofs into
deterministic-constructive proofs using the techniques presented in Chapter 15. This is a
simple and instructive instantiation of this derandomization that allows for greatly simplified
but still fully self-contained proofs.
In Chapter 17 we study k-CNF satisfiability thresholds. In particular, we determine
the thresholds for the number of variables, number of clauses, number of clause intersection
pairs and the maximum clause degree of a k-CNF formula that guarantees satisfiability
under the assumption that every two clauses share at most a variables. More formally,
we call these formulas a-intersecting and define, for example, a threshold Pi (k, a) for the
number of clause intersection pairs i, such that every a-intersecting k-CNF formula in
which at most pi (k, a) pairs of clauses share a variable is satisfiable and there exists an
unsatisfiable a-intersecting k-CNF formula with pm(k, a) such intersections. We provide a
lower bound for these thresholds based on the Lovisz Local Lemma and a nearly matching
upper bound by constructing an unsatisfiable k-CNF to show that pi(k, a) = 5(2k(2+1/a))
Similar thresholds are determined for the number of variables (p1 = 5(2k/a)) and the
number of clauses (pm = 5(2k(1+ ))).Lastly, we give an upper bound construction of a
family of extremal unsatisfiable formulas that achieve all four thresholds simultaneously.
New Constructive Aspects of the LLL
In Chapter 18, we take a closer look at the Moser-Tardos algorithm and show that its
output distribution well-approximates the conditional LLL-distribution - the distribution
obtained by conditioning on all bad events being avoided. In particular we show how a
known bound on the probabilities of events in this distribution can be used for further
probabilistic analysis and give new constructive and non-constructive results.
We also show that when an LLL application provides a small amount of slack, the number
of resamplings of the Moser-Tardos algorithm is nearly linear in the number of underlying
independent variables (not events!), and can thus be used to give efficient constructions
in cases where the underlying proof applies the LLL to super-polynomially many events.
Even in cases where finding a bad event that holds is computationally hard, we show that
applying the algorithm to avoid a polynomial-sized "core" subset of bad events leads to a
desired outcome with high probability. This is shown via a simple union bound over the
probabilities of non-core events in the conditional LLL-distribution, and automatically leads
to simple and efficient Monte-Carlo (and in most cases RNC) algorithms.
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We demonstrate this idea on several applications. We give the first constant-factor
approximation algorithm for the Santa Claus problem by making an LLL-based proof of
Feige constructive. We provide Monte Carlo algorithms for acyclic edge coloring, non-
repetitive graph colorings, and Ramsey-type graphs. In all these applications the algorithm
falls directly out of the non-constructive LLL-based proof. Our algorithms are very simple,
often provide better bounds than previous algorithms, and are in several cases the first
efficient algorithms known.
As a second type of application we show that the properties of the conditional LLL-
distribution can be used in cases beyond the critical dependency threshold of the LLL:
avoiding all bad events is impossible in these cases. As the first (even non-constructive)
result of this kind, we show that by sampling from the LLL-distribution of a selected smaller
core, we can avoid a fraction of bad events that is higher than the expectation. MAX k-SAT
is an illustrative example of this.
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Part I
Gossip
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Chapter 2
Gossip Communication Across
Bottlenecks
2.1 Introduction
In this chapter we study gossip algorithms as a way to disseminate information in general
networks in a message efficient manner. We consider the global broadcast problem in which
every nodes has some information (also called rumor throughout this chapter) it wants
to communicate to all nodes. This problem has been studied under different names such
as gossip, rumor spreading, information dissemination, (all-to-all) multicast or (global)
broadcast.
A simple solution to the broadcast problem is flooding, that is, each node repeatedly
contacting all its neighbors and forwarding all rumors. As described in the introduction of
this thesis this flooding approach is not feasible or efficient in many systems and furthermore
comes at the cost of an extremely high communication overhead due to the massive rumor
duplication during each flooding step.
Gossip algorithms during which nodes contact or call only one neighbor at a time have
been proposed as a powerful time and message efficient alternative. The simplest and most
widely studied form of gossip is uniform (random) gossip in which nodes repeatedly call a
random neighbor to exchange information. A series of results showed that this algorithm
performs well on well-connected graphs with no bottleneck(s) [39, 40, 41, 42, 43, 44, 45, 46].
More precisely, the main results of these works are tight bounds of E(1 02) and E( 1o2f)
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rounds, where <D and a are the edge and vertex expansion of the network respectively.
In general, uniform gossip has a tendency to repeatedly communicate between well-
connected neighbors while not transmitting information across bottlenecks. Only recently
have algorithms been designed that try to avoid this behavior. By alternating between
random and deterministic choices, [47] showed that fast convergence can be achieved for a
wider family of graphs, namely, those which have large weak conductance (a notion defined
therein). However, while this outperformed existing techniques in many cases, its running
time bound still depends on a notion of graph conductance. In particular, there are many
topologies with small, say logarithmic, diameter in which this and any other suggested
gossip algorithm performs as slow as the trivial linear time algorithm.
All these algorithms are furthermore inherently randomized in both their design and
analysis. A parallel research direction to finding better gossip algorithms has been to study
the necessity for this randomization. There are both lower bounds quantifying how much
randomness is inherently needed for efficient gossip algorithms [48, 49, 50] and newly de-
signed gossip protocols that work with reduced amounts of randomness [51, 52, 53, 54]. The
general intuition and also the consensus of these works has been that (some) randomization
plays a crucial role in effectively spreading rumors.
2.1.1 Results
The results in this chapter significantly improve upon this state of the art. Our first main
result provides the first information spreading gossip algorithm that is fast for all graphs,
with no dependence on their conductance. In particular, our algorithm has a a poly-
logarithmic running time for any network with poly-logarithmic diameter.
Theorem 2.1.1. There is a randomized gossip algorithm that completes a global broadcast
in O(D log3 n) rounds with high probability in any network with n nodes and diameter D.
As a second major contribution we drastically simplify this algorithm, improve its effi-
ciency and most importantly show that that the resulting gossip algorithm remains highly
efficient even without any randomization.
Theorem 2.1.2. There is a deterministic gossip algorithm that completes a global broadcast
in 2(D log n + log2 n) rounds1 in any network with n nodes and diameter D.
'Throughout log x denotes [log 2 x1, that is, the rounded up binary logarithm.
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In addition to being the first efficient deterministic gossip algorithm for the broadcast
problem our algorithm stems from a very natural and simple gossip process. We show
that despite being deterministic this process is very robust and can tolerate many and very
different kinds of failures and network dynamics.
On the way of achieving these results we uncover interesting connections between ef-
ficient gossip broadcast algorithms, distributed computations in the LOCAL model, and
graph spanners. Graph spanners are sparse subgraphs that preserve distances of the orig-
inal graph up to a small multiplicative stretch factor. They have been intensely studied
independently from gossip algorithms. Our gossip algorithms can be seen as an efficient
construction of a near optimal graph spanner in the extremely weak gossip model:
Theorem 2.1.3. There is simple, deterministic gossip algorithm that computes an O(log n)-
stretch O(log n)-dense graph spanner in O(log 2 n) rounds for any topology G. The algorithm
sends a total of O(n log 2 n) messages of size O(n log n) independently of the number of edges
of G.
These connections furthermore lead to several interesting results: One the one hand we
can use our gossip algorithms to simulate any local distributed computation in the stan-
dard model. On the other hand we can leverage known distributed constructions of graph
spanners in the LOCAL model to bootstrap our gossip algorithm and obtain a randomized
gossip algorithm whose running time is merely an additive poly-logarithmic term off the
trivial lower bound:
Theorem 2.1.4. There is a randomized gossip algorithm that, with high probability, com-
pletes a global broadcast in O(D + logo(') n) rounds in any network with n nodes and diam-
eter D.
Theorem 2.1.5. Every algorithm in the LOCAL model which completes with high probabil-
ity in T = T(G) rounds when run on a graph with topology G and n nodes can be simulated
by a randomized gossip algorithm that terminates with high probability in O(T + logo(1 ) n)
rounds. Similarly, any (deterministic) algorithm in the LOCAL model with running time
T can be simulated by a (deterministic) gossip algorithm that runs in 2(T log n + log 2 n)
rounds.
2.1.2 Overview and Techniques
In this section we briefly describe the structure of this chapter and given a high level
overview of the key insights and techniques that lead to our results.
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To start, Section 2.1.3 gives a comprehensive account of related work on gossip algo-
rithms. Our approach for designing gossip algorithms for the global broadcast problem is
very different from prior works. Instead of trying to attack the global broadcast problem
directly many of our insights come from looking at gossip algorithms as a very restricted
model for doing local computations. Analogously to the standard LOCAL model [55] of
distributed computation in which every node can talk to all its neighbors in every round we
use Section 2.2.1 to define the much weaker GOSSIP model in which each node can only
initiate one bidirectional message exchange with one neighbor per round.
Comparing these two models naturally leads to the question on how fast gossip al-
gorithms can achieve a local broadcast in which every node can (indirectly) obtain some
information from each of its neighbors. In Section 2.2.2 we define this local broadcast
problem and observe that a fast gossip solution to it can be used repeatedly to simulate
any LOCAL algorithm step-by-step or solve the global broadcast problem by applying it D
times.
Section 2.3 then contains our first technical result, namely a gossip algorithm that
does exactly this, that is, solves the local broadcast problem in O(log3 n) rounds. A main
ingredient for this algorithm is the existential guarantee that any graph can be partitioned
into clusters such that each cluster is expanding and at most a constant fraction of the
edges are between clusters. Running log 2 n rounds of uniform random gossip in which each
node simply picks a random neighbor to forward all information to results in all nodes
within an expanding cluster to hear from one another. Since we are only interested in the
local broadcast we can then essentially ignore any edge between nodes in the same cluster.
This eliminates a constant fraction of the edges and repeating this for e(log n) iterations
completes the local broadcast.
While the idea of our randomized local broadcast algorithm is very simple the actual
implementation has to insure complete symmetry at all times. This results in the final
algorithm being slightly involved, not very natural, and not at all robust. In Section 2.4
we thus search for a better local broadcast gossip algorithm. For this we successively and
drastically simplify the algorithm to a very natural gossip process and develop a completely
new and different analysis for this process. The most striking simplification allows all
random neighbor choices to be replaced by arbitrary (adversarial) choices without loosing
any of the efficiency. In particular, any deterministic way of choosing neighbors in this
algorithm results in the first deterministic gossip algorithm for the broadcast setting studied
here and in [47]. We feel that this is a very interesting and surprising result given the general
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intuition and the results from [48, 49, 50, 54] that at least some randomness is needed to
enable an efficient gossip algorithm.
Despite its deterministic nature we show that the new process and its analysis are very
natural, robust, and can also be made to run faster than our first randomized algorithm.
In particular, in Section 2.4.4 we give an implementation that solves the local broadcast
problem in 4 log 2 n rounds. In Section 2.5 we then show that a natural implementation of
the algorithm is furthermore very robust against many types of network failures.
With these results on local broadcast gossip algorithms we, in Section 2.5, then close
the circle and come back to the distributed computation point of view that motivated
looking for such algorithms. By introducing simulators we formalize the idea that our
local gossip algorithms can be seen or used as a step-by-step simulation of a distributed
LOCAL algorithm. We then show that the notion of a simulator is intimately connected
to spares subgraphs that preserve distances in a graph up to a small multiplicative stretch
factors. These combinatorial graph structures have been intensely studied under the name
graph spanners. Using this connection in both directions we show that our local broadcast
algorithm can be seen as interesting new spanner constructions (see Theorem 2.1.3) and also
that simulating existing spanner constructions can be used to obtain even faster simulators.
Together with a known construction of nearly additive spanners this leads to a simulator
that simulates and T step algorithm in the LOCAL model via a O(T + log0 (1 ) n) round
gossip algorithm as claimed in Theorem 2.1.5 and in particular allows for a O(D+log 1 ) n)
global broadcast in any network with diameter D and n nodes (Theorem 2.1.4).
Lastly, in Section 2.7 we conclude with some remarks and several open questions.
2.1.3 Prior and Related Work
Gossip and rumor spreading algorithms have been intensely studied both for the setting
of a single rumor being spread and for a rumor being spread from each node in the net-
work. A difference between the two settings becomes mostly apparent when the amount
of information exchanged between nodes in a round is limited. In such a scenario very
different techniques like network coded gossip (introduced in Part II) become interesting.
In this chapter we assume large packet sizes that allow two nodes to exchange potentially
all rumors in one packet. In this setting it typically does not matter whether one or more
rumors are to be spread.
The classical setting for rumor spreading considers the complete network in which each
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node can contact any other node directly. Work by Demers et al. [56] showed that gossip
algorithms in this setting have interesting applications to the maintenance of replicated
databases and inspired many works thereafter. Independently Frieze and Gimmet [39] and
subsequently Pittel [40] analyzed the spreading of a rumor according to the uniform gossip
process in which nodes contact a random node in every round. They proved a tight bound
of (1 + In 2) log n + 0(1) rounds being needed on the complete graph. Lower bounds and
non-uniform algorithms for the complete graph were investigated by [50] together with the
number of times a message gets replicated during a gossip algorithm. Later works designed
and analyzed gossip algorithms minimizing other quantities such as the number of calls [57],
the total number of bits [58], and more.
Going to more general topologies [41] showed that uniform gossip works well in any edge
expander. More precisely an 0(j'g") spreading time was proven for any graph with con-
ductance <b. This bound was then improved to 0( l"g2 4, logn) [42] and finally O(l'f) [43].
This bound is tight in the sense that no better bounds in dependence on conductance can
are possible since for any <b = Q(1/n) there are graphs with conductance <b on which uni-
form gossip requires E)(1*gn) rounds. Similar results were obtained for vertex expanders
[44, 45, 46] resulting in a tight bound of O(1 "l) for any a-vertex expander. Expanding
topologies that model social networks have also been studied directly [59]. Further examples
of this are works by Doerr et al. [60, 61] studying gossip in preferential attachment graphs.
All these algorithms that go beyond the complete graph topology give tight results in
(some) well-connected networks but fail for networks with bottlenecks. For the uniform
gossip this is unavoidable because it can be easily seen very generally to perform at most as
good or bad as the worst bottleneck in the network. There have been attempts at designing
uniform gossip protocol that cope better with bottlenecks. In [47] a rumor spreading algo-
rithm was provided for any graph with good weak expansion which includes some graphs
with (few) bottlenecks. Still there are many graph topologies with small (logarithmic)
diameter for which any gossip algorithm takes (almost) linear time.
The other research direction that is relevant for this chapter aimed at determining and
reducing the amount of randomness required by efficient gossip algorithms. A very inter-
esting and successful way to reduce the amount of randomness is the quasirandom rumor
spreading process of [51]. This protocol assumes an arbitrary cyclic ordering of neighbors
at each nodes but randomizes it by picking a random random starting point. It was shown
that this simple algorithm achieves a similar performance as the fully random uniform gos-
sip for many topologies like the complete graph [53, 62], random graphs, hypercubes or
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expanders [52]. The quasirandom rumor spreading process only requires O(log n) bits of
randomness per node to pick the starting position. In [48] it was shown that one cannot
further reduce this amount without a severe loss of efficiency. In particular if one uses
o(log n) random bits to choose uniformly at random between a subset of equidistant start-
ing points then the number of rounds becomes almost linear instead of logarithmic [48]. The
question how much randomness suffices for gossip to be efficient was also addressed in [49].
This paper presents an algorithm that uses a total of n log log n bits of randomness, gives
a non-constructive argument for the existence of a gossip algorithm with roughly 2logn
bits of randomness and shows that no algorithm from a natural class of gossip algorithms
can use less than logarithmic amount of randomness without taking roughly linear time.
Algorithms that use pseudo-random generators or hashing schemes require only one ran-
dom seed of poly-logarithmic length [54] and thus almost achieve this low total amount of
randomness.
2.2 Gossip Algorithms and the (Local) Broadcast Problem
In this section we formally define the model of distributed computation we are studying
in this chapter and the broadcast problems we are interested in solving. In particular in
Section 2.2.1 we define gossip algorithms and the GOSSIP model and in Section 2.2.2 we
define the global and local broadcast problems.
2.2.1 Gossip Algorithms and the GOSSIP Model
Informally speaking the GOSSIP model is a restriction of the standard LOCAL model of
distributed computations. The LOCAL model operates in synchronous rounds in which
nodes can exchange messages with all their neighbors and perform arbitrary local computa-
tions [55]. The GOSSIP model restricts communication in each round to each node calling
(at most) one neighbor for a bidirectional information exchange.
Formally we define the GOSSIP model as the following setting and furthermore call any
algorithm working in the GOSSIP model setting a gossip algorithm:
Network:
A network is specified by an undirected graph G = (V, E) with node set V and edge set
E. We denote the number of nodes with n = |VI, the number or edges with m = |El and
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the diameter of G with D. For every node v E V we define the neighborhood FG(v) to be
the set of nodes whose distance to v is at most one (including itself). Similarly, we define
Ik(v) to be all nodes of distance at most k from v and call this the k-neighborhood. We
omit the subscript if the graph is clear from the context.
Communication:
Nodes communicate in synchronous rounds t E {o, 1, .. .}. In each round t each node
chooses a message and an incident edge. We denote the union of the selected edges in a
round t with Et and the resulting graph with G = (V, Et). After this selection process for
any node v the message of v is delivered to all nodes w E FG,(v), that is, all nodes that
contacted v or were contacted by v. In short, we allow every nodes to initialize one call or
bidirectional message exchange per round.
We assume that the cost of communication is completely covered by the caller, i.e., the
node that initializes a contact. This leads to merely a constant cost for communication per
node and round.
Similar to the LOCAL model the GOSSIP model does in principle not limit the com-
plexity of local computations or the size of the messages. This allows a node to always
exchange all rumors it knows. Indeed, all messages sent by a node v during our protocols
will consist of a collection of rumors v knows and often the collection of all rumors a node
knows. As a convention we often denote this collection of rumors with Rv.
Initial Knowledge:
We assume that each node has a unique identifier (UID). Each node initially solely
knows its UID and the UIDs of its neighbors. It is important that the network topology G
is unknown to the nodes and we assume that no further knowledge about the network is
known to the nodes.
Important Remarks:
" We will assume that in the beginning nodes attach their UID to their rumor. In this
way, each node can easily tell which of its neighbors' rumors it has already (indirectly)
received. This also allows us to identify a node, its rumor and its UID and interpret
the set R, of rumors known to node v as a set of neighboring nodes it has (indirectly)
heard from.
* While the GOSSIP model allows arbitrary local computations and message sizes our
algorithms do not exploit this freedom: The local computations are extremely simple
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and while the set of rumors sent in a message can reach a size of 0(n) in the worst-
case, this is optimal up to a small poly-logarithmic factor considering that in dense
graphs the total amount of information learned by nodes during a 1-local broadcast
is of order O(n 2 ) while only 0(n log0 (1) n) messages are exchanged.
* The UID's assumed in our model are not used for symmetry breaking but solely to
allow nodes to talk about other nodes. The only operations that are used on the
UIDs is that they are routed through the network with their rumor and compared
for equality to decide whether a node has already heard (indirectly) from one of its
neighbors or not.
2.2.2 The Global and Local Broadcast Problems
The classical problem to be solved by gossip algorithms is the following global broadcast
problem:
Definition 2.2.1 ((Global) Broadcast Problem). Each node v starts with one rumor r,
and the task is to inform every node about all rumors.
One important conceptual contribution of this chapter is the introduction of the k-local
broadcast problem which is an important refinement of the global broadcast problem.
Definition 2.2.2 (k-Local Broadcast Problem). In the k-local broadcast problem each node
v starts with one rumor r, and the task is for each node v to learn all rumors ru of nodes
u E Ik(v) in its k-neighborhood.
There are several motivations to introduce and study the k-local broadcast problem:
" It generalizes the global broadcast problem. In particular the global broadcast prob-
lem is equivalent to the n-local broadcast problem or the k-local broadcast problem
for k > D where D is the diameter of the network.
" The local broadcast problem composes nicely. In particular, any O(T) algorithm for
the k-local broadcast problem also gives an 0(1- T) algorithm for the 1- k-neighborhood
exchange problem for any integer 1 > 1: Simply repeat the broadcast 1 times.
" The 1-local broadcast problem and the (log n)-local broadcast problem are natural
distributed communication problems in their own right: Especially in distributed
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settings with large networks it is realistic that nodes are only interested in sufficiently
local information.
9 It is an easy but important observation that the 1-local broadcast problem corre-
sponds to one communication step in the LOCAL model. Thus with a T-round gossip
algorithm for the k-local broadcast problem any T'-round distributed algorithm in
the LOCAL model can be simulated by an [ - T'] gossip algorithm. We devote
Section 2.6 to this observation and its consequences.
Remark: The GOSSIP model does not initialize nodes with any non-local knowledge
about the network in particular nodes do not know the network size n. For the 1-local
broadcast this is not a crucial assumption. Indeed, since it is easy to verify locally whether
a 1-local broadcast completed nodes can simply guess an upper bound on n and square
their guess if the algorithm does not complete with their guess. For algorithms with a
poly-logarithmic running time squaring the guess increases the running time by a constant
factor and the total running forms geometric sum which is only a constant factor larger
than the final execution with the fist correct upper bound for n.
2.3 A Randomized Local Broadcast Gossip Algorithm
In this section we give a randomized gossip algorithm that solves the local broadcast problem
in O(log3 n) rounds. This also proves Theorem 2.1.1.
As explained in Section 2.1.2 this algorithm crucially builds on the existence of a certain
expander decomposition for general undirected graphs. In Section 2.3.1 and Section 2.3.2
we introduce a slightly more general notion of conductance needed for this section and
then formalize this expander decomposition. Section 2.3.3 gives the details for the local
broadcast gossip algorithm.
2.3.1 Conductance of Graphs and Subgraphs
The notion of graph conductance was introduced by Sinclair [63]. We require a slightly more
general version, which we introduce here.
We begin with the requisite notation on edge-weighted graphs. We assume that each
edge (u, v) has a weight w, E [0, 1]. For an unweighted graph G = (V, E) and any u, v E V,
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we define w,, = 1 if (u, v) E E and w., = 0 otherwise. Now we set w(S, T) = UESMET WV.
Note that in this definition it need not be the case that S n T = 0, so, e.g., w(S, 5), when
applied to an unweighted graph, counts every edge in S twice. The volume of a set S C V
with respect to V is written as vol(S) = w(S, V). Sometimes we will have different graphs
defined over the same vertex set. In such cases, we will write the identity of the graph as
a subscript, as in volG(S), in order to clarify which is the ambient graph (and hence the
ambient edge set). Further, we allow self-loops at the vertices. A single loop at v of weight
a is modeled by setting wvv = 2a, because both ends of the edge contribute a.
For a graph G = (V, E) and a cut (S, T) where S, T C V and S n T = 0 (but where
T U S does not necessarily equal all of V), the cut conductance is given by
W(S, T) = w S )(2.1)
min{ volG(S), volG(T) (
For a subset H C V we need to define the conductance of H (embedded) in V. We will
use this quantity to measure how quickly uniform gossip proceeds in H, while accounting
for the fact that edges in (H, V - H) may slow down the process. The conductance of H
in G is defined by
<D(H) = minscHu(S, H - 5) (2.2)
Note that the classical notion of conductance of G (according to Sinclair [63]) equals
<b(V) in our notation. When we want to emphasize the ambient graph G within which H
resides, we will write <bG(H).
A few arguments will benefit from the notion of a "strongly induced" graph of a vertex
subset of an ambient graph G.
Definition 2.3.1. Let U C V be a vertex subset of G. The strongly induced graph of U
in G is a (new) graph H with vertex set U, whose edge weight function h : U x U -+ R is
defined by
huv= w , if u 7 v,
1wU + EXEy _ wUX, if u = v.
Note that by construction we have 4DH(U) = <DG(U). The significance of this notion is
the fact that the Markov process, describing the vertex set in possession of some message M
for a starting vertex s E U in the uniform gossip algorithm executed on the strongly induced
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H, behaves identically to the respective process in G observed only on U. In particular,
this definition allows us to use Theorem 1 of [43] in the following form:
Lemma 2.3.2. For any graph G = (V, E), a vertex subset U C V and any start vertex in
U, the broadcast time of the uniform gossip algorithm on the strongly induced subgraph U
is O(<bG(U- logn) rounds with high probability
2.3.2 Expander Decomposition of a Graph
In this section our goal is to partition a graph into clusters with large conductance while
limiting the number of inter-cluster edges (otherwise, having each node in a separate cluster
would be a trivial solution). That there is a good such partitioning is proven in the following
lemma:
Lemma 2.3.3. Every unweighted graph on m edges can be partitioned into clusters such
that each cluster has conductance at least 81 2m and at most M edges are between clusters.
We note that for our algorithms, we are only going to need an existential proof of this
clustering and not an actual algorithm for finding it. The proof of this lemma is very similar
to that of Theorem 7.1 in [64] and is presented next.
Lemma 2.3.4. Let S C V be of maximum volume such that vol(S) 5 vol(V)/2 and <p(S, V-
S) , for a fixed parameter > 2 <b(G). If vol(S) 5 vol(V)/4, then <b(V - S) /3.
Proof. Assume, towards a contradiction, that <b(V - S) < (/3. Then, there exists a cut
(P, Q) of V - S with p(P, Q) < (/3 and specifically{ w(PQ) w(PQ) <
vol(P) ' vol(Q) - 3
Henceforth, let Q be the smaller of the two, that is, vol(Q) vol(V - S)/2.
We are going to show that <(S U Q, P) ( and either S U Q or P should have been
chosen instead of S.
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Consider the case vol(S U Q) 5 vol(V)/2. In this case,
p(SU Q, P)= w(S,P)+w(Q,P) w(S,P)+w(Q,P)
vol(S U Q) vol(S) + vol(Q)
<max {w(S,P) w(QP)
vol(S) 'vol(Q)
< w(S,P) +w(SQ) w(Q,P)
- vol(S) vol(Q)
<max { , (/3} = e
This establishes a contradiction, because <(S U Q, P) ( and vol(S) < vol(S U Q)
vol(V)/2.
Now we consider the case vol(S U Q) > vol(V)/2. We argue that vol(S U Q) cannot be
too large. We use that vol(Q) 1 }vol(V - S) = }(vol(V) - vol(S)) and get that
vol(S U Q) = vol(S) + vol(Q) vol(S) + vol(V) - vol(S)
vol(V)+ vol(S) 5  VOl).
2 -o8
Hence, vol(P) ;> 3 vol(V). In addition, for the cut size, we have
w(SU Q,P) = w(SP) +w(Q, P)
Svol(S) + vol(Q)
(vol(S) + vol(V) - vol(S)3 2
* 5 vol(S) + 1vol(V)
* 3vol(V).
This allows us to bound the cut conductance by
p(S U Q, P) = w(S U Q, P) vol(V).3)vol(P) - jvol(V)
49
This establishes the desired contradiction because sp(S U Q, P) 5 ( while vol(S)
vol(V) < 2 vol(V) vol(P) 5 ! vol(V).
Lemma 2.3.4 says that if a graph has no sparse balanced cuts, then it has a large
subgraph which has no sparse cuts. The following corollary establishes that Lemma 2.3.4
holds even in the case when the ambient graph is itself a subgraph of a larger graph.
Corollary 2.3.5. Let U C V and let S C U be of maximum volume such that vol(S)
vol(U)/2 and W(S, U - S) < , for a fixed parameter ( D <(U). If vol(S) vol(U)/4, then
<D(U - S) 2: (/3.
Proof. Observe that the proof of Lemma 2.3.4 holds when the graph has loops, that is, w,,, 6
0 for some u's. Let H be the strongly induced graph of U. It follows from the definition that
for any two disjoint sets A, B C U we have volG(A) = volH(A) and w(A, B) = h(A, B).
We can therefore apply Lemma 2.3.4 to H and deduce that the statement holds for the
respective sets in G. 0
We are now ready to state and analyze our clustering construction. We emphasize that
this construction is neither efficient nor distributed but serves merely as a proof of existence
of the partition.
The clustering algorithm for a graph G = (V, E) is simply a call to Cluster(G, V,)
where Cluster is the following recursive subroutine:
Cluster (G, U,():
The inputs are a graph G = (V, E), a subset U C V and a parameter
0 < ( < 1.
1. Find a subset S C U of maximum volume such that vol(S) vol(U)/2 and
W(S, U - S) < .
2. If no such S exists, then stop and output a single cluster {U}. Otherwise,
3a. If vol(S) vol(U)/4, output {U - S} U Cluster (G,S,).
3b. If vol(S) > vol(U)/4, output Cluster (G,S,) U Cluster (G, U - S,
Theorem 2.3.6. For every 0 < ( < 1, every graph G = (V, E) with edge weights wa, E
{0} U [1, +oo) has a partition V = V1 U ... U Vk such that <b(V) - -, for all i, and
E<j WV LVol (V).
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Proof. The depth K of the recursion is, by construction, at most log 4/3 vol(V) assuming
that the smallest non-zero weight is 1. Let Ri C 2V be a collection of the U-parameters of
invocations of Cluster at depth 0 < i < K of the recursion. (So, for example, RO = {V}.)
For a set U let S(U) be the small side of the cut produced by Cluster (G, U,(), or 0 if no
eligible cut was found. We can then bound the total weight of cut edges as
E E w (S(U), U - S(U)) E S (vol (S(U))
O<i<K UERZ O< i<K UERi
vol(U) S Vol(U)
O<i<K UER O<i<K UE Ri
vo() (log 41 3 vol(V)VW) 1 / 2 vol(V),
O<i<K
Where we use the convention w(0, S) = 0. If we set = ,( for some 0 < < 1,09g4/ 3 vV)'
then Corollary 2.3.5 establishes the theorem.
Lemma 2.3.3 is now obtained for any undirected graph by using ( 1/3 in Theo-
rem 2.3.6.
2.3.3 The Randomized Local Broadcast Gossip Algorithm
In this section, we will describe our first randomized gossip algorithm, that solves the local
broadcast problem. Recall that, for this problem, all vertices v are assumed to possess an
initial rumor r, with their ID attached, and the goal is for every pair of neighbors to know
each other's initial rumor.
We now describe our communication protocol, which specifies a local, per-vertex rule
that tells a node which edge to choose for communication at any given round. It is assumed
that the node will greedily transmit all rumors known to it whenever an edge is chosen for
communication. The protocol described here will employ some auxiliary messages, which
are needed exclusively for its internal workings.
The subroutine described in Figure 2-1 is designed to ensure that, after a single invo-
cation, all neighbors (u, w) in an undirected graph G have exchanged each other's initial
rumors.
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Randomized Local Broadcast:
Set T = e(log2 n)m, F0 := F and i := 0.
While F $ 0, repeat:
1. (First part)
1a. Initialize every vertex v with a new auxiliary message av, unique to v. (This
message is added to the set of initial messages that v happens to know currently.)
1b. Perform uniform gossip with respect to F for -r rounds. And denote the outcome
of the random activated edge choices by Ki
ic. For every vertex u and neighbor w, let Xuw be the indicator that u received a,
2. (Second part)
2a. Initialize every vertex v with a fresh auxiliary message by, unique to v
2b. Perform K"', the reverse process of the one realized in Step 1b
2c. For every vertex u and neighbor w, let Yuw be the indicator that u received bw
3. (Pruning) Compute the set of pruned directed edges Pi {(u, w) : Xu, + Yu > 0}
4. Set Fi+1 :=Fi -Pi andi :=i+1
Figure 2-1: Our first randomized local broadcast gossip algorithm. It is easily verified that
the above algorithm can be implemented in the GOSSIP model of communication.
Theorem 2.3.7. The randomized gossip algorithm presented in Figure 2-1 solves the local
broadcast problem in O(log3 n) rounds with high probability.
Finally, our first main result, Theorem 2.1.1, follows as a corollary of Theorem 2.3.7.
Our proof of Theorem 2.3.7 is structured as follows. If E is a set of undirected edges,
let E = {(u, w) {u, w} E E} be the corresponding directed graph. Let E = F0 , . . . , F = 0
be the respective edge sets of each iteration in our algorithm. We are going to show that,
with probability 1 - 1/nO(1), the following invariants are maintained at each iteration:
(a) The directed edge set F is symmetric in the sense that (u, w) E F => (w, u) E Fi,
(b) The size of F reduces by a constant factor at each iteration. Formally, |F+j I < -jF 1,
and
(c) After the i-th iteration, for every (u, w) E - Fi+, vertex u has received the message
of vertex w and vice versa.
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Since Fd = 0, claim (c) implies part (i) of Theorem 2.3.7. Claim (b) implies that the
maximum number of iterations is log 2m. Noting that every iteration entails 2r distributed
rounds, establishes part (ii) of Theorem 2.3.7.
Proof of Claim (a): Initially, FO is symmetric by construction. Inductively, assume that Fj
is symmetric. Because the second part of an iteration exactly reverses the order of exchanges
it holds that there exists a sequence of exchanges in part one starting at u and ending at w
if and only if there exists a sequence of exchanges starting at w and ending at u or much
shorter: Xuw = Ywu, for all u, w E V. This in turn implies that Xuw + Yuw = Xwu + Ywu, so
Pi is symmetric. Since F is symmetric by hypothesis, we can conclude that F+1 = F - Pi
is symmetric as well. 1
Proof of Claim (b): Consider the graph Gi = (V, F) on the edge set F. Since F is symmet-
ric, by Claim (a), we can treat Gi as undirected for the purposes of analyzing the behavior
of the uniform gossip steps. Let V U ... U V be the decomposition of Gi promised by
Corollary 12.6.1. (Note that the corollary holds for disconnected graphs, which may arise.)
We thus have <D(Vj)> 3 1 for all 1 < j < k.
The choice T = 0(310g 4/3 2m -log m) ensures, via Lemma 2.3.2, that the first uniform
gossip execution in every iteration mixes on all V with probability 1 - 1/no(1 ). Mixing in
V implies that for every internal edge (u, w), where u, w E V and (u, w) E F, the vertices
(u, w) receive each other's auxiliary messages. The latter is summarized as Xu, = X, = 1.
The fact that the second part of an iteration is simply the reversal of the first part easily
implies Yuw = Yeu = 1 as well. These two equalities imply, by the definition of Pi, that Pi
is a superset of the edges not cut by the decomposition V1 U ... U V. Equivalently, F+1 is
a subset of the cut edges. Corollary 12.6.1, however, bounds the volume of the cut edges
by . vol(F), which concludes the proof of Claim (b).
Proof of Claim (c): Initially, E - Fo = 0 and so the claim holds trivially. By induction,
the claim holds for edges in E - F. And so it suffices to establish that u and v exchange
their respective payload messages for all (u, w) E P. However, this is equivalent to the
conditions Xum + Y., > 0, which are enforced by the definition of Pi. l
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2.4 Simpler, Faster and Deterministic Local Broadcast
In this section we develop a simpler and deterministic gossip algorithms for the 1-local
broadcast problem. We obtain our algorithm step by step to demonstrate the connection
between the two algorithms. First we simplify the algorithm given in Section 2.3 and
show how the same analysis can be used to prove its efficiency. In Section 2.4.3 we then
further strip down this algorithm and show that replacing its random choices by arbitrary
deterministic choices does not affect its correctness or efficiency. Lastly in Section 2.4.4 we
give a tweaked implementation of this deterministic algorithm that is particularly fast.
2.4.1 Round Robin Flooding
The gossip algorithms in this section use a simple round robin flooding subroutine which
we introduce here first.
Suppose all nodes have established links to at most A neighbors. It is quite straight
forward to flood information along these links in A rounds by each node exchanging in-
formation over its links one by one. Essentially repeating this d times floods messages for
d-hops along all established links in dA steps. For completeness we add the exact statement
and algorithm for this flooding procedure next:
Lemma 2.4.1. Suppose each node v knows the rumors R, and has selected A, links to nodes
nv(1),... ,nv(A,). Suppose also, the distance d and an upper bound of A on max A,, is
given to every node.
Then, Algorithm 1 spreads each rumor for d hops along the selected links in Ad rounds.
That is, each node v knows exactly the rumors in UuErd,(v) Ru after termination where
G' = (V, E') is the undirected graph with E' U { {v, nv (i)}.
vi<A,
Proof of Lemma 2.4.1. We denote with R,(i) the set of tokens known to node v at the
beginning of iteration i. The rumors collected in R' during iteration i by node v are
exactly the rumors exchanged with nodes neighboring v in G' since for each undirected link
{u, v} E E' either v or u initializes a bidirectional rumor exchange. We thus get that for any
node v and any iteration i we have R(i + 1)= UusEr,(v) Ru(i). Note furthermore, that for
every v and every k we also have 1 it(v) = UuEr,(v) G, (u). Now, using induction on the
number of iterations with these two statements we directly obtain that Rv(d) = UuErd Ru
as asserted. 0
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Algorithm 1: Flood (Round Robin)
(Input: max. deg. A, own deg. Ay, distance d,
neighbors n,(1), . . . , n, (A,), rumors R,)
REPEAT d times
R' = 0
FOR t = 1 to A
IF t ; Av THEN
exchange rumors in Rv with n,(t)
ELSE wait
add all received rumors to R'
Rv = R UR'
2.4.2 A Simpler Randomized Local Broadcast Gossip Algorithm
In this part we present a simple randomized gossip protocol. The algorithm and even more
its analysis are inspired by [1] but are arguably simpler and more natural. To further
simplify the presentation we did not optimize the running time of the algorithm presented
here.
The randomized gossip protocol does the following for each node v E V in parallel:
Algorithm 2: Randomized Gossip
RV = V
WHILE I'G(v) \ Rv f7
pick e(log 2 n) random edges to I(v) \ R,
d = E(log 2 n); E' = all (newly) picked edges
Flood rumors in Rv along E'-edges for d-hops
add all received rumors to Rv
It is clear by construction that Algorithm 2 correctly solves the 1-local broadcast problem
since a node continues contacting its neighbors until it has received the rumors from all of
them. The next lemma proves that with high probability Algorithm 2 is furthermore very
efficient.
Lemma 2.4.2. With high probability Algorithm 2 takes at most 4 log n iterations and solves
the 1-local broadcast problem in O(log6 n) rounds (or O(log5 n) rounds if only newly picked
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links are used during the flooding).
To proof Lemma 2.4.2 we need the following lemma.
Lemma 2.4.3. Let G be an n-node graph and expansion <b and let T = Q( 1o9n). Suppose
for every vertex v we uniformly sample T neighboring edges (with replacement) and let G'
be the subgraph of G consisting of the union of all selected edges. With high probability G'
has diameter at most T.
Proof. This follows directly from the result of [43] that uniform gossip solves the global
broadcast problem in G in T steps. To see this we note that G' can be seen as the graph of
edges initiated during such a run of the uniform gossip protocol. Furthermore, since each
message travels at most one step in each round and every node learns about all messages
in T steps the graph G' has diameter at most T. O
The result of [43] which we used to prove Lemma 2.4.3 was also used in Section 2.3.3.
Interestingly, it seems much stronger than Lemma 2.4.3 and we suspect that Lemma 2.4.3
itself can be proved using simpler methods. One way would be to use sparsification results
to show that under the specified subsampling any 4D-expander maintains its expansion and
thus also its diameter of O(0fl).
We are now ready to proof Lemma 2.4.2:
Proof. Note that since flooding for d hops is symmetric we have at the beginning of any
iteration i that u has not heard from v yet if and only if v has not heard from u. In
this case we say the edge {u, v} E G is active and we denote the graph of active edges at
the beginning of iteration i with Ki. To prove that logn iterations are sufficient we will
show that with high probability the number of active edges decreases by a factor of 2/3
in every iteration. For this, we apply Lemma 2.3.3 on Ki to get a partitioning of nodes
into subsets that induce <b = 0(1/log n) expanders. The sampling of e(log2 n) uniformly
random new neighbors in Algorithm 1 now directly corresponds to subsampling each of
these expanders in the same way as described in Lemma 2.4.3. From Lemma 2.4.3 we thus
get that with high probability the distance between any two nodes in the same partition
along the newly established links is at most O(log n/<D) = O(log2 n). With high probability
we thus get that any intra-partition edge becomes inactive after flooding for 8(log2 n) hops
along the (newly) selected links. Since Lemma 2.3.3 guarantees that at least a third of
the active edges are intra-partition edges we have established that with high probability
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at most - log2 /3 n2 < 4 log n many iterations are needed. To determine the total running
time we note that each node established at most E(log2 n) new links in each iteration. The
number of total links established by a node is thus at most O(log 3 n). This means we can
run the flooding protocol, i.e., Algorithm 2, with d = e(log2 n) and A = O(log3 n) (or
A = O(log 2 n) if we only use newly established links). The running time for one iteration
is thus O(log5 n) (or O(log4 n)) rounds according to Lemma 2.4.1. Over at most 4logn
iterations this sums up to a total of O(log6 n) (or O(log5 n)) rounds.
2.4.3 Even Simpler and Deterministic Local Broadcast Gossip
In this section we give the simplest description of our deterministic gossip protocol for the
1-local broadcast problem. It is identical to Algorithm 2 presented in the last section except
for the following three simplifications (marked in bold in Algorithm 3):
" Instead of e(log2 n) new edges per round only one new edge is added per node.
" Instead of E(log2 n) hops messages are only flooded for 2 log n hops.
" Most importantly, the new edge(s) are not anymore required to be chosen uniformly
at random but can be chosen in any arbitrary (deterministic) way.
Surprisingly, we will show next that this severely stripped down algorithm still takes only
log n iterations to solve the 1-local broadcast problem (now deterministically and always
instead of with high probability).
As already described, our deterministic gossip protocol does the following for each node
v E V in parallel:
Algorithm 3: Deterministic Gossip
R = v
WHILE F(v) \ Rv f 0
arbitrarily pick one new edge to r(v) \ R,
d = 2 log n; E' = all established links
Flood rumors in R, along E'-edges for d-hops
add all received rumors to R,
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Lemma 2.4.4. Algorithm 3 takes at most log n iterations and solves the 1-local broadcast
problem in at most 2 log3 n rounds.
We first need to define binomial trees for our analysis:
Definition 2.4.5. A binomial tree of order 2' or short i-tree is a rooted depth i tree on
2' nodes that is inductively defined as follows: A 0-tree consists of a single node. For any
i > 0 a i + 1-tree is formed by taking two i-trees, connecting their roots and declaring one
of the roots as the new root.
1-tree
3-tree
Figure 2-2: i-trees for i E {0, 1, 2, 3}.
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0-tree 2-tree
To prove Algorithm 3 efficient we will use a short and simple inductive argument that
for any node that has not terminated at iteration i it is possible to find a i-tree rooted at
it in G. Since i-trees grow exponentially in i this limits the number of iterations to log n.
Lemma 2.4.6. Consider the beginning of any iteration 0 < i < log n in Algorithm 3 and
Hi be the graph of all edges used until then. Suppose there is a node vo with k missing
rumors, that is, FG(VO) \ Ro - {v 1,.. . ,vk}. Then there are k + 1 many i-trees rO,... ,Tk
as subgraphs in Hi rooted at vo, v1,... ,v respectively such that ro is vertex disjoint from Tj
for any 0 < j k.
Proof. We proof the lemma by induction on t. The base case for i = 0 follows directly from
the fact that each node forms its own 0-tree. For the inductive step we assume a vertex
vo which at the beginning of iteration i + 1 < log n is still active. Let uo be the vertex
contacted by vo in iteration i. By induction hypotheses in the beginning of iteration i there
was an i-tree rooted at vo and a vertex disjoint i-tree rooted at uo. These two trees together
with the new edge {vo, uo} form the new i + 1-tree ro in Hi+1.
Next we note that the symmetry of flooding for d hops ensures that whenever an ID a
gets added to Rb the ID b also gets added to Ra. Therefore if FG(vO) \ Ro = {v1,..., Vk} at
the beginning of iteration i+1 it must be that all v E FG(vO)\RO also have vo E FG(vj)\Ro, .
Every node vj E rG(vo) \ Ro was therefore also active at the beginning of round i and must
have chosen an edge to a node u3 . Similarly as done for vo we can find an i + 1-tree r that
consists of the i-trees rooted at v and ug at iteration i and the edge {vj, u3 }. It only remains
to show that ro and rj are node disjoint for all j. Assume for sake of a contradiction that
there is a j such that ro and Tj share a node. In this case there is a path in Hi+1 from vo
to Vj of length at most 2 log n as the depths of both To and rj is at most log n. But Hi+1 is
the graph along which IDs and rumors are flooded for 2 log n hops during iteration i. Thus
vj would be in RO at the beginning of iteration i +1 - this is the desired contradiction that
completes the proof. l
Proof of Lemma 2.4.4. Algorithm 3 correctly solves the 1-local broadcast problem by con-
struction since it keeps contacting new neighbors until it has received the rumors from all
of them. Lemma 2.4.6 furthermore proves that if the protocol is not done after the iteration
log n at the beginning of the next iteration we can find two neighbors that do not know
of each other and two node-disjoint (log n)-trees as subgraphs of G. Since the number of
nodes is n this is impossible and shows that Algorithm 3 performs at most log n iterations.
In each iteration at most one new link is established per node for a total of at most log n
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links. Flooding for d = 2 log n hops in the graph of all established links using Algorithm 2
with A = log n thus takes 2 log2 n rounds. Over log n iteration this accumulates to 2 log 3 n
rounds in total. E
2.4.4 Faster Local Broadcast via Deterministic Tree Gossip
We speed-up our solution for the 1-local broadcast problem by replacing the flooding step
in Algorithm 3. We use two key observations:
" The flooding steps in Algorithm 3 are only performed to ensure that in every iteration
i any node vo picks a new neighbor whose i-tree does not intersect with its own i-tree.
" The structure of these i-trees allows for spreading rumors within the trees faster than
using the round robin flooding procedure.
To better understand the structure of the i-trees constructed in the proof of Lemma 2.4.6
we will give an alternative construction. For any node vo that has not terminated until
iteration i we construct its i-tree ro as follows:
The root of ro is vo and its children are the nodes ui,...,u _1 contacted by vo in the
iterations up to i. For each of these child nodes ug, we then attach as children all nodes
wi,..., wg_1 contacted by node ug' in the iteration up to i'. We continue inductively for
each of these nodes wi" .
It is easy to see that this produces the same i-tree as the one constructed in the proof
of Lemma 2.4.6. In addition to being helpful for our proofs this construction has a nice
interpretation. The i-tree ro in Lemma 2.4.6 can be seen as a witness structure that certifies
and explains why node vo was active until iteration i, namely:
Node vo did not terminate until iteration i because there were the neighbors u1 ,. . . , uj_1
that were active and unknown to vo at time 1 to i -1 respectively resulting in vo contacting
them. Each of these nodes ug' on the other hand was still active and did not contact vo
itself until iteration i' because of its neighbors wi,. .. , wjg_1 that were active and unknown
to ug' at time 1 to i' - 1 respectively resulting in ui contacting them, and so on.
With this interpretation the proof of Lemma 2.4.4 essentially says that Algorithm 3
cannot have an node vo that is still active after log n iterations since any explanation ro for
why it is still active would have to blame more nodes than exist in the network.
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Next we will show how to exploit the structure of these i-trees. The deterministic gossip
protocol that does this performs the following for each node v E V in parallel:
Algorithm 4: Deterministic Tree Gossip
R =v
FORi = 1 UNTIL r(v)\R=0
link to any new neighbor ut E T(v) \ N
R' = v
PUSH: For j = i downto 1:
exchange rumors in R' with ug
add all received rumors to R'
PULL: For j = 1 to i:
exchange rumors in R' with uy
add all received rumors to R'
R" = v
perform PULL, PUSH with R"
R = R'U R"
Remark:
Note that Algorithm 4 does not require knowledge of the network size n. This can also
be achieved in Algorithm 3 if one instead of flooding for 2 log n hops in each iteration only
floods for 2i hops in the ith iteration. This also speeds up the running time by a factor of
two and avoids the guess-and-double strategy remarked in Section 2.2.2 for the case that n
is unknown.
Theorem 2.4.7. Algorithm 4 solves the 1-local broadcast problem in logn iterations and
less than 2(log n + 1)2 rounds.
The proof is essentially the same as for Lemma 2.4.4 except for the use of the following
lemma:
Lemma 2.4.8. Suppose u and v are two nodes that are active at the beginning of iteration
i and that Tu and Tv are their ordered i-trees respectively. Then, after the PUSH exchanges
in iteration i all nodes in sru have learned about u (and all nodes in Tv have learned about
v). Furthermore, if ru and r, are not node disjoint then after the PUSH-PULL exchanges
in iteration i the node u has learned about v (and vice versa).
Proof. We note that by construction all paths from the root u to a any other node in ru
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follow tree edges in decreasing order. During the first PUSH sequence edges are activated
in decreasing order which thus pipelines the rumor of u from the root to all nodes in r,.
Similarly, rumors known to any nodes in ru gets pipelined towards the root u during the
first PULL sequence. The same is true by symmetry for v and -r. Now, if r, and rv share
a node y then y will learn about u and v during the first PUSH sequence of iteration i and
then forward this information to u and v during the first PULL sequence - informing both
nodes about each other. O
Figure 2-3: A 5-tree. The labels on the edges denote at what time they were added. These
edges are activated from low to high during a PUSH exchange and activated from high to
low in a PULL exchange. Note that the path from the root to any node follows edges in
decreasing order.
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Theorem 2.4.7. We use the exact statement as in Lemma 2.4.6 to show that only logn
iterations are performed by Algorithm 4. The first thing to check is that Algorithm 4 still
maintains symmetry with regards to which nodes knows which. This is achieved by the
the fact that the PULL-PUSH sequence of the second part is exactly the reversal of the
PUSH-PULL sequence of the first part of any iteration. As such, if a node v learns about
a node u in the PUSH-PULL sequence of exchanges then u will learn about v during the
PULL-PUSH exchanges and vice versa. By taking R to be the union of R' and R" it is clear
that we indeed get u E Rv if and only if v E R,. The rest of the proof of Lemma 2.4.6 goes
exactly the same except that we relay on Lemma 2.4.8 for the fact that if vo and vi do not
know about each other then their i-trees must be disjoint. This completes the proof that
at most log n iterations are performed. To determine the total number of rounds needed
we note that in the ith iteration exactly 4i exchanges are performed. This leads to a total
round complexity of E" 4i = 2log n(log n + 1). 0
2.5 Natural Gossip Processes and Robustness
In addition to their message and time efficiency gossip algorithm have also been studied
because of their naturalness and robustness.
Unfortunately, while the algorithm in [47] and our first randomized gossip algorithm
deal much better with bottlenecks in the topology than the uniform gossip protocol they
are also much less natural and robust. This holds in particular for the local broadcast algo-
rithm of Section 2.3.3 which crucially relies on a very unnatural reversal step to guarantee
correctness. This algorithm can furthermore fail completely if only one link is temporarily
down in one round or if due to a slight asynchrony the order of two exchanges gets switched.
In this section we show that our improved gossip algorithms and their analysis are
robust and can be seen and phrased as a natural process. The latter is best demonstrated
by considering as an example the following (surprisingly accurate/realistic) social setting:
Interpret nodes as curious but somewhat shy persons that want to know (everything)
about their neighbors but only rarely have the courage to approach a person they know
nothing about; instead they prefer to talk to neighbors they have already approached before
and exchange rumors/information about others.
We will show that our analysis is flexible enough to not just show fast rumor propagation
for our specifically designed algorithms but broadly covers a wide variety of high level
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processes including the one above. In particular for this setting our analysis implies the
following: Rumors spread rapidly in such a social setting as long as a person talks (by a
factor of log2 n) more frequently to a person approached before compared to approaching
a new neighbor (whose rumor is not known). Interestingly, our result is flexible enough to
allow the (social) process according to which nodes choose which new person they find most
approachable at any time to be arbitrarily dependent and complex.
To show the flexibility of our analysis we consider the template given as Algorithm 5.
It is coined in terms of iterations each consisting of a linking step and a propagation step.
Algorithm 5: Gossip Template
REPEAT
link to any neighbor whose rumor is not known
propagate rumors among established links
UNTIL all rumors are known
To analyze this template we introduce some notation: Let R, (t) c r (v) be the neighbors
of node v it knows the IDs and rumors of at the beginning of iteration t. Furthermore let
Gt be the undirected graph that consists of all edges added in the linking procedure. With
this we first show a strong but admittedly relatively technically phrased lemma.
Lemma 2.5.1. Let Tmin be the maximum number of propagation steps it takes for a nodes
u to learn about another node v for which there exists a path of established links of length
at most 2 log n. Furthermore, for any two nodes u, v let Tdiff be the maximum number of
propagation steps it takes from the time that u knows v until v also knows u. With these
two parameters Algorithm 5 takes at most T log n iterations, where T = max{Tiff, Tin}.
Proof. We will only look at links established at iteration i' = 0 mod T. We define Hi to
be subgraph of G consisting of all edges established in these iterations until iteration iT.
We then prove Lemma 2.4.6 for Algorithm 5 exactly as before. That is:
Consider the beginning of any iteration iT for i < log n in Algorithm 5 and any active
node vo. If r(v) \ R = {V1,. ., vk} then there are k+ 1 many t-trees To,..., Tk as subgraphs
in Hi+1 rooted at vO, v 1,..., vk respectively such that To is vertex disjoint from Ti for any
0 < i < k.
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We proof the lemma by induction on i. The base case for i = 0 follows directly from
the fact that each node forms its own 0-tree. For the inductive step we assume a vertex
vo which at the beginning of iteration (i + 1)T for i + 1 < log n is still active. Let no be
the vertex contacted by vo in iteration iT. By induction hypotheses in the beginning of
iteration iT there was a i-tree rooted at vo and a vertex disjoint i-tree rooted at no. These
two trees together with the new edge {u, v} form the new i + 1-tree ro.
All neighbors vi of vo that are in F(v) \ R at beginning of iteration (i + 1)T can not
have know about vo at the beginning of iteration iT since otherwise vo would know about
vi at iteration iT + Tdif f 5 (i + 1)T. They were therefore also active at the beginning of
iteration iT and must have chosen an edge to a node ui. Similarly as done for vo we can
find an i + 1-tree Ti that consists of the i-trees rooted at vi and ui at iteration i and the
edge {vi, ui}. It is clear that To and ri are node disjoint since otherwise there is a path from
vi to vo of length at most sum of the depths of To and ri in Hi+1. This is at most 2 log n
which implies that in the beginning of iteration iT + Tmin 5 (i + 1)T the node vo would
know about vi - a contradiction. El
Remark:
All algorithms presented in this chapter so far keep perfect symmetry of knowledge,
that is, if a node u knows the rumor of v then v also knows the rumor of u. This is
achieved by flooding for exactly d hops or by carefully reversing the sequence in which
edges where chosen. This symmetry is used in all proofs so far. If furthermore turns out to
be crucial for the efficiency of the algorithm of Section 2.3.3: Indeed, [1] gives an example in
which introducing a slight asymmetry increases the running time from poly-logarithmic to
linear. The expander decomposition proof of Section 2.3.3 seems furthermore unsuitable for
extensions to a more asymmetric setting. While our algorithms so far also featured perfect
symmetry Lemma 2.5.1 shows that both our new algorithms and their analyses are robust
enough to relax this requirement significantly.
While Lemma 2.5.1 shows robustness it does not read too natural or close to the informal
description given before. This is remedied by the next two corollaries which give some
examples on how it can be used.
Corollary 2.5.2. Suppose a rumor dies out / looses credibility (i.e., is not forwarded
anymore) after it has been passed around for more than A hops where A > log n. Suppose
also that nodes establish links at least every a steps and talk to each established link at least
every 3 steps. Then the 1-local broadcast completes after at most a3A steps.
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Proof. In this case we get that one iteration corresponds to a steps. We have Tf f = A3
since if u is informed about v then there is a path of length at most A and it takes at most
3 rounds per step until v also knows about u.
Or on an even more concrete example:
Corollary 2.5.3. Suppose a rumor dies out after e(logn) hops. Suppose also that each
node independently chooses with probability p = 1/log2 n to talk to a neighbor it has not
heard from yet and otherwise talks to a random neighbor it has already contacted before. In
this setting the 1-local broadcast stops after T = O(log4 n) iterations with high probability.
Proof. First we note that with high probability every node contacts a new neighbor within
any a = O(log3 n) rounds. Furthermore, with high probability the number of established
neighbors during O(log4 n) rounds is at most O(log 2 n) for every node. Thus, if a path
of established links of lengths at most e(log n) occurs between two node u and v then
after O(log3 n) steps both nodes will have learned from each other with high probability.
According to Lemma 2.5.1 it takes thus at most max{O(log 3 n), (log 3 n)4logn = (log 4 n)
steps to complete the 1-local broadcast. E
Given the above demonstrated flexibility it comes as no surprise that our algorithms are
also naturally robust against various kinds of failures. In particular it is easy to give robust
deterministic algorithms for the k-local broadcast based on Lemma 2.5.1. For example, a
simple round robin flooding procedure (with or without distance labels to prevent rumors
from spreading too far) is naturally robust against any random edge failure rate -Y with only
the necessary 1/(1 - 7)-slowdown. Even adversarial permanent failures merely slow down
the algorithm slightly as they can not cause more harm then preventing progress made in
the iteration the failed edge occurred. We defer the formalization and presentation of these
robustness results and instead point to [65]. There a robust randomized alternative to [1]
is given including proofs for robustness against random temporary and random permanent
node- and edge-failures.
2.6 Simulators and Graph Spanners
Next we generalize our results to arbitrary simulations of LOCAL algorithms in the GOSSIP
model and point out connections to graph spanners, another well-studied subject.
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2.6.1 Fast Local Broadcast in Hereditary Sparse Graphs
First we show that the local broadcast problem can be solved easily if a graph is sparse in
the appropriate sense. In fact we will see that in such graphs it is not even necessary to
exchange information indirectly as done by our local broadcast algorithms so far but merely
exchanging information directly between neighbors suffices. These results will be useful as
a tool to construct the more general simulators in Section 2.6.
As before we will focus on solving the local broadcast problem. One trivial way to solve
this problem is for each node to contact its neighbors directly, e.g., by using a simple round
robin method. This takes at most A time, where A is the maximum-degree of the network.
However, in some cases direct message exchanges work better. One graph that exemplifies
this is the star graph on n nodes. While it takes A - n time to complete a round robin in the
center, after just a single round of message exchanges each leaf has initiated a bidirectional
link to the center and thus exchanged its messages. On the other hand, scheduling edges
cannot be fast on dense graphs with many more edges than nodes. The following lemma
shows that the hereditary density captures how efficient direct message exchanges can be
on a given graph. Let the hereditary density 6 of a graph G be the minimal integer such
that for every subset of nodes S the subgraph induced by S has at most density 6, that is,
at most olS edges.
Lemma 2.6.1. The following holds for a graph G with hereditary density 6:
1. Any schedule of direct message exchanges that solves the local broadcast problem on
G takes at least 6 rounds.
2. There exists a schedule of the edges of G such that each node needs only 26 direct
message exchanges to solve the local broadcast problem.
Proof. Since the hereditary density of G is 6, there is a subset of nodes S C V with at least
olS| edges between nodes in S. In each round, each of the |S nodes is allowed to schedule
at most one message exchange, so a simple pigeonhole principle argument shows that at
least one node needs to initiate at least 6 message exchanges.
For the second claim, we are going to show that for any e > 0 there is an O(e- 1 log n)-
time deterministic distributed algorithm in the LOCAL model that assigns the edges of G
to nodes such that each node is assigned at most 2(1 + e)6 edges. Then letting e go to zero
makes the algorithm inefficient but finishes the existential proof since every node is assigned
at most [26] edges.
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The algorithm runs in phases in which, iteratively, a node takes responsibility for some
of the remaining edges connected to it. All edges that are assigned are then eliminated
and so are nodes that have no unassigned incident edges. In each phase, every node of
degree at most 2(1 + e)6 takes responsibility for all of its incident edges (breaking ties
arbitrarily). At least a 1/(1 + -1) fraction of the remaining nodes fall under this category
in every phase. This is because otherwise, the number of edges in the subgraph would be
more than (|S1 - |11(1 + 1)) (2(1 + e)J)/2 = 1S16, which would contradict the fact that
the hereditary density of the graph equals J. What remains after each phase is an induced
subgraph which, by definition of the hereditary density, continues to have hereditary density
at most 6. The number of remaining nodes thus decreases by a factor of 1 - 1/(1 + -1) in
every phase and it takes at most O(log1+e n) phases until no more nodes remain, at which
point all edges have been assigned to a node. 0
We note that the lower bound of Lemma 2.6.1 is tight in all graphs, that is, the upper
bound of 26 can be improved to 6. Graphs with hereditary density 6, also known as (0, 6)-
sparse graphs, are thus exactly the graphs in which 6 is the minimum number such that
the edges can be oriented to form a directed graph with out-degree at most 6. This in
turn is equivalent to the pseudoarboricity of the graph, that is, the minimum number of
pseudo-forests needed to cover the graph. Due to the matroid structure of pseudo-forests,
the pseudoarboricity can be computed in polynomial time. For our purposes the (non-
distributed) algorithms to compute these optimal direct message exchange schedule are too
slow. Instead, we present a simple and fast algorithm, based on the LOCAL algorithm in
Lemma 2.6.1, which computes a schedule that is within a factor of 2 + e of the optimal. We
note that the algorithm presented here works in the GOSSIP model and furthermore does
not require the hereditary density 6 to be known a priori. The algorithm for an individual
node v is given in Figure 2-4. Its properties are stated in Theorem 2.6.2.
Theorem 2.6.2. The algorithm from Figure 2-4 is a deterministic algorithm that solves
the local broadcast problem in the GOSSIP model using 0(6 log n) rounds, where 6 is the
hereditary density of the underlying topology. During the algorithm, each node initiates at
most 86 exchanges.
Proof. Let 6 be the hereditary density of the underlying topology. We know from the proof
of Lemma 2.6.1 that the algorithm terminates during the for-loop if 6' is at least 46. Thus,
when the algorithm terminates, 6' is at most 86 which is also an upper bound on the number
of neighbors contacted by any node. In the (i + 1)th-to-last iteration of the outer loop, 6' is
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Dire ctExchange:
' = 1
H = 0.
Repeat:
6' = 26'
for 0(log n) rounds do
if |T(v)\ HI '
in the next 6' rounds exchange messages with all neighbors in F(v) \ H
terminate
else
wait for 6' rounds
H = subset of neighbors in P(v) node v has exchanged messages with.
Figure 2-4: Local broadcast gossip algorithm for hereditary sparse graphs.
at most 86/2', and the running time for this phase is thus at most 85/2' -log n. Summing
up over these powers of 2 results in a total of at most 6 - 0(log n) rounds. 0
2.6.2 Simulators and Graph Spanners
In this section we look at the connections between local broadcast gossip algorithms and
simulators for the LOCAL model. For this we recall that we defined the local broadcast
problem exactly in such a way that it simulates in the GOSSIP model what is done in one
round of the LOCAL model. With our solutions, that is, local broadcast gossip algorithms
running in O(6 log n) and 0(log2 n) rounds, it is obvious that we can now easily convert
any T-round algorithm for the LOCAL model to an algorithm in the GOSSIP model by
simply applying the local broadcast algorithm T times. In the case of the DirectExchange
algorithm we can do even better. While it takes 0(6 log n) rounds to compute a good
scheduling, once it is known it can be reused and each node can simply exchange messages
with the same 0(6) nodes without incurring an additional overhead. Thus, simulating the
second and any further rounds can be easily done in 0(6) rounds in the GOSSIP model.
This means that any algorithm that takes O(T) rounds to complete in the LOCAL model
can be converted to an algorithm that takes O(6T +6 log n) rounds in the GOSSIP model.
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We call this a simulation and define simulators formally as follows.
Definition 2.6.3. An (a,/3) -simulator is a way to transform any algorithm A in the
LOCAL model to an algorithm A' in the GOSSIP model such that A' computes the same
output as A and if A takes O(T) rounds then A' takes at most O(aT + 3) rounds.
Phrasing our results from Section 2.4.4, and Section 2.6.1 in terms of simulators we get
the following corollary.
Corollary 2.6.4. For a graph G of n nodes, hereditary density 6, and maximum degree
A, the following hold: (a) There is a randomized (log n, log 2 n)-simulator. (b) There is a
deterministic (A, 0)-simulator. (c) There is a deterministic (0(6), O(6 log n))-simulator.
Note that simulating any computation that requires many rounds in the LOCAL model
via the (0(6), O(6 log n))-simulator is a log n-factor faster than repeatedly applying the
DirectExchange algorithm. This raises the question whether we can similarly improve our
(log 3 n, 0)-simulator to obtain a smaller multiplicative overhead for the simulation.
What we would need for this is to compute, e.g., using one of our local broadcast
algorithms, a schedule that can then be repeated to exchange messages between every node
and its neighbors. What we are essentially asking for is a short sequence of neighbors for
each node over which each node can indirectly get in contact with all its neighbors. Note
that any such schedule of length t must at least fulfill the property that the union of all edges
used by any node is connected (if the original graph G is connected) and even more that
each node is connected to all its neighbors via a path of length at most t. Subgraphs with
this property are called spanners. Spanners are well-studied objects, due to their extremely
useful property that they approximately preserve distances while potentially being much
sparser than the original graph. The quality of a spanner is described by two parameters,
its number of edges and its stretch, which measures how well it preserves distances.
Definition 2.6.5 (Spanners). A subgraph S = (V, E') of a graph G = (V, E) is called an
(a,/3)-stretch spanner if any two nodes u, v with distance d in G have distance at most
ad +,B in S.
From the discussion above it is also clear that any solution to the local broadcast problem
in the GOSSIP model also computes a spanner as a byproduct.
Lemma 2.6.6. If A is an algorithm in the GOSSIP model that solves the local broadcast
problem in any graph G in T rounds then this algorithm can be used to compute a (T, 0)-
stretch spanner with hereditary density T in O(T) rounds in the GOSSIP model.
70
Using this on with our deterministic tree gossip algorithm from Section 2.4.4 implies
a construction of a spanner with (log 2 n, 0)-stretch and log 2 n-density. In this case it is
in fact easy to see that the spanner given by the last iteration is a (log n, 0)-stretch and
log n-density spanner, proving Theorem 2.1.3. We note that the parameters of this spanner
are nearly optimal (e.g., the best achievable stretch for this density is 8(log n/log log n)).
Furthermore, our construction has the interesting property that the number of messages
exchanged during the algorithm is at most O(n log2 n), whereas all prior algorithms rely
on the broadcast nature of the LOCAL model and therefore use already 0(n 2 ) messages in
one round on a dense graph.
Lemma 2.6.6 furthermore implies a nearly logarithmic lower bound on the time that
is needed in the GOSSIP model to solve the local broadcast problem since a significantly
sub-logarithmic simulator would imply the existence of a too good spanner:
Corollary 2.6.7. For any algorithm in the GOSSIP model that solves the local broadcast
problem there is a graph G on n nodes on which this algorithm takes at least Q( )
rounds.
Proof. Assume an algorithm takes at most T(n) rounds on any graph with n nodes. The
edges used by the algorithm form a T(n)-stretch spanner with density T(n), as stated in
Lemma 2.6.6. For values of T(n) which are too small it is known that such spanners do
not exist [66]. More specifically it is known that there are graphs with n nodes, density
at least 1/4ni/r and girth r, that is, the length of the smallest cycle is r. In such a graph
any (r - 2)-stretch spanner has to be the original graph itself, since removing a single edge
causes its end-points to have distance at least r - 1, and thus the spanner also have density
1/4n1 /'. Therefore T(n) ;_ argminr{r - 2, 1/4n1 /r} = QlOff"). O
Interestingly, it is not only the case that efficient simulators imply good spanners but the
next theorem shows as a converse that good existing spanner constructions for the LOCAL
model can be used to improve the performance of simulators.
Theorem 2.6.8. If there is an algorithm that computes an (O, 3)-stretch spanner with
hereditary density 6 in O(T) rounds in the LOCAL model then this can be combined with
an (a', 3')-simulator to an (a6, Ta' + 3' + 6 log n + 5,3)-simulator.
Proof. For simplicity we first assume that 3 = 0, that is, the spanner S computed by the
algorithm in the LOCAL model has purely multiplicative stretch a and hereditary density
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6. Our strategy is simple: We are first going to compute the good spanner by simulating
the spanner creation algorithm from the LOCAL model using the given simulator. This
takes Ta' + #' rounds in the GOSSIP model. Once this spanner S is computed we are
only going to communicate via the edges in this spanner. Note that for any node there is a
path of length at most a to any of its neighbors. Thus if we perform a rounds of LOCAL
-flooding rounds in which each node forwards all messages it knows of to all its neighbors
in S each node obtains the messages of all its neighbors in G. This corresponds exactly to
a local broadcast in G. Therefore if we want to simulate T' rounds of an algorithm A in the
LOCAL model on G we can alternatively perform aT' LOCAL computation rounds on S
while doing the LOCAL computations of A every a rounds. This is a computation in the
LOCAL model but on a sparse graph. We are therefore going to use the (0(6), O(6log n))-
simulator from Corollary 2.6.4 to simulate this computation which takes O(6aT'+ 6 log n)
rounds in the GOSSIP model. Putting this together with the Ta'+3' rounds it takes to
compute the spanner S we end up with 6aT'+ 6 log n + Ta'+ 3' rounds in total.
In general (for example, for 3 > a) it is not possible (see, e.g., Corollary 2.6.7) to
simulate the LOCAL algorithm step by step. Instead we rely on the fact that any LOCAL
computation over T rounds can be performed by each node first gathering information
of all nodes in a T-neighborhood and then doing LOCAL computations to determine the
output. For this all nodes simply include all their initial knowledge (and for a randomized
algorithm all the random bits they might use throughout the algorithm) in a message and
flood this in T rounds to all node in their T-neighborhood. Because a node now knows all
information that can influence its output over a T-round computation it can now locally
simulate the algorithm for itself and its neighbors to the extend that its output can be
determined. Having this we simulate the transformed algorithm as before: We first pre-
compute S in Ta'+ #' time and then simulate the T' rounds of flooding in G by performing
aT' + rounds of LOCAL -flooding in S. Using the (0(6), 0(5 log n))-simulator this takes
0(5(aT' +3) + 6 log n) rounds in the GOSSIP model. 0
We demonstrate how this idea can be used in a repeated bootstrapping process to
construct a range of different simulators. For demonstration purposes the next lemma uses
only our first 0(log3 n) randomized gossip algorithm (note that the first two spanners are
superseded by our simplified deterministic (log 2 n, log n)-simulator.
Corollary 2.6.9. There is a (2 1og* "log n, log4 n) -simulator, a (log n, 2 1og* log 4 n) -
simulator and an (0(1), log 0 (1 ) n)-simulator.
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f* Fast 1-Local Broadcast E1
Better Spanners Fast LOCAL-Simulator
t = Fast Spanner Construction
Figure 2-5: Repeated Bootstrapping between Simulators and Graph Spanner Constructions
Proof. We are going to construct the simulators with increasingly better multiplicative
overhead by applying Theorem 2.6.8 to existing spanner constructions [67, 68, 69, 70] for
the LOCAL model. We first construct a (log 2 n, log 4 n)-simulator by combining our new
(log 3 n, 0)-simulator with the deterministic spanner construction in [67]. The construction
in [67] takes O(log n) rounds in the LOCAL model and adds at most one edge to each node
per round. Using a = T = 5 = O(log n), a' = log 3 n and # = 3' = 0 in Theorem 2.6.8 gives
the desired (log2 n, log 4 n)-simulator. Having this simulator, we can use [68] to improve the
multiplicative overhead while keeping the additive simulation overhead the same. In [68]
an a = (21og* n log n)-stretch spanner with constant hereditary density 6 = 0(1) is con-
structed in T - O( 2 1,g* n log n)-time in the LOCAL model. Using these parameters and the
(log 2 n, log4 n)-simulator in Theorem 2.6.8 leads to the strictly better (210* " log n, log
4 n)-
simulator claimed here. Having this simulator, we can use it with the randomized spanner
construction in [69]. There, an a-stretch spanner, with a = 0(log n), is constructed in
T = O(log3 n)-time in the LOCAL model by extracting a subgraph with O(log n) girth. Such
a graph has constant hereditary density 6 = 0(1), as argued in [66]. Using these parameters
and the (2 10* log n, log 4 n)-simulator in Theorem 2.6.8 leads to the (log n, 2 1*g* log
4 n)-
simulator. Finally, we can use any of these simulators together with the nearly-additive
(5 + E, log0 (1 ) n)-spanner construction from [70] to obtain our last simulator. It is easy
to verify that the randomized construction named ADios1 og" in [70] can be computed in
a distributed fashion in the LOCAL model in log0 (1) n time and has hereditary density
6 = 0(1). This together with any of the previous simulators and Theorem 2.6.8 results in
an (0(1), log0 (1) n)-simulator. 0
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The (0(1), log0 (1 ) n)-simulator also implies our two last main results, Theorem 2.1.4
and Theorem 2.1.5.
2.7 Conclusion
In this chapter we studied how efficiently a multicast or any other global computation
can be performed in the GOSSIP model of communication that restricts nodes to initiate
at most one communication per round. We designed gossip algorithms that efficiently
identify and communicate over bottlenecks in an unknown topology. Our algorithms are
the first gossip algorithms that are (poly-logarithmically) fast on any topology (with poly-
logarithmic diameter) irrespectively of the conductance. In fact, one of our algorithms solves
the global broadcast problem in O(D + log0 (1 ) n) rounds on any network with diameter D.
Prior to this work no gossip algorithm could beat the trivial linear time algorithm for general
topologies.
We also identify interesting connections between graph spanner, simulators for the
LOCAL model and gossip algorithms. One (of many) implication of these connections is
that any algorithm T-round algorithm in the LOCAL model can be simulated in O(min{T+
log 0 (1) n, T log n + log2 n}) rounds in the GOSSIP model. We thus prove that these two
models of distributed computation are equivalent up to a small additive poly-logarithmic
term.
We also presented the first efficient deterministic gossip algorithm for the rumor spread-
ing problem and the k-local broadcast problem. In addition to showing that all random
choices of a certain gossip algorithm can be replaced by arbitrary deterministic choices
our deterministic algorithms are also much simpler, more robust, more natural and with a
running time of 2(k log n + log 2 n) faster than our randomized algorithms in many settings.
One interesting question that remains is whether the running time of O(log2 n) for the
1-local broadcast problem (or the log n-local broadcast problem) can be improved. While
we believe that our running time is optimal at least for deterministic algorithms we could
not prove such a lower bound. One direction for proving lower bounds even for randomized
algorithms would be to use the connections to spanners given in [1]. In particular any gossip
algorithm solving, e.g., the log n-local broadcast problem in T = log1+5 n rounds implies the
existence of an (a,#/)-spanner with a = e(logj n) and # = logl+3 n with density n log1+5 n.
No spanner of such quality is known to exist for 6 < 1 [70].
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Another question is whether the message size requirement can be reduced. While, as
remarked in Section 2.2, this is not reasonable to ask for in the local broadcast problem
itself the trivial information argument does not apply to the bit complexity for discovering
a sparse spanner via a gossip algorithm. Nevertheless, reducing the message size seems like
a hard and quite possibly impossible task.
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Chapter 3
Resource Discovery via Gossip
3.1 Introduction
Many large-scale, real-world networks such as peer-to-peer networks, the Web, and social
networks are highly dynamic with continuously changing topologies. The evolution of the
network as a whole is typically determined by the decentralized behavior of nodes, i.e., the
local topological changes made by the individual nodes (e.g., adding edges between neigh-
bors). Understanding the dynamics of such local processes is critical for both analyzing the
underlying stochastic phenomena, e.g., in the emergence of structures in social networks,
the Web and other real-world networks [71, 72, 73], and designing practical algorithms for
associated algorithmic problems, e.g., in resource discovery in distributed networks [74, 75]
or in the analysis of algorithms for the Web [76, 77]. In this chapter, we study the dynamics
of network evolution that result from local gossip-style processes. Gossip-based processes
have recently received significant attention because of their simplicity of implementation,
scalability to large network size, and robustness to frequent network topology changes; see,
e.g., [50, 56, 78, 79, 80, 81, 82, 83, 84, 85, 86] and the references therein. In particular,
gossip-based protocols have been used to efficiently and robustly construct various overlay
topologies dynamically in a fully decentralized manner [85]. In a local gossip-based algo-
rithm (e.g., [82]), each node exchanges information with a small number of randomly chosen
neighbors in each round. The randomness inherent in the gossip-based protocols naturally
provides robustness, simplicity, and scalability. While many of the recent theoretical gossip-
based work (including those on rumor spreading), especially, the push-pull type algorithms
([50, 51, 52, 82, 87, 88]) focus on analyzing various gossip-based tasks on static graphs,
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a key feature of this work is rigorously analyzing a gossip-based process in a dynamically
changing graph.
We present two illustrative application domains for our study. First, consider a P2P
network, where nodes (computers or end-hosts with IDs/IP addresses) can communicate
only with nodes whose IP address are known to them. A basic building block of such
a dynamic distributed network is to efficiently discover the IP addresses of all nodes that
currently exist in the network. This task, called resource discovery [74], is a vital mechanism
in a dynamic distributed network with many applications [74, 89]: when many nodes in the
system want to interact and cooperate they need a mechanism to discover the existence
of one another. Resource discovery is typically done using a local mechanism [74]; in each
round nodes discover other nodes and this changes the resulting network - new edges are
added between the nodes that discovered each other. As the process proceeds, the graph
becomes denser and denser and will finally result in a complete graph. Such a process was
first studied in [74] which showed that a simple randomized process is enough to guarantee
almost-optimal time bounds for the time taken for the entire graph to become complete
(i.e., for all nodes to discover all other nodes). Their randomized Name Dropper algorithm
operates as follows: in each round, each node chooses a random neighbor and sends all the
IP addresses it knows. Note that while this process is also gossip-based the information sent
by a node to its neighbor can be extremely large (i.e., of size Q(n)). More recently, self-
stabilization protocols have been designed for constructing and maintaining P2P overlay
networks e.g, [90, 91]. These protocols guarantee convergence to a desired overlay topology
(e.g., the SKIP+ graph) starting from any arbitrary topology via local checking and repair.
For example, the self-stabilizing protocol of [90] proceeds by continuously discovering new
neighbors (via transitive closure) till a complete graph is formed. Then the repair process
is initiated. This can also be considered as a local gossip-based process in an underlying
virtual graph with changing (added) edges. In both the above examples, the assumption
is that the starting graph is arbitrary but (at least) weakly connected. The gossip-based
processes that we study also have the same goal - starting from an arbitrary connected
graph, each node discovers all nodes as quickly as possible - in a setting where individual
message sizes are small (O(log n) bits).
Second, in social networks, nodes (people) discover new nodes through exchanging con-
tacts with their neighbors (friends). Discovery of new nodes changes the underlying network
- new edges are added to the network - and the process continues in the changed network.
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For example, consider the LinkedIn network', a large social network of professionals on the
Web. The nodes of the network represent people and edges are added between people who
directly know each other - between direct contacts. Edges are generally undirected, but
LinkedIn also allows directed edges, where only one node is in the contact list of another
node. LinkedIn allows two mechanisms to discover new contacts. The first can be thought
of as a triangulation process (see Figure 3-1(a)): A person can introduce two of his friends
that could benefit from knowing each other - he can mutually introduce them by giving
their contacts. The second can be thought of as a two-hop process (see Figure 3-1(b)): If
you want to acquire a new contact then you can use a shared (mutual) neighbor to intro-
duce yourself to this contact; i.e., the new contact has to be a two-hop neighbor of yours.
Both the processes can be modeled via gossip in a natural way (as we do shortly below)
and the resulting evolution of the network can be studied: e.g., how and when do clusters
emerge? how does the diameter change with time? In the social network context, our study
focuses on the following question: how long does it take for all the nodes in a connected
induced subgraph of the network to discover all the nodes in the subgraph? This is useful
in scenarios where members of a social group, e.g., alumni of a school, members of a club,
discover all members of the group through local gossip operations.
Gossip-based discovery. Motivated directly by the above applications, we analyze two
lightweight, randomized gossip-based discovery processes. We assume that we start with
an arbitrary undirected connected graph and the process proceeds in synchronous rounds.
Communication among nodes occurs only through edges in the network. We further assume
that the size of each message sent by a node in a round is at most O(log n) bits, i.e., the
size of an ID.
1. Push discovery (triangulation): In each round, each node chooses two random neighbors
and connects them by "pushing" their mutual information to each other. In other
words, each node adds an undirected edge between two of its random neighbors; if
the two neighbors are already connected, then this does not create any new edge.
Note that this process, which is illustrated in Figure 3-1(a), is completely local. To
execute the process, a node only needs to know its neighbors; in particular, no two-hop
information is needed. Note that this is similar in spirit to the triangulation procedure
of Linkedin described earlier, i.e., a node completes a triangle with two of its chosen
neighbors. 2
lhttp://www.linkedin.com.
2However, we note that in our process the two neighbors are chosen randomly, unlike in LinkedIn.
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(a) (b)
Probability 1 Probability 1/3 Probability 2/3
(C)
Figure 3-1: (a) Push discovery or triangulation process. (b) Pull discovery or two-hop walk
process. (c) Non-monotonicity of the triangulation process - the expected convergence time
for the 4-edge graph exceeds that for the 3-edge subgraph.
2. Pull discovery (two-hop walk): In each round, each node connects itself to a random
neighbor of a neighbor chosen uniformly at random, by "pulling" a random neighbor-
ing ID from a random neighbor. Alternatively, one can think of each node doing a
two-hop random walk and connecting to its destination. This process, illustrated in
Figure 3-1(b), can also be executed locally: a node simply asks one of its neighbors v
for an ID of one of v's neighbors and then adds an undirected edge to the received con-
tact. Note that this is similar in spirit to the two-hop procedure of LinkedIn described
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Both the above processes are local in the sense that each node only communicates with
its neighbors in any round, and lightweight in the sense that the amortized work done per
node is only a constant per round. Both processes are also easy to implement and generally
oblivious to the current topology structure, changes or failures. It is interesting also to
consider variants of the above processes in directed graphs. In particular, we study the two-
hop walk process which naturally generalizes in directed graphs: each node does a two-hop
directed random walk and adds a directed edge to its destination. We are mainly interested
in the time taken by the process to converge to the transitive closure of the initial graph,
i.e., till no more new edges can be added.
Our results. Our main contribution is an analysis of the above gossip-based discovery
processes in both undirected and directed graphs. In particular, we show the following
results (the precise theorem statements are in the respective sections.)
* Undirected graphs: In Sections 3.3 and 3.4, we show that for any undirected n-node
graph, both the push and the pull discovery processes converge in O(n log2 n) rounds
with high probability. We also show that £(n log n) is a lower bound on the number
of rounds needed for almost any n-node graph. Hence our analysis is tight to within a
logarithmic factor. Our results also apply when we require only a subset of nodes to
converge. In particular, consider a subset of k nodes that induce a connected subgraph
and run the gossip-based process restricted to this subgraph. Then by just applying our
results to this subgraph, we immediately obtain that it will take O(k log 2 k) rounds,
with high probability (in terms of k), for all the nodes in the subset to converge to a
complete subgraph. As discussed above, such a result is applicable in social network
scenarios where all nodes in a subset of network nodes discover one another through
gossip-based processes.
" Directed graphs: In Section 3.5, we show that the pull process takes O(n 2 log n)
time for any n-node directed graph, with high probability. We show a matching lower
bound for weakly connected graphs, and an Q(n 2) lower bound for strongly connected
directed graphs. Our analysis indicates that the directionality of edges can greatly
impede the resource discovery process.
3 Again, one difference is that in the process we analyze the particular each node in the two-hop walk is
chosen uniformly at random from the appropriate neighborhood.
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Applications. The gossip-based discovery processes we study are directly motivated by
the two scenarios outlined above, namely algorithms for resource discovery in distributed
networks and analyzing how discovery process affects the evolution of social networks. Since
our processes are simple, lightweight, and easy to implement, they can be used for resource
discovery in distributed networks. The Name Dropper discovery algorithm has been ap-
plied to content delivery systems[74]. As mentioned earlier, Name Dropper and other prior
algorithms for the discovery problem [74, 75, 89, 92] complete in poly-logarithmic num-
ber of rounds (O(log2 n) or O(logn)), but may transfer 0(n) bits per edge per round.
As a result, they may not be scalable for bandwidth and resource-constrained networks
(e.g., peer-to-peer, mobile, or sensor networks). One approach to use these algorithms in
a bandwidth-limited setting (O(log n)-bits per message) is to spread the transfer of long
messages over a linear number of rounds, but this requires coordination and maintaining
state. In contrast, the "stateless" nature of the gossip processes we study and the fact that
the results apply to any initial graph make the process attractive in unpredictable environ-
ments. Our analyses can also give insight into the growth of real-social networks such as
LinkedIn, Twitter, or Facebook, that grow in a decentralized way by the local actions of
the individual nodes. In addition to the application of discovering all members of a group,
analyses of the processes such as the ones we study can help analyze both short-term and
long-term evolution of social networks. In particular, it can help in predicting the sizes of
the immediate neighbors as well as the sizes of the second and third-degree neighbors (these
are listed for every node in Linkedln). An estimate of these can help in designing efficient
algorithms and data structures to search and navigate the social network.
Technical contributions. Our main technical contribution is a probabilistic analysis of
localized gossip-based discovery in arbitrary networks. While our processes can be viewed
as graph-based coupon collection processes, one significant distinction with past work in
this area [93, 94, 95] is that the graphs in our processes are constantly changing. The
dynamics and locality inherent in our process introduces nontrivial dependencies, which
makes it difficult to characterize the network as it evolves. A further challenge is posed by
the fact that the expected convergence time for the two processes is not monotonic; that
is, the processes may take longer to converge starting from a graph G than starting from
a subgraph H of G. Figure 3-1(c) presents a small example illustrating this phenomenon.
This seemingly counter-intuitive phenomenon is, however, not surprising considering the
fact that the cover time of random walks also share a similar property. One consequence of
these hurdles is that analyzing the convergence time for even highly specialized or regular
graphs is challenging since the probability distributions of the intermediate graphs are
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hard to specify. Our lower bound analysis for a specific strongly connected directed graph
in Theorem 3.5.2 illustrates some of the challenges. In our main upper bound results
(Theorems 3.3.6 and 3.4.3), we overcome these technical difficulties by presenting a uniform
analysis for all graphs, in which we study different local neighborhood structures and show
how each leads to rapid growth in the minimum degree of the graph.
3.2 Preliminaries
In this section, we define the notations used in our proofs, and prove some common lemmas
for Section 3.3 and Section 3.4. Let G denote a connected graph, d(u) denote the degree
of node u, and Ni(u) denote the set of nodes that are at distance i from u. Let 6 denote
the minimum degree of G. We note that G, d(u), and N t (u) all change with time, and are,
in fact, random variables. For any non-negative integer t, we use subscript t to denote the
random variable at the start of round t; for example Gt refers to the graph at the start of
round t. For convenience, we list the notations in Table 3.1.
Table 3.1: Notation table
Notation Description
ot minimum degree of graph Gt
Nt (u) set of nodes that are at distance i from u in Gt
Nt (u) number of nodes in N1 (u)
dt (u) degree of node u in Gt
dt (u, Nt (v)) number of edges from u to nodes in Nt (v), i.e., degree induced on Nt (v)
We state two lemmas that are used in the proofs in Section 3.3 and Section 3.4. Lemma
3.2.1 gives a lower bound on the number of neighbors within distance 4 for any node u in
Gt while Lemma 3.2.2 is a standard analysis of a sequence of Bernoulli experiments and
can be proved by a direct coupon collector argument or using a Chernoff bound.
Lemma 3.2.1. |U! 1 Nt (u)| min {26t, n - 1} for all u in Gt.
Proof. If Nt3 (u) is not an empty set, consider a node v E Nt (u). Since dt (v) 6t, we have
that IUZ- 2 Nt (u) 6 . It furthermore holds that |Nt (u) I 6 because dt (u) > 6t. We
also know Nj~ (u) and u- 2 N (u) are disjoint. Thus, IU4 1Nt (u)| > 26t.
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If, on the other hand, N3 (u) is an empty set, then NI (u) U Nt (u) = n - 1 because Gt
is connected. Thus |U 1 Nt (u) = n -1. Combining the the above two cases completes the
proof. 0
Lemma 3.2.2. Consider k Bernoulli experiments, in which the success probability of the
ith experiment is at least i/m where m > k. If Xi denotes the number of trials needed for
experiment i to output a success and X = > Xi, then P [X > (c+ 1)mlnm] is less than
1/mc.
Proof. Since X only increases with k, with out loss of generality assume that k = m. Now
we can view this as coupon collector problem [96] where Xm+1-i is the number of steps
to collect the ith coupon. Consider the probability of not obtaining the ith coupon after
(c + 1)n ln n steps. This probability is
(c+)nlnn 1
1 - -)c1flIn<e-(c+1)In n _ c
n nc+1
By union bound, the probability that some coupon has not been collected after (c+ 1)n In n
steps is less than 1/nc. And this completes the proof of this lemma.
3.3 The Triangulation Process
In this section, we analyze the triangulation process on undirected connected graphs, which
is described by the following simple iteration: In each round, for each node u, we add
edge (v, w) where v and w are drawn uniformly at random from NI (u). The triangulation
process yields the following push-based resource discovery protocol. In each round, each
node u introduces two random neighbors v and w to one another. The main result of this
section is that the triangulation process transforms an arbitrary connected n-node graph
to a complete graph in O(n log 2 n) rounds with high probability. We also establish an
Q(n log n) lower bound on the triangulation process for almost all n-node graphs.
3.3.1 Upper Bound
We obtain the O(n log 2 n) upper bound by proving that the minimum degree of the graph
increases by a constant factor (or equals n - 1) in O(n log n) steps. Towards this objective,
we study how the neighbors of a given node connect to the two-hop neighbors of the node.
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We say that a node v is weakly tied to a set of nodes S if v has less than 6o/2 edges to
S (i.e., dt (v, S) < 6o/2), and strongly tied to S if v has at least Jo/2 edges to S (i.e.,
dt (v, S) 2 6o/2). (Recall that J0 is the minimum degree at start of round 0.)
Lemma 3.3.1. If O < dt (u) < (1 + 1/4)o and w E Nt (u) is strongly tied to N? (u), then
the probability that u connects to a node in N? (u) through w in round t is at least 2/(7n).
Proof. Since w is strongly tied to N? (u), dt (w, N? (u)) 6o/2. Therefore, the probability
that u connects to a node in N? (u) through w in round t is
de(w, N?(u)) 1 d 2 (w,N(u)) 1 d (w,N?(u)) 1
d (w ) dt (w) - d (w) n - Nt (u)| + dt (w, Nt (u)) n
dt (w, N? (u)) 1 6o/2 1 2
-(1 + 1/4)60 + dt (w, Nt2 (u)) n ~(1 + 1/4)O + 6o/2 n 7n
Lemma 3.3.2. If Jo <; dt (u) < (1 + 1/4)6o, w E No (u) is weakly tied to N? (u), and
v E N2 (u) n NOJ (w), then the probability that u connects to v through w in round t is at
least 1/(463).
Proof. Since w is weakly tied to N? (u) and dt (w), is at most INt (u) I + dt (w, N? (u)), we
obtain that dt (w) is at most (1 + 1/4)6o + 60/ 2 . Therefore, the probability that u connects
to v through w in round t is
1 1 1 1
de (w) ((1+ 1/4)60 + 0/2) (760/4) 430
For analyzing the growth in the degree of a node u, we consider two overlapping cases.
The first case is when more than Jo/4 nodes of Nt (u) are strongly tied to N? (u), and the
second is when less than 6o/3 nodes of Ntl (u) are strongly tied to N? (u). The analysis for
the first case is relatively straightforward: when several neighbors of a node u are strongly
tied to u's two-hop neighbors, then their triangulation steps connect u to a large fraction
of these two-hop neighbors.
Lemma 3.3.3 (When several neighbors are strongly tied to two-hop neighbors).
There exists a T = O(n log n) such that if more than oo/4 nodes in Nt' (u) are strongly tied to
N? (u) for all t < T, then with probability at least 1 - 1/n 2 it holds that dT (u) (1 + 1/4)60.
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Lemma 7: When all neighbors are Lemma 6: When many neighbors are weakly Lemma5: When aeveral neighbors are
weakly tied to twa-hop neishtorog tied to two-hap neighbors. But ther ats stronl led to two-hop neighbors.
one strongly ied to two-hop neighbors.
Figure 3-2: This figure illustrates the different cases and relations between lemmas used in the
proof of Theorem 3.3.6. The shaded nodes in Nj (u) are strongly tied to N2 (u). Others are weakly
tied to Nt (u).
Proof. If at any round t < T, dt (u) > (1 + 1/4) 5o, then the claim of the lemma holds. In
the remainder of this proof, we assume dt (u) < (1 + 1/4) o for all t < T. Let w E N' (u)
be a node that is strongly tied to N2 (u). By Lemma 3.3.1 we know that
P [u connects to a node in N 2 (u) through w in round t] > 2 > 1Lg 
- 7n 6n
We have more than oo/4 such w's in N (u), each of which independently executes a trian-
gulation step in any given round. Consider a run of Ti = 72n In n/60 rounds. This implies
at least 18n ln n attempts to add an edge between u and a node in N? (u). Thus,
P [u connects to a node in N2 (u) after Ti rounds] > 
1 - 1 )18nlnn
t (1 6n
> 1 - e-31nn
1
If a node that is two hops away from u becomes a neighbor of u by round t, it is no longer
in N2 (u). Therefore, in T = Tio/4 = O(n log n) rounds, u will connect to at least 60/4
new nodes with probability at least 1 - 1/n 2 , i.e., dT (u) ;> (1 + 1/4) Jo. O
We next consider the second case where less than 50/3 neighbors of a given node u are
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strongly tied to the two-hop neighborhood of u. This case is more challenging since the
neighbors of u that are weakly tied may not contribute many new edges to u. We break the
analysis of this part into two sub-cases based on whether there is at least one neighbor of
u that is strongly tied to N (u). Figure 3-2 illustrates the different cases and lemmas used
in the proof of Theorem 3.3.6.
Lemma 3.3.4 (When few neighbors are strongly tied to two-hop neighbors).
There exists T = O(n log n) such that if less than 6o/3 nodes in N' (u) are strongly tied to
N? (u) for all t < T, and there exists a node vo E No (u) that is strongly tied to NO (u),
then dT (u) (1 + 1/8) Jo with probability at least 1 - 1/n 2 .
Proof. If at any point t < T, dT (u) > (1 + 1/8) 6o, then the claim of the lemma holds. In
the remainder of this proof, we assume dT (u) < (1 + 1/8) 6o for all t < T. Let S denote
the set of vo's neighbors in N? (u) which are strongly tied to Nt' (u) at round t, W denote
the set of vo's neighbors in N? (u) which are weakly tied to Nt' (u) at round t.
Consider any node v in 3o. Less than 5o/3 nodes in Nt (u) are strongly tied to N? (u),
thus more than 5o/2 - 6O/3 = 60/6 neighbors of v in Nt' (u) are weakly tied to N? (u). Let
w be one such weakly tied node. By Lemma 3.3.2, the probability that u connects to v
through w in round t is at least 1/(450). We have at least 6o/6 such w's, each of which
executes a triangulation step each round. Consider T = 7265 ln n rounds of the process.
Then the probability that u connects to v in T rounds is at least
1 - 1 - -- )252 1 - e-31nn=1-1
4602 n3
Thus, if |Sti 60/8, in an additional O(nlogn) rounds, dT (U) 2 (1+1/8)60 with probability
at least 1 - 1/n 2
Therefore, in the remainder of the proof we consider the case where IS < 6o/8. Define
R? = R1 U WP, RO = WOO. If at least So/8 nodes in R are connected to u at any time,
then the claim of the lemma holds. Thus, in the following we consider the case where
IR f N1' (u) I < 6o/8. From the definition of R, we can derive
IRo I |W0o| = dt (vo, N2 (u)) - ISoI d (vo, Nt2 (u)) - Jo /8
At round 0, vo is strongly tied to N2 (u), i.e., do (Vo, N2 (u)) 60/2. Since 60 <; dt (u) <
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(1 + 1/8)6o, we have
dt (vo, N? (u)) dt (vo, No2 (u)) -6o/8 > 3 6o/ 8
Let ei denote the event {u connects to a node in Rto \ Nt (u) through vo in round t}.
|R \ Nt (u)I 1
IP[e1] = dt (vo) dt (vo)
|R? -|R? n Nt (u)| 1
dt (vo) n
|R?| -6o/8
- |Nt (u)|I+ dt (vo, Nt2 (u))
36/8 - J0/8 -60/8 1
-Nt (u)I+ 36o/8 n
12n
|R |-IR? n N (u)| 1
dt (vo) dt (vo)
_ |R?| -|R? n Nt (u)I 1
N I(u)I + d (vo, N? (u)) n
1 dt (vo, N? (u)) - 6o/8 - Jo/8 1
n - |Nk (u)I+dt (vo, N? (u)) n
30/8 -60/8 -60/8 1
(1 + 1/8)6 0 + 36 0/8 n
Let X 1 be the number of rounds it takes for el to occur. When el occurs, let vi denote a
witness for ei; i.e., if we use X1 to denote the round at which ei occurs, then let vi denote
a node in R, \ N 1, (u) to which u connects through vo in round X1. Since vi is in ROX,
it is also in Wt, for some ti Xi; therefore, vi is strongly tied to Nt, (u) n Nt, (u). If
dt (vi, N? (u)) < 360/8 at any point t, then dt (u) > (1 + 1/8)60. Thus, in the remainder of
the proof, we consider the case where dt (vi, N? (u)) 36o/8. Let St (resp., Wt') denote
the set of vi's neighbors in N? (u) that are strongly tied (resp., weakly tied) to Nk (u). If
|Sil 2 60/8, then as we did for the case ISI L J0/8, we argue that in O(nlogn) rounds,
the degree of u is at least (1 + 1/8)J0 with probability at least 1 - 1/n 2
Thus, in the remainder, we assume that IStI < 60/8. Define R1 = Ri1UWt', R 1 = Wtj.
Let e2 denote the event
e2 = {u connects to a node in Rto \ N (u) (or R1 \ N'J (u)) through vo(or vi) in round t}.
By the same calculation as for vo, we have P [e2] 1/6n. In the same manner, we can
define e3, . - -, eo/ 4 and X 3 , . .., X 0 /4 , and obtain that P [es] > i/(12n). The total number
of rounds for u to gain 6O/4 edges is bounded by T = E Xi. By Lemma 3.2.2, T < 36n In n
with probability at least 1 - 1/n 2 , completing the proof. 0
Lemma 3.3.5 (When all neighbors are weakly tied to two-hop neighbors). There
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exists a T = O(n log n) such that if all nodes in NI (u) are weakly tied to N? (u) for all
t < T, then with probability at least 1 - 1/n 2 it holds that dT (u) > min {(1 + 1/8)6o, n - 1}.
Proof. If at any point t < T, dt (u) > min {(1 + 1/8)6o, n - 1}, then the claim of this lemma
holds. In the remainder of this proof, we assume dt (u) < min {(1 + 1/8)6o, n - 1} for all
t < T. In the following, we first show, any node v e N2 (u) will have at least 60/4 edges to
N' (u), where Ti = O(n log n). After that, v will connect to u in T 2 = O(n log n) rounds.
Therefore, the total number of rounds used for v to connect to u is T3 = T1+T2 = O(nlog n).
Node v at least connects to one node in No (u). Call it wi. Because all nodes in NI (u)
are weakly tied to N? (u), we have dt (wi, NI (u)) 60 - 6o/2 = 60/2. In particular, if
dt (wi, NI (u) \ NI (v)) < 6o/4, then v already has Jo/4 edges to Nt' (u).
Thus, in the following we treat the case where dt (wi, Nt' (u) \ Ntl (v)) 60/4. We
consider the event el = {v connects to a node in NI (u) \ NI (v) through wi} and obtain
for its probability:
dt (wi, NI (u) \ NI (v)) 1 d _(wi, N  (u) \ N (v)) 1P [e1] dw > ~)\Iv)dt (wi) dt (wi) - NI (u)I + dt (w1, N? (u)) dt (wi)
Jo/4 1 2 1 1
(1 + 1/8)6o + 6o/2 d (wi) 13
Let X1 be the number of rounds needed for el to occur. When el occurs, let W2 denote
a witness for ei; i.e., let W2 denote a vertex in NI (u) \ NI (v) to which v connects. Note
that here the value of t is the round at which the event occurs. By our choice, W2 is also
weakly tied to N? (u). By an argument similar to the one in the above paragraph, we have
dt (w2, NI (u) \ NI (v)) > 6o/4. Let e2 denote the event
e2 = {v connects to a node in NI (u) through wi or W2 ) -
We have P [e2] 2/(7n). Let X2 be the number of rounds needed for e2 to occur. Similarly,
we can define e3 , X 3 , - - -, e5,/ 4 , X 0 /4 and show P [ei] i/(7n). Set Ti = Ej Xi, which is the
bound on the number of rounds needed for v to have at least oo/4 neighbors in NI (u). By
Lemma 3.2.2, T 2 < 28n ln n with probability at least 1 - 1/n 3 . Now we show v will connect
to u in T 2 rounds after this. Notice that, all wi's are still weakly tied to N? (u). By Lemma
3.3.2, the probability that u connects to v through wi in round t is at least 1/(460). We
have wi, w2, . - - , w~o4 independently executing a triangulation step each round. Consider
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T2 = 4860 Inn rounds of the process. Then,
P[u connects to v in T 2 rounds] 1 - 1 - 1 1 - .
We have shown for any node v E N2 (u), it will connect to u in round T3 = Ti + T 2
with probability at least 1 - 1/n 3 . This implies in round T3 , u will connect to all nodes
in N2 (u) with probability at least 1 - |N2 (u) I /n 3 . Then, N2 (u) 9 NT3 (u) , NJ (u) c
NT3 (u) U NT (u) ,No (u) NT, (u) U NT (u) U NT (u). We apply the above analysis
twice, and obtain that in round T = 3T3 = O(n log n), N2 (u) U N3 (u) U N4 (u) 9 Nj (u)
with probability at least 1 - IN2 (u) U NJ (u) U N4 (u)I /n 3 > I - 1/n 2 . By Lemma 3.2.1,
|N2 (u) U NJ (u) U N4 (u) I 2 min {26, n - 1}, thus completing the proof. O
Theorem 3.3.6 (Upper bound for triangulation process). For any connected undi-
rected graph, the triangulation process converges to a complete graph in O(n log 2 n) rounds
with high probability.
Proof. We first show that in O(n log n) rounds, either the graph becomes complete or its
minimum degree increases by a factor of at least 1/12. Then we apply this argument
O(log n) times to complete the proof.
For each u where do (u) < min {(1 + 1/8)5o, n - 1}, we consider the following 2 cases.
The first case is if more than 6o/3 nodes in No' (u) are strongly tied to N2 (u). By Lemma
3.3.3, there exists T = O(n log n) such that if at least Jo/4 nodes in Nt' (u) are strongly tied
to Nt (u) for t < T, then dT (u) (1+ 1/8)60 with probability at least 1 - 1/n 2 . Whenever
the condition is not satisfied, i.e., less than 60/4 nodes in Nt (u) are strongly tied to Nt (u),
it means more than 6o/3 - Jo/4 = 6o/12 strongly tied nodes became weakly tied. By the
definitions of strongly tied and weakly tied, this implies dT (u) (1 + 1/12)60.
The second case is if less than 60/3 nodes in No (u) are strongly tied to N2 (u). By
Lemmas 3.3.4 and 3.3.5, we know that there exists T = O(nlogn) such that if we remain
in this case for T rounds, then dT (u) min {(1 + 1/8)6o, n - 1} with probability at least
1 - 1/n2. Whenever the condition is not satisfied, i.e., more than 6o/3 nodes in Nt (u) are
strongly tied to N (u), we move to the analysis in the first case, and dT (u) (1 + 1/8)6o
in T = O(n log n) rounds with probability at least 1 - 1/n 2
Combining the two cases above and applying a union bound, we obtain that T
min {(1 + 1/8)6o, n - 1} after T = O(n log n) rounds with probability at least 1 - 1/n.
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We now apply the above argument O(logn) times to obtain the desired O(n log 2 n) upper
bound.
3.3.2 Lower Bound
Next we give an almost matching lower bound
Theorem 3.3.7 (Lower bound for triangulation process). For any connected undi-
rected graph G that has k > 1 edges less than the complete graph the triangulation process
takes Q(n log k) steps to complete with probability at least 1 - O (e-kl/4)
Proof. We first observe that during the triangulation process there is a time t when the
number of missing edges is at least m = O(VT) and the minimum degree is at least n/3. If
k < 2n then this is true initially and for larger k this is true at the first time t the minimum
degree is large enough. The second case follows since the degree of a node (and thus also the
minimum degree) can at most double in each step guaranteeing that the minimum degree is
not larger than 9n at time t also implying that at least 1 = Q(Vf) edges are still missing.
Given the bound on the minimum degree any missing edge {u, v} is added by a fixed
node w with probability at most -. Since there are at most n - 2 such nodes the prob-
ability that a missing edge gets added is at most -. To analyze the time needed for all
missing edges to be added we denote with Xi the random variable counting the number
of steps needed until the ith of the m missing edges is added. We would like to analyze
P [Xi T, X 2  T,... , Xm 5 T] for an appropriately chosen number of steps T. Note that
the events Xi < T and Xj < T are not independent and indeed can be positively or neg-
atively correlated. Nevertheless, independent of the conditioning onto any of the events
Xj < T, we have that P[X1 5 T] 5 1 - (1 - _)T < 1 - I for an appropriately chosen
T = 0(n log m), where m is again the number of missing edges at time t. Thus,
P [X1 5 T, X 2 < T,..., Xm T] =
P [Xi T|X 2 < T,..., Xm T] -P [X2  TIX3 ,...,Xm T]...- P [Xm T]
< 1 = 0 (e-W) = 0 (e-"4)
This shows that the triangulation process takes with probability at least 1 - 0 (e-k"4)
at least Q (n log m) = 0(n log k) steps to complete. E
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3.4 The Two-hop Walk: Discovery Through Pull
In this section, we analyze the two-hop walk process on undirected connected graphs, which
is described by the following simple iteration: In each round, for each node u, we add edge
(u, w) where w is drawn uniformly at random from Nt' (v), where v is drawn uniformly at
random from Nt (u). The two-hop walk yields the following pull-based resource discovery
protocol. In each round, each node u contacts a random neighbor v, receives the identity of
a random neighbor w of v, and sends its identity to w. The main result of this section is that
the two-hop walk process transforms an arbitrary connected n-node graph to a complete
graph in O(n log 2 n) rounds with high probability. We also establish an Q(n log n) lower
bound on the two-hop walk for almost all n-node graphs.
As for the two-hop walk process, we establish the O(n log2 n) upper bound by showing
that the minimum degree of the graph increases by a constant factor (or equals n - 1) in
O(n log n) rounds with high probability. For analyzing the growth in the degree of a node
u, we consider two overlapping cases. The first case is when the two-hop neighborhood of
u is not too large, i.e., IN? (u) I < Jo/2, and the second is when the two-hop neighborhood
of u is not too small, i.e., IN? (u) I 6/4.
Lemma 3.4.1 (When the two-hop neighborhood is not too large). There exists
T = O(n log n) such that either INT (u) 60/2 or dT (u) min {26, n - 1} with probability
at least 1 - 1/n 2
Proof. By the definition of J0, do (w) 5o for all w in No' (u). Let X be the first round at
which INj (u) I 60/2. We consider two cases. If X is at most cn log n for a constant c to be
specified later, then the claim of the lemma holds. In the remainder of this proof we consider
the case where X is greater than cn log n; thus, for 0 < t < cn log n, IN? (u) I < 60/2.
Consider any node w in No (u). Since do (w) 60 and IN? (u) I < Jo/2, w has at least
5o/2 edges to nodes in No (u). Fix a node v in N2 (u). In the following, we first show
that in O(n log n) rounds, v is strongly tied to the neighbors of u with probability at least
1 - 1/n 3 . Let T denote the first round at which v has is strongly tied to N 1 (u), i.e.,
when |NJ (v) n N 1 (u) I 50/ 4 . We know that v has at least one neighbor, say wi, in
NJ (u). Consider any t < T. Since v is weakly tied to NJ (u) at time t, wi has at least
Jo/4 neighbors in NJ (u) which do not have an edge to v at time t. This implies
1 1 1P [v connects to a node in NJ (u) through wi in round t] > - - - = -
n 4 4n
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Let el denote the event {v connects to a node in NJ (u)}, and X 1 be the number of
rounds for ei to occur. When ei occurs, let W2 denote a witness for ei; i.e., W2 is a node
in NJ (u) to which v connects in round X1. We note that Wi, W2 E NJ (u) Nk, (u). If
v is weakly tied to NI, (u), both wi and W2 have at least oo/4 neighbors in N 1 (u) that
do not have an edge to v yet. Let e2 denote the event {v connects to a node in N, (u)},
and X 2 be the number of rounds for e 2 to occur. Then P [e2] = 2P [e1 ] 1/2n. Similarly,
we define e 3 , X3, - - -, e6, 14 , X,/ 4 and obtain P [es] > i/(4n). We now apply Lemma 3.2.2 to
obtain that X 1 + X 2 +. . . XS/4 is at most 16n In n with probability at least 1 - 1/n 3 . Thus,
with probability at least 1 - N2 (u) I/n 3 , T 1 < 16n lnn. After T rounds, we obtain that
for any v E N0 (u),
oo/4 1 _1P [u connects to v in a single round] > - - - = 8n
-2Jo n 8n'
which implies that with probability at least 1 -1/ns, u has an edge to every node in No (u)
in another T 2  24n ln n rounds.
Let T3 equal T 1 + T 2; we set c to be at least 120 In 2 so that X > 3T3 . We thus have
N2 (u) C N1 (u), N3 (u) 9 Nj1 (u) U N2 (u), and N4 (u) E Nj (u) U N (u) U Nj 3(u). We
now repeat the above analysis again twice and obtain that at time T = 3T3 , NJ (u)UNj (u)U
N4 (u) 9 NT (u) with probability at least 1 - IN2 (u) U N3 (u) U N4 (u)I /n 3 > 1 _ 1/n 2 .
By Lemma 3.2.1, we have INT (u)| > min {26o, n - 1}, thus completing the proof of the
lemma. 0
Lemma 3.4.2 (When the two-hop neighborhood is not too small). There exists
T = O(n log n) such that either INT2 (u)| < 60/4 or dT (u) > min{(1 + 1/8) J0 , n - 1}, with
probability at least 1 - 1/n 2
Proof. Let X be the first round at which N} (u) < 60/4. We consider two cases. If X is at
most cn log n for a constant c to be specified later, then the claim of the lemma holds. In
the remainder of this proof we consider the case where X is greater than cn log n; thus, for
0 < t < cn log n, IN? (u)I > 6 o/ 4 . If v E N2 (u) is strongly tied to NJ (u), then
de (v, NoJ(u)) 1i 60/4 1 2
P[u connects to v in a single round] > -t (V, - (1 01/ 1 2
- Nt (u)| n ~ (1 + 1/8)6o n 9n
Thus, in T = 13.5n Inn rounds, u will add an edge to v with probability at least 1 - 1/n 3 .
If there are at least 6o/8 nodes in N2 (u) that are strongly tied to N01 (u), then u will add
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edges to all these nodes in T rounds with probability at least 1 - 1/n2 .
In the remainder of this proof, we focus on the case where the number of nodes in
N (u) that are strongly tied to NJ (u) at the start of round 0 is less than 6o/8. In this
case, because IN2 (u) 2 o/4, more than Jo/8 nodes in N2 (u) are weakly tied to No' (u),
and, thus, have at least 360/4 edges to nodes in N2 (u) U N3 (u).
In the following we show u will connect to 50/8 nodes in O(n log n) rounds with prob-
ability at least 1 - 1/n 2 . For any round t, let Wt denote the set of nodes in N? (u) that
are weakly tied to Nt' (u). We refer to a length-2 path from u to a node two hops away
as an out-path. Let Po denote the set of out-paths to Wo. Since we have at least Jo/8
nodes in NJ (u) that are weakly tied to NJ (u), IPoI is at least Jo/8 at time t = 0. De-
fine ei = {u picks an out-path in Po and connects to node vi in NJ (u) }, and X 1 to be the
number of rounds for ei to occur. When 0 < t < X 1 , for each wi E Nt (u), let fi be the
number of edges from wi to nodes in Nt (u) U N? (u), and pi be the number of edges from
wi to nodes in NJ (u) that are weakly tied to N01 (u).
P [ei] = .- > --
dt (u) fi - d (u) n - 1 (1+ 1/8)60 (n - 1)
|S| >__ _/8 > 1
(1 + 1/8)6o(n - 1) - (1 + 1/8)o(n - 1) - 9n
After X 1 rounds, u will pick an out-path in Po and connect such a vi. Define P1 to be a set
of out-paths from u to Wx,. We now place a lower bound on IPi \ PoI. Since vi E NJ (u)
is added to Nk, (u), those out-paths in P consisting of edges from vi to nodes in NJ (u)
are not in P1 . The number of out-paths we lose because of this is at most 6o/4. But vi
also has at least 350/4 edges to NJ (u) U N3 (u). The end points of these edges are in
Nk, (u) U Nk, (u). If more than 6o/8 of them are in Nk, (u), then dx, (u) 2 (1 + 1/8)5o.
Now let's consider the case that less than 60/8 such end points are in Nk, (u). This means
the number of edges from vi to Nk, (u) is at least 36O/4 - 6o/ 4 - Jo/8 = 36O/8. Among the
end points of these edges, if more than oo/8 of them are strongly tied to Ni 1 (u), then the
degree of u will become at least (1 + 1/8)6O in O(n log n) rounds with probability 1-1/n 2 by
our earlier argument. If not, we know that more than Jo/4 newly added edges are pointing
to nodes that are weakly tied to Nk1 (u). Thus, |Pi \ Pol is by at least Jo/4. |SI 2 2 -60/8.
Define e2 = {u picks an out-path in Pi and connects to node v2 }, and X 2 to be the number
of rounds for e2 to occur. During time Xi 5 t < X2 , P [e2] is at least 2 - !. Similarly, we
define e 3 , X 3 , ... , e&o/ 8 , Xo/ 8 and derive P [el] i/(9n). By Lemma 3.2.2, the number of
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rounds for dt (u) 2 (1 + 1/8)6o is bounded by
T = Xi + X 2 + -+ XS 1 8 < (2 + 1)9nlnn = 27nlnn
with probability at least 1 - 1/n 2 , completing the proof of this lemma. E
Theorem 3.4.3 (Upper bound for two-hop walk process). For connected undirected
graphs, the two-hop walk process completes in O(n log 2 n) rounds with high probability.
Proof. We first show that in time T = O(n log n) time, the minimum degree of the graph
increases by a factor of 1/8, i.e., oT min {(1 + 1/8)Jo, n - 1}. Then we can apply this
argument O(log n) times, and thus, complete the proof of this theorem.
For each u where do (u) < min{(1 + 1/8)Jo, n - 1}, we analyze by the following 2 cases.
First, if |N02 (u) o 60/2, by Lemma 3.4.2 we know as long as INt2 (u) J o/4 for all
t _ 0, dr (u) min {(1 + 1/8)Jo, n - 1} with probability 1 - 1/n 2 where T = O(n log n).
Whenever the condition is not satisfied, we know at least 6o/4 nodes in N2 (u) has been
moved to NT (u), which means dT (u) min {(1 + 1/4)Jo, n - 1}.
Second, if IN02 (u) I < Jo/2, by Lemma 3.4.1 we know as long as IN? (u) I < 6o/2 for all
t > 0, dr (u) min {(1 + 1/8)5o, n - 1} with probability 1 - 1/n 2 where T = O(n log n).
Whenever the condition is not satisfied, we are back to the analysis in the first case, and
the minimum degree will become min {(1 + 1/8)o, n - 1} with probability 1 - 1/n 2
Combining the the above two cases we get that with probability 1 - 1/n the minimum
degree of G will become at least min {(1 + 1/8)Jo, n - 1} in O(n log n) rounds, since there
are at most n nodes whose degree is between 6o and min {(1 + 1/8)6o, n - 1},
Now we can apply the above argument O(log n) times, and have shown the two-hop
walk process completes in O(n log 2 n) with high probability. El
The proof of Theorem 3.4.4 is essentially the same as that for Theorem 3.3.7, and is
omitted.
Theorem 3.4.4 (Lower bound for two-hop walk process). For any connected undi-
rected graph G that has k > 1 edges less than the complete graph the two-hop process takes
Q(n log k) steps to complete with probability at least 1 - 0 (e-k4).
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3.5 Two-hop Walk in Directed Graphs
In this section, we analyze the two-hop walk process in directed graphs. We say that the
process terminates at time t if for every node u and every node v, Gt contains the edge
(u, v) whenever u has a path to v in Go.
Theorem 3.5.1. On any n-node directed graph, the two-hop walk terminates in O(n 2 logn)
rounds with high probability. Furthermore, there exists a (weakly connected) directed graph
for which the process takes Q(n 2 log n) rounds to terminate.
Proof. Consider any pair of nodes, u and v. Consider a shortest path from u to v, that is,
(vo, vi, v 2 , ... , m), where vo = u, vm = v and m < n. Fix a time step t. Let ej denote
the event an edge is added from vi to vi+2 in step t. The probability of occurrence of ei is
P [ei] 1/n 2 . All the ei's are independent from one another.
P [Uje] P [ei] - P [ei n ej]
= P[ei] - P [ei] P [ej]
iij
1 1
> M_ - m(m - 1)_g
n2 n4
m
> 2
Let X1 denote the number of steps it takes for the length of the above path to decrease by
1. It is clear that E[X1 ] n2 /m. In general, let Xi denote the number of steps it takes
for the length of the above path to decrease by i. By Lemma 3.2.2, the number of steps
it takes for the above path to shrink to an edge is at most 4n 2 nn with probability 1/n 3 .
Taking a union bound over all the edges yields the desired upper bound.
For the lower bound, consider a graph Go with the node set {1, 2,... , n} and the edge
set
{(3i, j), (3i+1, j) : 0 i < n/4,3n/4 < j < n}U(3i,3i+1),(3i+1,3i+2) :0 i <n/4}.
The only edges that need to be added by the two-hop process are the edges (3i, 3i + 2) for
0 < i < n/4. The probability that node 3i adds the edge (3i, 3i +2) in any round is at most
16/n 2 . The probability that edge (3i, 3i + 2) is not added in (n2 In n)/32 rounds is at least
1/fri. Since the events associated with adding each of these edges are independent, the
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probability that all the n/3 edges are added in (n 2 Inn)/32 rounds is at most (1-1/fi)n/3 <
e-v//3, completing the lower bound proof. C
The lower bound in the above theorem takes advantage of the fact that the initial graph is
not strongly connected. Extending the above analysis for strongly connected graphs appears
to be much more difficult since the events corresponding to the addition of new edges interact
in significant ways. We present an f(n 2 ) lower bound for a strongly connected graph by a
careful analysis that tracks the event probabilities with time and takes dependencies into
account. The graph Go, depicted in Figure 3-3, is similar to the example in [74] used to
establish an Q(n) lower bound on the Random Pointer Jump algorithm, in which each node
gets to know all the neighbors of a random neighbor in each step. Since the graphs are
constantly changing over time in both the processes, the dynamic edge distributions differ
significantly in the two cases, and we need a substantially different analysis.
Theorem 3.5.2. There exists a strongly connected directed graph for which the expected
number of rounds taken by the two-hop process is Q(n 2).
Proof. The graph Go = (V, E) is depicted in Figure 3-3 and formally defined as Go = (V, E)
where V = {1, 2,. . . ,n} with n being even, and
E = {(i, j) : 1 < i, j n/2} U {(i, i + 1) : n/2 < i < n} U {(i, j) : i > j, i > n/2, i, j E V}-
We first establish an upper bound on the probability that edge (i, i + h) is added by the
Clqe I n12 n/2+1 W22n-1
Figure 3-3: Lower bound example for two-hop walk process in directed graphs
start of round t, for given i, 1 < i < n - h. Let ph,t denote this probability. The following
base cases are immediate: Ph,o is 1 for h = 1 and h < 0, and 0 otherwise. Next, the edge
(i, i + h) is in Gt+1 if and only if (i, i + h) is either in Gt_1 or added in round t. In the latter
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case, (i, i + h) is added by a two-hop walk i 4 i + k -+ i + h, where -i < k < n - i. Since
the out-degree of every node is at least n/2, for any k the probability that i takes such a
walk is at most 4/n 2
Ph,t+i Ph,t + T E Pk,tPh-k,t
k>-i
= Ph,t + p + h p-+ Pkt) (3.1)
k=1 k=1 k=h+1
We show by induction on t that
at h-1
Ph,t 2 , for all t<En (3.2)
where a and e are positive constants that are specified later.
The induction base is immediate. For the induction step, we use the induction hypothesis
for t and Equation 3.1 to get
P i h-1 + (i-1 ((t)h+k-1 h-1 ( a)k-1 h-k-1i *t(atk-1)
Ph,t+1 W2 2 2 +1 2 n2+n
k=1 k=1 k=h+1
which we can bound as follows.
Pht+i ( t h-1 4 (h 1) (t h- 2  + h 1Ph T+1 1 - at/n2
/at\ ~- h- )(t h-2 1 (4/ 4E2
+(h-1 2 2 4+1ae)
+(h-1 () h-2a
- n2 ) -
(In the second inequality, we combine the first and third summations and bound them by
their infinite sums. In the third inequality, we use t < En 2 . For the fourth inequality, we
set a sufficiently large so that a > 4 + 4/(1 - aE). The final inequality follows from Taylor
series expansion.)
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For an integer x, let Cx denote the cut ({u : u < x}, {v, v > x}). We say that a cut C.
is untouched at the start of round t if the only edge in Gt crossing the cut C is the edge
(x, x + 1); otherwise, we say Cx is touched. Let X denote the smallest integer such that Cx
is untouched. We note that X is a random variable that also varies with time. Initially,
X = n/2.
We divide the analysis into several phases, numbered from 0. A phase ends when X
changes. Let Xi denote the value of X at the start of phase i; thus Xo = n/2. Let T denote
the number of rounds in phase i. A new edge is added to the cut Cx1 only if either Xi
selects edge (Xi, Xi + 1) as its first hop or a node u < Xi selects u -+ Xi -+ Xi + 1. Since
the degree of every node is at least n/2, the probability that a new edge is added to the cut
Ci is at most 2/n + n(4/n 2) = 6/n, implying that E[T] > n/6.
We now place a bound on Xi+1. Fix a round t < En2 , and let E. denote the event
that C, is touched by round t. We first place an upper bound on the probability of E., for
arbitrary x using Equation 3.2.
P[Ex] EZhat -1 < at(4 - 3(ct)/n 2 + (t) 2 /n
4 )
h>2 n2 - n2 (1 - (at)/n 2)3  7
for t < en 2 , where we use the inequality Eh>2 h26h = (4 - 36+ 62)/(1 _ j)3 for 0 < 6 < 1.
We set E sufficiently small so that (4 - 3E + E2 )/(1 - E)3 < 5, implying that the above
probability is at most 5e.
If Ex were independent from Ey for x = y, then we can invoke a straightforward analysis
using a geometric probability distribution to argue that E[Xi+1 -Xi] is at most 1/(1 -5E) =
0(1); to see this, observe that Xi+1 -Xi is stochastically dominated by the number of tosses
of a biased coin needed to get one head, where the probability of tail is 5c. The preceding
independence does not hold, however; in fact, for y > x, P[Ey mod Ex] > P[Ey]. We show
that the impact of this correlation is very small when x and y are sufficiently far apart.
We consider a sequence of cuts C21, CX2 , ... , C2, ... where xe = xz-1 + ce, for a constant c
chosen sufficiently large, and we set xo = Xi + 2. We bound the conditional probability of
Ex, given E,_-, n Ext- 2 ... n Ex, as follows.
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P[E, 1E.,_, n EX,_ 2 - - ET1]
P[EX, n EX,_ 1 n ExI- 2 - - EX1]
P[Ex_1 n ExI- 2 -- EXI|
P[Ex, n Ex,- 2 -- -Ex. n (Cx, n (Cx,_, u U - C) = 0)]
P[EX,_1 n ExI- 2 - - EXI]
P[EX,_I n EX,_ 2 - - EXI n (Cx, n (Cx,_ u ... u C. 1) 0)
P[Ex,_-, n Ex,-2 -.. EX1 ]
< P[Ex,_1 n EX,- 2 - Ex , ]P[a new edge is added from (xt-1 + 1, xe) to (xe + 1, n]]
P[EX,_1 A EXI- 2 - - EXI]
P[an edge spanning at least ci hops is added across Cs,]
P[Ex_- A Ex,- 2 - E, 1]
P[Exj] + ((at)/n2)ce-12
- E 1I+(1 - at/n2)2 (t/n 2 )e
<5e + c = GE,
where we set c sufficiently large in the last step. Since Xi+1 is at most the smallest Xz
such that Cx, is untouched, we obtain that
E[Xi+1 - Xi] <; 2 + Z(6E)ci 2 < c',
;>2
for a constant c' chosen sufficiently large. We thus obtain that after E'n phases, E[X] is at
most c'c'n, where c' is chosen sufficiently small so that n - E[X] is Q(n). Since the expected
length of each phase is at least n/6, it follows that the expected number of rounds it takes
for the two-hop process to complete is Q(n 2) rounds.
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3.6 Conclusion
We have analyzed two natural gossip-based discovery processes in networks and showed
almost-tight bounds on their convergence in arbitrary networks. Our processes are moti-
vated by the resource discovery problem in distributed networks as well as by the evolution
of social networks. We would like to study variants of the processes that take into account
failures associated with forming connections, the joining and leaving of nodes, or having
only a subset of nodes to participate in forming connections. We believe our techniques can
be extended to analyze such situations as well. From a technical standpoint, the main prob-
lem left open by our work is to resolve the logarithmic factor gap between the upper and
lower bounds. It is not hard to show that from the perspective of increasing the minimum
degree by a constant factor, our analysis is tight up to constant factors. It is conceivable,
however, that a sharper upper bound can be obtained by an alternative analysis that uses
a "smoother" measure of progress.
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Part II
Network Coding
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Chapter 4
Network Coding: Background and
Related Work
4.1 History of Network Coding
Network coding as introduced in 2000 by the seminal work of Ahlswede, Cai, Li and Yeung
[97] recognizes that information does not flow through a network like any physical quantity.
Their work suggests to break with the tradition of applying coding merely on a link by link
basis and otherwise routing information through a network in a store-and-forward manner.
Indeed they show that in many multi-cast scenarios the optimal communication bandwidth
can only be achieved if intermediate nodes in the network mix and code information to-
gether. Li et al. [98] showed that in multi-cast settings it is enough if intermediate nodes
use linear coding, that is, compute linear combinations of messages. Following this, Ho
et. al [99] showed that the coefficients for these linear combinations need not be carefully
chosen with regard to the network topology; using random linear combinations works with
high probability for any fixed network. These results opened the door for a flurry of results
which quickly lead to network information theory becoming an important area that is now
well established in the field of information theory.
Shortly after these groundbreaking classical works a simple distributed implementation
of random linear network coding for packet networks was suggested by [100]. The paper
proves no theoretical guarantees but shows near optimal performance on simulated network
traces from commercial ISPs. We call this implementation PRLNC, give its details in
Section 4.2 and essentially make its performance in various settings the topic of this chapter.
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The first works studying the performance of PRLNC were [101, 102, 103, 104]. They
show that in any static packet network with random losses the performance of PRLNC
asymptotically matches the expected capacity up to an arbitrarily small factor. Deb and
Medard were the first to apply the PRLNC protocol to a simple case of stochastically
dynamic networks namely the random phone call model in which in every round each
node contacts a random other node [105]. This combination of gossip communication and
PRLNC (also coined algebraic gossip) has since been intensely studied and various bounds
depending on characteristics of the underlying topology have been given [106, 107, 108,
109, 1101 (a more detailed description and comparison with these works can be found in
Chapter 5). PRLNC has also been used in many applications [100, 111, 112, 113] with
the Microsoft Secure Content Distribution (MSCD) or Avalanche System [114] being a
prominent example.
4.2 PRLNC - Packetized and Distributed Random Linear
Network Coding
In this section, we describe in detail the PRLNC algorithm which is used and analyzed
throughout the rest of this thesis.
Setup The PRLNC protocol is used for a setup in which k messages are initially dis-
tributed to some nodes in a network with the goal of informing all or a subset of the nodes
about all messages. We assume that the messages are of equal size and give in form of
vectors i 1,... Mk E F1 of length 1 over a finite field Fe, where q is an arbitrary prime or
prime power1 . Unless otherwise noted we make no assumptions on the initial messages dis-
tribution except for the obvious requirement that each message is given to at least one node
in the network. We assume that nodes know the number of messages k and furthermore
that messages are numbered such that nodes can identify for example message mi as the
ith message.
Packetized Network Communication Nodes communicate by sending and receiving
packets. We again think of packets as vectors over Fq usually having a size comparable to
the size of one message. More precisely, every packet that created and exchanged as part
of the PRLNC protocol has the form (5,ni) E F+k, where di = Z i o' i E F1 is a linear
In most settings one can assume q = 2 which results in messages being vectors of 1 bits.
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combination of the messages, and a = (ali,..., ak) E F is the vector of the coefficients. In
the following we define how PRLNC creates these packets from messages initially known
and packets received throughout the algorithm and finally uses them to recover the initial
messages. Fortunately, both processes are extremely simple and completely independent of
the network structure or sequence of prior packet exchanges:
Coding / Packet Creation Any node that is initially given a packet creates for each
such message mi a packet pi = (d', mi) where a'11 = (0,... ,0,1,0,. . . , 0) is the ith basis
vector of Fk consisting of i - 1 zeros followed by a 1 followed by k - i zeros. These packets
are then treated as if they were received from the environment at the beginning of the
protocol. In particular these packets and all packets received from other nodes during the
protocol are stored in a buffer B. For every node u the idea of this buffer is to efficiently
maintain the span X, of all packets received by u. For this reason packets it suffices to
keep only so called innovative packets that are not already linear combinations of packets
stored in the buffer. Whenever a node is prompted to create a new coded packet to be sent
out to another node it generates a uniformly random vector from X,. This is achieved by
creating a uniformly random scalar #i for each packet pi in B and computing E;i -i. It
is easy to see that linearity guarantees that the new packet that is created this way is a
uniformly random vector in Xu and furthermore has the same valid packet format.
Decoding In order to recover the original messages from the packets collected in the
buffer B nodes perform Gaussian elimination to find vectors that create the span X, and
correspond to a basis vector in the first k components. It is easy to see that it is possible to
efficiently recover all k messages in this way if the buffer B contains k linearly independent
packets because the coefficient vectors of these packets span the full space F in this case.
Clearly having received k packets (either from the environment or other nodes) is also
necessary to recover the information of k messages.
Remarks:
* The field size parameter q is used to trade of a faster running time versus bandwidth
overhead. While a larger q can lead to faster convergence it increases the commu-
nication overhead by increasing the size of the k (log q)-size RLNC-coefficients. In
contrast to related papers most results in this thesis hold for arbitrary choices of q.
For simplicity we will often restrict ourselves to q = 2. Note that this is the hardest
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case for running time considerations and it can be safely assumed that convergence
times for larger q will only be better. The case q = 2 is furthermore interesting be-
cause it leads to the minimal RLNC-coefficients overhead and allows the use of simple
XORs as a basic arithmetic operation.
* For sake of analyzing when nodes using PRLNC are able to decode it suffices to
concentrate on the "spreading" of the coefficient vectors; the linear combination of the
messages implied by a coefficient vector a is always sent along with it. We therefore
define Y to be only the coefficient part of X., i.e., the projection onto the first k
components.
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Chapter 5
Analyzing Network Coding Made
Easy
5.1 Introduction
In this chapter we present a new way to analyze gossip protocols based on PRLNC, which we
call projection analysis. Projection analysis substantially simplifies, extends, and strength-
ens the results of previous work [106, 107, 108, 109, 115].
Gossip is a powerful tool to efficiently disseminate information. As demonstrated in
Part I its randomized nature is especially well-suited to work in unstructured networks
with unknown, unstable or changing topologies. Because of this, gossip protocols have
found a wide range of applications [56, 80, 109, 116] and have been extensively studied over
the past several decades [50, 78, 81, 87, 117, 118, 119].
Recently, gossip protocols based on random linear network coding (PRLNC) [97, 98,
99] have been suggested [105] to cope with the additional complexities that arise when
multiple messages are to be distributed in parallel. PRLNC gossip has been adopted in
many practical implementations [100, 111, 112, 113, 114] and has performed extremely well
in practice.
These successes stand in contrast to how little PRLNC gossip is understood theoretically.
Since its initial analysis on the complete graph [105, 106, 107], several papers [108, 109, 115]
have tried to give good upper bounds on the stopping time of PRLNC gossip in more general
topologies. However, none of them address the case of unstable or changing topologies, and,
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even with the restriction to static networks, the guarantees are far from being general or
tight on most graphs. In addition, all existing proofs are quite involved and do not seem to
generalize easily.
Our Results This chapter has two main contributions. The first is our new projection
analysis technique which is both simpler and more powerful than previous approaches.
Projection analysis relates the stopping time for k messages to the much easier to analyze
time T needed to disseminate a single message. For the first time, and in practically
all settings, this technique shows that PRLNC gossip achieves perfect pipelining, i.e., it
disseminates k messages in order optimal O(T + k) time. Our results match, and in most
cases improve, all previously known bounds and apply to more general models. To formalize
this, we give a general framework for network and communication models that encompasses
and unifies the models suggested in the literature so far. We give concrete results for several
instantiations of this framework and give more detailed comparisons with previous results
in each section separately.
As a second contribution, our framework extends all models to (highly) dynamic net-
works in which the topology is allowed to completely change at any time. All of our results
hold in these networks, even if the network dynamics are controlled by a fully adaptive
adversary that decides the topology at each time, based on the complete network state as
well as all previously used randomness. Virtually nothing, besides simple O(kT) sequential
flooding protocols [120], is known for such truly pessimistic network dynamics so far'. Hav-
ing optimal "perfectly pipelined" stopping times in worst-case adaptive dynamic networks
is among the strongest stability guarantees for PRLNC gossip that one might hope for. To
this end, our results are the first that formally explain PRLNC gossip performance in the
dynamic environments it is used in and was designed for. Later, in Chapter 6 we
While the algorithm works in this wide variety of settings, our analysis remains mostly
the same and extremely simple, in contrast with complex proofs that were previously put
forward for the static setting.
Organization Section 5.2 describes the new projection analysis technique. In Section 5.3
we introduce the network model framework. Section 5.4 shows how to apply the projection
'Building on the results in this chapter, Chapter 6 elaborates more on distributed settings with dynamic
topologies while also addressing other subtle but important issues such as packet size and coding overhead
issues.
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analysis in various instantiations of this framework. Section 5.5 discusses several ways in
which the intentionally simple proofs from Section 5.4 can be extended or sharpened.
5.2 The Projection Analysis
5.2.1 Previous Approaches
When analyzing the PRLNC algorithm, Sub and Medard [105] were the first to use the
dimensionality of the subspaces Y, as a measure of progress. They defined a node u to
be helpful for a node v if it knows something v does not, i.e., if the subspace Yu is not
contained in Y. Whenever node v receives a packet with a coefficient vector outside of Yu
the dimension of Yv increases, which can happen at most k times. More importantly, Sub et
al. made the observation that if a node u that is helpful to node v sends this node a packet,
this dimension increase is very likely to happen. The reason for this is that the vectors
Yu n Y,, that do not extend the dimensionality of Y,, form a lower dimensional subspace in
Yu. Thus, whenever a node u sends a random vector from Yu to a node v it is helpful for, the
probability that the dimension of Y increases is at least 1 - 1/q. This fact and the notion
of helpfulness is used as a crucial tool in all further PRLNC proofs [106, 107, 108, 109, 115].
5.2.2 Our Analysis Technique
We argue that the right way to look at the spreading of information is to look at the orthog-
onal (dual) complement Y of the coefficient subspaces Yu. While the coefficient subspaces
grow monotonically to the full space their orthogonal complement decreases monotonically
to the empty span. To see how quickly this happens, we first concentrate on one fixed (dual)
vector - E Fk determine the time that is needed until it disappears from all subspaces Y'
with high probability and than take a union bound over all those dual vectors.
A different and maybe even simpler way of looking at this is that we are analyzing the
spreading process by looking at its qk one-dimensional projections. To keep track of these
projections we introduce the following crucial notion of knowing:
Definition 5.2.1. A node u knows about A- E Fq if its coefficient subspace Yu is not orthog-
onal to fl, i.e., if there is a vector c E Yu with (c !) 0.
Note that a node u knowing a vector f does not imply f e Y or anything about u being
able to decode a message associated with the coefficients f. Counter intuitively, because we
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are not working over a positive-definite inner-product space, it can even be that j e Y" but
u does not know j. Knowing 7 solely expresses that the node is not completely ignorant
about the set of packets that have a coefficient vector orthogonal to -. The next lemma
proves the two facts that make this notion of knowledge so useful:
Lemma 5.2.2. If a node u knows about a vector j and transmits a packet to node v then
v knows about j afterwards with probability at least 1 - 1/q. Furthermore if a node knows
about all vectors in Fk then it is able to decode all k messages.
Proof. Essentially, knowledge about a 1 spreads with a transmission with probability 1- 1/q
because the vectors in Y, that are perpendicular to j form a lower dimensional hyperplane
(with at most a 1/q-fraction of the volume).
Here we give a more basic proof here that avoids using properties of vector spaces over
finite fields: For this we define two vectors C1, C e as equivalent if (c1,i) = (c-, j). This
splits Y, in exactly q equivalence classes of equal size. To see this note that, because Y
is a subspace, scalar-multiplication is a bijection between any two equivalence classes that
correspond to a non-zero dot-product. By assumption Y furthermore contains a vector E
that has a non-zero dot-product with '. This gives that -- translation is a bijection between
the zero dot-product equivalent class and another equivalence class. Thus with probability
exactly 1 - 1/q a packet with coefficient vector from a non-zero equivalence class is chosen
for transmission. In this case this coefficient vector gets added to Y, and the node v now
knows j.
For the second claim, we prove that any node u that is not able to decode does not
know at least one vector j: If u can not decode than Y, is not the full space. Because Y
is a subspace, it is lower-dimensional and we can find a vector i that is orthogonal to Y,.
This vector j is then by definition not known to u, a contradiction. O
Lemma 5.2.2 implies that the spreading of knowledge for a fixed vector j e F is aq i
monotone increasing, epidemic set growing process - or differently phrased - each projection
looks essentially like a 1/q-faulty one-message flooding process. It is usually relatively easy
to understand this process and to determine the expected time T until all nodes know 7.
Furthermore, because the set growing process is a monotone Markov chain its stopping
probability has an exponentially decaying tail. In most cases this tail kicks in close to the
expectation. This allows to pick a time t (usually t = O(T + k)) after which any vector in
Fk has spread with probability at least 1 - 2-O(k). Taking a union bound over all qk vectorsq
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then completes the proof that with high probability everything has spread. The following
theorem summarizes these ideas2:
Theorem 5.2.3. Fix a prime (power) q ;> 2, a probability 6 > 0 and an arbitrary network
and communication model whose dynamics do not depend on what nodes know.
We define a projection or faulty one-message broadcast of the model as follows: One message
starts at some node v, and in every round, every node, that knows the message and is
supposed to communicate according to the communication model, forwards it with probability
1 - 1/q and remains silent otherwise.
If, for every node v, the probability that the message reaches all nodes after t rounds is at
least 1 - q-k then k messages can be spread in the same model in time t with probability
1 - 6 using PRLNC gossip protocol with field size q.
Proof. The theorem follows directly from the discussion above and Lemma 5.2.2. Initially
every non-zero vector I E Fk is known to at least one node, namely the one that knows
about the ith message, where i is a non-zero component of fl. Whenever the network and
communication model dictates that a node u that knows j sends a message to a node v,
Lemma 5.2.2 shows that with probability 1 - 1/q the node v afterwards knows '. Therefore,
the spreading of each vector j behaves like a faulty flooding process that floods 11 in every
transmission with probability 1 - 1/q. By assumption we have that after t time steps every
vector from Fk fails to spread to all nodes with probability at most 6q-k. Taking a union
bound over all qk vectors gives the guarantee that the probability that after t rounds all
nodes know all vectors is at least 1 - 6. According to Lemma 5.2.2 all nodes can decode in
this case and have learned the k messages. E
5.2.3 A Typical Template
Next, we give a typical and easy way to apply Theorem 5.2.3. We show that, even for q = 2
the time for one vector ' to spread is often dominated by a negative binomial distribution
NB(T, 1 - p), where T is the expected time to spread one message, and p is a constant
probability. Such a distribution has a strong enough tail to prove optimal O(T+k) stopping
times. In what follows we give a simple template for this argument:
What is needed for this template is a definition of a "successful round", such that at
most T such rounds are needed to spread a single vector ' and such that a round is not a
2 We remark that for the interesting special-case of oblivious and time independent networks this can be
further simplified. We refer to Section 9.3 of Chapter 9 for details.
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success with probability at most p. The appropriate definition of success depends on the
network model and is usually centered around how many additional nodes come to know
the vector in a "good round".
Since nodes do not forget any information, this spreading process is monotone, i.e., no
progress gets lost in a bad round. Thus, if the knowledge about p~ has not spread after t =
c(k+T+log 5-1) steps, then there were at least c(k+T+log J-1) -T > (c-1)(k+T+log J-1)
failures, whereas one would only expect pc(k + T + log 6-1). If we choose the constant c
large enough, a standard Chernoff bound implies that the probability for this to happen is
at most 2 -0(k+T+1og4-1). This is small enough that, after a union bound over all qk vectors
(e.g., for q = 2), the probability that all k messages have not spread is at most 6.
This is usually all that is needed to prove order optimal O(k + T) stopping times. It
also shows that we actually obtain high probability results. In particular as shown here, an
additive O(log 6-1) additional rounds typically suffices to obtain a 1 - 6 success probability
for any 6 > 0. This strong and optimal guarantee is (up to some scaling) true for all our
results, even so we do not state it explicitly for sake of simplicity.
5.3 Network Model and Communication Framework
In this section, we elaborate on our network model framework that encompasses and extends
the models suggested in the literature so far. The models and the results can be easily
extended further; we chose the following framework as a trade-off between simplicity and
generality.
The Network We consider networks that consist of n nodes. A network is specified
by a (directed) graph G(t) on these nodes for every time t. Edges in G(t) are links and
present potential communication connections between two nodes in round t. We will usually
assume that the network has, at all times, certain connectivity properties and will express
the stopping time in terms of these parameters. (See also Section 5.5.4.)
(Adversarial) Dynamics: In all previous papers that analyzed the PRLNC algorithm,
the network topology was assumed to be static, i.e., Vt : G(t) = G. As discussed in the
introduction, we allow the network topology to change completely from round to round
and allow a fully adaptive adversary to choose the network. Because we are dealing with
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randomized protocols, we have to specify precisely what the adversary is allowed to adapt
to. In our models (similar to [120]) an adaptive adversary gets to know the complete
network state and all previously used randomness when choosing the topology. After that,
independent randomness is used to determine the communication behavior and the messages
of the nodes on this topology. The last assumption is not essential; in Chapter 6 we will
show that, for a large enough q, the analysis presented here works even against omniscient
adversaries, that get to know all randomness used for the coding coefficients in advance.
The Goal: Gossip Distributed over the network are k messages numbered 1,... , k each
known to at least one node. Throughout this chapter, we assume a worst-case starting
configuration for all messages including the case in which all messages are exclusively known
to only one node (see also Section 5.5.1). The goal of gossip protocols is to make all messages
known to all nodes in the network using as little time as possible (in expectation and with
high probability)
Communication Nodes communicate along links during transactions that are atomic in
time. In each round, one packet is transmitted over a link, if this link is activated in this
round. From the view of a node there are four commonly considered types of connections.
Either a node sends to all its neighbors, which is usually referred to as BROADCAST, or
it establishes a connection to one (e.g., uniformly random) neighbor and sends (PUSH)
or receives (PULL) a message or both (EXCHANGE). In all cases, the packet is chosen
without the sender knowing which node(s) will receive it.
Message and Packet Size We assume that all messages and packets have the same size,
and that a packet exactly contains one encoded message and its PRLNC-coefficients. Note
that the restriction on the message size is without loss of generality, since one can always
cut a big message into multiple messages that fit into a packet. We also assume that the
message size is large enough that the size of the PRLNC-coefficients that are sent along is
negligible, i.e., 1 > k. This assumption was made by all previous work and is justified by
simulations and implementations in which the overhead is only a small fraction (e.g., < 1%
[105]) of the packet size.
Synchronous versus Asynchronous Communication We consider two types of tim-
ing models. In the synchronous case, all nodes get activated at the same time and choose
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their messages independently, and messages get delivered according to the current network
G(t) and who sends and receives from whom. Note that this model is inherently discrete,
and we assume that t = 1,2,... are the times when nodes communicate. For the asyn-
chronous case, we assume that every node communication is triggered independently by a
Poisson clock. This means that (with probability one) at any time only one node sends
its message. This model can be directly translated into a discrete time model that defines
round i as the ith time such a communication takes place. The model considered in the
literature so far assumes that every node is activated uniformly at random to communicate
and then chooses a uniformly random neighbor for a PUSH, PULL or EXCHANGE. They
also scale the time in the asynchronous model by a factor of 1/n so that each node gets
activated once per time unit in expectation. We do not assume uniformity in either of the
two distributions, and we present results for this more general model in Section 5.4.2.
5.4 Applications and Results
In this section we take the models from Section 5.3 and describe the results that can be
obtained for them using the projection analysis technique. There is a section for each
communication model. We start with the Random Phone Call Model [105] that introduced
PRLNC-gossip. We than cover the extensions to arbitrary underlying network topologies
as considered by [108, 109, 115]. Section 5.4.2 proves stopping times for a communication
model that encompasses all former asynchronous communication protocols (PUSH, PULL,
EXCHANGE, . . . ). For this model we answer a question of [108] and show that a simple min-
cut quantity exactly captures the behavior of gossip of n messages. Lastly in Section 5.4.3 we
give the first bounds for the performance of synchronous and asynchronous BROADCAST.
We concentrate on showing simple proofs that solely use the template from Section 5.2.3.
In Section 5.5, we revisit the models covered here and discuss some proof extensions.
5.4.1 Random Phone Call Model and Rumor Mongering
In this section, we consider the work of Deb and Medard [105] and its follow-up [106, 107]
and show how to simplify and improve the analysis. The papers use a fairly simple model
from our framework, namely the synchronous PUSH or PULL model on the complete graph,
i.e., G(t) = K,. This means in each round each node picks a random other node to exchange
information with. This model is also known as rumor mongering or the random phone call
model and was introduced by [56]. It is shown in [105] that it is possible in this model
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to spread k = E)(n) messages in 0(n) time if q = n. This beats the O(n log n) time of
n sequential O(log n)-phases of flooding just one message. The follow-up papers[106, 107]
generalize this result to smaller number of messages k and allow q to be as small as k.
They show that the running time of the algorithm is t = 0(k + v k log k log n), i.e., order
optimal as long as k > log2+e n for any e > 0. In order to prove this result, they have to
assume that each node knows initially only one message and that initially the messages are
equally spread. Even with these assumptions the analysis is long and complicated and the
authors state themselves in their abstract that "While the asymptotic results might sound
believable, owing to the distributed nature of the system, a rigorous derivation poses quite
a few technical challenges and requires careful modeling and analysis of an appropriate
time-varying Bernoulli process."
Our next lemma shows that PRLNC gossip actually finishes with high probability in
order optimal stopping time O(k + log n). Our analysis is much simpler and has many
further advantages: It holds for all choices of k and allows q to be as small as 2. The proof
is (almost) the same for all communication models while two completely separate proofs
for the PUSH and the PULL protocol had to be given in previous works. Furthermore, our
proof does not rely on any assumptions on the initial message distribution. This is important
since we show in Section 5.5.2, that the well-mixed initial state assumed in [105, 106, 107]
actually provably speeds up the stopping time compared to the worst-cast distribution for
which our result holds. Our proof gives a success probability of 1 - 2' if the algorithm runs
for 0(t) time. In the setting of [105] with k = n, this is 1 - 2- instead of the 1 - 1/n
stated there. Lastly, it is interesting to note that later, more general approaches like [108]
and [109] were unable to prove any running time that beats the simple non-coding 0(n log n)
sequential flooding approach when applied to the complete graph ([108] even gives only a
0(n 2 ) convergence time).
Lemma 5.4.1. The PRLNC gossip in the random phone call model with q = 2 spreads
k messages with high probability in exactly E(k + log n) time. This holds independently
from the initial distribution of the messages and of the communication model (e.g., PUSH,
PULL, EXCHANGE).
Proof. We use the template from Section 5.2.3: For this we fix a coefficient vector j and
define a round as successful if the number of nodes that know it increases by at least a
constant factor A > 1 or if the number of nodes that do not know - decreases by a factor
of A. There are at most 0(log n) successful rounds needed until at least n/2 nodes know
p and at most another 0(log n) successful rounds until all nodes know J. It remains to be
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shown that each round succeeds with constant probability.
We start with the PULL model. At first we have i < n/2 nodes that know - and at least
n/2 nodes pulling for it. Each of those nodes has a probability of i/n to hit a knowing node.
We expect a i/n fraction of the ignorant nodes, i.e., at least i/2 nodes, to receive a packet
from a node that knows about i. The independence of these successes and Lemma 5.2.2
prove that with constant probability at least Q(i) nodes learn about j. Once there are at
least n/2 nodes that know p', each of the ignorant nodes pulls a packet from a knowing node
with probability at least 1/2 and applying Lemma 5.2.2 again finishes this case, too.
The proof for the PUSH model is similar. If there are i < n/2 nodes that know j
and push out a packet, then there are at least n/2 ignorant nodes that each receive at
least one packet from one of the i nodes with probability 1 - (1 - 1/n)'. It is not hard
to see that, in total, Q(i) ignorant nodes receive a packet from a node that knows j with
constant probability. Lemma 5.2.2 now guarantees that, with constant probability, the
number of ignorant nodes that learn 7 is only a small factor smaller. Once there are n/2
nodes knowing j and each of these pushes out, each node that does not know f has a chance
of (1 - 1/n)n/2  e-2 per round to receive a packet from a node that knows 1 . Applying
Lemma 5.2.2 again finishes the proof of the upper bound.
For the lower bound we note that each node receives in expectation (and in the long
run with high probability) only E(1) packets per round. Thus, if in the beginning at least
one node did not already know a constant fraction of the messages, then the algorithm has
to run for at least Q(k) rounds. It is also clear that even just one message starting in one
node takes in expectation £(log n) time to spread to all nodes. L
5.4.2 Asynchronous Single Transfer Protocols
After the helpfulness of PRLNC gossip was established for the complete graph by [105],
the papers [109],[115] and [108] generalized it to general static topologies and consider
asynchronous and synchronous PUSH, PULL and EXCHANGE gossip. In this section
we first review the previous results and than show how to improve over them giving an
exact characterization of the stopping time or PRLNC gossip for k = n messages using the
template of Section 5.2.3.
The paper "Information Dissemination via Network Coding" [109] by Mosk-Aoyama and
Shah was the first to consider general topologies. They consider a similarly general version
of the synchronous and asynchronous gossip as presented here and analyze the stopping
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times for k = n in dependence on the conductance. Their analysis implies that with high
probability 0(n log n) phases of n asynchronous rounds suffice for the complete graph and
constant degree expanders and O(n 2) such phases for the ring-graph. While the analysis is
very interesting, these results do not beat the simple (non-coding) sequential flooding pro-
tocol and the stopping time of the ring-graph and many other graphs is even off by a factor
of n. Their running times for the synchronous model are similar but loose another logn-
factor. Their dependence is on the success probability 1 - 6 is furthermore multiplicative
in log 5-1 because it stems from a standard probability amplification argument.
More recently, [115] and [108] also analyzed PRLNC gossip using two completely differ-
ent approaches. The authors of [108] point out that the analysis of [115] is flawed and prove
that the asynchronous PRLNC gossip on a network with maximum degree A takes with
high probability O(An 2) time (using the scaling of time used our models). Their proof uses
an interesting reduction to networks of queues and applies Jackson's theorem. They also
give a tight analysis and lower bounds for a few special graphs with interesting behavior
(see below). While their analysis is exact for few selected graphs the analysis is far from
tight; in most graphs the maximum degree has nothing to do with the stopping time of
PRLNC gossip. The major question asked in [108] is to find a characterizing property of
the graph that determines the stopping time.
We give such a characterization for the asynchronous case with k = n assuming a worst-
cast message initialization. The model we use is a generalization of the classical PUSH,
PULL and EXCHANGE model: We allow the topology in every round to be specified by
a graph with directed and/or undirected edges and a probability weight pe on every edge
e, such that the sum over all edges is at most 1. In every round each edge gets exclusively
selected with probability pe, i.e., in each round at most one edge gets selected. If the edge
is undirected an EXCHANGE is performed and if a directed edge gets activated a packet
is delivered in the direction of the edge. Note that this model is a generalization of the
"classical" communication models. To obtain the probability graph from an undirected
network with PUSH or PULL, one just has to replace every undirected edge {u, v} by two
directed edges with probability weight 1- and 1-, where A, and A, are the degrees of u
and v respectively. To obtain the EXCHANGE protocol each undirected edge {u, v} simply
has the probability weight - + 1-.
Gie st
Given such a network graph G with probability weights p, we define the min-cut -y(G)
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as:
y(G) = minooscv S Pe,
eEr(S)
where I'(S) are all edges leaving a non-empty vertex-subset S c V in G. The next two
lemmas show that this quantity exactly captures how long the PRLNC gossip takes to
spread n messages.
Lemma 5.4.2. If for every time t the min-cut of G(t) is at least -Y then the asynchronous
single transfer algorithm with q = 2 spreads n messages with probability at least 1 - 2-n in
O(2) time.
Proof. Our proof proceeds along the lines of the simple template from Section 5.2.3 and
concentrates on the spreading of one coefficient vector. We define a round as a success if and
only if one more node learns about it. It is clear that exactly n successes are needed. From
the definition of -y and Lemma 5.2.2 follows that each round is successful with probability
at least y(1 - 1/q). Thus if we run the protocol for t = c( (1-1/q)y) rounds we expect at
least cn successes and by Chernoff bound the probability that we get less than n is at most
2-0(n). If we choose c appropriately this is small enough to end up with 2-n after taking
the union bound over the qk - 2n vectors. O
The next lemma proves that 0(n) is optimal.f
Lemma 5.4.3. With high probability, the asynchronous single transfer algorithm takes at
least Q( g) rounds to spread k messages if it is used on any fixed graph G with (min-)cut y
on which at least 0(k) messages are initialized inside this cut.
of Lemma 5.4.3. In each round, at most one packet can cross the cut. For this to happen,
an edge going out of the cut has to be selected and the probability for this is by definition
exactly f. In order to be able to decode the k messages at least 9(k) packets have to cross
the cut each taking in expectation at least O() rounds. A standard Chernoff bound shows
that it takes with high probability at least Q(() rounds until 0(k) packets have crossed the
cut. L
Applying Lemma 5.4.2 to the standard PUSH/PULL model gives a O(An 2) stopping
time for any dynamic graph whose maximum degree is bounded by A, which is the main
result of [108]. It also gives 0(n 2) for the complete graph (instead of the 0(n 3 ) of [108])
and nicely explains the behavior of the barbel graph and the extended barbel-graph that
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were considered by [108]. The proof of Lemma 5.4.2 can furthermore easily be extended
to show that the dependency on the success probability is only logarithmic and additive in
contrast to the previous work [108, 109].
5.4.3 BROADCAST
In this section we give stopping times for synchronous and asynchronous BROADCAST
protocols in arbitrary dynamic networks. These are to our knowledge the first results for
the PRLNC algorithm in such a setting. We think the results in this section are of particular
interest for highly dynamic networks because many of the unstable or dynamic networks
that occur in practice, like ad-hoc-, vehicular- or sensor-networks, are wireless and thus
have an inherent broadcasting behavior.
To fix a model, we first consider the simple synchronous broadcast model. We assume
without loss of generality that the network graph G is directed because any undirected edge
can be replaced by two directed, anti-parallel edges. Having wireless networks in mind, we
also assume that in each round each nodes computes only one packet which is then send out
to all neighbors. Our results also hold for the easier but usually less realistic model where
nodes send out a different packet to each neighbor.
The parameter that governs the time to spread one message in a static setting is (not
surprisingly) the diameter D and it is easy to prove E(D + k) stopping times for k messages
using the projection analysis. In a dynamic setting this is not true. Even for just one
message, an adaptive adversary can, for example, always connect both the set of nodes that
know it and the set of nodes that do not know it to a clique and connect the two cliques by
one edge. Even though the graph G(t) has diameter 3 at all times, it clearly takes at least n
rounds to spread one message. In order to prove stopping times in the adaptive adversaries
model we switch to a parameter that indirectly gives a good upper-bound on the diameter
for many graphs. The parameter we use is the isoperimetric number h(G), which measures
the "node expansion" of a graph as follows:
|NV+ (S)|h(G) := minscV ,G
min(|S|,ISI)
where N3(S) are the nodes in G outside of the subset S that are in the directed neighbor-
hood of S.
To give a few example values: for disconnected graphs h(G) is zero and for connected
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graphs it ranges between 1 and 1; for a k-vertex-connected graph G we have h(G) = Q( )
and h(G) = E(1) holds if and only if G is a vertex-expander (or a complete graph).
We are going to show that the expected time for one message to be broadcast is at most
T = *E log(G)). This is 0(n) for a line or cycle, 0(" g k) for a k-vertex-connected graph,
and 0(log n) for any vertex-expander. Our bound is tight in the sense that for any value h
with 1 > h> there is a static graph G that has diameter at least O(T) and isoperimetric
number h(G) = 0(h). Having an upper bound on the time T it takes to spread one message
we again prove a perfectly pipelined time of O(T + k) for k messages:
Lemma 5.4.4. The synchronous broadcast gossip protocol takes with high probability at
most O( log(nh) + k) rounds to spread k messages as long as the isoperimetric number of the
graph G(t) is at least h at every time t.
Proof. We use the simple template from Section 5.2.3 and concentrate on the spreading of
one coefficient vector j. We define a round to be a success if and only if the number of
nodes that know j grows at least by a 1 fraction or if the number of nodes that do not
know ' shrinks at least by the same factor.
We want to argue that at most T = O(l"g(nh)) successes are needed to spread [ completely.
Note that this is slightly better than the straight forward (1 + >)T  n bound that would
lead to T = 0( OEn)). The improvement comes from exploiting the fact that the number
of nodes that learn is an integral quantity: In the first . successful rounds at least one
node learns about j. The next - successful rounds at least 2 nodes learn about 7 and the
following 7 successful rounds it is 3 new nodes and so on. There are 11 -Z - such phases
until at least n/2 nodes know j. The downward progression than follows by symmetry. The
total number of successes sums up to:
0(nh)
T < 2- 0( h
i=1
To finish the proof, we show that every round has a constant success probability. This
follows from Lemma 5.2.2 if for a success only one node is supposed to learn about '. If at
least [il > 2 nodes are supposed to learn then by the definition of a success and of h(G(t))
there are k > [7il 4 [i] nodes on the knowledge cut, i.e., at least k nodes that do not
know /- are connected to a node that knows about j. We invoke Lemma 5.2.2 again to see
that each of these nodes fails to learn about j- with probability at most 1/q 1/2. Finally,
Markov's inequality gives that the probability that more than k - [i] 3k nodes fail to
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learn 7 is at most 2/3. A round is therefore successful with probability at least 1/3.
A similar result to Lemma 5.4.4 can be proven for the asynchronous BROADCAST
model in which at every round each node gets selected uniformly independently at random
(i.e., with probability -) to broadcast its packet to its neighbors:
Lemma 5.4.5. The asynchronous broadcast gossip protocol takes with high probability at
most O(n- (logh) + k)) rounds to spread k messages as long as the isoperimetric number
of the graph G(t) is at least h at any time t.
Proof. The proof is nearly identical to the one of Lemma 5.4.4 but instead of defining a
round as a success we define successes for phases of n consecutive rounds. Using the same
definition of success and following the same reasoning as before it is clear that at most
O(l",g(nh)) successful phases are needed. To finish the proof we have to show that every
phase has a constant success probability. For this we note again that at least k > 4 Fil
nodes are on the knowledge-cut of J1 if Fil nodes need to learn about -. For each of these
4 [il nodes the probability that no neighboring node that knows f is activated during n
rounds is at most (1 - 1/n)" = e- 1 . According to Lemma 5.2.2 the probability for each of
the k nodes to fail to learn about j is thus at most 1 - (1 - 1/q)(1 - e- 1) < 0.7 < 3/4.
Markov's inequality again implies that the probability for a failed round in which more than
k - [i] > 3/4k fail is at most 0.7/0.75. 0
5.5 Extensions
In this section we discuss how the simple proofs from Section 5.4 that use only the template
from Section 5.2.3 can be extended to give more detailed or sharper bounds.
5.5.1 Exploiting a Well-Mixed Message Initialization
As stated in Section 5.3 we assume throughout this chapter that k messages are to be spread
that are initially distributed in a worst-case fashion. All earlier papers restricted themselves
to the easier special case that k = n and that each node initially holds exactly one message
[108, 109], or that k is arbitrary but the network starts in a similarly well-mixed state in
which each message is known by a different node and all messages are equally spread over
the network [106]. In many cases the worst-case and any well-mixed initialization take
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equally long to converge because the running time is lower bounded and dominated by the
flooding time T for a single message or the time it takes for a node to receive at least
k packets. Nevertheless, there are cases where a well-mixed initialization can drastically
improve performance.
Our proof technique explains this and we give a simple way to exploit assumptions
about well-mixed initializations to prove stronger performance guarantees: If, e.g., each
node initially holds exactly one of k = n messages then most vectors - are already known
to most nodes initially. More precisely exactly the () (q - 1)i vectors with i non-zero
components are initially known to exactly i nodes. With many vectors already widely
spread initially the union bound over the failure probabilities for all vectors to spread after
t rounds can decrease significantly. Taking the different quantities and probabilities for
nodes that are initially known to a certain number of nodes in account one can prove in
theses cases that a smaller t suffices.
One example for a mixed initialization being advantageous is discussed in Section 5.5.2.
Another example are the convergence times of the asynchronous PUSH and PULL protocol
on the star-graph: For both PUSH and PULL the network induced by the star-graph has
a min-cut of 1/n 2 which leads according to Lemma 5.4.2 and 5.4.3 to a stopping time of
E(n 3 ) under a worst-case initialization. The corresponding lower bound from Lemma 5.4.3,
which relates the convergence time to the min-cut of the network graph, has to assume
that at least a constant fraction of the messages are initialized inside a bad cut. For the
"classical" initialization in which each node starts with exactly one message this is true for
the PUSH model but not in the PULL model in which every bad cut only contains few
messages. Indeed assuming a well-mixed initialization the PUSH protocol still takes 9(n 3 )
time to converge while a much lower 8(n 2 log n) stopping time for the PULL model can be
easily derived using the projection analysis.
5.5.2 Perfect Pipelining and Exact Dependence on k
In many (highly connected) networks the spreading time T for one message is short and 0(k)
becomes the dominant term in the order optimal 0(k + T)-type upper bounds presented
in this chapter. So is, for example, T = 0(log n) for most expanding networks. While it
is clear that at least k packets need to be received at each node it becomes an interesting
question how large the constant factor hidden by the 0-notation is. Differently stated, we
ask how large the fraction of helpful or innovative packets received by a node is over the
execution of the protocol.
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Determining and even more optimizing proofs to obtain such constants is usually a big
hassle or even infeasible due to involved proofs. Simulation is therefore often used in practice
to get a good estimation of the constants (e.g., [106]). Our template from Section 5.2.3
reduces the question for the stopping time of PRLNC gossip to a simple standard question
about tail bounds for negative binomial random variables. This makes it often possible
to determine and prove (optimal) constants (and lower order terms). All that is needed
is to replace the Chernoff bound in the template from Section 5.2.3 by an argument that
gives the correct base in the exponential tail-bound. In many cases one can show that this
constant is arbitrarily close to the optimal constant one, i.e., we get t = k + O(T) stopping
times. This is called perfect pipelining for the following intuitive reason: It takes a node
O(T) time to receive the first message and only k steps later it has received all k messages
- as if the messages had been perfectly lined up.
We demonstrate this on the synchronous BROADCAST from Section 5.4.3.
Lemma 5.5.1. With high probability the synchronous broadcast gossip protocol that uses
logarithmic size coding coefficients, i.e., log q = Q (log n), takes at most k +0(T) rounds to
spread k messages, where T = ognh) if the isoperimetric number of the graph G(t) is at
least h at any time t.
The following proposition is needed for the proof of Lemma 5.5.1:
Proposition 5.5.2. Let X1, X 2 , ... , X1 be i.i.d. Bernoulli variables with failure probability
P [X1= 0] = p : 1. The probability that a positively weighted sum of the variables is at
most { its expectation is at most p, i.e.:
Proof. We first scale the weights such that E wj = 1 and than use the second moment
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1
< -(l -P) I
4 /
=P{ Ewj(1 -Xj) -pEw
= P Ewj(1-Xj)-pwj
2
= P E wj(1 -Xj) -p~ PE
1 (1-p) )
S (1-p)2
Now the left-hand side is the variance of a weighted sum of i.i.d. Bernoulli variables
with probability 1 -p, and as such its expectation is exactly E w (1 -p)p. Using Markov's
inequality on this expectation, we get that the probability we want to bound is at most:
16 l p j
9 -
16
< - - 2p - 1/4 < p.9
The last transformation holds because 1 - p 1/2 and because we can assume that all
weights are at most 1/4. This is true because if there is a wi 2 1/4 then already Xi = 1
leads to an outcome of at least one fourth of the expectation and the probability for this to
happen is p. 
-
of Lemma 5.5.1. We modify the proof of Lemma 5.4.4 only in the way that we use a slightly
more precise tail bound, namely that the probability that after t = k + O(T) independent
trials there are less than T successes is at most pk, where p is the failure probability (as
long as - log p 2 O(log t)). To see this, we pick t = k - (T + 1) log t/log p + T and get that
pk - pt-TtT+1 t ii-Pti
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method:
P ( zwji Xi
Wj (1 P -9~ (1 -_p)2
which is exactly the probability for having at least t - T failures in t rounds.
We keep the same definition of success as in the proof of Lemma 5.4.4 but prove that
the success probability of a round is at least 1 - 1/q, instead of 1/4 as in Lemma 5.4.4:
If only one node is supposed to learn for a success, this is again clear by Lemma 5.2.2. If
at least [i] nodes are needed to a success, we know also, by the definition of a success, that at
least 4 [i] nodes that do not know p- are connected to a node that knows about it. We assign
each ignorant node to exactly one node that knows about 7, breaking ties arbitrarily. Now,
according to Lemma 5.2.2, with probability 1 - 1/q each such node independently sends out
a message that is not perpendicular to j. In this case all ignorant nodes connected to it
learn f. We can now directly apply Lemma 5.5.2 and obtain that we indeed have a success
probability of at least 1 - 1/q per round. This finishes the proof. E
Another interesting case to analyze the leading constant of k is the random phone
call process from Section 5.4.1. The authors of [106] gave a theoretical analysis in the
regime where the O(k) term dominates and proved an upper bound of 3.46k for the PUSH
protocol and 5.96k for the PULL model. They also simulated the protocol and estimated
the stopping time to be 1.5k+log 2 n. Both their analytic bounds and the simulation assume
that messages start out in separate nodes and are equally spread over the network (see also
Section 5.5.1).
In this section we improve over these findings and show that the PULL model in this
setting actually converges in (1 + o(1))k time for if the number of messages k is only
minimally larger to dominate the running time (i.e., k > logl+o(1) n). Interestingly we also
show that with a worst-cast initialization (see also Section 5.5.1) the PULL model does not
achieve this convergence time but has a provably worse leading constant between 1.58 and
1.83:
We note that determining the correct constants for the random phone call model is more
delicate than proving order optimal convergence times. The reason for this is that the union
of random exchanges over many rounds almost surely forms an expander while the graph
in a single round is usually not even connected. This is the case for all of the presented
random phone call models. This results in all these models being very robust order optimal
while the leading constant is very sensitive to protocol details which makes proving optimal
k(1 + o(1))-type bounds for large k a bit more tricky. We exemplify this by exemplifying
some of these concerns for the PULL protocol:
The worst-case initialization for the PULL protocol is when all messages are initially
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known to only one node. In this case this node is not pulled at all in one round with
probability (1 - 1/n)" ; e-' = 0.367879441. In order to get pulled at least k times it takes
therefore in expectation at least k/(1 - e- 1) = 1.58197671k rounds. Thus for the case that
only one node initially knows about all messages and if this node prepares a message in
each round which it sends out to the nodes requesting it this is an information-theoretic
lower bound on the number of rounds. A direct analysis of the protocol for this case gives
a constant of log(q)/ log((1/e + (1 - 1/e)/q)) which is 1.82462135k for q = 2. This can be
improved if the start state is more mixed: The next lemma shows a (1+o(1))k stopping time
for the case where all messages are initiated at different nodes. This contrasts the upper
bound of 5.96k and the estimate of 1.5k of [106] for exactly this setting. More extensive
simulation results than the ones in [106] done by the author confirm that the constant for
the dependency on k should indeed be smaller than the projected 1.5k.
Lemma 5.5.3. The PRLNC algorithm in the random phone call PULL model even with
q = 2 spreads k = logl+o(1) n messages with high probability in (1 + o(1))k time if all
messages are initially known to different nodes.
Proof. We assume that each message is initially known to exactly one node and all messages
are known to different nodes. This implies that exactly the (') (q - 1)i vectors that have i
non-zero components are initially known to exactly i nodes. We will prove that any running
time t with t > k + O(log n) log t suffices to spread all messages with probability at least
1 - n-"('). For the assumed case that the number of messages k is with log1+o(1) n large
enough for k to dominate the running time this is can then be chosen to be t = (1+ o(1))k.
For the proof we pick a small threshold f = w(1) and first look at the k) (q -1)i <
fkf vectors that are known to at most f nodes initially. From the proof of Lemma 5.4.1 we
know that after t rounds each of these vectors has a probability of at most 2 -0(t-0(logn))
to not have spread completely. Choosing t > k + O(log n) therefore suffices easily to make
the contribution of these vectors to the union bound at most n-Q(1).
Most of the qk vectors start initially known to at least f nodes. For these vectors # we
choose the same definition of success as in the proof of Lemma 5.4.1: A round is successful
if the number of nodes that know f increases by at least a constant factor A > 1 or if the
number of nodes that do not know - decreases by a factor of A. We will show that if we
choose A small enough these vectors have a probability of . to spread successfully in oneq
round.
While with our initial analysis the start phase was the critical bottleneck we can show
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that the success probability for this phase can now even be pushed below 1/q by choosing
A small enough. In the first phase we have k < n/2 nodes that know j7 and at least n/2
nodes that are pulling for it. Each of those nodes has an independent probability of k/n to
hit a knowing node. Because k > f we have that the probability that none of these nodes
pulls from a node knowing about Al is (1 -k/n)n/ 2 <e-k < e- = o(1). Lemma 5.2.2 shows
than that each node that does pull from a node that knows about j has a probability of
(1 - 1/q) = 1/2 to learn 7. This means more generally we have at least n/2 nodes that
have an independent chance of k/2n to learn j. For a small enough A it is clear that the
probability that at least Ak nodes learn about j can be made an arbitrarily small constant.
In the second phase there are at least n/2 nodes that know f and we want that of the
remaining k ; n/2 nodes at least a A-fraction learns fl. Each of these nodes has a probability
of at least 1/2(1-1/q) to pull from a knowing node and learn fl (see Lemma 5.2.2). Choosing
A = 1/8 suffices to guarantee that the probability that at least a A-fraction learns f is at
least 1/2. The only reason that this probability can not be reduced is because if only one
node remains to learn to learn about A a round is successful with probability exactly 1/2.
Now let T = O(logn) be the number of successful rounds needed to spread f. Similar
to the proof Lemma 5.5.1, we approximate the probability that f has not spread after t
round by:
--i1 2 t- 2
i=t-T
Thus if t > k + T log t as desired this probability is smaller than 2-kn~0(1) and a union
bound over all vectors finished the proof by showing that the probability that after t rounds
not all vectors have spread is at most n-(1).
5.5.3 Asynchronous Single Transfer with few Messages
Section 5.4.2 proves convergence times for spreading k = n messages using the asynchronous
single transfer protocols. These bounds are tight and directly extend to a 9(L) bound
for k = Q(n) messages. In what follows, we want to generalize this to smaller number
of messages and discuss the bounds that can be obtained using the projection analysis
technique.
For small number of messages, e.g., k = 1, the convergence time of PRLNC single
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transfer gossip can be much faster than O(") but still be w(k). This shows that the min-
cut y is not the right quantity to look at in this scenario. Again, as in Section 5.4.3,
conductance quantities capture much better how fast a small number of messages spreads.
The quantity we consider is:
ZeEout(S) PeA(G) = minscv .eu~)P
min(ISI, IS)
It is easy to see that it takes at most T = O(129') time for one message to spread if the
conductance is bounded by A at every time t.
Theorem 5.5.4. In the asynchronous single transfer model (with any q) it takes in expec-
tation at most T = O(1'9') time for one message to spread.
Proof. The probability that a set of nodes that know the message grows from size i < n
to i + 1 is at least (1 - 1/q)(Amin(k,n - k)). It thus takes at least (1-1/q)A rounds in
expectation for the first success, 2(1-/)A rounds for the second success and in general
T = min(i,-i)(1-1/q)A < (1 + i 1 )1 logn = O(129') rounds in expectation for one
message to spread. [
This is a tight bound for many regular graphs and gives, e.g., a convergence time of
E(n log n) for the complete graph or any other regular expanders. The other lower bound
that kicks in for large enough k is the Q(g) lower bound from Lemma 5.4.3.
Similar to the results for the other models the next lemma nicely demonstrates that
the convergence time (up to a small additional log n-factor that falls out of our elementary
analysis) is again either dominated by the number of rounds needed to spread one message
or, for larger number of messages k, by the k rounds needed for the k messages to cross the
worst case cut:
Lemma 5.5.5. With high probability disseminating k messages in the asynchronous single
transfer model with q = 2 takes at most t = O( i + 1 n) rounds, if the graph G has a
min-cut of at most -y and a conductance of at least A at all times t.
Proof. We want to show that running the protocol for t = O(. + T) rounds, where T =
O('0 f2) suffices to spread k messages. Note that we always have t > n and can also safely
assume that log t = O(log n). As a first step we define pi to be a lower bound for the
probability that if i nodes know ' in the next round one more node learns about -. Note
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that by assumption and Lemma 5.2.2 pi is lower bounded by (1 - 1/q)min{i, n - i}A and
(1 - 1/q)-y. We now look at n phases in which we allow " tries for i nodes informing
the next node about fl. The number of rounds spend in successful phases sums up to at
most En1 1 <Q O(of) E'/ <Q O(* 2 n) = T. Lets now look at the probability that
j has not spread after t > T steps. In this case we have at least t - T failures that can
occur after any of the n phases. The probability that at least m errors occur after phase i
is at most (1 - Pi < (3t)-1 (1 - y/2) m . We thus get a (2t)- 1 factor for every phase
that does not finish "in time". We also get a total factor of (1 - 7/ 2 )t-T from all t - T
failures occurring after any round. Let j be the number of phases that finish not "in time".
There are exactly ((t-+j) < (2t)' ways of distributing the t - T failures to these j phases.
Putting all this together we get that the probability that the algorithm did not converge
after t > T steps is upper bounded by:
Z(2t)j(3t)-(1 - y/ 2 )t~T < e-y/ 2 (t-T)
j=1
Choosing t = O(k + T) makes this smaller than q-k2~n and applying Theorem 5.2.3 com-
-y
pletes the proof. L
5.5.4 Weaker Requirements for Random Networks
The idea behind proving performances in the extremely strong and pessimistic adaptive
adversarial model used in this chapter (and also Chapter 6 is that the guarantees directly
extend to the widest possible range of networks, including random models. Most of our
proofs, like the ones of Lemma 5.4.2, 5.4.4 or 5.4.5, demand that the network graph G(t)
has a certain connectivity requirement at any time t. These requirements might be slightly
too strong for random network models. In the following we briefly discuss how these re-
quirements can be easily weakened in many ways:
The simple fact that no progress in the spreading of knowledge gets lost, makes it
easy to deal with the case that the connectivity fluctuates (e.g., randomly). Increasing
the stopping time by a constant factor easily accounts for models in which the desired
connectivity occurs only occasionally or with constant probability. Looking at the average
connectivity is another possibility. It is furthermore not necessary to require the entire
graph to be expanding on average but it suffices to demand that each subset expands
on average with constant probability according to its size. This way, convergence can be
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proven even for always disconnected graphs. In many models it is furthermore possible
and helpful to consider the union of the network graphs of consecutive rounds, i.e., G'(t) =
G(3t') U G(3t' + 1) U G(3t' + 2).
We defer more formal and detailed examples to Chapter 7 and give here merely on small
example to demonstrate the usefulness of these ideas, namely, an alternative way to prove
Lemma 5.4.1: Instead of analyzing the random phone call model as a gossip process on the
complete graph one can alternatively see it as a synchronous BROADCAST on a random
network. The network graph G(t) is in this case simply formed by a random directed in-
edge, directed out-edge or undirected edge at each node, depending on whether the PUSH,
PULL or EXCHANGE model is used. For these random topologies G(t) Lemma 5.4.4 will
not directly give any stopping time bound, simply because the network graph G(t) is with
high probability disconnected. Using either of the two ideas introduced above solves this
problem: with constant probability every set has a constant expansion; alternatively one
can use that the union of a constant number of rounds forms most likely with an expander.
5.6 Conclusions
In this chapter we introduced the projection analysis technique as a new way to analyze
(gossip) protocols based on random linear network coding. Our analysis drastically simpli-
fies, extends and strengthens previous results. In all settings considered in this chapter we
prove that the PRLNC spreads messages in a perfectly pipelined manner and stops with
high probability in optimal time. All our results hold in highly dynamic networks that are
controlled by a fully adaptive adversary, something we extend on in Chapter 6.
Theorem 5.2.3 gives a direct way to transfer results for a single-message gossip process
to the corresponding multi-message PRLNC gossip process, given that strong enough tail
bounds are provided. One example for which this is easy is [88], which gives an O(F)
bound on a synchronous single transfer gossip for one message in a static topology of
conductance <b. Making the tailbound in this work explicit directly leads to an O( 1,gn+k)
bound for k messages which is optimal. Other interesting candidates are the stationary
Markovian evolving graphs studied in [121].
The projection analysis technique is very simple and flexible and we expect that it has
more applications and extensions. Many such extensions and applications are already given
in most chapters throughout the rest of this thesis.
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Chapter 6
Dynamic Networks
6.1 Introduction
In this chapter we demonstrate that network coding can significantly improve the efficiency
of distributed computations in dynamic networks. While network coding is a relatively
recent discovery it has already revolutionized information theory and is now a crucial tool
in designing robust and efficient communication protocols. We believe network coding has
potential for similar impact in the distributed computing community.
We study the recently introduced dynamic network model [120]. This model was de-
signed to capture the highly dynamic and non-converging nature of many modern networks
by allowing the network topology to change completely and adaptively in every round
subject to the constraint that the network is always connected. In each synchronized com-
munication round, each node chooses a message which is then broadcast to its neighbors
for the round. What makes this model particularly challenging is that the broadcast is
anonymous, i.e., at the time a node chooses its message it does not know who its receiving
neighbors for the round will be.
A fundamental problem in such dynamic networks is k-token dissemination: there are k
tokens initially distributed to some nodes, and the goal is to disseminate them to all nodes.
The most natural approach to solving token dissemination is token forwarding also called
store-and-forward or simply routing: in each round, each node chooses to broadcast one
token it knows.
In static networks letting each node send a message not sent out before results in mes-
133
sages pipelining and reaching every node in less than n + k rounds which is clearly optimal.
This simple strategy does not work for dynamic networks anymore. Still one can trivially
disseminate k tokens in an n-node network in O(nk) time by flooding the k tokens one by
one in 0(n) rounds each [1201. Kuhn et al. also show that one can interpolate between
these bounds in slower-changing T-interval-connected networks, in which for any interval
of T rounds the links of some specific underlying spanning tree persist. In particular they
give an O(1 + n) algorithm that exploits that pipelining works over any T rounds.
Kuhn et al. also give evidence that these trivial quadratic nk running times are the best
one can do with token forwarding. For the natural class of knowledge-based token forwarding
algorithms, where each node's messages depend only on the tokens it knows, they show a
matching ( + n) lower bound. They also give a more general Q(n log k) lower bound
that applies even if the algorithm is operated under centralized control'. This lower bound
was later drastically improved by [122] to show that 0(nk/ log n) rounds are necessary if
the topology can change arbitrarily at any round. As a first main main contribution of this
chapter we extend this lower bound in various natural directions. Specifically, we prove
lower bounds for T-interval connected dynamic graphs, graphs that are c-connected in any
round and settings in which multiple token can be forwarded.
We then contrast these strong lower bound results with novel algorithms which show
that these lower bounds cease to hold if one does not require that tokens be broadcast
individually. Using the network coding technique developed in Chapter 5 we show that in
a distributed setting, perhaps counter-intuitively at first, larger tokens can be disseminated
faster: if the token size (and message size) is d, network coding can disseminate k tokens
in O(k(n log n)/d) time. We also consider networks that are T-stable, changing only once
every T rounds. We show that network coding essentially achieves a factor T 2 speedup out-
performing the linear T factor speed-up of (knowledge-based) token forwarding algorithms.
Finally, we show that linear network coding is not inherently randomized but that the ideas
and improvements carry over to (non-uniform) deterministic algorithms as well.
6.2 Our Results
In this section we provide the formal statements of our main results. The model should be
clear from the introduction but is also formally described in Section 6.3.
'A centralized algorithm can globally coordinate nodes. It is aware of all past topologies and can tell
nodes which tokens to forward. However, it must be oblivious to the actual values of the tokens, producing
a schedule that depends only on the connectivity history.
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6.2.1 Message Size Considerations
Kuhn et al. assume throughout that the message size is equal to the token size. For token-
forwarding algorithms, this is quite reasonable. For fixed token size, a larger message simply
allows forwarding more tokens at once, which for all their results is equivalent to executing
multiple rounds in parallel. Thus, all their upper and lower bounds simply scale linearly
with this message size.
Once we move beyond token forwarding this equivalence breaks down. Thus, we intro-
duce a separate parameter, b, representing the size of a message. We will see that network
coding performance improves quadratically with the message size. Somewhat surprisingly,
this means that when the message size is equal to the token size, larger tokens can be
disseminated faster.
Explicitly modeling b also allows us to bridge an important gap between the distributed
computing and network coding conununities. In distributed computing we often focus
on size-O(log n) message-sizes. But in practice, most communication protocols impose a
minimum message size in the thousands or tens of thousands of bits. We should therefore try
to take advantage of the possibility of tokens being much smaller than the message size; with
network coding we can. At the other end, the network coding community generally assumes
messages are so large that overheads associated with network coding can be ignored. Our
work accounts for the hidden cost of these overheads, which can be significant when messages
are smaller. In summary, explicitly modeling b lets us span the range of assumptions from
distributed computing's tiny messages to network coding's huge ones. We discuss this issue
in more detail in Section 6.2.5.
6.2.2 Prior Bounds for Token Forwarding Algorithms
For comparison we first recall the upper- and lower-bound results of [120] and [122]:
Theorem 6.2.1 ( [120]). There is a deterministic knowledge-based token forwarding algo-
rithm that solves the k-token dissemination problem in any T-stable or T-interval connected
dynamic network in O( 1 -!n + n) rounds using messages of size b for tokens of size d. This
is tight, i.e., for any T, any (even randomized) knowledge-based token forwarding algorithm
takes in the worst case at least Q(-! - n + n) rounds.
This is not a verbatim restatement. Indeed, Kuhn et al [120] prove this theorem only
for T-interval connectivity. Furthermore, except for the abstract, they only describe the
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case of small tokens and assume that the messages size is equal to the size of the tokens,
i.e., b = d = logn. Lastly, for most of the chapter they assume that k = n or that each
node starts with exactly one token. It is easy to verify that the lower bound from [120]
continue to hold for the T-stability model and that the algorithms also directly extend to
the stated theorem: E.g., to achieve a running time of n for T = 1 the nodes repeatedly
flood A tokens per 0(n) rounds instead of one.
While we believe that the bounds for knowledge-based algorithms are tight for any
token-forwarding algorithm proving such lower bounds is challenging. As a first step in this
direction [120] proved a 0(n log k) lower bound which applied to deterministic centralized
algorithms. This showed at least that even if one allows such unrestricted, non-distributed
coordination between nodes a linear time algorithm is not achievable (in contrast to static
graphs). This lower bound was drastically strengthened to an almost optimal quadratic
lower bound in [122]:
Theorem 6.2.2 ( [122]). For b = d any deterministic centralized token forwarding algorithm
that solves the k-token dissemination problem in a dynamic network takes f( ) rounds
in the worst case.
6.2.3 New Token Forwarding Lower Bounds
We further extend the lower bound from [122] in various natural directions. Specifically,
we make the contributions listed in the following. All our lower bounds hold for determin-
istic algorithms and for randomized algorithms assuming a strongly adaptive adversary (cf.
Section 6.3). Our results are also summarized in Table 6.1.
Multiple Tokens per Round: Assume that instead of forwarding a single token per
round, each node is allowed to forward up to 1 < B = b/d < k tokens in each round.
In the simple token-forwarding algorithm that we described above, we can then forward
a block of B tokens to every node in n - 1 rounds and we therefore get an 0(a) round
upper bound. We show that every (randomized) token-forwarding algorithm needs at least
Q(n + B n -o ) rounds.
Interval Connectivity: It is natural to assume that a dynamic network cannot change
arbitrarily from round to round and that some paths remain stable for a while. This is
formally captured by the notion of interval connectivity as defined in [120]. A network is
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TF Alg. [120] NC Alg. [4, 5, 7] TF Lower Bound I
O( "k ) 1 (n + k log n) [120]
always connected nk o (1) (nk ) [120]
IO(n +k) (2) lo )[122]
T-interval conn.+ O(n + ))
T-stability* T ' O(n + k) (2) Tr.g ( he
O( + ) (2) (" (here)
always c-connected i O( ) (1) (2 ) (here)0 (fl-lk) (2) Q( c ) (here)
B-token packets ~ BO(2gn) (1) Q( l o ) (here)O(n + h) (2)
-partial token diss. Jnk O(n k) (2) l( )
Table 6.1: Upper and lower bounds for token forwarding (TF) algorithms and network
coding (NC) based solutions. All TF algorithms are distributed and deterministic while all
lower bounds are for centralized randomized algorithms and a strongly adaptive adversary.
The NC algorithms work either in the distributed setting against a (standard) adaptive
adversary (1) or in the centralized setting against a strongly adaptive adversary (2).
called T-interval connected for an integer parameter T > 1 if for any T consecutive rounds,
there is a stable connected subgraph. It is shown in [120] that in a T-interval connected
dynamic network, k-token dissemination can be solved in O(n+"n) rounds. In this chapter,
we show that every (randomized) token-forwarding algorithm needs at least Q (n + nk
rounds.
Vertex Connectivity: If instead of merely requiring that the network is connected in
every round, we assume that the network is c-vertex connected in every round for some
c > 1, we can also obtain a speed-up. Because in a c-vertex connected graph, every vertex
cut has size at least c, if in a round all nodes that know a token t broadcast it, at least c
new nodes are reached. The basic token-forwarding algorithm thus leads to an O(a) upper
bound. We prove this upper bound tight up to a small factor by showing an Q(-j- 4 2)
lower bound.
6-Partial Token Dissemination: Finally we consider the basic model, but relax the
requirement on the problem by requiring that every node needs to obtain only a 3-fraction
of all the k tokens for some parameter 6 E [0,1]. We show that even then, at least Q(n" )
rounds are needed. This also has implications for algorithms that use forward error correct-
ing codes (FEC) to forward coded packets instead of tokens. We show that such algorithms
still need at least Q(n + k( n ) 1/3) rounds until every nodes has received enough coded
packets to decode all k tokens.
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6.2.4 Network Coding
Even though the token dissemination problem is about delivering complete tokens, one can
benefit from not treating the information as a physical quantity that needs to be routed
through the network. We do this by providing faster algorithms for the k-token dissemina-
tion problem based on network coding.
Bandwidth Dependence
Our first theorem shows that one can solve k-token dissemination roughly a factor of b faster
than the lower bound for knowledge-based token forwarding algorithms:
Theorem 6.2.3. There is a randomized network coding algorithm that solves the k-token
dissemination problem in a dynamic network with n nodes in
1 nkd log n nkd
O(min{-.-+nb,-.+ nlog n})b b b b
rounds with high probability.
This means that the efficiency of token-dissemination increases at least quadratically
with the bandwidth, instead of the more intuitive linear increase given by Theorem 6.2.1.
The first O(nkd/b2) bound applies unless b is quite large, in which case we must accept the
additional log n factor in the second bound.
Stable Networks
A similar result is true for the advantages coming from more stable networks. Theorem
6.2.1 implies that T-stability (or even T-interval connectivity) allows for a speed up of T.
For k = n and b = d this nicely interpolates the 0(n 2) rounds needed for dynamic graphs
and the obvious linear time pipelined flooding solution for static graphs.
In contrast, our next theorem shows that with network coding the speedup from stability
improves to T 2 . For most parameter values, this improvement composes with the speed-up
from larger message sizes. This yields a b2, speed up over the O("jd) rounds for most
settings of the parameters b, d, k and T. This is a factor of i" faster than the lower bound
for knowledge-based token-forwarding algorithms:
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Theorem 6.2.4. There is a randomized network coding algorithm that solves the k-token
dissemination problem in a T-stable dynamic network with n nodes in
O(1) -min{ lo 1 + nbT2 log n
i " .2 + nT log2 n
12 - n2 + nlogn
rounds with high probability.
Deterministic Algorithms
The above algorithms are based on random linear network coding which seems to be inher-
ently dependent on randomization. We show that this is not true. We give tight trade-offs
between the adaptiveness of the adversary and the required coefficient size/overhead. For
derandomization we must pay higher (quadratic) coefficient overhead, but we can still out-
perform token-forwarding algorithms. These arguments apply quite generally to the network
coding framework presented in Chapter 5 and are interesting on their own. Here we mention
on the implications for the k-dissemination problem.
Theorem 6.2.5. There is a deterministic network coding algorithm that solves the k-token
dissemination problem in a T-stable dynamic network with n nodes in
O 1- n -minjk, } + nI 2 0 (40-
rounds.
Centralized Algorithms
For completeness we also describe what our findings imply for centralized algorithms. We
need an appropriate generalization of the centralized algorithm definition of Kuhn et al.
Formally we define centralized algorithms as "distributed" algorithms that furthermore
provide each node with knowledge about past topologies, the initial token distribution
(without getting to know the tokens itself) and a source of shared randomness in case of a
randomized algorithm. It is easy to verify that this extends the definition given in [120] for
centralized token-forwarding algorithms to general algorithms and problems.
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Corollary 6.2.6. There is a randomized centralized network coding algorithm that solves
the k-token dissemination problem in a T-stable dynamic network with n nodes in order-
optimal O(n) time with probability 1 - 2-" and a deterministic centralized network coding
algorithm that runs in O(1f -n - min{k, 2} + n) rounds.
Specific Parametrizations
To help interpret these general results we present a few interesting value instantiations.
" Even for b = d = log n and k = n, which is an important case because of its connection
to counting the number of nodes in a network [1201, the n 2/ log n rounds needed by
the network coding algorithm is a e(logn) factor faster than any knowledge-based
token forwarding algorithm can be.
" If one considers the counting problem with larger message sizes, i.e., d = log n and
k = n, then Theorem 6.2.3 implies that a message size of b = r log n suffices to
obtain an optimal linear-time randomized algorithm. For b = n2/3log n this can be
made deterministic. In contrast, the best known token-forwarding algorithm needs
b = n log n (see Proposition 3.2 of [120]) which is tight for knowledge-based token
forwarding algorithms.
" The situation is similar if one considers the question of how stable a graph needs to
be to allow near-linear n1+o(1) time algorithms for the n-token dissemination prob-
lem. Theorems 6.2.4 and 6.2.5 show that T = Q(/) suffices for randomized algo-
rithms and T = Q(n 2 /3 ) for deterministic algorithms. This means that ifi (resp.
n1/ 3 ) adversarial topology changes can be tolerated with network coding. In contrast
any knowledge-based token-forwarding algorithm requires the graph to be essentially
static, i.e., T = (n1-o(1))
" For the case that messages are of the size of a token, i.e, b = d, the weaker but quite
general lower bound for Theorem 6.2.2 rules out any linear time token forwarding
algorithm even if a deterministic centralized algorithm is used. In contrast to this
there are linear time network coding algorithms that are:
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- randomized and centralized for any d
- deterministic and centralized when d > n log n
- randomized and knowledge-based when d > n log n
- deterministic and knowledge-based when d > n2 log n
6.2.5 Related Work
While traditional distributed algorithms research has focused on computation in static
networks, the analysis of dynamic network topologies has gained importance both in practice
and theory.
Substantial work has been devoted to random connectivity models n which a particular
graph suffers different random edge faults in each round [123], or in which each node is
connected to other random nodes in each round. Other work, e.g. on population protocols
(see [117] for a recent survey) has been invested in studying networks that eventually sta-
bilize, guaranteeing to provide an answer once that happens without doing anything wrong
beforehand. Other models [124, 125, 126, 127] allow for worst-case changes in network
connectivity to happen, but only at a slow pace with plenty of time for self-stabilization to
adapt to the changes. Gossip (see Part I) and broadcast [128, 129, 130, 131, 132] are among
the commonly considered communication primitives in these settings.
Only very recently models with continuous drastic topology changes have been intro-
duced. Avin et al. [133] analyze cover times of random walks in oblivious adversarial
topologies while Kuhn et al. [120] looked at the much stronger adaptive adversarial setting.
As described extensively before we build on this network model.
For related work on network coding we refer to Chapter 4 and focus here merely on
important differences to network coding results for dynamic networks presented in Chap-
ter 5. In particular we already showed in Chapter 5 that network coding works well in
dynamic networks in which a fully adaptive adversary changes the topology in every round.
In the setting considered here this would imply an optimal 0(n) linear time algorithm for
the n-token dissemination problem. Unfortunately, these results do not directly apply in
the setting considered in this chapter for two subtle but important reasons:
First, in Chapter 5, as well as in all prior work on algebraic gossip, it is assumed that
the additive overhead of the network coding header, which is linear in the number of coded
packets, is negligible compared to the size of a packet. This assumption is appropriate in
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many practical implementations in which this overhead is indeed small (e.g., < 1% [105]).
But a rigorous theoretical treatment in the distributed setting considered here must account
for this overhead which may be significant if message-sizes are small.
Secondly, in all prior literature including our results in Chapter 5, it is also assumed
that tokens are uniquely numbered/indexed and that this index is known to any node that
starts with a token. This is needed to allow nodes to specify in the coding header which
packets are coded together in a message. In this chapter such an assumption would be
unacceptable. For example, for the task of counting the number of nodes in a dynamic
network [120] having the IDs consecutively indexed would essentially amount to assuming
that a solution to the counting problem is already part of the input.
In this chapter we address both points explicitly. Accounting for the coding overhead
leads to interesting trade-offs and poses new algorithmic challenges like the need for gather-
ing many tokens in one node so that they can be grouped together to a smaller number of
larger "meta-tokens" that require fewer coefficients that fit in a smaller coding header. To
this end we consider intermediate message sizes b that can range from logarithmic size [120]
to super-linear size [4, 106, 107, 108, 109, 134]. We furthermore do not assume any token
indexing or other extra coordination between nodes but show how to bootstrap the token
dissemination algorithms to find such an indexing.
6.3 Model and Problem Description
Throughout this chapter we work in the dynamic network model of [120]. The following
section gives a detailed description of the model and of the token dissemination problem.
6.3.1 The Dynamic Network Model
A dynamic network consists of n nodes with unique identifiers (UIDs) of size O(log n). We
assume that the number of nodes is known (up to a factor of 2) by all nodes (we will explain
later that this is without loss of generality). The network operates in synchronized rounds.
During each round t the network's connectivity is defined by a connected undirected graph
G(t) chosen by an adversary. The nodes communicate via anonymous broadcast: At the
beginning of a round each node chooses an O(b)-bit message, where b > log n,2 without
knowing to which nodes it is connected in the round. After the messages and the network
2This assumption is necessary to allow broadcast of basic quantities like node IDs
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G(t) is fixed each node receives all messages chosen by its neighbors in G(t). The model
does not restrict local computations done by nodes.
We present deterministic and randomized algorithms. In the case of randomization one
must carefully specify how the adversary is allowed to adapt to algorithmic actions. We
cover several models but for the bulk of our presentation we assume an adaptive adversary:
in each round the adversary chooses the network topology based on all past actions (and
the current state) of the nodes. Following this the nodes then choose random messages (still
without knowing their neighbors).
Remarks:
" We allow message size 0(b) for convenience; to achieve message size b we simply start
with a message size smaller by the constant factor in the 0-notation; since all our
speedups are polynomial in b this only affects our running times by a constant factor.
" For randomized algorithms the assumption of O(log n) size UIDs is without loss of
generality since they can be generated randomly with a high probability of success.
" For n-token dissemination the assumption that all nodes know n is also without loss
of generality. For if n is unknown, we will start with a proposed upper bound n = 2
and count the number of node IDs using n-token dissemination. We will show that
if n is not a valid upper bound, the counting algorithm will detectably fail. If so, we
will double the estimate and restart, repeating until the counting algorithm succeeds.
Since the algorithms are at least linear in the size of the estimate, all rounds spent on
computations with under-estimates are dominated by a geometric sum and increase
the overall complexity at most by a factor of two. A similar argument was given by
Kuhn et al. [120].
6.3.2 The k-Token Dissemination Problem
In this section we describe the k-token dissemination problem [120]. In this problem, k < n
tokens of d < b bits are located in the network and the goal is for all nodes to become aware
of the union of the tokens and then terminate. We assume that the k tokens are chosen
and distributed to the nodes by the adversary before the first round.
Our algorithms will incur running times dependent on kd, the total number of bits to
disseminate. However, we keep the parameters k and d separate for clarity. This also means
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the algorithms can apply when d > b; we simply subdivide each token into tokens of size b,
which does not change the total number of bits. Note also that we require nodes to learn
the union of the tokens, which means duplicate tokens may be lost. This can be avoided
by adding a distinct sequence number to each token to make them distinct.
Kuhn et al. observe that k-token dissemination seems intimately connected to the
problem of counting the number of nodes in a network and to even simpler problems like
consensus. In fact k-dissemination is "universal" as any function of the k tokens can be
computed by distributing them to all nodes and the letting each node compute the function
locally.
We consider only Las Vegas algorithms that disseminate all tokens and terminate with
probability 1. We will bound the expected number of rounds to termination. We will also
show that all these stopping times hold with high probability.
Our algorithms for k-token dissemination solve several natural sub-problems as subrou-
tines:
k-gathering: k tokens must be gathered to one node (or a small number of nodes).
k-indexing: k tokens must be selected and a distinct index in the range 1,... k assigned
to each.
k-indexed-broadcasting: k tokens with distinct indices 1, ... , k must be distributed to
all nodes
These subroutines are used in a natural way: k-indexing is used to select a set of k
tokens that will be disseminated in one round; we then perform k-indexed broadcast of
these tokens by k-gathering them to a few nodes that use the indices to code and broadcast
them.
6.4 Lower Bounds
6.4.1 General Technique and Basic Lower Bound Proof
We start our description of the lower bound by outlining the basic techniques and by giving
a slightly polished version of the lower bound proof by Dutta et al. [122].
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For the discussion here, we assume that in each round, each node is allowed to broadcast
a single token, i.e., b = 1. In this setting the O(nk/ logn) lower bound of [122] is based
on the following observation: Assume that initially, every node receives every token for free
with probability 1/2 (independently for all nodes and tokens). Now, with high probability,
whatever tokens the nodes decide to broadcast in the next round, the adversary can always
find a graph in which over at most O(log n) edges new tokens are learned. Hence, in each
round, at most O(log n) tokens are learned. Because also after randomly assigning tokens
with probability 1/2, overall still roughly nk/2 tokens are missing, the lower bound follows.
Next we give the full details for this proof:
For each node, we maintain two sets of tokens. For a time t > 0 and a node u, let Ku(t)
be the set of tokens known by node u at time t. In addition the adversary determines a
token set K'(t) for every node, where K' (t) C K'(t + 1) for all t > 0. The sets K'(t) are
constructed such that under the assumption that each node u knows the tokens Ku(t)UK'(t)
at time t, in round t + 1, overall the nodes cannot learn many new tokens. Specifically, we
define a potential function D(t) as follows:
D(t) := | 1Ku(t) U K'/ (t) . (6.1)
UEV
Note that for the token dissemination problem to be completed at time T it is necessary
that (D(T) = nk. Assume that at the beginning, the nodes know at most k/2 tokens on
average, i.e., EEy IKu(0)| nk/2. For always connected dynamic graphs, we will show
that there exists a way to choose the K'-sets such that K'(0)| < 0.3nk and that
for every choice of the algorithm, a simple greedy adversary can ensure that the potential
grows by at most O(log n) per round. We then have D(0) < 0.8nk and since the potential
needs to grow to nk, we get an 0-2,k lower bound.
In each round r, for each node u, an algorithm can decide on a token to send. We
denote the token sent by node u in round r by iu (r) and we call the collection the pairs
(u, i (r)) for nodes u e V, the token assignment of round r. Note that because a node can
only broadcast a token it knows, iu(r) E Ku(r - 1) needs to hold. However, for most part
of the analysis, we do not make use of this fact and just consider all the k possible pairs
(u, iu(r)) for a node u.
If the graph G(r) of round r contains the edge {u, v}, u or v learns a new token if
iv(r) g Ku(r - 1) or if iu(r) g K,(r - 1). Moreover, the edge {u,v} contributes to an
increase of the potential function 4 in round r if iv(r) g Ks(r - 1) U K'(r - 1) or if
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iu(r) g Kv(r - 1) U K' (r - 1). We call an edge e = {u, v} free in round r iff the edge does
not contribute to the potential difference <b(r) - 4(r - 1). In particular, this implies that
an edge is free if
(iu(r) e K'(r - 1) A iv(r) E K' (r - 1)) V (iu(r) = iv(r)). (6.2)
To construct the K'-sets we use the probabilistic method. More specifically, for every
token i and all nodes u, we independently put i e K'(O) with probability p = 1/4. The
following lemma shows that then only a small number of non-free edges are required in
every graph G(r).
Lemma 6.4.1 (adapted from [122]). If each set K'(O) contains each token i independently
with probability p = 1/4, for every round r and every token assignment {(u, iu(r)}, the F(r)
induced by all free edges in round r has at most O(log n) components with probability at
least 3/4.
Proof. Assume that the graph F(r) has at least s components for some s > 1. F(r) then
needs to have an independent set of size s, i.e., there needs to be a set S C V of size |S| > s
such that for all u, v e S, the edge {u, v} is not free in round r. Using (6.2) and the fact
that K'(0) 9 K'(t) for all u and t > 0, an edge {u, v} is free in round r if iu(r) E K',(0)
and iv(r) e K'(0) or if iu(r) = iv(r).
To argue that s is always small we use a union bound over all (n) < ns ways to choose
a set of s nodes and all at most ks ways to choose the tokens to be sent out by these nodes.
Note that since two nodes sending out the same token induce a free edge, all tokens sent
out by nodes in S have to be distinct. Furthermore, for any pair of nodes u, v E S there is
a probability of exactly p2 for the edge {u, v} to be free and this probability is independent
for any pair u', v' with {u', v'} # {u, v}. The probability that all (s) > s 2 /4 node pairs of
S are non-free is thus exactly (1 - p2)() ep 2 ,2 /4. Ifs = 2p 2 nnk > 4p-2 (ln nk + 2)
(assuming ln(nk) > 1), the union bound (nk)se-P2S 2 /4 is less than 1/4 as desired. This
shows that there is a way to choose the sets K' (0) such that the greedy adversary always
chooses a topology which increases the potential by at most 2s ; 24p- 2 In nk = O(log n)
per round which completes the proof.
Based on Lemma 6.4.1, the lower bound from [122] now follows almost immediately.
Theorem 6.4.2. Suppose an always connected dynamic network with k tokens in which
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nodes initially know at most k/2 tokens on average. Then, any centralized token-forwarding
algorithm takes at least Q (nk) rounds to disseminate all tokens to all nodes.
Proof. By independently including each token with probability 1/4 in each of the sets
K'(0), we have that E. IK,'I < 0.3nk with probability at least 3/4 (for sufficiently large
nk). Further, by Lemma 6.4.1, with probability at least 3/4, we obtain sets K'(0) such
that the potential can only grow by O(log n) in every round. Hence, there exists set K'(0)
such that the initial potential is at most 0.8nk and in each round, the potential function
does not grow by more than O(log n). As in the end the potential function has to reach nk,
the claim then follows. E
6.4.2 Sending Multiple Tokens per Round
In this section we show that it is possible to extend the lower bound to the case where nodes
can send out b > 1 tokens in each round. Note that it is a priori not clear that this can be
done as for instance the related 0 (n + k log n) lower bound of [120] breaks down completely
if nodes are allowed to send two instead of one tokens in each round.
In order to prove a lower bound for b > 1, we generalize the notion of free edges. Let us
first consider a token assignment for the case b > 1. Instead of sending a single token i,(r),
each node u now broadcasts a set Iu(r) of at most b tokens in every round r. Analogously
to before, we call the collection of pairs (u, Iu(r)) for u E V, the token assignment of round
r. We define the weight of an edge in round r as the amount to which the edge contributes
to the potential function growth in round r. Hence, the weight w(e) of an edge e = {u, v}
is defined as
w(e) := |Iv(r) \ (Ku(r - 1) U K'(r - 1)| + jIu(r) \ (Kv(r - 1) U K,(r - 1)|. (6.3)
As before, we call an edge e with weight w(e) = 0 free. Given the edge weights and the
potential function as in Section 6.4.1, a simple possible strategy of the adversary works as
follows. In each round, the adversary connects the nodes using an MST w.r.t. the weights
w(e) for all e E (V). The total increase of the potential function is then upper bounded by
the weight of the MST.
For the MST to contain f or more edges of weight at least w, there needs to be set S
of f + 1 nodes such that the weight of every edge {u, v} for u, v E S is at least w. The
following lemma bounds the probability for this to happen, assuming that the K'-sets are
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chosen randomly such that every token i is contained in every set K' (0) with probability
p = 1 - e/(4eb) for some constant E > 0.
Lemma 6.4.3. Assume that each set K'(0) contains each token independently with proba-
bility 1 - E/(4eb). Then, for every token assignment (u, Iu(r)), there exists a set S of size
f + 1 such that all edges connecting nodes in S have weight at least w with probability at
most
exp (y+1)- Inn+blnk+f+1- In .
Proof. Consider an arbitrary (but fixed) set of nodes vo,...,ve and a set of token sets
TO, ... , Ti (we assume that the token assignment contains the t+ 1 pairs (vi, T)). We define
Si to be the event that I Ujoi T \ K', (0)1 > tw/4. Note that whenever IKv, U K', I grows by
more than ew/4, the event Ei definitely happens. In order to have |Tj\K, (0)|+ IT\K',, (0) ;>
w for each i = j, at least (f + 1)/3 of the events EL need to occur. Hence, for all edges
{vi, vj}, ij e {0,..., f}, to have weight at least w, at least (f+1)/3 of the events EL have to
happen. As the event Ej only depends on the randomness used to determine K', (0), events
Si for different i are independent. The number of events Ei that occur is thus dominated
by a binomial random variable Bin(e + 1, maxi P[E]) variable with parameters f + 1 and
maxi P[Ei]. The probability P[Ei] for each i can be bounded as follows:
b E )w/4 (4eeb) "/4 E \Aw/4 = E\ew/4
P[ f ~w/4) K fs- *(e) = W
Let X be the number of events Ei that occur. We have
+1~<+ 1+ 1/1.f
i -[X -3 -1] ((ef+1) / E )
The number of possible ways to choose f+1 nodes and assign a set of b tokens to each node
is
-
k)+ < (nkB .
The claim of the lemma now follows by applying a union bound over all possible choices
vo,...,e o and To,..., T. E
What we can now prove the following theorem for the setting in which nodes are allowed
to send B tokens in each packet
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Theorem 6.4.4. On always connected dynamic networks with k tokens in which nodes
initially know at most k/2 tokens on average, every centralized randomized token-forwarding
algorithm requires at least
0 + nk nk(log n + B log k) blog log B f-B2 log n log log n
rounds to disseminate all tokens to all nodes.
Proof. For wi = 2', let fi + 1 be the size of the largest set Si, such that that edge between
any two nodes u, v E Si has weight at least wi. Hence, in the MST, there are at most ei
edges with weight between wi and 2wi. The amount by which the potential function <D
increases in round r can then be upper bounded by
log B log B
E 2wi. - =E 2+-fi
i=O i-0
By Lemma 6.4.3 (and a union bound over the log B different wi), for a sufficiently small
constant e > 0,
logn+Blogk = 0 (logn+Blogk
wi log wi 2i -i
with high probability. The number of tokens learned in each round can thus be bounded
by
/lgog+B ogkB
o (lon +B = O((log n + B log k) log log B).
i=O
By a standard Chernoff bound, with high probability, the initial potential is of the order
1 - e(nk/B). Therefore to disseminate all tokens to all nodes, the potential has to increase
by e(nk/B) and the claim follows.
6.4.3 Interval Connected Dynamic Networks
While allowing that the network can change arbitrarily from round to round is a clean
and useful theoretical model, from a practical point of view it might make sense to look
at dynamic graphs that are a bit more stable. In particular, some connections and paths
might remain reliable over some period of time. In [120], token dissemination and the other
problems considered are studied in the context of T-interval connected graphs. For T large
enough, sufficiently many paths remain stable for T rounds so that it is possible to use
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pipelining along the stable paths to disseminate tokens significantly faster (note that this
is possible even though the nodes do now know which edges are stable). In the following,
we show that the lower bound described in Section 6.4.1 can also be extended to T-interval
connected networks.
Theorem 6.4.5. On T-interval connected dynamic networks in which nodes initially know
at most k/2 of k tokens on average, every randomized token-forwarding algorithm requires
at least
Q ( nk Q nk
T(T log k + log n) -T2 2log n
rounds to disseminate all tokens to all nodes.
Proof. We assume that each of the sets K'(O) independently contains each of the k tokens
with probability p = 1 - e/T for a sufficiently small constant e > 0. As before, we let iu(r)
be the token broadcast by node u in round r and call the set of pairs (u, iu(r)) the token
assignment of round r. In the analysis, we will also make use of token assignments of the
form T = {(u, Iu) : u E V}, where Iu is a set of tokens sent by some node u.
Given a token assignment T = {(u, Iu)}, as in the previous subsection, an edge {u, v}
is free in particular if Ju 9 K,(0) A I 9 K'(0). Let Er be the free edges w.r.t. a given token
assignment T. Further, we define Sr = {ST,1,... , Sr,} to be the partition of V induced
by the components of the graph (V, ET).
Consider a sequence of 2T consecutive rounds ri,. . . , rT. For a node vy and round ri,
i E [2T], let Iij := (iv,(r1),...,iv,(ri)} be the set of tokens transmitted by node vj in
rounds ri,.. . ,ri and let 7: {(v 1 i, 1),... ,(onI,n)}. As above, let E; be the free edges
for the token assignment 7i and let S- be the partition of V induced by the components
of the graph (V, E7;). Note that for j > i, Er, E Er and Sr is a sub-division of S-.
We construct edge sets E 1,..., E2T as follows. The set E1 contains |S-7j I - 1 edges to
connect the components of the graph (V, E-r). For i > 1, the edge set Ej is chosen such
that Ej E E7;_1, |EjI = 7S;| - |S7;_ 1 |, and the graph (V, E7; U Ei U -.. U Ej) is connected.
Note that such a set Ei exists by induction on i and because S; is a sub-division of S7-1.
For convenience, we define E{ 1 ,...,ri := E1 U ... U Ei. By the above construction, the
number of edges in Eri,...,r is IS7; - 1, where |S7i is the number of components of the
graph (V, E-). Because in each round, every node transmits only one token, the number
of tokens in each Iij E 7 is at most |IsjI < i < 2T. By Lemma 6.4.3, if the constant
e is chosen small enough, the number of components of (V, ET) and therefore the size of
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Epri.... is upper bounded by IS|TI log n + T log k, w.h.p.
We construct the dynamic graph as follows. For simplicity, assume that the first round
of the execution is round 0. Consider some round r and let ro be the largest round number
such that ro 5; r and ro = 0 (mod T). The edge set in round i consists of the the free
edges in round i, as well as of the sets EiO-T,...,i and The resulting dynamic graph is
T-interval-connected. Furthermore, the number of non-free edges in each round is O(log n+
T log k). Because in each round, at most 2 tokens are learned over each non-free edge, the
theorem follows. E
6.4.4 Vertex Connectivity
Rather than requiring more connectivity over time, we now consider the case when the
network is better connected in every round. If the network is c-vertex connected for some
c > 1, in every round, each set of nodes can potentially reach c other nodes (rather than just
1). In [120], it is shown that for the basic greedy token forwarding algorithm, one indeed
gains a factor of e(c) if the network is c-vertex connected in every round. We first need
to state two general facts about vertex connected graphs and a basic result about weighted
sums of Bernoulli random variables.
Proposition 6.4.6. If in a graph G there exists a vertex v with degree at least c such that
G - {v} is c-vertex connected then G is also c-vertex connected.
Lemma 6.4.7. For c, any n-node graph G = (V, E) with minimum degree at least 2c - 2
can be augmented by n edges to be c-vertex connected.
Proof. We specialize the much. more powerful results of [135] which characterize the mini-
mum number of augmentation edges needed to our setting:
According to [135, p41, criterion 4] any graph with minimum degree at least 2c - 2 is
c-independent and for such a graph G it holds that the minimum number of edges needed to
make it c-vertex connected is exactly max{bc(G) - 1, [tc(G)/2]1} [135, Theorem 3.12]. Here,
bc(G) is the maximum number of connected components G can be dissected by removing
c-1 nodes (which is at most n-c+1) and te is at most the maximum value for E> c- |F(Xi)|
that can be obtained for a disjoint node partitioning X1, X 2 ,... ,X, [135, p33]. Here L(Xi)
is the set of nodes neighboring Xi, i.e., r(X;) = {v E V \ Xi : ]u E Xi s.t. {u, v} E}.
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Because every node has degree at least 2c - 2, |F(Xi)| I (2c - 2) - lXiI + 1 and thus
Ec -|P(Xi)| < Ec- (2c -2) -|XIl +1 =E|XjI -E(c - 1) < n. O
i i i i
We will also need the following basic result about weighted sums of Bernoulli random
variables.
Lemma 6.4.8. For some c let f 1,f 2,.. ,eT be positive integers with f = Zje > c. Fur-
thermore, let X 1, X 2 , .. ., X, be i.i.d. Bernoulli variables with P[Xi = 1] = P[Xi = 0] = 1/2
for all i. For any integer x > 1 it holds that:
P min ILI : L C[T] A fi > c > x < 2-"(')
- I ifjlXy=1}ut
That is, the probability that x of the random variables need to be switched to one after a
random assignment in order get Ej Xiii > c is at most 2-9( ).
Proof. Fix a positive integer x. Suppose without loss of generality that f1  f2  > l.
Clearly min{|LI I EiE{jlXy=1}UL ei c} < x always holds if Ei< ii > c. Thus, there is
nothing to show unless ei 5 c/x for all i > x and Ei i> jf. For this case, consider a
scaling by a factor of 1 of all the values. The scaled values eil for i > x are at most one
and the scaled expectation of the sum is E [~_>' Xi- (ej)] > 2f -. -= '. A standard
Chernoff bound then shows that P[Ei> Xji < c] < 2 -( ).
To prove our lower bound for always c-connected graph, we initialize the K'-sets as for
always connected graphs, i.e., each token i is contained in every set K'(O) with constant
probability p (we assume p = 1/2 in the following). In each round, the adversary picks a
c-connected graph with as few free edges as possible. Using Lemmas 6.4.6 and 6.4.7, we
will show that a graph with a small number of non-free edges can be constructed as follows.
First, as long as we can, we pick vertices with at least c neighbors among the remaining
nodes. We then show how to extend the remaining graph to a c-connected graph.
Lemma 6.4.9. With high probability (over the choices of the sets K' (0)), for every token
assignment (u, Iu(r)), the largest set S for which no node u E S has at least c neighbors in
S is of size O(clog n).
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Proof. Consider some round r with token assignment { (u, iu(r)) }. We need to show that
for any set S of size s = ac log n for a sufficiently large constant a, at least one node in S
has at least c free neighbors in S (i.e., the largest degree of the graph induced by the free
edges between nodes in S is at least c).
We will use a union bound over all n' sets S and all k' possibilities for selecting the tokens
sent by these nodes. We want to show that if the constant a is chosen sufficiently large, for
each of these 2 lognk possibilities we have a success probability of at least 1 - 2-28lognk.
We first partition the nodes in S according to the token sent out, i.e., Si is the subset
of nodes sending out token i. Note that if for some j we have S, > c we are done since
all edges between nodes sending the same token are free. With this, let j* be such that
i< ISi|I s/3 and Ei>r |SiI > s/3. We now claim that for every j < j*, with probability
at most 2-61sy llog nk, there does not exist a node in Sj that has at least c free edges to nodes
in S' = Ui>r S. Note that the events that a node from S has at least c free edges to
nodes in S' are independent for different j as it only depends on which nodes u in S' have
j in K'(O) and on the K'(O)-sets of the nodes in Sj. The claim that we have a node with
degree c in S with probability at least 1 - 2-2siognk then follows from the definition of j*.
Let us therefore consider a fixed value j. We first note that for a fixed j by standard
Chernoff bounds with probability at least 1 - 2 -9(s), there at least s/3 -p/2 = s/12 nodes
in S' that have token j in their initial K'-set. For a sufficiently large, this probability is at
least 1 - 2 -7clognk > 1 - 2-71Sl lognk. In the following, we assume that there are at least
s/12 nodes u in S' for which j E K'(0).
Let sj,i for any i > j* denote the number of nodes in Si that have token j in the initial
K'-set. The number of free edges to a node u in S is at least Ei>j Xjs>,, where the
random variable Xu,i is 1 if node u initially has token i in K' (O) and 0 otherwise (i.e., Xu,i
is a Bernoulli variable with parameter 1/2). Note that since Ej sj, i > s/12, the expected
value of the number of free edges to a node u in Sj is at least s/24. By a Chernoff bound,
the probability that the number of free edges from a node u in S does not deviate by more
than a constant factor with probability 1 - 2 -e(s/c). Note that sg,i 5 c since |S1 5 c. For
a large enough this probability is at least 1 - 2 -7 log nk. Because the probability bound only
depends on the choice of K' (0), we have independence for different u E Sj. Therefore, given
that at least s/12 nodes in S' have token j, the probability that no node in Sj has at least
c neighbors in S' can be upper bounded as (1 - 2-7Sa I log nk). Together with the bound on
the probability that at least s/12 nodes in S' have token j in their K'(0) set, the claim of
the lemma follows. 0
153
Lemma 6.4.9 by itself directly leads to a lower bound for token forwarding algorithms
in always c-vertex connected graphs.
Corollary 6.4.10. Suppose an always c-vertex connected dynamic network with k tokens
in which nodes initially know at most a constant fraction of the tokens on average. Then,
any centralized token-forwarding algorithm takes at least G ogi ) rounds to disseminate
all tokens to all nodes.
Proof. By Lemma 6.4.9, we know that there exists K'(O)-sets such that for every token
assignment after adding all free edges, the size of the largest induced subgraph with maxi-
mum degree less than c is O(clog n). By Lemma 6.4.6, it suffices to make the graph induced
by these O(c log n) nodes c-vertex connected to have a c-vertex connected graph on all n
nodes. To achieve this, by Lemma 6.4.7, it suffices to increase all degrees to 2c - 2 and add
another O(c log n) edges. Overall, the number of non-free edges we have to add for this is
therefore upper bounded by O(c2 log n). Hence, the potential function increases by at most
O(c 2 log n) per round and since we can choose the K'(O)-sets so that initially the potential
is at most Ank for a constant A < 1, the bound follows. l
As shown in the following, by using a more careful analysis, we can significantly improve
this lower bound for c = w(logn). Note that the bound given by the following theorem is
at most an O(log 3 / 2 n) factor away from the simple "greedy" upper bound.
Theorem 6.4.11. Suppose an always c-vertex connected dynamic network with k tokens in
which nodes initially know at most a constant fraction of the tokens on average. Then, any
centralized token-forwarding algorithm takes at least 0( (1o") rounds to disseminate all
tokens to all nodes.
Proof. We use the same construction as in Lemma 6.4.9 to obtain a set S of size |S| =
s = ac log n for a sufficiently large constant a > 0 such that S needs to be augmented to
a c-connected graph. Note that we want the set to be of size s and therefore we do not
assume that in the induced subgraph, every node has degree less than c. We improve upon
Lemma 6.4.9 by showing that it is possible to increase the potential function by adding a
few more tokens to the K'-sets, so that afterwards it is sufficient to add 0(s) additional
non-free edges to S to make the induced subgraph c-vertex connected. Hence, an important
difference is that are not counting the number of edges that we need to add but the number
of tokens we need to give away (i.e., add to the existing K'-sets).
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We first argue that w.h.p., it is possible to raise the minimum degree of vertices in the
induced subgraph of S to 2c without increasing the potential function by too much. Then
we invoke Lemma 6.4.7 and get that at most O(s) more edges are then needed to make S
induce a c-connected graph as desired.
We partition the nodes in S according to the token sent out in the same way as in the
proof of Lemma 6.4.9, i.e., Si is the subset of nodes sending out token i. Let us first assume
that no set Si contains more than s/3 nodes. We can then divide the sets of the partition
into two parts with at least s/3 nodes each. To argue about the sets, we rename the tokens
sent out by nodes in S as 1, 2,... so that we can find a token j* for which Zi lS|! >s/3
and j,,.j 'S3 | > s/3. We call the sets Sj for j < j* the left side of S and the sets Sg
for j > j* the right side of S. If there is a set Si with |Si| > s/3, we define Si to be the
right side and all other sets S to be the left side of S. We will show that we can increase
the potential function by at most O(svog n) = O(c log3 / 2 n) such that all the nodes on
the left side have at least 2c neighbors on the right side. If all sets Si are of size at most
s/3, increasing the degrees of the nodes on the right side is then done symmetrically. If
the right side consists of a single set Si of size at least s/3, for a large enough we have
s/3 > 2c + 1 and therefore nodes on the right side already have degree at least 2c by just
using free edges.
We start out by adding some tokens to the sets K' for nodes u on the right side such
that for every token j 5 j* on the left side, there are at least s/IVogn nodes u on the right
side for which j E K'. Let us consider some fixed token j j* from the left side. Because
every node u on the right side has j E K'(O) with probability 1/2, with probability at least
1 - 2 -E(s), at least s/VIogn nodes u on the right side have j E K'(O). For such a token
j, we do not need to do anything. Note that the events that j E K'(0) are independent
for different j on the left side. Therefore, for a sufficiently large constant 3 and a fixed
collection of 3 log n tokens j sent by nodes on the left side, the probability that none of
these tokens is in at least s//logn sets K'(0) for u on the right side is at most 2 -"I gn
for a given constant -y > 0. As there are at most s tokens sent by nodes on the left side,
the number of collections of 31og n tokens is at most
s es ( eac - 2 E(log clogn)
#o10'g n - #log n #3
which is less than 2 logn for sufficiently large a. Hence, with probability at least 1 -
2 -(7-1)slogn , for at most /3log n tokens j on the left side there are less than s/l/ogn nodes
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u on the right that have j E K'(0). For these O(logn) tokens j, we add to j to K' for at
most s/log n nodes u on the right side, such that afterwards, for every token j sent by a
node on the left side, there are at least s/Alogn nodes u on the right for which j E K'.
Note that this increases the potential function by at most O(sv/logn) = O(c log 3/ 2 n).
We next show that by adding another O(clog3/ 2 n) tokens to the K'-sets of the nodes
on the left side, we manage to get that every node u on the left side has at least 2c free
neighbors on the right side. For a token j j* sent by some node on the left side and a
token i > j* sent by some node on the right side, let sij be the number of nodes u E Si for
which j E K'. Note that if token i is in K, for some v E Sj, v has sij neighbors in Si.
Using the augmentation of the K'-sets for nodes on the right, we have that for every
i j*, Ei>. si s/vlogn. For every i > j*, with probability 1/2, we have i E K'(0).
In addition, we add tokens additional i to K', for which i g K'(O) such that in the end,
Zi>*,iEKi si,J 2c. By Lemma 6.4.8, the probability that we need to add > x tokens
is upper bounded by 2 -e(x"/(v')) = 2 -E(xv) . As the number of tokens we need
to add to K' is independent for different v, in total we need to add at most 0(lg)V og n
O(c log 3/ 2 n) tokens with probability at least 1 - 2 -(y-1)"logn. Note that this is still true after
a union bound over all the possible ways to distributed the O(c log 3/ 2 n) tokens among the
< s nodes. Using Lemma 6.4.7, we then have to add at most O(s) = O(c log n) additional
non-free edges to make the graph induced by S c-vertex connected.
There are at most ns = 2 slogn ways to choose the set S and k' = 2 0(slogn) ways to
assign tokens to the nodes in S. Hence, if we choose -y sufficiently large, the probability
that we need to increase the potential by at most O(clog3/ 2 n) for all sets S and all token
assignments is positive. The theorem now follows as in the previous lower bounds (e.g., as
in the proof of Theorem 6.4.2).
6.4.5 Partial Token Dissemination
We conclude our discussion of generalizations of the basic lower bound proof of Section
6.4.1 by showing two relatively simple results concerning partial token dissemination and a
related problem.
Theorem 6.4.12. For any 6 > 0, suppose an always connected dynamic network with k
tokens in which nodes initially know at most 6k/2 tokens on average. Then, any central-
ized token-forwarding algorithm requires at least Q( nk" ) rounds to solve 6-partial token
dissemination.
156
Proof. The proof is analogous to the proof in Section 6.4.1. Again, we construct the K'-
sets using the probabilistic method. Here, we include every token in every set K'(O) with
probability p = 6/4. For sufficiently large n, we then get that <D(0) < 0.85kn with probability
at least 3/4. A potential of at least <b(T) ;> nk is needed to terminate at time T. Following
the same proof as for Lemma 6.4.1, there exists K'-sets such that in each round the potential
increases by at most 24p- 2 In nk = 0(6-2 log nk) which implies a (,2onk g)
lower bound.
Token Dissemination Based on Forward Error Correction
Let us now consider an interesting special case where initially one node knows all the tokens.
In this situation, a simple way of applying coding for token dissemination is to use forward
error correcting codes (FEC). From the k tokens, such a code generates a large number of
code words (of essentially the same length as one of the message), so that getting any k
code words allows to reconstruct all the k messages.
Theorem 6.4.13. Any token dissemination algorithm as described above takes at least
Q(n + k( )) 1/ 3) rounds to disseminate k tokens.
Proof. Let T be the time in which the FEC-based token dissemination algorithm terminates.
The total number of different FEC messages sent is at most T and every node needs to
receiver at least a 6 = k/T fraction of these messages. From Theorem 6.4.12 we thus get
that T = Q(" T 3) which leads to T3 > Q(ks'). As the network can be a static
network of diameter linear in n, Q(n) is clearly also a lower bound on the time needed.
Together, the two bounds imply the claim of the theorem.
6.5 Token Dissemination with Network Coding
In this section we show how the network coding technique developed in Chapter 5 can be
used to achieve faster token dissemination than what is possible via token forwarding.
6.5.1 Two Simple Network Coding Algorithms
In this section we demonstrate what can be achieved by directly applying the network
coding techniques from Chapter 5 to the more restrictive distributed setting here.
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First we show that simply applying the PRCLN protocol from Section 4.2 instead of a
token-forwarding algorithm achieves an optimal linear time algorithm if one assumes that
messages are already indexed and if one ignores the overhead of transmitting the coefficient
vector in a coded packet:
Lemma 6.5.1. The PRLNC algorithm with q ;> 2 solves the k-indexed-broadcast problem
in an always connected dynamic network with probability at least 1 - q-" in time O(n + k).
It uses packets of size k lg q + d where d is the size of a token.
Proof. We use the projection analysis from Chapter 5, in particular the template from Sec-
tion 5.2.3: For this we fix a coefficient vector a and define a round as successful if all nodes
know about it or one more node learns it. Since (initially) at least one node knows a any
round t in which not everybody already knows a connectivity of G(t) guarantees that there
exists an edge {u, v} E G(t) connecting a knowing node u to a node v that does not know
a. Lemma 5.2.2 shows that the probability that v fails to learn a is at most 1/q. A simple
Chernoff bound shows that the probability that for a large enough number e(n + k) of
rounds less than n rounds are a success is at most q-(k). Taking a union bound over all qk
vectors in shows that with probability at least 1 - q-" every vector is known to all nodes.
By Lemma 5.2.2 this implies that every node can decode the k messages which completes
the indexed-broadcast. ]
This shows that for d > k and indexed messages the PRLNC algorithm gives a simple
and optimal solution to the token-dissemination problem. In the absence of indexed mes-
sages one can still combine the PRLNC protocol with the results of [120], using the later
to index messages via flooding. This leads to the following result:
Lemma 6.5.2. There is a randomized network coding algorithm that solves the k-token
dissemination problem in O("kogn) = O(129n - nkd) rounds with high probability using
using a packet size of 0(b).
Proof. Our first step is to index b/log n tokens that will be broadcast together. For this
each node with tokens orders its own tokens and assigns each token a unique global "token
ID" by concatenating the token number to its own node ID. The nodes then begin to flood
the network, with each node broadcasting the b/log n smallest token IDs it has heard so far.
Note that the smallest b/log n tokens in the network are each guaranteed to be broadcast in
every round by all nodes that have them. Thus, each of these tokens spreads to a new node
in every round which results in all nodes knowing the b/log n smallest token IDs after at
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most n rounds. Sorting these token IDs and indexing them in increasing order gives global
indices for these tokens. Given these indices one can apply the indexed broadcast result
of Lemma 6.5.1 to broadcast the tokens with q = 2 in O(n) rounds. We remark that this
algorithm could broadcast up to b tokens while keeping the message size to be O(b). Yet,
since we have only indexed b/log n of them we broadcast just that many. After completing
the indexed-broadcast all nodes set these tokens aside and continue with the dissemination
of the remaining tokens. Since we are able to distribute b/logn tokens in each iteration
we need to repeat this procedure k1"- times to broadcast all tokens. With each iteration
taking O(n) rounds this leads to the claimed time bound. O
Unfortunately, this is only a '29n factor faster than the bound for token forwarding
algorithms from Theorem 6.2.1. Thus no improvements are achieved for d = 0(log n)-size
tokens, even for large bandwidth. This is unsurprising as the algorithm uses flooding to
solve the problem of disseminating the b/log n smallest token identifiers for indexing-a
k = (b/logn)-token dissemination problem with the identifiers treated as tokens of size
O(log n). Thus, if the tokens themselves are of logarithmic size, relying on flooding as
an indexing subroutine cannot lead to any improvement. We also note that if d < b the
efficiency of the network coding messages is severely handicapped: The 0(b)-size coefficient
overhead takes up nearly all the space while the coded tokens only have size d. Thus in
principle one could broadcast tokens that are a factor of j larger. In the next section we
introduce "gathering" algorithms that allow nodes to collect multiple tokens and combine
them to one larger token that can then be broadcast using PRLNC.
6.5.2 Gathering for Token Dissemination
In this section we introduce algorithms that allow us to fully utilize the ability of PRLNC to
broadcast tokens of size O(b) and achieve the factor b improvements claimed in Section 6.2.4.
The main idea for achieving this is to gather many tokens at a single (or small number of)
nodes. These tokens can then easily be grouped into blocks of 0(b/d) that fit into one
package and can be assigned a unique block ID that allows to broadcast O(b) of these
blocks using the PRLNC protocol.
We have two gathering-based algorithms, one that works well as long as b < k1/ 3 and
one that works for larger message sizes. Both are based on the following simple random
token forwarding algorithm:
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Algorithm random-f orward
Lemma 6.5.3. Suppose that there are initially k tokens in the network. Then, after running
random-f orward, the identified node knows with high probability either all or at least M =
tokens.
Proof. Note that if k > nM then the claim is immediate by the pigeonhole principle. So we
can assume k < nM = n bk/d, implying that k < nb/d which in turn means M < (b/d)\/.
Call a round a success for token ti if (i) some node already knows M tokens, (ii) token
ti is known to every node, or (iii) the number of nodes that know ti increases. Suppose that
conditions (i) and (ii) do not hold in some round. By the connectivity assumption, there is
an edge connecting a node u that knows ti to a node w that does not. Node u transmits
b/d random tokens it knows. Since by assumption u knows less than M tokens, it forwards
ti to w with probability at least b. This increments the number of nodes that know it,
meaning success condition (iii) holds.
We have just shown that a round is a success for ti with probability either 1 (cases (i)
and (ii)) or at least - (case (iii)). It follows that after n rounds the number of successful
rounds is lower bounded by a binomial distribution with expectation n- > V/i given our
initial argument about M. Thus the sum is £(g) with high probability by a standard
Chernoff bound.
It follows that, unless case (i) holds at some point, the number of nodes that know i will
be either n (case (ii)) or Q(') with high probability. A union bound shows the arguments
holds true for all k tokens with high probability simultaneously (since we are assuming
k = n0 ()). This implies that the total number of copies of tokens known throughout the
system is f(k). We can conclude from the pigeonhole principle that some node knows
O(i) tokens.
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repeat O(n) times
each node forwards b/d tokens
chosen randomly from those it knows
Identify a node with the maximum token count
(using O(n) rounds of flooding)
Summarizing, we have shown that with high probability for any M either condition (i)
holds meaning some node knows M tokens before the algorithm completes, or else at the
end some node knows Q(-) tokens. It follows that some node knows the minimum of
these two quantities. Setting them equal for balance
_ bk
Md
lets us conclude that with high probability some node knows tokens.
This lemma has a nice interpretation if one looks how tokens spread over time. At
first, the protocol is extremely efficient, but as more and more tokens become known to the
nodes, there are ever more wasted broadcasts. Spreading all tokens in this way requires
in expectation O(nkd/b) rounds which is exactly the time bound for the flooding-based
algorithms of Theorem 6.2.1.
We now describe two ways to use random-forward to gather tokens. Our first algo-
rithm uses the efficient start phase of random-forward to gather tokens at one node and
then broadcasts the gathered tokens using the network coded indexed-broadcast:
Algorithm greedy-f orward
while tokens remain to be broadcast
execute random-f orward and identify a node with b2 /d tokens
broadcasts b2 /d tokens from the identified node
(using network-coded indexed broadcast)
remove all broadcast tokens from consideration
Theorem 6.5.4. With high probability greedy-f orward takes O(nkd/b2 + nb) time to
disseminate k tokens.
Proof. Note that it is easy to check in n rounds whether any node has any tokens to forward.
Thus each iteration of the loop takes 0(n) rounds. Suppose that an iteration begins with
k' tokens to be broadcast. Lemma 6.5.3 shows that at least M = 7bk'/d tokens will be
gathered in one identified node by the random-f orward process. This node can then use the
network coded k-indexed-broadcast from Lemma 6.5.1 to broadcast these tokens in 0(n)
rounds.
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Thus, so long as M > b2/d, meaning k' > b3/d, the algorithm will broadcast b2/d tokens
every 0(n) rounds, which can happen at most kd/b 2 times.
Once k' < b3/d, we no longer gather and broadcast the full b2/d tokens. Instead, since
the maximum number of tokens at a node after random-forward is n-'., we have the
following recurrence for the number of 0(n)-round phases T(k') performed to transmit k'
items:
T(k') 1-+ T(k'- k.
From this recurrence we see that it requires 0(k/K7b) phases to reduce the number of
remaining tokens from k' to k'/2. Iterated halving yields a geometric series for the running
time whose first term dominates, yielding a running time of T(k') = 0(ny/k'd/b) when
k' < b3/d. In particular if k' = b2 /d (which means we could broadcast in one round from a
single node) we get a runtime of 0(n/b).
Optimal if /k'd/b = kd/b 2 , meaning kd/b = k2d2/b 4 or b = kd?
In particular when k' = 6(b 3/d), this shows T(b3/d) = 0(b) phases of 0(n)-time broad-
casts which results in a running time of 0(nb) rounds in the end. Putting both parts
together gives that the total time to collect all tokens is 0(nkd/b2 + nb).
We can slightly improve this bound by recognizing that our algorithm only hopes to
broadcast b2/d tokens in 0(n) rounds. Suppose we use our sophisticated indexing procedure
to identify (with constant probability) a set of k"= b2/d tokens, then discard these indices
and use greedy-forward to disseminate them. The recurrence above tells us that we
can distribute half of these b2 /d tokens in O( /b2/d - b/d) = 0(b3/ 2 /d) phases. Thus, we
can disseminate k' tokens in k'/(b2/d) groups of Q(b 2/d) tokens in 0(k'/(b2/d) - b3/ 2 /d)
phases. L
Observe that this algorithm does not pay the extra log n factor introduced by the naive
indexed-broadcast algorithm. Because all tokens to be broadcast are gathered to a single
node, indexing is trivial. This greedy-forward algorithms works well for small b, but for
very large b > n 1/ 3 the random-forward routine is not able to gather b2 /d tokens to one
node efficiently. For this scenario we have a different algorithm that avoids the additive
nb-round term.
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Algorithm priority-f orward
Lemma 6.5.5. With high probability the priority-f orward algorithm will terminate after
O((1 + kd/b 2 ) log n) iterations of its while loop.
Proof. The while loop takes over from greedy-forward when no node learns of more than
b2 /d tokens during random-forward. In this case we know from the proof of Lemma 6.5.3
that afterwards the number of nodes ci that know about each token i is 2QQ) with high
probability. Let C = ' ci.
The algorithm divides the known tokens into blocks of size b/d and picks b random
blocks. There are at most C/(b/d) full blocks in total and at most one partially-full block
per node for a total of n partially full blocks. We consider two cases.
If C/(b/d) < n then there are at most 2n blocks in total. Since with high probability
every token is in Q(n/b) blocks, one of these blocks is among the chosen b with probability
at least (1 - 1/2b)b = Q(1). It follows that after O(log n) rounds involving less than n full
blocks, all tokens will be chosen and disseminated with high probability.
If C/(b/d) > n then the number of blocks is at most 2C/(b/d). We argue in this case
that C decreases in expectation by a factor of e-b 2 /kd in each iteration. If this is true then
after kd(log n)/b 2 rounds the expected decrease is polynomial; since C was polynomial to
begin with its expected value will be polynomially small. At this point the Markov bound
indicates that C = 0 with high probability.
To show the expected decrease, note there are at most 2C/(b/d) blocks of which ci
contain item i. Thus, when a random block is chosen, item i is in it with probability at
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Run greedy-forward until no node receives b2 /d tokens
while tokens remain to be broadcast
Nodes group tokens into blocks of b/d tokens
Assign each block a random O(log n)-bit priority
Index O(b) random blocks in O(n) time
(using our sophisticated indexing algorithm)
Broadcast these blocks in O(n) time
(using network-coded indexed broadcast)
remove all broadcast tokens from consideration
least ci(b/d)/2C. So item i fails to be chosen with probability at most (1 - bci/2Cd)b <
exp(-(b2/d)cj/2C). If we let c' = ci for tokens not chosen, and c' = 0 for tokens that are,
we find E[EcI] 5 Eciexp(-(b2/d)ci/C) = C EaIiexp(-(b2/d)ai) where ai = cs/C so
E ai = 1. Differentiating shows this sum is maximized when all a are set equal at 1/k
(since there are at most k distinct aj), yielding a value of C exp(- (b2 /kd)). It follows that
the expected value of E ci decreases by a factor eb62 /kd in each round. [
We have shown that a small number of iterations suffices. Since each iteration requires
O(n) time, the following is immediate:
Theorem 6.5.6. The priority-forward algorithm solves k-token dissemination problem
in 0( 9 nkd + n log n) rounds with high probability.
6.6 Exploiting T-Stability
In this section we consider more stable networks and show how to design faster protocols
in such a setting.
Kuhn et al. introduced the notion of T-interval connectivity to define more stable
networks in which over every block of T rounds at least a spanning-subgraph stays stable.
They give algorithms with linear speedup in T and matching lower bound for knowledge-
based token-forwarding algorithms. We work with a related but stronger notion of T-
stability which demands that the entire network changes only every T steps. Although the
Kuhn et al. lower bound for token forwarding still holds in this stronger model, we give
network-coding algorithms with a quadratic speedup in T. This T 2 speedup comes from
two ideas, each contributing a factor of T. The first is the idea of Kuhn et al. that more
stable networks can use pipelining to coherently communicate information over distances
of T which yields a factor-T increase in throughput. The second is the observation that
more stable networks also allow larger amounts of information to be coherently transmitted.
This essentially results in a larger message size at the cost of running in "slower" O(T)-
length meta-rounds. Using the results from Section 6.5 which show a performance increase
which is quadratic in the bandwidth another factor T speed up can be obtained. These two
improvements are "orthogonal" and this section shows how they can be efficiently combined
to yield essentially a T 2 speed up. We currently need to rely on the notion of T-stability for
this, but we speculate that T-interval connectivity might suffice. The technique composes
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with the our technique exploiting larger bandwidth from the previous section and leads to
quadratic speed ups in b and T for most settings of these parameters.
As previously we begin by describing an efficient bT-indexed-broadcast algorithm and
then show how it can be used as a primitive for k-token dissemination.
Our broadcast algorithm exploits T-stability to broadcast bT blocks each containing
bT bits, for a total of (bT) 2 bits (or (bT) 2 /d tokens), in 0(n + bT2 ) rounds. This is
optimal. The n term follows from the network's possible n diameter. The bT 2 term follows
from information theory: the b2T 2 bits we aim to transmit may be at a single node that
broadcasts only b bits per round, implying bT2 rounds will be necessary for that node to
broadcast its information. To simplify our exposition, we assume without loss of generality
that bT2 < n and prove an 0(n) bound. For if bT 2 > n, we can run our algorithm for
t < T such that bt 2 = n and distribute b2t 2 bits in 0(n) rounds; repeating (T/t)2 times will
distribute all the bits in (T/t)2n = T 2 n/t 2 = T2 b rounds.
As before, we use network coding, treating these blocks as vectors and flooding random
linear combinations of the vectors through the network. We do so by dividing the network,
in each block of T stable rounds, into patches of size and diameter roughly T. We then
spread random linear combinations of the size-bT blocks from patch to patch, taking O(T)
rounds to spread to each new patch but reaching T nodes in the patch each time, so that
n rounds suffice for all nodes to receive all necessary linear combinations.
6.6.1 Patching the Graph
Our first step is to partition the graph into connected patches of size Q(D) and diameter
O(D). It helps to think of D as approximately T; Because computing the patching takes
D log n time, we will set D = O(T/log n). We will use these patches for O(T) rounds,
during which they will remain static. First, we argue that such patches exist. Let GD be
the Dth power of the (unchanging) connectivity graph-in other words, connect every node
to any node within distance D. Consider a maximal independent set S in GD. If every
vertex in G is assigned to the closest vertex in S, we get patches that satisfy our criteria:
1. Consider a shortest path tree on the vertices assigned to vertex u e S. If v is assigned
to u, then so are the ancestors of v in the shortest paths tree. Thus, the shortest path
tree connects the patch.
2. Because of the maximality of S, every vertex is adjacent in GD to a vertex in S, since
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otherwise such a vertex could be added to S. In other words, any vertex is within
distance D of S. It follows that the depth of each shortest paths tree, which bounds
the (half of the) diameter, is at most D
3. Also by definition, no two vertices in S are adjacent in GD--in other words, their
distance in G exceeds D. Thus, any vertex within distance D/2 of u E S is assigned
to u. It follows that every patch has at least D/2 vertices.
It remains to construct such a maximal independent set. Luby's maximal independent
set permutation algorithm [136] can be easily adapted to run in our model. In Luby's
permutation algorithm, vertices talk to their "neighbors". Since we are computing in the
powered graph G', we need vertices to talk to other vertices at distance D over long commu-
nication paths. We have T time, but different communication paths may overlap, causing
congestion.
Fortunately, this is not a significant problem. The core step of Luby's algorithm assigns
every vertex a random priority, then adds to the MIS any vertex whose priority is higher
than all its neighbors and "deactivates" all its neighbors. Thus, nodes need only learn
the maximum priority of any neighbor and notify neighbors of their deactivation. We can
simulate the procedure. Nodes can find the highest priority within distance D by flooding
the highest priority they hear for D rounds. If a node hears no higher priority than its
own, then it knows it is in the MIS and can broadcast a "deactivation" message to all nodes
within distance D of itself. Luby's algorithm runs in O(log n) time, which translates to
0(D log n) here. We thus choose D = 0(T/ log n).
6.6.2 T-Stable Indexed-Broadcast
Given our patches of the required size and diameter, we use them to distribute vectors of bT
bits via random linear combination. In a particular sequence of O(T) rounds, after having
computed the patches for this sequence, we do the following:
1. share: All nodes in a patch jointly share a random sum of the vectors in the union of
all their received messages, each adding the result to its own set of received messages
2. pass: Each node transmits its patch's agreed random sum vector to its neighbors, as
in the original protocol
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3. share: The first sharing phase is repeated, including the new vectors just received
from neighbors.
Implementation
We show how to implement all the required steps in O(T) rounds. The middle pass step is
trivial: each node breaks its size bT vector into T components of size b and transmits one
component in each round. Neighbors receive and reassemble all components.
Less trivial is the share step. We show how all the nodes in a given patch can compute
a random sum of all the size-bT vectors in all their received messages.
For this we use the vertices in the maximal independent set S as leaders and assume
that each patch has agreed on a (shortest path) tree rooted at the leader; each node knows
its depth and its parent and children. This can be done by letting the leader send out an
incrementing broadcast for O(D) rounds. The time when this broadcast reaches a node tells
it its depth and the (lowest ID) node that the broadcast was received from is the "parent".
Now we want to compute a random vector in the space spanned by the union of all the
vectors in all the nodes of the patch. First, each node just computes a random sum of its
own vectors. It remains to sum these sums. This would be easy if the vectors had dimension
b-we would pass them up from children to parents, summing as we went, so that each node
only passed up one vector. Since their dimension is bT we pipeline. Each node breaks its
length-bT vector (v,..., VbT) into T length-b vectors wi = (viT, ViT+1, ... , v(i+1)T_1). At
step s of this phase, any node at depth j will have the cumulative sum of all the WS+j-T
components of the vectors from its descendants. It broadcasts this sum to its parent, and
at the same time receives from its children their own cumulative ws+(j+1)-T sums. The
receiving node adds these childrens' sums to its own Ws+j+1+T component, producing the
cumulative (s+1)+j-T component sum that it needs to transmit the next round. After
T + D < 2T time steps, the root will have received cumulative sums of all the wi vectors
from its children and added them, yielding the sum of all the vectors, which is a random
sum of all the basis vectors.
This random sum, a single size bT-vector, is now distributed by the leader to all nodes
in the patch via the obvious pipelined broadcast.
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Analysis
We now analyze the share-pass-share algorithm outlined above. As before, we show that
any vector p that is sensed by (not perpendicular to the basis of) some node at the start is
quickly sensed by all vectors.
Lemma 6.6.1. With high probability the patch-sharing network coding algorithm solves
the bT-indexed-broadcast problem with tokens of size bT in O(n log n) rounds in a T-stable
dynamic network using messages of size O(b), assuming bT 2 < 0(nlogn).
Proof. Since we are operating on bT size messages we can allow bT tokens of size bT, each
with a log q = 0(1) size coefficient. What remains to be shown is that O(n log n) rounds of
share-pass-share suffice to spread all coefficient vectors p. We consider two cases. The first
is where there is some patch that contains no node sensing p. In this case, the connectivity
assumption implies that a node u in some such patch is adjacent to some node v in a
patch containing a node that does sense p. In the first share step v receives a random
linear combination of the vectors in its patch; since some node in the patch senses y, with
probability 1 - 1/q node v will sense p after the first sharing phase. In this case v transmits
the same random linear combination to u in the pass phase and u will sense y as well.
If so, the final share step will deliver to all nodes in u's patch a linear combination not
perpendicular to p with probability 1 - 1/q. Combining these arguments, we find that with
probability (1 - 1/q) 2, the Q(D) nodes in u's patch, which previously did not sense p, will
now do so.
The second case is where every patch contains a node that senses p. In this case every
node has a 1 - 1/q chance of sensing p after the first share step. The expected number of
nodes that do not sense y thus shrinks by a 1/q < 1/2 factor. The Markov bound shows
that it thus shrinks by a factor 2/3 with constant probability.
We now combine the two cases. If case 1 holds declare a success if Q(D) new nodes
sense p; if case 2 holds declare a success if the number of nodes that do not sense y shrinks
by at least 2/3. There can be only 0(n/D) successes of case 1 and O(log n) successes of
case 2 before all nodes sense p. A Chernoff bound shows that within £(n/D) occurrences
of case 1 the probability that we fail to observe 0(n/D) successes is e-G(n/D). Similarly,
the probability of less than log n successes in i(n/D) occurrences of case 2 is e-Q(n/D) (this
follows from the fact that T 2 <n, meaning n/T < log n).
Finally, we apply a union bound on the above argument over all the 2bT distinct vectors
of size T that need to be sensed. The probability that any such vector fails to be sensed
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in £(n/D) phases is then at most 2 bTe-O(n/D) which is negligible given the assumption
that bT2 = 0(nlogn). Thus a total of 0(nlogn) rounds, i.e., 8(n/D) phases each with a
running time of O(T), all nodes sense all vectors and can decode all tokens. E
6.6.3 T-Stable Token Dissemination
We have demonstrated an 0(n log n)-time algorithm for indexed broadcast of bT vectors
of bT bits. Applying the same reduction(s) as before, we might hope to achieve a k-token
dissemination algorithm with running time n log n kd . This can be achieved for most(bT)
values of k, b and T by extending the algorithms presented so far. The key, as before, is
gathering tokens we wish to broadcast as large blocks/tokens. Since the blocks used with
T-stability are larger, gathering is harder. In particular:
" Using greedy-f orward to gather tokens yields an algorithm with running time O(-
"k- + nbT2 log n)
* Using priority-f orward to gather tokens yields an algorithm with running time
O(j n" - "- + nT log 2 n).
The second algorithm is near-optimal unless T is very large. In this case there is an
alternative gathering algorithm we can apply: create the patches of our patch algorithm,
then use pipelining to gather together all tokens in each patch to a single node of that
patch. This produces 0(n/D + kd/bT) = 0(n log n/T) blocks of size at most 0(bT) which
can be much smaller than k. In phases of 0(n log n) rounds we then index bT of these
blocks or tokens using pipelined flooding and broadcast them out using the network coded
indexed-broadcast algorithm. This leads to an 0(- - min{k, " 1'9} + 1) - n log n round
algorithm for k-token dissemination; and completes the results stated in Theorem 6.2.4.
6.7 Conclusion
Our work has demonstrated an application of the powerful technique of network coding to
distributed computing in dynamic networks. We provided faster algorithms for distributed
information dissemination which, in several cases, work provably better than any non-coding
algorithm.
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Our results identify the message size as an important parameter that was not suffi-
ciently taken into account by previous works: while having extremely small logarithmic
size messages is a standard assumption in distributed computing, prior works on network
coding instead assume extremely small linear size messages. We mediate between these
two assumptions using a variable message size b, and show that, contrary to the natural
assumption that broadcast capability should scale linearly with the message size, it can be
made to scale quadratically using network coding.
Furthermore, by connecting the bandwidth to network-stability parameters like T-
interval-connectivity [120] or the T-stability model considered here we could show that
token dissemination can be sped-up by a factor of T 2 in T-stable networks. This stands
in contrast to a lower bound for the somewhat stronger T-interval-stability model that can
be strengthened to show that the speedup-factor achieved my any knowledge-based token
forwarding algorithm is at most T. Improving these algorithms to avoid the computation
of a maximum independent set and making them applicable to the T-interval-connectivity
model remains an interesting question.
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Chapter 7
One Packet Suffices - PRLNC with
Finite Buffers
7.1 Introduction
In this chapter we address the computational and memory resources required to perform
PRLNC. The main problem we address is that while using PRLNC nodes have to store all
received (innovative) packets in a buffer to then produce coded packets that combine all
buffered packets. Unfortunately, this requires every node to have a considerable amount of
memory regardless of whether it is interested in the data. Furthermore, all this memory
needs to be accessed for every transmission which is slow and costly. While this has been
identified as an important problem, the solutions offered so far [137, 138, 139, 140] are very
restricted.
We suggest a radical solution to this problem by introducing two PRLNC variants that
only store a finite number of packets in their coding buffers (FB-PRLNC). While these
protocols are very simple and drastically reduce memory and computational requirements
they continue to have asymptotically optimal performance guarantees even if only one packet
is kept in the coding buffer of any node. We show this by extending the projection analysis
of Chapter 5. One advantage in using the projection analysis is that our results apply in
the same, wide variety of network and communication models including highly dynamic
topologies that change completely at every time in an adversarial fashion. We emphasize
this point further by providing examples for relaxations of classical expansion parameters
like isoperimetry that give tighter capacity characterizations for (these) dynamic networks.
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Organization
In Section 7.2 we summarize the related work on reducing coding buffers and the coding
overhead of network coding. In Section 7.3 we define the many-to-many multicast problem
and the dynamic network models. In Section 7.4 we describe the new finite memory RLNC
protocols and compare their complexity to the standard protocol. In Section 7.5 we recap
the projection analysis technique and show the extensions needed to analyze the FM-RLNC
protocols. We then use this analysis to give several results as examples for the type of
performance guarantees that can be proven.
7.2 Related Work
We refer to Chapter 4 for related work and background of the PRLNC protocol and sum-
marize here only prior work that addresses the question of reducing coding buffer sizes:
The impact of finite memory was first considered in [137]. The paper takes a fairly
involved Markov chain approach to model the evolution of the degrees of freedom at a
single intermediate node. Its analysis is restricted to communication along a simple path
and the field size, q, is assumed to be unbounded, which evades the question of likelihood
of an unhelpful transmission. In general networks [101, 108, 141] use queuing approaches of
the Jackson Networks type but their analysis track degrees of freedom rather than actual
packets and does not explicitly consider memory. References [138, 139] show that it suffices
for a node to keep only the co-set space of the intersection of the data received at the node
and of all the spaces representing the data received by its neighbors. However, that work
requires feedback and establishes sufficiency of the co-set space, not necessity. Moreover, the
co-set space is in many cases of the same order as the entire space we seek to transmit and the
results do not hold under variable network topologies, which would lead to variable co-set
spaces. Lastly, [140] proposes network coding with spatial buffer multiplexing. It analyzes
large multi-hop networks with reduced size packet buffers and shows that asymptotically
the network acts as a shared buffer if the length of flow paths and the number of flows
through each node are both polynomially large.
7.3 Multicast in Dynamic Networks
In this section we briefly review the many-to-many multicast problem and the dynamic
network model considered in this chapter.
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The many-to-many multicast problem is a typical distributed information dissemina-
tion problem. Some information is known to a subset of nodes in a network and through
communicating with each other all nodes (or a different subset of recipients) are supposed
to learn about all information. In many modern networks like P2P-networks, or (wireless)
ad-hoc meshes protocols have to deal with unknown, highly unstable or dynamic network
topologies.
Network Model We formalize this by assuming a dynamic network consisting of n nodes.
The topology for every time t is specified by a graph G(t) which is chosen by a fully
adaptive adversary that knows the complete network state including which node knows
what. For simplicity we assume that the adversary decides on a topology before the nodes
(randomly) generate their packets for the current round. This requirement can be dropped
(see Chapter 6).
Nodes have no knowledge of the topology and decide on a packet to send. Whether a
packet gets delivered to the neighbor(s) of a node depends on the communication model.
At time t = 0 the adversary distributes k messages each to at least one node. We assume
that the messages nT1,..., m- are 1 dimensional vectors over a finite field Fq, where q is a
sufficiently large prime or prime power. We are interested in analyzing the stopping time
of a protocol, i.e., the expected time until all recipients know all messages. All our results
hold with exponentially high probability.
We refer to Chapter 5 for an extensive discussion of the generality of the approach taken
here, the various network and communication models it applies to and how these models
encompass and generalize models given in prior literature.
7.4 The Finite Buffer PRLNC Protocols (FB-PRLNC)
In this section we introduce the FB-PRLNC variants studied in this chapter. In these
protocols, in contrast to the memory-less setting, nodes buffer received information to later
produce coded packets reflecting this information. We introduce two FB-PRLNC variants
which both work with coding buffers that hold at most s packets: the accumulator FB-
PRLNC (from [137]) and the recombinator FB-PRLNC.
For a complete specification of a FB-PRLNC coding protocol we need to explain how
nodes process any messages they might initially know, how nodes create and decide on
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the packets they are sending out and lastly how receiver nodes interested in obtaining all
original message can recover/decode these messages from received packets. We refer to
Chapter 4 for the description of the standard PRLNC protocol. The FB-PRLNC protocols
solely differ in what packets are kept in the coding buffer. While in the standard PRLNC
protocol each node v has an unlimited coding buffer and therefore simply keeps all received
packets in its coding buffer'. The FB-PRLNC variants, on the other hand, only keep s
packets. Therefore, whenever a new packet is received (and the coding buffer is full) the
new packet is not stored but simply combined with the s packets already in the coding
buffer. We propose two possible ways of doing so. The accumulator FB-PRLNC scheme
adds random linear combinations of the incoming packet to the stored s active packets. The
recombinator FB-PRLNC scheme creates the new s packets to be kept in the coding buffer
as uniform random samples from the span of the s buffered packets and the new packet.
For s = 1 both approaches are equivalent. We note that the shift register scheme from [137]
does in general not perform well, which is why we do not consider it here.
7.4.1 Complexity Comparison
We briefly elaborate on the improved computational and memory complexity of the two
FB-PRLNC variants in comparison to the standard PRLNC protocol.
The PRLNC protocol described in Section 7.4 keeps all received packets in memory,
even if they are already in the span of the stored packets. To avoid storing and frequently
accessing these redundant packets it is often better to maintain the span of the received
packets via a non-redundant basis. This is done by keeping only innovative packets, that
increase the dimension of the span. This comes at the cost of an additional rank computation
of a k x k matrix for every received packet (which can be partially reused by storing an
orthogonal basis instead). More importantly the PRLNC protocol still requires each node
to have k memory, enough to store all packets in the system. Even worse, at every time a
packet is generated all k packets need to be accessed, which results in k cache-unfriendly
IO-operations per sent packet.
The FB-PRLNC protocols drastically reduce this complexity. Both require only space
for s packets in their active memory and need only s (IO-)operations per packet sent out.
Both protocols access the s packets for each received packet but differ slightly in their oper-
'It is easy to see that nodes can restrict themselves to keep only innovative packets that are not a linear
combination of already received packets. We note that in many cases each received packet is innovative with
high probability
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ations on these packets. While the recombinator requires O(s 2 ) operations, the accumulator
FB-PRLNC protocol performs only one addition for each of the s packets. For s = 0(1)
this is a drastic reduction of the O(k) PRLNC complexity. Beyond this, another important
advantage of the FB-PRLNC variants is that the number of active packets is so small that
they can be entirely kept in fast (cache) memory. Using only a finite amount of memory
and extremely simple arithmetic furthermore opens many possibilities to implement coding
directly in hardware, e.g., in routers, switches or sensors.
7.5 Performance Guarantees for FB-PRLNC
In this section we show how the projection technique from Chapter 5 can be extended
to analyze the FB-PRLNC protocols. We then analyze several examples and show that
essentially the same bounds as proven in Chapter 5 for the PRLNC protocol hold for the
FB-PRLNC protocols even with a buffer of only s = 1 packets.
7.5.1 Extending the Projection Analysis
As explained in Chapter 5 projection analysis technique can be understood as analyzing
this spreading process by tracking qk projections of it; one along each direction in F,
Definition 7.5.1. A node A knows about 11 E Fq if its coefficient subspace of all its active
packets is not orthogonal to -, i.e., if there it has an active packet with coefficient vector C
such that ( P) $ 0.
Each such projection behaves like a 1/q-faulty one-message flooding process:
Lemma 7.5.2. If a node u knows about a vector - and transmits a packet to node v then
v knows about /I afterwards with probability at least 1 - 1/q for the RLNC protocols and at
least (1 - 11q)(1 - 11q") > 1 - 2/q for both FM-RLNC protocols.
Proof. Since node u knows j one of its active packets has a coefficient vector that is non-
perpendicular to j. This packet gets randomly mixed into the packet that is send out by
u which is therefore non-perpendicular to j with probability 1/q. If this is the case, then
node v learns j if it uses the RLNC protocol. If it uses a FM-RLNC protocol then the
received packet gets randomly mixed into each of the s active packets and the probability
that all these packets are perpendicular to j is q-. E.
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In the RLNC case, the spreading of knowledge for a vector M' is an easy to understand
monotone increasing set growing process: It is a directed acyclic Markov chain with one
absorbing state and its stopping probability therefore has an exponentially decaying tail. If
T is the expected stopping time, i.e., the expected time for one message to flood then the
probability that a fixed vector - has not spread after t = T + k time is (usually) at most
q-O(k). Taking a union bound over all vectors from Fk implies that after t = O(T + k) time
all nodes know all vectors and can decode.
Unfortunately, the spreading process of knowledge for a j in the FM-RLNC protocols
is not a monotone process anymore. Keeping only a small number of active packets makes
many nodes "forget" vectors. The next lemma gives a formal definition and specifies the
probability that this happens:
Lemma 7.5.3. We say a node forgets a vector E - Fk if it knows about it and after
reception of a packet does not know about it anymore. The probability that a node forgets a
fixed vector 7 E Fk after receiving a packet is at most q-" if it keeps s active packets and
runs the accumulator or recombinator FM-RLNC protocol.
Proof. We first analyze the recombinator FM-RLNC. In order to forget g the span of the
active and received packets needs to contain a component non-perpendicular to i. Thus,
each new active packet that is created from this span is perpendicular to f with probability
exactly 1/q. The probability that all s new active packets are perpendicular to j is thus
exactly q--. For the accumulator a similar proof works. If the received packet is perpen-
dicular to fl, then the active packet that was non-perpendicular to 1 before will remain
non-perpendicular. If, on the other hand, the received vector is non-perpendicular to f
then each new active vector has a 1/q chance of being non-perpendicular to -. Again, the
chance that all of the s active packets are perpendicular is q-*. E
Remark:
Note that it is highly unlikely, but nevertheless possible, that a direction gets lost completely.
While this probability is often negligible in practice, it can be completely avoided if the
sources of the k messages keep the packets associated with these messages unchanged as
active packets. This also avoids the possibility of a node with s < k active packets receiving
more packets than it can store in the beginning. Therefore, throughout the rest of this
paper, we use the assumption that no vector from F gets completely forgotten.
Looking at the inverse dependence on q in Lemma 7.5.3 suggests a simple way to get
around the problem of nodes forgetting a vector fl, namely choosing q large enough. For
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example, if q is polynomial in both the running time of the protocol and n then a union
bound shows that the probability that a vector j gets ever forgotten is at most 1/ poly(n).
Unfortunately, an inverse polynomially failure probability for each vector is not sufficient
to finish the proof as before with a union bound over the exponentially many vectors in
Fq. Indeed, it is clear that for s < k a node has to forget many vectors to be able to learn
others. Thus, instead of proving as before that at some point each vector ' is known by all
nodes we want to show that after a long enough time each vector knew /7 (and then forgot
it). This time at which a node knows a vector j can in principle be different for every node.
We prove the simpler but stronger statement that, for each fl, there is with exponentially
high probability one point in time at which all nodes know it. Even so the last step and
the two union bounds seem very crude it turns out that, averaged over the exponentially
many vectors, our bounds are spot on in the worst case and lead to simple proofs of (order)
optimal convergence times. Next we demonstrate this via several examples.
7.5.2 Always 1-Connected Adversarial Dynamic Networks
We start by giving results for the FB-PRLNC protocol in the synchronous broadcast network
model from Chapter 5: At each time t, the adversary adaptively chooses the topology of
the network as a (directed) graph G. Each node then creates a packet which is delivered to
all its current neighbors.
Lemma 7.5.4. The synchronous broadcast FM-RLNC protocol even with s = 1 takes with
high probability at most O(2 + k) time to spread k messages if the (directed) graph G is
(strongly) 1-vertex-connected at any point of time.
Proof. We fix a vector I E F (with 11# 6) and analyze how knowledge of it spreads
through the network. The vector - is known to at least one node in the beginning, namely
any node who knows about message i where i is a non-zero component in j1. We define a
round as a success if all nodes that are connected to a node that knows about - learn about
j and no node forgets fl. If this does not happen, we define the round as a failure. We
furthermore count a round as r failures if r nodes forget about '.
We want to prove that the probability for a failure is at most q-1+O(1). For this, we set
q = n'(1), which leads to a coefficient size only slightly larger than O(logn). Lemma 7.5.3
states that the probability for one node to forget j is at most 1/q. The probability for r
nodes to forget j is thus at most (') (q-")' < (n/q)' < qr(1-o(1)). If no node forgot fl, then
the only possibility for a failure is that at least one node failed to learn about -. Lemma
177
7.5.2 bounds this probability for one node by 2/q and a simple union bound over all nodes
shows that the probability for at least one node to fail this way is at most 2n/q = q-(1-o(1)).
The i-connectivity of the network guarantees that every successful round results in either
all nodes knowing - or in at least l more nodes learning about it. Any failure, on the other
hand, can only decrease the number of nodes that know - by one. Thus if we we run the
FM-RLNC protocol for 5(2 + k) rounds either at some point all nodes knew about 11 or
there are at least 2k failures. The probability for this is at most nO(k)q- 2k(o(1)) < q- 5k.
Taking a union bound over all qk vectors shows that, with high probability, after O(n + k)
each vector was known to each node at least once. Therefore, if each recipient keeps all
packets that are streamed through it, the coefficient vectors span the full space Fk and the
node will be able to decode. E
Note that, while both the example and the proof are very simple, any similar result has
been elusive to obtain so far. Note also that the analysis is, up to constants, tight in the
worst case, since the diameter of a i-vertex-connected graph can be 0(2) (see [142]) and, if
all messages start in one node v, it is also clear that at least k rounds are needed, since at
each round only one packet is formed by v. The lemma thus shows, that FM-RLNC achieves
an optimal, perfectly pipelined information spreading in always connected networks, even
if only one packet is stored per node.
7.5.3 Relaxed Conductance Measures for Dynamic Networks
In the same manner, most proofs in Chapter 5 can be extended to the FB-PRLNC pro-
tocol. Next, we do this for Lemma 5.4.4 from Chapter 5, that characterizes the stopping
time for the synchronous broadcast model by its isoperimetric expansion. Emphasizing the
applicability in a dynamic setting we show here that the proof does not just extend to the
FB-PRLNC setting but also to a much more flexible and weaker notion of isoperimetry for
dynamic graphs which we introduce next:
Definition 7.5.5 (Relaxed Isoperimetry). For a graph G and a subset S let hG(S) be
the union of S and the (directed) neighborhood of S, i.e., the nodes in S that are reach-
able from S via directed or undirected edges. The isoperimetric number of G is defined as
H(G) := minOoscv IcoS1- 7  . Building on this we say a dynamic graph G(t) has a relaxed
isoperimetric number H(G) if there exists a constant A such that for every non-empty subset
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S C V and every time t we have:
|U"h'-'(hG(i) o ... o hG(t+l) o hG(t))(S)I - | S|i~t > H(G)
min(ISI, Sj)A
Note that relaxed isoperimetry is indeed a relaxation of the isoperimetric number: for
A = 1 we have H(G) = minth(G(t)). Since hG(t) is a monotone function, we also get that
the numerator is at least I U'+A hG(i) (S) I - IS and scaling this by 1/A can be interpreted
as an average over the neighbor sizes. Indeed, if the average isoperimetric number of G(t)
over every window of size A is at least h then we also have H(G) > 0(h). If, e.g., the
adversary chooses an empty graph every other round then the relaxed isoperimetry only
gets reduced by a factor of 1/2. Furthermore, a large enough average isoperimetric number
is required only for every subset individually and not simultaneously. This gives many
always disconnected dynamic graphs a large relaxed isoperimetric number even though the
isoperimetric number of G(t) is zero at any time. Lastly, iterating the neighborhood function
hG(t) allows subsets to expand over A steps instead of just in their direct neighborhood. In
summary, instead of requiring every set to expand at every time in its direct neighborhood
the relaxed notion only calls for every individual set to have a high enough multi-step
expansion on average.
The following lemma shows again that keeping just s = 1 active packets suffices to
achieve the optimal performance of the RLNC protocol.
Lemma 7.5.6. The synchronous broadcast FM-RLNC protocol with s = 1 takes with high
probability at most O(lo&HG)) + k) steps to spread k messages in a dynamic network G.
Proof. We extend the proof of Lemma 5.4.4 to the FM-RLNC setting and the relaxed notion
of isoperimetry. For sake of space we only sketch the proof here. The analysis concentrates
again on the spreading of one vector - and is done in phases of A rounds. We use the
same definition of successes and (multi-)failures for phases as in Lemma 7.5.4. Choosing q
in the same way also leads to the same probabilities for failures and successes. Note, that,
in a successful phase, the number of nodes that know about / increases by at least a factor
of 1 + O(H) (or the number of nodes that do not know - decreases by the same factor).
Thus, taking integrality into account, it is easy to see that a net of T = 0(Iog(nH)) successes
suffices. The probability that this does not happen after O(T + k) steps is at most q-O(T+k)
and a union bound over all qk vectors finishes the proof.
A similar result can be proven for the asynchronous BROADCAST model in which at
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every round one node gets selected at random to broadcast its packet to its neighbors (see
Lemma 5.4.5). To cover a very different model for our final example we choose a result on
the performance of RLNC in the asynchronous single transfer model from Chapter 5. In this
model, the adversary adaptively chooses a probability distribution over edges in each round
from which the single transaction for the next round is then sampled. While for the RLNC
protocol coding with binary coefficient (i.e., q = 2) works Lemma 7.5.8 shows that this is
not possible using finite memory. The next lemma demonstrates another way to circumvent
this lower bound: using logarithmically many active packets suffices. In the same way as
done for Lemma 7.5.6, we replace the min-cut criterion by the weaker min-average-cut, i.e.,
a sufficient average cut over each finite time window of length A = 0(1) for each subset
individually.
Lemma 7.5.7. In a dynamic network G with min-average-cut at least C, the asynchronous
single transfer FM-RLNC protocol that uses binary coefficients (i.e., q = 2) and keeps only
s = Q(log n) active packets spreads n messages with probability at least 1 - 2-' in order
optimal O(-M) time.
Note that, e.g., choosing G(t) in every round to be the complete graph with uniform
probabilities shows that the asynchronous random phone call model [105] remains to spread
rumors in optimal time if the FM-RLNC protocol is used.
7.5.4 A Lower Bound on the Field Size
In this section we show that our choice of q is also optimal, that is, we give a strong lower
bound that shows that logarithmic size coefficients are necessary if one wants to keep only
finitely many active packets per node. In fact the following lemma shows the sharp threshold
result that even slightly sub-logarithmic coefficient sizes lead to exponentially long running
times in adversarial dynamic networks. Our proof also nicely demonstrates the power of an
adaptive adversary.
Before going into the details we want to remark that in most settings q = poly(n) is
a reasonable choice for the field size because it leads to practical coefficients sizes that are
logarithmic in n. Indeed, in most prior works that do not use the projection analysis such
as [107, 108, 109] coefficients of this size are required.
Lemma 7.5.8. For any q, with log q = o(1 on), there is an adaptive adversary that chooses
an always connected network (with diameter two at any time) on which the FM-RLNC
protocol with s active packets takes, with high probability, at least e'l~(1) time to succeed.
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Proof. The adversary picks one direction A that is initially not known to at least two nodes
v and u. In each round, it connects all nodes except v by a clique and then connects v to
one node that does not know j. If there is no such node then the adversary gives up and
connects v to all other nodes. In each round, there are at most n - 1 nodes that know j7 or
have received a packet from a node that does. Each of these nodes has a chance of exactly
1 - 1/q1 to know j after this round. The probability that all nodes indeed know about j
and make the adversary give up is at most (1 - 1/qs)"- 1 < -(n-l)/q" and, since qS = n*(l),
we obtain that the probability for the adversary to fail is at most e . Using Markov's
inequality or Chernoff bounds shows that it takes with high probability at least e' 0(1)
rounds before the FM-RLNC protocol succeeds. L
7.6 Conclusion
In this chapter we investigated the performance of RLNC with finite memory. We presented
two highly efficient variants of the packetized RLNC implementation in which each node
only keeps one packet in active memory. We have furthermore given a very general analysis
technique that allows to prove tight and order optimal stopping times for these FM-RLNC
protocols in a wide variety of settings, including highly dynamic networks that are controlled
by a fully adaptive adversary. In all cases considered here the performance of the FM-RLNC
protocols is, up to small constant factors, on par with the full-blown RLNC protocol while
offering a drastic reduction in memory and computational complexity.
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Chapter 8
Optimality of PRLNC (with Small
Buffers)
8.1 Introduction
It is a classical result [98] that linear network coding is optimal for multicast in any (acyclic)
network and furthermore that even choosing a random linear code suffices with high prob-
ability [99, 143]. This rate-less and self-adaptive nature of random linear network coding
has been shown particularly beneficial in distributed settings with unstable or time-varying
network topologies. For these settings, PRLNC, the distributed and packetized network
coding implementation given in Chapter 4 was given in which nodes buffer all received
packets and forward random linear combinations of these packets whenever they send a
packet. Many works have analyzed this protocol and shown performance guarantees that
often come within constants of corresponding lower bounds.
In Chapter 7 we have furthermore introduced PRLNC variants with finite buffers. In-
stead of storing and performing each coding operation over all received packets, these vari-
ants only buffer a small number of packets. This significantly lowers the memory required
and the computational complexity. Nevertheless, the results in Chapter 7 show that in
many settings the same order-optimal performance guarantees as for the PRLNC protocol
with infinite buffers are obtained.
In this chapter we strengthens these results and shows that, for any buffer size and on
any network, the PRLNC protocol performs optimally, i.e., as good as any other protocol
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with the same amount of buffer can possibly perform. For the case of finite buffers this
shows that PRLNC, even without any feedback or explicit buffer management, allows to
keep minimal buffer sizes without any loss in performance. In the case of the original
PRLNC protocol with infinite buffers, the optimality does not come as a surprise and has
been stated before. Nevertheless, to our knowledge, this is the first formal proof for its
validity.
8.2 Related Work
As described in Chapter 4 several prior works and also our results in Chapter 5 give bounds
on the performance of the standard PRLNC (gossip) protocol with infinite buffers in various
network settings. In many cases these upper bounds come within constants to the lower
bounds; thus, showing the order optimality of PRLNC in expectation. References [101,
102, 103, 104] show more strongly that, in any static network with random losses, the
performance of PRLNC asymptotically matches the expected capacity up to an arbitrarily
small factor.
The point-wise and exact optimality of PRLNC in any network was stated in [144] and in
[145, p. 475] with a reference to [99] but without a formal proof. The rather subtle problem
in applying [99] is that it only applies to acyclic networks with stateless and memory-less
nodes. To obtain an acyclic graph one can consider the time-expanded graph of the node
transmissions/interactions and add extra infinite capacity edges between each node and
its next copy in time. Unfortunately, while these edges seem to represent the fact that
the nodes store all received information over time, they do not have the same operational
meaning as edges in the acyclic networks of [99] and the min-cut result of [99] does not
directly extend to networks with these infinite capacity edges. While it may be plausible to
alter the proof of [99] to take this concern into consideration, we take a different approach.
Our proofs consist of a simple hypergraph transformation that exactly captures how the
nodes use their buffers. This reduction allows us to apply the results of [99] in a simple
black-box manner. Furthermore, our reduction naturally extends to the PRLNC protocols
with finite buffers, which are the main focus of this paper.
Using random linear network coding with limited buffers was first considered in [137],
albeit only for communication in a two-hop network. In [146] this analysis was extended
to line-networks and an approximation scheme for determining throughput and delay was
given. In Chapter 7 the use of network coding with finite buffers was introduced for general
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topologies and it was shown that, in many settings, buffering only one packet already leads
to the same order optimal stopping times for multicast as that of the PRLNC variant with
infinite buffer. Several other works propose schemes to reduce memory requirements and
the amount of data over which coding is performed [138, 139, 140]. We refer to Chapter 7
for more details on these works.
Lastly, Theorem 3.9. in [147] states a result similar to our main theorem for PRLNC
but with a weaker bound. As here adversarial schedules are used to prove bounds that
hold point-wise in any oblivious network setting. Instead of proving PRLNC to be exactly
capacity achieving with failure probability E = 1/poly(n), their result requires at least
k + p - lmax - (log k + log E-1) capacity to guarantee the delivery of k degrees of freedom,
where p is the number of flow path and lmax is the maximum length of one such path. In
general, p and lmax can be of the order of the capacity k itself or even larger; making this
bound quite loose.
8.3 Memory-less Network Coding Setting
In this section, we briefly review the classical network coding results for the memory-less
setting.
In the memory-less network coding setting [98, 99, 143], a directed acyclic circuit pro-
cesses messages from a finite field Fq (or alternatively Fl). A circuit is a directed acyclic
hypergraph C = (V, A). For each node v E V, we denote p+(v) as the incoming hyperedges,
and T-(v) as the outgoing hyperedges. For each e E P (v), v contains a coding vector
Ce E F( . We assume that there is only one node with exclusively outgoing hyperedges,
the source node s E V. Assuming an assignment of a message val(e) E Fq to each hy-
peredge e E T (s), the circuit C processes information as follows. Each hyperedge can
inductively be assigned a message in Fq by using the rule that the vector associated with
an outgoing hyperedge e of v is ce -val(F+(v)). In this way, C defines a linear transform
T(F-(s), E') E q-(s)xE between the messages val(-(s)) and the messages assigned to
any subset of hyperedges E' C E.
Reference [98] shows that if the field size q is large enough, one can choose the Ce such that
the rank of T(P- (s), E') is equal to the min-cut between s and E' in C. Then, any node v
with a min-cut of at least IF-(s)I can solve the linear system described by T(-(s), r+(v))
and decode all messages. Furthermore, [99, 143] show that, with high probability, this
remains true even if the coding coefficients are chosen uniformly at random. These are the
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classical results on (random linear) network coding that started this line of research.
Note that, in this model, timing is irrelevant and each node processes each message only
once. References [98, 143] show that this setting can be extended to non-acyclic circuits
with delays. Nonetheless, nodes remain stateless and memory-less, which is why we refer to
these networks as circuits. This stands in contrast to the PRLNC protocols during which
nodes buffer received information to later produce coded packets reflecting this information.
8.4 Network Model: Time Expanded Hypergraphs
We consider discrete or continuous time dynamic network topologies where communication
links are established synchronously and/or asynchronously. Nodes can potentially send data
at different and highly non-regular rates. Links are assumed to have varying delays. We
also incorporate broadcast constraints that arise in wireless settings. Our model applies
to any static or stochastic model, including arbitrary stochastic link failures, and to ad-
versarial worst-case communication schedules chosen by an oblivious adversary. All these
models specify a (distribution over) communication schedules that is independent from the
randomness in the coding coefficients. We shall prove a point-wise optimality, i.e., for any
instance of a communication schedule, PRLNC achieves optimal performance. Therefore,
throughout the rest of the paper, we assume that there is a specific given communication
schedule on which we have to give an optimality proof.
Each communication schedule can be specified as a sequence of events, where a node
sends or receives packets. We assume that, at each time, a node either transmits or re-
ceives a packet. We capture these events using the following definition of a time expanded
communication hypergraph. This notion of time expanded hypergraph has been previously
used under different names, e.g., continuous trellis [104] or adversarial schedule [147].
Definition 8.4.1 (Time Expanded Hypergraph). Consider a network with n nodes, and
denote this set of nodes as V. A communication schedule from time 0 to t among nodes
in V is captured by the following time expanded hypergraph G = (V, V', A). Let v e V be
a node in the network. We create a vertex copy vt, E V' for every time t' E [0, t] when
the node v receives or sends at least one packet. If v is transmitting at time t' to nodes
u1 ) 2 . l, b with associated delay l 1 , A 2, ... , Ab respectively, we create a single hyperedge
(vt,, {uI ,+A , , ., - 4 }'+Ab) E A.
Given a network, we consider the following (distributed) many-to-many multicast prob-
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lem. Messages are generated at nodes in the network. A message can be generated at
(multiple) different times at multiple nodes. The goal is to disseminate all the messages
to all nodes (or a subset of destination nodes D C V) as fast as possible. One example of
an application of this problem could be a source distributing a large file (which is divided
into small parts) to many receivers. Another application is in sensor networks, where each
sensor transmits its measurements at different times.
To formalize this problem, we assume that there are exactly k messages that are vectors
of Fl. We assume that the nodes employ the PRLNC protocol described in Chapter 4. Note
that this requires each message to have a unique identifier that is known to every node at
which the messages is generated. We incorporate the message generation in our network
model using the following additional definition.
Definition 8.4.2. Let G = (V, V, A) be a communication schedule of a network in which
k messages m 1,... ,m e F1 are generated. We alter G by adding a super-source node s to
V'. Furthermore for each message mi that is generated by nodes u1, U 2 ,... at time t1, t 2 ,
we add a hyperedge (s,{ul,u2,...}) to A.
8.5 Our Results
Given an adversarial schedule and an initial message distribution, the network capacity
between the source and any node at any time can be determined. To do so, one enriches the
time expanded hypergraph by memory-edges, which capture the possibility that nodes store
knowledge over time. This is achieved by connecting each node vt in the time expanded
hypergraph to its next copy in time vt, with an edge with capacity equal to the amount of
information that v can store, i.e., its buffer size p (in packets). We assume for simplicity
that all nodes have the same amount of memory p. If all nodes have unlimited buffers, we
follow [104] and set y = oc. We call this enriched time expanded hypergraph the (natural)
information flow graph and denote it by GA. The next lemma confirms the intuition that
the information flow graph indeed represents an upper-bound on the amount of information
that can be transmitted by any protocol.
Lemma 8.5.1. Let G be the time expanded hypergraph for a communication schedule and
let G, be its natural information flow graph. The min-cut between the super-source s and
a node vt in Gy is an upper bound on the amount of information that any protocol can
transmit from the sources to node v by time t if all nodes have an active memory of at most
p.
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Figure 8-1: An example network G with V = {a, b, c, d}. In Figure 8-1(a), the network
communication history is shown in sequence. The link delays are shown on the edges. In
Figure 8-1(b), the time expanded hypergraph of the network in Figure 8-1(a) is shown
assuming that node b and c start with a message at time t1 . In Figure 8-1(c), we show the
corresponding natural information flow graph Goo. In Figure 8-1(d) shows the corresponding
PRLNC transform GPRLNC.
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Given this simple min-cut bound on the achievable point-to-point capacity the inter-
esting question is which protocols achieve it. It is tempting to apply the results form the
memory-less setting [99] to conclude that PRLNC and its finite buffer variants achieve this
bound. Unfortunately this is not valid. It is, e.g., not difficult to find protocols that do
not achieve this capacity, e.g., the shift-register finite memory network coding protocol in
[1371. In the what follows we provide a correct, general and simple approach to base the
optimality of protocols on [99]:
8.5.1 General Approach
We show that, for many network coding protocols, it is possible to systematically transform
the time expanded hypergraph into a circuit that exactly captures how the protocol uses
the buffers. Given a protocol, a communication schedule, and the corresponding circuit,
we prove optimality in three steps. We first show that the circuit indeed simulates the
execution of protocol; then apply the results from [99] for memory-less circuits to show that
the protocol achieves the min-cut of this circuit with high probability; and finally show that
the min-cut of the circuit is the same as the min-cut in Gi.
To describe our transforms, we note that essentially all network coding protocols pro-
posed in the literature are composed of two elementary operations: 1) coding packets to-
gether by taking a random linear combination of them, and 2) buffering packets. While the
coding operation is already naturally captured by the memory-less circuits we show that the
storing operation can be simulated by extending a hyperedge (representing a transmission)
to all future versions of the recipient(s). Using this observation, we define a hypergraph
transformation (.)x for any given protocol implementation X. This transformation takes a
time expanded hypergraph G and transforms it to the hypergraph Gx that exactly captures
the execution of protocol X on the communication schedule G. Note that the hypergraph
transformation (.)x does not just depend on the size of the buffer X uses but has to be
carefully designed to match the implementation details of protocol X.
8.5.2 Protocols and their Transformations
In this section, we describe the transforms for several protocols. We start with the standard
PRLNC-protocol and then cover two network coding protocols described in Chapter 7:
the p-recombinator and the p-accumulator protocols. Both protocols are highly efficient
variants of PRLNC, for which any node only stores p packets in its buffer. Besides reducing
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the required memory resources, this also improves the computational cost of network coding,
because of the reduced amount of information each coding operation is performed over. The
two protocols differ in the way the new set of p packets is obtained after a reception of a new
packet (and/or generation of a new packet). The pt-recombinator simply picks y random
packets from the span on the stored packets and the received packets while the more efficient
p-accumulator randomly combines the incoming packet with each of the y stored packet
individually. The next two definitions present the transformations for the PRLNC protocol
and the p-recombinator protocol.
Definition 8.5.2 (PRLNC transform). The PRLNC-transform GPRLNC of a time ex-
panded hypergraph G = (V, V', A) is formed by replacing every hyperedge e E A by its mem-
ory closure F. Here the memory-closure of a hyperedge e = (vt, Re) = (vt, {ut , u , ...u }) E
A is defined as T = (vt, Re) where Re = {ut I u, t : ut E Re and t' > t}. In other words,
we extend every hyperedge e to include all future copies of the recipients.
Definition 8.5.3 (p-recombinator transform). For any time expanded hypergraph G =
(V, V', A) the p-recombinator transform Gp-recombinator is formed by adding p edges from
every vertex vt E V' to its next copy in time vt', where t' is the smallest t" > t with Vt" E V'.
Note that the two transforms, GPRLNC and GM-recombinator, have an intuitive structure.
Extending a hyperedge in GPRLNC can be interpreted as changing the storage operation
of nodes to requesting/receiving the exact same packet again whenever the "stored" packet
is used. For Gf-recombinator, the y memory-edges represent that the p buffered packets are
used to generate the next pL random packets to be kept.
Note that, in general, the network transforms are not necessarily as natural and straight-
forward as suggested by Definitions 8.5.2 and 8.5.3. One has to be very careful to specify
and map all implementation details. Indeed, the transform presented in Definition 8.5.3
does not exactly capture the protocol described in Chapter 7 but instead also recombines
its stored packets whenever a packet is send. For simplicity, we consider this variant of the
recombinator protocol here. As a final example for a slightly more complicated transforma-
tion, we pictorially describe the p-accumulator transform. We consider the implementation
described in Chapter 7 in which a random multiple of the received packet(s) is added to each
stored packet. Its network transform G-accumuiator is formed by first taking the GPRLNC
and then replacing each node according to the template in Figure 8-2.
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Figure 8-2: Template for (.)-accumulator with y = 3: The y black nodes represent the buffer
and the gray nodes represent transmissions.
8.5.3 Simulation and Optimality Proofs
Showing that a protocol implementation and its induced hypergraph transformation match
follows by a straight forward induction. We give such a proof for the PRLNC protocol; the
proofs for the I-accumulator or p-recombinator are similar.
Theorem 8.5.4. Consider a network using the PRLNC protocol, and let G be the corre-
sponding time-expanded hypergraph with super-source s. Consider the PRLNC transform
GPRLNC as a circuit as in Section 8.3. If the coding vectors for this circuit are selected in-
dependently and uniformly from F then this simulates the behavior of the PRLNC protocol.
The message associated with each circuit hyperedge F = (vt, ~;) in GPRLNC is the message
sent by node v at time t. Furthermore, the messages on the incoming hyperedges of Vt in
GPRLNC correspond to the messages buffered by node v at time t.
Proof. For sake of space only sketch the proof: In order to prove that the circuit GPRLNC
simulates the execution of the PRLNC protocol, we need to specify carefully how the ran-
domness is used on both sides. For the PRLNC protocol we assume that a node keeps all
received packets (and does not, e.g., keep only innovative packets) and creates any coded
packet by drawing random coding coefficient for the packets in the order they were received.
We similarly fix the process of choosing the random coding vectors for the circuit to make
it match with the PRLNC protocol.
Now, using an inductive proof over the time (or the topological depth of the nodes in G),
we can show that GPRLNC simulates the PRLNC protocol. Firstly, the messages associated
with the outgoing hyperedges of the super-source s are by definition the messages generated
by the sources. Now consider a node v at time t. We assume, without loss of generality,
that no node sends a packet when it has not received or generated a message. Thus, vt
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has at least one incoming hyperedge from another node ut, where t' < t. By construction
of GPRLNC, the incoming hyperedges to vt are from all nodes that have sent a packet to
v before time t. By induction hypothesis, the incoming hyperedges of v correspond to the
messages stored in v in the PRLNC protocol at time t. Since both the circuit GPRLNC
and the PRLNC protocol linearly combine packets using the same random coefficients, the
hypothesis holds for the packets created at node v at time t. L
Given Gx as a representation of the execution of X on the communication schedule G it
is easy to state and proof an equivalent of Lemma 8.5.1: The amount of source information
transmitted from s to v at time t via protocol X is at most the (s, vt)-min-cut in Gx. More
interestingly, since Gx is memory-less, we can directly apply the results of [99] to show the
converse:
Lemma 8.5.5. Let G be the time expanded hypergraph for a communication schedule and let
Gx be its transform for the network coding protocol X. With probability 1-E, the amount of
information transmitted from the sources to node v by time t is exactly the min-cut between
the super-source s and a node vt in Gx. Here e 0(1/poly(n)) is an arbitrarily small
inverse polynomial probability given that the coefficient size log q used in X is O(log n).
All that is left to check is that for the protocols presented here this min-cut is indeed
the same as the information theoretical optimum as given by GA in Lemma 8.5.1:
Lemma 8.5.6. Let G be any time expanded hypergraph with super-source s. The min-cut
between the super-source s and any node vt is the same in Go and GPRLNC. Furthermore,
the same is true for Gy, Gy-recombinator, and G,-accumulator.
Proof. We begin with considering the min-cuts of G. and GPRLNC. For this we trans-
form any integral flow in G to a valid flow in GPRLNC and vice versa. Then, we use the
min-cut max-flow theorem. The transformation operates on each path in a flow decom-
position separately and repeatedly removes flow from oo-edges. Consider a flow-carrying
unit-capacity hyperedge (ut, wt,) with an oo-capacity memory-edge (wt,, wt,) immediately
following it (t < t' < t"). We eliminate such oo-edges one-by-one by rerouting the flow
directly through ut to wt" using the extended hyperedges in GPRLNC. This process is
flow preserving, respects capacities, and eliminates all oo-edges since every flow path starts
with an unit-capacity outgoing hyperedge of s. It can be verified that this transformation
is also reversible; thus, gives a bijection between integral (s, vt)-flows in GO and integral
(s, vt)-flows in GPRLNC. This finishes the proof for GPRLNC-
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For G-recombinator, one can use the same strategy, and re-route the flow over the p-
capacity memory-edges in GA to the y unit-capacity edges in GjI-recombinator-
Similarly, for GA-accumulator, we first re-route the flow over the p-capacity memory-edges
in G, via the extended hyperedges in G4-accumulator created by the PRLNC transformation.
After the PRLNC transformation, Gu-accumulator is formed by replacing each node according
to the template in Figure 8-2. In GI-accumulator, we can re-route the flows of each replaced
node since each node vt in GA carries at most p-units of flow. This is true by construction:
if a node v is receiving at time t, node vt has one out-going memory-edge with capacity pL; if
a node v is transmitting at time t, then node vt has only one in-coming memory-edge with
capacity p. E
Putting everything together finishes our main theorem:
Theorem 8.5.7. Assume a network and communication model in which the random coding
coefficients are independent from the communication schedule. With high probability, the
p-recombinator, and the p-accumulator protocols disseminate exactly the maximum amount
of information from the sources to every node that any protocol using p memory could have
disseminated. The same holds for PRLNC and algorithms with unlimited memory.
8.6 Conclusion
In this chapter, we resolve the question of optimality for the well-studied PRLNC protocol
and similar network coding protocols. These protocols use the memory of nodes to produce
coded packets that reflect everything received so far. We show that an implementation of
such a protocol induces a transformation that maps any execution to an instance of the
classical memory-less setting. This shows that PRLNC solves the many-to-all multicast
problem in any non-adaptive dynamic network model in optimal time. Differently phrased,
PRLNC makes on-the-fly the optimal decision of what information a node should send out
without knowing anything about the network topology or even which other node will receive
this information.
Even more interestingly, this remains true if one restricts the nodes to use limited size
buffers. We show that both the p-recombinator and the p-accumulator protocol from Chap-
ter 7 achieve optimal performance in this setting: with high probability they stop exactly
within the time in which in hindsight it was possible to route packets given the buffer
constraint, i.e., given that the buffer at each node never exceeds the limit. Alternatively,
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one can interpret this result as PRLNC making on-the-fly optimal decisions on which in-
formation to keep in the limited memory. This shows that, even without any feedback[139]
or complicated explicit memory management, these PRLNC variants preserve the capacity
achieving performance of PRLNC as long as minimal buffer sizes are available.
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Chapter 9
Network Coding with Correlated
Data
9.1 Introduction
In this chapter, we design and analyze information dissemination algorithms in communica-
tion networks with correlated data. In these networks, either the data to be distributed, the
data already available at the nodes, or both, are correlated. This problem arises in a many
networking applications, such as sensor, peer-to-peer or content distribution networks. One
such example is a large set of distributed temperature sensors with a clock at the receiver.
Both the temperatures at different sensor locations and the time at which a measurement
is taken have high correlations among each other.
While the current information theory literature includes several coding schemes for
correlated data, the focus in these works is mainly on characterizing the rate region -
the set of achievable rates. On the other hand, recent work in the networking literature
offers a multitude of efficient, decentralized and address-oblivious schemes for information
dissemination (e.g., randomized gossip). Unfortunately these schemes treat the data as
uncorrelated and neglect any available information at the receivers. The focus of this
chapter is to close this gap and give tools for analyzing gossip-based algorithms in networks
with correlated data.
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9.1.1 Related Work
Distributed compression has been studied in information theory mainly through small,
canonical problems. In [148], Slepian and Wolf considered the problem of separately encod-
ing two correlated sources and joint decoding. In [149] and [150] the problem of compression
with a rate-limited helper is considered. In [151], Ho et al. considered the multicast problem
with correlated sources which can be viewed as extending the Slepian-Wolf problem to arbi-
trary networks through network coding. Further extensions appeared in [152] and [153]. In
all these studies the goal is to characterize the rate region for (fixed) static and memory-free
networks, that is, the set of required capacities needed for a multicast. An alternative ap-
proach was taken in [154] by Haupt et al. which considered a compressed sensing scheme for
compression of network data. For related work on network coding in general and network
coded gossip in particular we refer to Chapter 4 and Chapter 5 respectively. In particular,
the projection analysis developed in Chapter 5 will play a key role in this chapter.
9.1.2 Our Contributions
To our knowledge we are the first to combine these two strains of research and analyze
gossip based protocols in networks with correlated data. Our contributions are manifold:
First, we give a clean and general framework for oblivious network models in Section 9.3
and define a setting for a correlated environment in Section 9.2. In this general setting we
extend the projection analysis of Chapter 5 by making a connection between the coefficient
vectors a node knows and the amount and type of information it has learned. This results
in simple, direct and self-contained proofs of tight bounds on the stopping time in the
canonical models of one source and side information at the receivers, as well as two correlated
sources. In Section 9.5 we then give results for the general scenario of multiple sources and
side information. We do this by providing tight bounds on the time required for any set
of (fractional) capacities to be induced by the (random) packet exchanges generated in
an oblivious network model. This allows to transform results on the rate region of static
memory-free networks (e.g., [151, 153]) into bounds on the stopping times of gossip-based
algorithms. These capacity bounds are interesting in their own right and have the potential
to be useful in other information dissemination problems.
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9.2 Network and Information Model
In this section we state the broadcast problem, define the communication model and the
information model which and state the information model defining the nature of the source
and side information.
Network and Communication Model
For simplicity, we will assume that the network consists of a fixed set V of n nodes. Com-
munication takes place in synchronous rounds. In each round, each node v decides on a
packet p, of s bits to be sent out (possibly using randomness). Given the current state of
the network, the network model then specifies (possibly using randomness) which packet
will be received by which node in the current round. This corresponds to a probability
distribution over directed edge sets where a directed edge (v, u) means that the packet p, is
successfully received by node u. Nodes are assumed to have unlimited storage (for schemes
with limited buffers see Chapter 7 and Chapter 8). We denote the set of directed edges
chosen for round t with Et and call it the active edge set for time t.
Source and Side Information
We assume k messages are initially distributed over the network. The i-th message con-
stitutes of 1 i.i.d. samples from the random variable Xi, namely, a vector xi. The message
vectors X1,. . . , Xk are initially distributed to nodes (i.e., sources) such that each vector is
given to at least one node. We also assume that each node v E V (or terminal) has some
side information. The side information yv at node v E V is drawn as 1 i.i.d. samples from
Y. Note that the variables {X}_ 1 U {Yv}VE are arbitrarily correlated according to some
known memoryless joint distribution. We are interested in the time when nodes are able
to decode X1 ,..., Xj based on their side information and the packets exchanged with other
nodes.
Remark:
In general, we assume that the probabilities p(X1,..., Xk, Yv) of the joint distribution are
known to all nodes. However, note that in most coding schemes, fewer information is re-
quired. For example, in random binning encoding and joint typicality decoding, the sources
use only the conditional entropies, while the terminals use the joint distribution. If minimum
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entropy decoding is used, then receivers need no knowledge about the probabilities [155],
making the coding scheme universal [156].
The Encoding and Decoding Schemes
For a given field size q and slack 6 > 0 we assume throughout that nodes employ the
following coding scheme: Prior to communication, source nodes perform random binning,
that is, for every 1 < i < k each node receiving the message vector xi applies the same
random mapping into 2 1(H(X-)+6) bins.
The resulting bin indices (which are the same for every node initialized with xi) are
interpreted as vectors of length h = [ 1 (H(Xi) + 6)1 over the finite field Fq. These
hllog q
vectors are then split into hlog blocks of g symbols in q each, for a total of s bits per
block.
During the communication phase nodes sends out random linear combinations (over Fq)
of these blocks as packets. To keep track of the linear combination contained in a packet
one coefficient for each block of each message is introduced and sent in the header of each
packet. As in all prior works on distributed network coding (e.g., [4, 7, 106, 108, 109, 141]),
we assume that ' is sufficiently large compared to the number of coefficients. This renders
the overhead of the header negligible leaving a packet size of s bits as desired.
At each node, independent linear equations on the blocks are collected for decoding. We
denote with S, the subspace spanned by all coefficient vectors received at node v. We also
use the following notion of knowledge from Chapter 5:
Definition 9.2.1. A node knows a coefficient vector p iff S, is not orthogonal to p, that
is, there exists a vector c E Sv such that (c, p) = 0.
Lastly, we will make use of the following lemma on random binning.
Lemma 9.2.2 ([150, 153]). Let X E X and Y E Y be two arbitrarily correlated random
variables and let x, y be two vectors that are created by taking 1 i. i. d. samples from their joint
distribution. Suppose, for some e > 0, all possible sequences in X1 are randomly and uni-
formly divided to at least 2 (H(X|Y)+3) bins. Then joint typicality decoding correctly decodes
x with high probability (as 1 -+ oo) using y and any ((H(XIY) + 6)11 bits of information on
the bin index of the bin in which the true x resides.
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In particular, Lemma 9.2.2 asserts that having access to the side information vector y,
the message vector x can be decoded with high probability using any [!(H(XIY) + 6)]
linearly independent equations on the blocks describing the bin index of x.
9.3 Oblivious Network Models
In this section we introduce the definition of an oblivious network model. This gives a clean
and very general framework capturing a wide variety of communication and (dynamic) net-
work settings. While this was already somewhat implicit in Chapter 5 we restrict ourselves
to networks without adaptive adversarial behavior. This greatly facilitates the much cleaner
framework presented in this section.
Definition 9.3.1. A network model is oblivious if the active edge set Et of time t only
depends on t, Et for any t' < t and some randomness. We call an oblivious network model
furthermore i.i.d. if the active edge set Et is sampled independently for every time t from a
distribution of edge sets.
The following are examples of oblivious (and i.i.d.) network models: In the (Uniform)
Gossip Model [4, 108, 1091 one has an underlying (directed) graph G and in each round each
node picks a random neighbor as a communication partner. A node then sends (PUSH) or
requests (PULL) a packet from its partner or both (EXCHANGE). The Rumor Monger-
ing [106] or Random Phone Calls Model [50] is a well-studied special case of this in which
G is complete, that is, nodes pick a random node as a communication partner. It is easy to
include more sophisticated features in an oblivious network model. Random packet losses in
wired networks, or characteristics of radio networks like half-duplex transmission, collisions,
packet loss rates depending on SNR and more can be easily modeled by removing edges
according to (randomized) rules. An interesting example of non-i.i.d. oblivious network
models are (edge-)Markovian evolving graphs [121].
For any oblivious network model M we can define a random flooding process F(M, p, S).
Informally, this process describes which nodes are informed over time if initially only nodes
in S are informed and from there on every informed node informs all its communication
partners (as specified by M). The only modification to this standard infectious process is
the parameter p which adds an independent probability of p for each transmission to be
overheard.
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Definition 9.3.2. Let M be an oblivious network model, p be a probability of fault and
S C V be a starting set of nodes. We define the flooding process F(M, p, S) to be the random
process S1 C S 2 C ... that is characterized by S1 = S and for every time t we define St+1 by
taking each of the (directed) edges Et specified by M for time t independently with probability
1 - p to obtain Et and then we set St+1 = {v F V I 3u E St : (u,v) E Et V v = u}.
Note, that Definition 9.3.2 is only well defined if M is oblivious. Furthermore, F becomes
a time-homogeneous Markov chain if M is an i.i.d. oblivious network model. Also, as
long as for every time t the union over the edges in M from t to infinity is almost surely
connected then F is absorbing with the unique absorbing state V. We say the flooding
process F stops if it reaches this absorbing state and we denote the time this happens with
the random variable SF. The next definition pairs this flooding time with a throughput
parameter a that corresponds to the exponent of the flooding process tail probability. The
reason for this definition and its connection to the multi-message throughput behavior of
network coding becomes apparent in the statement and proof of Theorem 9.3.4 below.
Definition 9.3.3. We say an oblivious network model M on a node set V floods in time
T with throughput a if there exists a prime power q such that for every v E V and every
k > 0 we have P[SF(M,1/q,{v}) T + k] <q k
To give a few illustrating examples of flooding times we note that the random phone
call network model on n nodes floods in E(log n) time with constant throughput. The
uniform gossip model on a connected degree bounded graph G floods in time 9(D) and
with constant throughput where D is the diameter of G. In many oblivious network models
it is easy to give tight bounds on the flooding time and throughput.
With this framework for oblivious network models in place we can give a cleaner re-
statement of Theorem 5.2.3 from Chapter 5. We also provide a sketch of the proof since we
will later expand on the ideas used therein.
Theorem 9.3.4. Suppose M is an oblivious network model that floods in time T with
throughput a. Then, for any k, random linear network coding in the network model M
spreads k arbitrarily distributed messages to all nodes with probability 1 - e after T' =
T + - (k + logE-1) rounds.
Proof. The random linear network coding protocol we analyze will use the same field size
that achieves the parameters T and a for M in Definition 9.3.3. We fix a coefficient vector
p E F This vector is initially known to a non-empty subset S of nodes. It is easy to check
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that the probability that a node v does not know y after it has received a packet from a
node that knows p is at most 1/q. This implies that knowledge of pa spreads through the
network exactly as the flooding process FM,1/qs. Using the assumption, Definition 9.3.3
and the monotonicity of SF(M,1/q,S) in S we get that the probability that a vector - E Fq
is not known to all vectors after T' steps is at most q-(k+log -1). A union bound over all
qk vectors shows that with probability at least 1 - qloge' ;> 1 - e all node will know
about all vectors and it is easy to see that this implies that all nodes are able to decode the
messages. 0
9.4 Simple, Direct Proofs for Tight Stopping Times
In this section we give a simple, direct derivation of tight stopping time bounds for gossip
with one source and side information at the nodes and gossip with two correlated sources.
Our two main results in this section are the following.
Theorem 9.4.1. Suppose M is an oblivious network model that floods in time T with
throughput a. We assume a single message x generated from X and side information y,
generated from Y at every node. Fix an error probability e > 0. Then, for any 6 > 0, for
any large enough block length 1 and any packet size s, node v will correctly decode x with
probability at least 1 - e after T' = T + - (!(H(X|Y) + 5) + log c-1 + 3) rounds.
Theorem 9.4.2. Suppose M is an oblivious network model that floods in time T with
throughput a. We assume two messages X1, x2 are generated from X1, X 2 and nodes have
no side information. Fix an error probability e > 0. Then, for any 6 > 0 and for large
enough 1, with probability at least 1 - e every node will correctly decode x 1, x 2 after T +
([j(H(Xi, X 2) + 26)] + logE- 1 + 3) rounds.
The idea for proving these theorems is to generalize the observation of Chapter 5 that the
question of when a node can decode is equivalent to determining when this node knows (see
Definition 9.2.1) enough coefficient vectors. The proof of Theorem 9.3.4 shows that flooding
or spreading of knowledge of vectors can be analyzed using a union bound. This implies
that only the number of vectors needed is of importance. In the case with uncorrelated
sources and no side information essentially knowledge of all coefficient vectors is necessary.
In the correlated scenario, however, we want to relate the number of vectors a node v
needs to know to the conditional entropy H(XIY). Lemma 9.2.2 helps in this respect. It
asserts that in order to decode, a node with side information Y does not necessarily need
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i = [(H(X IY) + 6)l~ specific bits, but rather, assuming joint typicality decoding, it requires
only any sufficient amount of information about the index of the bin in which x resides.
This is achieved by any i/s packets containing independent equations on the bin index. We
can thus focus on the knowledge a node is required to obtain in order for its coefficient
matrix to have rank at least i/s.
Unfortunately it is possible that a node knows many vectors without having a large rank.
In fact, upon reception of the first packet a node gets to know all but a 1/q fraction of all
vectors. On the other hand, in order to prove faster stopping times we want to argue that
the knowledge of only an exponentially small fraction of all vectors suffices for decoding.
This is achieve by the following lemma which shows that indeed only q1 specific coefficient
vectors suffice to guarantee that at least 1 independent coefficient vectors were received:
Lemma 9.4.3. Let V be be a finite dimensional vector space over a finite field Fq. For every
0 <h <dimV there exist w = qh + 1 vectors v1,. . . , v, E V such that for any (subspace)
K c V for which K' does not contain vi for any i has dimension at least h + 1.
Proof. We will show that {vi, . . , V(h} can be any subspace W of dimension h while the last
vector v is chosen orthogonal to W. To prove that this works we take any subspace L of
dimension at most h and show that its orthogonal complement L' intersects with W U v,.
Note that dim L' > dim V - h. Thus, if L' and W do not intersect we can find a set of
orthogonal basis vectors for V of which h span W and the remaining ones span L'. Since
v is orthogonal to W it is spanned by the basis vectors in K' and thus v, E K' - a
contradiction.
It is now possible to prove the two main results of this section. Their proofs are self-
contained and involve only random binning (Lemma 9.2.2) and Lemma 9.4.3:
Proof Theorem 9.4.1. We use the field size q that achieves the parameters T and a in
Definition 9.3.3. We furthermore choose 1 large enough so that the decoding probability in
Lemma 9.2.2 is at most c/2. By Lemma 9.2.2, any node v with access to the side information
vector y, and Fj(H(XIY,) + 6)1 independent equations on the blocks describing the bin
index of x assigned by the random binning procedure, can decode x with probability at
least 1 - e/2. It thus remains to show that with probability 1 - e/2 we have dimS, ;>
[L(H(XIY,) + 6)] after T' rounds. To prove this we apply Lemma 9.4.3 and get that there
exists a set Z of 2 h(H(XIYv)+)1 coefficient vectors such that if v has knowledge of these
vectors, it indeed has sufficiently many independent equations. Furthermore, we refer to the
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proof of Theorem 9.3.4 for the fact that knowledge of any coefficient vector (in Z) spreads
through the network like a flooding process. As before we thus get the fact that in the
assumed network model M the probability that any of the coefficient vectors (in Z) is not
known after T+ (k+ (log E + 1)) rounds is smaller than e/2 q-k. Setting k = log IZI and
using a union bound over all coefficient vectors in Z we get as a result that indeed after T'
rounds the probability that v has received sufficiently many independent coefficient vectors
is at least 1 - e/2. E
While the proof of Theorem 9.4.2 is similar in nature to that of Theorem 9.4.1, there
is delicate point when considering multiple sources. In a single source scenario, for each
terminal there is only one equation governing the rate. That is, r > H(XIYV) + 6. Using
Lemma 9.4.3, this rate constraint is translated into a rank constraint, namely, dim(Sv) >
[i(H(X|Yv) + 6)]. For more than one source, however, the rate region is given by multiple
rate constraints, and one has to make sure all are satisfied. Indeed, for two sources and no
side information at the nodes this can be done using a single rank constraint.
Proof (Theorem 9.4.2). Let x1, X2 be blocks of 1 symbols from the sources X1 and X 2 . We
assume x1 is available at source node si and X2 is available at source node S2. At source
node sj, j E {1, 2}, we randomly bin all x3 sequences to 2 [F(H(X)+6)l bins. Let ig(x 3 ) be
the index of the bin in which xj resides. Similar to the proof of Theorem 9.4.1, ij(xj) is
represented as symbols over Tq, where each packet (sent as a message in a round) includes
8equations on these symbols, over Tq. Note, however, that there is a difference in
the binning rate compared to the proof of Theorem 9.4.1. Herein, we cannot bin at a
rate higher than [l(H(Xg) + 6)], since we want to make sure if a node received enough
independent equations on the symbols of both ii(x 1 ) and i2 (x 2), these must have included
enough equations on the symbols of i1 (x1), and enough equations on the symbols of i2 (X 2),
according to the Slepian-Wolf limits.
The sources now spread uniformly randomly chosen linear combinations on the symbols
of i1 (x1) and i 2 (x 2 ). Throughout the gossip rounds, these linear combinations are, of course,
mixed together. We now verify that when a terminal receive sufficiently many independent
linear combinations, these include enough linear combinations on each bin index. Assume
that a terminal t has received [(H(X1 , X 2 ) + 26)] + 1 independent equations on the blocks
describing i1 (x 1 ) and i2 (x 2). Since at most [!(H(X1 ) + 6)] originated from source s1 , we
have [l(H(XlX 2 ) + 26) + 1l(H(X1) + 5)] l(H(X2 |X1) + 6)
1 ~+ -I 2
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which means sufficiently many were originated in S2. As a result, the single constraint to
receive [ (H(Xi, X 2) + 26)] + 1 independent equations suffices.
Now, fix E > 0. Let Zj denote the reconstructed source vector xj. For the case of
multiple sources, Lemma 9.2.2 extends trivially, stating that for sufficiently large 1, any
node t, having access to at least [j (H(Xi JX2 ) + 6)1 independent equations on the blocks
describing il (X2 ), at least [i (H(X 2 |X1) + 6)] independent equations on i 2 (X2), and at least
(H(Xi, X 2) + 6)] independent equations on both, one can decode with high probability.
By Lemma 9.4.3, there exists a set Y of 2['(H(X1,X2)+26)1+ 1 coefficient vectors such
that if t has knowledge on these blocks, it indeed has [ (H(X 1 , X 2 ) + 26)1 + 1 independent
equations, hence, after T + ([i (H(X 1 , X 2 ) + 26)] + 1 + log (2/E)) rounds, we have,
P EZ1, 2 Xi, Xi)
P[dim(S,) < (H(X1, X 2) + 26) + 1]
+ P[$1, Y2 54 Xi, i
dim(S) ;_> 1(H(X1 , X 2 ) + 25) + 1]
_ P~u [ 2[s(H(XlX2)+26) +1+i j svI
+ E/2
F2|~(Hf(Xi,X2)+2S)]+1<(2 S+ 1)
-2[--L([.(H(Xi,X2)+2S)] +1+log(2/e))]
+ E/2
For more than two sources, or when additional side information is available, a more
refined analysis is required. This is the subject of the next section.
9.5 Characterizing Capacities in Oblivious Network Models
To date, analysis of gossip schemes focused only on the dissemination time - the number
of rounds required to gain the complete knowledge in the network. However, especially
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when dynamic networks are analyzed, it is interesting to gain a more accurate measure of
the actual capacities achievable between sets of nodes. Namely, to analyze the capacities
induced by the packet exchange process in algebraic gossip. This is an interesting question
in its own right, and, in particular, can give a "black-box" method to transfer any results
of prior works that bound the rates or capacities needed between sources and sinks in the
static memory-free setting to stopping times in oblivious network models.
Herein, we develop such a characterization, and apply it to the results of [151] and [153]
to obtain stopping times for gossip protocols with an arbitrary number of correlated sources
and side-information, generalizing the results from the last section. We first introduce the
required notation.
Definition 9.5.1. Let T > 0, node set V and active edges E1 , E 2 ,. .. , Er be given. We
define a path P from s to d to be a sequence of nodes P = (vo,v1,.. . ,v ) such that vo = s,
VT = d and for every t < T we have vt_1 = vt or (vtl,vt) E Et. We furthermore define a
set of m paths P1,..., PM with weights w1,..., wm to be valid if for every t < T and every
(u, v) E Et the weights of paths using (u, v) sum to at most one. Lastly, we say a set of
valid weighted paths achieves a capacity of c between two nodes s and d if the weights of
paths from s to d sum up to c.
Quite intuitively these paths correspond to an information flow through the network
from the sources to the sink. In fact we already made this intuition formal in Chapter 8
where we gave an explicit equivalence between the algebraic gossip protocol and random
linear network coding in the classical memory-free model (e.g., [151]). We do not need all
details of this equivalence and instead only recall the facts needed here:
Lemma 9.5.2. Let node set V, the active edges E1 , ... , ET, destination d E V and sources
S1, S2,. sk E V be given. Algebraic gossip on {Ej}_ 1 is equivalent to classical random
linear network coding in the transformed hypergraph GPNC described in /8]. In particular, if
for some integers c1, ... , ck, it is possible for every si to transmit ci packets to d, then there
exists a sequence of valid paths of weight one and a rate ci between si and d. Conversely, if
for some positive reals c1,... , ck there is a set of valid weighted paths that achieve a capacity
ci between si and d, then the capacities ci lie in the min-cut region of GPNC-
Given this setup we show the first result in this direction:
Lemma 9.5.3. Let M be a network model on a node set V that floods in time T with
throughput a. For any T', any e > 0, any destination d E V and any set of k source nodes
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s1,S2,..-- ,sk (E V with integral capacities c1, C2,.- ,ck 1 suppose E1 , . . . , Ep is a sequence
of active edges on V sampled from M. If T' > T + k(>9 ci + log -1) then with probability
at least 1 - e there exists a selection of valid weighted paths that achieve the capacity ci
between si and t for every i.
Proof. We think of putting ci messages at node si and run the standard algebraic gossip
protocol for T' rounds using the field size q that achieves the parameters T and a on M.
Theorem 9.3.4 now shows that with probability 1 - e the sink t can decode the messages.
According to Lemma 9.5.2 this shows that there are ci mutually disjoint paths from si to d
for every i with weight one which achieve the desired capacities. 0
Note that the above lemma requires the capacities to be integral and thus essentially
asks for the time until a certain number of mutually disjoint paths occur. While this is
sufficient and optimal in the uncorrelated information spreading setting this requirement
can be a severe restriction.
One setting where this makes a drastic difference is when we have k sources and the
total capacities needed sum up to less then one. This corresponds to asking for the time
until there is a path from each of the sources to the sink - without these paths having to
be disjoint. If one considers for example the random phone call model with n nodes and k
sources it takes in expectation log n + k time until a disjoint path between a node and each
source appears while merely log n + log k rounds are sufficient to get this for non-disjoint
paths.
The following lemma generalizes this observation and strengthens Lemma 9.5.3 in this
direction to give order optimal bounds for any set of fractional capacities:
Lemma 9.5.4. Let M be a network model on a node set V that floods in time T with
throughput a. For any T', any e > 0, any sink d E V and any set of k source nodes
S1, S2, .. ,sk E V with rates ci, c2, ... ,ck > 0, if T' > T+ ([icil +logk+logce1 ) then
with probability at least 1 - e there exists a selection of valid weighted paths that achieve a
capacity of ci between si and d for every i.
Proof. The idea is to combine k applications of Lemma 9.5.3 using a union bound and capac-
ity sharing.We set the failure probability to E/k and in the ith application of Lemma 9.5.3
we set the ci to [E; cil while setting all other capacities to zero. Out of this we get that for
every i with probability 1 - e/k the number of disjoint paths from si to d is at least [Ei ci].
Via a union bound we get that with probability of 1- c all these paths are there. Note, that
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while the paths from each source are disjoint the paths starting at different sources may
not be disjoint. We now take the union of these paths while choosing the weight of a paths
starting at source si to be Ci. This gives capacity of ci between si and d. Furthermore,
since any edge e is used by at most one path going out from each source, we get that the
total weight on e summed over all paths is at most Zi c1[EZ c1 -
We will use Lemma 9.5.4 to prove our main result about information dissemination with
correlated data in oblivious networks. To state our result we need the following definition:
Definition 9.5.5 (Slepian-Wolf region [148]). A capacity vector c = (ci,... , ck) is sufficient
for v E V if and only if for every index subset S E [k] we have IiES ci ; H(XsIXs, Yv).
Putting together Lemma 9.5.4, Lemma 9.5.2 and applying the results on network coding
with correlated data from [151] and [153] in a black-box manner, we can now directly state
our main result which generalizes and encompasses Theorem 9.4.2 and Theorem 9.4.1:
Theorem 9.5.6. Suppose M is an oblivious network model that allows floods in time T
with throughput a. Then, for any 5 > 0 and error probability e > 0, there exists an 1 such
that for any joint distribution of X 1,... , Xk and the Yv 's, any packet size s > 0, any node
v and any capacity vector (c1, ... , ck) that is sufficient for v, node v will correctly decoding
X1,-. , xk with probability at least 1 - c after T + ciE[k]C +6 +logk+log- 1 +6)
rounds.
Proof. Use Lemma 9.5.4 to show that in T' rounds the rate vector (r1,... , rk) is achieved by
a collection of paths with probability at least 1- c/2. Then apply Lemma 9.5.2 to show that
the rates are min-cut rates in GPNC, the classical network corresponding to the sampled
topologies. Finally we can now directly apply the known results on network coding with
correlated data from [155] and [153] in a black-box manner to show that an arbitrary small
decoding probability can be achieved if 1 is chosen large enough. The only thing to check
here is that the complete coding scheme described here matches the setup of [153, 155]. In
particular the field size q used needs to be large enough to make these results applicable.
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Chapter 10
Broadcast with Collision Detection
10.1 Introduction
The classical information dissemination problem in radio networks is the problem of broad-
casting a single message to all nodes of the network (single-message broadcast). This prob-
lem and its generalizations have received extensive attention throughout the last 25 years.
A characteristic of radio networks is that multiple messages that arrive at a node si-
multaneously interfere (collide) with one another and none of them is received successfully.
Regarding whether nodes can distinguish such a collision from complete silence, the model
is usually divided into two categories of with and without collision detection. Throughout
studies of problems in radio networks, it has been observed that many problems can be
solved faster in the model with collision detection (see, e.g., [157]). Despite this trend,
it had remained unclear whether this is also the case for broadcast or not [158] (without
restricting to special graphs such as planar or growth bounded). We show that single-
message broadcast can be indeed solved faster, in simply diameter plus poly-logarithmic
time, if collision detection is available1 .
A natural and important generalization of the single-message broadcast problem is that
of broadcasting k messages from one node to all nodes. Usually, this generalization involves
new and significantly different challenges, mainly because the dissemination of different
messages can interfere with each other. In this chapter we show how to overcome these
challenges and obtain an (almost) optimal k-message broadcast algorithm.
'Even though our work is theoretical, we remark that most practical radio networks can detect collisions.
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10.1.1 Model and Problem Statements
We work in the radio network model with collision detection [159]: a synchronous network
G = (V, E) where in each round, each node either transmits a packet with B = Q(log n) bits
or listens. Each node v receives a packet from its neighbors only if it listens in that round
and exactly one of its neighbors is transmitting. If two or more neighbors of v transmit, then
v only detects the collision, which is modeled as v receiving a special symbol T indicating
a collision. We explain that some of our results hold even in the model without collision
detection, where if two or more neighbors of v transmit, then v does not receive anything.
The single-message broadcast problem is defined as follows: A single source node has a
single message of length 9(B) bits and the goal is to deliver this message to all nodes in
the network. The k-message single-source broadcast problem is defined similarly, with the
difference that the source has k messages which need to be delivered to all other nodes. We
focus on randomized solutions to these problems where we require that the message(s) are
delivered to all nodes with high probability2 . In the unknown topology setting (which is
our default setting), we assume3 that nodes know a polynomial upper bound on n and a
constant factor upper bound on diameter D. In the known topology setting, similar to [160],
we assume that nodes know the whole graph.
10.1.2 Our Results
Our main results are as follows:
Theorem 10.1.1. In radio networks with unknown topology and with collision detection,
there is a randomized distributed algorithm that broadcasts a single message in O(D+1og6 n)
rounds, with high probability.
Theorem 10.1.2. In radio network with known topology (even without collision detection),
there is a randomized distributed algorithm that broadcasts k messages in O(D + k log n +
log 2 n) rounds, with high probability.
Theorem 10.1.3. In radio networks with unknown topology and with collision detection,
there is a randomized distributed algorithm that broadcasts k messages in O(D + k log n +
log 6 n) rounds, with high probability.
2We use the phrase "high probability" to indicate a probability at least 1 - y for a constant c > 1.
s1t is easy to see that the latter assumption can be removed without any change is our time-bounds, by
finding a 2-approximation of D in time O(D), using the beep waves tool of [12].
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About Theorem 10.1.1, we remark that prior to this work, the best known solution for
single-message broadcast was the O(D log n/D+log2 n) algorithms presented independently
by Czumaj and Rytter [161], and Kowalski and Pelc[162), for the model without collision
detection. In that model, these bounds are optimal [163, 164]. As Peleg points out in [158],
prior to this work, it was unclear whether these upper bounds can be improved in the
model with collision detection. Theorem 10.1.1 answers this question by showing that a
better upper bound is indeed achievable. We remark that the bound of Theorem 10.1.1 is
within an additive poly-log of the (D+log2 n) lower bound, that follows from the f(log 2 n)
lower bound of [163] and the obvious lower bound of Q(D).
About Theorems 10.1.2 and 10.1.3, we remark that even in the strong model of cen-
tralized algorithms with full topology knowledge and with collision detection, even with
network coding, k-message broadcast has a lower bound of Q (D + k log n + log 2 n). This
lower bound follows from the Q(k log n) throughput-based lower bound of [34] for a k-
message broadcast, the Q(log2 n) lower bound of [163] for a single message broadcast, and
the trivial Q(D) lower bound. Thus, the complexity of Theorem 10.1.2 is optimal and the
complexity of Theorem 10.1.3 is optimal modulo the additive O(log6 n) term.
When looking at the issue from a practical angle, Theorem 10.1.1 and Theorem 10.1.3
have an interesting message: they show that one can replace the (expensive and not-
completely-reasonable) assumption of all nodes knowing the full topology of the network,
with (the considerably more reasonable and usually-available) collision detection, and still
perform single or multiple broadcast tasks almost in the same time.
To achieve the above three results, we present three new technical elements, which each
can be interesting on their own:
(A) The first element is presenting a distributed Gathering-Spanning-Tree (GST) con-
struction in time O(D log 4 n). The GST structure was first introduced by [160]
and has been the crucial element for getting broadcast algorithms with an additive
O(D)diameter dependence in the known topology setting [160, 165, 166]. The only
known construction of GST prior to this work was the centralized algorithm presented
in [160]. This algorithm has a step complexity of O(n 2 ) operations (local computa-
tions) and requires the full knowledge of the graph. We use our new GST construction
to prove Theorem 10.1.1. For this we first decompose the graph appropriately, then
construct a GST for every part in parallel and lastly use this setup to broadcast single
message efficiently.
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(B) The second element is presenting a novel transmission schedule atop GST for solving
multiple message broadcast problems. We contend this schedule to be the right gen-
eralization of [160] for multiple messages. Such a generalization was also attempted
in [166] but its correctness was disproved [167].
(C) The third element is backwards analysis, a novel extension of the projection analysis
of Haeupler [4] for analyzing random linear network coding. Due to the collisions
between different transmitted messages, direct application of the projection analysis
of Chapter 5 does not work in radio networks. While it is a priori unclear that infor-
mation spreads quickly even in the presence of collisions, backwards analysis recovers
something closely resembling the standard projection analysis technique of Chapter 5.
10.1.3 Related Work
Single-Message Broadcast: The study of distributed broadcast algorithms in radio
networks started with the pioneering work of Bar-Yehuda, Goldreich and Itai. In [128]
they presented the Decay protocol which broadcasts a single message in O(D log n + log 2 n)
rounds. Peleg [158] provides a comprehensive survey of the known results about single-
message broadcast under a variety of models and assumptions. The best known distributed
algorithms for single-message broadcast in the scenario with unknown topology are the
O(D log - + log 2 n) algorithms presented independently by Czumaj and Rytter [161], and
Kowalski and Pelc[162]. These algorithms can be viewed as clever optimizations of the
Decay protocol [128]. Moreover, similar to the Decay protocol, these two algorithms are
presented for the model without collision detection and are optimal in that model [163, 164].
Prior to this work, no better algorithm was known for the model with collision detection.
If the topology of the network is known (to each node), then the algorithm of Gasieniec,
Peleg and Xin [160] achieves the optimal O(D + log 2 n) time complexity.
Multi-Message Broadcast: The complexity of multi-message broadcast is less under-
stood. In the model without collision detection, the following results are known. The
earliest work on multi-message broadcast problem is [168] which broadcasts k messages
in O((n + (k + D) log n) log A), where A is the maximum node degree. The best known
algorithm for multi-message broadcast is by Khabbazian and Kowalski that broadcast k
messages using network coding in O(k log A + (D + log n) log n log A) rounds [169]. Again,
prior to this work, no better algorithm was known for the model with collision detection. On
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the lower bound side, Ghaffari et al. [34] showed a lower bound of Q (k log n) for broadcasting
k messages.
10.2 Single-Message Broadcast
We first recall the definition of a Gathering-Spanning-Tree (GST) [160], in Section 10.2.1.
Then, in Section 10.2.2, we present a distributed algorithm with time complexity O(D log4 n)
for constructing a GST, in radio networks with unknown topology (even without collision
detection). In Section 10.2.3, we then show that this algorithm can be used to broadcast a
single message in O(D + log6 n) rounds, in radio network with unknown topology but with
collision detection.
10.2.1 Gathering Spanning Trees (GST)
Ranked BFS: Consider a BFS tree T in graph G, rooted at source node s. Also, suppose
that in this tree, we have assigned to each node v a level number f(v), which is equal to
the distance of v from s. We rank the nodes of T using the following inductive ranking
rule: Each leaf of T gets rank 1. Then, consider node v and suppose that all children of v
in T are already ranked. Then, let r be the maximum rank of these children. We assign
to v rank of r if v has exactly one child with rank r. Otherwise, i.e., if v has two or more
children with rank r, then v gets rank r + 1. As shown in [160], one can easily see that in
each such ranking, the largest rank is at most [log2 n].
Gathering Spanning Tree (GST)[160]: A ranked BFS-tree T is called a GST of graph
G iff the following collision-freeness property is satisfied: in graph G, any node of rank r
on level 1 of T is adjacent to at most one node of rank r at level 1 - 1 of T. In other words,
if there are two nodes ui and U2 with rank r on level 1 of T, and their parents in T are
respectively vi and v2 7 v1 (on level 1 - 1 of T), and vi and v2 have rank r as well, then
there is no edge between vi and u2 or between v2 and ul.
Fast Stretches in a GST: In a GST T, for each path in T from a node v to a node u
that is a descendant of v in T, we call this path a fast stretch if all the nodes on the path
have the same rank. Note that a fast stretch might be just a single node.
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A ranked BFS A Gathering Spanning Tree (GST)
Figure 10-1: Gathering Spanning Tree
Distributed GST: In a distributed construction of a GST, each node u must learn the
following four items4 : (1) its level f(u), (2) its own rank r(u), (3) the id of its parent v, and
(4) the rank of its parent r(v).
Figure 10-1 presents an example of a GST. The black edges present the graph G and
the green edges present a rank labeled BFS tree T of G. On the left side, we see a rank-
labeled BFS tree, but this tree is not a GST because of the violation of the collision-freeness
property indicated by the red arrow. On the right side, we see another rank-labeled BFS
of the same graph G, which is a GST. In this GST, the edges coated with a wider blue
indicate the fast stretches. Each node that is not incident on any of these blue-coated edges
forms a trivial fast-stretch made of just a single node.
Broadcast Atop GST: In [160] Gasieniec et al. presented an algorithm to broadcast
a single message in O(D + log2 n) rounds, atop a GST. A high-level explanation is as
follows: with a careful timing, the message can be sent through the fast stretches without
any collision. That is, we can (almost simultaneously) send the message through different
stretches such that in each fast stretch, the message gets broadcast from the start of the
stretch to the end of the stretch in a time asymptotically equivalent to the length of the
stretch. On the other hand, since the largest rank in the tree T is at most [log 2 n~ and
because on each path from the source to any node v, the ranks are non-increasing, we get
'From (2) and (4), any node u can easily infers whether it is the first node in a fast stretch and whether
its parent is in that stretch as well.
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that the path from the source to each node v is made of at most [log2 n] distinct fast
stretches. By using the decay protocol5 [128] on each of the (at most) [log 2 n] connections
between the fast stretches, we get a broadcast algorithm with time complexity O(D+log2 n).
We refer the reader to [1601 for the details of this broadcast algorithm. We remark that we
will use [160] simply as a black-box that broadcasts a single-message in time O(D + log 2 n)
on top of the GSTs we construct.
10.2.2 Distributed GST Construction
This subsection is devoted to presenting the following result:
Theorem 10.2.1. In the radio networks (even without collision detection), there exists a
distributed GST construction algorithm with time complexity O(D log4 n) rounds.
We show an O(D log5 n) construction in Sections 10.2.2 to 10.2.2.We later improve this
to O(D log4 n), in Section 10.2.2. Before starting the construction, we first present two
black-box tools which we use in our construction.
Black-Box Tools
Decay Protocol[128]: Rounds are divided into phases of logn rounds, and in the ith
round of each phase, each node v transmits with probability 2-' (if it has a message for
transmission).
Lemma 10.2.2. (Bar- Yehuda et al.[128]) For each node v, if at least one neighbor of
v has a message for transmission, then in each phase of decay, node v receives at least one
message with probability at least .1. Moreover, in e(log n) such phases, v receives at least
one message, with high probability.
Recruiting Protocol: This tool can be abstracted by the guarantees that it provides,
which we present in Lemma 10.2.3.
Lemma 10.2.3. Consider a bipartite graph W where the nodes on one side are called
red and the nodes on the other side are called blue. The recruiting protocol achieves the
following three properties w.h.p. in E(log3 n) rounds: (a) for each blue node u, we assign
5 Decay is a standard technique for coping with collisions in radio networks. We present a short recap on
it in Section 10.2.2.
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an adjacent red node of v to u. In this case, we say u is recruited by v (then called parent
of u), (b) each red node v knows whether it recruited zero, one, or at least two blue nodes,
(c) each recruited blue node u knows whether its parent v recruited zero, one, or at least
two blue nodes.
The recruiting protocol which has complexity O(log3 n) rounds is as follows:
Recruiting Protocol: The protocol consists of E(log2 n) recruiting iterations, each
having 2 + E(log n) rounds as follows:
" In the first round of the jth recruiting iteration, each red node transmits its id
with probability 2 ~e(en).
" Now we run a phase of Decay protocol, consisting of E(log n) rounds, from the
side of blue node. In this phase, each not-recruited blue node u that received
a message of a red node v tries to transmit u.id and v.id (together in one
packet).
" After that, the red nodes repeat the exact transmissions of the first round
of this iteration, with new contents as follows: (1) if in the previous Decay
phase, a red node v received its own id from exactly one blue node u, then
v broadcasts v.id, (2) if the red node v received its own id from two or more
blue nodes, then v broadcasts a special message a. (3) Otherwise, v transmits
an empty message.
" Now, we we are done with the transmissions of this iteration. On the side of
blue nodes, if a blue node u received its own id or the special message o- in
the last round, then u considers the red node v such that u received v.id in
the first round as a candidate parent of u in the GST. In this case, we say u
is recruited by v. On the side of red nodes, each red node v knows whether it
recruited zero, one or at least two blue nodes. This is later used for ranking
the red nodes.
Proof of Lemma 10.2.3. We show that each blue node is recruited with high probability.
The other parts follow easily from the description of the algorithm
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Consider an arbitrary blue node u. It is easy to see that there are e(log n) iterations
such that in the first round of each of these iterations, u receives the message of a red node.
This is because, for each jth iteration where j E [d(,) , 2d(u) - log n], where d(u) is
the degree of u in W, u receives a message in the first round of iteration j with constant
probability. A Chernoff bound then shows that in e(log n) of these iterations, in the first
round, u receives the message of a red node.
Consider one such recruiting iteration, and suppose that in the related first round, u
receives the message of red node v. In the e(log n) rounds of the decay phase of that
iteration, from the properties of decay, we get that with constant probability, the red node
v either receives the message of u or it receives at least two messages from blue nodes.
Moreover, if v receives a message from a blue node w, then w had received the message of
node v in the first round of this iteration. This is because, since v transmitted in that round,
w could not have received from any other red node v' and since w is transmitting in the
decay, we know that it has received the message of one red node. Thus, we conclude that
with constant probability, the red node v receives either the message of u or at least two
messages from blue nodes. In either case, u gets recruited. Note that u received the message
of v in the last round of the iteration simply because this round is an exact repetition of
the transmission of the first round of this iteration, where u received a message from u.
Now in e(log2 n) recruiting iterations, there are e(log n) iterations where in their first
round, u receives the message of a red node. Since in each such iteration u is recruited
with a constant probability, we get that after the full run of the Recruiting protocol, u is
recruited with high probability. l
GST Construction Outline
We first construct a BFS-tree of G and assigning to each node v a level f(v) equal to
the distance of v from the source. This can be done in O(D log 2 n) rounds, as follows:
Rounds are divided into D epochs each consisting of E(log n) phases of decay (thus E(log2 n)
rounds). In each epoch, a node v participates in the decays iff it is the source or it has
received a message by the end of the last epoch. During these rounds, each node relays the
first message it received. The epoch in which a node v receives a message for the first time
determines the BFS level f(v) of node v.
Now we build the GST on top of this BFS layering, level by level, and from the largest
level towards the source. For this, the problem boils down to the following scenario: Con-
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sider level 1 of layering and assume that the GST is already built for every level j ;> 1.
Consider the bipartite graph H induced on the nodes of level I - 1 and level 1, ignoring
the (possible) edges inside each level. The problem is how to construct the part of GST
between levels 1 - 1 and 1, i.e., the part that is H.
Let us call the nodes on level 1 - 1 red nodes, and the nodes on level 1 blue nodes. For
constructing the part of GST that is in H, we assign a red parent v to each blue node u,
from amongst the red neighbors of u in H. In this case, v is known as u's parent and u is a
child of v. This assignment, along with the rankings of blue nodes, leads to a ranking for
the red nodes. More precisely, let v be a red node and let i be the maximum rank of blue
node children of v in the assignment. Then, v gets rank i if in the assignment it has only
one child with rank i, and v gets rank i + 1 if it has more than one child with rank i.
To have a GST, these assignments should be collision-free. That is, if there exist blue
nodes u1 and U2 and their respective parents vi and V2, all four with rank i, then H must
have no edge between vi and U2 , or between v2 and ui. Mathematically, if we let M be the
set of edges between blue nodes u of rank i and their respective red parents v with rank
i, then M should be an induced matching of graph H. We refer to the problem of finding
such an assignment as the Bipartite Assignment Problem.
More precisely, in the Bipartite Assignment Problem problem, we should achieve the
following 6 properties: (1) For each blue node u, we should assign a red neighbor v as its
parent, (2) we should rank the red nodes as follows: for each red node v, suppose i is the
maximum rank of the children of v. Then, v should get rank i if v has exactly one blue
child of rank i, and v should receive rank of i + 1 if v has two or more blue children of rank
i, (3) the assignment should be collision-free, (4) each red node must know its rank and (5)
each blue node u should know the id of its parent and (6) each blue node u should know
the rank of its parent.
Clearly, this Bipartite Assignment Problem is the core of the GST construction and
once we have a solution for it, repeating the solution level by level from the largest level to
source constructs a GST. In the next subsection, we explain how to solve this problem in
O(log 5 n) rounds.
The Bipartite Assignment Algorithm
Consider bipartite graph H as explained. We solve the bipartite assignment problem (de-
fined above) in H in a rank by rank basis, starting with the largest possible rank [log n]
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(of blue nodes), and going down in ranks until reaching rank 1. We spend O(log4 n) rounds
on each rank. Let us consider the case of a bipartite assignment for blue nodes of rank i in
graph H, assuming that ranks greater than i are already solved.
We first identify the red neighbors of the blue nodes with rank i. This is done by using
O(log n) phases of Decay where blue nodes of rank i transmit. This identifies the desired
red nodes as every such red node receives at least one message with high probability and
no other red node receives any message. From now on, throughout the procedure for rank
i, only these red nodes are active. Now the algorithm is divided into e(log n) epochs. Each
epoch consists of three stages as follows:
Stage I: Call a blue node u of rank i a loner if u has exactly one active red neighbor.
We first detect the loner blue nodes. For this, in one round, each active red node
transmits a message. Only loner blue nodes receive a message and each other blue
node receives a collision. We then use O(log n) phases of Decay, where each blue loner
tries transmitting. This with high probability informs all red nodes that are connected
to at least one loner blue node. We call these red nodes loner-parents.
Stage II: This stage is divided into three parts, and each red node is active in only one of
the parts. Loner-parents, which we identified in the stage I, are active only in part 1.
Each other active red node randomly and uniformly decides to be either brisk or lazy,
which respectively mean it is active in part 2 or in part 3. These parts are as follows:
Part 1. Loner-parents use a recruiting protocol. Throughout this recruiting proto-
col, each blue neighbor of each red loner-parent get recruited with high proba-
bility. These assignments are permanent. All the blue nodes that are recruited
become inactive for the rest of the assignment problem.
Part 2. Brisk red nodes run a Recruiting protocol. Then, each blue node that is
not the only recruited child of its parent considers its parent as its permanent
GST parent and becomes inactive permanently (for the GST construction). The
other recruited blue nodes become inactive only for the remainder of this epoch,
but these assignments are temporary and the related nodes restart in the next
epoch, ignoring their temporary assignments.
Part 3. We repeat the procedure of part 2, but this time with lazy red nodes and
with the active blue nodes that did not get recruited in parts 1 or 2.
Stage III: Let us say that a red node is marked if it was a loner-parent or if it recruited
zero or strictly more than one blue nodes in parts 2 or 3. Each marked red node
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becomes inactive after this epoch. Thus, the only red nodes that remain active after
this epoch are those that do not have any loner neighbor and recruited exactly one
child in part 2 or 3 of the stage II. Each marked red node knows whether it recruited
zero, one, or at least two children (in stage II). We use this knowledge to rank these
marked red nodes giving them rank of i if they recruited exactly one blue child and
rank of i + 1 if they recruited more than one blue child. Blue children of marked red
nodes also know that their parents of marked and they can also compute the rank of
their parents (refer to property (c) of Lemma 10.2.3).
Before inactivating the marked red nodes, we do one simple thing: marked red nodes
run e(log n) phases of Decay sending their id and rank. Each blue node of any rank
strictly lower than i that receives a red node id considers the first red'node that it
heard from as its permanent GST parent, records the id and rank of that red parent,
and then, becomes inactive for the rest of the assignment problem.
After running the bipartite assignment algorithm for all the ranks, if a red node v has no
child, then v is a leaf and in the GST, v gets rank 1.
Figure 10-2 shows an example of assignments during an epoch (the first epoch). The
green arrows in the leftmost part indicate the loner blue nodes at the start of the epoch. The
loner parent red nodes are indicated by a number 1 next to them, meaning they are active
in part 1. Brisk and lazy red nodes are respectively indicated by numbers 2 and 3, next to
them. The transparent nodes present the (temporarily or permanently) deactivated nodes.
The green transparent lines show the permanent assignments and the gray transparent lines
show the temporary assignments. After the end of epoch, nodes with temporary assignment
are re-activated. The graph remaining after the first epoch is presented on the right side of
the Figure 10-2, by blue lines.
Analysis: In Lemma 10.2.4, we prove that in each of the O(log n) epochs except the first
one, we reduce the size of the assignment problem for rank i by at least a constant factor,
with at least a positive constant probability. Here, by size of the assignment problem,
we mean the number of the active red nodes with a blue neighbor of rank i. A standard
Chernoff bound then shows that in e(log n) epochs, each blue node of rank i has a parent.
It is clear that the parents are ranked according to the ranking rules of GST and nodes
know their own rank, the id of their parents, and the rank of their parents. We show in
Lemma 10.2.5 that with high probability, the assignment is collision-free.
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Figure 10-2: Parts 1, 2, and 3 of the stage II of the first epoch
and the graph remaining after the first epoch
Lemma 10.2.4. In each epoch j' < 2, with a probability at
maining active red nodes for the next epoch goes down with a
Remaining graph
of the assignment algorithm,
least 1/7, the number of re-
factor at least 8/7.
Proof. Consider epoch j' > 2 and let q be the number of active red nodes at the start of
this epoch. We show that the expected number of red nodes that remain active at the end
of this epoch is at most L. This is enough for the proof because with this, and by Markov's
inequality, we get that with probability at least 1/7, the number of active remaining red
nodes at the end of this epoch is at most 7.
Each red node remains active after epoch j' only if it gets a temporary assignment, i.e.,
if it is not a loner-parent and it recruits exactly one child during parts 2 and 3 of Stage II.
Thus, the expected number of red nodes that remain active is at most equal to the expected
of number of brisk red nodes (those that act in part 2) plus the number of blue nodes that
are active in part 3. The expected number of brisk red nodes is at most U. To complete
the proof, we show that the expected number of blue nodes that remain active for part 3
(after the assignments of part 2) is at most '.
After each epoch, the only red nodes that remain active are those that have a temporary
assignment, i.e., those that each have recruited exactly one child and that child is not a
loner. Moreover, the only active remaining blue nodes are those blue nodes temporarily
matched to the remaining red nodes. Thus, after each epoch, the number of remaining
active red nodes and the number of remaining active blue nodes are equal. From this, we
can conclude that since j' > 2, at the start of epoch j', the number of active blue nodes is
at most 7.
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Using Lemma 10.2.3, we infer that in part 1 of stage II, each blue neighbor of a loner-
parent is w.h.p. recruited by a red loner-parent. Thus, in particular, each loner is recruited
with high probability. Hence, at the start of part 2 of stage II, each remaining active blue
node has at least 2 red node neighbors. Since each non-loner-parent red node is active
in part 2 of stage II with probability 1/2, and because in part 2 of stage II each active
blue node that has an active red node neighbor gets recruited with high probability (by
Lemma 10.2.3), each blue node remains active after part 2 of stage II with probability at
most 1/4. We know that because of the previous paragraph, the number of active remaining
blue nodes at the start of part 2 of stage II is at most r. Hence, the expected number of
blue nodes remaining active after part 2 is at most !. This completes the proof of the
lemma.
Lemma 10.2.5. With high probability, the bipartite assignment algorithm creates a collision-
free assignment.
Proof. We show that if there exist blue nodes ui and U2 (u1 = u2) and their respective red
parents vi and v2 (v1 : v2), all four with rank i, then with high probability, H must not
have any edge between u2 and vi, or between u1 and v2. For the sake of contradiction, and
without loss of generality, suppose that there is an edge between U2 and vi. Figure 10-3
shows the configuration of these four nodes. Since v2 and U2 have rank i, u2 must have
Vi U
V2  U2
Figure 10-3: Collision-freeness proof
been a loner when v 2 recruited it. Thus, v2 recruited U2 after vi became inactive. Hence, in
the epoch that vi recruited u1, U2 was active. Therefore, using Lemma 10.2.3 we get that
in the part 1 of the epoch in which vi recruited u1 , U2 must have been w.h.p. recruited by
either vi or some other loner-parent. Since v2 # vi recruited U2, we get that v2 must have
been that other loner parent. This means that at that time, v 2 had a loner child (= u2)
and thus, v2 has recruited more than one child of rank i. This means that V2 must have
had rank i + 1 which contradicts with the assumption that V2 has rank i. [
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Pipelining the GST Construction
Note that in the above algorithm, and in assignment problem between levels 1 - 1 and 1,
once we are done with the assignment problem of ranks i and i - 1, nodes of level 1 - 1
that receive rank i are already determined, i.e., no other node in level 1 - 1 will receive
rank i. Thus, we can solve the two problems of rank i - 2 assignment between levels 1 - 1
and 1 and rank i assignments between levels 1 - 2 and 1 - 1, essentially simultaneously, by
interleaving them in even and odd rounds. Using the same idea, it is easy to see that one
can pipe-line the assignment problems of different ranks between different levels. Then,
the assignment problem between levels 1 - 1 and 1 starts after 9((D - 1) log4 n) rounds.
Thus, the assignment problem of largest possible rank between levels 0 and 1 starts after
O(D log 4 n) rounds. The largest rank is at most [log n]. Since each rank takes O(log 4 n)
rounds, the whole GST construction problem finishes after 9(D log4 n) rounds.
10.2.3 Single-Message Broadcast with Unknown Topology
Theorem 10.1.1. (restated) In radio networks with unknown topology and with collision
detection, there is a randomized distributed algorithm that broadcasts a single message in
O(D + log 6 n) rounds, with high probability.
Proof. We first use a wave of collisions to get a BFS layering in time D. That is, the
source transmits in all rounds [1, D], and each node v transmits in all rounds [r, D] where
r is such that v receives a message or a collision in round r - 1. For each node v, the
round r - 1 in which v receives the first message or collision determines distance of v from
the source. Based on this layering, we decompose the graph into O(log4 n) rings, each
consisting of D' = D/log4 n consecutive layers. We then compute a gathering spanning
tree for each of the rings, all in time O(D'log4 n) = O(D). Note that computation of a
GST for each ring only depends on D' which is the number of BFS layers that the ring
contains, and that given the BFS-layering, the computation of the GSTs of all rings is
performed in parallel. Then, having these GSTs, broadcasting the message inside each
ring takes 0(D' + log2 n) rounds, using [160]. Finally, we use O(log 2 n) rounds of decay
protocol [128] to propagate the message from the outer boundary of one ring to the inner
boundary of the next ring. Since there are O(log4 n) rings, the whole broadcast takes
(O(D' + log 2 n) + O(log 2 n)) . log 4 n = O(D + log6 n). E
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10.3 Mutli-Message Broadcast
While broadcasting one message in the known topology setting is well understood, having a
tight bound 8(D+ log2 n) [160], achieving the optimal broadcast time for multiple messages
is non-trivial even for networks with known topology. We show the following:
Theorem 10.1.2. (restated) In radio network with known topology (even without collision
detection), there is a randomized distributed algorithm that broadcasts k messages in O(D +
k log n + log 2 n) rounds, w.h.p.
We remark that this bound is optimal, considering the Q(klogn) lower bound of [34] for
k-message broadcast, the Q(log 2 n) lower bound of [163] for single message broadcast, and
the trivial Q(D) lower bound.
Furthermore, it is easy to combine the known topology algorithm of Theorem 10.1.2 with
the ideas of the proof of Theorem 10.1.1 and the standard technique of grouping messages
and pipe-lining the groups, to prove Theorem 10.1.3.
10.3.1 Challenges in Broadcasting Multiple Messages
Given the known transmission schedules for broadcasting a single message in optimal O(D +
log 2 n) time on top of a GST, it is intriguing to try to use the same transmission schedule to
solve the multi-message broadcast problem. However, since we cannot disjoin the spreading
process of different messages this approach faces two challenges:
Firstly, when a node v has already learned multiple messages and is triggered by the
schedule to transmit it needs to decide which message to forward. Choosing one message
over the others can slow down the progress of those other messages.
Fortunately, random linear network coding (RLNC) [170] provides a general technique
for making such decisions: Instead of deciding on one specific message whenever a node
is triggered to send it instead transmits a random linear combination of all packets it has
received. In Chapter 8 we have shown that this is the universal optimal strategy, that is, this
succeeds with high probability as soon as it was possible (in hindsight) to send k messages
to each of the receivers. We furthermore conjecture that network coding is necessary to
obtain the optimal throughput performance we achieve. Our multi-message broadcast thus
utilizes RLNC and uses our new RLNC analysis technique from Chapter 5 for the proofs.
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Even though RLNC and its analysis need to be carefully tailored to broadcast in radio
networks, this gives us a good plan to remedy the first issue.
The second issue is subtle but turns out to be much more problematic: When proving
progress of messages all known single-message schedules and their analyses (e.g., those
of [160]) rely crucially on nodes that do not have the (single) message to remain silent and
cause no collisions. In a multi-message setting it becomes a necessity that we make progress
for a message while allowing other nodes that do not know this message to transmit to make
progress on other messages.
Trying to understand this problem prompted us to define the property multi-message
viable (MMV): We say a transmission schedule broadcasts one message in a MMV way if
it broadcasts one message while nodes that do not have the message but are scheduled to
transmit are allowed to send noise. Intuitively, this captures the viewpoint where we focus
on one message and the transmissions of other messages are regarded as noise, possibly
harming the progress of the message in consideration. We later see that a property very
close to MMV is exactly what is enough to prove that a schedule works well with RLNC.
Unfortunately proving that a schedule is MMV is not straightforward and it is a priori
not clear in how-far known schedules are MMV. The easiest example to see this is the simple
Decay algorithm of [128]: in Decay, if nodes scheduled to transmit that do not have the
message remain silent, then the message is broadcast in O(D log n + log 2 n) rounds [128].
This follows almost directly from a simple progress lemma which shows that in O(log n)
rounds of Decay a node gets informed with constant probability if at least one of its neighbors
is informed. However, if those nodes are allowed to send noise when the schedule prompts
them to transmit, then the key progress lemma of [128] does not hold anymore. Surprisingly,
even though this lemma breaks, it is still true that one message is spread quickly in this
case, meaning that Decay broadcasts in time O(D log n + log2 n) rounds in a MMV way:
Lemma 10.3.1. Consider the transmission schedule of Decay as follows: for each round r
and each node v at distance 1, from source, if r = ,+ 1 mod 3, v is prompted to transmit
with probability 2-((r--1)/3 mod [logn]). Also, suppose that each node that is prompted to
transmit but does not have the message sends "noise". Then, all nodes receives the message
by round O(D log n + log2 n) with high probability.
To show this we need to deviate from the approach in [128] that chooses a shortest path
from source s to node v and shows that the broadcast message makes fast progresses along
this path when moving forwards in time,. Instead we use what we call backwards analysis:
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in a nutshell, we move backwards in time and find a sequence of collision-free transmissions
from s to v, where hops of this sequence are unraveled backwards (from v to s). Meanwhile
unraveling this sequence, each of these transmission can be the broadcast message or just
"noise", depending on whether the sender has received the broadcast message or not. Once
we reach s, it means the transmissions in the sequence indeed were the broadcast message.
Proof of Lemma 10.3.1. Fix an arbitrary node v. Let T = A(D log n + log 2 n) for a large
enough constant A. For each integer t, we say node "u is transmission-connected to v by
backwards time t" if there is a timely sequence of transmissions u = w 1 , W2 , ... We = v
where for each i E [1, f - 1], wi transmits in a round ri E [T - t, T], we have ri < ri+1,
and in round ri where wi transmits, wi+1 receives a message from wi. We emphasize that
these transmission do not consider where the transmitted message is just "noise" or it
is the actual message of the broadcast problem. If node wi has received the message of
broadcast by the end of round ri - 1, then the transmission of wi in round ti is the actual
message of the broadcast; otherwise, it is noise. Let St(v), or simply St, be the set of
all nodes that are transmission-connected to v by backwards time t. For each backwards
time t, define potential 4(t) = minuEsdistG(s, u). We claim that "for each two backwards
times t,t' > t such that t' - t = 3 [log n], if 4(t) ;> 1, with probability at least 1/(2e),
we have 4(t') < 4(t) - 1". A Chernoff bound then shows that with high probability
4(T) = 0 meaning s E ST. This shows that w.h.p, there exists a sequence of collision-free
transmissions (and message receptions) which starts in source s and ends in node v by time
T, proving that w.h.p., v receives the message of s by time T.
To prove the claim, consider two times t, t' > t such that t' - t = 3 [log n] and 4(t) > 1.
Let u* be a node u in St that minimizes distG(s,u). We show that in round interval
[T - t', T - t], with probability at least 1/(8), u* receives at least one message (be it noise
or the actual broadcast message) from a neighbor u' such that dist(s, u') = dist(s, u*) - 1.
Let k be the number of neighbors u' of u* such that dist(s, u') = dist(s, u*) - 1. Consider
the round r* e [T - t', T - t] such that (r* - dist(s,u*))/3 [k] mod [log n]. In that
rounds, only the only neighbors of u* that can transmit are those neighbors u' that have
dist(s, u') = dist(s, u*) - 1. The probability that u* receives a message from one of them is
2-1 (1 - I)k1 ; -. This proves the claim.
A union bound over all nodes v shows that with high probability, all nodes receives the
message by round O(D log n + log2 n). L
Unfortunately, in contrast to the simple Decay schedule, the schedule of [160] appears
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to be not MMV. In Section 10.3.2, we present a new transmission schedule for GSTs that
is MMV. In the proof of Theorem 10.1.2, we again use our backwards analysis to show that
this new schedule is in fact MMV, while also proving that our multi-message algorithm
which combines RLNC with this schedule broadcasts k messages in optimal time O(D +
k log n + log 2 n).
10.3.2 A Multi-Message Viable Transmission Schedule Atop GST
In this section, we present our transmission schedule for GSTs. Later we use this schedule
along with random linear network coding to achieve our optimal multi-message algorithm
Suppose we have a GST T for graph G. For each node u, let lu be the distance of u from
source s in graph G (i.e., the BFS level of u). Also, let ru be the rank of u in GST T. We
first construct a virtual directed graph G', from graph G, as follows: we add a directed edge
from every node u with rank r that is the first node of a fast stretch to every descendant of
u in T that has rank r (thus, to all nodes in that fast stretch). We call this a fast edge. We
use the notation du to denote the length of the shortest (directed) path from s to u in G',
and we call this virtual-distance. Given graph G, GST T, and the respective virtual graph
G' (and the related virtual-distances), our schedule is defined as follows:
Multi-Message Viable GST Schedule:
In round t, each node u at BFS-level 1 of G with rank r in GST T and virtual-distance
d in the virtual graph G' does as follows:
" if t = 2(1 + 3r) (mod 6 [log2 n]), then u transmits; (b) if t = 1 + 2d (mod 6)),
then u transmits with probability 2 ((t1-d)/6 mod [log 2 nl)-
" otherwise, u listens.
Note that the case (a) only happens in even rounds and case (b) happens only in odd
rounds. As in [160], we call any transmission triggered by case (a) a fast transmission and
any transmission triggered by case (b) a slow transmission. We remark that this schedule
uses fast transmissions exactly as in [160, 166] to pipeline the messages along the fast
stretches of GST. We see in Lemma 10.3.3 that these fast transmissions are collision-free.
The crucial difference with the schedule in [160, 166] lies in defining the slow transmissions
with respect to the virtual-distance in graph G' (instead of level in G). This results in slow
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transmissions not trying to push messages away from the source themselves, but instead
trying to push messages towards entry points of fast stretches (even if this results in the
message going back towards the source). While this modification seems minor it is crucial
for allowing the backwards analysis technique to show that the new schedule is efficient and
MMV.
Lemma 10.3.2. In virtual graph G', for each node u, we have du <; 2 [log 2 nl.
Proof. Consider the path from u to s in T. On this path, the rank never decreases, thus
increases at most [log 2 n] times. Furthermore, every stretch on which the rank stays the
same corresponds to a directed link in G'. Using this, we get the path of length at most
2 [log2 n] from s to u in G'. O
Lemma 10.3.3. There are no collisions between any two fast transmissions.
Proof. Since fast and slow transmission happen during even and odd rounds, respectively,
it is clear that collisions can only happen between two slow or two fast transmissions. To
see that two fast transmission do not collide, we note that in round t, only nodes with a
level 1 -= t/2 (mod 3) have transmissions. This is because a fast transmission in round t
happens only if t = 21 + 6r = 21 (mod 6). Since nodes whose levels differ by at least 3
can not share a neighbor, we get that collisions can only caused by transmissions of nodes
within the same level. Furthermore, two nodes within the same level are only performing
a fast transmission if their ranks r and r' are equivalent modulo [log 2 n]. By definition
of GST, this implies that their ranks are equal and the collision-freeness property of GST
then guarantees that two such nodes do not share a neighbor in the next level. This shows
that there are indeed no collisions between any two fast transmissions. O
Proposition 10.3.4. If node u with level 1 is the beginning of a fast stretch in GST T and
u sends a message at time t in a fast transmission round, then any node v with level l' > 1
on the same fast stretch receives this message by time t' = t + 2(1' - 1).
Lemma 10.3.5. For any node u with virtual-distance d,, if there is at least one node v
connected to u in G with virtual-distance dv = du -1, then during each interval of 6 [log 2 nl
rounds, with probability at least ., node u receives a message from one node with virtual-
distance du - 1.
Proof. Let x be the number of neighbors of u with virtual-distance d - 1. Note that within
any span of 6 [log 2 n] rounds there is a round in which all nodes in level d -1 send a message
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independently with probability p between and while all nodes with virtual-distance d
and d +1 (and thus also all other neighbors of u) are silent. The probability that u receives
a message from any particular neighbor in this round is at least -(1 - })-1 > 1. These
events are mutually exclusive and we thus get that the total probability for at least one
neighbor successfully transmitting to u during this round is at least 1. 1
10.3.3 Optimal Multi-Message Broadcast Algorithm
We achieve our optimal multi-message broadcast algorithm by combining Random Linear
Network Coding (RLNC) with the Multi-Message GST Schedule that we presented in Sec-
tion 10.3.2. We first recall on the exact working of RLNC [8, 170] and then present our
multi-message broadcast algorithm.
In RLNC, the k messages are regarded as a (bit) vectors "1,...,'- E F1 over F 2,
the finite field of order two. Each network coded packet p consists of a linear com-
bination of messages, i.e., the vector Zk 1 aim- E F1along with the coefficient 6 vector
= ( 1 , ... ack) E F2. Because of linearity, a node that has a number of these packets
can create a packet of this form for any coefficient combination that is spanned by the
coefficient vectors of the packets that it has received by that time. Also, if a node has a set
of k packets with linearly independent coefficient vectors, then this node can reconstruct all
the k messages using Gaussian elimination. In RLNC, every node u stores all its received
packets to maintain the subspace that is spanned by them. Whenever u decides to generate
a new coded packet, it chooses a random coefficient vector from this subspace by taking a
random linear combination of the packets stored. Once the subspace spanned by the coef-
ficient vectors in packets received by u is the full space Fk then u decodes and reconstructs
all the messages.
6 For now we think of simply send along all k coefficients. Doing this would increase the packet size to
k bits which could be too large. We note that in the known topology setting there is no need for including
the coefficient vectors in the packets because using the topology knowledge. All nodes can compute the
coefficients offline in a consistent manner. In unknown topology the standard trick of dividing messages
into groups of log n and doing network coding only inside each group keeps the coefficient overhead to be
O(logn). Details are deferred to the Proof of Theorem 10.1.3.
231
Multi-Message Broadcast Algorithm:
Whenever in MMV schedule of Section 10.3.2, a node u is prompted to transmit, u
transmits a packet determined as follows:
* if this is a slow transmission, or if this is a fast transmission and u is the first
node on a fast stretch, then u transmits a new coded packet, i.e., a packet
that is created using network coding by combining the messages u has received
earlier,
" if this is a fast transmission but node u is an intermediate node in a fast stretch,
then u simply relays the packet it received in the previous fast transmission
round (if any).
10.3.4 Analysis of the Multi-Message Broadcast Algorithm
In our analysis, we make use the techniques developed in Chapter 5 which gives a clean
and powerful way for analyzing RLNC algorithms in general. However, this technique is
not directly applicable here. In the proof of Theorem 10.1.2 we thus tailor this technique to
our setting by using our new backwards analysis along with a carefully designed potential
function.
Definition 10.3.6. A node v is infected by a coefficient vector i E F if v has received a
packet with a coefficient vector cE F2 that is not orthogonal to y, i.e., (ic) 0 0.
Proposition 10.3.7. If a node v is infected by a coefficient vector - and after that, a node
u receives a packet from node v, then u gets infected by j with probability at least 1/2.
Furthermore, if a node v is infected by all the 2 k coefficient vectors in Fk, then v can decode
all the k messages.
We now present our analysis for the multi-message broadcast algorithm presented in Sec-
tion 10.3.3.
Proof of Theorem 10.1.2. Let T = A(D+k [log 2 n] +2 [log 2 n] 2) for a large enough constant
A. We claim that "for any node v and any fixed non-zero vector e F , the probability
that node v is not infected by - in T rounds is at most 2 -(k+210gn)". Using this claim, we
conclude via a union bound over all the 2 k coefficient vectors in Fk that by round T, w.h.p.,
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v is infected by all the coefficient vectors in Fk. That is, by round T, v can decode all the
k messages. Using another union bound over all the choices of node v then shows that by
round T, w.h.p., all nodes have received all the messages.
Fix a node v and a non-zero vector T E Fk. To prove the claim, we use backwards
analysis to view the process of infection spreading of vector -. In this method, we go back
in time, from round T to round 1, and we find a sequence of collision-free transmissions
from source node s to node v such that all the transmissions in this chain are successful
with respect to vector f. Since we are moving back in time, we find this sequence starting
from v and going backwards till reaching s. More precisely, for each t, we say node "u is
transmission-connected to v by backwards time t" if there is a sequence of transmissions
U = Wi, W2,. - -wf = v where for each i E [1, f - 1], wi transmits in a round ri E [T - t, T],
we have ri < ri+1, and in round ri, wi+1 receives a message from wi. Let St be the
set of all nodes that are transmission-connected to v by backwards time t. Moreover, we
then define the potential of v with respect to vector - at backwards time t to be <bp(t)
minEs d [log 2 nl + lu. Note that <Dg(0) <; 2 [log2 n12 + D.This is because the level of v in
G is at most D, and the virtual-distance du is at most 2 [log 2 n]. To prove the claim, we
show that with probability at least 1 - 2 -(k+2 lgn), we have <bp(T) = 0. For this, moving
backwards in time, we show that in every 8 [log 2 ni interval of consecutive rounds, this
potential decreases with probability at least - by at least [log2 n] - 1. For a backwards
time t, let node u be the node in St that minimizes the potential of v. The proof is now
divided into two cases as follows:
Case (A): Suppose u has at least one G-neighbor that has a lower virtual-distance. In
this case, Lemma 10.3.5 guarantees that with probability at least I during the rounds in8
[T -t -6 [log 2 n] , T -t], there is a collision-free transmission from a node u' with du, = d" -1
to U, and is successful with respect to i, with probability 1/2. Since u' and u are neighbors
their levels lu and 1lr differ at most by one, thus a successful transmission decreases the
potential by at least (du [log 2 n] + lu) - (du, [log 2 nl + lu) = (du - du, ) [log2 n] - (lu - la') >
[log2 n] - 1. Thus, if u has a neighbor with a virtual-distance lower than du then with
probability at least - the potential decreases by at least [log 2 nl - I within any 8 [log 2 n]
rounds (when moving backwards in time).
Case (B): Suppose u does not have a G-neighbor with a lower virtual-distance. Note
that this can only happen if u = s or if there is one directed edge in G' representing a fast
stretch, originating from a node u' one level below u in G' and going into u. First observe
that the starting node of any fast stretch initiates a "transmission wave" every 6 [log 2 nl
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rounds by creating a new coded packet and sending it as a fast transmission. This packet
gets then pipe-lined through the fast stretch with one progress every fast transmission round
(that is, once in every two rounds) until it reaches the end of the stretch. Thus, for any
node on a fast stretch, there is a new wave arriving every 6 [log 2 ni rounds. Moreover, each
of these waves is successful with respect to ' with probability at least 1/2. Thus, at a time
t' E [T -t -6 [log2 nl , T - t], a fast transmission wave arrives in u, and with probability 1/2
leads to an extended sequence of collision-free transmissions that are successful with respect
to fl. In particular, if the wave originated from u' during the rounds [T -t'-2 [log 2 nl , T-t'],
then there is a sequence of transmission from u' to v in round interval [T-t-8 [log 2 n] , T-t],
and otherwise the wave propagated for [log 2 n] steps and there is a node u" between u' and
u on the fast stretch with a sequence of transmission to v starting at time T - t -8 [log 2 n].
Thus, in both cases, the potential drops by at least [log 2 n] - 1. In the first case the
potential drop comes from the fact that du, = du - 1 and lu < la, while in the second case
we have dun < dur + 1 = du and lul < lu - [log 2 nl
The above argument shows that when moving backwards in time, in every 8 [log 2 n]
consecutive rounds, with probability at least , the potential of v decreases by at least16'ilovderaebyales
[log 2 nI - 1 > [log 2 nl /2, until reaching zero. When the potential reaches zero, it means
that there is a sequence of successful and collision-free transmission from s to v. Hence, the
expected time for such a sequence to appear is thus a constant times the initial potential
of v, <b#(0) 2 [log 2 nl2 + D. A Chernoff bound furthermore shows that the probability
of not finding such a sequence is exponentially concentrated around this mean. In partic-
ular, after T = A(D + k [log 2 n] + 2 [log 2 n]) rounds, we expect at least A'(2D/ [log 2 n] +
4 [log 2 n] + k) sets of 8 [log 2 n consecutive rounds in which the potential of v drops at
least by [log 2 nI /2, for a constant A'. Furthermore, the probability that there are less than
(2D/ [log 2 n] + 4 [log 2 nl such rounds is exponentially small in the expectation, that is, at
most 2 -(2log2 nl+k). This completes the proof of the claim. E
We remark that one can get a routing-based O(D + k log 2 n) broadcast algorithm based
on the our MMV schedule using a similar backward analysis as conducted for network coding
in proof of Theorem 10.1.2. More interestingly one can also use this schedule to deliver at
least half of the messages to all nodes in time O(D + (k log n + log 2 n) -log log n). This can
be used together with any forward error correcting (FEC) code to give an algorithm with
almost matching the same complexity as our network coding algorithm. This is interesting
because this FEC scheme allows nodes to keep less messages around for coding, and because
there are FEC codes with nice extra properties like linear decoding and encoding complexity.
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We defer the details for these algorithms but mention here that these applications nicely
demonstrate that the schedule presented in Section 10.3.2 is indeed the right generalization
of [160] for multiple messages.
10.3.5 Multi-Message Broadcast in Unkown Topology with Collision De-
tection
To achieve Theorem 10.1.1, the key idea is to combine the multi-message broadcast of known
topology presented in Sections 10.3.2 and 10.3.3 with the idea presented in Section 10.2.3,
i.e., decomposing the graph into rings of width D' = layers around the source node
using collision detection and then creating one GST for each ring. Here, we present the
smaller details that are needed for filling out this outline, to get Theorem 10.1.3.
Theorem 10.1.3. (restated) In radio networks with unknown topology and with collision
detection, there is a randomized distributed algorithm that broadcasts k messages in O(D +
k log n + log6 n) rounds, with high probability.
Recall that our multi-message broadcast algorithm works on top of a GST of graph G.
In Section 10.2 we presented an O(D log4 n) distributed GST construction for the unknown
topology setting. Refer to Section 10.2.1 for definition of GST and what nodes need to
learn in a distributed GST construction. We will use this distributed construction again.
However, we first need to enhance it by adding one more element to what nodes learn about
GST: In the new multi-message broadcast schedule that we presented in Section 10.3.2, each
node u also needs to know the virtual-distance d. which indicates the directed distance
from source s to node u in the virtual graph G' (refer to Section 10.3.2 for definition of G'
and the virtual-distance). In the setting with known topology, GST T and the respective
virtual-distance du are computed by each node locally and offline without any need for
communication between the nodes. In the next lemma, we shows that nodes can easily learn
these virtual-distances in the unknown topology setting, without changing the asymptotic
time complexity of the GST construction.
Lemma 10.3.8. In the radio networks (even without collision detection), there exists a
distributed algorithm that, in O(D log 4 n) rounds, constructs a GST and moreover, each
node u also learns its virtual-distance du from the source.
Proof. First, we construct a GST in O(D log4 n) rounds using the construction of Theo-
rem 10.2.1. We now explain that in O(D log2 n+log 3 n) further rounds, nodes can compute
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the virtual-distance labels7 .
Recall from Lemma 10.3.2 that for each node u, we know that d, E [1, 2 [log n]]. We
compute the virtual-distances in a recursive manner based on the value of d": Consider a
d E [1, 2 [2 log n] - 1]and suppose that all the nodes u that have a distance label du ; d
have already learned their distance du. We explain how to identify the nodes u that have
du = d + 1, in O(D log n + log 2 n) rounds.
Let Sd be the set of nodes u that have received virtual-distance label du = d. Moreover,
let Fd c Sd be the set of nodes in Sd that are the first nodes in a fast stretch. Recall
from Section 10.2.1 that since in construction of GST, each node u knows its own rank and
the rank of its parent v, node u knows whether u is the first node in a fast stretch or its
parent v is in the same fast stretch as well. We divide the O(D log n + log 2 n) rounds of
recursion of virtual-distance d+ 1 into two stages, with respectively O(D log n) and O(log2 n)
rounds, as follows:
In the first stage, we identify all the nodes that are on the fast stretches starting at nodes
of Fd, and we give all of them virtual-distance label d + 1. In order to this, we divide this
stage between the [log 2 n] possible rank values and spend 2D rounds on each rank. That
is, we first in 2D rounds solve the problem for fast stretches of rank 1 nodes, then in 2D
rounds solve the problem fast stretches of rank 2 nodes, etc. For each rank r E [1, [log 2 n]
we spend 2D rounds, in two epochs each made of D rounds, as follows:
The D rounds of the first epoch are as follows: in the eth round, each node that is in
Fd, has rank r, and BFS-layer f transmits. Each node u that has not received a virtual-
distance label before, has BFS-layer f + 1, rank r, and receives a message from its parents
gets virtual-distance du = d + 1. These D rounds identify the second nodes (those next to
the first nodes) in fast stretches of rank r, which must receive virtual-distance d + 1.
The D rounds of the second epoch are as follows: for each f E [1, D - 1], if f = 1, then
let S* be the set of nodes that received virtual-distance label d + 1 in the first epoch, and
if f > 1, then let S* be the set of nodes that received virtual-distance label d + 1 in the
( - 1)1h round of the second epoch. Then, in the eth round, each node u that has not
received a virtual-distance label before, has BFS-layer f +1, rank r, and receives a message
from its parent gets virtual-distance d = d + 1.
Note that because of collision-freeness property of GST, all the nodes of fast-stretches
TEven though faster solutions for this step are possible, since the time complexity will be dominated
by that of the GST construction, we only present the slightly less-efficient but cleaner O(D log 2 n + log3 n)
solution
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of rank r that start in a node in Fd will be identified and will receive distance label d + 1.
After performing the above two epochs for all the ranks r E [log n], we are done with the
first stage. Note that the first stage thus takes D log n rounds, 2D rounds for each rank
r E [log n].
The second stage is as follows: All nodes in Sd perform E(log n) phases of decay, in
total of e(log2 n) rounds. Each node u that has not received a virtual-distance label before
but receives a message in these rounds sets its virtual-distance label du = d + 1. E
Now we use this enhanced distributed GST construction to get a multi-message algo-
rithm for the unknown topology with collision detection.
Proof of Theorem 10.1.3. As in proof of Theorem 10.1.1, we first use a wave of collision to
get a BFS-layering of the graph. We decompose the graph into rings, each consisting of D' =
consecutive BFS-layers, centered around the source node8 . Then, we use the enhanced
GST construction presented in Lemma 10.3.8 to construct a GST (with the addition of
nodes knowing their virtual-distance labels) for each ring, all in time O(D'log4 n) = O(D)
rounds, by parallelizing the constructions of different rings.
Suppose we are done with the construction of the GSTs of the rings. First let us assume
that the coefficient vectors of linear network coding, which consist of at most k bits, fit
inside one packet; we later explain how to reduce this overhead to O(log n).
Let k' = . Divide the messages into batches, each consisting of at most k' messages.
Inside each ring, we can broadcast one batch of messages in 0(D' + k'log n + log 2 n) =
0( D + log 2 n) rounds, simply using the algorithm of Section 10.3.3 on top of the GST of
this ring. To deliver a batch of messages from one ring to another, we simply use forward
error correction (FEC) 9 . Consider the outer boundary of the jth ring and the inner boundary
of the (j + 1)th ring, and consider a batch of messages that is already delivered to all nodes
in the outer boundary of the jth ring. Then, each of these outer boundary nodes creates
e(k') packets using an FEC code such that if a node w receives e(k') of these packets,
then w can decode all the k' messages of the batch in consideration. To deliver these FEC
coded packets, we use k' phases of decay, where the nodes in the outer boundary of the
jth ring transmit. It follows from Lemma 10.2.2 and a simple Chernoff bound that after
8 1n fact, if D = O(log6 ), then just one ring and thus just one GST is enough
9 Here, FEC can be viewed as a simplified form of network coding as there is no intermediate node in
this scenario. That is, the nodes on the outer boundary of one ring transmit and the nodes on the inner
boundary of the next ring receive.
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k' = Q(log n) phases of decay, each node on the inner boundary of the (j + 1)th ring has
received at least e(k') FEC coded packets related to the batch in consideration. Thus, these
inner boundary nodes of the jth ring can decode all the messages of this batch. Hence, we
conclude that in time O(D'+ k'log n +log 2 n) + 0(k'log n) = O( Do +log 2 n), one batches
of messages moves from the inner boundary of the jth ring to the inner boundary of the
(j + 1)th ring. That is, in each 0( l ), one batch of messages moves one ring forward.
Having the above, it is enough to pipeline the batches of messages over the rings. That
is, the first batch starts in the first ring, and moves one ring forward, in each epoch made
of 0( D + log 2 n) rounds. When the first batch is in the third ring (and is starting to be
broadcast there), the first ring starts working on the second batch. Note that at each time,
nodes in each ring work on at most one batch. This way, the first batch arrives at the end
of the last ring by the end of round O('7 + log 2 n) . log 4 n = O(D + log6 n). Moreover,
after that, in every interval of O( + log 2 n) consecutive rounds, one new batch arrives
at the end of the last ring. Since there are -, batches, we get that we are done with the
broadcast of all messages by the end of round O(D + log6 n) + ( 0) O(. + log 2 n)
O(D + log 6 n) + (k"93 ) - + log 2 n) = O(D + klogn + log 6 n).
Lastly, we explain how to reduces the overhead coming from including the coefficient
vector into RLNC coded packets from O(k) bits to O(logn) bits. This is done by grouping
all packets into batches of log n packets and only coding together messages within a batch.
This takes only place in the transmissions within a ring leaving the process of broadcasting
the messages between the boundaries of two consequent rings the same as above. This
works because the coding overhead of FEC is only a constant.
Inside each ring, we do the following: Consider the jth ring, for a j E [1, E(log4 )], and
the GST of that ring. For each node u in this ring, define height of u as hu = du [log 2 n] +l,
where du is the virtual-distance of u in this ring and l is the (normalized) BFS layers of u for
this ring (i.e., the BFS layer of u in the BFS layering of original graph G minus j -D'). Note
that this definition of height exactly matches the potential function defined in the proof
of Theorem 10.1.2. Moreover, note that for each node u, we have hu <; 2 [log n]2 + D' =
O(D' +2 log 2 n). Fix W = e(log 2 n). Based on the height, we decompose the jth ring into
strips as follows: all nodes u in the jth ring that have h e D[(j' - 1) - W, j' - W) are in the
strip number j'.
Now, instead of dividing the messages into batches of k' = , we divide them into
smaller batches, each consisting of k" = e(log n) messages. Thus, the RLNC coefficient
vectors of each batch are 8(log n) bits and hence, fit inside one packet for any packet size
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B = Q(log n). Now we use the transmission schedule of Section 10.3.2 but with coding the
packets only inside one batch and one strip. That is, we run the schedule of Section 10.3.2
in steps consisting of e(log2 n) rounds. If a node has not received all the messages of one
batch at the end of one step, then it ignores all the packets it received in this step (i.e., it
empties its buffer) and restarts in the next step. Following the proof of Theorem 10.1.2,
we see that in each step of E(log2 n) rounds, each batch moves one strip forward. That
is, for each particular batch, in each e(log2 n) rounds, the height of the nodes that have
received all the messages of this batch increases by at least 9(log2 n). Since the maximum
height in the ring is O(D' +2 log 2 n), we get that in O(D' +2 log 2 n) rounds, the first batch
moves from the start of the ring to the end of the ring. After this, in each e(log2 n) further
rounds, another batch of messages arrives at the end layer of the ring.
From the above, by combining with the pipe-lining argument between different rings, we
get that the very first batch reaches the outer boundary of the last ring after O(D + log6 n)
rounds. After that, in each e(log2 n) rounds, one new batch made of e(log n) messages
arrives at the outer boundary of the last ring. Hence, after O(D + k log n + log 6 n) rounds,
all batches are broadcast to all nodes of the graph. E
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Chapter 11
Structuring Radio Networks Fast
11.1 Introduction
Designing efficient communication protocols for radio networks is an important and ac-
tive area of research. Radio networks have two key characteristics which distinguish them
from wired networks: For one, the communications in these networks have an inherent
broadcast-type nature as the transmissions of one node can reach all nearby nodes. On the
other hand, simultaneous transmissions interfere and this interference makes the task of
designing efficient communication protocols challenging. A standard model that captures
these characteristics is the radio networks model [159], in which the network is abstracted as
a graph G = (V, E) with n nodes and diameter D. Communication occurs in synchronous
rounds, where in each round, each node either listens or transmits a message with bounded
size. A node receives a message if and only if it is listening and exactly one of its neigh-
bors is transmitting. Particularly, a node with two or more transmitting neighbors cannot
distinguish this collision from background noise. That is, the model assumes no collision
detection.
Communication problems in radio networks can be divided into two groups: single-
message problems like single-message broadcast, and multi-message problems such as k-
message broadcast, gossiping, k-message gathering, etc. By now, randomized single-message
broadcast is well-understood, and is known to have asymptotically tight time-complexity
of TBC = E(D log - + log2 n) rounds [130, 161, 163, 164, 17111. On the other hand,
'We remark that, throughout the whole chapter, when talking about randomized algorithms, we speak
of the related time-bound that holds with high probability (w.h.p), where w.h.p. indicates a probability at
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multi-message problems still remain challenging. The key issue is that, when aiming for
a time-efficient protocol, the transmissions of different messages interfere with each other.
Bar-Yehuda, Israeli and Itai [168] presented an O(D log 2 n) round construction of Breadth
First Search trees and used this structure to control the effects of different messages on one
another in multi-message problems. Since then, BFS trees have become a standard substrate
for multi-message communication protocols (see, e.g., [160, 169, 172, 173]). However, the
best known construction for BFS trees remains O(D log 2 n) and this time-complexity has
become a bottleneck for many multi-message problems.
11.1.1 Our Results
As the main contribution of this chapter we introduce collision-free layering which are
simple node numberings with certain properties (see Section 11.3 for definitions). Layerings
are structures that can be viewed as relaxed variants of BFS trees and can replace them in
many contexts while having an efficient randomized construction. We present a randomized
construction of these layerings that runs in TLay = O(D log - + log 2+' n) rounds for any
constant e > 0. This round complexity is almost equal to the broadcast time, i.e., TBC =
O(D log n + log 2 n) rounds, and is thus neax-optimal.
Using collision free layerings, and with the help of additional technical ideas, we achieve
the following near-optimal randomized algorithms for the aforementioned multi-message
problems:
(A) A randomized algorithm for k-message single-source broadcast that broadcasts k mes-
sages with high probability in O(TLay + k log n) rounds.
(B) A randomized algorithm for k-message single-destination that with high probability
gathers k messages in O(Tray + k) rounds.
(C) The above algorithms also lead to the first optimal randomized al-to-all broadcast
(gossiping) protocol, which has round complexity O(n log n) rounds2
Note that modulo the small difference between TLay and TBC, the time complexity of the
above algorithms are optimal, and that they are the first to achieve the optimal dependency
on k and D.
least 1 - 1 for an arbitrary constant # 2.
2 We remark that an O(n log n) gossiping solution was attempted in [1661, for the scenario of known
topology, but its correctness was disproved [167].
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11.1.2 Related Work
Communication over radio networks has been studied extensively since the 70's. In the
following, we present a brief overview of the known results that directly relate to the setting
studied in this chapter. That is, randomized algorithms 3 , with focus on with high probabil-
ity (whp) time and under the standard and least demanding assumptions: without collision
detection, unknown topology, and with messages of logarithmic size.
Single-Message Broadcast: Bar-Yehuda, Goldreich, and Itai (BGI) [128] gave a simple
and efficient algorithm, called Decay, which broadcasts a single message in O(D log n +
log 2 n) rounds. Alon et al. [163] proved an Q(log 2 n) lower bound, which holds even for
centralized algorithms and graphs with constant diameter. Kushilevitz and Mansour [164]
showed an £(D log -E) lower bound. Finally, the remaining gap was closed by the simulta-
neous and independent algorithms of [161] and[130], settling the time complexity of single-
message broadcast to TBc = 9(D log - + log 2 n).
k-Message Gathering and k-Unicasts: Bar-Yehuda, Israeli and Itai (BII) [168] pre-
sented an algorithm to gather k messages in a given destination in whp time O(k log2 n +
D log2 n), using the key idea of routing messages along a BFS tree via Decay protocol
of [128]. The bound was improved to O(k log n + D log2 n) [173] and then to O(k +
D log 2 n) [169], using the same BFS approach but with better algorithms on top of the
BFS. A deterministic O(k log n + n log n) algorithm was presented in [172], which substi-
tutes the BFS trees with a new concept of Breadth-Then-Depth.
k-Message Broadcast: BII [168] also used this BFS-based approach to broadcast k-
message in whp time O(k log 2 n+D log 2 n+log3 n). Khabbazian and Kowalski [169] improve
this to O(D log 2 n + k log n +log 3 n) using network coding. Furthermore [34] shows a lower
bound of 0(k log n) for this problem, even when network coding is allowed, which holds for
centralized algorithms as well.
Gossiping: Gasieniec [174] provides a good survey. The best known results are O(n log 2 n)
algorithm of Czumaj and Rytter [161] and the Q(nlogn) lower bound of Gasieniec and
Potapov [165]. The lower bound holds for centralized algorithms and also allows for network
coding. Same can be inferred from [34] as well. An O(n log n) algorithm was attempted
in [166], for the scenario of known topology, but its correctness was disproved [167].
3 We remark that typically the deterministic algorithms for these problems have a different flavor and
incomparable time-complexities, with Q(n) often being a lower bound.
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11.2 Preliminaries
11.2.1 The Model
We consider the standard radio network model as introduced in [128, 159]: The network
is represented by a connected graph G = (V, E) with n = IVI nodes and diameter D.
Communication takes place in synchronous rounds. In each round, each node is either
listening or transmitting a packet. In each round, each listening node that has exactly one
transmitting neighbor receives the packet from that neighbor. Any node that is transmitting
itself or has zero or more than one transmitting neighbor does not receive anything. In the
case that two or more neighbors of a listening node v E V are transmitting, we say a
collision has happened at node v. We assume that each transmission (transmitted packet)
can contain at most one message as its payload plus an additive E(log n) bits as its header.
Since we only focus on randomized algorithms, we can assume that nodes do not have
original ids but each node picks a random id of length 4 log n bits. It is easy to see that,
with high probability, different nodes will have different ids.
11.2.2 The Problem Statements
We study the following problems:
" k-message Single-Destination Gathering: k messages are initially distributed
arbitrarily in some nodes and the goal is to gather all these messages at a given
destination node.
" Single-Source k-Message Broadcast: A single given source node has k messages
and the goal is to deliver all messages to all nodes.
" Gossiping: Each node has a single message and the goal is for each node to receive
all messages.
In each problem, when stating a running time for a randomized algorithm, we require that
the algorithm terminates and produces the desired output within the stated time with high
probability (in contrast to merely in expectation).
We make the standard assumptions that nodes have no knowledge about the topology
except a constant-factor upper bound on logn. From this, given the algorithms that we
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present, one can obtain a constant factor estimation of D and k using standard double-
and-test parameter estimation techniques without more than a constant factor loss in the
time-complexity. We skip these standard reductions and assume throughout this chapter
that constant-factor approximations of D and k are known to the nodes. For simplicity, we
also assume that k is at most polynomial in n.
11.2.3 A Black-Box Tool: The CR-Broadcast Protocol
We make frequent use of the optimal broadcast protocol of Czumaj and Rytter (CR) [161].
Here, we present a brief description of this protocol. To describe this protocol, we first need
to define a specific infinite sequence of positive integers BC with the following properties:
(1) Every consecutive log - elements in BC contain 1, 2,. .. , log - as a sub-sequence.
(2) For every integer k E [log -, log ' + log log n], any consecutive 3 log A - 2 k elementsD D D
in BC contain an element of value k.
(3) Every consecutive log n elements in BC contain 1, 2, ... , log n as a sub-sequence.
These properties were defined in[161, Definition 7.6] under the name D-modified strong
deterministic density property4 . Furthermore, it can be easily verified that the following
sequence, which is again taken from [161], satisfies these properties.
For any n and D, we define the sequence BC = BCo, BC 1,... such that for every integer
j we have:
BC 3j = log 1 + k, where k is such that (j mod log n) = 2 k mod 2 k+1
BC3j+1 = j mod log - and
BC 3j+2=j mod log n.
We now present the pseudo-code of the broadcast protocol of [161], which will be used
throughout the rest of the chapter. This protocol has 4 key parameters: two disjoint sets
A, R and two integer values 6 and T. It is assumed that each node v knows the values of
4 We remark that the Property 3 stated here is slightly stronger than the property 3 of [161, Definition
7.6], but is satisfied by the sequence provided in [161]. This modification is necessary to achieve the klogn
dependence on number of messages k in the k-message broadcast problem Section 11.5. Using the original
definition would lead to a time bound of Q (k log n log a-)
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6 and T and it also knows whether it is in A and R, via Boolean predicates of the form
(v E A) and (v E R). Each node v E A has a message yav (which is determined depending
on the application of the protocol). The protocol starts with nodes in A where each active
node v E A forwards its message. The nodes in R become active (join A) at the end of the
first phase in which they receive a message, and retransmit this message in the next phases.
Line 12 presents the pseudo-code for algorithm CR-Broadcast(A, R, 6, T):
Algorithm 1 Algorithm CR-Broadcast(A, R, 6, T) @ node v:
Syntax: each TRANSMIT or LISTEN corresponds to one communication round
1: if (V E A) = false then po +- 0
2: for phase i = 1 to T do
3: for j = 1 to 6 do
4: if (v E A) = true then
5: with probability 2 BC 6s+j do
6: TRANSMIT (v.id, po)
7: otherwise
8: LISTEN
9: else
10: LISTEN
11: if received a message (u.id, p) then po, p
12: if p 4 0 & (v E R) then (v E A) +- true
We will use the following lemma from [161] and [128]:
Lemma 11.2.1. For any connected network G = (V, E) with diameter D and for any node
v, an execution of pv CR-Broadcast({v}, V\{v}, 6, T) with T = E(D(log - +6) +log 2 n)/6
leads with high probability to So = V and pu = pv. That is, broadcasting a message from v
to all nodes takes with high probability at most T rounds.
Lemma 11.2.2. In each execution of CR-Broadcast protocol, for any two neighboring nodes
u and v, if (u e A) = true and (v E A) = false at round r, then by the end of round
r + E(log2 n), with high probability, node v has received a message from some node.
11.3 Layerings
In this section we introduce layerings, which are a set of new useful structures for radio
networks, and we provide a set of algorithms for constructing layerings with desirable prop-
erties.
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Figure 11-1: A 4-collision-free layering with depth 7 and stretch 3. The number in each
node indicates its layer number.
11.3.1 Definitions
In short, layerings are particular types of numbering of nodes; they organize and locally
group nodes in a way that is useful for multi-message gathering and broadcasting tasks and
for parallelizing and pipelining communications. In this subsection, we present the formal
definitions.
Definition 11.3.1. (layering) A layering t of graph G = (V, E) assigns to each node
u E V an integer layer number e(u) such that (a) there is only one node s with f(s) = 0,
known as the source; and (b) every node u, except the source, is connected to a node v
such that f(v) < f(u). We define the depth of layering t to be equal to maxUEV e(u). In the
distributed setting, for a layering t, we require each node u to know its layer number e(u),
and also, for each node u other than the source, we require u to know (the ID of) one node
v such that f(v) < e(u) and u is a neighbor of v. In this case, we call v the parent of u.
Definition 11.3.2. (C-collision-free layering) A layering t together with a C-coloring
of the nodes c : V -+ {0,..., C - 1} is C-collision-free if for any two nodes u and v such
that e(u) =, t(v) and distG(u, v) < 2, we have c(u) = c(v). In the distributed setting, we
require each node v to know the value of C and also its own color c(v).
Definition 11.3.3. (d-stretch layering) A layering i is d-stretch if for any two neigh-
boring nodes u and v, we have |e(u) - t(v) I <d.
We remark that a BFS-layering in which each node is labeled by its distance from the
source is a simple example for a layering with stretch 1 and depths D. We also remark that
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any d-stretch layering f can also be made (2d + 1)-collision-free by choosing C = 2d + 1
and c(u) = f(u) mod C. This makes BFS-layerings 3-collision free. In the next sections we
show that pseudo-BFS layerings, that is, layerings with similar collision freeness and depth,
can be constructed efficiently and can replace BFS layerings in many scenarios:
Definition 11.3.4. (pseudo-BFS layering) A layering (and a corresponding coloring)
is a pseudo-BFS layering if it is 0(1)-collision-free and has depth O(D + log n).
11.3.2 Layering Algorithms
In this section, we show that pseudo-BFS layerings can be constructed in almost broadcast
time, that is, TBC = O(D log - + log2 n) rounds. This is faster than the best known
construction time of BFS layerings, which remains O(D log2 n) rounds.
Theorem 11.3.5. There is a distributed randomized algorithm that for any constant e > 0,
constructs a pseudo-BFS layering with high probability, in O(D log - + log2+e n) rounds.
For sake of simplicity, we first explain a construction with round complexity O(D log -a +
log3 n).
A construction with round-complexity O(D log -2 + log3 n)
Theorem 11.3.6. There is a distributed randomized algorithm that with high probability
constructs a pseudo-BFS layering from a given source node s in O(D log -+1log 3 n) rounds.
The high-level outline of this construction is to start with a crude basic layering obtained
via a broadcast and then refining this layering to get a pseudo-BFS layering. Given the
broadcast protocol presented in Section 11.2.3, we easily get the following basic layerings:
Lemma 11.3.7. For any 6 E [log _, log 2 n] there is a layering algorithm that computes,
w.h.p., an O(D+1o "n)-depth layering with a given source s and stretch O( i1 n) in O(DJ+
log 2 n) rounds.
Proof. We run the CR-Broadcast algorithm with parameter 6, T = e(D(log - + 6) +
log 2 n)/6, A = s and R = V \ s. For each non-source node v we then set f(v) to be the
smallest phase number in which v receives a message, and the parent of v to be the node
w from which v receives this first message. Lemma 11.2.1 guarantees that indeed after T6
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rounds all nodes are layered. The depth of the layering can furthermore not exceed the
number of iterations T = 9(D6 + log2 n)/b. The stretch part of the lemma follows from
Lemma 11.2.2 which guarantees that two neighboring nodes receive their messages at most
O(log2 n) rounds and therefore at most O(!2") iterations apart. l
Next we give the algorithm to refine the basic layerings of Lemma 11.3.7 to a pseudo-BFS
layering.
Lemma 11.3.8. Given a d-stretch layering I with depth D', the Layer Refinement Algorithm
(LRA) computes a 5-collision-free O(d)-stretch layering ' with depth 0(D') in O(d log2 n)
rounds.
Layer Refinement Algorithm (LRA): Throughout the presentation of the algorithm,
we refer to Figure 11-2 as a helper tool and also present some intuitive explanations to help
the exposition.
As the first step of the algorithm, we want to divide the problem into small parts which
can be solved in parallel. For this purpose, we first run the CR-broadcast protocol with
parameters T = 1, 6 = e(log2n), A equal to the set of nodes u such that [1
(mod 5), and R = 0. Each node u E A sets message p, equal to l(u). In Figure 11-2,
these nodes are indicated by the shaded areas of width d layers. Since layering I has stretch
at most d, each shaded area cuts the graph into two non-adjacent sets, above and below
the area (plus a third part of the shaded area itself). After these transmissions, each node
v becomes a boundary node if during these transmissions, v was not transmitting but it
received a message from a node w such that l(w) > I(v). In Figure 11-2, the boundary
nodes are indicated via red contour lines. These boundaries divide the problem of layering
into strips each containing at most 5d layers, and such that two nodes at different strips are
not neighbors. For each boundary node v, we set l'(v) = 2d( [!(]1 + 1) and color it with
color 0, i.e., c(v) = 0.
Next, our goal is to indicate the direction starting from the boundary which moves in
the increasing direction of layer numbers 1. For this, we run the CR-broadcast protocol with
parameters T = 1, 8 = e(log2 n), A equal to the set of boundary nodes, and R = 0, where
each boundary node u sets yu equal to (I(u), l'(u)). A non-boundary node v that receives
a message from a boundary node w such that 1(w) < I(v) is called a start-line node. In
Figure 11-2, start-line nodes are indicated via green contour lines. Every such node v sets
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it l'-layer number to l'(v) = l'(w) + 1 and its color c(v) = 1, and records w.id as the id of
its parent.
Next, we assign ' layer numbers to nodes inside the strips, starting from the start-line
nodes and moving upwards in (I-layer numbers) till reaching the next layer of boundary
nodes. This is done for different strips in parallel, using the CR-Broadcast protocol with
parameter T = 5d, 6 = O(log n), A equal to the set of start-line nodes and R equal to
the set of nodes that are neither boundary nor start-line. As a result, in each phase of
the CR-Broadcast, all non-boundary nodes that have received an I' layer number by the
start of that phase try transmitting their I' layer number and their id. In every phase, a
node v that does not have an I' layer number yet and receives a transmission from a node
w records w.id as the id of its parent and sets its l'-layer number 1'(v) = I'(w) + 1 and
c(v) = 2 + ((c(w) + 1) mod 3). In other words, the color number is incremented every
time modulo 5, but we skip colors 0 and 1, which are preserved respectively for boundary
nodes and start-line nodes. In Figure 11-2, the numbers at the top part indicate these color
numbers. From Lemma 11.2.2, we get that the wave of the layering proceeds exactly one
hop in each phase. Since in each phase, only nodes that do not have an I' layer get layered,
the waves of layering stop when they reach boundary nodes. Finally, each boundary node
v records the id of the node w from which v hears the first message as the id of its parent.
Proof of Lemma 11.3.8. We first show that the I'(.) layering achieved by the LRA algorithm
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is 5-collision-free. Then, we argue that the stretch of l'(.) is O(d), and its depth is O(D').
For the first part, we show that with high probability, for any two nodes u and v such
that l'(u) :7 l'(v) but c(u) = c(v), the distance of u and v is at least 3. Suppose u and
v are such that l'(u) f7 l'(v) but c(u) = c(v) a (mod 5) for some a e {0, 1, 2, 3, 4}. We
first show the statement for the case where a = 0, i.e., when u and v are boundary nodes.
Suppose the first message that v and u received in the boundary detection part were from
nodes wi and W2 respectively. Then we know that [ 1(11] f [l.W21 This is because,
otherwise there would exist a j such that 1(v), 1(u) E [5jd - d, 5jd] and thus, l'(u) = l'(v)
which is by assumption not the case. Since [(w)] 4 ['(w2)1, and ['l91 i("[ ] 1
(mod 5), we can infer that 1l(wi) - l(w2)| > 4d. Thus, 11(v) - l(u)I > 3d. Noting that l is a
d-stretch layering, we conclude that the distance between u and v is greater than 3.
Now consider the case where a = 1, i.e., when u and v are start-line nodes. This case
is similar to the a = 0 case. In particular, we know that F91 =A [4]. This is because
otherwise, u and v would get the same l' layer number, which would be a contradiction.
Therefore, we can infer that 11(u) - l(v)| > 4d, which shows that the distance between u
and v is greater than 3.
Finally, consider the case where a e {2, 3, 4}. If u and v are in two different strips, then
their distance is at least 3 as they are separated at least by one boundary layer and one
start-line layer. Suppose u and v are in the same strip. Since from Lemma 11.2.2 we know
that the CR-Broadcast protocol with parameter 6 = e(log2 n) makes exactly one hop of
progress in each phase, and as we cycle over colors {2, 3, 4}, the distance between two nodes
of the same color in the same strip is at least 3.
For the second part, we show that with high probability, the stretch of the l'-layering
achieved by the LRA is at most 10d and it has depth O(D'). For the depth claim, note
that the largest possible 1' layer number for boundary nodes is at most 2d( [2] +1) + 5d <
2D' + 7d = O(D'). For the stretch part, note that the difference between the l layers of two
consecutive boundary l'-layers is exactly 10d. Now note that, any two neighboring nodes are
within two consecutive boundary layers (including the boundary layers themselves). Thus,
the difference between 1' layers of each two neighbors is at most 10d which means that the
stretch of layering l' is at most 10d. 0
Next, we present the proof of Theorem 11.3.6 which uses the Layer Refinement Algo-
rithm (LRA) on top of the basic layering provided by Lemma 11.3.7.
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Proof of Theorem 11.3.6. If D < no-', we construct a basic layering with stretch O(log n)
and depth 0(D+log n) in 0(D log n+log2 n) rounds by using Lemma 11.3.7 with parameter
6 = E(log n). Then, we use the LRA to get to an 0(1)-collision-free layering with depth
O(D + log n) in additional O(log 3 n) rounds (Lemma 11.3.8). The total round complexity
becomes 0(D log n + log3 n) = O(D log - + log3 n).
If D > no-1 we construct a basic layering with stretch O(log 2 n/6) = 0(log 2 n) and
depth O(D + log 2 n/6) O(D) in O(D log n + log 2 n) rounds by using Lemma 11.3.7
with parameter 6 = log g. Then, we use the LRA to get to an 0(1)-collision-free layering
with depth O(D), in additional 0(log4 n) rounds. The total round complexity becomes
O(D log M + log 2 n + log 4 n) = O(D log n).
In both cases the round complexity is O(D log - + log3 n) and the depth is O(D +
log n). l
Reducing the round complexity to O(D log -I + log2+: n)
The construction time in Theorem 11.3.6 is asymptotically equal to the broadcast time TBC,
for all values of D = Q (log 2 n). Here we explain how to achieve an almost optimal round
complexity for smaller D by reducing the pseudo-BFS construction time to 0(D log 2 +
log 2 +e n) rounds, for any constant c > 0.
Recursive Layering Refinement Algorithm: In the LRA algorithm, we used the CR-
Broadcast protocol with parameter 6 = O(log 2 n) to refine the layering numbers inside
each strip, in O(log 3 n) rounds. The key change in RLRA is that, we perform this part
of refinement in a faster manner by using a recursive refinement algorithm with 0(1/E)
recursion levels. We remark that, this speed-up comes at a cost of a 2 0(1/e) factor increase
in the depth and 0(1/c) factor increase in the round complexity, and also in using 0(1/c)
colors (instead of just 5), for the final layering. However, since we assume c to be constant,
these costs do not effect our asymptotic bounds.
Let r = [1/e] and r = a logr n for a sufficiently large constant a. In the ith level of
recursion, we get an algorithm Ai that layers a graph with depth Ti using 2i + 1 colors, in
- r(log2) rounds.
For the base case of recursion, algorithm A1 is simply using the CR-Broadcast algorithm
with parameter 6 = e(log2 n), and T = r phases. Then, we assign layer numbers e1() based
on the phase in which each node receives its first message, and set c(v) = F, (v) (mod 3).
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We get algorithm Ai using algorithm Ai- 1 as follows: First, use the CR-Broadcast
algorithm with parameter J = E(log2- ) and T = ri phases. From this broadcast, we get
a layering e* that has stretch at most di E(log--- n) <; 6'-1/5. Then, using this layering,
similar to the LRA, we break the graph into 9(6) strips which each contain E(6- 1) layers.
It is easy to see that, each strip has depth at most E(6'-'). Next, we determine boundary
and start-line nodes as in the LRA and layer and color them. In particular, we assign color
2i +1 to the boundaries of these strips and set their layer number i(v) = 26'-1( +1).
Moreover, we assign color 2i to the start-lines of these strips and layer each start-line node v
with li(v) = li(w) + 1, where w is the first boundary node from which v receives a message.
Inside each strip, which is a graph with depth o'-1, we use algorithm Ai- 1 with colors 1 to
2(i - 1) + 1 = 2i - 1.
Following r recursion steps, we get algorithm Ar, which layers a graph with depth
r = E(log n) using 2r + 1 = 0(r) colors, in r - E(log2+ r) = E(log 2 + n) rounds. In the
LRA, if we substitute the part that layers each strip in E(log3 n) rounds with Ar, we get
the recursive layering refinement algorithm.
Proof of Theorem 11.3.5. For the case where D > n0-1, we simply use the LRA algorithm
and calculations are as before. For the case where D < no-1, the proof is similar to that of
Theorem 11.3.6 with the exception of using the Recursive Layering Refinement Algorithm
instead of the LRA. E
11.4 Gathering
In this section, we present a k-message gathering algorithm with round complexity O(Tay+
k). This round complexity is near optimal as k-message gathering has a lower bound of
TBC + k. The additive k term in this lower bound is trivial. The TBC term is also a
lower bound because the lower bounds of single-message broadcast extend to single-message
unicast from an adversarially chosen source to an adversarially chosen destination, and
single-message uni-cast is a special case of k-message gathering where k=1.
Theorem 11.4.1. There is a distributed randomized algorithm that, w.h.p., gathers k mes-
sages in a given destination node in O(TLay + k) rounds.
The result follows from using the pseudo-BFS layering from Theorem 11.3.5 with the
following lemma:
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Lemma 11.4.2. Given a C-collision-free layering f(.) with a C-coloring c(.), depth D', and
source node s, Algorithm 2 gathers k messages in s with high probability, in C -e(D'+ k +
log 2 n) rounds.
Algorithm 2 Gathering Algorithm @ node u
Given: Layering f(u),c(u), parent-ID parent(u), and set of initial messages M
Semantics: each packet is 4-tuple of the form (message, destination, wave, delay)
> Initialization
1: P +-0
2: for each message m E M do
3: Choose delay 6 EU [8 max{2-wavek, 4 log n}]
4: Create packet T +- (m, parent(u), 0,J) and add T to P
> Main Gathering Part
5: for epoch = 0 to (D' + 16k + log 2 n) do
6: for cycle = 1 to C do
7: if c(u) = cycle then
8: if 3 exactly one 7r E P such that epoch = D'- f(u) + ir.delay then
9: TRANSMIT packet 7r
10: LISTEN
11: if received acknowledgment then
12: remove ir from P
13: else
14: LISTEN
15: LISTEN
16: for 7r E P such that epoch = D' - f(u) +7r.delay do ro Unack. Packets
17: Choose random delay 6' Eu [8max{k2-wave-1, 4 logn}]
18: MaxPreviousDelay +- E~iwe ,8 max{k2-', 4 log n}
19: 7r' = (7r.m, 7r.destination, 7r.wave + 1, MaxPreviousDelay + 6') to P
20: remove 7r from P
21: add ir' to P
22: else
23: LISTEN
24: if received a packet u such that -.destination = ID(u) then
25: add packet a' = (U.m, parent(u), -.wave, o-.delay) to P
26: TRANSMIT acknowledgment packet
27: else
28: LISTEN
The full algorithm is presented in Algorithm 2. We start by giving an intuitive expla-
nation of our approach:
Consider the hypothetical scenario where simultaneous transmissions are not lost (no
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collision) and packet sizes are not bounded, i.e., a node can transmit arbitrary many mes-
sages in one round. Consider the simple algorithm where (1) each node u transmits exactly
once and in round D' - f(u), where it transmits all the messages that it has received by
then, (2) a node v accepts a received packet only if v is the parent of the sender. It is
easy to see that this is like a wave of transmissions which starts from nodes at layer D' and
proceeds exactly towards source, one hop in each round. This wave sweeps the network in
a decreasing order of the layer numbers and every message m gets picked up by the wave,
when the wave reaches the node that holds m initially. Then, messages are carried by the
wave and they all arrive at the source when the wave does, i.e., after exactly D' rounds.
Things are not as easy in radio networks due to collisions and bounded size messages;
each node can only transmit one message at a time, and simultaneous transmissions destined
for a common parent collide. We say that "transmission of message m at node u failed" if
throughout the progress of a wave, message m fails to reach from node u to the parent
of u because either (i) a collision happens at u's parent, or (ii) u has other messages
scheduled for transmission in the same round as m. To overcome these, we use two ideas,
namely C-collision-free layering f() with coloring c(, and random delays. We use a C-
collision-free layering by scheduling the transmissions based on colors. This takes care of
the possible collisions between nodes of different layer numbers (at the cost of increasing
round complexity to C -D').
Even with the help of a C-collision-free layering, we still need to do something to handle
collisions between transmissions of nodes of the same layer as well as packets scheduled for
simultaneous transmission from the same node. The idea to get over these two types of
transmission failures is to add a random delay to the transmission time of each message. If
there are k active messages and we add a random delay chosen from [8k] to each message,
then for each message m, with probability at least 7/8 no transmission of m fails, i.e., the
wave delivers m to the source with probability at least 7/8. A formal argument for this claim
would be presented in the proof. With this observation, one naive idea would be to repeat
the above algorithm on a C-collision-free layering f(), by having E(log n) non-overlapping
waves, where each time each message starts from the node that it got stuck in while being
carried by the previous wave. With this, we succeed with high probability in delivering all
k messages to the source and in time C -O(D'log n + k log n).
Now there are two ideas to improve upon this. First, we can pipeline the waves. That
is, we do not need to space the waves D' rounds apart; instead the spacing should be just
large enough so that two waves do not collide. For that, a spacing of 8k between the waves
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is enough. With this improvement, we go down to time complexity of C - O(D' + k log n).
Second, note that in each wave, each message succeeds with probability at least 7/8. Thus,
using Chernoff bound, we get that as long as the number of remaining messages is Q (log n),
whp, in each wave, the number of remaining messages goes down by at least a i factor.
Hence, in those times, we can decrease the size of the interval out of which the random
delays are chosen by a factor of two in each new wave. Because of this, the spacing between
the waves also goes down exponentially. This second improvement, with some care for the
case where number of remaining messages goes below e(logn) (where we do not have the
Chernoff-type high probability concentration anymore) gives time complexity of C -O(D'+
k + log 2 n).
Proof of Lemma 11.4.2. We first argue that each packet gets routed to the root of the
layering eventually. In the absence of collisions this is true because the layer number of
a receiving parent w is always smaller than the one of the sender u of a packet this node
will retransmit the packet later to its parent. If on the other hand a collision prevents
the parent w from receiving a packet then w will not acknowledge this packet to u and u
will pick a new larger random delay for this packet and try again later. It is also good
to see that packets do not get duplicated which would happen if packets arrive but their
acknowledgments collide. This is not possible since if two acknowledgments from nodes w
and w' collide at a node u one of them must be for a transmission that came not from u
but all nodes connected to u will either have received its message or a collision in the round
before.
With this in mind it is clear that at any point of time there is at most one node per
message m that is trying to send m in a packet. Since we schedule transmissions according
to the colors, in a C-collision-free layering we get the advantage that only transmissions
from nodes in the same layer can interfere. That happens only if packets have the same
delay value. Furthermore, the ranges of delay values that a node can have do not overlap.
This guarantees that each packet might have conflict only with packets in the same wave.
We show that in each wave, each message has an independent probability of at least 1/2 to
be collision-free. This shows that with high probability, all messages are delivered after at
most 4 log n waves. Thus, considering the values of delays at each wave, we get that each
message is with high probability delivered to the source after at most C -E(D' + k + log 2 n)
rounds.
In order to show that in each wave, each message is delivered to the source with proba-
bility at least 1/2, we show by induction that the number of active packets is at most 1/8
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times the size of the range from which the random additional delays 6' are chosen. This is
true in the beginning. Furthermore, this implies that if one fixes the delay choices of all
packets except for one, at least 7/8 random delay values will not result in a collision for
this packet. This implies that each packet gets independently delivered with probability
at least 7/8. If k2-' > 4 log n, then in wave i, with high probability at least half of the
messages succeed in being delivered to the source and thus, do not participate in the next
wave. When k2 - < log n, the delay values are at least 8 - 4 log n large, because of the
max-expressions in lines 3 and 18. This proves the inductive step, completing the whole
proof.
11.5 Multi-Message Broadcast, and Gossiping
In this section we show how to combine pseudo-BFS layerings, the broadcast protocol of
Section 11.2.3, and the idea of random linear network coding to obtain a simple and optimal
O(TLay + k log n) k-message broadcast algorithm. Note that the Q(k log n) lower bound of
[34], along with the Q (D loga + log 2 n) broadcast lower bound of [164] and [163], show the
near optimality of this algorithm.
Theorem 11.5.1. Given k messages at a single source, there is a randomized distributed
algorithm that broadcasts these k messages to all nodes, w.h.p, in O(TLay + k log n) rounds.
The result follows from using the pseudo-BFS layering from Theorem 11.3.5 with the
following lemma:
Lemma 11.5.2. Given a C-collision free layering f with depth D' and k messages at the
source node s the Network-Coded Multi-Message Broadcast algorithm (Line 18) delivers all
messages to all nodes, w.h.p., in C -O(D' log -2 + k log n + log 2 n) rounds.
The algorithm is presented in Line 18. The main ideas are as follows. To schedule which
node is sending at every time, we first restrict the nodes that are sending simultaneously to
have the same color. To resolve the remaining collisions, we let nodes send independently
at random with probabilities chosen according to the CR-Broadcast protocol of [161] with
parameter 6 = log -. Lastly, if a node is prompted to send a packet, we create this packet
using the standard distributed packetized implementation of random linear network coding
as described in Chapter 4. Given such a random linear network code, decoding can simply
be performed by Gaussian elimination (see Chapter 4).
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Algorithm 3 Network-Coded Multi-Message Broadcast @ node u
Given: Source node s with k messages
1: if u = source then
2: for all i E [k] do
3: vi +- (ei, mi) > ei E {0, 1}k is the ith basis vector
4: put vi in P
5: else
6: P- 0
7: for i = ito E(D'log 1 + k log n + log 2 n) do
8: for cycle = 1 to C do
9: if cycle = c(u) then
10: with probability 2 -BCi mod L do > BC sequence from Section 11.2.3
11: choose a uniformly random subset S of P
12: TRANSMIT eVES v
13: otherwise
14: LISTEN
15: else
16: LISTEN
17: if received a packet v then add v to P
18: decode v 1 , .. ., Vk from span(P) by Gaussian Elimination
The proof uses several ideas stemming from recent advances in analyzing random linear
network coding. The key part is the projection analysis of Chapter 5 and its modification
and adaption to radio networks from Chapter 10, titled backwards projection analysis. This
allows us to reduce the multi-message problem to merely showing that, for each particular
node v, one can find a path of successful transmissions from the source to v with exponen-
tially high probability. The required tail-bound follows from a slightly modified analysis of
the CR-Broadcast protocol [161].
We will use the following Chernoff-type concentration bound for sums of weighted i.i.d.
geometric random variables.
Lemma 11.5.3. For any D',n, k let s 1 ,... ,SD' be integers between 0 and n and let Xi with
i E [D'] be i.i. d. geometric random variables with success probability p. We have:
P[ siXi > ( si + k/ maxisI})] < (1 -- p)
iE[D'] iE{D']
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Proof of Lemma 11.5.2. We interpret all messages and all packets used in the algorithm as
(bit) vectors over the finite field GF(2). With this, all packets created in step 3 have the form
(p, M,) = (il,. ., muk E[k] pimi) E GF(2)k+l where 1 is the size of a message. Since we
only XOR (or equivalently add) packets of this form during the algorithm and since (p, m,)®
(p', mnM') = (I + II', m,,+,,') this invariant is preserved throughout. Also, if a node receives
k messages (pil, ),. .. , (W, M,,) in which the vectors pi,.. . , pk are independent and
span the full k dimensional space GF(2)k then all messages can be recovered by Gaussian
elimination. This allows us to solely concentrate on the spreading of the coefficient parts
through the network. The goal of the rest of this proof is thus to show that these vectors
spread such that in the end all nodes receive the full coefficient space with high probability.
Instead of tracking the coefficient vectors themselves, we follow the technique from
Chapter 5 and look at their projections. More precisely, we say a node u knows about a
projection vector yL E GF(2)k if the projection of its received packets onto p is non-zero,
that is, if u has at least one packet (p', mn, I) E Pu with a non-perpendicular coefficient vector
p' (i.e, (p, p') # 0). Our main claim is that for every node u and every projection vector P
the probability that after T = E(D'log - + k log n + log 2 n) rounds node u does not know
about y is at most 2 -(k+21ogn). A union bound over all 2 k vectors and all n nodes then
shows that with high probability every node knows about every projection vector. From
this one can easily conclude that every node can decode all messages due to having received
vectors that span the full coefficient space (a lower dimensional span would directly give a
perpendicular and thus unknown projection).
To prove the main claim we focus on one node u and one projection vector p. With pt
fixed we define a transmission to be a p-failure iff the node node sending it knows y but
the packet in the transmission carries a coefficient vector that is perpendicular to p. It
is easy to see that in order for node u to know p in the end it is necessary and sufficient
that there is a sequence of transmissions starting from the source s and ending at u in
which each transmission is both collision free and not a p-failure. Furthermore, these two
types of failures, collisions and /-failures, are independent in the sense that any collision
free transmission is a p-failure with an independent probability of at most 1/2: If, on the
one hand, the sender u in a transmission has zero packets in Pu that are non-perpendicular
to y then it does not know p and cannot fail a transmission. On the other hand, if the
receiver has at least one packet in P with a coefficient vector that is non-perpendicular to
y then the probability that the parity of the number of these packets that are included in
S is even, which is what is needed for a p-failure, is exactly 1/2. We call a transmission
successful if it is both collision free and not a /-failure.
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To find the desired transmission sequence we employ the backward analysis introduced
in Chapter 10. For this, instead of constructing a sequence from s to u, we go backwards in
time starting at round T and try to find a transmission sequence from u to s. In particular,
for t decreasing from T to 1 we say that at time t we have progressed up to layer 1 if 1 is the
smallest layer number such that there is a node v at layer 1 = 1(v) for which there exists a
sequence of successful transmissions from v to u between time t and T.
Suppose at time t we have progressed up to node v in layer 1 = 1(v). We want to
analyze how long it takes for the next step. For this, we look at node v and fix w to be a
neighboring node with a smaller layer number. The existence of such a node is guaranteed
by the layering property in Definition 11.3.1. Now, let N be the set of neighbors of u with
the same color as w. Note, that because the layering is C collision free these neighbors also
have the same layer number as w. In [161] it was proven that over the course of FD(INI)
rounds there is a constant probability for v to receive a transmission from a node in N.
Here
310og if |N| <y
FD(\N|)= 3|N|2 log - if < |N| < nlon
3log n otherwise
comes from the definition of the CR-Broadcast protocol in Section 11.2.3. Lastly, as ex-
plained before, there is at most an independent 1/2 probability that such a collision free
transmission is a t-failure. In total we get that over the course of at most si = FD(n)
rounds, where ni = |{w'll(w') = l}|, there is an independent chance of at least 1/4e that
progress to layer 1(w) < 1 is made. Given this, the total time needed to progress from v to
the source s is thus dominated by ZsE[DX] SIXI where Xi for all i E [D'] are i.i.d. geometric
random variables with success probability 1/4e. For this setting Lemma 11.5.3 shows that
the probability that after T = 8e(ZIE[D] s, + (2 log n+k)) rounds no sequence of successful
transmissions from s to v exists is at most (1 - 1/4e)5e(2 1ogn+k) < 2 -(2logn+k). This is
precisely the probability bound promised in the main claim given that
E sl < D'(3 log n )+ E 3|nd| > 3D'log n+ 3D' El&fl< 3D'log n+3D'
1E[D'] 1E[D'],s>og3' n D' n D'
where E' nj < n comes from the disjointness of layers. This shows that T = e(D'log n +
k log n + log 2 n) rounds suffice with high probability as claimed.
We remark that the additive coefficient overhead in the messages in Line 18, which is
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one-bit for each of the k messages, can be reduced to O(log n) bits using standard techniques
explained in Chapter 10. For this we reuse a schedule for k = e(log n) messages via pipe-
lining. That is, we run a network coded broadcast of k = log n messages but cut it into
phases of e(log2 n) rounds. If a node has not received all messages at the end of a phase,
it empties its buffer P and restarts in the next phase. From the proof of Lemma 11.5.2, we
get that, whp, the k messages proceed in each phase at least as far as the next few levels
whose sj values sum up to ((log 2 n). In total, E(D'log - + log 2 n) rounds still suffice to
spread the k = log n messages. Now, we can repeat the schedule while reusing the same
transmission schedule and coding coefficients for every block of log n messages. l
Lastly, we present our gossiping result.
Theorem 11.5.4. There is a randomized distributed algorithm that, with high probability,
performs an performs all-to-all broadcast in O(n log n) rounds.
Proof. First, we elect a leader node in O(n) rounds using the algorithm of [12]. Then, we
construct a pseudo-BFS layering around this leader in time O(n) using Theorem 11.3.5. We
then gather the n messages in the leader node in O(n) rounds using Lemma 11.4.2. Finally,
we broadcast the n messages from the leader to all the other nodes in time O(n log n) using
Lemma 11.5.2. E
Remark: Similar to the approach of the proof of Theorem 11.5.4 one can combine the
leader election algorithm of [12] with the pseudo-BFS layering, gathering, and single-
source broadcast algorithms of this chapter and obtain a near optimal randomized dis-
tributed algorithm for the multi-source k-message broadcast problem with round complexity
0((D log -2 + log 3 n) -min{log log n, log E} + k log n).
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Chapter 12
Leader Election
12.1 Introduction
In this chapter we present the first linear time distributed algorithm for electing a leader
in a radio network without collision detection, which improves over a 23 old algorithm of
Bar-Yehuda, Goldreich and Itai.
Leader election, the task of nodes agreeing on the election of a single node in a network,
is one of the most fundamental problems in distributed computing. It is the ultimate way
to break symmetries in an initially unknown system. As such, it is a natural primitive that
is used as a first step in many more high level tasks that require or benefit from having one
designated "organizer". Due to its importance, leader election has been studied in many
different network settings.
The setting we are interested in is radio networks. The standard model to study these
networks is the radio network model presented in [159]. Here, nodes operate in synchronous
rounds in which, each node can either transmit a logarithmic size message to its neigh-
bors or remain silent listening. Only a listening node with exactly one sending neighbor
receives a message while nodes with multiple transmitting neighbors only receive a collision.
Depending on the model, such a collision can be detected at the receiver or not.
This interfering behavior of transmissions makes even basic communication tasks chal-
lenging. Since the introduction of model in 1985, several hundred research papers have
given more and more efficient solutions to communication problems such as single-message
broadcast, leader election, aggregation, multiple unicasts or broadcasts. The two first and
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most influential papers in this direction are [128] and [175] published in 1987 and 1989
by Bar-Yehuda, Goldreich and Itai (BGI). In the first paper [128], BGI presented Decay
protocol as an efficient single-message broadcast protocol for radio networks. Since then,
Decay protocol has been one of the main methods for coping with collisions of radio net-
works. In the second work [175], BGI use Decay protocol to emulate single-hop networks
with collision detection in multi-hop networks without collision detection, with a slowdown
factor equal to the broadcast time TBC. The prime application for this emulation was to
transfer results for leader election on single hop networks with collision detection to the
multi-hop networks without collision detection. In particular, this allowed for simulating a
leader election algorithm of Willard [176] in multi-hop networks without collision detection.
This emulation approach elects a leader in expected time O(TBC log log n) rounds and in
O(TBC log n) rounds with high probability.
The obvious question asked by BGI [175] was whether this time can be improved. De-
spite lots of works, this question remained mainly unanswered except knowing the optimal
complexity of each of the pieces of the emulation approach: Novel upper and lower bounds
showed that in a diameter D network TBC equals E(D log - + log2 n) = O(n). Moreover,
[177] showed that Q(log n) rounds are needed for a high probability leader election in single
hop networks with collision detection. Thus, the remaining question now was about whether
the whole emulation approach is optimal.
We break this simulation barrier for leader election by presenting an algorithm which
parts from simulation paradigm and achieves time complexity almost TBC. More precisely,
this algorithm runs with high probability in 0((D log - + log 3 n) x min{log log n, log -})
rounds - which is in O(n) rounds - on any n node network with diameter D. This is
almost optimal since Q(D log ' + log2 n) is a lower bound. We also give an algorithm for
radio networks with collision detection. This algorithm runs in near optimal time O(D +
log n log log n) x min{log log n, log m} - which is also in O(n) - almost matching the
respective Q(D + log n) lower bound. We note that these two are the first algorithms that
solve the leader election problem in essentially the time needed to broadcast one message
(each in the related settings).
Aside from the complexity of leader election, there is another side to the story: Countless
communication protocols in radio networks traditionally use leader election as a crucial first
step to solve various, seemingly unrelated, communication tasks like multiple unicasts or
broadcasts. Even though leader election seems easier than these tasks, its O(TBC log n)
best-known bound had become a bottleneck and had kept time complexities of these other
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problems unresolved as well. Our results solve this issue and set the stage for obtaining near
optimal algorithms for many other natural communication primitives that rely on leader
election (see, e.g., Chapter 11).
12.2 Related Work
The problem of leader election has received vast amount of attention under various com-
munication models and assumptions [178]. This problem becomes considerably more chal-
lenging in the radio networks model (see e.g. [164, 175, 176, 177, 179, 180, 181, 182, 183,
184, 185]).
Single-Hop Radio Networks: The study of leader election in radio networks started with
the special case of single-hop networks, where the network is a complete graph. The story
goes back to 70's and 80's, when [179, 180, 181] independently showed that in the model
with collision detection, the problem can be solved in O(log n) rounds deterministically,
and this was shown to be optimal for deterministic algorithms by (logn) lower bound
of [182]. On the randomized side of the problem in the model with collision detection, even
though the expected time was improved to O(log log n) [176, 177], the high probability time
remained O(log n) in both. These bounds were proven to be tight by Q(log log n) lower
bound on the expected time of uniform protocols [176], and 1(log n) lower bound for the
high probability time of uniform protocols [177]. The assumption of uniformity in the latter
result was later removed [183].
In the single-hop networks without collision detection, for deterministic algorithms [184]
presented matching upper and lower bounds of 8(n log n). For randomized bounds, [164]
showed that Q(log n) is a lower bound on the expected time, and [186] showed that E(log2 n)
is the tight bound for the high probability time by presenting O(log2 n) upper bound and
q(log 2 n) lower bound.
These bounds, altogether, in principle settle the time complexity of the single-hop case.
Multi-Hop Radio Networks: In contrast to the single-hop special case, the complexity
of the general case of multi-hop networks did not see much progress, after the initial results.
The research about theoretical problems in multi-hop radio networks essentially started
with the pioneering papers of Bar-Yehuda, Goldreich and Itai (BGI) [128, 175]. In the first
paper, BGI devised the Decay protocol as a solution for single-message broadcast problem,
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resulting in almost optimal broadcast time of O(D log n+log2 n). This protocol later became
the standard approach in coping with collisions of radio networks (see, e.g., [160, 168, 175,
187]). Provided by this almost optimal broadcast algorithm, and given that the case of
leader election in single-hop radio networks was well-studied, a natural idea was to simulate
the 'single-hop' leader election algorithms over multi-hop radio networks. Along this idea,
in the second paper, BGI used Decay protocol to emulate a single-hop radio network with
collision detection on top a multi-hop radio network without collision detection. As the
prime application, they used this emulation to simulate Willard's single-hop leader election
algorithm [176] in multi-hop radio networks without collision detection. This resulted in
time complexity of O((D log n + log2 n) log n) = O(n log2 n) for a with high probability
result (and also O((D log n + log 2 n) log log n) = O(n log n -log log n) for expected time).
Given this efficient algorithm, the remaining question was how to improve it to optimal-
ity. One idea would be to use a better leader election algorithm of single-hop networks, but
given lower bounds Q(log log n) on the expected time [176] and Q(log n) for high probability
results [177], there was no hope in that direction.
The next idea was to improve upon the Decay broadcast algorithm. By modifying the
Decay protocol, Czumaj and Rytter [161] and Kowalski and Pelc [130] reduced the time com-
plexity of broadcast from O(D log n + log 2 n) to optimal time of TBC = O(D log + log2 n),
known to be optimal in light of Q(D log -M) lower bound of [164] and f(log 2 n) lower bound
of [163]. Albeit not being published explicitly, by providing a substitute for the old Decay
in BGI's framework, this new Decay changed the time complexity of leader election (using
simulation approach) to O(TBc log n) = O(n log n) for a with high probability algorithm
(and O(TBC log log n) = O(n log log n) expected time). Given that now both elements of
the emulation - single-hop leader election algorithm and broadcast algorithm - were op-
timal, the remaining interesting question was "can one improve upon the leader election
time bound by going away from the simulation approach?". In this chapter we answer this
question in affirmative.
Simultaneous with the conference version of this work, Chlebus, Kowalski and Pelc [188]
presented a randomized leader election algorithm with running time expected 0(n) and
with high probability O(nlogn). We remark that the with high probability time bound
of this algorithm is a factor of e(log n) larger than the linear 0(n) bound achieved by
our algorithm, and that the running time guarantee of this algorithm remains e(n log n)
even when diameter D of the network is small. For networks with collision detection,
Kowalski and Pelc [185] presented an 0(n) deterministic algorithm. This highlighted the
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difference between models with and without collision detection as a lower bound of Q(n log n)
was known for deterministic leader election without collision detection even for single-hop
networks [184]. Again, the time complexity of this algorithm remains 0(n) regardless of
diameter D.
12.3 Preliminaries
12.3.1 Network Models
We consider the standard radio multi-hop network model[128, 159, 175]. In this model the
network is represented by a connected undirected graph C = (V, E) with n = IVI nodes and
diameter D. Communication in such a network takes place in synchronous rounds; in each
round, each node is either listening or transmitting a 8(log n)-bit packet. In each round,
each node v e V can receive a packet only from its neighbors and only if v itself is not
transmitting in that round. If two or more neighbors of v transmit in a round, then these
transmissions collide at v and v does not receive any packet. In this case, we consider two
models variants: (1) the model with no collision detection (CD) where the node v can not
distinguish this collision from silence, and (2) the model with CD where v gets to know that
a collision happened.
Instead of studying the radio network model with collision detection directly, we choose a
strictly weaker model, namely the beep model as introduced in [189]. A beep network works
in synchronous rounds. In each round, each node can either beep (transmit) or remain silent.
At the end of a round, each silent node gets to know whether at least one of its neighbors
was beeping or not. We note that the beep model can be seen as a radio network model
with collision detection and 1-bit packets but with the additional weakening limitations that
nodes can not distinguish between one neighbor sending a 1 or 0 or between the cases where
exactly one or more than one neighbor is beeping. This extremely basic communication
model is an interesting weakening of the standard model with collision detection, from
both theoretical and practical viewpoints. Any algorithm designed for beeping model can
be directly used for the standard model with collision detection. However, designing such
algorithms is typically more challenging. On the practical side, it has been argued that the
beeping model can be implemented easily in most environment, e.g., using extremely simple
radios or carrier sensing [189].
All algorithms we study in these networks are randomized and distributed. All stated
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running times hold with high probability (in contrast to merely in expectation). As is
standard for distributed algorithms, we assume that nodes have no knowledge about the
topology except for knowing n and D (up to constant factors). We remark that the as-
sumption of knowing D can be removed easily without any asymptotic loss in time bounds,
using standard double-and-test parameter estimation techniques. We also assume, without
loss of generality, that nodes have unique logarithmic size IDs.
12.3.2 The Leader Election Problem
The problem studied in this chapter is the Leader Election problem. The goal of this task
is to elect a single node in the network. More formally, we say an algorithm solves the
leader election problem in time T(n, D) if, when run on every node in any network with n
nodes and diameter D, within T(n, D) rounds each node outputs exactly one ID of a node
in the network and all nodes output the same ID, with high probability. We emphasize that
this problem statement admits Monte Carlo algorithms, i.e., it is allowed that after T(n, D)
rounds, with a small 1 probability, zero or more than one leaders are elected.
The lower bounds on the leader election problem stated next easily follow from the lower
bounds on the single-message broadcast problem given in [163, 164] or those of single-hop
model [177, 183]:
Lemma 12.3.1. Any algorithm requires at least £(D log - + log 2 n) = Q(TBC) rounds to
solve the leader election problem in radio networks without collision detection.
Lemma 12.3.2. Any algorithm requires at least Q(D + log n) rounds to solve the leader
election problem in radio networks with collision detection or beep networks.
12.3.3 Message Dissemination in Radio Networks: The Decay-Protocols
In this section we present a recap on the Decay broadcast algorithm from [128] and [161].
This algorithm is one of the standard techniques for resolving collisions in radio networks,
and as many other papers in this area, our algorithms also build on it extensively. The
Decay algorithm is used to spread information present in some nodes to neighboring nodes
or all nodes in a radio network without collision detection. The specific protocol we use in
this chapter is a tweaked version of the protocol in [161] which itself slightly speeds up the
classical Decay-protocol of [128]. Our main modifications is the introduction of the delay
parameter 6 which allows us to control the speed of the information dissemination process.
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In the following, we present our variant of the Decay, and its properties. These properties
are straightforward to prove or follow from [161].
Definition 12.3.3 (Decay(S) Algorithm). For any n and D, we define the sequence I[30 log n]
such that for every j E [10 log n] we have: I3j = log -, Isj+1 = j mod log - and I3j+2 = J
mod log n. Given this sequence, we say a group of nodes, some of which have messages
to send, perform r rounds of Decay(J) during rounds t to t + 30 log n if these nodes do
as follows: For every j = 1 to 30 log n, every sender (node with a message) transmits its
message in round t + j independently with probability 2- and any non-sender node, upon
receiving its first message switches to becoming a sender of that message after 6 rounds.
Lemma 12.3.4. After T > 30 log n rounds of Decay(T), each listening node with at least
one sender neighbor, receives at least one message from its neighbors, with probability at
least 1/2.
Lemma 12.3.5. After T > 30 log2 n rounds of Decay(T), each listening node with at least
one sender neighbor receives at least one message from its neighbors, with high probability.
Lemma 12.3.6 ([161]). For 6 = log n, if Decay(S) is run for T = 30(DJ + log 2 n) rounds,
then any node v with distance d to the closest node that is initially a sender will with
high probability receive a message for the first time between round (d - 1)6 and round
min{D6, d log n} + log2 n rounds.
Lemma 12.3.7 ([161]). For 6 > logn, if Decay(J) is run for T = 30(D6 + log 2 n) rounds,
then any node v with distance d to the closest node that is initially a sender will with high
probability receive a message for the first time between round d6 and round E(db + log 2 n).
12.4 Our Results
We show the following two results:
Theorem 12.4.1. In radio network without collision detection, there is a distributed ran-
domized algorithm that in any network with n nodes and diameter D solves the leader
election problem in time
TnoCD = 0 (D logn + log3 n -min {log log n, log n
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Theorem 12.4.2. In beeping networks (or radio networks with collision detection), there
is a distributed randomized algorithm that in any network with n nodes and diameter D
solves the leader election problem in time
Tbeep = 0 (D + log n log log n) -min log log n, log n
DJ
12.5 Overview
In this section we present an overview of our leader election algorithms. All our algorithms
try to implement an ideal leader election template which we describe next. The methods for
implementing this template differ depending on whether one is in a setting without or with
collision detection. We explain the key ideas of these implementations in Section 12.5.2 and
Section 12.5.3, respectively.
12.5.1 Leader Election Template
The main outline of our algorithms and the topmost level of their ideas are as follows.
Main Outline and the Debates:
Given the number of nodes n, we first use sampling to reduce the number of possible candi-
dates for leadership. Each node decides to be a candidate, independently, with probability
10logn. A Chernoff bound then shows that with high probability, this leads to at least onen
and at most 20 log n candidates. To elect a leader among these candidates, we then run in
phases, called "debates". In each debate, we eliminate at least a constant fraction of can-
didates, while keeping the guarantee that always at least one remains. After 0(log log n)
debates, only exactly one candidate remains. At the end, this candidates declares itself as
the leader by broadcasting its ID. This outline is presented in Line 6.
Clusters, Overlay Graph and Communication Actions:
To achieve the above goal for debates, we need to provide some way of communication
between the candidates. For this, in each debate, we grow clusters around each candidate,
e.g., by assigning each non-candidate node to the candidate closest to it. Any such clustering
induces an overlay graph H on the candidates by declaring two candidates to be adjacent
iff their clusters have borders that are close. This graph H also captures which candidates
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Algorithm 4 Leader Election Algorithm U node u
1: with probability 10logn do candidateu +- true otherwise candidateu +- false
2: for i = 1 to E(log log n) do
3: Debate
t> some candidateu variables become false
4: if candidateu then
5: Broadcast IDu
6: output the received ID as the leader
can communicate with each other using specially designed cluster communication actions.
In particular, we design three communication actions: an Uplink protocol that allows a
candidate to send a message to the nodes in its cluster, an Intercommunication protocol
that allows adjacent clusters to exchange information, and a Downlink protocol that allows
nodes in a cluster to send a message to their candidate.
We show that both creating clusters and communicating within each cluster can be done
in broadcast time TBC while intercommunication over borders, which is a local problem,
can be solved in (poly-)logarithmically many rounds. With this one communication in H
takes O(TBC + poly log) rounds to implement which is already (almost) our desired final
running time. We thus want an algorithm that makes sufficient progress in each debate such
that only a (near) constant number of debates are needed while each debate requires only
constant rounds of communication in H. We achieve this using the following Elimination
algorithm.
Elimination Algorithm:
The Elimination algorithm is a simple, deterministic algorithm which makes at least half
of the candidates drop out while at least one candidate remains. This algorithm is run by
candidates and as a LOCAL model algorithm on the overlay graph H.
Given the guarantee of the Elimination algorithm, we can infer that a total of log(20 log n)
debates suffice to reduce the number of candidates from 20 log n to one remaining leader.
Since the formal statement and its proof are both simple and instructive, we present them
here.
Lemma 12.5.1. The deterministic Elimination algorithm uses just two rounds of full-
message exchanges in H (between candidates) and eliminates at least half of the non-isolated
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Exchange 1:
Each candidate sends its ID and determines its degree by counting number of different
IDs received.
Exchange 2:
Each candidate sends its ID and its degree.
Elimination:
Each candidate that is dominated by a neighboring candidate with a larger degree or by
a neighbor with equal degree but larger ID gets marked for elimination from candidacy.
nodes, while keeping at least one.
Proof. Clearly, the node with maximum (degree(.), id(.)) pair remains. To see that half
of the non-isolated nodes are eliminated, we use a potential argument. We give a charge
of one to each non-isolated unmarked node. Then we redistribute these charges by each
node splitting its charge evenly between its neighbors. Since only non-isolated unmarked
nodes initially get charged, and as no two unmarked nodes are neighbors, all charges gets
redistributed to marked nodes. Furthermore, each marked node u gets charge of at most
one, because each of its unmarked neighbors gives it a charge of at most 1, where d(u)eredu)
is the degree of node u. The total charge is therefore at most as large as the number of
marked nodes. Since the total charge was initially equal to the number of unmarked nodes,
and since the total charge did not change in the redistribution step, we get that the number
of unmarked nodes is at most as large as the number of marked nodes. Thus, the number
of marked nodes is at least half the total number of nodes, which completes the proof. O
Debate Template:
Each debate is an implementation of the elimination algorithm on top of the overlay graph
H. Given the communication primitives available atop the overlay graph, this implemen-
tation follows roughly from the outline presented in Algorithm 5. In the following sections,
we describe how this debate template can be implemented in each model.
12.5.2 Implementation of a Debate without Collision Detection
Here we present the main ideas for how to implement the aforementioned debate templates
in the radio network model without collision detection. The goal is to run one debate in
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Figure 12-1: The first figure shows a clustered graph with solid candidate nodes. The
resulting overlay graph H on the candidate nodes is depicted in the second figure. The big
candidates are the ones that remain after the elimination algorithm is run on H.
O(TBC + log3 n) rounds and thus obtain the leader election algorithm claimed in Theo-
rem 12.4.1.
Clustering: There are two different ways to use the Decay-Broadcast for building the
clusters. One is to simply run a global broadcast in time TBC with the candidate IDs as
messages. If every node simply keeps and forwards the first ID it receives, in the end, every
node belongs to a cluster, and also the clusters are connected. Unfortunately, these clusters
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Algorithm 5 Template of a Debate
1: Cluster > Overlay Design
2: Uplink candidate ID > Exchange 1
3: Intercommunicate IDs
4: Downlink IDs
5: Candidate determine their degree in H by counting the number of distinct received IDs
6: Uplink pairs of (degree, ID) from candidates > Exchange 2
7: Intercommunicate the pairs
8: Downlink the pairs
9: Candidates remains iff their (degree, ID) pair is greater than all received pairs >
Elimination
do not have nice shapes and do not allow for efficient intercommunication between clusters.
This problem can be avoided using the second way which uses a slower variant of Decay:
we repeatedly use T = 9(log2 n) rounds of Decay(T) to grow the clusters by one step,
every time. Each time all unclustered nodes with a clustered neighbor get included in the
cluster with high probability. This leads to nicely shaped clusters in which each node joins
the closest candidate. But, the running time of this method is unfortunately E(TBC log2 n)
rounds, which we cannot afford.
Our solution is to combine these two methods to get the best of both worlds. For this we
start with a fast-growth phase in which we use the first method to advance the clusters in
iterations of E(log 2 n) rounds. After each iteration we ensure that clusters do not interfere
with each other, by cutting them back (trimming them) if they do. After the fast-growth
phase which takes O(TBC) rounds, clusters are at most e(log n) far away from each other.
Now we use the slower second method to grow the clusters carefully spending E(log 2 n)
rounds for each of the remaining e(log n) steps. This gives us a nice clustering for a total
of e(TBC + log 3 n) rounds.
Overlay Communication: Due to the nice clustering, the overlay communication routines
for intercommunication and uplink can be easily implemented in E(log3 n) and e(TBC)
rounds, respectively. Unfortunately, implementing a downlink is more troublesome. The
subtle reason is that while there are at most 20 log n distinct IDs of neighboring clusters
that need to be collected in each candidate, there are copies of each of these IDs registered
at up to 0(n) different cluster nodes. This prevents classical gathering protocols (e.g., [168])
to work for this task.
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To remedy this, we use a broadcast algorithm, with time complexity O(TBC), within
each cluster to inform the candidate about just one of its neighbors. After this, the candidate
can use the uplink to give feedback to all cluster nodes that it has received this particular
ID, again in broadcast time of O(TBc) rounds. This guarantees that after this, only nodes
with a new piece of information will participate. Repeating this r times results in at
least r distinct IDs being learned by the candidate in O(TBC r) rounds. While this is
an improvement over the naive gathering (which would take 0(n) rounds), it still takes a
prohibitively large E(TBC logn) rounds to learn about all neighboring clusters. Next, we
show how to work around this issue by modifying the elimination algorithm.
The Modified Elimination Algorithm: Our modifications to the elimination algorithm
are based on the following two ideas: First, we run the elimination algorithm not directly
on the overlay graph H but instead on a sparse subgraph H' of H. Secondly, we modify
the elimination algorithm such that a node needs to be aware of at most 6 of its neighbors,
instead of all O(log n) of them which was required in the original elimination algorithm.
To carve out the sparse sub-graph H', each cluster selects one edge to a neighbor and
we define H' to be the sub-graph consisting of the union of these edges. Note that while
the average degree of a node is at most 2 in this graph, this does not hold true for the
maximum degree. Nonetheless, using the inward-communication scheme explained above
with r = 5, each candidate can learn about all of its neighbors if it has at most 5 of them,
and at least detect that it has five or more neighbors otherwise. With this knowledge, we
run the same elimination algorithm as before except for the modification that, now nodes
with degree of at least 5 remain unmarked, This is because they cannot safely determine
whether their degree is dominated by a neighbor. Note that there is at most a 2-fraction of5
the nodes with degree of at least five since more would lead to an average degree of more
than 2. The Modified Elimination Algorithm therefore still eliminates at least a j - 2 = -2 5- 10
fraction of the candidates, while remaining safe.
12.5.3 Implementation of a Debate via Beeps
In this section we describe the main ideas for implementing a debate in the beep model
(or radio network model with collision detection). Our algorithm works along the lines of
the debate template presented in Section 12.5.1: it first clusters the nodes and then uses
overlay communication protocols to run the elimination algorithm.
We first introduce our main tools, beep waves and superimposed codes, and explain
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how to use them to cluster the graph and implement the overlay communication protocols
mentioned in Section 12.5.1. We then put everything together and present a simple debate
implementation that runs in O(D + log3 n) rounds. Lastly, we show how to achieve the
running time claimed in Theorem 12.4.2 by modifying the simple debate implementation to
run in O(D + log n log log n) rounds.
Beep Waves: The main difference between radio models without collision detection and
those with collision detection (or beeping) is the ability to create what we call beep waves.
Beep waves start at one or more nodes by sending a beep, and after this initiation, each
node that hears a beep forwards it by beeping in the following round. This way, the beep
propagates in the form of a wave throughout the network, moving exactly one step per
round.
Beep waves have several applications. For one, they can be used to determine the
distance of a node u from a (beep) source, by measuring the number of rounds for the wave
to reach u. Secondly, pipelining multiple beep waves from a source can be used to transmit
bit strings, by coding 1 into a beep and 0 into absence of a beep. Pipelined beep waves will
be our main tool in implementing the communication protocols used in our leader election
algorithms of the beep model.
Superimposed Codes: Another interesting feature of using beep waves to transmit infor-
mation is that, when two different sources si and s2 simultaneously send different bit strings
to one node v with equal distance from si and S2, then v receives the superimposition or
bit-wise OR of the two strings. Typically, such bit string is considered useless. Thus, proto-
cols designed for radio networks so far have mostly focused on using collision detection and
randomization to detect and avoid collisions. Here (and even more so in Chapter 13), we
take the exact opposite stance: instead of avoiding collisions, we propose to embrace them
and leverage their superimposition nature. The key element is superimposed codes. These
codes consist of codewords that allow any superimposition of a bounded number of code-
words to be decomposed and decoded. Good superimposed codes can be easily shown to
exist by a simple probabilistic analysis of certain random codes. Using these superimposed
codes for communication in beep networks (or radio networks with collision detection) is
to our knowledge a novel' approach which we think will be useful in the future research as
well. Interestingly, the construction, existence and use of superimposed codes itself turns
'A connection between superimposed codes and radio networks has also been established in [1871, where
superimposed codes were seen as selective families, to schedule successful transmissions by avoiding colli-
sions. As such, their use is completely different from our approach of using intentional collisions for coded
communication.
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out to be a very old concept from the 40's, e.g., where they were used as an efficient way
to use punch-card archival systems.
0
Figure 12-2: Pictorial example of two nodes sending a bit string encoded in beep waves. The left
node sends the bit pattern 101101 while the node on the right sends 101011. The second figure
shows the propagated waves at a later time. The node in the middle will receive the superimposition
of the waves and thus receive the bit pattern 101111. If a superimposed code is used and the
aforementioned bit patterns are the results, the middle node would be able to decode the received
bit pattern 101111 into two separate initial bit patterns 101101 and 101011
Clustering and Overlay Communication: To cluster nodes around candidates, we
assign each node to the closest candidate if there is a unique such candidate, and leave
all other nodes unclustered. To this end, we first use beep waves from each candidate
to determine for each node its distance to the closest candidate. Using these distance
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numberings, we then send out the IDs of the candidate nodes as pipelined beep waves. To
prevent nodes confusing superimposition of IDs with clean IDs, we use a superimposed code
that allows to distinguish whether a received bit string is a coded ID or the superimposition
of multiple coded IDs. This allows nodes with more than one closest candidate to stay
unclustered while nodes with a unique closest candidate join the cluster of that candidate.
This clustering also induces the overlay graph H.
Next, we implement our uplink, intercommunication, and downlink communication pro-
tocols that allow communication atop the overlay graph H. We implement these by using
the distance numbering to synchronize pipelined beep waves for communication. This is
relatively straightforward but leads to both downlink and intercommunication not actually
delivering all messages from all clustered nodes or neighboring clusters respectively, but
instead delivering the superimposition of all these messages. This is where superimposition
codes show their full power. Instead of sending messages directly in the intercommunication
phase, we use messages coded with a superimposition code. When a candidate then receives
the messages from its adjacent candidates, in superimposition after they got combined in
the intercommunication and downlink phase, it can still fully reconstruct all original mes-
sages. This way superimposition codes allow us to implement a full local message exchanges
in H even though the actual intercommunication and downlink protocols merely deliver su-
perimposition.
Implementing the Elimination Algorithm Optimally: Given the full message ex-
change overlay communication, one can directly implement the debate template of Sec-
tion 12.5.1. The running time of such a debate would be O(D + log3 n). Here the log 3 n
comes from the length of superimposed codes that allow to decode messages from the super-
imposition of up to log n codewords which we use to implement the full message exchange
over H. In the remainder of this section we show how we can improve over this to achieve
an O(D + log n log log n) debate. This completes the proof for Theorem 12.4.2 and provides
a leader election algorithm that is optimal up to a log 2 log n factor.
The main observation that leads to the speedup is as follows: The O(D + log 3 n) debate
implementation does not actually use the full power of message exchange that is given by
the use of the log3 n long superimposed codes. Instead, we eventually use this communi-
cation only for two tasks: (1) determining the number of different messages received; used
for determining the degree on the overlay graph, and (2) checking whether there is a neigh-
bor with a larger (degree, id) string; used to decide whether a node marks itself in the
elimination algorithm. We show that both tasks can be achieved with a smaller overhead.
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For (1), i.e., determining the degree, we design a new set of codes that are just strong
enough to enable us to estimate the degree of each candidate up to a multiplicative fac-
tor of 2. These new codes encode each ID of length log n into a codeword that is only
e(log n log log n) bits large. We then show that eliminating candidates with the Elimi-
nation algorithm based on these approximate degrees still works, that is, still removes a
constant factor of candidates per debate while keeping at least one. This can be easily
checked by following the same potential argument as proof of Lemma 12.5.1, noting that
now, each remaining node gets charge of at most 4. With this the number of remaining
candidates is at most 4 times larger than the number of marked candidates. In other words,
still at least 1 of the candidates get removed.
5
For usage (2), i.e., detecting whether a neighboring candidate has a message numerically
larger or not, we use a slightly different intercommunication algorithm. In this new inter-
communications, nodes go through the bits of messages of their candidates one by one and
compare them. They mark themselves if they detect a larger message in the neighborhood.
A node that gets marked does not continue the process anymore. It is easy to see that a
node gets marked in this procedure if there is an adjacent cluster with a larger message.
Finally, to deliver this information to the candidates, we simply use a Downlink with single-
bit messages (marked or not) and each candidate gets to know whether any of nodes in its
cluster is marked or not.
12.5.4 Obtaining Linear Time Leader Election Algorithms
In this section, we explain a simple optimization which reduces the multiplicative log log n
factor in our bounds for networks with (near) linear diameter. In particular this optimization
makes all our running times 0(n).
While we do not know how to reduce the number of debates below e(log log n), we
show that less time can be spent on initial debates. That is, if there are many candidates,
we can work with clusters that have a smaller diameter. In particular, we note that in
the both leader election algorithms presented above, in each debate, the time selected for
growing clusters is chosen large enough such that the radius of each cluster can potentially
grow up to D. This is done to avoid isolated clusters which never get eliminated in the
Elimination Algorithm (see Lemma 12.5.1). Furthermore, the time needed for a debate
depends directly on this radius of growth. In particular, in the model without collision
detection, growing clusters up to radius of d takes 0(d log ' + log 3 n) and in the beeping
model, it takes 0(d +log n).
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The key observation is as follows: if the number of remaining candidates is k, then at
most half of the candidates can be such that they have no other candidate within their 2n/k
distance. Because of this, the idea is that in the ith debate, instead of building clusters for
radius up to D, we grow the clusters for radius only up to min{D, 4" 1.05t }. This still ensureslog n
that at least half of the candidates are non-isolated, which allows the Elimination Algorithm
to remove at least a constant fraction of all (non-isolated) nodes. It is an easy calculation
to see that this change in radius of growth reduces the log log n factor in our time bounds
to a min{log log n, log n} factor, as claimed in Theorem 12.4.1 and Theorem 12.4.2.
12.6 Leader Election without Collision Detection
This section is devoted to providing the technical details and proofs for Theorem 12.4.1. As
described in Section 12.5, this algorithm follows the template given in Section 12.5.1 and
uses the ideas explained in Section 12.5.2 to implement this template2 . In particular this
section gives the clustering algorithm in Section 12.6.1, shows how to obtain the sparsified
overlay graph H' and perform overlay communication protocols on top of it in Section 12.6.2
and lastly explains in Section 12.6.3 how to implement a debate in O(TBC + log 3 n) time.
Together with the optimization described in Section 12.5.4 this proves Theorem 12.4.1.
12.6.1 Clustering
In the clustering phase, we partition the network into disjoint clusters, one around each
candidate, such that these clusters provide a platform for easy communications between
candidate nodes.
Formally, a clustering is a partial assignment which for each node v, it either clusters v
by assigning it to (the cluster of) a candidate, or it leaves v unclustered. Given a clustering,
we say a clustered node v is a boundary node if v has a neighbor u that is unclustered or
belongs to a different cluster. Otherwise, we say the clustered node v is an internal node.
However, as a small exception, candidates themselves are considered as internal always.
We will at all times preserve the invariant that each clustered node is connected to the
candidate it is assigned to via a path of internal nodes of the same cluster. For a distance
d, we say two clusters C1 or C2 or their respective candidates are d-adjacent if there are
internal nodes v1 e C1 and v2 E C2 such that vi and v2 are within distance at most d of each
2 The reader is advised to read both Section 12.5.1 and Section 12.5.2 first.
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other. This notion of d-adjacency defines the candidate graph Hd. We say a clustering has
connectivity gap at most d if graph Hd has no isolated nodes (or exactly one isolated node
if that's the only node of graph), i.e., if each cluster is d-adjacent to at least one other cluster.
We remark that the time complexity of the intercommunication task on a clustering
is monotonically increasing with (and almost directly proportionally to) the connectivity
gap of that clustering. Thus, we desire our clustering routine to produce a clustering with
small connectivity gap. In particular, we achieve a clustering with constant connectivity
gap. Such a clustering is then used for building the desired overlay graph H' and for
communication over H'. We see that this constant connectivity gap translates to a O(log3 n)
intercommunication time complexity.
Lemma 12.6.1. Given a set of candidates, there exists a distributed algorithm in the model
without collision detection that with high probability achieves a clustering around candidates
with connectivity gap at most 10, in O(D log -M + log3 n) rounds.
To achieve a clustering with constant connectivity gap, we start from a trivial clustering
with large connectivity gap and then reduce the gap by refining the clustering using the
following algorithm:
Lemma 12.6.2. Consider d' E [10, "| and d > d'. Given a clustering with connectivity
gap at most d, the algorithm Cluster(d,d') runs in O(d-y' log 2 n) rounds and produces a
clustering with connectivity gap at most d', with high probability.
Before going into the details of the Cluster algorithm, let us assume that we have
algorithm Cluster(d,d') as a black box and conclude the proof of Lemma 12.6.1 by showing
how to use it to achieve a clustering with constant connectivity gap.
Proof of Lemma 12.6.1. We start with the trivial clustering in which clusters only include
the candidates, i.e., all candidates are clustered (and internal) while all other nodes are
unclustered. Clearly, this initial clustering has connectivity gap at most D. We then
choose d' =4" and run Cluster(d, d') to achieve a clustering with connectivity gap at
most d' = log2 n This process takes O(D log - + log 2 n) = O(TBC) rounds. To obtain
a clustering with connectivity gap at most d" = 10, we further improve upon this, using
Cluster(d', 10) algorithm. This part takes o ) rounds. Finally, note that the total
complexity of the whole procedure used above is O(D log -E + log2 n) + O( 4) which is
equal to O(D log - + log 3 n).
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Cluster(d,d') Algorithm:
This algorithm consists of 330 log2 n djdI rounds, which are divided into epochs of 330 log 2 n
rounds each. At the beginning and end of each epoch, we will have a valid clustering in
which each clustered node knows the ID of the candidate it is assigned to. Also, in these
valid clusterings, each node is either "internal", "boundary" or "unclustered". During each
epoch, instead of the status "boundary", we have a different status called "undecided".
At the beginning of each epoch, we first change the status of every "boundary" node to
"undecided". Then, only candidates and the unclustered and "undecided" nodes participate
in the transmissions of that epoch. Note that candidates always remain internal, regardless
of what happens.
Each epoch consists of four steps. In a nutshell, the first step is for growing the clusters
whereas the other three steps are for refining the shape of the newly grown parts of the
clusters. In the first step, we grow the clusters creating more "undecided" nodes. Then, in
the second and third steps, we mark some "undecided" nodes using a particular rule and
we use these marks in the fourth step to determine the new statuses. The details of these
steps are as follows.
Step 1: This step consists of 4 - (30 log 2 n) rounds. Let 6 = 3001ogn. In these rounds,
we grow the clusters using the Decay(6) protocol. For this, each candidate and
each "undecided" node starts with the message of the related candidate. With
these messages, we run 4 . (30 log 2 n) rounds of the Decay(J) protocol. In these
rounds, some unclustered nodes receive the message of one or possibly more can-
didates. Each node ignores all the received messages but the first one. Then,
each unclustered node that received some message temporarily joins the cluster of
the candidate whose ID is mentioned in that message and changes its status to
"undecided".
Step 2: Here, we mark any "undecided" node that is adjacent to either an unclustered
node or a node from a different cluster. We do this in 2 -(30 log 2 n) rounds In these
rounds, each unclustered node simply runs a Decay(30 log 2 n) protocol, sending
message declaring that they are unclustered. On the other hand, for clustered
nodes, these rounds are divided into 2log n parts and in each part, a subset of
clustered nodes are active. More precisely, in each part, nodes of each cluster unan-
imously decides on either being active or listening, each with probability 1. Note
that this unanimous cluster decision can be achieved by each candidate sharing
2 log n bits of randomness with nodes of its cluster by attaching these randomness
282
bits to its ID (so the size of the messages remain asymptotically the same). In
each part, all active nodes then perform T = 30 log n rounds of Decay(30 log n),
sending their cluster ID. All clustered nodes that receive a message different than
their own cluster ID, and all unclustered nodes that receives a cluster id become
marked.
Step 3: In this step we mark "undecided" nodes that were (indirectly) recruited in Step
1 by node which got marked in Step 2. To make this more precise, we say a node v
was directly recruited by node u if in Step 1, the first message that node v received
(which is also the message that resulted in the status of v to become "undecided")
was received directly from node u. Similarly, we say node v was directly recruited
by node u in Step 1 if the first message that node v received came from a node that
was directly or indirectly recruited from u. To achieve the marking of nodes that
got (indirectly) recruited by marked nodes we repeat the exact same transmissions
of Step 1 but now, each node transmits a bit indicating whether it is marked instead
of an ID. Any node that receives a set bit from the node that recruited it in Step
1 becomes marked.
Step 4: In this step we determine the final statuses. For this, all non-marked "unde-
cided" nodes become "internal". Then, we run T' = 30log 2 n rounds of Decay(T')
and all non-internal nodes that receive a message become "boundary". Lastly, we
set the status of any remaining "undecided" node to be unclustered.
Proof of Lemma 12.6.2. Consider candidate node u and its cluster Cu after running the
algorithm. To prove the lemma, we show that: (1) there is another cluster C&, within
distance d' of Cs, and (2) each clustered node v of Cu is connected to u via a path made of
only internal nodes of Cu.
Let 6= 300og n. For the first property, note that if node v was labeled "undecided"
during the first 2 - (30 log 2 n) rounds of Decay(S) in Step 1, then v becomes "internal"
unless the cluster growth interferes with the growth of another cluster. The reason for this
is as follows. Consider a node w that was labeled "undecided" in these rounds. Then,
Lemma 12.3.5 shows that in the absence of other clusters, during the last 2 - (30 log 2 n)
rounds of Decay(6), any node that is within distance 2 of w will receive a message, and
thus become clustered. After that, only nodes that are at distance exactly one or two from
w will get marked in Step 2, while w does not get marked. Thus, w remains clustered and
becomes internal.
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Now the above fact shows that, unless a cluster gets close to another cluster, in every
epoch, the growth of the cluster dominates the growth of a regular Decay(6) broadcast that
is run for 2 - (30 log 2 n) rounds. Given this, we get that running (d6 + log 2 n) epochs of
clustering corresponds to at least 60(dJ + log2 n) rounds of Decay(6) with 6 > log 2, unless
the cluster get close to another cluster. From Lemma 12.3.6 and Lemma 12.3.7, we then get
that unless there is any candidate other than u, with high probability all nodes belonging
to the cluster Co.
Now let us consider the more interesting case where there are at least two candidates
remaining. From above discussions, we conclude that during a complete run of Cluster(d,d')
there is a round in which one "undecided" gets marked for neighboring a node from another
cluster in Step 2. Suppose that i is the first epoch such that there exists a node w E C', that
is marked during step 2 of epoch i. Then, in that step, there exists a cluster C,' = C, and
a node w' E C,,, such that w and w' are neighbors. Since by design of the delay parameter
6, in each epoch each cluster can grow at most 120 l2, hops, in trimming part of epoch i
(steps 2 to 4), each cluster only backtracks by at most 120 log n hops. But then, at the end
of trimming, the internal statuses are permanent and thus, are not altered later. Hence,
at the end of epoch i, there exist two nodes v and v' that are within distance 240 log2 n of
each other and are permanently assigned to C, and C' as internal nodes, respectively. This
completes the proof of the property (1).
For property (2), we first show that every internal node has a path of internal nodes
connecting it to the related candidate. This is true initially and remains true because the
only way a node v becomes internal is if it receives a message in Step 1 over a sequence of
transmissions starting from a previously boundary node. Furthermore, for the node v to
become internal, none of the nodes that recruited v directly or indirectly can be marked in
Step 2. This is because otherwise v would also get marked in Step 3. Once node v becomes
internal, all nodes connecting it to a node that was internal before (all those that recruited
v directly or indirectly) are getting an internal status too, and this preserves the invariant.
Now, it is easy to see that property (2) also holds for boundary nodes created in Step 4
since these boundary nodes are recruited only by internal nodes.
12.6.2 Sparsified Overlay Graph Construction and Communication
In this component, we use the clusters obtained in the clustering component to design a
directed overlay graph between the candidates. We get an overlay with following properties:
(1) each candidate has exactly one incoming edge. If (w, v) is the edge going from w to
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v, we say that w is the parent of v, and v is a child of w, (2) each candidate can send
a message to all its children, in one round of communication atop the overlay (3) each
candidate knows all of its children, if there are at most 5 of them, and it knows at least 5 of
them, if there are more, and can receive from these children in a constant number of rounds
of communication atop the overlay, (4) each round of communication atop this overlay takes
O(D log - + log3 n) rounds, and also (5) this overlay is built in time O(D log n + log 3 n)
In this overlay, we have three types of communication actions in or amongst the clusters.
These communication actions are as follows. (a) Uplink: a candidate delivers its message to
all internal nodes of its cluster. (b) Intercommunication: internal nodes exchange messages
with other internal nodes of other clusters which are at distance at most 10. (c) Downlink:
internal nodes send some messages towards the candidate; we guarantee that candidate gets
at least one of them. We explain the implementation details of these communication actions
later.
Implementation of Overlay atop communication actions:
Above these abstractions of communication actions, the algorithm for designing the overlay
to get the aforementioned properties (1) to (5) is as follows. First, candidates send their id to
all internal nodes of their cluster using the Uplink. Then, we use intercommunication so each
internal node knows the id of clusters that are within distance 10 of it. Then, internal nodes
use the down-link to send the id of these adjacent clusters to their respective candidates. For
each candidate u, the first adjacent candidate that u hears about becomes parent of u. Then,
using an up-link communication, the candidates send the id of their parent to the internal
nodes of their clusters. After that, we use another intercommunication where internal nodes
inform close-by internal nodes of who their parents are. Hence, after this, internal nodes
of each cluster, altogether, know which clusters are their children. Now, the goal is to get
this information, about all up to 5 of those children, to the candidate. For this, we simply
use 5 turns of the down-link and up-link where in each turn, candidate asks "So far I know
about children listed as follows =[...]. Tell me something new". This way, a candidate gets
to know all up to 5 of its children. Using Uplinks and Inter-communications and then, with
the exact same transmissions as done in the above downlinks, we can communicate from
each candidate to its children, and also back from all up to 5 of its children to the candidate
itself.
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Implementation of communication actions:
In the following, we explain how we implement the communications actions Uplink, Inter-
communication, and Downlink and what are the time complexities of these actions.
1. In uplink, candidates start with messages for transmission. Every internal node that
receives a message runs a Decay(log a) algorithm. However, the boundary or unclus-
tered nodes do not participate in transmissions. It is easy to see that after broadcast
time TBC, each internal node receives the message of the respective candidate. Thus,
the complexity of uplink is simply TBC = O(D log -E + log2 n).
2. In downlink, we do exactly the opposite of uplink. This time, some internal nodes
start with messages and we want to deliver at least one of these messages to the
related candidate. Again, every internal node (other than candidates) that has a
message (or receives a message) runs a Decay(log -) algorithm, and the boundary
or unclustered nodes do not participate in transmissions. Again, by properties of
Decay(log -) algorithm, after TBC time, the candidate receives the message of at
least one internal node of the related cluster. For the sake of cleanness, the candidate
can ignore all but the first received message. Clearly, the complexity of downlink is
also TBC = O(D log a + log2 n).
3. The intercommunication consists of E(log3 n) rounds which are divided into E(log 2 n)
epochs. In each epoch, all internal nodes of each cluster randomly decide to be active
or to be listening unanimously, with probability 7 for being active3 . Then, in each
epoch, internal nodes of the active clusters and all the unclustered or boundary nodes
that receive a message perform 300 log n rounds of Decay(log n) algorithm, based on
their own local coins. Let us say a cluster is globally isolated in an epoch if this
cluster is the only cluster that is active in that epoch. Note that, in expectation, each
cluster C, becomes globally isolated in e(logn) epochs. Thus, using Chernoff bound,
w.h.p., C, becomes globally isolated in at least e(log n)epochs. Then, from properties
of Decay protocol, we know that in each such epoch, each (internal) node of any other
cluster that is within distance 10 of internal nodes of Cu receive message of C, with
constant probability. Thus, O(log n) epochs, each such node receives this message
with high probability. Then, using union bounds, we get that this holds for any such
3This requires log 2 n bits of randomness shared in the cluster. We can get this shared randomness in time
O(D log -" + log 3 n) by sending k = log n packets of log n random bits each via a single source k-message
broadcast algorithm from Chapter 11
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node, and also in another level, for every cluster C,. This proves the correctness of
the intercommunication algorithm.
12.6.3 Implementing the Modified Elimination Algorithm
As the last component of a debate (after clustering and overlay design), we implement
the Modified Elimination Algorithm (MEA) on our overlay graph. Each candidate knows
whether its degree is less than 5 or not, and in the former case, the node also knows
the degree exactly. Thus, each node knows its degree rounded down to 5. Using the
overlay graph, each candidate sends this flattened degree and its id, first, to its children,
and then, to its parent. Given property (2) of overlay, sending this message to children
is straightforward. On the other hand, using property (3) of overlay, we know that each
candidate receives the message of all up to 5 of its children. After these message exchanges,
each candidate uses the MEA algorithm to decide whether it remains alive or becomes
removed from candidacy. If a candidate v has a degree higher than 5, it remains alive.
Otherwise, noting the aforementioned properties (2) and (3), v receives all the messages it
needs. Thus, v can compare its (degree(.), id(.)) pair with the pairs in the received messages
and decide about remaining alive or being removed, accordingly.
Proof of Theorem 12.4.1. What remains to show is that the above implementation of the
Modified Elimination Algorithm on top of the overlay graph satisfies the desired properties
of a debate, as mentioned at the start of the section. Note that if the number of remaining
candidates is greater than one, the overlay graph might be disconnected. For the purpose
of analysis, we look at each connected component of the overlay graph separately. If there
is only one candidate remaining in the network, we are done with the proof. Otherwise, we
know that each connected component has more than one candidate (assuming more than
one candidates are remaining). Hence, Modified Elimination Algorithm removes at least N
fraction of the nodes of each connected component which means that it removes at least i
fraction of all the candidates. Also, it is clear that always at least one candidate remains
alive. This is because one candidate remains alive in each connected component of the
overlay graph. These two show that the two desired properties of the debates are indeed
satisfied. E
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12.6.4 Faster Debates in Networks with large Diameter
In this subsection we give the proofs and details for reducing the running time of our
algorithm when the diameter D is (almost) linear that was given in Section 12.5.4. We
first show that growing the cluster in debate i only up to min{D, logo n} instead of D still
leads to at least a 1 -fraction of candidates being removed in each round and therefore to a20
correct leader election. Then, we show that this reduces the time complexity by replacing
the log log n factor in our running time to the claimed log min{log n, -} factor. In particular
this makes our leader election algorithm run in optimal O(n) rounds.
Correctness Analysis:
We first prove the main observation claim presented in Section 12.5.4. That is, we show
that if the number of remaining candidates is k, then at most half of the candidates can
be such that there is no other candidate within 2n/k steps. This can be easily seen by the
following potential argument: Suppose each node starts with one unit of potential and then
passes this potential to the candidate closest to it. Any candidate u that does not have any
other candidate within its 4n/k hops receives a potential of at least 2n/k. Since the initial
potential is n the number of such candidates can be at most k/2.
Now using this observation, we prove that in the new algorithm where growing the
cluster in debate i is done only for up to min{D, lon } radius, we still have the desired
progress property of debates. That is, with high probability, for each i, after the ith debate,
the number of remaining candidates would be at most Clogn 1.05-. The proof is using
induction. Base case of i = 0 is easy and and as before. For the inductive step, let us assume
that at the start of debate i, the number of remaining candidates is at most C log n 1.05-i+1.
We prove that after the ith debate, this number is at most Clog n 1.05- . If at the start of
the debate, the number of remaining candidates is already less than Clog n 1.05-, then we
are done. In the more interesting case, if the number of remaining candidates at the start
of ith debate is at least Clog n 1.05', then growing the clusters for radius min{D, 4 5 }
makes sure that at most . of candidates are isolated in the overlay graph. Then, from
analysis of previous sections, we know that after the debate, at least 1 fraction of the
non-isolated candidates are removed. Thus, at least - of the whole remaining candidates
are removed after the debate. Hence, we conclude that the number of remaining candidates
after the ith debate is at most (1 - 1/20)C log n 1.05-'+1 < C log n 1.05-'.
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Time Complexity Analysis:
Next, we study how the reduced cluster radii affect the total running time of our al-
gorithms. For this we can restrict ourselves to the case that D > n since we do not
claim any improvement for smaller D. Given this summing up the radius dependent term
0(d log a) over all debates leads to the following:
e(loglog n) 4n 1.05n
min{D log }log minD, 4n 1.05i
e(log(lD lo"
g 4n 1.05 o n
log n log4n 1.05" +
log n
E(log log n)
+ D -log =
i=e(log(D log 71))
nin n
D log - +log - D log - 0 D log - -log -
D D D D D
This shows that the total running time is at most
O(D log n min{log log n, log } + log 3 n log log n)
D n
= O(D log n + log 3 n) - min{log log n, log }
as claimed in Theorem 12.4.1.
12.7 Leader Election via Beeps
This section provides the technical details and proofs for Theorem 12.4.1. As described
in Section 12.5, this algorithm follows the template given in Section 12.5.1 and uses the
ideas explained in Section 12.5.2 to implement this template. The reader is advised to read
Sections 12.5.1 and 12.5.2 before reading this section.
In this section, we present a leader election algorithm for the beep model, which has
time complexity 0(D+log n log log n) -log log n rounds. The outline of this algorithms is the
same as the one presented in Section 12.5 as Line 6. Starting with O(log n) candidates the
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algorithm runs in E(log log n) debates. In each debate, we reduce the number of remaining
candidates by a constant factor, while keeping the guarantee that at least one candidate
remains. Each debate consists of a clustering phase and then an implementation of a
debate using the induced overlay graph and overlay communication protocols. In this
section we describe these implementations. For this we first introduce superimposed codes
in Section 12.7.1. Then in Section 12.7.2 we give a simple implementation of a debate in
O(D + log 3 n) rounds and then finally in Section 12.7.3 we show how to improve this to
O(D + log n log log n) rounds. This running time for a debate leads to the (near) optimal
leader election algorithm promised in Theorem 12.4.1.
12.7.1 Superimposed Codes
In this part we define the two types of superimposed codes used in our algorithms and show
their existence.
Definition 12.7.1. A k-superimposed code or SI(k)-code of length 1 for a finite set N
assigns each element in N a binary codeword of length 1 such that (1) every superposition
of k or less codewords is unique and (2) every superposition of more than k codewords is
different from any superposition of k or less codewords.
It is easy to see that good superimposed codes of short length exist:
Lemma 12.7.2. For every N and any k there exists a SI(k)-code for N of length 1 =
4(k + 1)2 log N.
Proof. We show that a random code C in which each codeword position is set to one with
probability p = 1/(k + 1) has the desired properties with good probability. To see this
we take any k + 1 codewords co, c1,... , ck and note that the probability that there is no
position for which co is one and all codewords c 1 ,..., ck are zero is exactly (1 - p(1 - p)k)l
which is at most
(11- )1 < (1/e)(k+1)10g N
e(k + 1) 2
Taking a union bound over all (G1) < Nk+ choices of codewords we get that with prob-
ability at least 1/2, we get the property that the superposition of any k codewords differs
from any different codeword co by having a zero where co has a one. In particular this
implies that given two sets S and S' with S' ;> |S, |SI !; k and S # S' the superposition
of all codewords in S' has a one on a position in which the superposition of all codewords
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in S does not. This is true because S' contains at least one codeword co that is not in a
superset of S of size k and making S smaller and S' larger does not change this fact. It is
easy to see that both property (1) and (2) now follow directly. O
We also use the following approximate counting superimposed code:
Definition 12.7.3. For any N and any k < N an approximate k-counting superimposed
code of length 1 consists of a distribution D over binary codewords of length 1 and a decoding
function decode : {0, 1}1 -+ [k] such that for every j E [k] and cl, ... ,c independently
sampled from D we get that:
P j decode (ci 4j > 1 - 1/N.
As the next lemma shows their length is only logarithmically dependent on k and N.
Lemma 12.7.4. For any N and any k < N there exists an approximate k-counting super-
imposed code of length 1 = e(log N log k).
Proof. Each codeword in the distribution D of the code we are constructing consists of
log k blocks of log N bits where each bit in the ith block by for i E [log k] is independently
set to one with probability 2-'. The decoding function d takes a binary word of length 1
dissects it into its blocks and outputs 2i-1 where bi is the first block in which less than a
0.9. (1 - (1 - 2 -i)2 ') ~ 0.9/fe fraction of the block bits are one. To show that this works
we note that in expectation exactly a 1 - (1 - 2-')3 fraction of block bi is ones and for a
large enough block length e(log n) a Chernoff bound shows that the probability that this
fraction deviates by 0.9 or more is at most 1 - 2/N 3 . A union bound over all k < N values
for j and all log k < N values for i then shows that the probability of a too small estimation
is at most 2/N. The analog argument also shows that an overestimation happens at most
with probability 2/N which completes the proof. El
12.7.2 O(D + log 3 n)-length Debates
The outline of this debate algorithm is exactly that of the simple debate algorithm sketched
in Section 12.5.1. We first grow clusters around candidates, then each candidate find its
degree in the overlay graph, then candidates exchange their (degree, id) pairs, and at the
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Algorithm 6 Debate-1 Algorithm, run @ node u
1: Cluster > Step 1
2: Uplink coded ids > Step 2
3: Intercommunicate
4: Downlink
5: if candidateu then
6: Su +- decoding of received message as set of ids
7: su <-|s|l
7 Step 3
8: Uplink C(su, IDu)
9: Intercommunicate
10: Downlink
11: if candidate then > Step 4
12: T +- decoding of received messages as set of ordered pairs of degree and id
13: if received a pair greater than that of u then
14: candidate +- false
end, each candidate remain a candidate only if its pair is greater than all the pairs that it
received. Next, we zoom in on how we implement each of these steps with beeps.
Clustering:
For clustering nodes via beeps, we assign each node to the cluster of the candidate which
is closest to it. In the case of a tie - where there are more than one closest candidates -
we leave the node as unclustered.
To achieve this clustering goal, we use an Uplink. Trying to adapt to the superimpo-
sition nature of the beeping model, we re-define Uplink action as follows. For each node
u, we denote by dist(u) the distance of u to the closets candidate. In Uplink, each candi-
date has a message of length L for transmission, and we want each node u to receive the
superimposition of the messages of the candidates at distance dist(u) from u. We later see
why this Uplink procedure is a natural fit to the beeping model and how we can implement
this Uplink easily. Before going to these implementation related details, let us finish the
discussion about clustering. Suppose that there exists a Black-box algorithm Au, for the
above Uplink description. Now we explain how to use Au, to cluster nodes in the desired
manner. For this, we use a SI(1) code. That is, each candidate encodes its id using this
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code, and candidates Uplink these coded ids. On the receiving end, each node u receives
the superimposition of the coded ids of the 6candidates at distance dist(u) from u. Noting
the properties of SI(1) codes, if there is only one such candidate, u can decode the id of
that candidate. On the other hand, if there are two or more of those candidates, u can
distinguish this case and declare itself as unclustered. This concludes the clustering task.
One remark about the shape of the clusters achieved by this algorithm is as follows: each
node w can be unclustered only if it has two neighbors vi and v2 that belong to different
clusters. Thus, each cluster grows from every side till it either reaches the margins of the
network or it is within distance 2 hops from another cluster. Let us call a node u boundary
if u is clustered but it is adjacent to a node u' such that u' is either unclustered or it belongs
to a cluster other than that of u. We say two clusters C1 and C2 are adjacent if there exist
two nodes vi E C1 and v2 E C2 such that vi and v2 are within distance 2 of each other. It is
clear that in that case, vi and v2 are boundary nodes. If the distance between vi and v2 is
exactly 1, then clusters are directly touching each other, whereas if distance is two, with an
unclustered node w in the middle, then w serves as a bridge connecting the two clusters.
Communications on the Overlay Graph:
For implementing communications, we want to devise protocols such that using these pro-
tocols, each candidate can exchange messages with neighboring candidates in the overlay
graph. Trying to adapt to the superimposition nature of beeping networks, we do this in two
layers: we first implement communications between candidates such that each candidate
receives the superimposition of the messages of the neighboring candidates, in the overlay
graph. Then, we use a SI(log n) code on top of these superimposition channels to get to
full message exchange. Note that SI(log n) codes are robust enough because the number
of candidates is at most log n. On the negative side, these codings come with a cost, the
encoding of the e(log n) bit messages is E(log3 n) bits, which leads to the log 3 n term in
the time bound of the debates. later we explain how to modify the debate algorithms to
get over this cost.
Thus, what remains is to implement communications between candidates such that each
candidate receives the superimposition of the messages of the neighboring candidates, in
the overlay graph. For this, we first number each node u with its distance from the closest
candidate dist(u). This numbering is essentially the backbone of the clusters and serves as
the spine of our intra-cluster communications.
The algorithm for numbering is simple and as explained in Line 11. In each round, each
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Algorithm 7 Clustering, run @ node u
1: Numbering
2: C +- SI(1)-code
3: mu +- C (0, IDu)
4: Uplink m,, receive bit-sequence m'
5: if m' is a valid id then
6: Cluster-ID +- decoding of m' into an ID
7: clustered +- true
8: else
9: Cluster-ID +- 0
10: clustered +- f alse
11: boundary +- f alse
12: for t=O to L - 1 do
13: if m'[t] = 1 then
14: BEEP
15: LISTEN
16: else
17: LISTEN
18: BEEP
19: if heard a beep while listening then
20: boundary +- true
node is active or inactive; at the start, only candidates are active; and each node simply
record the time in which it becomes active. In each round, active nodes beep and each
inactive node becomes active if hears a beep. This way, the wave of the activation (the
wave of beeps) proceeds exactly one hop in every round. Thus, every node u gets activated
after exactly dist(u) rounds where dist(u) is the distance of u to the closest candidate.
Having this numbering, we implement the communications between candidates via three
communication actions in or amongst the clusters: Uplink, Intercommunication, and Down-
link. However, we change the definitions of these three task to adapt them to the superim-
position nature of beeping model.
(a) In the default definition of Uplink, candidates start with messages and the message
of its candidate to nodes in its cluster. In the adapted definition, we deliver to each
node u, the superimposition of messages of candidates that are at distance dist(u)
from u. Thus, in particular, each clustered node receives the message of its related
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Algorithm 8 Numbering Algorithm, run @ node u
Output: distance dist(u) to the closest candidate
1: active <- false
2: if candidate then
3: dist(u) +- 0
4: for t = 1 to D do
5: if active or candidate then
6: BEEP
7: else
8: LISTEN
9: if heard a beep then
10: active +- true
11: dist(u) <- t
candidate. Moreover, unclustered nodes receive superimposition of more than one
messages. This later helps us to distinguish clustered versus unclustered nodes. After
the clustering, we essentially use the Uplink only for delivering the message of each
candidate to the boundary nodes of the related cluster.
(b) By default, Intercommunication is the action where boundary nodes of different clus-
ters exchange messages with each other. Adapting to the superimposition nature of
beeping model, in intercommunication, the goal is for each boundary node to receive
the superimposition of the messages of adjacent boundary nodes.
(c) At the end, in the usual definition, Downlink is where the message is brought down
from the boundary nodes to the candidates. Adapting to the beep model, the new goal
is for every candidate to receive the superimposition of the messages that boundaries
of its cluster send.
Having these new definitions, now it is the time to zoom into the implementation details
of these task, and see why these new definitions are easy to implement, in the beeping model
and thanks to the numbering that we created.
Uplink: For Uplink, the algorithm is as presented in Line 20. The main technique in here
is the usual idea of pipelining the beeps. First, consider what happens inside one cluster
ignoring the effect from the other clusters. A node at distance dist(u) does its transmission
about teh bit of the message at round dist(u) + 31. In particular, the candidate starts the
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transmission about the first bit in round 0 and it finishes its transmissions in round 3L. In
each round t, a node u is allowed to transmit a bit only if t - dist(u) = 0 (mod 3). In that
round, nodes that are one hop away are listening to this bit. That is, node w is listening
to this bit (and recording it) if t - dist(u) = 2 (mod 3). This way, let us consider what
happens to the first bit of the message. In the first round, candidate transmits or remains
silent depending on what is the first bit of message. Then, inductively we see that for each
i E [D], in the ith round nodes that are at distance i from source transmit or remain silent
depending on the first bit of the message. This way, the first bit reaches D-hops away after
D rounds. Now note that when first bit has traveled only three hops from the candidate,
the candidate starts transmitting the second bit, and thus, the wave of transmissions of
(j + 1)th bit follows the wave of transmissions of jth bit with a three hop lag. Hence, by
D + 3L rounds, all the bits have reached every node.
Now let us see what happens what is the effect beep waves of different clusters on each
other. Consider two neighboring clusters C1 and C2 respectively related to candidates ui
and u2 . First suppose that C1 and C2 are connected via a bridging unclustered node w,
where w is connected to vi E C1 and V2 E C2 . Then dist(vi) = dist(v2 ) = dist(w) -1. Thus,
using the above beep waves, w always listens to the transmissions of vi and v2 (and gets
superimposition of them) while vi and v2 ignore transmissions of w. Hence, the unclustered
nodes receive the superimposition of the messages of their respective closest candidates.
More importantly, the beep waves clash at the bridging node and don't go inside the other
clusters. Hence, the progresses of the beep waves inside clusters remain intact. A similar
thing happens when C1 and C2 are directly touching each other. In that case, for related
boundary nodes vi and V2, we have dist(vi) = dist(v2) and thus, v1 and V2 do not listen to
transmissions of each other.
Intercommunication: With the new definition, Intercommunication task is now easy to im-
plement. An ideal algorithm would be like this: boundary nodes go through the bits of the
messages that they have, bit by bit, and for each bit, they beep if the bit is a one, and listen
otherwise. Each node record a 1 if it beeps itself or if hears a beep. This way, if two clusters
are touching, then on the related boundary nodes, the beep of one would be immediately
observable by the other. However, if two clusters are connected via an unclustered bridging
node w, then the beeps of two clusters don't reach each other. To remedy this, we do a
slight modification to the above simple ideal algorithm: now for each bit, we use two rounds
instead of one round. Each boundary beeps twice or listens twice depending on the bit that
it has. Also, unclustered nodes listen in the first round and propagate whatever they re-
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Algorithm 9 Uplink Algorithm, run @ node u
Given: dist(u), and message bit sequence mu (for any candidate u)
Output: bit sequence m' at each node
1: active <- false
2: for t = 0 to D + 3L - 3 do
3: if candidate then
4: active +- (mU[Lt/3]] == 1)
5: switch t - dist(u) (mod 3) do
6: case 0:
7: if active then
8: BEEP
9: else
10: LISTEN
11: case 1:
12: LISTEN
13: case 2:
14: LISTEN
15: if heard a beep then
16: m' [[(t - dist(u) + 1)/3]] <- 1
17: active <- true
18: else
19: m'[[(t - dist(u) + 1)/3]] < 0
20: active +- f alse
ceived in the first round (beep iff they received a beep). Then, for each bit, each boundary
records a one if it beeps itself or it senses a beep in any of the related two rounds. This
protocol is presented in Line 19. It is easy to see that, this protocol achieves the desired
superimposed-type intercommunication goal.
Downlink: As presented in Line 22 The implementation of Downlink is simply reversing
the direction of beep waves of the Uplink. Now, the transmissions start at the nodes
furthest away from the candidate, move towards the candidate. Nodes go through the
bits with a lag of three hops between the waves related to two consequent bits. Using the
transmission schedules based on the numbering, each node v only listens to transmissions
of nodes that are at distance dist(v) + 1 from the candidate. In this case, v receives the
superimposition of messages of those nodes. Since superimposition of superimpositions is
simply a superimposition, what at the end the candidate receives is the superimposition of
the messages sent out from the boundary nodes.
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Algorithm 10 Intercommunication, run @ node u
Given: clustering, and message bit sequence m" if u is boundary
Output: superposition bit sequence yt if u is candidate
1: for t=0 to L - 1 do
2: if clustered & boundary then
3: if mu[t] == 1 then
4: BEEP
5: BEEP
6: m'[t] <- 1
7: else
8: LISTEN
9: LISTEN
10: if heard a beep in above two rounds then
11: m"'[]l 
-
12: else
13: m""[t] +- 0
14: else
15: LISTEN
16: if heard a beep then
17: BEEP
18: else
19: LISTEN
12.7.3 O(D + log n log log n)-length Debates
Now we show how to modify the debate algorithm presented above to get its time complexity
to O(D+log n log log n), which leads to optimal O(D+log n log log n) -log log n leader election
(optimal up to log log n factors).
As explained in the overview section, the main change is based on the simple observation,
which is, at the end, in the debate algorithm, we use something significantly weaker than
full message communication. We only use two things: (1) the number of different messages
received; used for determining the degree on the overlay graph, and (2) whether a neighbor
has a message numerically larger or not; used for detecting whether a neighboring candidate
has a greater(degree, id) pair or not. In the following, we explain how to achieve these two
goals without going through the high cost of full message communications. Having the
implementation of these two, the change in the analysis of the main elimination algorithm
is as presented in Section 12.5.3, where we proved that each new debate reduces the number
of remaining candidates by a constant factor, while keeping at least one.
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Algorithm 11 Downlink, run @ node u
Given: clustering, and bit sequence yu if u is boundary
Output: a bit sequence p' in each candidate
1: active +- 0
2: for t=D+3L-3 downto 0 do
3: if clustered & boundary then
4: if t - dist(u) E [0, 3(L - 1)] then
5: active +- pu[Lt - dist(u))/3]]
6: switch t - dist(u) (mod 3) do
7: case 0:
8: if active == 1 then
9: BEEP
10: else
11: LISTEN
12: case 1:
13: LISTEN
14: if heard a beep then
15: active +- 1
16: else
17: active +- 0
18: if candidate then
19: if t E [1,3(L - 1) + 1] then
20: P' [(t - dist(u) - 1)/3] +- active
21: case 2:
22: LISTEN
For determining the degree, instead of SI(log n) codes, we use a new set of codes that
are just strong enough to enable us to find a 2-estimate of the degree of each candidate
in the overlay graph. These new codes encode each message of length log n bits into a
codeword of e(lognloglogn) bits (see Lemma 12.7.4).
In second use, for detecting whether a neighboring candidate has a numerically larger
message, we need a slight modification in the intercommunication algorithm. Let us say
that boundary node u should be marked if u has a node w (from a different cluster) within
its two hops such that the message of w is numerically larger than that of u. In the new
inter-communications, the goal is for each boundary node to detect whether it should be
marked. Once the marking procedure is done, we simply use a Downlink with single-bit
messages (marked or not) and each candidate gets to know whether any of nodes in its
cluster is marked. This means that, each candidate knows if it has a neighboring candidate
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Algorithm 12 Max-Detection-Intercommunication, run @ node u
Given: clustering, and message mu if u is a boundary
Output: Boolean marked, for any boundary u
1: marked +- false
2: for t=O to L - 1 do
3: if clustered & boundary & -,marked then
4: if bit(mu, t) = 1 then
5: BEEP
6: BEEP
7: rec,[t] <- 1
8: else
9: LISTEN
10: LISTEN
11: if heard a beep in above two rounds then
12: marked +- true
13: else
14: LISTEN
15: if heard a beep then
16: BEEP
17: else
18: LISTEN
in the overlay graph with a numerically larger message or not.
For marking the boundary nodes according to above rule, the ideal algorithm is for
boundary nodes to go through the bits of their messages and compare them. In each
round, each unmarked boundary node beeps if the related bit of its message is one, and
listens otherwise. Then, each unmarked boundary gets marked if it was listening but heard
a beep. A boundary node that gets marked does not continue the intercommunication
procedure. Similar to intercommunication in previous debate algorithm, to remedy the issue
that neighboring clusters might be not directly touching, we use an extra beeping round.
For each bit we spend two rounds, each unmarked boundary with bit 1 in respective place of
its message beeps twice, each other unmarked boundary listens twice and each unclustered
node listens first and then repeats what it hears in the next round. An unmarked boundary
gets marked if it was not beeping but heard a beep in any other rounds. The related
pseudo-code is presented in Line 18.
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12.7.4 Faster Debates in Networks with large Diameter
In this subsection, we study how we transform the above leader elections for beeping model
to work in O(n). As explained in Section 12.5.4, the idea is to grow the clusters in the
ith debate only up to radius min{D, 4-.5' } instead of D. We argue that this reduces
the time complexity by replacing the log log n factor in our running time to the claimed
log min{log n, - } factor. This is most interesting when D is almost linear in n, in which
case, the change makes our leader election algorithm run in optimal O(n) rounds.
The correctness analysis are exactly as presented in Section 12.7.4. For the complexity
analysis, note that if in a debate we grow each cluster for radius d, the leading term in the
time complexity of debate is O(d). To study the interesting case of change easier, we restrict
ourselves to the case that D > n since we do not claim any improvement for smaller D.
With this in mind, since in ith debate we grow only up to radius min{D, l'.05}, the leading
terms in the new time complexities are as follows:
e(log logn) 4n 1.054
min{D, } =
log nE =1 ogn
e(log( )) 4n 1.05 E(loglog n)
S + D=
log n
i1i=E (log( D log n
n n
SD +log - . D = O(D log D)D (D
This shows that the total running time is at most
O(Dmin{loglogn,log -} + (log n log log n) log log n)
D
n
=0((D + log n log log n) -minj log log n, log }
as claimed in Theorem 12.4.2.
12.8 Conclusion
In this chapter we presented the first linear time distributed algorithm for electing a leader
in a radio network without collision detection. More importantly our algorithm runs with
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high probability in
O (D log + log3n) -min {log log n, log }
rounds which is almost optimal given the TBC = Q(D log n) and TBC = 0(log2 n) lower
bounds from [164] and [163] for the broadcast problem. Presenting a leader election al-
gorithm that works in essentially TBC rounds improves over the 23 year old simulation
approach of Bar-Yehuda, Goldreich and Itai.
We believe that it should be possible to reduce the additive log3 n to the optimal
log2 n. A more interesting question is whether it is possible to remove the multiplica-
tive factor of log log n. Possibly the ideas that reduce the running time from O(n log log n)
to O(n) described in Section 12.5.4 can be useful here. We also give an almost optimal
0 (D + log n log log n) - min {log log n, log -a } leader election algorithm for radio networks
with collision detection and the more restricted beep networks. This improves over the
deterministic algorithm from [185] which takes e(n) rounds independently of the network
diameter D.
Leader election is a crucial first step in communication primitives such as multiple
broadcasts, multiple unicasts or message aggregation. Thus, the O(TBC log n) running time
of leader election had became a bottleneck for getting better algorithms for these tasks.
Here we showed that leader election is no more a barrier for getting algorithms for these
tasks that (almost) run in broadcast time TBC.
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Chapter 13
Bounded Contention Codes
13.1 Introduction
Handling interference in wireless networks is a fundamental challenge in designing algo-
rithms for efficient communication. When two devices that are near each other transmit
at the same time the result is a collided signal. In order to enable the receivers to obtain
the original information that was sent, thereby achieving efficient communication that al-
lows the design of fast algorithms for wireless networks, much important research has been
invested in scheduling the transmissions in a way that avoids collisions as much as possible.
Avoiding collisions basically requires some type of symmetry breaking among the nodes
that want to transmit, to prevent them from transmitting at the same time. Simple solutions
like Time Division Multiple Access (TDMA), which assigns predetermined slots according
to node IDs, are expensive in situations where not all of the nodes want to transmit, since
their costs depend on the total number of nodes rather than on the number of actual
transmitters. One can improve this solution by allowing nodes that cannot interfere with
each other to share a slot, so that the number of slots depends on the node degrees in the
network graph rather than on the total number of nodes. However, this requires the nodes
to have information regarding the topology of the network, and is still expensive in cases
where the contention is less than the node degrees. One successful approach for avoiding
collisions in wireless networks is to allow each node to use a schedule of probabilities to
decide whether to transmit at each time slot [128, 130, 161]. These algorithms typically
guarantee a high probability of successful transmissions after some bounded number of
attempts.
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In this chapter we provide a coding framework for coping with collisions in a wireless
communication model abstraction called the finite-field additive radio network model, where
a collision of transmissions optimally coded for an Additive White Gaussian Noise (A WGN)
channel with multiple-user interference is represented to be equivalent to the element-wise
XOR of a string of bits representing the original transmissions. More generally, collisions
can be modeled as being equivalent to the sum, symbol-wise, of the elements of vectors over
a finite field, where the transmission of a user is represented as a vector in that finite field,
the XOR case being the special case where the field is F 2. Such a model has been shown
to be approximately valid in a high SNR (signal-to-noise ratio) regime, abstracting away
the effect of noise in the channels and allowing us to concentrate on the theoretical aspects
of the interference among transmissions. Such a model in effect replaces the traditional
information-theoretic setting of Gaussian inputs for an AWGN channel with an approximate
finite algebraic construct [190, 191]. Such additive models have been shown, albeit without
a finite field construct, to be effective in high SNR settings even in the absence of underlying
capacity-achieving codes, for instance in such systems as zig-zag decoding [192], which can
be modeled algebraically [193].
In this additive model, our key observation is that only if not all messages are valid
transmissions then a sum representing a collision might indeed be uniquely decodable. How-
ever, we do not wish to restrict the information the users may send in the wireless system.
Instead, we propose encoding the information sent into restricted sets of signals that do
allow unique decoding when they collide. A node receiving a collision can then uniquely
decode the signal to obtain the original unrestricted messages. Clearly, for information-
theoretic reasons, we cannot hope to restrict the transmissions without the cost of some
overhead in the amount of information sent. The challenge, then, is to find codes that allow
unique decoding in the above setting with the shortest possible codewords. Under our high
SNR assumption, we consider both half-duplex (sometimes termed time-division duplex -
TDD) and full-duplex channels. While the TDD model is by far the most common current
mode of operation, high SNR conditions can allow full-duplex operation.
13.1.1 Our Contributions
The Bounded-Contention Coding (BCC) Framework: We define a new class of
codes, which are designed for settings in which the number of transmitters is bounded by
a known constant a. Each such code consists of an individual code for each node, and has
the desirable property that, when codewords from at most a different transmitting nodes
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are summed up, the result can be uniquely decoded into the original transmissions. This
decoding process does not require that the nodes know the identities of the transmitters.
Moreover, the active nodes may change from round to round. We show simple constructions
of Bounded-Contention Codes, where the length of the codewords depends on both the
known contention bound and the total number of nodes, but the dependency on the total
number of nodes is only logarithmic.
Distributed computation using BCC: Using the new Bounded-Contention Coding
technique, we show how to obtain local and global broadcast in both single-hop and multi-
hop networks. BCC enables deterministic local broadcast in a network with n nodes and
at most a transmitters with information of f bits each within O(a log n + ae) bits of com-
munication with full-duplex radios, and O((a log n + at) (log n)) bits, with high probability,
with half-duplex radios. When combined with random linear network coding, BCC gives
global broadcast within O((D + a + log n) (a log n + f)) bits. These results also hold in highly
dynamic networks that can change arbitrarily over time under the control of a worst-case
adversary.
Further, we show how to remove the assumption that the nodes know a bound a on
the contention, by developing a method for handling unknown contention (or contention
that varies over space and time), which is common in wireless networks. Also, while it may
be reasonable to assume a bound on the contention, it is often the case that the actual
contention is much smaller.
13.1.2 Related work
The finite-field additive radio network model of communication considered in this chapter,
where collisions result in an addition, over a finite field, of the transmitted signals, was
previously studied in [190, 191], where the main attention was towards the capacity of the
network, i.e., the amount of information that can be reliably transmitted in the network.
While the proof of the validity of the approximation [191] is subtle, the intuition behind
this work can be readily gleaned from a simple observation of the Cover-Wyner multiple
access channel capacity region. Under high SNR regimes, the pentagon of the Cover-Wyner
region can, in the limit, be decomposed into a rectangle, appended to a right isosceles
triangle [190]. The square can be interpreted as the communication region given by the bits
that do not interfere. Such bits do not require special attention. In the case where the SNRs
at the receiver for the different users are the same, this rectangle vanishes. The triangular
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region is the same capacity region as for noise-free additive multiple access channel in a
finite field [194], leading naturally to an additive model over a finite field.
Note that, while we consider an equivalent additive finite-field additive model, this does
not mean our underlying physical network model is reliant on symbol-wise synchronization
between the senders. Asynchrony among users does not affect the behavior of the underlying
capacity region [195], on which the approximate model is predicated. Nor are users required
to have the same received power in order to have the finite-filed equivalence hold - differ-
ences in received power simply lead to different shapes of the Cover-Wyner region, but the
interpretation of the triangular and rectangular decomposition of the Cover-Wyner region
is not affected. Moreover, our assumption of knowing the interfering users is fairly standard
in multiple access wireless communications. Issues of synchronization, SNR determination
and identification of users are in practice handled often jointly, since a signature serves for
initial synchronization in acquiring the signal of a user, for measuring the received SNR and
also for identification of the transmitting user. Finally note that, as long as we have appro-
priate coding, then the Cover-Wyner region represents the region not only for coordinated
transmissions, but also for uncoordinated packetized transmissions, such as exemplified in
the classical ALOHA scheme [196]. This result, which may seem counter-intuitive, is due in
effect to the fact that the system will be readily shown to be stable as long as the individual
and sum rates of the Cover-Wyner region will exceed the absolute value of the derivative
of an appropriately defined Lyapunov function based on the queue length of a packetized
ALOHA system.
There has been work on optimization of transmissions over the model of [1911. These
approaches [197, 198, 199] generally provide algorithms for code construction or for finding
the maximum achievable rate, for multicast connections, over a high SNR network under
the model of [191]. The approach of [190, 200, 201] considers a more general finite-field
model and reduces the problem to an algebraic network coding problem [202]. Random
code constructions, inspired from [203] are then with high probability optimal. These
approaches differ from our work in this chapter in that they are interested in throughput
maximization in a static model rather than completion delay when multiple transmission
rounds may occur. We are interested in the latter model and, in particular, in how long it
takes to broadcast successfully a specific piece of information.
There are many deterministic and randomized algorithms for scheduling transmissions
in wireless networks. They differ in some aspects of the model, such as whether the nodes
can detect collision or cannot distinguish between a collision and silence, and whether the
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nodes know the entire network graph, or know only their neighbors, or do not have any
such knowledge at all. Some papers that studied local broadcast are [204, 205], where
deterministic algorithms were presented, and [186, 206, 207], which studied randomized
algorithms.
In the setting of a wireless network, deterministic global broadcast of a single message
was studied in [130, 161, 208], the best results given being O(nlogn) and O(n log 2 D),
where D is the diameter of the network. Bar-Yehuda et al. [128] were the first to study
randomized global broadcast algorithms. Kowalski and Pelc [130] and Czumaj and Ryt-
ter [161] presented randomized solutions based on selecting sequences, with complexities of
O(D log _a + log 2 n). These algorithms match lower bounds of [163, 209] but in a model that
is weaker than the one addressed in this chapter. The algorithms mentioned above are all
for global broadcast of one message from a known source. For multiple messages, a deter-
ministic algorithm for k messages with complexity O(k log 3 n + n log4 n) appears in [210],
while randomized global broadcast of multiple messages was studied in [168, 211, 212]. We
refer the reader to an excellent survey on broadcasting in radio networks in [158] and to
Chapter 10.
Wireless networks are not always static; for example, nodes may fail, as a result of
hardware or software malfunctions. Tolerating failed and recovered components is a ba-
sic challenge in decentralized systems because the changes to the network graph are not
immediately known to nodes that are some distance away. Similarly, nodes may join and
leave the network, or may simply be mobile. All of these cases result in changes to the
network graph that affect communication. Depending on the assumptions, these changes
can be quite arbitrary. Having a dynamic network graph imposes additional challenges on
designing distributed algorithms for wireless networks. Results related to dynamic networks
as well as a more detailed description of related work can be found in Chapter 6.
13.2 Network Abstraction
We consider a wireless network where the transmission of a node is received at all neigh-
boring nodes, perhaps colliding with transmissions of other nodes. Formally, the network
is represented by an undirected graph G = (V, E), where VI = n. We denote by N(u) the
subset of V consisting of all of u's neighbors in G and by D the diameter of the network.
The network topology is unknown.
We address two different radio models. One is the full-duplex model, in which nodes
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can listen to the channel while transmitting. The second is the half-duplex mode, in which
at every time, a node can either transmit or listen to the channel. A transmission of a node
v E V is modeled as a string of bits s,. The communication abstraction is such that the
information received by a listening node u E V is equal to GVEN(u) 9o, where the operation
G is the bit-wise XOR operation.
The model is further assumed to be synchronous, that is, the nodes share a global clock,
and a fixed slot length (typically O(log0 (1) n)) is allocated for transmission.
For most parts we assume a bound a < n on the contention that is known to all nodes.
However, the actual contention in the network, which we denote by a', may be even smaller
than a. Each node has a unique ID from some set I of size |II = N, such that N = n0(1 ).
13.3 Bounded-Contention Codes
To extract information from collisions, we propose the following coding technique for basic
Bounded-Contention Coding, in which each node encodes its message into a codeword that
it transmits, in such a way that a collision admits only a single possibility for the set of
messages that produced it. This enables unique decoding.
Definition 13.3.1. An [M,m,a]-BCC-code is a set C C {0,1}" of size |CI = M such
that for any two subsets S 1 , S 2 C C (with S1 4 S2 ) of sizes IS1I,|S2| 5 a it holds that
@®S1 6 @S2, where @DX of X = {21,..., t} is the bit-wise XOR 21 G - - ±Et.
As a warm-up, we start by giving an example of a very simple BCC-code. This is the
code of all unit vectors in {0, 1}M, i.e., C = {j;|1 < i < M, j(j) = 1 if and only if i = j}.
It is easy to see that C is an [M, M, M]-BCC-code, since every subset S C C is of size
s < M, and we have E S = z where ±,(j) = 1 if and only if zj E S, implying that
Definition 13.3.1 holds.
The parameter M will correspond to the number of distinct transmissions possible
throughout the network; for example, it could correspond to the number of nodes. The
parameters a and m will correspond to contention and slot length, respectively. Therefore,
the BCC-codes that interest us are those with m as small as possible, in order to minimize
the amount of communication. The above simple code, although tolerating the largest value
of a possible, has a very large codeword length. Hence, we are interested in finding BCC
codes that trade off between a and m. To show that such good codes exist, we need the
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following basic background on linear codes. An [M, k, d] -linear code is a linear subspace
of {0, 1}M, (any linear combination of codewords is also a codeword) of dimension k and
minimum Hamming weight d (the Hamming weight of a codeword is the number of indexes
in which the codeword differs from zero). The dual code of a linear code D, denoted DI, is
the set of codewords that are orthogonal to all codewords of D, and is also a linear code.
It holds that (DJ)' = D. The construction for arbitrary [M, m, a]-BCC-codes works as
follows.
BCC construction: Let D be a linear code of words with length M and Hamming
weight at least 2a + 1. Let {21,...,zm} be a basis for the dual code D' of D. Let H be
the m x M parity-check matrix of D, i.e., the matrix whose rows are ..... , tm, and let C
be the set of columns of H. We claim that C is the desired BCC-code.
Lemma 13.3.2. The code C constructed above is an [M, m, a]-BCC-code.
Proof of Lemma 13.3.2: It is clear from the construction that there are M codewords
in C, each of length m. Assume that C is not an [M, m, a]-BCC-code. Then by Defini-
tion 13.3.1, there are two subsets S 1, S 2 ; C of sizes IS, 1,1S 21 < a, respectively, such that
E S = D S2 . Without loss of generality we can assume that S n S2 = 0 because adding
the same codeword to both sets does not effect the equality of their XORs. This implies that
1 S U S 2 = 0. However, it is well known (see [213, Theorem 2.2]) that every set of d - 1
columns of H, where d is the minimum Hamming weight of D, is linearly independent'. In
our case, d = 2a + 1 and |Si U S21 <; 2a, which contradicts having ( Si U S2 = 0, giving
that C is an [M, m, a]-BCC-code. M
As the following sections will show, we need [M, m, a]-BCC-codes with m as small as possible
and a as large as possible. By Lemma 13.3.2, this means we need to find linear codes of
dimension k = M - m as large as possible and minimum Hamming weight d > 2a + 1 as
large as possible. Note that we are only interested in the existence of good codes as the ID
of a node will imply the codewords assigned to it, requiring no additional communication.
Lemma 13.3.3. There is an [M, m, a]-BCC code with m = O(a log M).
Proof of Lemma 13.3.3: The Gilbert-Varshamov bound [213] says that 2 k > 2M
-E( 1 )
for codes of length M, dimension k, and minimum Hamming distance d. This implies
'For every set S C C, let ys be the length M vector characterizing the set S, i.e., ps (i) = 1 if and only
if the i-th column is an element in S. Consider the multiplication of the matrix H by the vector ps. If
H s = 0 then y is orthogonal to D-, hence y E (D-)L = D. This implies that the Hamming weight of p
is at least 2a + 1.
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that k > M - log(d(-M_)d-1) which is O(M - dlog M). In our notation, this gives m =
O(a log M). A greedy algorithm that repeatedly adds as a codeword an element of {0, 1}M
that is not in a ball of distance d around any previously chosen codeword clearly attains
the Gilbert-Varshamov bound. A slight modification also produces such a code that is
also linear (see, e.g., [213, Theorem 4.4]). By Lemma 13.3.2, using this in the above BCC
construction gives an [M, m, a]-BCC code with m = O(a log M). N
Lemma 13.3.3 implies, for example, that there are BCC-codes with a = e(log M) and
m = O(log M - log M) = O(log 2 M). As explained earlier, for solving the problem of local
broadcast, the parameters a and m correspond to the contention and the transmission
length, respectively. As we show in the next section, such BCC-codes with poly-logarithmic
parameters are well-suited for the case of bounded contention, hence we refer to them as
Bounded-Contention Codes.
In fact, the BCC-codes presented above are optimal, since Q(a log M) is a lower bound
for m. The reason for this is that each XOR needs to uniquely correspond to a subset of
size at most a out of a set of size M. The number of such subsets is (M), therefore each
codeword needs to have length Q(log (i)) = Q(a log M).
13.4 Local Broadcast
This section shows how to use BCC-codes for obtaining local broadcast in the additive radio
network model. The simplest way to illustrate our technique is the following. Assume that
in every neighborhood there are at most a participants, and each node needs to learn the
IDs of all participants in its neighborhood. The nodes use an [N, a log N, a]-BCC code to
encode their IDs and, since at most a nodes transmit in every neighborhood, every receiver
is guaranteed to be able to decode the received XOR into the set of local participants.
For the case of a single-hop network, we show how this information can then be used in
order to assign unique transmission slots for the participants. However, while this shows
the simplicity of using BCC-codes for coping with collisions, it does not extend to multi-
hop networks since these require more coordination in order to assign slots for interfering
transmitters (who can be more than a single hop from one another, as in the case of a hidden
terminal). Instead, we show how to use BCC-codes for directly coding the information
rather than only the IDs of the transmitters.
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13.4.1 Single-hop Networks
For the case of a single-hop network, the graph G is a complete graph: in each time slot
every listening node receives an XOR of all the strings transmitted in this slot by all other
nodes in the network. We assume a bound a on the contention, but our approach allows a
slight improvement by being adaptive to the actual number of transmitters, a', rather than
only depending on its bound, a. We do this by assigning a few slots for the purpose of
just finding out which are the nodes that want to transmit and agreeing on an allocation of
slots for them in which each transmitter v will transmit alone, guaranteeing that all other
nodes receive its data s, successfully. We start with the full-duplex model, which means
that nodes can listen and transmit at the same time.
Algorithm 1 Local broadcast using BCC, code for transmitter u with data su.
1: Transmit codeword C(u) from an [N, a log N, a]-BCC code C,
and receive 6 = ,gg C(v), where S E V is the set of nodes that transmit.
2: Order nodes S by increasing IDs and transmit su at your turn.
Since this is a single-hop network, all nodes receive 6 = vES C(v), where S E V is the
set of nodes that want to transmit. Recall that we are assuming only small contention in the
network, which means formally that |SI = a' < a. Since C is an [N, a log N, a]-BCC-code, 6
can be uniquely decoded into the set {C(v)lv E S}, and, more important, the set S can be
uniquely identified by all nodes. This means that all nodes know after the first slot exactly
who wants to transmit. This implies an agreement on the number of slots needed for each
of the to transmit alone, as well as an order for their transmitters by increasing IDs.
After sending the codewords, the transmitters actually go ahead with their transmissions
according to the slot assignment, which means that a' < a slots are used, each of length f.
This sums up to O(a log n + a') bits. We can improve this even further by noticing that we
do not need to bound in advance the length f of the information transmitted. The reason
for this is that each transmitting node now has its own assignment, and could transmit
for an unbounded number of slots while ending its transmission with some predetermined
signal, allowing the next transmitter to go ahead. This does not require more than a very
small constant overhead in the length of the transmission, and it implies adaptivity in terms
of the message length (as well as in terms of the actual contention). This gives the following
result.
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Theorem 13.4.1. In a single-hop network with a' < a transmitters vi, i E {1,. .. , a'} with
information of Ev, bits each, Algorithm 1 gives that every node receives all the information
within O(a(log n) + Ed 1 fvj) bits.
With half-duplex radios, we let each node choose whether it listens or transmits (if
needed) with probability 1/2. This gives that for every message and every node v, in
each round there is probability 1/4 for the message to be transmitted and heard by v.
In expectation, a constant number of rounds is needed for v to hear any single message,
and using a standard Chernoff bound implies that O(logn) rounds are needed with high
probability. Finally, a union bound over all n nodes and all messages gives the following
theorem.
Theorem 13.4.2. In a single-hop network with a' < a transmitters vi, i E {1,. .. , a'} with
information of Evi bits each, the modification of Algorithm 1 gives that every node receives
all the information within O(a(log2 n) + 1 Ev ) bits, with high probability.
13.4.2 Multi-hop Networks
For multi-hop networks we first consider the same problem of local broadcast: every node,
whether or not it is a transmitter, must receive all the messages sent by its neighbors. For
this subsection, we assume that the bound a on the contention is a local bound, that is,
there are at most a nodes in every set N(u) throughout the network that want to transmit.
We assume the real data that a node v wants to transmit may be any element s E {0, 1}y.
Instead of encoding the IDs of the nodes in the network, we use an [N2, m, a]-BCC code C
and every node v is assigned 21 codewords {C(v, s) Is E {0, 1}t} for it to use. This implies
that the length of the codewords is m = O(a log (N2)) = O(a(log N+f)) = O(a(log n+)).
Notice that this is optimal since a log n is required in order to distinguish subsets of size a
among n nodes, and the at term cannot be avoided if a nodes transmit t bits each.
With half-duplex radios, we let each node choose whether it listens or transmits (if
needed) with probability 1/2. This gives that for every message and every node v, in
each round there is probability 1/4 for the message to be transmitted and heard by v.
In expectation, a constant number of rounds is needed for v to hear any single message,
and using a standard Chernoff bound implies that O(logn) rounds are needed with high
probability. Finally, a union bound over all n nodes and all messages gives the following
theorem.
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Theorem 13.4.3. In a multi-hop network with at most a transmitters with information of
f bits each in each N(u), local broadcast can be obtained within O((a log n + at) log n) bits,
with high probability.
13.5 Global Broadcast
In this section we show how to obtain global broadcast by combining BCC and network
coding. We assume that at most a nodes have a message of f bits each that needs to be
received by all nodes of the network. We first briefly recap the random linear network
coding protocol (PRLNC) as a solution to the global broadcast problem in additive radio
networks and then, in Subsection 13.5.2, show how BCC can significantly reduce the coding
coefficient overhead of PRLNC when a << n.
13.5.1 Random Linear Network Coding
Random linear network coding is a powerful method to achieve optimal global broadcast,
in particular in distributed networks in which nodes cannot easily coordinate to route in-
formation through the network. Instead of sending pieces of information around directly,
PRLNC communicates (random) linear combinations of messages over a finite field F. We
quickly recap the PRNLNC algorithm for q = 2 here but refer to Chapter 4 for a more
detailed exposition. Choosing the field size q to be 2 allows us to see vectors in Fq simply
as bit-vectors and linear combinations of vectors as XORs.
We denote with m, e F' the message sent out by node u and denote with S the set
of at most a nodes that initially have a message. Given this, any packet sent out during
the PRLNC protocol has the form (p, ENe1 ptm) E FNe where p E FN is a coefficient
vector indicating which messages are XOR-ed together in the second portion of a packet,
i.e., a characterizing vector. We call packets of this form valid. A node u that initially
starts with a message mu treats this message as if it received the packet (eu, mu) before
round one, where eu is the standard basis vector corresponding to u (that is, with a one
at the coefficient corresponding to u, and zeros otherwise). During the protocol, each node
that is supposed to send a packet takes all packets it has received so far and includes each
of them independently with probability 1/2 in the new packet. The new packet is formed
by taking the XORs of all packets selected in this way (if no packet is selected the node
remains silent or alternatively sends the all zero vector). Nodes decode by using Gaussian
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elimination. This can be done if and only if a node has received a valid packets with linearly
independent coefficient vectors. We note that, because of linearity, all initial packets and
all packets created during the PRLNC protocol are valid. More importantly, if multiple
neighbors of a node send valid packets then the XOR of these packets which is received is
also valid since the coefficient vectors and the message part XOR separately and component-
wise. This makes PRLNC a simple but powerful tool for exploiting the linear and additive
nature of the additive radio networks we study here.
Algorithm 2 Global broadcast using PRLNC, code for transmitter u with data su.
0: Initially, Su contains a single packet (eu, mu)
1: FOR round i = 1,..., 32(D + a + log N):
2: With probability 1/2 DO:
3: Listen to channel for N + f bits and update Su, the set of packets known to u
4: OTHERWISE
5: Send a packet (p, EVS AomV),
6: which is an XOR of a subset of packets in Su, each chosen with probability 1/2.
We analyze the complexity of this PRLNC scheme when used on top of an additive radio
network. As in Section 13.4, nodes can either transmit or listen to the channel at any given
round since they have half-duplex radios. We use the above PRLNC algorithm together
with the strategy of choosing in each round whether to transmit or listen at random with
probability 1/2.
We show that the PRLNC protocol achieves an optimal round complexity of O(D +a+
log n) with high probability. Our proof is based on the projection analysis technique from
Chapter 5 but we give a simple, self-contained proof here. The reason that the analysis
carries over from a message passing model to the radio networks considered here so easily is
their additivity. In particular, we use the effect that the XOR of randomly selected packets
sent out by several neighbors which get XORed in the air are equivalent to the XOR of a
random selection of packets known to at least one neighbor.
Theorem 13.5.1. PRLNC disseminates all a messages, with high probability, in O(D +
a + log n) rounds in which messages of N + f bits are sent in each round.
Proof of Theorem 13.5.1: We say a node knows a coefficient vector pL E F2 if it has
received a packet with a coefficient vector that is non-perpendicular to pL (over GF(2)). We
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claim that for any non-zero vector p the probability that any fixed node v does not learn p
within O(D + a +log n) rounds is at most 2 -(a+2logn). Then, a union bound over all nodes
and all 2' coefficient vectors in p E F2 initially shows that, with high probability, all nodes
know all vectors in the span of the messages given away initially. Finally, it is then easy to
conclude that all nodes can decode.
To prove this claim we look at a shortest path P from v to a node that initially knows
p (i.e., starts with a message with a non-zero coefficient in p). At any round t, let node
u be the closest node to v on P that knows p. There is a 1/2 chance that u sends and
an independent 1/2 chance of 1/2 that u sends out a packet with a coefficient vector that
is non-perpendicular to p. Thus, in any round independently with probability at least .
knowledge of p makes progress on P. Therefore, in 32(D + a + log n) rounds the expected
number of rounds that make progress is 8(D + a + log n). A standard Chernoff bound shows
that the probability that less than D progress is made in these 32(D + a + log n) rounds is
at most 2 ~(a+21ogn) as claimed.
13.5.2 Reducing the Overhead of PRLNC via BCC-Codes
Note that Theorem 13.5.1 shows that PRLNC has an essentially optimal round complexity.
In particular, Q(D) is a trivial lower bound since information passes at most one step in the
network per round and Q(a) is a lower bound too since in each round at most f bits worth
of information messages are received while ae bits need to be learned in total. Lastly, the
Q(log n) factor is tight for the proposed algorithm, too, because of the randomness used.
On the other hand, the packets sent around have size N + f while carrying only e bits of
information about the messages. Note that N > n and in many cases N = nc >> e for
some constant c which renders the standard PRLNC implementation highly inefficient.
The reason for this is that we use an N bit vector as a header to describe the set of IDs
of nodes whose message is coded into the packet. This vector is always extremely sparse
since at most n << N nodes are present and at most a << n nodes are sending a message.
Instead of writing down a vector as is one could thus try to use a short representation
of these sparse vectors. Writing down only the IDs of the non-zero components would be
such a sparse representation (with almost optimal bit size a log N) but does not work here,
because when multiple neighbors of a node send sparse coefficient vectors their received
XOR cannot be uniquely decoded. BCC-codes solve exactly this problem, by providing a
sparse vector representation:
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Definition 13.5.2. Let I be an ID set of size N and a be a sparseness parameter. Any
[N, a log N, a] -BCC code C mapping any ID u E I to C(u) E F log N induces a sparse vector
representation s that maps the vector p E F2N to s( p) = S u C(u).
The following two properties make this representation so useful (in particular in this
context):
Lemma 13.5.3. Let I be an ID set of size N, a be a sparseness parameter and s be a sparse
vector representation induced by a BCC-code C. For any two vectors P, p' E F2N with at
most a non-zero components we have:
" Unique Decodability: pL $ p' - s(p) p s(p').
" Homomorphism under addition: s(lp) + s(ip') = s(p + p').
Replacing the coefficient vectors p in the PRLNC scheme with their sparse representa-
tion leads to the much more efficient PRLNC+BCC scheme.
As in the PRLNC protocol, we denote with m, e Ff the message sent out by node u
and denote with S the set of at most a nodes that initially have a message. Any packet sent
out during the PRLNC+BCC protocol has the form (p, EEI plumu) E F2 logN+e where
p log N is a coded coefficient vector indicating which messages are XOR-ed together in
the second portion of a packet, i.e., it holds the XOR of the BCC-codewords of the IDs of
the messages. As before, each node that is supposed to send a packet takes all packets it
has received so far and includes each of them independently with probability 1/2 in the new
packet. The new packet is formed by taking the XORs of all packets selected in this way,
preceded by the corresponding coded coefficient vector. Nodes decode by using Gaussian
elimination, which can be done if and only if a node has received a valid packets with linearly
independent coefficient vectors. We note that, because of linearity, all initial packets and
all packets created during the PRLNC protocol are valid. Unlike having a list of IDs as
a sparse representation of the coefficient vector, the power of BCC here is that if multiple
neighbors of a node send valid packets then the XOR of these packets which is received is
also valid since the BCC-coded coefficient vectors and the message part XOR separately
and component-wise. Formally, the algorithm is identical to PRLNC, except that the set
S, of messages received by node u is initialized to (C(u), m.) instead of (en, mu), and the
node listens for a log N + f bits, rather than N + f.
Theorem 13.5.4. PRLNC+BCC disseminates all a messages, with high probability, in
O(D + a + log n) rounds in which messages of O(a log n + f) bits are sent in each round.
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Algorithm 3 Global broadcast using PRLNC+BCC, code for transmitter u with data s,.
0: Initially, Su contains a single packet (C(u), mU)
1: FOR round i = 1,...,32(D + a +log N):
2: With probability 1/2 DO:
3: Listen to channel for a log N + f bits and update Su, the set of packets known to u
4: OTHERWISE
5: Send a packet (p, EvS Aom)
6: which is an XOR of a subset of packets in Su, each chosen with probability 1/2.
13.6 Dynamic Networks
In this section, we consider the case of a highly-dynamic network with a worst-case adver-
sary: in every round, that is, between the times nodes send packets, the network graph
is determined by the adversary, which observes the entire computation so far when de-
ciding upon the graph for the next round. Notice that all of the above results for local
broadcast hold for such dynamic networks, given that a slot length is sufficiently long in
order to contain the required information. This is, for example, O(a(logn + f)) bits in
the full-duplex model, which is reasonable to assume if a and f are not too large. We get
absolute guarantees for local broadcast in this highly dynamic setting, while existing work
on avoiding collisions in radio networks cannot achieve this since they require probabilistic
transmissions.
Next, we generalize the PRLNC+BBC framework for the case of this highly-dynamic
network with a worst-case adversary. The only restriction is that the graph has to be
connected in every round. The proof of the resulting theorem is essentially the same as for
the static case but instead of arguing that every message makes progress over a shortest
path P, we argue that it makes some progress since the graph is always connected. Hence
D is replaced by n in the number of rounds needed.
Theorem 13.6.1. In a dynamic additive radio network controlled by an adaptive adver-
sary subject to the constraint that the network is connected at every round, PRLNC+BCC
achieves global broadcast of a messages, with high probability, in O(n + a + log n) rounds
using a packet size of O(a log n + f) bits.
Proof of Theorem 13.6.1: Let S be a set of a messages. We first analyze the algorithm
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given that a is known, and then use the same estimation technique as before to address the
case of an unknown a. For a coefficient vector I E Fa we measure progress by counting
how many nodes know about it. Clearly, initially at least one node knows about p, while
we want all n nodes to know about it in the end. If in a round r this is not achieved yet,
we claim that there is a probability of at least 1/4 for at least one more node to learn p.
This is true because the graph is connected and hence there is at least one node v that
knows P which is connected to a node u that does not know p. As before, the node u has
a probability of at least 1/4 to learn y in this round r. As in the proof of Theorem 13.5.1,
a Chernoff bound shows that the probability that there were not enough (less than n - 1)
such successes in 32(n + a + log n) rounds is at most 2 -(a+1gon). Finally, a union bound over
all 2 a vectors completes the proof. For an unknown a, the same estimation technique works
here since we only require progress through some path to every node, which is promised
since the graph is connected at every round.
13.7 Estimating the Contention
We have given an almost optimal scheme for achieving global broadcast when the number
of senders a (or a good upper bound on it) is known a priori. This assumption is not an
unreasonable one, for example, if network statistics show such behavior. However, in many
cases, local contention may differ at different places throughout the network, or vary over
time. It may also be that the known bound is pessimistic, and the actual contention is much
smaller than this bound. In this section, we show a method for removing this assumption
by using BCC-codes to quickly determine a (and also reveal the identity of all senders).
The mechanism we present allows for estimating the current contention and then using
a code that corresponds to that estimate. A standard way to obtain a good estimation
of contention is by having the nodes double a small initial guess until they succeed in
local broadcast. In our BCC framework, the tricky part of this approach is to identify
success. Specifically, using a bounded-contention code with parameter a for a set S of
k > a transmitters may produce an XOR that is a valid XOR of some set S' of k' < a
transmitters. Hence, the nodes need to be able to distinguish between such a case and the
case where S' is the true set of transmitters.
The idea behind our algorithm is simple. We use an [N, 2k log N, 2k]-BCC code to send
out IDs in every round to make them propagate through the network. Every node u keeps
track of the set Su of all IDs it has heard from so far. In every round node u sends out
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an XOR in which each of the IDs in S is independently included with probability 1/2.
If k > a then nodes receive the sum of at most a nodes in every round and are able to
split this sum into IDs which are then added to their sets. This way an ID propagates
from one node to the next with constant probability and we show that within O(D +log n)
rounds every node, with high probability, receives the ID of every node that wants to send.
However, if k < a we may get XORs of more than 2k IDs, which have no unique decoding
guarantees by the BCC-code. The following algorithm takes care of this by detecting such
a case eventually (and sufficiently fast).
Algorithm 4 Estimating the Contention a, pseudo-code for node u.
1: k +- 2
2: REPEAT UNTIL fail, = false and |Sul < k
3: k <- 2k
4: f ailu +- false
5: C +- [N, 2k log N, 2k]-BCC code
6: IF node u is a sender
7: Su +- {C(u)}
8: ELSE
9: SU +- 0
10: FOR iteration i = 1, ... , 32(D +log n):
11: IF failu
12: send log n random bits
13: ELSE
14: listen for log n random bits
15: IF received a non-zero string
16: failu +- true
17: With probability 1/2 DO
18: Send Evesu XoC(v) where Xv are i.i.d. uniformly Bernoulli
19: OTHERWISE
20: listen for 2k log N bits
21: IF what received can be decoded as Eves C(v) for a |SI < k
22: SU+-SU S
23: ELSE
24: failu +- true
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Theorem 13.7.1. With high probability, Algorithm 4 correctly identifies the subset of
senders S at every node after a total amount of communication of O((D + log n)(a log n))
bits.
Proof of Theorem 13.7.1: We first show that at the end of each iteration in which
k < a, with high probability, every node u has failu = true or IS, I > k. To show this, we
argue that for every node u and every ID of a sender s, either fail,, = true or C(s) E Su.
Initially, by Lines 6-7, this is true for the sender s itself. Let P be a shortest path from
u to s, and let w be the closest node to u on P that has fail, = true or C(s) E Sw.
If fail,, = true then w sends on Line 13, and this indication of failure makes progress
on P, with high probability (the probability for a zeros string is exponentially small in
its logarithmic length). Otherwise, C(s) E Se, and there is a probability of 1/2 that w
transmits and an independent probability of 1/2 that w sends out a packet with X, = 1 on
Line 20.
Fix the set X of IDs x : s for which C(x) is included in the XOR that v, the neighbor
of w along P, receives and consider the following cases. If X is decoded into a set of size
larger than k or into a non-valid set then, with probability at least 1/4, C(s) is not included
in the XOR and it is correctly decoded to produce fail, +- true. Otherwise, X is decoded
into a set of size at most k and then, with probability at least 1/4, C(s) is included in the
XOR and v decodes a valid set of size at most k + 1. If the size is k + 1 then f ail, +- true
and otherwise C(s) is added to Sv.
Thus, in any round, independently with probability at least 1/4, knowledge of C(s)
or the indication of failure makes progress on P. Therefore, in 32(D + log n) rounds the
expected number of rounds that make progress is 8(D +log n). A standard Chernoff bound
shows that the probability that less than D progress is made in these 32(D + log n) rounds
is at most 2 -2o"gn as claimed. Then, a union bound over all n nodes and all k < n senders
shows that, with high probability, every node u has failu = true or Su > k.
This implies that, with high probability, when k < a all nodes double their estimate
and proceed to the next iteration. The same analysis shows that if the algorithm reaches
an iteration in which k > a then the algorithm stops, with high probability, with each node
having identified S, since a failure indication is never produced. The number of rounds
in each iteration is O(D + log n) and the number of bits per round in an iteration with
estimate k is O(klog N), which implies that the total number of bits communicated is
'kO((D + log n)(k log n)) = O((D + log n)(a log n)). 0
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One can use this procedure not just to estimate a but also to exploit the fact that it
gives the IDs of all senders in order to simplify the PRLNC algorithm. For this, we order
the IDs of the senders and assign to the i highest node the ith standard basis vector out
of the space Fa. We then use this as a sparse and concise coefficient vector in the PRLNC
protocol. This gives the following:
Corollary 13.7.2. After running the BCC-Estimation algorithm, PRLNC achieves global
broadcast, with high probability, in O(D + a + log n) rounds in which packets of size a +
bits are sent in each round.
13.8 Discussion
This chapter presents a coding technique for additive wireless networks, which allows effi-
cient local and global broadcast given a bound on the amount of contention. It also shows
how to estimate the contention when it is not known in advance. The results hold also for
dynamic networks whose arbitrary changes are controlled by a worst-case adversary. For
full-duplex radios, it gives a deterministic framework providing absolute guarantees.
Directions for further research include using BCC-codes for solving additional dis-
tributed problems in the additive wireless network model, and handling extensions to the
model, such as noise and asynchrony.
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Chapter 14
Beeping a Maximal Independent
Set
14.1 Introduction
An MIS is a maximal set of nodes in network such that no two nodes in the set are neighbors.
Since the set is maximal every node in the network is either in the MIS or has a neighbor
in the MIS. The problem of distributively finding an MIS has been extensively studied in
various models [55, 136, 214, 215, 216, 217, 218, 219, 220, 221] and has many applications in
networking, and in particular in radio sensor networks. Some of the practical applications
include the construction of a backbone for wireless networks, as a foundation for routing and
for clustering, and for generating spanning trees to reduce communication costs [55, 221].
This chapter studies the problem of finding an MIS in the discrete beeping wireless
network model introduced in [222]. The network is modeled as an undirected graph and
time progresses in discrete and synchronous time slots. In each time slot a node can either
transmit a "jamming" signal (called a beep) or detect whether at least one of its neighbors
beeps. We believe that such a model is minimalistic enough to be implementable in many
real world scenarios. For example, it can easily be implemented using carrier sensing alone,
where nodes only differentiate between silence and the presence of a signal on the wireless
channel. Further, it has been shown that such a minimal communication model is strong
enough to efficiently solve non-trivial tasks [222, 223, 224, 225]. The model is interesting
from a practical point of view since carrier sensing typically uses less energy to communicate
and reaches larger distances when compared with sending regular messages.
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While this model is clearly useful for computer networks, it is also useful to model bi-
ological processes. In biological systems, cells communicate by secreting certain proteins
that are sensed ("heard") by neighboring cells [2151. This is similar to a node in a radio
network transmitting a carrier signal which is sensed ("heard") by its neighbors. Such
physical message passing allows for an upper bound on message delay. Thus, for a com-
putational model based on these biological systems, we can assume a set of synchronous
and anonymous processes communicating using beeps [222] in an arbitrary topology. We
have recently shown that a variant of MIS is solved by a biological process, sensory organ
precursor (SOP) selection in flies, and that the fly's solution provides a novel algorithm for
solving MIS [223]. Here we extend algorithms for this model in several ways as discussed
below.
The chapter has two parts. First we prove a lower bound that shows that in a beep-
ing model with adversarial wake-up it is not possible to locally converge to an MIS in
sub-polynomial time. Next we present several relaxations of this model under which poly-
logarithmic MIS constructions are possible.
The lower bound shows that if nodes are not endowed with any information about the
underlying communication graph, and their wake-up time is under the control of the adver-
sary, any (randomized) distributed algorithm to find an MIS requires at least fn/-logn)
rounds. We remark that this lower bound holds much more generally. We prove the lower
bound for the significantly more powerful radio network model with collision detection and
arbitrary message sizes. The lower bound is therefore not an artifact of the amount of
information which can be communicated in the beeping model.
Following the lower bound, in the second part of the chapter four weaker models are
considered and a polylogarithmic time algorithm for an MIS construction is presented for
each of these models. First, we present an algorithm that uses a polynomial upper bound on
the size of the network, to compute an MIS in O(log 3 n) rounds with high probability. Our
next two algorithms assume that nodes are awakened by incoming beeps (wake-on-beep).
First, we present an O(log2 n) rounds algorithm in the wake-on-beep model with sender
collision detection. Next, we present a O(log3 n) time algorithm that works without sender
collision detection in the same wake-on-beep model. Finally, we show that even if nodes are
only by an adversary (and not by incoming beeps) it is possible to use synchronous clocks
to compute an MIS in O(log2 n) time without any information about the network. The
results are summarized in Table 14.1. We highlight that all the upper bounds presented
in this chapter compute a stable MIS eventually and almost surely. That is, once an
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Table 14.1: Model restrictions and algorithmic running times
Section Assumptions Running Time
4 None (lower bound) ( Vn/-log n)
5 Upper bound on n O(log3 n)
6 Wake-on-Beep + Sender Collision Detection O(log 2 n)
7 Wake-on-Beep O(log3 n)
8 Synchronous Clocks O(log 2 n)
MIS is computed it is stable and the probability that no MIS is computed until time t is
exponentially small in t. Thus only the running times of our algorithms are randomized.
14.2 Related Work
The problem of finding an MIS has been recognized and studied as a fundamental distributed
computing problem for a long time (e.g., [136, 214, 226, 227]). Perhaps the single most
influential MIS algorithm is the elegant randomized algorithm of [136, 214], generally known
as Luby's algorithm, which has a running time of O(log n). This algorithm works in a
standard message passing model, where nodes can concurrently and reliably send and receive
messages over all point-to-point links to their neighbors. [220] showed how to improve the
bit complexity of Luby's algorithm to use only O(logn) bits per channel (0(1) bits per
round). For the case where the size of the largest independent set in the 2-neighborhood
of each node is restricted to be a constant (known as bounded independence or growth-
bounded graphs), [228] presented an algorithm that computes an MIS in 0(log* n) rounds.
This class of graphs includes unit disk graphs and other geometric graphs that have been
studied in the context of wireless networks.
While several methods were suggested for computing an MIS in a distributed setting,
most previous algorithms are designed for a classical message passing model without mes-
sage interference and collisions and they are based on the assumption that nodes know
something about the local or global topology of the network. The first effort to design
a distributed MIS algorithm for a wireless communication model in which the number of
neighbors is not known is by [229]. They provide an algorithm for the radio network model
with a O(log9 n/log log n) running time. This was later improved [219] to O(log 2 n). Both
algorithms assume that the underlying graph is a unit disk graph (the algorithms also work
for somewhat more general class of geometric graphs). In addition, while the algorithms
solve the MIS problem in multi-hop networks with adversarial wake up, they assume that
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an upper bound on the number of nodes in the network is known. In addition to the upper
bound assumption their model allows for (and their algorithm uses) messages whose size is
a function of the number of nodes in the network.
The use of carrier sensing and collision detection in wireless networks has been studied
in [225, 230, 231]. As shown in [225], collision detection can be powerful and can be used
to improve the complexity of algorithms for various basic problems. [232] show how to
approximate a minimum dominating set in a physical interference (SINR) model where in
addition to sending messages, nodes can perform carrier sensing. In [233], it is demonstrated
how to use carrier sensing as an elegant and efficient way for coordination in practice.
Our work is not the first to uses carrier sensing alone for distributed wireless network
algorithms. A similar model to the beeping model considered here was first studied in
[224, 234]. As used here, the model has been introduced in [222], where it is shown how to
efficiently obtain a variant of graph coloring that can be used to schedule non-overlapping
message transmissions. In [223] a variant of the beeping model, there called the fly model,
was considered. The fly model makes three additional assumptions: that all the processes
wake up at the same round, that a bound on the network size is known to the processes,
and that senders can detect collisions. That is, processes can listen on the medium while
broadcasting (as in some radio and local area networks). Apart from [223], the most closely
related work are results from [225]. In [225], it is shown that in growth-bounded graphs
(a.k.a. bounded independence graphs) an MIS can be computed in O(log n) time using only
carrier sensing. Specifically, they assume nodes have receiver-side collision detection, they
know the polynomial growth function of the graph, they known an upper bound on the
size of the network and they have unique identifiers. We study the MIS problem in general
graphs under the beeping model.
14.3 Model
Following [222], we consider a synchronous communication network modeled by an arbitrary
graph G = (V, E) where the vertices V represent processes and the edges represent pairs
of processes that can hear each other. We denote the set of neighbors of node u in G by
NG(u) = {v I {u, v} E E}. For a node u E V we use dG(u) = ING(u)I to denote its degree
(number of neighbors) and we use dm. = maxuEV dG(u) to denote the maximum degree of
G.
Initially all processes are asleep, and a process starts participating in the round after it
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is woken up by an adversary. We denote by Gt g G the subgraph induced by the processes
which are participating in round t.
Instead of communicating by exchanging messages, we consider a more primitive com-
munication model that relies entirely on carrier sensing. Specifically, in every round a
participating process can choose to either beep or listen. If a process v listens in round t
it can only distinguish between silence (i.e., no process u E NG,(v) beeps in round t) or
the presence of one or more beeps (i.e., there exists at least one process u E NG,(v) that
beeps in round t). Observe that a beep conveys less information than a conventional 1-bit
message, for which it is possible to distinguish between no message, a message with a one,
and a message with a zero.
Given an undirected graph H, a set of vertices I C V(H) is an independent set of H if
every edge e E E(H) has at most one endpoint in I. An independent set I C V(H) is a
maximal independent set of H, if for all v E V(H) \ I the set I U {v} is not independent.
An event is said to occur with high probability, if it occurs with probability at least
1 - n-' for any constant c > 1, where n = |VI is the number of nodes in the underlying
communication graph. For a positive integer k E N we use [k] as short hand notation for
{1,... , k}. In a slight abuse of this notation we use [0] to denote the empty set 0 and for
a, b E N and a < b we use [a, b] to denote the set {a,.. I b}.
During the execution of an algorithm each node may go through several different states.
Of particular interest are the inactive-state and the MIS-state, which are present in all the
algorithms described in this chapter. A node is defined as stable if it is in the MIS-state
and all its neighbors are in the inactive-state, or if it has a stable neighbor in the MIS-state.
Observe that by definition, if all nodes are stable then all nodes are either in the MIS-state
or in the inactive-state. In all our algorithms, once a node becomes stable it remains stable
thereafter, and moreover eventually all nodes become stable with probability one. We will
prove that the algorithms we propose guarantee that with high probability nodes becomes
stable quickly and the nodes which are in the MIS-state describe a maximal independent
set.
Specifically we say that a (randomized) distributed algorithm the MIS problem in T
rounds if, when no additional nodes are woken up for T rounds, the nodes which are in
the MIS-state describe a stable MIS (with high probability). Furthermore, we require that
eventually the nodes which are in the MIS-state describe a stable MIS with probability one.
Additionally, we say an algorithm locally converges to an MIS in T rounds, if any node
(with high probability) irrevocably decides T rounds (regardless of wakeups) whether to be
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in the MIS-state or not.
14.4 Lower Bound for Uniform Algorithms
In this section we show that without any additional power or a priori information about the
network, e.g., an upper bound on its size or maximum degree, any randomized distributed
algorithm that locally converges to an MIS needs at least polynomial time.
We stress that this lower bound is not an artifact of the beeping model, but a limitation
that stems from having message transmission with collisions and the fact that nodes are
required to decide (but not necessarily terminate) without waiting until all nodes have
woken up (i.e., locally converge). Although we prove the lower bound for the problem of
finding an MIS, the bound can be generalized to other problems (e.g., minimal dominating
set, coloring, etc.).
Specifically, we prove the lower bound for the much stronger communication model of
local message broadcast with collision detection. In this model a process can choose in
every round either to listen or to broadcast a message (no restrictions are made on the size
of the message). When listening a process receives silence if no message is broadcast by its
neighbors, it receives a collision if a message is broadcast by two or more neighbors, and it
receives a message if it is broadcast by exactly one of its neighbors. The beep communication
model can be easily simulated by this model (instead of beeping send a 1 bit message, and
when listening translate a collision or the reception of a message to hearing a beep) and
hence the lower bound applies to the beeping model.
At its core, our lower bound argument relies on the observation that a node can learn
essentially no information about the graph G if after waking up, it always hears collisions or
silence. It thus has to decide whether it remains silent or beeps within a constant number
of rounds. More formally:
Proposition 14.4.1. Let A be an algorithm run by all nodes, and consider a fixed pattern
H E {silent, collision}*. If after waking up a node u hears H(r) whenever it listens in round
r, then there are two constants f > 1 and p E (0, 1] that depend on only A and H such that
either a) u remains listening indefinitely, or b) u listens for f - 1 rounds and broadcasts in
round f with probability p.
Proof. We fix a node u and let p(r) be the probability with which node u beeps in round
r. Observe that p(r) can only depend on r, what node u heard up to round r, that is,
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H[1... r] and its random coin flips. Therefore, given any algorithm, either p(r) = 0 for all
r (and node u remains silent forever), or p(r) > 0 for some r, in which case we let p = p(r)
and f = r. E
We now prove the main result of this section:
Theorem 14.4.2. If nodes have no a priori information about the graph G then any dis-
tributed algorithm in the local message broadcast model with collision detection that locally
converges to an MIS requires with constant probability at least Q( n/ log n) rounds.
Proof. We fix any algorithm A and use Proposition 14.4.1 to split the analysis into three
cases. In all cases we show that there is a family of graphs on which, with probability
1 - o(1), algorithm A does not locally converge to an MIS if it is run for o(n/log n)
rounds.
We first ask what happens with nodes running algorithm A that hear only silence after
waking up. Proposition 14.4.1 implies that either nodes remain silent forever, or there are
constants f and p such that nodes broadcast after t rounds with probability p. In the first
case, suppose nodes are in a clique, and observe that no node will ever broadcast anything.
In this case nodes cannot learn anything about the underlying graph and in particular
cannot break symmetry between them. Thus, either no node joins the MIS, or all nodes
join the MIS independently with constant probability, in which case their success probability
is exponentially small in n.
We can thus apply Proposition 14.4.1 and assume for the rest of the argument that nodes
running A that hear only silence after waking up broadcast after f rounds with probability
p. Now we consider what happens with nodes running A that hear only collisions after
waking up. Again, by Proposition 14.4.1 we know that either they remain silent forever, or
there are constants m and p' such that nodes broadcast after m rounds with probability p'.
In the rest of the proof we describe a different execution for each of these cases.
wake Ot= 1, beep Ot = +41 wake Ot =2, beep Ot =f$+2 wake Ot= k- 1, beep Ot = + k - I
C1 I C1 (1) C1 (2) C1 (W I C2  C2 (14-) C2Eci f Cas (1) c(k)
-1t.. ... p ... Ukr..,d
Figure 14-1: Execution for Case 1
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CASE 1: (a node that hears only collisions remains silent forever) We consider
a network topology consisting of several interconnected node-disjoint cliques. For some
k > to be fixed later, we take a set of k - 1 cliques C1,..., Ck-1 and a set of k cliques
U1 ,... , Uk, where each clique Ci has E(k log n/p) vertices, and each clique Uj has E(log n)
vertices. We consider a partition of each clique Ci into k sub-cliques Ci(1), ... , Ci(k) where
each sub-clique has 0(log n/p) vertices. For simplicity we say two cliques are connected if
they form a complete bipartite graph.
For every j E [k] clique Uj is connected to sub-clique Ci(j) for each i e [k - 1]. We
consider the execution where in round i E [k - 1] clique Ci wakes up, and in round f the
cliques U1 , . .. , Uk wake up simultaneously. Hence, when clique Uj wakes up, it is connected
to sub-clique Ci(j) for each i < f. Similarly for i > e, when clique Ci wakes up, for all
j E [k], sub-clique Ci(j) is connected to clique U3 .
Because the first nodes wake up in round 1, no node participates in round 1. During
the rounds 2, ... , f, only the nodes in C-cliques are participating and they all remain silent
and hear silence. In round f +1 every node in C1 broadcasts with probability p. Thus with
high probability for all j E [k] at least two nodes in sub-clique C1 (j) broadcast in round f.
This guarantees that all the nodes in the U-cliques hear a collision during the first round
they are awake, and hence they also listen for the second round. In turn, this implies that
the nodes in C2 hear silence during the first e - 1 rounds they participate, and again for
j E [k], with high probability, there are at least two nodes in C 2 (j) that broadcast in round
f+ 2.
We can extend this argument inductively to show that, with high probability. For each
i E [k - 1] and for every j E [k] at least two nodes in sub-clique Ci(j) broadcast in round
f + i. Therefore, with high probability, all nodes in cliques U1 , . . . , Uk hear collisions during
the first k - 1 rounds after waking up.
Observe that at most one node in each Ci clique can join the MIS, that is, only one
of the sub-cliques of Ci has a node in the MIS. Since there are more U-cliques than there
are C-cliques the pigeon hole principle implies that there exists at least one clique U, that
is connected to only non-MIS nodes. However, since the nodes in U, are connected in a
clique, exactly one node of U, must decide to join the MIS. Note that all nodes in U have
the same state during the first k - 1 rounds. Therefore, if nodes decide after participating
for at most k - 1 rounds, with constant probability, either no node in U, joins the MIS, or
more than two nodes join the MIS.
Finally since the number of nodes n is 0(k 2 log n+k log n), we can let k E E(\n/log n)
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and the claim follows.
C. wake @t = ibeep Ot = e+i
C1 C2 C3 ... Cm-1
UiL U2 U3 ... to3 fr Ukj E [ k - q, k -1]
wake @t = e+j
.2 beepOt=R+m+j-1
Figure 14-2: Execution for Case 2
CASE 2: (after hearing only collisions, a node beeps with probability p' after
m rounds) For some k > m to be fixed later let q = [k] and consider a set of k cliques
Ui,... , Uk and a set of m-1 cliques C1, ... ,Cm-1, where each clique Ui is of size e(logn/p'),
and each clique Ci is of size E(log n/p). As before, we say two cliques are connected if they
form a complete bipartite graph.
If j > 1 then Uj is connected to every Uj for i E {max(1, j - q),... ,j - 1} and if j < m
then U is connected to every clique Ch for h E {j, ... , m}. We consider the execution where
in round i E [m - 1] clique Ci wakes up, and in round f + j for j E [k] clique Uj wakes up.
During the rounds 2,.. ., e-1, the nodes in C1 are participating without hearing anything
else, and hence every node in C1 broadcasts in round e + 1 with probability p. Therefore,
with high probability, at least two nodes in C1 broadcast in round f + 1. This guarantees
the nodes in U1 hear a collision after waking up at round f + 1, and therefore they listen
in round F + 2. In turn this implies the nodes in C2 will also hear silence during the first
f - 1 rounds they participate, and hence, with high probability, at least two nodes in C2
broadcast in round f +2.
As before, we can extend this execution inductively to show that for i E [m - 1] the
nodes in Ci hear silence for the first - 1 rounds they participate, and, with high probability,
at least two nodes in Ci broadcast in round f + i. Moreover, for j E [k] the nodes in Uj
hear collisions for the first m - 1 rounds they participate, and hence with high probability
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there are at least two nodes in Uj who broadcast in round f + m + j - 1. This implies that
with high probability for j E [k - q] the nodes in Uj hear collisions for the first q rounds
they participate.
We show that if nodes choose whether or not to join the MIS q rounds after participating,
then they fail with high probability. In particular consider the nodes in clique Uj for
j E {q,... , k - 2q}. These nodes will hear collisions for the first q rounds they participate,
and they are connected only to other nodes which also hear collisions for the first q rounds
they participate. Therefore, if nodes decide after participating for at most q rounds, with
constant probability either a node and all its neighbors will not be in the MIS, or two or
more neighboring nodes join the MIS.
Finally since we have n E E(m log n + k log n) nodes, we can let k E E(n/ log n) and
hence q E E(n/ log n) and the theorem follows.
14.4.1 Termination Lower Bound
In this section we provide a basic observation about symmetry breaking in beep networks.
We conclude that no MIS algorithm for this model can safely terminate at any time. This
justifies why all our algorithms guarantee safety by running indefinitely.
We note that for the same reasons as before, the results in this subsection hold even for
local message broadcast with collision detection. Moreover they hold under the assumptions
that nodes wake up at the same time and know the size of the network. This includes the
knowledge of an upper bound on the size of the network assumed in Section 14.5, the wake-
on-beep model in Section 14.7 and the assumption of synchronized clocks in Section 14.8.
It applies thus to all our algorithms, except the one in Section 14.6.
Lemma 14.4.3. It is impossible for a node to distinguish at time t with probability more
then 1 - 2-t+1 between an execution in which it is in isolation and an execution in which it
has exactly one neighbor.
Proof. Initially nodes start in identical states and the probability of distinguishing between
being isolated (1-node graph) or having one neighbor (2-node graph) is at most 1/2. In each
round the symmetry between two neighboring nodes is broken only if one node beeps while
the other node listens. Since the nodes are assumed to be in identical states they both have
the same probability p to beep. Therefore the probability that symmetry is broken for the
first time in any particular round is maxp 2(1 - p)p <; 1/2. Hence the probability that after
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t rounds the nodes remain in identical states is at least 2-t. Finally this implies that the
probability that after t rounds a node cannot distinguish between an execution in which it
is isolated and an execution where it has exactly one neighbor is at most 1 - 2-t+1. M
Lemma 14.4.4. An algorithm that solves the MIS problem cannot terminate with a correct
solution in every execution.
Proof. In a 1-node graph a node must join the MIS while in a connected 2-node graph
exactly one node must join the MIS and the other must not. Therefore, a node cannot
terminate if it cannot distinguish between these two cases. Finally, by Lemma 14.4.3 at
any time t there is a non-zero probability for any algorithm to not being able to distinguish
between these two cases.
Lemma 14.4.5. There are graphs where the expected time for any algorithm to converge
to a stable MIS is at least .9e
Proof. Consider a graph of n/2 disjoint pairs of neighboring nodes. A MIS algorithm
can only terminate if it has broken the symmetry in each component where breaking the
symmetry is independent between components. By Lemma 14.4.3 for any t the probability
for this to happen is at most (1 - 2 -)n/2. Using Markov's inequality the expected time
until all pairs break symmetry is at least k(1 - 2 -k)n/2 for any k. Setting k = log n shows
that the expected time to compute an MIS is at least log n(1 - )n/2 and for n > 2 this
implies the expected time to compute an MIS is at least log n/e. E
All our algorithms will always (eventually) converge to a stable MIS, and with high
probability they converge to an MIS in polylogarithmic time. Lemma 14.4.4 and Lemma
14.4.5 imply that both properties are best possible. A Las Vegas algorithm is one which
always produces the correct output but whose running time is probabilistic. Conversely, a
Monte Carlo algorithm is one whose running time is deterministic but only produces the
correct output with high probability. As we pointed out, all the algorithms presented in
this chapter are Las Vegas. However by assuming an upper bound on n it is possible to
turn any of these algorithms into a Monte Carlo algorithm. Specifically, it suffices to add an
early-stopping criteria (using the upper bound on n) once the output is correct with high
probability. Another alternative to convert these Las Vegas algorithms to Monte Carlo is
to endow nodes with unique identifiers. Specifically, using these identifiers it is possible
to augment the algorithms to detect the case where two neighboring nodes are in the MIS
state with certainty in asymptotically the same round complexity as the bit length of the
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identifiers. Yet another alternative to circumvent Lemma 14.4.3 is to assume sender-side
collision detection, an assumption which we consider detail in Section 14.6. This allows
two nodes to detect in a single round whether they are beeping alone, or if there is another
neighbor beeping. Our algorithm in Section 14.6 leverages this assumption to terminate
after O(log2 n) rounds.
14.5 Using an Upper Bound on the Number of Nodes
In this section we give an example demonstrating that knowing a priori information about
the network can drastically change the complexity of the problem. More precisely we show
that by giving all nodes a (crude) upper bound N > n on the total number of nodes
participating in the system, it is possible to circumvent the polynomial lower bound for
Section 14.4 and design an algorithm that locally converges to an MIS in polylog time. It is
not required that all nodes are given the same upper bound. We will describe an algorithm
that guarantees that O(log 2 Nlog n) rounds after a node wakes up, it knows whether it
belongs to the MIS or if it has a neighbor in the MIS. This implies that if the known upper
bound is polynomial in n its possible to design an algorithm that locally converges to an
MIS in O(log 3 n) rounds.
Algorithm. If at any point during the execution a node hears a beep while listening it
restarts the algorithm. When a node wakes up (or it restarts), it stays in an inactive state
where it listens for clog 2 N consecutive rounds. After this inactivity period, nodes enter a
competing state where rounds are grouped into log N phases of c log N consecutive rounds.
Observe that due to the adversarial wake up and the restarts, the phases of different nodes
may not be synchronized. In each round of phase i, a node beeps with probability 2'/8N,
and otherwise it listens. Therefore by phase log N a node beeps with constant probability
in every round. After successfully going through the log N competing phases (recall that
when a beep is heard during any phase, the algorithm restarts) a node assumes it has joined
the MIS and goes into an infinite loop where it beeps half of the time to claim its MIS status
while listening the rest of the time to detect if a neighboring node is also in the MIS.
Theorem 14.5.1. If N is an upper bound on n known to the nodes, Algorithm 13 locally
converges to an MIS in O(log2 N log n) rounds.
We remark that Algorithm 13 is very robust. It is not hard to show that it is self-
stabilizing, that is, nodes can be initialized in any state and with any setting of internal
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Algorithm 13 Upper bound on the size of the network.
1: Restart here whenever receiving a beep.
2: for clog 2 N rounds do listen > Inactive
3: for i E {1, ... ,log N} do > Competing
4: for clog N rounds do
5: with probability 2'/(8N) beep, otherwise listen
6: forever at each round
7: with probability j beep then listen
8: else listen then beep > MIS
variables without affecting the guarantees. It also works as-is under adversarial crashes, that
is, if we give the adversary the power to crash any set of nodes in every round. However,
in the presence of crashes, no algorithm can locally converge to an MIS, since an inactive
node with a single neighboring MIS node cannot always immediately join the MIS when
its MIS neighbor crashes. Nevertheless, Algorithm 13 computes an MIS in O(log2 Nlog n)
rounds. We also refer to the discussion in Section 14.4.1 which shows that without additional
assumptions this Las Vegas algorithm can be turned into a Monte Carlo algorithm that with
high probability gives a correct answer and always terminates in O(log3 N) steps.
Safety. We first prove the safety property of Algorithm 13 in the following lemma:
Lemma 14.5.2. Two neighboring nodes do not join the MIS with high probability. More-
over, in the low probability event that two neighboring nodes join the MIS, then almost
surely eventually one of them becomes inactive.
Proof. Observe that a node must go through an interval of at least clog N rounds in which
it is both listening and beeping with constant probability in every round. If a node is
competing while another node is in the MIS or if two nodes are competing for the MIS
in their last phase both nodes need to choose the same action (beep or listen) for clog N
rounds in order for both nodes to be in the MIS state simultaneously. Therefore, for a
sufficiently large constant c this event will not happen with high probability. On the other
hand, even if two neighboring nodes join the MIS, the probability that they both remain
in the MIS after k rounds is exponentially small in k, so it follows that eventually almost
surely one of the nodes will leave the MIS.
We note that by construction nodes which are in the MIS beep at least every three
rounds. Hence, if a node is in the MIS and all its neighbors are inactive, it follows that the
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MIS node and its neighbors will remain stable indefinitely (or until a neighbor crashes).
Termination. Given Lemma 14.5.2 it remains to show the following lemma to finish the
proof of Theorem 14.5.1:
Lemma 14.5.3. With high probability after O(log2 N log n) rounds a node is either in the
MIS or has a neighbor in the MIS.
We prove this in three steps. First we show that for any node, the sum of the beep
probabilities of its neighbors cannot increase "quickly" after c log N rounds. We then use
this to to show that when a node u is competing, then with constant probability the sum of
the beep probabilities of the neighbors of u are less than a constant. Finally, we show that
a node u hears a beep or produces a beep every O(log2 N) rounds. Every time this happens
there is a constant probability that either a neighbor of u joins the MIS or that u joins the
MIS. Therefore, with high probability the algorithm produces an MIS after O(log2 Nlogn)
rounds.
First we introduce some additional definitions. We use bu(t) to denote the beep prob-
ability of node u in round t. The beep potential of a set of nodes S C V in round t is
defined as the sum of the beep probabilities of nodes in S in round t, and denoted by
ES(t) = E s bu(t). Of particular interest is the beep potential of the neighborhood of a
node, we will use E (t) as a shorthand notation for EN(v)(t).
The next lemma shows that if the beep potential of a particular set of nodes is larger
than a (sufficiently large) constant in a particular round, then it was larger than a constant
in the preceeding clog N rounds. Informally, this is true because the beep probability of
every node increases slowly.
Lemma 14.5.4. Fix a set S C V. If Es(t) > A in round t, then Es(t') > 1A - - for all
t' E [t - clog N, t].
Proof. First we define a partition of the nodes in S. Let P C S be the nodes in S that are
in phase 1 at round t, let Q be the set of nodes which are in phase i > 1 at round t, and let
R be the remaining nodes (i.e., the ones which are not competing). By definition the nodes
in R do not contribute to the beep potential of the nodes in S, we have:
Es(t) = bu(t) + E bu(t)
uEP uEQ
Ep(t) Eq(t)
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Fix t' to be any round in the range [t - clog N, t]. Since nodes in P are in phase 1 in
round t, in round t' they are either in the inactive state or in phase 1. Thus for u E P we
have bu(t') bu(t) = 1/(4N), and since there are at most |P 5 |SI < N nodes, we have
Ep(t') Ep(t) = (N/4)N = 1/4.
Similarly nodes in Q are in phase i > 1 in round t and in phase i or i -1 > 1 in round t'.
Thus for u E Q we have b,(t') 1bu(t) and hence EQ(t') > !EQ(t) = ((Es(t) - Ep(t))
A - -. Finally since Es(t') EQ(t'), we get Es(t') A 2 -
Using the previous lemma, we show that with high probability nodes that are competing
have neighborhoods with a "low" beep potential. Informally this is because if a node had a
neighborhood with a "high" beep potential, the previous result implies it would have had a
high beep potential during the previous clog N rounds, and therefore with high probability
it would have been kicked out of the competition in a previous round.
Lemma 14.5.5. With high probability, if node v is competing in round t then E,(t) < .
Proof. Fix a node v and a time t, we will show that if E,(t) > I then with high probability
node v is not competing at time t.
Let Lv(r) be the event that node v listens in round r and there is a neighbor u E N(v)
that beeps in round T. First we estimate the probability of the event Lv(-r).
P [L(T)]= (1 b(r)) 1 - H (1 - b(r))
UE N(v)
> (1 - b (-r)) -1 - exp - u b(r)
( E N(v)
= 1- bv(r)) - e1- E,,,(r))
From Lemma 14.5.4 we have that if E,(t) > I then Ev(r) > for -r E [t - clog N, t],
together with the fact that bv(r) < 1 this implies that
P [L(r)] 1 (1 - e-1/8) > 0.058
for r E [t - c log N, t].
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Let Cv(t) be the event that node v is competing in round t. Observe that if L,(T) occurs
for r E [t - clog N, t] then node v stops competing for at least clog N rounds and hence
Cv(t) cannot occur. Therefore, the probability that node v does not beep in round t is at
least:
P [-,Cv(t)] > P [3T E [t - clog N, t] : Lv(r) occurs]
> 1 - (1 - P [L (-r)]
r=t-c log N
> 1- exp - : P [Lv(T)]).
r=t-c log N
Finally since for r E [t - clog N, t], it holds that P [Lv(T)] > 0.058, then for a sufficiently
large c we have that node v is not competing in round t with high probability. l
Next, we show that if a node hears a beep or produces a beep in a round when its
neighborhood (and its neighbor's neighborhoods) has a "low" beep potential, then with
constant probability either it joins the MIS, or one of its neighbors joins the MIS. In the
following lemma we say a node beeps alone at time t, if that node beeped at time t and all
of its neighbors listened at time t.
Lemma 14.5.6. Assume that node v beeps or hears a beep in round t and that E_(t) < {
for every u E N(v) U {v}. Then with probability at least j either v beeps alone, or one of
its neighbors beeps alone in round t.
Proof. For simplicity we rename the set N(v)U{v} to the set { 1,... , k} where k = IN(v)|+1.
For i E [k] we consider three events.
Ai : Node i beeps in round t.
Bi : Node i beeps alone in round t.
S: U Bi
iE[k|
Our aim is to show that the event S happens with constant probability. Fix i E [k], as a
first step we show that P [BilAi] is constant.
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P [Bi|Ai] = U [ Aw = n [ I
-W6N(i) -wE N(i)
= T (1 - bw (t))
wEN(i)
> exp -2 E bw(t) = -2E (t)
WEN(i)
Moreover, since by assumption Ei(t) 5 1, it follows that P [BilAi]
We define the following finite partition of the probability space:
1= A1 ,
= A 2 n -A 1,
3 = A3 n -,A 2 n -,A 1,
k-1
(k = Ak n f -Ai.
i=1
Recall that by assumption our probability space is conditioned on the event that "node v
beeps or hears a beep in round t", or in other words Bi e [k] such that Ai has occurred.
Moreover, observe that Ui= 1 6= Uk=1 Ai, and thus P [U= 1k ] =1.
Since the events 1,.. . , (k are pairwise disjoint, by the law of total probability we have:
k
P[3]= P [Sl ]P [6]
Finally since P [S3I|] P [B il] P [Bi|Ai] I then P [S] > _1 p [6] = . L
The three previous lemmas give us the ingredients necessary to prove Lemma 14.5.3 and
thus complete the proof of Theorem 14.5.1:
Proof of Lemma 14.5.3. We say a node has an event in round t, if it beeps or hears a beep
in round t. First we claim that a node has an event every O(log2 N) rounds. Consider a
339
node that does not hear a beep within O(log2 N) rounds (if it does hear a beep, the claim
clearly holds). Then after O(log2 N) it will join the MIS and beep and the claim follows.
From Lemma 14.5.5 we know that when a node decides to beep, with high probability
the beep potential of its neighborhood is less than -. We can use a union bound to say
that when a node hears a beep, with high probability the beep was produced by a node
with a beep potential less than 1. Therefore, we can apply Lemma 14.5.6 to say that with
constant probability every time a node has an event, either the node joins the MIS (if it
was not in the MIS already) or it becomes covered by an MIS node.
Hence, with high probability after O(log n) events, a node is either part of the MIS or
it becomes covered by an MIS node. Since there is an event every O(log2 N) rounds, this
implies that with high probability a node is either inside the MIS or has a neighbor in the
MIS after O(log2 N log n) rounds.
This completes the proof for Theorem 14.5.1.
14.6 Wake-on-Beep and Sender-Side Collision Detection
This section considers a different relaxation of the beeping model. Specifically, while still
allowing the adversary to wake up nodes arbitrarily, in this and the next section we assume
that sleeping nodes also wake up upon receiving a beep. We call this the wake-on-beep
assumption. Moreover, in this section we also assume that when a node beeps, it receives
some feedback from which it can infer if it beeped alone, or if one of its neighbors beeped
concurrently. We call this sender-side collision detection. We will show that in the wake-on-
beep model with sender-side collision detection it is possible to locally converge to an MIS
in O(log 2 n) time, even if nodes have no knowledge about the network topology, including
its size.
This algorithm is an improvement of the algorithm presented in [223], which used an
upper bound on the size of the network. In this algorithm nodes go through several it-
erations in which they gradually decrease the probability of being selected. The running
time of the algorithm is still O(log 2 n) as we show below. Compared to the algorithm in
[223], in addition to eliminating the dependence on any topological information, the current
algorithm tolerates adversarial wake ups if we assume wake-on-beep.
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Algorithm 14 Wake-on-beep and sender-side collision detection
1: upon waking up (by adversary or beep)
2: do beep to wake up neighbors
3: wait for 1 round; x +- 0 > while neighbors wake up
4: repeat
5: x <- X + 1 > 2x is current size estimate
6: for i E {, ... ,x} do > log 2x phases
7: ** exchange 1 ** with 3 rounds
8: listen for 1 round; v +- 0 > round 1
9: w/probability 1/2', beep and set v +- 1 > round 2
10: listen for 1 round > round 3
11: if received beep in exchange 1 then v +- 0
12: ** exchange 2 ** with 3 rounds
13: listen for 1 round > round 1
14: if v = 1 then beep and join MIS > round 2
15: listen for 1 round > round 3
16: until in MIS or received beep in exchange 2
17: terminate
Algorithm. The algorithm proceeds in phases each consisting of x steps where x is the
total number of phases performed so far (the phase counter). Step i of each phase consists of
two exchanges. In the first exchange nodes beep with probability pi (the value of pi is given
by the algorithm), and in the second exchange a node that beeped in the first exchange and
did not hear a beep from any of its neighbors, beeps again, signaling its neighbors it has
joined the MIS and they should become inactive and exit the algorithm.
Nodes that are woken up by the adversary propagate a wave of wake-up beeps through-
out the network. Upon hearing the first beep, which must be the wake up beep, a node
broadcasts the wake up beep in the next round, and then waits one round to ensure none
of its neighbors are still asleep. This ensures that all neighbors of a node wake up either in
the same round as that node or one round before or after that node. Due to these possible
differences in wakeup time, we divide each exchange into 3 rounds. During the second round
of the first exchange each active node beeps with probability pi (the value of pi is given in
the algorithm). The second exchange also takes three rounds. A node that beeps in the first
exchange joins the MIS if none of its neighbors beeped in any of the three rounds of the first
exchange. Such a node again beeps in the second round of the second exchange signaling
its neighbors to terminate the algorithm. The algorithm is detailed in Algorithm 14.
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Safety. While the algorithm in [223] uses a different set of coin flip probabilities, it relies
on a similar two exchanges structure to guarantee the safety properties of the algorithm.
In [223], each exchange is only one round (since synchronous wakeup is assumed). We thus
need to show that replacing each one round exchange with a three round exchange does
not affect the MIS safety properties of [223]. We start by proving that the termination
lemma from [223], which relies on the fact that all neighbors are using the same probability
distribution in each exchange, still holds.
Lemma 14.6.1. All messages received by node j in the first exchange of step i were sent
by processes using the same probability as j in that step.
Proof. Let k be a neighbor of j. If k started in the same round as j (both woke up at the
same round) then they are fully synchronized and we are done. If k started before j then
the first message k sent has awakened j. Thus, they are only one round apart in terms of
execution. Any message sent by k in the second round of the first exchange of step i would
be received by j in the first round of that exchange. Similarly, if k was awakened after j it
must have been a 1 round difference and j would receive k's message of the first exchange
of step i (if k decided to beep) in the third round of that exchange. Thus, all messages
received by j are from processes that are also in step i and so all processes from which j
receives messages in that exchange are using the same probability distribution. E
A similar argument would show that all messages received in the second exchange of
step i are from processes that are in the second exchange of that step. Since our safety
proof [223] only relies on the coherence of the exchange it still holds for this algorithm.
Termination. After establishing the safety guarantees, we next prove that with high
probability all nodes terminate the algorithm in O(log2 n) time where n is the number of
nodes that participate in the algorithm. Let d, be the number of active neighbors of node
v. We start with the following definition of [214]. A node v is good if it has at least dv/3
active neighbors u, such that, d, d,. An edge is good if at least one of its endpoints is a
good node.
Lemma 14.6.2 (Lemma 4.4 from [214]). In every graph G at least half of the edges are
good. Thus, Evg,,,,,ddv |E|/2.
Note that we need less than O(log2 n) steps to reach x > log n, since each phase x < log n
has less than log n steps. When x > log n, the first log n steps in each phase are using the
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probabilities: 1, 1/2,1/4, ... , 2/n, 1/n. Below we show that from round x = log n, we need at
most O(log n) more phases to guarantee that all processes terminate with high probability.
We say an edge is deleted if one of its endpoints joins the MIS.
Lemma 14.6.3. In a phase (with more than log n steps) in expectation a constant fraction
of the edges are deleted.
Proof. Fix a phase j, and fix a good node v. We claim that the expected number of edges
incident to v that are deleted in phase j is P(d,). To prove the claim assume that at the
beginning of phase j, 2k < d, 2k+1 for some 0 < k < log n. If when we reach step i = k
in phase j at least d,/20 edges incident to v were already removed we are done. Otherwise,
at step i there are still at least d,/3 - d,/20 > dv/4 > 2 k~2 neighbors u of v with d" d,.
Let A be the event that node v or a neighbor u with du < dv beeps. Node v and all its
neighbors u are flipping coins with probability - at this step and thus the probability of
A occurring is:
P(A) 1 - 1 - 2 -2
On the other hand, all such nodes u, and v, have less than 2k+1 neighbors. Thus, the
probability that a node from this set that beeps does not collide with any other node is:
P(no collisions) 2 (1 - ) 1/e
Thus, in phase j a node v has probability of at least (1 - -)) 1 > to be removed. Thus,
the probability that v is removed in phase j is Q(1) and hence the expected number of edges
incident with v removed during this phase is Q (dv), which completes our claim.
Combining the previous claim with Lemma 14.6.2, then we can use linearity of ex-
pectation to show that the expected number of edges deleted in each phase is at least
Q(Eve.92ddv) = Q(|E|3. 0
With this lemma in place, we are ready to prove the main theorem of this section.
Theorem 14.6.4. Using sender-side collision detection and wake-on-beep, Algorithm 2
locally converges to an MIS in O(log 2 n) rounds.
Proof. Note that since the number of edges removed in a phase in a graph (V, E) is clearly
always at most |Ej, the last lemma implies that for any given history, with probability at
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least Q(1), the number of edges removed in a phase is at least a constant fraction of the
number of edges that have not been deleted yet. Therefore there are two positive constants
p and c, so that the probability that in a phase at least a fraction c of the number of
remaining edges are deleted is at least p. Call a phase successful if at least a fraction c of
the remaining edges are deleted during the phase.
By the above reasoning, the probability of having at least z successful phases among m
phases is at least the probability that a binomial random variable with parameters m and
p is at least z. By the standard estimates for binomial distributions, and by the obvious
fact that O(log El/c) = O(log n), starting from x = log n we need an additional O(logn)
phases to finish the algorithm. Since each of these additional O(logn) phases consists of
O(log n) steps, and since as discussed above until x = log n we have less than O(log2 n)
steps, the total running time of the algorithm is O(log 2 n). 5
14.7 Wake-on-Beep Without Sender-Side Collision Detection
In the previous section we assumed that nodes are endowed with sender-side collision de-
tection and can thus tell whether one of their neighbors beeped even in rounds in which
they beep. In this section we remove this assumption and present an algorithm for the
wake-on-beep model that locally converges to an MIS without using sender-side collision
detection.
Algorithm. To extend Algorithm 14 to a model with no collision detection we increase
the number of exchanges in each step from 2 to cx where c is a constant derived below
and x is the same as in Algorithm 14 and represents the current estimate of the network
size. Each series of cx rounds simulates with high probability an exchange with sender-side
collision detection. Prior to starting the exchanges in each step each active process flips a
coin with the same probability as in Algorithm 14. If the flip outcome is 0 (tails) the process
only listens in the next cx exchanges (for a constant c discussed below). If the flip outcome
is 1 the process sets v = 1 and picks each entry in the vector X of length cx to be 1 or 0
independently and uniformly at random. Following this, the process picks one entry in the
vector X independently and uniformly at random and sets it to 1 (this is only to guarantee
that at least one entry in X is equal to one). In exchange j of every phase, a process beeps
if X(j) = 1 and listens if X(j) = 0. If at any of the exchanges it listens and hears a beep
it sets v = 0 and stops beeping (even in the selected exchanges). If a node hears a beep
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Algorithm 15 Wake-on-beep without sender-side collision detection
1: upon waking up (by adversary or beep)
2: do beep to wake up neighbors
3: wait for 1 round; > while neighbors wake up
4: x +- 0; v +- 0; z <-- 0
5: repeat forever
6: x +- X + 1
7: for i E {0,..., x} do
8: if v = 0 A z = 0 then v <- 1 w/probability 1/2'
9: X +- random 0/1-vector of length cx
10: z +- 0
11: ** cx competition exchanges **
12: for k E {1,..., cx} do
13: listen for 1 round
14: if beep received then v +- 0; z +- 1
15: if v = 0 V X[k]= 0 then
16: listen for 1 round;
17: if beep received then v +- 0; z <- 1
18: else
19: beep for 1 round
20: listen for 1 round
21: if beep received then v +- 0
during these exchanges it does not exit the algorithm. Instead, it denotes the fact that one
of its neighbors beeped and sets itself to be inactive. If it does not hear a beep in any of
the exchanges of the following phase it becomes active and continues as described above.
Similarly, a node that beeped and did not hear any beep in a specific step (indicating that
it can join the MIS) continues to beep indefinitely (by selecting half the exchanges in all
future steps to beep in them).
We say a process u is in conflict with a neighbor v if both have v = 1. We say a process
u is in conflict if it is in conflict with respect to any of its neighbors.
The main difference between this algorithm and Algorithm 14 is the addition of a set of
competition exchanges at the end of each coin flip. The number of competition exchanges
is proportional to the current phase counter (which serves as the current estimate of the
network size). Initially the competition rounds are short and so they would not necessarily
remove all conflicts. We require that nodes that attempt to join continue to participate
in all future competition rounds (when v = 1). Processes that detect a MIS member as a
neighbor set z to 1 and do not beep until they go through one complete set of competition
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exchanges in which they do not hear any beep. If and when this happens they set z = 0
and become potential MIS candidates again.
While not all conflicts will be resolved at the early phases, when x > log n each set
of competition exchanges is very likely to remove all conflicts. We prove below that once
we arrive at such x values, all conflicts are resolved with very high probability such that
only one process in a set of conflicting processes remains with v = 1 at the end of these
competition exchanges. From there, it takes another O(log n) phases to select all members
of the MIS as we have shown for Algorithm 1. Since each such phase takes O(logn) steps
with each step taking O(log n) rounds for the competition, the total running time of the
algorithm is O(log3 n).
Lemma 14.7.1. Assume process y is in conflict at step i of phase x > log n. The probability
that y remains in conflict at the end of the cx competition exchanges for step i is at most
1
flc/
3
Proof. If at any of the exchanges in this step all neighbors of y have v = 0 we are done.
Otherwise in each exchange, with probability at least 1/4, y decided not to beep whereas one
of its conflicting neighbors decided to beep. Thus, the probability that y remains in conflict
in a specific exchange is at most 3/4. Since there are (clog n) exchanges in this step, the
probability that y is in conflict at the end of these exchanges is at most (j)ciogn < 1 Ei
Note that if two nodes remain in conflict after an exchange, they continue to beep in
the following phase. As we proved in the previous section, if all conflicts are resolved in the
O(log n) phases that follow the phase x = log n the algorithm will result in a MIS set with
very high probability. Since we only need O(log2 n) < n steps for this, and we have n nodes,
the probability that there exists a step and a node in phase x > log n such that a node
that conflicted during this step with a neighbor does not resolve this conflict in that step is
smaller than 1-. Thus, with probability at least 1 - 1 all conflicts are resolved and
the MIS safety condition holds.
We note that the fact that the vector X always contains at least one 1 guarantees that
once an MIS is computed it remains stable forever. We also remark that in contrast to the
algorithm in Section 14.6, it is not possible for the algorithm in this section to terminate
safely at any point of time (see Section 14.4.1 for details). This discussion completes the
main proof of our main theorem for this section:
Theorem 14.7.2. In the wake-on-beep model, Algorithm 15 locally converges to an MIS in
O(log 3 n) rounds.
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14.8 Synchronized Clocks
For this section the only assumption we make on top of the beeping model is that that
nodes have synchronized clocks, that is, know the current round number t.
The idea of the algorithm is to simulate Luby's permutation algorithm [136]. In Luby's
permutation algorithm a node picks a random O(log n)-size priority which it shares with
its neighbors. A node then joins the MIS if it has the highest priority among its neighbors,
and all neighbors of an MIS node become inactive. Despite the fact that we describe
the algorithm for the message passing model, it is straightforward to adapt the priority
comparisons to the beeping model. For this, a node sends its priority bit by bit, starting
with the highest-order bit and using a beep for a 1. The only further modification is
that a node stops sending its priority as soon as it hears a beep on a higher order bit
during which it remained silent because it had a zero in the corresponding bit. Using this
simple procedure, a node can easily realize when a neighboring node has a higher priority.
Furthermore, nodes which do not hear any beep correspond to the nodes which have the
highest-priority in its neighborhood (strictly speaking, this correspondence is not exact,
since the algorithm described allows even more nodes to join the MIS that one step of
Luby, but without violating any safety guarantees).
Therefore, as long as nodes have a synchronous start and know n (or an upper bound on
n) it is straightforward to get Luby's permutation algorithm working in the beeping model
in O(log2 n) rounds.
In the rest of this section we show how to remove the need for an upper bound on n
and a synchronous start. We leverage synchronized clocks to synchronize the exchanges of
priorities amongst neighboring nodes. Our algorithm keeps an estimate k for the required
priority-size O(log n). Whenever two nodes tie for the highest priority the algorithm con-
cludes that k is not large enough and doubles its estimate. The algorithm uses a Restart-Bit
to ensure that nodes locally work with the same estimate k and run in a synchronized man-
ner in which priority comparisons start at the same time (namely every t = 0 (mod k)). It
is not obvious that either a similar k or a synchronized priority comparison is necessary but
it turns out that algorithms without them can stall for a long time. In the first case this is
because nodes with a too small k repeatedly enter the MIS state simultaneously, while in
the second case many asynchronously competing nodes (even with the same, large enough
k) keep eliminating each other without one becoming dominant and transitioning into the
MIS state.
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Algorithm: Nodes have three different internal states: inactive, competing, and MIS.
Each node has an estimate k on the priority-size that is monotone increasing during the
execution of the algorithm. Initially all nodes are in the inactive state with k = 6.
Nodes communicate in beep-triplets, and synchronize by starting a triplet only when
t = 0 (mod 3). The first bit of the triplet is the Restart-Bit. A beep is sent in the Restart-
Bit if and only if t $ 0 (mod k), otherwise a node listens in the Restart-Bit. If a node hears
a beep in its Restart-Bit it doubles its estimate for k and it becomes inactive. The second
bit sent in the triplet is the MIS-Bit. A beep is sent for the MIS-Bit if and only if a node
is in the MIS state. If a node hears a beep on the MIS-bit it becomes inactive. The last
bit sent in the triplet is the Competing-Bit. If inactive, a node listens in the Competing-
Bit. If a node is competing it sends a beep with probability 1/2 in the Competing-Bit.
If a node is in the MIS state and it listened in the previous Competing-Bit then it beeps
in the current Competing-Bit. On the other hand if node in the MIS state beeped in the
previous Competing-Bit, then it flips a coin to decide weather to beep or listen in the current
Competing-Bit. This ensures a node in the MIS state beeps every 2 round. If a node hears
a beep on the Competing-Bit it becomes inactive, and if the node was in the MIS-state it
also doubles its estimate for k. Lastly, a node transitions from inactive to competing (or
from competing to MIS) between any time t and t +1 for t _ 0 (mod k). The pseudo code
is described in more detail in Algorithm 16.
Analysis: The main result of this section is the following theorem.
Theorem 14.8.1. If nodes have synchronous clocks then Algorithm 4 solves the MIS prob-
lem in O(log2 n) rounds.
First, we show that with high probability k cannot become super-logarithmic.
Lemma 14.8.2. With high probability k E O(log n) for all nodes during the execution of
the algorithm.
Proof. We start by showing that two neighboring nodes in the MIS state must have the
same estimate k and must have transitioned to the MIS state at the same time. We prove
both parts of this statement by contradiction.
First, suppose by contradiction that two neighboring nodes u and v are in the MIS state
but u transitioned to this state (the last time) before v. In this case v would have received
the MIS-bit from u and become inactive instead of joining the MIS - a contradiction.
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Algorithm 16 Synchronous Clocks.
1: Initially state <- inactive, next <- random 0/1
2: if t = 0 mod 3 then > Restart-Bit
3: if t t 0 mod k then beep
4: else listen
5: if heard beep then state <- inactive, k +- 2. k
6: else advance state
7: (inactive -+ competing or competing -+ MIS)
8: if t _ 1 mod 3 then > MIS-Bit
9: if state = MIS then beep
10: else listen
11: if heard beep then state +- inactive
if t _ 2 mod 3 then
if state = inactve then
listen
else if state = competing then
with probability 1/2 beep, otherwise listen
if heard beep then state 4- inactive
else if state = MIS then
if v = 1 then beep, next +- random 0/1
else listen, next +- 1
if heard beep then state +- inactive, k +- 2 -k
> Competing-Bit
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12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
Similarly, for sake of contradiction, now assume that the neighboring nodes u and v
are in the MIS state and ku < k,. In this case, during the active phase of u before it
transitioned to the MIS at time t it would have hear a beep in its Restart-Bit (produced
by v) and would have switched to the inactive state, which contradicts that u is in the MIS
state.
We now use this to show that for a specific node u it is unlikely to become the first node
with a too large k. For this we note that ku is doubled because of a Restart-Bit only if a
beep from a node with a larger k is received. This node can therefore not be responsible
for u becoming the first node getting a too large k. The second way k can increase is if a
node transitions out of the MIS state because it receives a Competing-Bit from a neighbor
v. In this case, we know that u competed against at least one such neighbor for k/6 phases
without loosing in any of these phases. The probability that this happens is 2 -k/6. Hence,
if k E e(logn), then with high probability it does not happen. A union bound over all
nodes and the polynomial number of rounds in which nodes are not yet stable finishes the
proof. E
Lemma 14.8.3. If during an execution the O(log n) neighborhood of node u has not changed
for Q(log 2 n) rounds then node u is stable with high probability, i.e., u is either in the MIS
state with all its neighbors being inactive or it has at least one neighbor in the MIS state
whose neighbors are all inactive.
Proof. First observe that if the whole graph has the same value of k and no two neighboring
nodes transition to the MIS state at the same time, then our algorithm behaves exactly as
Luby's original permutation algorithm, and therefore terminates after O(k log n) rounds
with high probability. From a standard locality argument, it follows that a node u also
becomes stable if the above assumptions only hold for a O(k log n) neighborhood around
u. Moreover, since Luby's algorithm performs only O(log n) rounds in the message passing
model, we can improve our locality argument to show that in if a O(log n) neighborhood
around u is well-behaved, then u behaves as in Luby's algorithm.
Since the values for k are monotone increasing and propagate between two neighboring
nodes u and v with different k (i.e., ku > k,) in at most 2k, steps, it follows that for a node
u it takes at most O(ku log n) rounds until either ku increases or all nodes v in the O(log n)
neighborhood of u have k, = ku = k for at least O(k log n) rounds. We can furthermore
assume that these O(k log n) rounds are collision free (i.e, no two neighboring nodes go
into the MIS), since any collision leads with high probability within O(log n) rounds to an
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increased k value for one of the nodes.
For any value of k, within 0O(k log n) rounds a node thus either performs Luby's algo-
rithm for O(log n) priority exchanges, or it increases its k. Since k increases in powers of
two and, according to Lemma 14.8.2, with high probability it does not exceed O(log n),
after at most E0(loglogn)2' - 3 - O(log n) E O(log 2 n) rounds the status labeling around a
O(log n) neighborhood of u is a proper MIS. This means that u is stable at some point, and
the MIS-bit guarantees that no competing neighbor of u will join the MIS and therefore
stability is preserved for the rest of the execution. E
We remark that as the algorithm of Section 14.5, this algorithm is also robust enough
to work as-is with an adversary capable of crashing nodes (with the same caveats on the
guarantees mentioned in Section 14.5).
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Part IV
Lovdisz Local Lemma
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Chapter 15
Deterministic Algorithms for the
Lovasz Local Lemma
15.1 Introduction
The Lovdsz Local Lemma [235] (henceforth LLL) informally states that the probability
that none of a set of bad events happens is nonzero if the probability of each event is
small compared to the number of events that depend on it (see Section 15.1.1 for details).
It is a powerful result in probability theory and is often used in conjunction with the
probabilistic method to prove the existence of combinatorial structures. For this, one designs
a random process guaranteed to generate the desired structure if none of a set of bad events
happens. If the events satisfy the above-mentioned condition, then the LLL guarantees that
the probability that the random process builds the desired structure is positive, thereby
implying its existence. For many applications of the LLL, it is also important to find the
desired structures efficiently. Unfortunately, the original proof of the LLL [235] does not
lead to an efficient algorithm. In many applications of the LLL, the probability of none
of the bad events happening is negligible. Consequently, the same random process does
not directly provide a randomized algorithm to find the desired structure. Further, in
most applications where the LLL is useful (e.g., [236, 237, 238]), the proof of existence
of the desired structure is known only through the LLL (one exception to this is [236]).
Thus, an efficient algorithm for the LLL would also lead to an efficient algorithm to find
these desired structures. Starting with the work of Beck [239], a number of papers, e.g.
[240, 241, 242, 243, 244], have sought to make the LLL algorithmic. Before discussing these
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results in more detail we describe the LLL formally.
15.1.1 The Lovdisz Local Lemma
The Lovisz Local Lemma gives a lower bound on the probability of avoiding a possibly
large number of "bad" events that are not "too dependent" on each other. Let A be a finite
set of events in a probability space. Let G be an undirected graph on vertex set A with the
property that every event A E A is mutually independent1 of the set of all events not in its
neighborhood. We assume throughout that G does not contain any self-loops. We denote
the set of neighbors of an event A by P(A), i.e., F(A) := {B e A I {A, B} E E(G)}. The
general version of the LLL is the following.
Theorem 15.1.1. [235, 245] For A and G as defined above, suppose there exists an as-
signment of reals x : A -+ (0, 1) such that for all A E A,
P [A] x(A) (J (1 - x(B)).
BET(A)
Then the probability of avoiding all events in A is non-zero. More precisely,
P 1 1 (1 - x(A)) > 0.
L(2A AEA
A simple corollary of the LLL, called symmetric LLL, often suffices in several applica-
tions. In this version there is a uniform upper bound p on the probability of each event
and a uniform upper bound d on the number of neighbors of each event in the dependency
graph. This quantity IT(A) is also called the dependency degree of the event A.
Corollary 15.1.2. [235] If each event A E A occurs with probability at most p and has
dependency degree IP(A)I d such that d < 1/ep - 1, then the probability that none of the
events occur is positive.
Proof. Setting x(A) = 1/(d + 1) for all events A E A shows that the conditions of Theo-
rem 15.1.1 are satisfied:
p =P [{A] < 1 < 1 - .
e(d + 1) ~ d + 1 d + 1
'An event A is mutually independent of a set of events {B1, B 2 , .. .} if P [A] = P [A I f (B1, B 2 ,.. .)] for
every function f.
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The power of the symmetric version is well-demonstrated by showing a satisfiability re-
sult for k-CNF formulas, i.e., Boolean formulas in conjunctive normal form with k variables
per clause. This classic application of the LLL will help in understanding our and previous
results and techniques and therefore will be a running example in the rest of this chapter.
Corollary 15.1.3. Every k-CNF formula in which every clause shares variables with at
most 2k/e - 1 other clauses is satisfiable.
Proof. To apply the symmetric LLL (i.e., Corollary 15.1.2) we choose the probability space
to be the product space of each variable being chosen true or false independently with
probability 1/2. For each clause C we define an event AC that is said to occur if and only
if clause C is not satisfied. Clearly, two events AC and Ac' are independent unless the
clauses C and C' share variables. Now take G to be the graph on the events with edges
between events AC and AC, iff C and C' share variables. It is clear that each event AC
is mutually independent of its non-neighbors in G. By assumption each event has at most
d < (2k/e) - 1 neighbors. Moreover, the probability p that a clause is not satisfied by a
random assignment is exactly 2-k. The requirement ep(d + 1) 5 1 of Corollary 15.1.2 is
therefore met and hence we obtain that the probability that none of the events occur is
positive. The satisfiability of the k-CNF formula follows. 0
15.1.2 Previous work
Algorithms for the LLL are often targeted towards one of two model problems: k-CNF
formula satisfiability and k-uniform hypergraph 2-coloring. Interesting in their own right,
these problems capture the essence of the LLL without many technicalities. Moreover,
algorithms for these problems usually lead to algorithms for more general applications of
the LLL [238, 241, 246]. As shown in Section 15.1.1, for the k-CNF formula satisifiability
problem, the LLL implies that every k-CNF formula in which each clause shares variables
with at most 2k/e - 1 other clauses has a satisfying assignment. The algorithmic objective
is to efficiently find such a satisfying assignment.
This question was first addressed by Beck in his seminal paper [239], where he gave an
algorithm for the hypergraph 2-coloring problem with dependency degree Q( 2k/48). More
precisely, he gave a polynomial-time deterministic algorithm to find a 2-coloring of the
vertices of every k-uniform hypergraph in which each edge shares vertices with O( 2 k/48)
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Max. Dep. Deg. d Det. Par. Remark
Beck [239] O(2 k/48) X
Beck [238] O( 2 k/16) X prev. best det. alg.
Alon [240] O( 2k/5o) X X prev. best det. par. alg.
0( 2 k/8) X X only for constant kUd
Srinivasan [243] O( 2 k/4)
O( 2k/10.3) X
Moser [244] O( 2 k/2)
O( 2 k/2) X only for constant k,d
Moser [248] O( 2k)
O( 2 '-) X only for constant k,d
Moser, Tardos [247] (2k/e - 1)
(1 -,E) .(2k/e - 1) X
.(1 - e) (2k/e - 1) X X only for constant k,d
Our work (2k/(l+e)/e - 1) X X
Table 15.1: Maximum dependency degrees achieved for k-CNF formulas by previous ran-
domized, deterministic and parallel algorithms. Algorithmic results in gray have to assume
a constant k and a constant dependency degree d in order to be efficient.
other edges such that no edge is monochromatic. Molloy and Reed [238] showed that the
dependency degree of this algorithm can be improved to 2 k/16/ 4 . In the same volume
in which Beck's paper appeared, Alon [240] gave a randomized parallel version of Beck's
algorithm that outputs a valid 2-coloring when the dependency degree is at most 2 k/50o and
showed that this algorithm can be derandomized 2 . Since then, tremendous progress has been
made on randomized LLL algorithms. Nonetheless, prior to our work, Beck's and Alon's
algorithms remained the best deterministic and parallel algorithms for the (symmetric)
LLL.
For randomized algorithms and algorithms that require k to be a fixed constant, a long
line of work improved the maximum achievable dependency degree and the generality of
the results culminating in the work of Moser and Tardos [247]. Moser and Tardos [247]
provided a simple randomized (parallel) algorithm for the general LLL. These results are
summarized in Table 15.1, and we discuss them next.
Alon [240] gave an algorithm that is efficient for a dependency degree of O( 2 k/8) if
one assumes that k and therefore also the dependency degree is bounded above by a fixed
2Alon did not attempt to optimize the exponent but Srinivasan [243] states that optimizing the bound
would still lead to an exponent with several tens in the denominator.
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constant. Molloy and Reed [242] generalized Alon's method to give efficient algorithms
for a certain set-system model for applications of the symmetric form of the LLL. Czumaj
and Scheideler [241, 246] consider the algorithmic problem for the asymmetric version of
the LLL. The asymmetric version of the LLL addresses the possibility of 2-coloring the
vertices of non-uniform hypergraphs with no monochromatic edges. The next improvement
in increasing the dependency degree threshold was due to Srinivasan [243]. He gave a
randomized algorithm for hypergraph 2-coloring when the dependency degree is at most
2 k/4. Moser [244] improved the dependency degree threshold to O( 2 k/2) using a variant of
Srinivasan's algorithm. Later, Moser [248] achieved a significant breakthrough improving
the dependency degree threshold to 2 k-5 using a much simpler randomized algorithm. Moser
and Tardos [247] closed the small constant-factor gap to the optimal dependency degree 2k/e
guaranteed by the general LLL.
More importantly, Moser-Tardos [247] gave an algorithmic framework for the general
version of the LLL (discussed in Section 15.2.1) that minimally restricts the abstract LLL
setting to make it amenable for algorithmic considerations. In this framework they gave
an efficient randomized algorithm for computing the structures implied by the LLL. The
importance of the framework stems from the fact that it captures most of the LLL ap-
plications, thus directly providing algorithms for these applications. Moser [244, 248] and
Moser-Tardos [247] also gave a derandomization of their algorithms obtaining an algorithm
that runs in mO((1/)dlogd) time, where d is the maximum dependency degree and m is the
number of events. For the simpler k-CNF problem, the running time of the determinis-
tic algorithms can be improved to m(k 2 ). Nonetheless, this running time is polynomial
only under the strong condition that k and the dependency degree are bounded by a fixed
constant.
The main open question that remained open was to obtain deterministic algorithms that
go beyond the initial results of Beck [239] and that are efficient for unbounded dependency
degrees. We address this question by derandomizing the algorithm of Moser-Tardos. We
give a derandomization that works efficiently for the general version of the LLL in the
aforementioned algorithmic framework of Moser-Tardos [247] assuming a mild e-slack in
the LLL conditions. As a corollary, we obtain an algorithm that runs in time O(m 2 (1+(1f/)))
to find a satisfying assignment for a k-CNF formula with m clauses such that no clause
shares variables with more than 2k/(l+e)/e other clauses, for any e > 0. We also extend the
randomized parallel algorithm of Moser-Tardos to obtain an efficient deterministic parallel
algorithm under the same assumption thereby improving over Alon's algorithm with a
dependency degree of O( 2 k/500).
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Organization. In Section 15.2, we describe the algorithmic framework of Moser-Tardos for
the LLL and their algorithm. In Section 15.3, we state our results and their implications for
the k-CNF problem. In Section 15.4, we give an informal description of the new ideas in this
chapter. In Section 15.5, we formally define the major ingredient in our derandomization:
the partial witness structure. In Section 15.6, we give our sequential deterministic algorithm
and analyze its running time. Finally, in Section 15.7, we present our parallel algorithm
and its running time analysis.
15.2 Preliminaries
15.2.1 Algorithmic Framework
To get an algorithmic handle on the LLL, we move away from the abstract probabilistic
setting of the original LLL. We impose some restrictions on the representation and form
of the probability space under consideration. In this chapter we follow the algorithmic
framework for the LLL due to Moser-Tardos [247]. We describe the framework in this
section.
The probability space is given by a finite collection of mutually independent discrete
random variables P = {Pi, ... , P}. Let Di be the domain of Pi. Every event in a finite
collection of events A = {A1,..., Am} is determined by a subset of P. We define the
variable set of an event A E A as the unique minimal subset S C P that determines A
and denote it by vbl(A).
The dependency graph G = GA of the collection of events A is a graph on vertex set
A. The graph GA has an edge between events A, B E A, A $ B if vbl(A) n vbl(B) 74 0.
For A E A we denote the neighborhood of A in G by J(A) = rA(A) and define F+(A) =
F (A) U {A}. Note that events that do not share variables are independent.
It is useful to think of A as a family of "bad" events. The objective is to find a point
in the probability space, or equivalently, an evaluation of the random variables from their
respective domains, for which none of the bad events happens. We call such an evaluation
a good evaluation.
Moser and Tardos [247] gave a constructive proof of the general version of the LLL in
this framework (Theorem 15.2.1) using Algorithm 1 presented in the next section. This
framework captures most known applications of the LLL.
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15.2.2 The Moser-Tardos Algorithm
Moser-Tardos [247] presented the very simple Algorithm 1 to find a good evaluation.
Algorithm 1:
Sequential Moser-Tardos Algorithm
1. For every P E P, op +- a random evaluation of P.
2. While 3A E A such that A happens on the current evaluation (P = op : VP E P), do
(a) Pick one such A that happens (any arbitrary choice would work).
(b) Resample A: For all P E vbl(A), do
* op +- a new random evaluation of P.
3. Return (Vp)pE-P.
Observe that if the algorithm terminates, then it outputs a good evaluation. The fol-
lowing theorem from [247] shows that the algorithm is efficient if the LLL-conditions are
met.
Theorem 15.2.1. [247] Let A be a collection of events as defined in the algorithmic frame-
work defined in Section 15.2.1. If there exists an assignment of reals x : A -+ (0, 1) such
that for all A E A,
P [A] ; x'(A) := x(A) JJ (1 - x(B)),
BEr(A)
then the expected number of resamplings done by Algorithm 1 is at most
E (x(A)/(1 - x(A))).
AEA
15.3 Results
This section formally states the new results established in this chapter.
If an assignment of reals as stated in Theorem 15.2.1 exists, then we use such an assign-
ment to define the following parameters 3
0 x'(A) := x(A) HBEr(A)( 1 - x(B)).
3Throughout this chapter log denotes the logarithm to base 2.
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" D:= maxpEp{|Dil}.
( 2|vbl(A)| x(A) 1" M:= max n, 4m, 2  max }
AEA x'(A) 1I -x(A) AEA x'(A)
* Wmin:= minAEA{-logx'(A)}.
-
log M
For the rest of this chapter, we will use these parameters to express the running time of
our algorithms.
Our sequential deterministic algorithm assumes that for every event A E A, the con-
ditional probability of occurrence of A under any partial assignment to the variables in
vbl(A), can be computed efficiently. This is the same complexity assumption as used in
Moser-Tardos [247]. It can be further weakened to use pessimistic estimators.
Theorem 15.3.1. Let the time needed to compute the conditional probability P[A I Vi E I
Pi = vi] for any A E A and any partial evaluation (vi E Di)iEI, I C [n], be at most tc.
Suppose there is an e E (0, 1) and an assignment of reals x A -+ (0, 1) such that for all
A E A,
P [A] ; x'(A)1+e= x(A) 17 (1 - x(B))
BEr(A)
Then there is a deterministic algorithm that finds a good evaluation in time
(Ic. DM 3+2/e log 2 M
where the parameters D, M and Wmin are as defined above.
To obtain a perspective for the magnitudes of the parameters involved in our running
time bound, and a guideline to reading the results, it is convenient to think of Wmin as a
constant and M = O(m + n).
More precisely, one can assume that the x(A)'s are bounded away from one by a constant.
This makes Wmin at least a constant and thus, any dependence on w-T will asymptotically
only improve our running time bounds.
The running time bound of our sequential algorithm is polynomial in M and that of our
parallel algorithm is poly-logarithmic in M using at most polynomial(M) number of pro-
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cessors. For most applications of the LLL, M is polynomial in the size of the input/output
and our algorithms are thus efficient. Indeed, we have without loss of generality4 that
x(A) = Q(m- 1) and have furthermore that the reciprocal of the factor ]IBer(A)(1 - x(B))
is usually bounded by n0 (1 ); e.g., in all applications using the symmetric LLL or the sim-
ple asymmetric version[238, 242] this factor is a constant. This gives M O(m + n) as
suggested above.
Notable exceptions in which M is not polynomial in the input are the problems in
[18, 20]. For these problems M is still O(m +n) but the number of events m is exponential
in the number of variables n and the input/output size. For these problems, it is NP-
complete to check whether a given evaluation is good and thus obtaining a derandomized
algorithm is an open question.
It is illuminating to look at the special case of k-CNF both in the statements of our
theorems as well as in the proofs, as many of the technicalities disappear while retaining
the essential ideas. For this reason, we state our results also for k-CNF:
Corollary 15.3.2. For any c E (0, 1) there is a deterministic algorithm that finds a satisfy-
ing assignment to any k-CNF formula with m clauses in which each clause shares variables
with at most 2k/(l+e)/e - 1 other clauses in time O(m 3+2/e).
We also give a parallel deterministic algorithm. This algorithm makes a different com-
plexity assumption about the events, namely, that their decision tree complexity is small.
This assumption is quite general and includes almost all applications of the LLL (except
again for the problems mentioned in [20]). They are an interesting alternative to the as-
sumption that conditional probabilities can be computed efficiently as used in the sequential
algorithm.
Theorem 15.3.3. For a given evaluation, let the time taken by MO(1 ) processors to check
the truth of an event A E A be at most teval. Let tMIS be the time to compute the maximal
independent set in an m-vertex graph using M 0 1 ) parallel processors on an EREW PRAM.
Suppose, there is an c E (0, 1) and an assignment of reals x : A -4 (0, 1) such that for all
4 With x(A) being bounded away from one and given the E-slack assumed in our theorems one can always
reduce E slightly to obtain a small constant factor gap between x'(A) and P [A] (similar to [247]) and then
increase any extremely small x(A) to at least c/m for some small constant c > 0. Increasing x(A) in this
way only weakens the LLL-condition for the event A itself. Furthermore, the effect on the LLL-condition for
any event due to the changed (1 - x(B)) factors of one of its (at most m) neighboring events B accumulates
to at most (1 - c/m)"' which can be made larger than the produced gap between x'(A) and P [A].
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A E A, / 1+e
P [A] 5 x'(A)1+e = x(A) fj (1 -x(B)).
BEr(A)
If there exists a constant c such that every event A E A has decision tree complexity5 at
most cmin{- log x'(A), log M}, then there is a parallel algorithm that finds a good evaluation
in time
O( lM (tMIs + tevai) + Y log D
'\min/
using MO((c/e)log D) processors.
Using this theorem and the fastest known algorithm for computing the maximal inde-
pendent set in time tMIS = O(log2 m) due to Luby [136] we get the following corollary for
k-CNF.
Corollary 15.3.4. For any E E (0, 1) there is a deterministic parallel algorithm that uses
mo(1/6) processors on an EREW PRAM and finds a satisfying assignment to any k-CNF
formula with m clauses in which each clause shares variables with at most 2k/(l+E)/e other
clauses in time O(log3 m/e).
15.4 Techniques
In this section, we informally describe the main ideas of our approach in the special context
of k-CNF formulas and indicate how they generalize. Reading this section is not essential
but provides intuition behind the techniques used for developing deterministic algorithms
for the general LLL. For the sake of exposition in this section, we omit numerical constants
in some mathematical expressions. Familiarity with the Moser-Tardos paper [247] is useful
but not necessary for this section.
15.4.1 The Moser-Tardos Derandomization
Let F be a k-CNF formula with m clauses. We note immediately that if k > 1 + log m,
then the probability that a random assignment does not satisfy a clause is 2 -k < 1/(2m).
Thus the probability that on a random assignment, F has an unsatisfied clause is at most
5
snformally, we say that a function f(xi,..., x) has decision tree complexity at most k if we can deter-
mine its value by adaptively querying at most k of the n input variables.
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1/2, and hence a satisfying assignment can be found in polynomial time using the method
of conditional probabilities (see, e.g., [238]). Henceforth, we assume that k -; 1 +log m. We
also assume that each clause in F shares variables with at most 2k/e -1 other clauses; thus
the LLL guarantees the existence of a satisfying assignment.
To explain our techniques we first need to outline the deterministic algorithms of Moser
and of Moser-Tardos which work in polynomial time, albeit only for k = 0(1). Consider a
table T of values: for each variable in 'P the table has a sequence of values, each picked at
random according to its distribution. We can run Algorithm 1 using such a table: instead
of randomly sampling afresh each time a new evaluation for a variable is needed, we pick its
next unused value from T. The fact that the randomized algorithm terminates quickly in
expectation (Theorem 15.2.1), implies that there exist small tables (i.e., small lists for each
variable) on which the algorithm terminates with a satisfying assignment. The deterministic
algorithm finds one such table.
The constraints to be satisfied by such a table can be described in terms of witness
trees: for a run of the randomized algorithm, whenever an event is resampled, a witness
tree "records" the sequence of resamplings that led to the current resampling. We will not
define witness trees formally here; see [247] or Section 15.5 for a formal definition. We say
that a witness (we will often just use "witness" instead of "witness tree") is consistent with
a table, if this witness arises when the table is used to run Algorithm 1. If the algorithm
using a table T does not terminate after a small number of resamplings, then it has a large
consistent witness certifying this fact. Thus if we use a table which has no large consistent
witness, the algorithm should terminate quickly.
The deterministic algorithms of Moser and of Moser-Tardos compute a list L of witness
trees satisfying the following properties.
1. Consider an arbitrary but fixed table T. If no witness in L is consistent with T, then
there is no large witness tree consistent with T.
2. The expected number of witnesses in L consistent with a random table is less than 1.
This property is needed in order to apply the method of conditional probabilities to
find a small table with which no tree in L is consistent.
3. The list L is of polynomial size. This property is necessary for the method of condi-
tional probabilities to be efficient.
We now describe how these properties arise naturally while using Algorithm 1 and how
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to find the list L. In the context of k-CNF formulas with m clauses satisfying the degree
bound, Moser (and also Moser-Tardos when their general algorithm is interpreted for k-
CNF) prove two lemmas that they use for derandomization. The expectation lemma states
that the expected number of large (size at least log m) consistent witness trees (among all
possible witness trees) is less than 1/2 (here randomness is over the choice of the table). At
this point we could try to use the method of conditional probabilities to find a table such
that there are no large witness trees consistent with it. However there are infinitely many
witness trees, and so it is not clear how to proceed by this method.
This difficulty is resolved by the range lemma which states that if for some u, no witness
tree with size in the range [u, ku] is consistent with a table, then no witness tree of size at
least u is consistent with the table. Thus, the list L is the set of witness trees of size in
the range [u, ku]. Now one can find the required table by using the method of conditional
probabilities to exclude all tables with a consistent witness in L. The number of witnesses
in L is m0(k2 ). To proceed by the method of conditional probabilities we need to explicitly
maintain L and find values for the entries in the table so that none of the witnesses in L
remains consistent with it.
Thus, the algorithm of Moser (and respectively Moser-Tardos) works in polynomial
time only for constant k. Clearly, it is the size of L that is the bottleneck towards achieving
polynomial running time for k = w(1). One possible way to deal with the large size of L
would be to maintain L in an implicit manner, thereby using a small amount of space. We
do not know how to achieve this. We solve this problem in a different way, by working with
a new (though closely related) notion of witness trees, which we explain next.
15.4.2 Partial Witness Trees
For a run of the Moser-Tardos randomized algorithm using a table T, for each resampling
of an event, we get one witness tree consistent with T. Given a consistent witness tree of
size ku + 1, removing the root gives rise to up to k new consistent witnesses, whose union
is the original witness minus the root. Clearly one of these new sub-trees has size at least
u. This proves their range lemma. The range lemma is optimal for the witness trees. That
is, for a given u it is not possible to reduce the multiplicative factor of k between the two
endpoints of the range [u, ku].
We overcome this limitation by introducing partial witness trees, which have properties
similar to those of witness trees, but have the additional advantage of allowing a tighter
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range lemma. The only difference between witness trees and partial witness trees is that the
root, instead of being labeled by a clause C (as is the case for witness trees), is labeled by
a subset of variables from C. Now, instead of removing the root to construct new witness
trees as in the proof of the Moser-Tardos range lemma, each subset of the set labeling the
root gives a new consistent partial witness tree. This flexibility allows us to prove the range
lemma for the smaller range [u, 2u]. The number of partial witness trees is larger than the
number of witness trees because there are 2km choices for the label of the root (as opposed
to m choices in the case of witness trees) since the root may be labeled by any subset of
variables in a clause. But 2 k < 2m, as explained at the beginning of Section 4.1. Thus for
each witness tree there are at most 2 k < 2m partial witnesses and the expectation lemma
holds with similar parameters for partial witnesses as well. The method of conditional
probabilities now needs to handle partial witness trees of size in the range [log m, 2 log m],
which is the new L. The number of partial witnesses in this range is mQ(k), which is still
too large. The next ingredient brings this number down to a manageable size.
15.4.3 c-Slack
By introducing an c-slack, that is, by making the slightly stronger assumption that each
clause intersects at most 2 (1-E)k/e other clauses, we can prove a stronger expectation lemma:
The expected number of partial witnesses of size more than (4log m)/ck is less than 1/2.
Indeed, the number of labeled trees of size u and degree at most d is less than (ed)u <
2 (1-e)ku (see [249]). Thus the number of partial witnesses of size u is less than 2 km2(1-)ku,
where the factor 2km ( 2m 2) accounts for the number of possible labels for the root.
Moreover, the probability that a given partial witness tree of size u is consistent with a
random table is 2 -k(u-1) (as opposed to 2 -ku in the case of a witness tree). This is proved
in a similar manner as for witness trees. Thus the expected number of partial witnesses of
size at least y = 4 log m/ek consistent with a random table is at most
2 k (l-e)ku . 2 -k(u-1) < 2 2k eku< 2 3 ~Eku < 1/2.
u>t u>-y u>-y
Now, by the new expectation and range lemmas it is sufficient to consider partial wit-
nesses of size in the range [(4log m)/ek, (8log m)/ek]. The number of partial witnesses of
size in this range is polynomial in m; thus the list L of trees that the method of conditional
probabilities needs to maintain is polynomial in size.
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15.4.4 General Version
More effort is needed to obtain a deterministic algorithm for the general version of the LLL.
Here, the events are allowed to have significantly varying probabilities of occurrence and
unrestricted structure.
One issue is that an event could possibly depend on all n variables. In that case, taking
all variable subsets of a label for the root of a partial witness would give up to 2" different
possible labels for the roots. However, for the range lemma to hold true, we do not need
to consider all possible variable subsets for the root; instead, for each root event A it is
sufficient to have a pre-selected choice of 2vbl(A) labels. This pre-selected choice of labels
BA is fixed for each event A in the beginning.
The major difficulty in derandomizing the general LLL is in finding a list L satisfying
the three properties mentioned earlier for applying the method of conditional probabilities.
The range lemma can still be applied. However, the existence of low probability events
with (potentially) many neighbors may lead to as many as O(m") partial witnesses of size
in the range [u, 2]. Indeed, it can be shown that there are instances in which there is no
setting of u such that the list L containing all witnesses of size in the range [u, 2u] satisfies
properties (2) and (3) mentioned in Section 4.1.
The most important ingredient for working around this in the general setting is the
notion of weight of a witness tree. The weight of a tree is the sum of the weights of
individual vertices; more weight is given to those vertices whose corresponding bad events
have smaller probability of occurrence. Our deterministic algorithm for the general version
finds a list L that consists of partial witnesses with weight (as opposed to size) in the
range [y, 2-y], where y is a number depending on the problem. It is easy to prove a similar
range lemma for weight based partial witnesses which guarantees property (1) for this list.
Further, the value of -y can be chosen so that the expectation lemma of Moser and Tardos
can be adjusted to lead to property (2) for L. Unfortunately one cannot prove property
(3) by counting the number of partial witnesses using combinatorial enumeration methods
as in [248]. This is due to the possibility of up to 0(m) neighbors for each event A in
the dependency graph. However, the strong coupling between weight and probability of
occurrence of bad events can be used to obtain property (3) directly from the expectation
lemma.
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15.4.5 Parallel Algorithm
For the parallel algorithm, we use the technique of limited-independence spaces, or more
specifically k-wise 6-dependent probability spaces due to Naor and Naor[250] and its exten-
sions [251, 252]. This is a well-known technique for derandomization. The basic idea here
is that instead of using perfectly random bits in the randomized algorithm, we use random
bits chosen from a limited-independence probability space. For many algorithms it turns
out that their performance does not degrade when using bits from such a probability space;
but now the advantage is that these probability spaces are much smaller in size and so one
can enumerate all the sample points in them and choose a good one, thereby obtaining a
deterministic algorithm. This tool was applied by Alon (240] to give a deterministic parallel
algorithm for k-uniform hypergraph 2-coloring and other applications of the LLL, but with
much worse parameters than ours. Our application of this tool is quite different from the
way Alon uses it: Alon starts with a random 2-coloring of the hypergraph chosen from a
small size limited independence space; he then shows that at least one of the sample points
in this space has the property that the monochromatic hyperedges and almost monochro-
matic hyperedges form small connected components. For such a coloring, one can alter it
locally over vertices in each component to get a valid 2-coloring.
In contrast, our algorithm is very simple (we describe it for k-CNF; the arguments are
very similar for hypergraph 2-coloring and for the general LLL): recall that for a ran-
dom table, the expected number of consistent partial witnesses with size in the range
[(4 log m)/Ek, (8 log m)/Ek] is at most 1/2 (for the case of k-CNF). Each of these partial
witnesses uses at most ((8 log m)/ek) -k = ((8 log m) /E) entries from the table. Now, instead
of using a completely random table, we use a table chosen according to a (8 log m/c)-wise
independent distribution (i.e., any subset of at most (8 log m)/e entries has the same joint
distribution as in a random table). So any partial witness tree is consistent with the new
random table with the same probability as before. And hence the expected number of par-
tial witnesses consistent with the new random table is still at most 1/2. But now the key
point to note is that the number of tables in the new limited independence distribution is
much smaller and we can try each of them in parallel until we succeed with one of the tables.
To make the probability space even smaller we use k-wise 6-dependent distributions, but
the idea remains the same. Finally, to determine whether a table has no consistent partial
witness whose size is at least (4 log m)/ek, we run the parallel algorithm of Moser-Tardos
on the table.
In order to apply the above strategy to the general version, we require that the number
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of variables on which witnesses depend be small, and hence the number of variables on
which events depend should also be small. In our general parallel algorithm we relax this to
some extent: instead of requiring that each event depend on few variables, we only require
that the decision tree complexity of the event be small. The idea behind the proof remains
the same.
15.5 The Partial Witness Structure
In this section we define the partial witness structure and their weight. We then prove the
new range lemma using these weights.
15.5.1 Definitions
For every A E A we fix an arbitrary rooted binary variable splitting BA. It is a binary
tree in which all vertices have labels which are nonempty subsets of vbl(A): The root of BA
is labeled by vbl(A) itself, the leaves are labeled by distinct singleton subsets of vbl(A) and
every non-leaf vertex in BA is labeled by the disjoint union of the labels of its two children.
This means that every non-root non-leaf vertex is labeled by a set {vi, .. . , vi, }, k > 2 while
its children are labeled by {vi 1,..., vi,} and {v1 ,... , vi,} for some 1 < j 5 k - 1. Note
that BA consists of 2|vbl(A) I - 1 vertices. We abuse the notation BA to also denote the set
of labels of the vertices of this binary variable splitting. The binary variable splitting is not
to be confused with the (partial) witness tree which we define next. The elements from BA
will solely be used to define the possible labels for the roots of partial witness trees. An
example of a binary variable splitting BA can be found in Figure 15-1.
A partial witness tree TS is a finite rooted tree whose vertices apart from the root
are labeled by events from A while the root is labeled by some subset S of variables with
S E BA for some A E A. Each child of the root must be labeled by an event A that depends
on at least one variable in S (thus a neighbor of the corresponding root event); the children
of every other vertex that is labeled by an event B must be labeled either by B or by a
neighboring event of B, i.e., its label should be from 1'(B). Define V(Ts) to be the set of
vertices of rs. For notational convenience, we use V(Ts) := V(TS) \ {Root(TS)} and denote
the label of a vertex v E V(rs) by [v].
A full witness tree is a special case of a partial witness where the root is the complete
set vbl(A) for some A E A. In such a case, we relabel the root with A instead of vbl(A).
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vbl(A) = {x1 ,x 2 ,X 3 ,X 4 ,X 5 ,X6)
Figure 15-1: A binary variable splitting for
X1, X2, X3, X4, X5, X6-
Note that this definition of a full witness tree is
[247].
an event A that depends on variables
the same as the one of the witness trees in
Define the weight of an event A E A to be w(A) = - log z'(A). Define the weight of a
partial witness tree Ts as the sum of the weights of the labels of the vertices in V(Ts),
i.e.,
w(Ts):= E w([])=-log
vEV(rs) vEV(rs)
The depth of a vertex v in a witness tree is the distance of v from the root in the
witness tree. We say that a partial witness tree is proper if for every vertex v, all children
of v have distinct labels.
Similar to [244], we will control the randomness used by the algorithm using a table of
evaluations, denoted by T. It is convenient to think of T as a matrix. This table contains
one row for each variable in P. Each row contains evaluations for its variable. Note that
the number of columns in the table could possibly be infinite. In order to use such a table
in the algorithm, we maintain a pointer tj for each variable Pi E P indicating the column
containing its current value used in the evaluation of the events. We denote the value of Pi
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at tj by T(i, ti). If we want to resample an evaluation for Pi, we increment the pointer ti
by one, and use the value at the new location.
We call a table T a random table if, for all variables P e P and all positions j, the
entry T(i, j) is picked independently at random according to the distribution of Pi. It is
clear that running Algorithm 1 is equivalent to using a random table to run Algorithm 2
below.
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Algorithm 2:
Moser-Tardos Algorithm with input table
Input: Table T with values for variables
Output: An assignment of values for variables so that none of the events in A happens
1. For every variable Pi E P: Initiate the pointer ti = 1.
2. While 3A E A that happens on the current assignment (i.e., VPi E P : Pi = T(i, ti))
do
(a) Pick one such A.
(b) Resample A: For all Pi E vbl(A) increment ti by one.
3. Return VP E P : Pi = T(i, ti).
In the above algorithm, Step 2(a) is performed by a fixed arbitrary deterministic pro-
cedure. This makes the algorithm well-defined.
Let C : N -* A be an ordering of the events (with repetitions), which we call the
event-log. Let the ordering of the events as they have been selected for resampling in the
execution of Algorithm 2 using a table T be denoted by an event-log CT. Observe that CT
is partial if the algorithm terminates after a finite number of resamplings t; i.e., CT(i) is
defined only for i E {1, 2, ... , t}.
Given an event-log C, associate with each resampling step t and each S E Bc(t), a partial
witness tree TC(t, S) as follows. Define (0 (t, S) to be an isolated root vertex labeled S.
Going backwards through the event-log, for each i = t - 1, t - 2,. .. , 1: (i) if there is a
non-root vertex v e r+) (t, 3) such that C(i) E P+([v]), then among all such vertices
choose the one whose distance from the root is maximum (break ties arbitrarily) and attach
a new child vertex u to v with label C(i), thereby obtaining the tree rf (t, S), (ii) else if
S n vbl(C(i)) is non-empty, then attach a new child vertex to the root with label C(i) to
obtain () (t, S), (iii) else, set rg&(t,S) = rg)(t, S). Finally set TC(t, S) =- Tf(t, ).
Note that if S = vbl(A) E BA then TC(t, S) is a full witness tree with root A. For such a
full witness tree, our construction is the same as the construction of witness trees associated
with the log in [247].
We say that the partial witness tree TS occurs in event-log C if there exists t E N
such that for some A E A such that S E BA, C(t) = A and TS = Tc(t, S). An illustrating
example of these definitions can be found in Figure 15-2.
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Dependency graph Partial witness tree 7C(9 , {X1, X5 })
Figure 15-2: The dependency graph and an example of a partial witness tree constructed
from the event-log C = A 2 , A3 , A5 , A4 , A 1 , A3 , A 1, A5 , A 2 ,... where vbl(A1 ) = {X1, X 2 , X 3 },
vbl(A 2) = {Xi,x 4 ,X 5}, vbl(A 3 ) = {X4 ,X 5 ,X6 }, vbl(A 4) = {X 3 ,X.7 }, vbl(A5 ) = {X 4 ,X6 }-
Note that the last occurrence of the event A5 is not added to the witness since it does not
share a variable is the variable subset {xi, X5} C vbl(A2 ) that was selected as a root.
For a table T, a T-check on a partial witness tree TS uses table T as follows: In
decreasing order of depth, visit the non-root vertices of TS and for a vertex with label A,
take the first unused value from T for each X E vbl(A) and check if the resulting evaluation
makes A happen. The T-check passes if all events corresponding to vertices apart from
the root, happen when checked. We say that a partial witness tree is consistent with a
table T if the T-check passes on the partial witness tree.
Most of the above definitions are simple extensions of the ones given in [247].
15.5.2 Properties
In this section we state and prove two important properties of the partial witness tree which
will be useful in obtaining the deterministic sequential and parallel algorithms.
The following lemma proves that given a witness tree, one can use the T-check procedure
to exactly determine which values were used in the resamplings that lead to this witness
tree.
Lemma 15.5.1. For a fixed table T, if a partial witness tree TS occurs in the event-log CT,
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then
1. rs is proper.
2. rs is consistent with T.
Proof. The proof of this lemma is essentially Lemma 2.1 in [247] and added here mostly for
completeness.
Since Ts occurs in CT, there exists some time instant t such that for S E BCT(t), rs
rCT (t, S). For each v E V(-rs), let d(v) denote the depth of vertex v and let q(v) denote
the largest value q with v contained in r (t). We observe that q(v) is the time instant in
which v was attached to rcT (t, S) by the procedure constructing TCT (t, S).
If q(u) < q(v) for vertices u, v E V(rs) and vbl([u]) and vbl([v]) are not disjoint, then
d(u) > d(v). Indeed, when adding the vertex u to (q(u)+1) (t) we attach it to v or to another
vertex of equal or greater depth. Therefore, for any two vertices u, v E V(rs) at the same
depth d(u) = d(v), [u] and [v] do not depend on any common variables, that is the labels
in every level of rs form an independent set in G. In particular Ts must be proper.
Now consider a non-root vertex v in the partial witness tree rS. Let Pi E vbl([v]). Let
D(i) be the set of vertices w E rs with depth greater than that of v such that [w] depends
on variable Pi.
When the T-check considers the vertex v and uses the next unused evaluation of the
variable P, it uses the evaluation T(i, ID(i)|). This is because the witness check visits the
vertices in order of decreasing depth and among the vertices with depth equal to that of
v, only [v] depends on Pi (as we proved earlier that vertices with equal depth are variable
disjoint). So the T-check must have used values for Pi exactly when it was considering the
vertices in D(i).
At the time instant of resampling [v], say tv, Algorithm 2 chooses [v] to be resampled
which implies that [v] happens before this resampling. For Pi E vbl([v]), the value of the
variable Pi at t4 is T(i, ID(i)|). This is because the pointer for Pi was increased for events
[w] that were resampled before the current instance, where w E D(i). Note that every event
which was resampled before tv and that depends on [v] would be present at depth greater
than that of v in Ts by construction. Hence, D(i) is the complete set of events which led to
resampling of P before the instant t4.
As the T-check uses the same values for the variables in vbl([v]) when considering v as
the values that led to resampling of [v], it must also find that [v] happens. E
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Next, we prove a range lemma for partial witnesses, improving the range to a factor of
two.
Lemma 15.5.2. If a partial witness tree of weight at least -y occurs in the event-log CT
and every vertex v in the tree has weight at most -y, then a partial witness tree of weight
E [, 2-y) occurs in the event-log CT.
Proof. The proof is by contradiction. Consider a least weight partial witness tree whose
weight is at least y that occurs in the event-log CT, namely Ts = TCT (t, S) for some t,
S E BA where A = CT(t). A witness tree with weight at least y exists by assumption and
because there are only finitely many choices for t and S there exists also a least weight
such tree. Suppose, for the sake of contradiction, that w(Ts) 2-y. We may assume that
Root(rs) has at least one child, otherwise, the weight of the tree is zero. We have two cases:
Case (i): Root(Ts) has only one child v. Let t' be the largest time instant before t at
which [v] was resampled. Note that this resampling of [v] corresponds to the child v of
the root of 'rs. Now, consider the partial witness tree Ts = TcT (t', S' = vbl([v])). Since i-
contains one less vertex than Ts, w(Ts) < w(rs). Also, since the weight of any vertex v in
the tree is at most 'y we get that w(T) = w(TS) - w([v]) > -y. Finally, by definition of rs, it
is clear that T occurs in the event-log CT. Thus, Ts is a counterexample of smaller weight
contradicting our choice of rs.
Case (ii): Root(Ts) has at least two children. Since the labeling clauses of these children
have pairwise disjoint sets of variables and they have to share a variable with S, we have
that S consists of at least 2 variables. Thus, it also has at least two children in the variable
splitting BA. In BA, starting from S, we now explore the descendants of S in the following
way, looking for the first vertex whose children SL and SR reduce the weight of the tree,
i.e., 0 < w(rsL) W(TSR) < w(T), where TSL = Tcr (t, SL) and TsR = Tcr (t, SR): if a vertex
SL reduces the weight of the tree without making it zero (i.e., 0 < w(TsL) < w(Ts)), then
its variable disjoint sibling SR must also reduce the weight of the tree; on the other hand,
if a vertex SL reduces the weight of the tree to zero, then its sibling SR cannot reduce the
weight of the tree. Suppose SL reduces the weight to zero, then we explore SR to check if
its children reduce the weight. It is easy to see that this stops at the latest when SL and
SR are leaves in BA.
By definition, both TsL and rsR occur in the event-log CT. Since we pick the first siblings
SL and SR (in the breadth first search) which reduce the weight, their parent S' is such
that w(rs,) w(TS), where Ts' = Tcr(t,S'). We are considering only those S' such that
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S' C S. This implies that w(Ts') w(rs). Hence, w(rs,) = w(Ts) and for every vertex that
has label A in Ts, one can find a unique vertex labeled by A in Ts' and vice-versa. Further,
S' is the disjoint union of SL and SR; therefore, for vertex with label A in TsI, one can find
a unique vertex labeled by A either in TSL or TSR-
As a consequence, we have that for every vertex with label A in TS, one can find a unique
vertex labeled by A either in rSL or TSR. Hence, w (TsL) + w(TsR) w(rs) and therefore,
max{w(rSL), w(TsR)} w(Ts)/2 > -y. So, the witness with larger weight among TSL and
TSR has weight at least -y but less than that of Ts. This contradicts our choice of s.
15.6 Deterministic Algorithm
In this section we describe our sequential deterministic algorithm and prove Theorem 15.3.1.
For the rest of this chapter we define a set of forbidden witnesses F which contains
all partial witness trees with weight between -y and 2y. We define a table to be a good
table if no forbidden witness is consistent with it. With these definitions we can state our
deterministic algorithm.
Algorithm 3:
Sequential Deterministic Algorithm
1. Enumerate all forbidden witnesses in F.
2. Construct a good table T via the method of conditional probabilities:
For each variable p E P, and for each j, 0 < j 5 2-y/Wmin, do
* Select a value for T(p, j) that minimizes the expected number of forbidden wit-
nesses that are consistent with T when all entries in the table chosen so far are
fixed and the yet to be chosen values are random.
3. Run Algorithm 2 using table T as input.
We next give a short overview of the running time analysis of Algorithm 3 before em-
barking on the proof of Theorem 15.3.1.
The running time of Algorithm 3 depends on the time to construct a good table T by the
method of conditional probabilities. To construct such a table efficiently, we prove that the
number of forbidden witnesses is small (polynomial in M) using Lemma 15.6.2. Further, we
need to show that the method of conditional probabilities indeed constructs a good table.
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We show this by proving in Lemma 15.6.1 that the expected number of forbidden witnesses
that are consistent with T initially (when all values are random) is smaller than one. This
invariant is maintained by the method of conditional probabilities resulting in a fixed table
with less than one (and therefore no) forbidden witnesses consistent with it. By Lemmas
15.5.1 and 15.5.2, it follows that no witness of weight more than -y occurs when Algorithm
2 is run on the table T. Finally, the maximum number of vertices in a partial witness tree
of weight at most 7 is small. This suffices to show that the size of table T is small and thus
Algorithm 3 is efficient.
Lemma 15.6.1. The expected number of forbidden witnesses consistent with a random table
T is less than 1/2.
Proof. For each event A E A, let TA and T' be the set of partial and respectively full
witness trees in F with root from BA. With this notation the expectation in question is
exactly:
P [r is consistent with T].
AEA7TETA
Note that according to Lemma 15.5.1, a partial witness tree is consistent with a table T if
and only if it passes the T-check. Clearly, the probability that a witness -r passes the T-
check for the random table T is HvEV() P [[v]] (recall that V(r) denotes the set of non-root
vertices in T). Using this and the assumption in Theorem 15.3.1 that P [[v]] <; x'([v])1+e we
get that the expectation is at most
E:= E E x([])D1+e.
AEA rETA vEV(r)
To relate this to the full witness trees considered in [247], we associate with every partial
witness tree r (in TA) a full witness tree T' (in T') by replacing the root subset S E BA
with the full set vbl(A). Note that the weights of T and T' are the same (as is the quantity
HVE7(1) x'([v])1+E). Note also that every full witness tree has at most |BAl partial witness
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trees associated with it. Hence, we can rewrite the expression to get
E < | BAt E f1 X'([v])1+E
AEA TET' VEV(r)
S BAI E X'[V]) 2z (,
AEA rET'A \vEV(r)
where the last expression follows because, for T E T', we have
w(T) =-log 1J X'([]) >,
vEV(r)
== H x'([v]) < 2-7.
VEV(r)
Next we transition from partial to full witness trees by including the root again (and
going from V to V).
I: S 1 (A- H x'v)2e
AEA vET' V6V(r)
Now we can use the following result of Moser-Tardos (Section 3 in [247]) that bounds
the expected number of full witnesses with root A:
S x'([v])D x(A) '
rET' vEV(r) [ )1 )
Their proof makes use of a Galton-Watson process that randomly generates proper
witness trees with root A (note that by Lemma 15.5.1 all partial witness trees are proper).
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Using this,
E < |B.a ( x(A) 2~7E
_x(A) 1 - x(A))AE0A
M 1
< -2- < -<
2 -2
Here the penultimate inequality follows from the fact that |BA1 < 2|vbl(A)j and the
definition of M, and the last inequality follows from the choice of -f = (log M)/e. l
Owing to the definition of forbidden witnesses via weights, there is an easy way to count
the number of forbidden witnesses using the fact that their expected number is small.
Lemma 15.6.2. The number of witnesses with weight at most 2y is at most O(M 2(1+1/E)).
In particular, the number of forbidden witnesses is less than M 2 (1+1/e).
Proof. Each forbidden witness T E F has weight w(r) 2y and thus
IFI(2~ 2 )(1+e) < Z(2-w(r))(1+E)
TEF
(1+e)
= fJ x'([v])
TEF kVEV(T)
M 1
=E < -2-' < -.
2 -2
Here, the final line of inequalities comes from the proof of Lemma 15.6.1. Therefore the
number of forbidden witnesses is at most
|F| 2 2 2y(1+e) 2  +(2+) < lM2(1+1/E).(2 2 - 2
Using the same argument with any 7' instead of -y shows that the number of witnesses
with weight in [Y', 2-y'] is at most (M/2) - 27'(2+E). Since this is exponential in -y' the total
number of witnesses with weight at most 2y is dominated by a geometric sum which is
O(M2(1+1/e)).
We are now ready to prove Theorem 15.3.1.
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Proof of Theorem 15.3.1. We first describe how the set of forbidden witnesses in the first
step of the deterministic algorithm (Algorithm 3) is obtained.
Enumeration of witnesses. We enumerate all witnesses of weight at most 2-y and then
discard the ones with weight less than -y. According to Lemma 15.6.2, there are at most
M 2(1+1/) witnesses of weight at most 2-y and each of them consists of at most Xmax =
(2-y/wmin) +1 = (2 log M)/(Ewmin) +1 vertices. In our discussion so far we did not need to
consider the order of children of a node in our witness trees. However, for the enumeration it
will be useful to order the children of each node from left-to-right. We will build witnesses by
attaching nodes level-by-level and from left-to-right. We fix an order on the events according
to their weights, breaking ties arbitrarily, and use the convention that all witnesses are
represented so that for any node its children from left-to-right have increasing weight. We
then say a node v is eligible to be attached to a witness T if in the resulting witness T' the
node v is the deepest rightmost leaf in r'. With this convention the enumeration proceeds
as follows:
As a preprocessing step for every event A we sort all the events in F+(A) according
to their weight in O(m 2 log m) time. Then, starting with W 1, the set of all possible roots,
we incrementally compute all witnesses W2 having x = 1, ... , xma, nodes and weight at
most 2 7y. To obtain W2+1 from W2 we take each witness T E Wx and each node V E T and
check for all A E p+([v]) with weight more than the current children of v, in the order of
increasing weight whether a node v' with [v'] = A is eligible to be attached to r at v. If
it is eligible, and the resulting new witness T' has weight at most 2 -Y, then we add r' to
W2+1. It is clear that in this way we enumerate all forbidden witnesses without producing
any witness more than once.
We now analyze the time required by the above enumeration procedure. We write down
each witness explicitly, taking O(xmax log M) time and space per witness. For each witness
it takes linear (in the number of nodes) time to find the nodes with eligible children. Note
that attaching children to a node in the order of increasing weight guarantees that at most
one attachment attempt per node fails due to large weight. Thus, the total time to list all
forbidden witnesses is at most O(XmaxM 2 (1+l/) log M).
Finding a good table. The running time to find a good table T using the method of
conditional probabilities as described in Algorithm 3 can be bounded as follows: For each
of the n variables, the table T has 2-y/Wmin = max places to be filled in. For each of
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those places at most D possible values need to be tested. For each value we compute the
conditional expectation of the number of forbidden witnesses that are consistent with the
partially filled in table T by computing the conditional probability of each forbidden witness
T E F to pass the T-check given the filled in values and summing up these probabilities.
This can be done by plugging in the fixed values into each of the at most Xmax nodes of
r similar to the T-check procedure, computing the conditional probability in to time and
computing the product of these conditional probabilities. Thus, the total time to compute
T is at most
O(n D E xl ax tc) = ( DM3+2/E log 2 M
E min
To complete the proof we show that the running time of the sequential algorithm on a
table T obtained by Step 2 of the deterministic algorithm is at most 0 (M 2 . Xmax . tc):
First, we note that by running the sequential algorithm using table T, none of the
forbidden witnesses can occur in the event-log CT. This is because the table is obtained by
the method of conditional probabilities: In the beginning of the construction of the table,
when no value is fixed, the expected number of forbidden witnesses that occur in the event-
log is less than 1/2 as proved in Lemma 15.6.1. This invariant is maintained while picking
values for variables in the table. Thus, once all values are fixed, the number of witness trees
in F that occur in the event-log CT is still less than 1/2 and hence zero.
This implies that the sequential algorithm with T as input resamples each event A E A
at most xmax times. Indeed, if some event A E A is resampled more than xmax times, then
A occurs in the event-log CT at least xmax times. Now, the weight of the partial witness tree
associated with the last instance at which A was resampled, would be at least xmaxwmin
which is more than 2-y. According to Lemma 15.5.2, which is applicable since y = (log M)/e
is larger than the maximum weight event, there would also be a forbidden witness of weight
between -y and 2-y occurring in CT, a contradiction. Therefore, the number of resamplings
done by Algorithm 2 is 0 (m -xmax) and the total running time for Algorithm 2 using table
T is O (m2 Xmax - tc): the additional factor m - to comes from the time needed to find an
event that happens. This running time is smaller than the upper bound for the time needed
to find a good table T.
This shows that Algorithm 3 terminates in the stated time bound. Lastly, the correctness
of the algorithm follows directly from the fact that the algorithm only terminates if a good
assignment is found.
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From the general deterministic algorithm it is easy to obtain the corollary regarding
k-CNF by using the standard reduction to the symmetric LLL and plugging in the optimal
values for the parameters.
Proof of Corollary 15.3.2. For a k-CNF formula with clauses A = {A 1,..., Am}, for each
clause A e A we define an event A and say that the event happens if the clause is unsatisfied.
Further, each variable appearing in the formula picks values uniformly at random from
{0, 1}. Then, for every event A, P [A] = 2 -*. As remarked in Section 15.4.1, we may
assume that k < log m, for otherwise the problem becomes simple. If d is the maximum
number of clauses that a clause shares its variables with, setting x(A) = 1/d for all A E A,
we obtain that x'(A) > 1/de. The condition that d < 2k/(l+e)/e then implies for all events
A that P [A] x'(A)1 + as required by the LLL-condition. Therefore, we use parameters
to = 0(k), Wmin k, D = 2, Ivbl(A)I = k and obtain M = 0(n+m+mk+d) = 0(mlog m).
With these parameters the corollary follows directly from Theorem 15.3.1. E
15.7 Parallel Algorithm
In this section we present an efficient parallel algorithm (outlined in Sec. 15.4.5) and analyze
its performance, thereby proving Theorem 15.3.3.
In the design of our sequential algorithm, we used Algorithm 2 as a subroutine which
takes an input table, and uses it to search for an assignment for which none of the bad
events happens. This reduced the problem to finding a good input table. For designing the
parallel algorithm, Moser-Tardos already provided the parallel counterpart of Algorithm
2, and so what remains is to find a good table. Our algorithm relies on the following
observation: Instead of sampling the values in the table independently at random, if we
choose it from a distribution that is a (k, 6)-approximation of the original distribution (for
appropriate k and 6), the algorithm behaves as if the values in the table had been chosen
independently at random (Proposition 15.7.2). The support of a (k, 6)-approximation can
be chosen to be small and can be generated fast in parallel, so this gives us a small set of
tables which is guaranteed to contain at least one table on which the algorithm terminates
quickly (Lemma 15.7.3). Our algorithm runs the Moser-Tardos parallel algorithm on each
of these tables in parallel, and stops as soon as one of the tables leads to a good evaluation.
We begin by describing the two ingredients that we will need.
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15.7.1 Limited Independence Probability Spaces
We need the notion of (k, 6)-approximate distributions to describe our algorithm.
Definition 15.7.1. (k, J)-approximations [251]: Let S be a product probability distribution
on a finite domain S1 x S 2 x ... x S, given by mutually independent random variables
X1,. . . , X8 , where Xi E Si. For positive integer k and constant 6 E (0, 1), a probability
distribution Y on S1 x S 2 x ... x S, is said to be a (k, 6)-approximation of S if the following
holds. For every I C [s] such that lI| k, and every v E S1 x S2 x ... x Ss we have
|Ps [vi] - Py [v1 ]| 6,
where PS [v1] denotes the probability that for a random vector (x, .. . , xS) chosen according to
the probability distribution S, we get xi = vi for i E I; the definition of Py[vi] is analogous.
The support Y of a (k, 6)-approximation Y of S can be constructed efficiently in parallel.
We use the construction described in [251] (which in turn uses [250]). This construction
builds a (k, 6)-approximation to a product space with t variables with a support size of
IYI = poly(2k, log t, 6-1). The construction can be parallelized to run in time O(log t +
log k + log 1/6 + log D) using poly(2k/6)tD processors, where D is again the maximum
domain size for a variable.
For our algorithm we want approximately random tables of small size. More formally
we will work with tables containing at most [y/wmin1 columns. So, we set t = n - F7/wminl
and S1 x S 2 x ... x S, = (D 1 x D 2 x ... x Dn)FY/Wmi-l. We furthermore set k = 2cy, 6-1 -
3M 2+2/ED 2 0y and S to be the distribution obtained by independently sampling each entry
in the table according to its distribution. For these values and recalling that -Y = (log M)/e
the support Y of the (k, 6)-approximation Y obtained by the construction mentioned above
has size poly(2 2cy, log (n - 'Y ), 3M 2 +2/ED 2 y) - MO((c/E)log D), and it can be constructed
in parallel in time O(-y log D + log(1/wmjn)) using MO((c/e) log D) processors.
15.7.2 Decision Trees
In Theorem 15.3.3, our assumption about how the events depend on the variables was in
terms of decision tree complexity. In this section we recall the definition of decision trees,
and show some simple properties needed in the sequel.
Let S = D 1 x ... x Dn, and let f : S -+ {0, 1} be a Boolean function. We denote the
elements of S by (XI, x 2 ,.. ., n) where xi E Di for 1 < i < n. A decision tree for computing
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f (x1, X2..., xn) is a rooted tree T, where each internal vertex of the tree is labeled by one
of the variables from {x1,...,xn}, and each leaf is labeled by 0 or 1. An internal vertex
labeled by xi, has IDi| children, with their corresponding edges being labeled by distinct
elements from Di. To compute f(xI, x 2 , - - -, xn), the execution of T determines a root-
to-leaf path as follows: starting at the root we query the value of the variable labeling a
vertex and follow the edge to the child which is labeled by the answer to the query. When
we reach the leaf, we output the label of the leaf. The complexity of a decision tree is its
depth. The decision tree complexity of a function f is the depth of the shallowest decision
tree computing f.
Proposition 15.7.2. Let S = D1 x ... x Dn be a product space of finite domains of
size at most D = maxi jDi|, let P be an independent product distribution on S and let
f, fi, f2 : S -+ {0, 1} be Boolean functions on S.
1. If f1 and f2 have decision tree complexity k1 and k2 respectively, then the decision
tree complexity of fi A f2 is at most k1 + k2 .
2. If f has decision tree complexity at most k then every (k, 6)-approximation Y of P is
Dk6_indistinguishable from P, i.e.,
JEy(f) - Ep(f)| ; Dk6.
Proof. For the first claim we recall that a function f having decision tree complexity at
most k is equivalent to saying that we can determine f(x) for x E S by adaptively querying
at most k coordinates of x. If this is true for fi and f2 with decision tree complexity ki and
k2 respectively then we can evaluate fi (x) A f 2 (x) by adaptively querying at most ki + k2
components of x. Therefore the conjunction has decision tree complexity at most ki + k2 .
For the second claim, we fix a decision tree for f with depth at most k. Each one
of the leaf-to-root paths in this tree corresponds to a partial assignment of values to at
most k components, and this assignment determines the value of f. The expectation of
f under any distribution is simply the sum of the probabilities of the paths resulting in a
1-evaluation at the leaf. Switching from a completely independent distribution to a k-wise
independent distribution does not change these probabilities since the partial assignments
involve at most k variables. Similarly switching to a (k, 6)-approximation changes each of
these probabilities by at most 6. There are at most Dk paths resulting in a 1-evaluation
which implies that the deviation of the expectation is at most Dko. E
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The following lemma shows that using a (k, 6)-approximate distribution instead of the
original one does not change the performance of Algorithm 2 if the events have low decision
tree complexity:
Lemma 15.7.3. Suppose that there exists a constant c such that every event A E A
has decision tree complexity at most cmin{-logx'(A),1og M}. Let k = 2cy and J-1 =
3M 2+2/eD 2 . The expected number of forbidden witnesses consistent with a table T that
was created by a (k, 6)-approximation for the distribution of random tables is at most
1/2 + 1/3 < 1.
Proof. The event that a partial witness -r e F is consistent with T is exactly the conjunction
of events [v], V e V(T). Using Proposition 15.7.2, the decision tree complexity of this event
is at most
cmin{log M, - log x'([v])} c 5 -log x'([v]) 2c-y,
vEV(T) VEV(T)
where the last inequality follows because by definition, forbidden witnesses have weight
at most 2y. Lemma 15.6.1 shows that using the original independent distribution P, the
expected number of forbidden witnesses occurring is at most 1/2. The second claim of
Proposition 15.7.2 proves that switching to a (k, 6)-approximation changes this expectation
by at most Dk6 = 1/(3M 2+2/e) for each of the IFI witnesses. To complete the proof, observe
that by Lemma 15.6.2 we have |F M 2+2 /,.
15.7.3 The Parallel Algorithm and its Analysis
We can now describe our parallel algorithm.
Proof of Theorem 15.3.3. We use Algorithm 4 to obtain a good evaluation. We already saw
in Section 15.7.1 that the support Y of the (k, 6)-approximation to the random distribution
of tables in Step 1 can be generated efficiently within the time and the number of processors
claimed. We now show that these resources also suffice for the rest of the steps in the
algorithm.
Lemma 15.7.3 guarantees that there is a table T E Y for which there is no forbidden
witness consistent with it. Steps 2a-3 are the same as the parallel algorithm in [247]. We will
show that on table T this algorithm terminates within at most Fy/w,inl steps: By using
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Algorithm 4:
Parallel Deterministic Algorithm
1. Construct a small set of tables Y which form the support of a (k,6)-approximate
independent distribution Y using the construction mentioned in Sec. 15.7.1.
2. For each table T E Y do in parallel:
(a) For every variable Pi E P: initiate the pointer ti = 1.
(b) While 3A E A that happens when VPi E P : Pi = T(i, ti), do
" Compute, in parallel, a maximal independent set I in the subgraph of GA
induced by the events that happen on the current assignment.
" Resample all A E I in parallel: For all Pi E UAEI vbl(A), increment tj by
one.
" If tj = [-y/wmin1 + 1 (one more than the total number of samples for Pi in a
good table), then halt this thread of computation.
3. Once a valid assignment is found using one of the tables, output it and terminate.
Lemma 4.1 of [247], if the algorithm runs for i iterations, then there exists a consistent
witness of height i. Such a witness has weight at least iwmin. We know from Lemma 15.5.2
and Lemma 15.5.1 that no witness of weight more than y can occur since otherwise a
forbidden witness would be consistent with T. Hence we have i ; 7/Wmin. This means that
the thread for table T does not attempt to increment the pointer ti beyond y/wi on table T,
and so this thread terminates with a good evaluation. Each of these i iterations takes time
teval to evaluate all m events and time tMIS to compute the independent set on the induced
dependency subgraph of size at most m. This proves that after creating the probability space
Y, the algorithm terminates in O( 2 (tMIS + tevai)) time and the termination criterion
guarantees correctness. Adding this to O(y log D + log(1/wmin)), the time to construct Y,
we get that the total time the algorithm takes is O( (tMIS + teval) + -Y log D). The
number of processors needed for the loop is bounded by M 0 (1) for each of the JYJ parallel
computations and thus MO((c/E)log D) in total. []
Again it is easy to obtain the k-CNF result as a corollary of the general algorithm:
Proof of Corollary 15.3.4. We apply the LLL in the same way to k-CNF as in the proof
of Corollary 15.3.2. Again we assume without loss of generality that k = O(log n) and
again get M = O(mk) and Wmin ~ k. Since each clause depends only on k variables a
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decision tree complexity of 0(k) is obvious. Finally using Theorem 15.3.3 and an algorithm
of Luby [136] to compute the maximal independent set in time tMIS = 0(log 2 m) leads to
the claimed running time. E]
15.8 Conclusion
Moser and Tardos [247] raised the open question for a deterministic LLL algorithm. We
address this question and give a deterministic parallel algorithm that works under nearly
the same conditions as its randomized versions.
All known deterministic or (randomized) parallel algorithms need a slack in the LLL con-
ditions (see Table 15.1). It remains open to remove those e-slacks. Obtaining deterministic
constructions for the problems in [20] is another interesting open question.
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Chapter 16
(Constructive) Lower Bounds for
van der Waerden Numbers
16.1 Introduction
Notation 16.1.1. Let [n] = {1, ... , n} and N+ = {1, 2, .. .}. If k E N+ then a k-AP means
an arithmetic progression of size k, i.e., k numbers of the form {a, a+ d... , a + (k - 1)d}
with a, d E N+.
Recall van der Waerden's theorem:
Theorem 16.1.2. For every k > 1 and c > 1 there exists W such that for every c-coloring
COL : [W] -- [c] there exists a monochromatic k-AP, i.e. there are a, d E N+, such that
COL(a) = COL(a + d) = --- = COL(a + (k - 1)d).
Definition 16.1.3. Let k,c,n E N and let COL : [n] -+ [c]. We say that COL is a (k,c)-
proper coloring of [n] if there is no monochromatic k-AP in [n]. We denote with W(k, c)
the least W such that van der Waerden's theorem holds with these values of k, c and W,
i.e., the least W such that there exists no proper coloring of [W].
The first proof of Theorem 16.1.2 was due to van der Waerden [253]. The bounds on
W(k, c) were (to quote Graham, Rothchild, and Spencer [254]) EEEENORMOUS. Formally
they were not primitive recursive. The proof is purely combinatorial. Shelah [255] gave
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primitive recursive bounds with a purely combinatorial proof. The best bound is due to
Gowers [256] who used rather hard mathematics to obtain
W(k, c) ; 22c2
In this chapter we survey lower bounds for van der Waerden numbers. Some of the
bounds are obtained by probabilistic proofs. Since such proofs do not produce an actual
coloring they are often called, informally, nonconstructive. However, since all of the objects
involved are finite, one could (in principle) enumerate all of the colorings until one with the
correct properties is found. We do not object to the term nonconstructive; however, we wish
to clarify it. To this end we formally define two types of constructive proofs. We only define
these notions for proofs of lower bounds on W(k, c). It would be easy to define constructive
proofs in general; however, we want to keep our presentation simple and focused.
Definition 16.1.4. A proof that W(k, c) f(k, c) is deterministic-constructive if it gives
an algorithm that, for all k, c, produces a proper c-coloring of [f(k, c)] in time polynomial
in f(k, c).
Some of the nonconstructive techniques yield a randomized algorithm that, with high
probability, will produce a proper coloring in polynomial time. These seem to us to be
different from truly nonconstructive techniques. Hence we define a notion of randomized-
constructive.
Definition 16.1.5. A proof that W(k, c) f(k, c) is randomized-constructive if it gives a
randomized algorithm that, for all k, c,
" always produce either a proper c-coloring or the statement I HAVE FAILED!,
" with probability 2/3 produce a proper c-coloring, and
" terminate in time polynomial in f(k, c).
Note 16.1.6.
1. The success probability can be increased through standard amplification by repeating
the algorithm (say) f(k, c) times to make the probability of success 1 - - 1 or even
higher. The required explicitly declared one-sided error makes it furthermore possible to
transform each randomized-constructive proof into a Las Vegas algorithm that always
outputs a proper c-coloring in expected polynomial time.
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2. Similar probabilistic proofs of lower bounds for (off-diagonal) Ramsey Numbers [18,
254] are neither deterministic-constructive nor randomized-constructive. The reason
for this is that no polynomial time algorithm for detecting a failure (i.e., finding a
large clique or independent set) is known. This makes randomized algorithms such as
the ones presented in Chapter 18 inherently Monte Carlo algorithms that cannot be
made randomized-constructive.
3. Work of Wigderson et al. [257, 258] on derandomization shows that, under widely
believed but elusive to prove hardness assumptions, randomness does not help algo-
rithmically - or more formally that P = BPP. In this case the above two notions of
randomized- constructive and deterministic- constructive would coincide.
We present the following lower bounds:
1. W(k, 2) > 2(k-1)/2 by a randomized-constructive proof. This is an easy and known
application of the probabilistic method of Erdds and Rado [259]. This result is usually
presented as being nonconstructive.
2. W(k, 2) > vf/ 2 (k-1)/2 by a deterministic-constructive proof. This is an easy deran-
domization of the Erd6s-Rado lower bound using the method of conditional expecta-
tions of Erdds and Selfridge [260]. It is likely known though we have never seen it
stated.
3. If p is prime then W(p + 1, 2) p(2P - 1) by a deterministic-constructive proof.
Berlekamp [261] proved this; however, our presentation follows that of Graham et
al [254]. Berlekamp actually proved W(p + 1, 2) > p2P. He also has lower bounds
if k is a prime power and c is any number. Using a hard result from number the-
ory [262] we obtain as a corollary that, for all but a finite number of k, W(k, 2) >
(k - ko.525)( 2 kk 5 2 5  1).
4. W(k, 2) - 2(::f by a randomized-constructive proof. The nonconstructive version of
this bound is implied by the Lovisz Local Lemma [235] and by Szab6's result [263] (ex-
plained below). The randomized-constructive proof is an application of Moser's [248]
algorithmic proof of the Lovs'sz Local Lemma. Our presentation is based on Moser's
STOC presentation in which he sketched a Kolmogorov complexity based proof that
differed significantly from the conference paper. Later Moser and Tardos wrote a
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sequel making the general Lovssz Local Lemma (with the optimal constants) con-
structive [247]. Schweitzer had, independently, used Kolmogorov complexity to obtain
lower bounds on W(k, c) [264].
5. For all e > 0, for all k E N+, W(k, 2) 2()(1-e)by a deterministic-constructiveek yadtriitccntutv
proof. More precisely we give a deterministic algorithm that, given k and e, always
outputs a proper coloring of [2('-1)(1-)] in time 2 0(k/) which is polynomial in the
output size for any constant e > 0. This result is an application of the techniques
from Chapter 15. Here we present a significantly simplified, short and completely
self-contained proof.
6. The Lovssz Local Lemma algorithm by Moser and Tardos [247] can be used to obtain
W(k, 2) 2 (- -) by a randomized-constructive proof matching the best nonconstruc-
tive bound directly achievable via the Lovasz Local Lemma (see [254]). We show
W(k, 2) f 2 (- - 1 as a simple corollary of our deterministic-constructive proof.
Note 16.1.7.
1. The best known (asymptotic) lower bound on W(k, 2) is due to Szab6 [263]:
Ve > 0, V large k : W(k, 2) > k
kIE
The proof is involved, relies on the Lovdsz Local Lemma and additionally exploits the
structure of k-APs that almost all k-AP are almost disjoint (i.e., intersect in at most
one number). While the original proof is nonconstructive it can be made constructive
using the methods presented in this thesis.
2. There is no analog of Szab6's bound for c > 3 colors known. In contrast to this the
techniques presented here directly extend to give lower bounds on multi-color van der
Waerden numbers of the form W(k, c) 2 for any integer c > 2.
3. The techniques used to prove the results mentioned in items 1,2,3,5, and 6 can be
modified to get lower bounds for variants of van der Waerden numbers such as Gallai-
Witt numbers (multi-dimensional van der Warden Numbers) [265, 266] (see also [254,
267]), and some polynomial van der Waerden numbers [268, 269] (see also [267]).
We use the following easy lemmas throughout this chapter.
Lemma 16.1.8. Let k, n E N+.
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1. Given a k-AP of [n] the number of k-AP's that intersect it is less than kn.
2. The number of k-AP's of [n] is less than n 2/k.
Proof. 1.) We first bound how many k-AP's contain a fixed number x E [n]. Let 1 < i < k.
If x is the ith element of some k-AP then in order for this k-AP to be contained in [n] its
step width d has to obey: 1 < x - (i - 1)d and z + (k - i)d < n.
We assume for simplicity that k is even (the odd case is nearly identical). Once i and
d are fixed, the k-AP is determined. We sum over all possibilities of i while assuming the
second bound on d for all i < k/2 and the first bound for i > k/2. This gives us the
following upper bound on the number of k-APs going through a fixed x:
k/2 k k/2 k
+ 1 (n- x)Zki + (x-1) E
i=1 i=k/2+1 i=1 i=k/2+1
k
= (n-x+x-1) < n-1.
i=k/2+1
Here the last inequality follows from E=k/2 1 < 1 which can be easily shown by
induction. Using this upper bound we get that the number of k-AP's that intersect a given
k-AP is at most k(n - 1) < kn.
2.) If a k-AP has starting point a then then a + (k - 1)d < n, so d < -. Hence, for any
a E [n], there are at most ' k-AP's that start with a. The total number of k-AP's in [n]
is thus bounded by
n-1 n - a 1  - n(n-1) n2
E k -1 k - 1 n -a=2(k -1) -k '
a=1 a=1
0
16.2 A Simple Randomized-Constructive Lower Bound
Theorem 16.2.1. W(k, 2) > jkf 2 (k-1)/2 by a randomized-constructive proof.
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Proof. We first present the classic nonconstructive proof and then show how to make it into
a randomized-constructive proof.
Let n = k2(k-1)/2. Color each number x from 1 to n by flipping a fair coin. If the
coin is heads then color x with 0, if the coin is tails then color x with 1. Let p be the
probability that there is a monochromatic k-AP. We will show that p < 1 and hence there
is some choice of coin flips that leads to a proper 2-coloring of [n].
By Lemma 16.1.8 the number of k-AP's is bounded by n2 /k. Because of the random
choice of colors each k-AP becomes monochromatic with probability exactly 2 -(k-1) and a
simple union bound over all k-AP's gives:
2
p < (n 2 /k)2~(k- 1) _ k2(k1)
Looking ahead to making this proof randomized-constructive we want this probability
to be at most 1/3. We show that this is implied by our choice of n.
k2k-1 < 1/3
3n2 < k2k-1
V3n _< V#k2(k-1)/2
n < V32(k-1)/2.
-3
We now present a randomized algorithm that produces (with high probability) a proper
coloring and admits its failure when it does not.
1. Get input k and let n = L2(k1)/2
2. Use n random bits to color [n].
3. Check all k-APs of [n] to see if any are monochromatic. (by Lemma 16.1.8 there
are at most n2 /k different k-APs to check, so this takes O(n2 ) time). If none are
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monochromatic then the coloring is proper and we output it. Else output I HAVE
FAILED!.
By the above calculations the probability of success is > 2/3. By comments made in
the algorithm it runs in polynomial time. L
16.3 A Simple Deterministic-Constructive Proof
Theorem 16.3.1. W(k, 2) vi2(k-l)/ 2 by a deterministic-constructive proof.
Proof. We derandomize the algorithm from Section 16.2 using the method of conditional
probabilities [235]. Let n < V/k2(k-1)/2 and X be the set of all arithmetic progressions of
length k that are contained in [n].
Let f : R" -+ R be defined by
f(x1,... , Xn) = j(j Xi +]1(1 - xi)).
sEX iEs iEs
We will color [n] with O's and 1's. Assume we have such a coloring and that zi is
the color of i. When xi is set to 1/2 that means that we have not colored it yet. Note
that f(xi, . ., X) gives exactly the expected number of monochromatic k-AP's when each
number i gets colored independently with probability P(i is colored 1) = xi. Thus a coloring
has a monochromatic k-AP iff f(xi, ... , Xn) > 1. We will color [n] such that f(Xi, . ..,Xn) <
1.
Note that
f(1/2,. .. , 1/2) = EXsX(J[iLs 1/2 +flies 1/2) = Esex((1/2)k + (1/ 2 )k)
= EsEX(1/2)k-1
< n2 /(k2k- 1)
We need this to be < 1. We set this < 1 which will derive what n has to be.
n2/(k2k- 1 ) < 1
n2 < k2k-1
n < vfk2(k-1)/2
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We now present a deterministic algorithm:
1. Let x1 = X2 = - - = xn = 1/2. By Lemma 16.1.8 the number of k-AP's is < n 2/k.
By the above calculation f(x1, . .., Xn) < 1.
2. For i = 1 to n do the following. When we color i we already have 1, 2,.. .,i -1 colored.
Let the colors be c1,. . . , ci_1. Hence our function now looks like, leaving the color of
i a variable, f(ci,. .. , ci_ 1 , z, 1/2, ... ,1/2). This is a linear function of z. We know
inductively that if z = 1/2 then the value is < 1. If the coefficient of z is positive
then color i 0. If the coefficient of z is negative then color i 1. In either case this will
ensure that
fci.. ci, 1/2,...,1/2) :5 f (ci,..., ci-1, 1/2, ... ,1/2) < 1.
At the end we have f(x1,. . . , Xz) < 1 and hence we have a proper 2-coloring. It is easy
to see that this algorithms runs in time polynomial in n.
16.4 An Algebraic Lower Bound
We will need the following facts.
Fact 16.4.1. Let p E N (not necessarily a prime).
1. There is a unique (up to isomorphism) finite field of size 2P. We denote this field by
F2p. F2P can be represented by F2 [x]/ < i(x) > where i is an irreducible polynomial
of degree p in F2 [x]. F2P can be viewed as a vector space of dimension p over F2 . The
basis of this vectors space is (the equivalence classes of) 1,x,x 2 .. IxP-1.
2. The group F2P - {0} under multiplication is isomorphic to the cyclic group on 2P - 1
elements. Hence it has a generator g such that
F2P - {0}= {g,g2 3  2.2-1
This generator can be found in time polynomial in 2P.
3. Assume p is prime. Let g be a generator of F2p, and 3 = gd where 1 < d < 2P - 1.
We do all arithmetic in F2P. Let P be a nonzero polynomial of degree < p - 1, with
coefficients in {0, 1, 2, . . . , 2P - 1}. Then P(g) $ 0 and P(3) 4 0.
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Proof. The first two facts are well known and hence we omit the proof. To see the third
fact note that F2p can be viewed as a vector space of dimension p over F2 . There can be no
field strictly between F2 and F2p: if there was then its dimension as a vector space over F2
would be a proper divisor of p. For any a E F2 P - F2 we get now that F2 (a) is F2p because
it would otherwise be a field strictly between F2 and F2P. Hence the minimal polynomial
of a in F2 [X], which we denote Q, has degree p. Let P be a nonzero polynomial in F2 [X]
of degree at most p - 1. If P(a) = 0 then P has to be a multiple of Q. Since P has degree
< p - 1 and Q has degree p, this is impossible. Hence P(a) = 0. This applies to a = g and
to a=gd with 1 < d< 2P-2. (Notethat d=2P -1 gives# =1.)
Theorem 16.4.2. If p is prime then W(p+ 1, 2) ;> p(2P -1) by a deterministic-constructive
proof.
Proof. Let F = F2P, the field on 2P elements. By Fact 1 F is a vector space of dimension p
over F2 . Let vi, ... , op be a basis. By Fact 2 there exists a generator g such that
F - {0} = {g,g 2 g3  2 -1I
We express g, g2 .. , 2P-1 g 2P, . .. , gp(2 P- 1) in terms of the basis. This looks odd since
9 = 92P so this list repeats itself; however, it will be useful.
For 1 < j p(2P - 1) and for 1 < i < p let aij E {0, 1} be such that
P
gi1= aijvi.
i=1
We now color [p(2P - 1)]. Let j E [p(2P - 1)]. Color j with aij. That is, express gi
in the basis {vi,. .. , v,} and color it with the coefficient of vi, which will be a 0 or 1. We
need to show that this is indeed a proper coloring. Assume, by way of contradiction that
the coloring is not proper. Hence there is a monochromatic (p + 1)-AP. We denote it
a, a + d, ... a + pd.
Since all of the numbers are in [p(2P -1)] we have a+pd < p(2P -1) and thus d < 2P -2.
Therefore we get gd # 1.
If we express any of
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I = {ga a+d ga+pd _= ga *a*d a 2d a pI
in terms of the basis they have the same coefficient for vi. Let a = ga and # = gd 74 1.
Recall that, by Fact 3, 3 does not solve any degree p - 1 polynomial with coefficients in
{0,1}.
Case 1: The coefficient is 0. Then we have that all of the elements of I lie in the p - 1
dim space spanned by {v2,. . ., vp}. There are p + 1 elements of I, so any p of them are
linearly dependent. Hence I' = {a,&a , a 2,....,aP-1 } is linearly dependent. So there
exists bo,. . . ,bp 1 E {0,1}, not all 0, such that
p-1
E biciO = 0
i=O
p-1S bi/3 = 0.
i=O
Therefore 3 satisfies a polynomial of degree < p - 1 with coefficients in {0, 1}, contra-
dicting Fact 3.
Case 2: The coefficient is 1. Hence all of the elements of I, when expressed in the basis
{ v, . . ., op} have coefficient 1 for vi. Take all of the elements of I (except a) and subtract
a from them. The set we obtain is
{a#3 - a, a#32 - a, ...,I a#p - a} = {a(# - 1), a(#2 -1,.,a(p - 1)}.
KEY: All of these elements, when expressed in the basis, have coefficient 0 for v1. Hence
we have p elements in a p - 1-dim vectors space. Therefore they are linearly dependent. So
there exists b0 ,. . . , bp-1 E {0, 1}, not all 0, such that
p-1
bia(# - 1) = 0
i=O
p-1
bi(#3 - 1) = 0.
i=o
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Therefore 3 satisfies a polynomial of degree < p - 1 over F2 . This contradicts Fact 3.
We now express the above proof in terms of a deterministic construction.
1. Input(p+ 1).
2. Find an irreducible polynomial i(x) of degree p over F2 [x]. This gives a representation
of F2P, namely F2[x]/ < i(x) >. Note that 1, x, X, .. ,xP- 1 is a basis for F2, over F 2 .
Let vi = x
3. Find g, a generator for F2, viewed as a cyclic group.
4. Express g, g 2 , ... , gp(2 P-1) in terms of the basis. For 1< j p(2P - 1), for 1 i < p
let aij E {0, 1} be such that gi = = aigvi.
5. Let j E [p(2P - 1)]. Color j with a1 .
Steps 2 and 3 can be done in time polynomial in 2P by Fact 16.4.1. Step 4 can be done
in time polynomial in 2P using simple linear algebra. Hence the entire algorithm takes time
polynomial in 2P. 0
Baker, Harman, and Pintz [262] (see [270] for a survey) showed that, for all but a finite
number of k, there is a prime between k and k - ko.525 . Hence we have the following
corollary.
Corollary 16.4.3. For all but a finite number of k,
W(k,2) (k - ko.525)( 2 k_
0
.
5 25 1
(We do not claim this proof is deterministic-constructive or randomized-constructive.)
Proof. Given k let p be the primes such that k - ko 5 25 < p k. By Theorem 16.4.2
W(p + 1, 2) p(2P - 1) Hence
W(k, 2) W(p + 1, 2) p( 2 P - 1) > (k - ko. 52 5 )(2 k 0o.5 2 5 _ 1)
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16.5 A Bit of Kolmogorov Theory
We will need some Kolmogorov theory for the next section and thus give a short introduction
here. For a fuller and more rigorous account of Kohnogorov Theory see the book by Li and
Vitanyi [271].
What makes a string random? Consider the string x = 0". This string does not seem
that random but how can we pin that down? Note that x is of length n but can be easily
produced by a program of length lg(n) + 0(1) like this:
FOR x = 1 to n, PRINT(0)
By contrast consider the following string
X = 0110100101010010101011111100001110010101
which we obtained by flipping a coin 40 times. It can be produced by the following program.
PRINT(0110100101010010101011111100001110010101)
Note that this program is of length roughly |x|. There does not seem to be a shorter
program to produce x. The string x seems random in that there is no pattern in x which
would lead to a shorter program to print x than the one above. Informally a string x looks
random, if the shortest program to print out x has length roughly txI. We formalize this.
Definition 16.5.1. Fix a programming language L that is Turing complete. Let x E {0, 1}n
(think of n as large) and y E {0, 1}m (think of m as small). KL(xy) is the length of the
shortest program P in L such that P(y) has output x.
Fact 16.5.2. If L1 and L 2 are Turing complete programming languages then there is a
program that translates one to the other. This program is of constant size. Hence there is a
constant a E N such that IKL1 (xjy) - KL 2 (xiy)| <; a. Therefore KL(xly) is independent of
L up to an additive constant factor. Hence we will drop the L and always include an 0(1)
or Q(1) term as is appropriate.
Definition 16.5.3. A string x is Kolmogorov random relative to y if K(xy) > |x| + (1).
Fact 16.5.4. By comparing the number of strings of length n to the number of descriptions
of length smaller than n we conclude that most strings are Kolmogorov random. Hence if
you find that a randomized algorithm works well when you use a Kolmogorov random string
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for the random bits, then it works well for most strings. We will assume that at least 2/3
of all strings of length n are Kolmogorov random; however, there are really far more.
16.6 A Randomized-Constructive Lower Bound via the LLL
We use the following lemma both in this section and the next section. The bulk of this
lemma is an exercise from Knuth [249]; however, we include the proof for completeness.
Lemma 16.6.1. Let m E N and T, T1,... , Tm be infinite rooted trees with each node having
exactly x ordered children.
1. There are at most ( *) ; (ex)s sub-trees of T that include the root and consist of
exactly s non-root nodes.
2. Let F be the set of all forests F consisting of at most m trees, such that each tree
is a sub-tree of a different T, and such that the total number of nodes in F is s. F
consists of at most 2m(ex)s forests.
Proof. 1.) Given a sub-tree of T with s non-root nodes, record an ordered DFS traversal
using a zero to denote that a potential child is not there and a one for every forward step
along an existing child. Stop the traversal at the last non-root node without recording zeros
for its children. There are x (potential) children each for both the root and each but the
last of the s non-root nodes; each of these sx children appears at most once in the traversal.
Therefore a string of length at most sx is recorded. The string has furthermore exactly s
ones, one for each non-root node. Note that any two different sub-trees of T correspond
to two different strings. We thus have an injection from the specified sub-trees into the set
of zero-one strings of length at most xs with exactly s ones. There are exactly (sx) such
strings and therefore also at most this many sub-trees of T with s non-root nodes. The
inequality ("x) < (xe)s follows from Stirling's formula.
2.) Let T' be the ordered tree that has a root r of degree m and at the ith child of r attached
Ti (so the ith node on the second level is the root of Ti). There is a straight forward bijection
between forests in F and sub-trees of T' with s non-root nodes.
We describe such a sub-tree of T' by a subset of [m] to specify the children of r that are
not used and by a zero-one string of length at most xs with exactly s ones corresponding
to a DFS-traversal of the remaining tree in the same manner as above. Each forest in F
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can be uniquely described in such a manner (but not all those descriptions correspond to a
valid tree). The total number of those descriptions and therefore also the total number of
forests in F is at most 2m (xe)". D
Theorem 16.6.2. W(k, 2) > 2(-') by a randomized-constructive proof.
Proof. Let n = 20- . We present a randomized algorithm to find a 2-coloring of [n]. Let
E 1,..., Em be the k-AP's of [n] listed in lexicographic order. By Lemma 16.1.8, m =
O(n2 /k).
We present a simple algorithm with a parameter s, which we will determine later.
MAIN ALGORITHM
1. Color [n] using n random bits
2. NUMCALLS = 0 (this will be the number of calls to FIX).
3. For i = 1 to m if Ej is monochromatic then FIX(Ei).
4. Output the coloring.
END OF MAIN ALGORITHM
FIX ALGORITHM
FIX(E)
1. NUMCALLS = NUMCALLS +1.
2. If NUMCALLS = s then STOP and output I HAVE FAILED.
3. Recolor E randomly (this takes k random bits).
4. While there exists a monochromatic k-AP that intersects E let E' be the lexicographic
smallest such k-AP and call FIX(E').
END OF FIX ALGORITHM
We leave the following easy claims to the reader:
Claim 1: For all calls to FIX that terminate the following holds: all of the k-AP's that
were not monochromatic before the call are not monochromatic after the call.
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Claim 2: If the algorithm outputs a coloring then it is a proper coloring.
We find a value for the parameter s such that s is polynomial in n and k and such that
the probability of the algorithm's success is at least 2/3. With parameter s the algorithm
uses at most n + sk random bits. We can think of the algorithm as a deterministic one
which takes an additional n + sk bit string as input to use in place of the random bits. Let
z = zozi ... zs denote that string. The first n bits are used for the initial color assignment,
and the remaining bits are used for the reassignments as needed.
Let z = zOzi ... z, be a Kolmogorov random string relative to k, n. We will show that
if the algorithm is run with z supplying the random bits then the result will be a proper
coloring of [n]. Since over 2/3 of all strings of length n + sk are Kolmogorov random relative
to k, n this will prove that the algorithm succeeds with probability > 2/3.
Assume, by way of contradiction, that the algorithm goes through s calls to FIX. We
will pick a value of s so that this leads to a contradiction.
Definition 16.6.3. The FIX-FOREST is the forest of calls to FIX. We take the children
of a node to be ordered in the same order the procedure FIX was called. The nodes are
labeled by what monochromatic k-AP they were called with and what color (a bit) the k-AP
was before the call.
Definition 16.6.4. For 1 < i < m we define a tree T as follows.
" The root is labeled with Ej (the ith k-AP in lexicographic order).
" If a node is labeled with a k-AP E then the children are the k-AP's that intersect E
in lexicographic order.
Putting all this together we get:
Fact 16.6.5.
1. By Lemma 16.1.8 every node of T has at most kn children.
2. By Claim 1 the FIX-FOREST has less than n2/k trees
3. All trees in the forest are sub-trees of different sub-trees Ti.
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This makes it possible to apply Lemma 16.6.1 and obtain that the number of different
FIX-FOREST structures is at most 2k-(kn)*. From this we get that, given n and k, each
FIX-FOREST can be described by 2- + s lg(kn) + 0(1) bits for its structure and another s
bits for the color labels. Now let w be the coloring after s calls to FIX are performed. Note
that w can be described with n bits. The next claim shows that taking all these descriptions
it is possible to reconstruct the Kolmogorov random string z.
Claim 3: Given n, k the FIX FOREST and w one can recover z.
Proof of Claim 3
From the FIX FOREST we can obtain:
* a description of the k-AP ai that the ith call was made on.
" the color ci of ai when the ith call to FIX was made.
We recover the z's in three phases.
Phase I (just use the ai's but not the ci's): Simulate the Coloring Algorithm using
the symbols zj where (0 i < s, if i = 1 then 1 < j n, if i > 2 then 1 < j k) to
represent the jth bit of zi. Note that we do not know the actual colors so we really do use
(say) z and not RED (or more formally 0 or 1). Since we have as we can (and do) keep
track of the coloring of [n] after each call to FIX, in terms of the symbols z . This creates
a table of z 's.
For example, if n = 15 then the first row will be:
1 z z z zoI z zI z z zolo z zo 2 z3 zo Iz5I
If k = 4 ai = (4, 7, 10, 13), i.e., the first call to FIX was to (4, 7, 10, 13), then the second
row will be
2 I Z2 Z z z 6 z z z 12 z15 z Z21 0 jz 0 1 z0 z 1 z 0 j 8 01 0 z 0  z1 1 z 0  0
Phase II (use the ci's to determine z 's): For all 1 < i < s, right before the ith call to
FIX, k-AP ai was monochromatic; all k vertices of ai were colored ci. For 1 < j < i - 1
let V be the vertices of as that were most recently colored by zj (note that V could be
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empty). By Phase I we know which bits of zj colored which vertices of V. We now know
that those bits are c;. For each i we have recovered k bits of z. Since there are s calls to
FIX this phase recovers sk bits.
Phase III (use w): For each x E [n] there is an ij so that x was colored z? and never
recolored. We now know the zij = wx. This phase recovers n bits of z.
The phases all together recover n + sk bits of z. Since Izl = n + sk all of z is recovered.
End of Proof of Claim 3
By Claim 3, z can be described using n, k the FIX FOREST and w. Since w can be
described by n bits and since Fact 16.6.5.4 tells us that the FIX FOREST can be described
with s+±0+slg(kn)+O(1) bits we get a description of z of size s+ +slg(kn)+O(1)+n.
On the other hand we assumed z to be Kolmogorov random relative to k, n which implies
that any description of z has to have length at least n + sk + 0(1). Hence
n
2
s + - + slg(kn)+ O(1) + n > n + skk
+ O(1) sk - s - slg(kn)k
n2+0O(1) 
201s < k < n2/k +O1
- k - 1 - lg(kn)
Now choosing s 2 + 0(1) leads to the desired contradiction. E
16.7 A Deterministic-Constructive Lower Bound
Theorem 16.7.1. Fix e > 0. W(k,2) , 2(-ek by a deterministic-constructive proof.
Proof. Let n = 2 ek . (We assume n is an integer; the modifications to make this
rigorous are easy but cumbersome.) We will present a deterministic algorithm that always
produces a proper 2-coloring of [n] and runs in time no(:- ') which is polynomial as long
as e is any fixed constant. The algorithm proceeds in stages.
Let t be a parameter to be named later. It will be O(E-101).
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Stage 1: List out Trees
We create by exhaustive enumeration a list of the following set of trees Y:
For each k-AP E, for each subset S of E, take all possible labeled trees that satisfy the
following properties:
1. the root is labeled with S,
2. each non-root node is labeled with a k-AP of [n],
3. the labels of each child of a node B share a number with the label of B,
4. the labels of nodes on the same level are disjoint,
5. there are between t and 2t non-root nodes.
EXAMPLE: A few trees in Y for n=7,k=3,t=1.5
23
234
23
357
3
123
123
246
567
135
34
123
14
135
35
123
456
567
4
147
357
246
To bound the running time of this and the next stage we need to check that the number
of trees in Y is always polynomial in n. For this recall that by Lemma 16.1.8 there are
at most n2 /k different k-AP's which gives us at most 2kn 2 /k possible roots. If the root is
fixed then by property 3 and again Lemma 16.1.8 we know that each tree in Y is a sub-tree
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of the infinite tree in which each k-AP has as children the < nk k-APs it intersects with.
Using Lemma 16.6.1.2 with x = kn and s = t we obtain that there are at most
(nke)2t
such sub-trees of size 2t. Therefore the total number of trees jYJ is at most
2 n (nke)2 tt < 3 
. (n2 ) 2tn (t) = no(e-1 41).
k
Hence this stage of the algorithm runs in polynomial time for any fixed constant e > 0.
Stage 2: Creation of a good table
Similar to the proof of Theorem 16.6.2 we create a table with a sequence of colors for
every number. A table is a map T : [n] x [t] -+ {0, 1} in which we view each row as a
sequence of colors for its (column)-number. We will be looking at colorings of the numbers
on the nodes of the tree that is guided by a table T. T(x, t) will tell us how to color the
number x the tth time we look for a color of x when we process the tree level-by-level from
leaf-to-root. More formally we assign each number x in the label of a node v E -r the color
T(x, 1 + number of nodes below v whose label contain x).
Given a tree r and a coloring of its numbers guided by table T say r is consistent with T
iff all labels of T are colored mono-chromatically.
Note that because of property 4 each color in the table T gets used only once during
this process. Thus if all colors in T are chosen independently at random each label of a
node gets monochromatic independently with probability 2 -(k-1). The probability for a
tree in Y to be consistent is thus at most 2 ~(k-1)i where i is the number of non-root nodes.
Having this and computing (M2k(nke)i) as an upper bound for the number of trees with i
non-root nodes as in Stage 1 we get that the expectation of the number of consistent trees
X is at most
2t 2t
2 k -(k - n2 2 kZ 2 (1) < n 2 2 k-(k- 1 ) < 2 0(k) 2 -k.
i=t i=t
Thus the expectation is < 1/3 if t = (,E-1- 0 1) is picked large enough. Markov's inequal-
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ity proves that with probability at least 2 no tree in Y is consistent with a randomly chosen
table. We efficiently construct such a table using the method of conditional expectations in
the following algorithm:
TABLE CREATION ALGORITHM
" For all x =1 to n, For all y =0 to 2t
- Set T(x, y) = 1/2
* For all x = 1 to n, For all y =0 to 2t
- Set T(x, y) = 0
For all T E Y
Compute p,,o = REX(HElabel(v) color(i) + fliElabel(v)(1 - color(i)))
(Here color(i) corresponds to the entry from T that is assigned to this number
i in the label of node v when the coloring of T is guided by T. Note that p,o
corresponds exactly to the probability that every node-label in -r becomes
monochromatic if colors are filled in from the table T into -r level-by-level
from leaf-to-root while choosing a random color instead of any 1/2.)
Let EO = EZEY PT,O
- set T(x, y) = 1 and compute all pT,1 and E1 similarly to the last step
- if E0 < Ei than T(x, y) = 0 else T(x, y) = 1 in order to minimize the expectation.
END OF TABLE CREATION ALGORITHM
For the analysis of the table creation we see that E0 and E1 are exactly the expected
number of consistent trees in Y if we set T(x, y) to 0 or 1 respectively. Because of our choice
of t from above we get that in the beginning this expectation is E = Eo+Ei < 2/3. By always2
choosing the color that minimizes this expectation the invariant Eo+ Ei
throughout the algorithm. When finally all entries of T are chosen, no randomness remains
and the invariant implies that no tree with properties 1-5 is consistent with T. This stage
of the algorithm takes O(4tkY|) time for each of the 2tn iterations and therefore runs in
time polynomial in n.
Stage 3: Run a Recoloring Algorithm using Colors from the Table
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1. Initially color [n] using the first column of T.
2. WHILE there is a monochromatic k-AP E
recolor the numbers in E using for each number its next unused color from T
This completes the algorithm. In the rest of this section we show that the algorithm
terminates without requesting more than t colors for one number which will be enough to
argue a quick termination. Note that because of the termination condition of the algorithm
no proof of correctness is needed.
Claim: Each number gets recolored at most t times.
Proof of Claim
Lets look at the sequence of k-APs as picked by the algorithm. For each k-AP E in this
sequence and each subset S of E we construct a tree labeled by subsets of [n] by starting
with a root with label S. Going back in the sequence we iteratively take the next k-AP B
and if there is a node in the tree whose label shares a number with B we create a new node
with label B and attach it to the lowest such node breaking ties arbitrarily.
Let Z be the set of trees that can be constructed from the run of the algorithm using
the table T. We prove the claim in the following two steps:
1. All trees in Z are consistent with the table T.
2. If a number got recolored more than t times then there exists a tree r E Y n Z which
leads to the desired contradiction.
All trees in Z are consistent with the table T:
We want to argue that the colors that gets filled from T into a k-AP E when consistency
is checked are exactly the same entries in T that the algorithm sees before it recolors this
k-AP E, i.e., both are monochromatic. Focusing on one number x e E we directly see that
the entry from T that is used to recolor x is the entry with the number i from the column in
T that belongs to x, where i is the number of times a color for x was needed before which is
exactly one plus the number of k-APs containing x that got recolored before. Note that all
these k-APs appear in a tree below E which is the reason why when consistency is checked
for also exactly the entry i is filled into x (see definition of consistency). This proves that
any tree that got created from a run with table T is consistent with T.
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If a number got recolored more than t times then a tree T E Y is constructed:
For sake of contradiction we assume that a number got recolored more than t times and
argue that in this case a tree r E Y gets constructed. Note that by construction all trees
fulfill the properties 1-4. Hence it remains that a tree of size between t and 2t is generated
from the trace. For this let T be the the smallest tree in Z of size s > t. Such a tree
exists because generating a tree from the tth time a number got recolored produces a tree
of size at least t. If the label S of the root of -r consists of just one number then because of
property 3 and 4 it has only one child and the tree generated choosing this child as a root
label has size s - 1. Otherwise take one number x E S and look at the trees generated with
{x} and S - {x} as a root label. One of them has size at least s/2 since each node in the
tree generated by S appears in at least one of the new trees. In either case the minimality
of T - that the remaining tree of size either s - 1 or s/2 has to be smaller than t - implies
s < 2t. This shows that the tree T that is constructed from the trace fulfills all 5 properties
and is therefore a tree from Y that is consistent with the table T. This is a contradiction
to the way we constructed the table T in stage 2.
End of Proof of Claim
It is easy to see that with the guarantee given by this claim the algorithm runs for at
most O(tn) time in this stage and terminates with a proper coloring. With all previous
stages running in time polynomial in n the entire algorithm does so and thus fulfills the
properties of a deterministic-constructive proof, finishing the proof of Theorem 16.7.1. O
Corollary 16.7.2. W(k, 2) 2(k-1) - 1 by a randomized-constructive proof.ek
Proof. The algorithm used to achieve this bound is simply stage 3 of the algorithm above
but instead of using the colors from a carefully prepared table T an independent uniformly
random color is chosen each time a new color is needed. If more than t new colors are
requested for any number the algorithm stops and reports its failure. This is the randomized
algorithm of Moser and Tardos [247] which is very similar and actually encompasses Moser's
algorithm given in Section 16.6. For its analysis we note that the only reason why Theorem
16.7.1 does not give us the bound of this theorem is because we can not make e smaller with
k. The reason for this is that the running time of stage 1 and 2 is nO(6 '01) time which forces
c to be a fixed constant. Since the randomized algorithm only runs stage 3 we can choose E =
E(---) where n' = such that 2 -(k-1)e > e-n' > (1-1/n'). This still keeps the runningn'k ek
time of stage 3 to be polynomial, more specifically O(tn) = O(nd1 0 1 ) - O(n(n/k)1 -0 1). The
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success probability comes directly from the analysis for stage 2. There is already stated that
the probability for random colors to form a good table is at least 2/3. Thus also the success
probability of the described algorithm to reports a proper 2-coloring is as required by the
definition of randomized-constructive. With such a small e the lower bound implied by this
randomized algorithm now becomes W(k, 2) > 2 (k2( ->1-E - 11ek - ek ek
desired. El
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Chapter 17
Satisfiability Thresholds for
a-intersecting k-CNF Formula
17.1 Introduction
Satisfiability of CNF is one of the most studied and versatile problems in computer sci-
ence with its own journal (JSAT), competitions and an yearly conference, International
Conference on Theory and Applications of Satisfiability Testing (SAT). In this chapter we
investigate a simple class of criteria that can guarantee satisfiability of a given k-CNF for-
mula. We consider threshold criteria, i.e., for several quantities connected to a CNF (like
the number of clauses, variables or variable intersections) we determine a maximum mag-
nitude leading to satisfiable formulas. We would like to determine the exact threshold of
such quantities, in the sense that there exist unsatisfiable formulas for which this quantity
is greater than the threshold. A tightly determined threshold can be used as a simple satis-
fiability test: given a formula F, determine or count the specific quantities in F and declare
F satisfiable if one of these quantities is below the threshold. Observe that such thresholds
help in deciding satisfiability only if the considered quantity are below the threshold. The
problem of deciding satisfiability when all these quantities are above the threshold is still a
hard problem.
One such threshold that we consider is the number of clauses m. We denote this thresh-
old by pm(k) and it denotes the smallest number of clauses in an unsatisfiable formula.
The trivial lower bound of pm(k) > 2 k is easily seen: each formula that consists of less
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than 2 k clauses is satisfiable since each clause eliminates only one out of the 2 k possible
satisfying assignments. On the other hand there is an unsatisfiable k-CNF formula with 2 k
clauses, namely the formula consisting of all possible 2 k clauses (all positive/negative literal
combinations) on k variables. Hence, im(k) = (2k).
Yet another prominent threshold is the maximum clause degree A of a k-CNF formula,
i.e. the maximum number of clauses that share at least one variable with a fixed clause.
The complete formula on k variables once again has maximum degree 2 k and gives an easy
upper bound for this threshold. On the other hand an application of the powerful Lovs'sz
Local Lemma [235] shows that every formula with A < 2k/e is satisfiable leading to the
conclusion that pA = E(2k).
In this chapter we focus on satisfiability-threshold for a special class of formulas which
guarantee that two clauses intersect only in a bounded number (henceforth we denote this
by a) of variables. These formulas are a natural extension of linear CNF formulas, i.e.,
formulas with oz = 1, which have been introduced in [272]. The naming and concept of linear
CNF formula comes from hypergraphs with bounded intersections as studied for example in
[235]. Intuitively, the restriction to bounded intersection makes it harder to build conflicting
clauses which lead to unsatisfiability. And indeed it was the original goal of the authors
to prove a higher satisfiability-threshold for A in linear k-CNF using stronger versions of
the LLL, e.g., the soft-core LLL version of [273]. While it turned out that the satisfiability
threshold for A remains 5(2k) even for linear CNFs we got interesting dependencies on a in
the thresholds for other quantities, namely the number of variables, the number of clauses
and the number of clause intersection pairs.
17.2 Related work
This chapter builds highly on the techniques developed by Erdos and Lovssz in the classi-
cal paper "Problems and results on 3-chromatic hypergraphs and some related questions"
[235]. Our proofs are built on the powerful Lovdsz Local Lemma and also make use of and
extend the shrinking operation (see Section 17.5) that was used in [235] to construct inter-
esting linear hypergraphs. Independently but roughly a year before the authors conducted
this research the paper [274] by Dominik Scheder examined the satisfiability threshold for
the number of clauses/constraints applying essentially the same techniques as here and in
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[235]. While Scheder considers multi-value constraint satisfaction problems - essentially a
non-binary variant of CNF formula-he restricts himself to the threshold pm. All results
presented here directly extend to these multi-value CSPs too and to our knowledge this
chapter is the first to states the thresholds for the number of clause intersection pairs, vari-
ables and the max degree explicitly. More complicated algebraic constructions based on
ideas of Kuzjurin [275] and Kostochka and Rddl [276] work for the restricted case a = 1
and can be found in Lemma 2.2. of [277] without explicit statement of thresholds. Most
notably, we use the a-shrinking procedure not just in the lower bound but apply it to a
maximal (k + a)-uniform a-intersecting formula in our upper bound construction. This is
the key to obtaining bounds on the number of clause intersections and gives an unsatis-
fiable a-intersecting formula that is extremal (up to log-factors) in all considered quantities.
Another very interesting related work by Scheder and Zumstein is the paper "How
many conflicts does it need to be Unsatisfiable" [278] in which upper and lower bounds on
the threshold for conflicts are given. The notion of a conflict is closely related to clause
intersections. Instead of counting the pairs of clauses that share a variable the number
of conflict only counts clause pairs in which at least one variable is shared in an opposite
literal. The reason why conflicts are interesting is because the lopsided version of the Lovdsz
Local Lemma [279] can be applied to k-CNF formulas in which each clause is involved in
at most 2k/e conflicts and thus guarantees their satisfiability. In contrast to the nearly
tight threshold pi(k, a) = 5(2k(2+1/a)) for clause intersections in a-intersecting formula
established here, the conflict threshold is much harder to determine: the best known result
for a = k is w(2. 69k) pc(k, k) _< O(4k1ogk) [278].
17.3 Preliminaries
A hypergraph is k-uniform if all edges contain exactly k vertices. Two edges are called
intersecting if they share at least one vertex and a hypergraph is called a-intersecting if
any two intersecting edges share at most a vertices. A 1-intersecting hypergraph is called
linear. The edge intersection pairs of a hypergraph are all pairs of edges that are in-
tersecting. The degree of a vertex is the number of edges it appears in and the degree
of an edge is the number of edges it intersects with.
Every k-CNF formula F induces a k-uniform (multi)-hypergraph GF = (V, E) where
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V is the set of variables and the edge (multi)-set E contains an hyperedge over vertices
{V1 , - - - , Vk} if and only if there exists a clause consisting of the corresponding variables.
This gives a one-to-one mapping between clauses and edges in the induced hypergrah and
we adopt all previously introduced hypergraph terminology for k-CNF formula accordingly,
e.g., we define clause intersection pairs as all pairs of clauses that intersect in at least one
variable.
Throughout this chapter we are interested in satisfiability thresholds for a-intersecting
k-CNF formula. We consider the following quantities: number of clauses m, number of
variables n, maximum degree A and number of clause intersection pairs i. Denote the
thresholds for a quantity q with pq(a, k). A satisfiability threshold pq(a, k) is the small-
est number such that there exists an unsatisfiable a-intersecting k-CNF with q = ym(a, k).
Phrased differently it is the largest number such that every a-intersecting k-CNF formula
with q < pq(a, k) is satisfiable.
Our lower bounds to the thresholds are based on a classical application of the Lovasz
Local Lemma [235] and its more recent constructive algorithmic versions that give random-
ized and deterministic algorithms:
Theorem 17.3.1. Every k-CNF with maximum clause degree A at most 2 is satisfiable
and there is an efficient algorithm to find such an assignment.
17.4 Results
We present lower bounds (Theorem 17.4.1) and nearly matching constructive upper bounds
(Theorem 17.4.2) that determine all thresholds pi, [pm, pn, A up to log-factors (Theorem
17.4.3). Our lower bound in Theorem 17.4.1 consists of an algorithm based on Theorem
17.3.1 that efficiently finds a satisfying assignment for any a-intersecting k-CNF formula
with few clause intersection pairs, variables or clauses. The upper bound in Theorem 17.4.2
proves the existence of unsatisfiable formulas which have only slightly more clause intersec-
tions, variables and clauses. Note that while our proof of Theorem 17.4.1 is algorithmic, one
needs an efficient implementation of Lemma 17.7.1 to make Theorem 17.4.2 constructive(see
also [277]). We suspect that some of the bounds below can be improved by 0(k)-factors
but since all bounds are exponential in k we did not optimize for these poly-logarithmic
factors.
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Theorem 17.4.1. Every a-intersecting k-CNF with less than
1 2(-) (2+1/a)Li = 12( k - 1) clause intersections
or
/ 2 (k-a) 1/a
ek variables
or
Lm = - 2 (k-a) clausesk ek
is satisfiable and a satisfying assignment can be found efficiently.
Theorem 17.4.2. For any k and a < k there is an unsatisfiable a-intersecting k-CNF with
at most
U = a 22(k+a)(2+1/a)k(5+ 2/a) clause intersections
and
Un = 2a2k/"k 2(1+1/a) variables
and
and
Um = a 2 (k+a)(1+1/a)k2(1+1/a) clauses
U- = a2(k+a)k2 maximum degree.
In the following 5(x) means e(x(log x)c) for some absolute (positive or negative) con-
stant c. Combining the above two theorems yields good estimates for the thresholds:
Corollary 17.4.3. The thresholds for satisfiability are:
* number of clause intersections: pi =
e number of variables: pn = 6( 2 k/a)
* number of clauses: pm = 0(2k(1+ ))
e maximum degree: pA = e(2k)
$(2k(2+1/a))
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17.5 Shrinking and Maximal a-intersecting Hypergraphs
This section contains useful lemmas about hypergraphs needed to prove the main theorems.
One operation that will be particularly helpful for both the lower and the upper bound is
the 3-shrinking operation. The shrinking operation creates a k-uniform hypergraph H'
from a (k + 3)-uniform hypergraph H by deleting the # vertices of maximum degree from
each edge breaking ties arbitrarily. Shrinking is similarly defined for (k + #)-CNF formulas
where the variables with highest degree are deleted from each clause. The next lemma
shows that a high degree vertex can survive the 3-shrinking procedure to remain a high
degree vertex only if many such high degree vertices are present in the original hypergraph.
Lemma 17.5.1. Let H be a (k+ a)-uniform a-intersecting hypergraph and H' be the result
of a-shrinking H. If H' has a vertex of degree d, then H has more than dl/" vertices of
degree at least d.
Proof. Let v be the vertex in H' of degree d. Since H' was created by shrinking H there
are at least d edges in H in which v is present but did not get deleted. We call the set of
those edges C; then we know that |CI 2 d. From each edge e E C, exactly a vertices got
deleted all of which are of degree of at least d. We claim that the mapping that maps each
e E C to this a-sized set of deleted vertices is injective:
Suppose two edges el, e2 E C get mapped to the same a-sized set of vertices. Then, the
edges el and e2 intersect in these a vertices; furthermore they also intersect in the vertex v
and thus intersect in a + 1 vertices. This is a contradiction to the a-intersecting property
of H.
Injectivity gives us that there are jCI 2 d different a-sized subsets of vertices which
got deleted instead of v while shrinking. All vertices in those subsets must have degree at
least d by definition of the shrinking operation. Furthermore if N is the number of distinct
vertices in those subsets then we have d < ("") < N'. Therefore there are at least N > dl/a
vertices with degree at least d in H. O
The next lemma proves that any maximal a-intersecting hypergraph on n vertices must
have a large number of edges. It uses a bound on the Turin number that is due to de
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Caen [280]. The Turin number T(n, k, r) for r-uniform hypergraphs with n vertices is the
smallest number of edges possible such that every set of k vertices contains at least one
edge. This number was determined for graphs by Turin [281] and extended to hypergraphs
by himself in the report "Research Problems" [282].
Lemma 17.5.2. Every maximal a-intersecting hypergraph H on n vertices has at least
m > ".71 edges.
Proof. Let H be a maximal a-intersecting hypergraph on m edges. Since H is a-intersecting
each of the (j"+1) subsets of vertices of size a+1 is covered by at most one distinct hyperedge
of H. Also, H covers exactly m(,a.) distinct subsets of size a + 1 in H. If m(+l1 ) <
T(n, k, a + 1) the a + 1-uniform hypergraph consisting of all covered a + 1-size subsets has
less than T(n, k, a+ 1) edges and therefore 3 a k-subset K that does not contain any covered
edge. This k-subset can be added as an edges into H while preserving it to be a-intersecting.
Indeed, if some edge e intersects K in at least a + 1 vertices, then the corresponding set
of vertices is covered contradicting the choice of K. Thus if m < T-"n'k a") then H is not(4+)
maximal a-intersecting. To finish we use a lower bound of de Caen [280] on the Turin
number: T(n, k, a + 1) "-1 (" )/(k1); plugging this in gives the desired result. El
We remark that the same result also appears in Scheder [274] with somewhat simpler
and self-contained proof.
17.6 A Constructive Lower Bound
This section gives the proof for the lower bound in Theorem 17.4.1:
Proof. (of Theorem 17.4.1)
We prove that every a-intersecting k-CNF F is either satisfiable by Theorem 17.3.1 after
a-shrinking it or it must have large clause intersection pairs, variables, clauses and a high
maximum degree contradicting the hypothesis about the formula F.
Let F' be the resulting (k - a)-CNF we get from a-shrinking F. If all variables in F'
have degree less than d = 2(k-,)/ek then the Lovaisz Local Lemma guarantees that F' is
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satisfiable and Theorem 17.3.1 states that a satisfying assignment can be efficiently found.
Note that a satisfying assignment for F' is also a satisfying assignment for F.
In the other case, suppose F' has at least one variable of degree d. Then, Lemma 17.5.1
shows that F must have at least du/o variables of degree at least d.
To count the number of clause intersection pairs in F, we count the intersections of
clauses containing one of the d1/' high degree variables. For each such variable the clauses
containing it induce a clique with (d- 1)2/2 intersections. Taking the disjoint union of these
intersections we get at least (d - 1)2+1/a/ 2 intersections but over-count each intersection
up to a-times since two clauses can intersect in up to a variables. Therefore F has at least
(d - 1)2+1/a intersections.
To count the number of clauses in F we look at the union of the clauses containing one
of the d/' variables. There are at least d1+1/a clauses in the non disjoint union and each
clause can get added because of each of its k variables at most once. Thus F has at least
dl+l/a/k clauses.
Finally it is clear that F has at least du/o variables. 0
17.7 Upper Bounds for all Thresholds
This section gives the proof for the upper bounds in Theorem 17.4.1.
Before we prove the theorem itself, the following lemma gives a general way to transform
a sufficiently dense k-uniform hypergraph into an unsatisfiable k-CNF formula by iteratively
taking a hyperedge and greedily choosing positive or negative literals for the variables:
Lemma 17.7.1. If there is a k-uniform hypergraph H on n vertices and at least m = n2k
edges than there exists an unsatisfiable k-CNF F inducing H.
Proof. We denote the vertices in H by vi, ... ,vn and associate with them, the variables
X1 , -- - , xn that will occur in F.
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We will furthermore call an A E {0, 1}" to be an assignment with the meaning that A
assigns values to variables x by setting xi = A . We say that a clause covers an assignment
A E {0, 1}" if it is not satisfied by the assignment. We will iteratively create a clause for
every edge in H greedily covering the maximum number of yet uncovered assignments. We
have to show that in the end all 2' assignments are covered. Consequently, the conjunction
of the created clauses forms an unsatisfiable k-CNF.
We pick edges e from H in an arbitrary order. We want to create a clause for e on
the k variables associated with the k vertices in e. For each variable we have the choice to
pick the positive or the negative literal. These are 2 k different choices and the assignments
covered by two different choices are disjoint. Since every assignment can be covered in this
way the assignments get partitioned into 2 k parts. Simple averaging then guarantees that
there exists a choice covering at least 1 /2k fraction of the assignments not covered so far.
After m iterations of greedily creating clauses covering the maximal number of uncovered
assignments is at most 2n (1 - 1/ 2k) m = ( 2k )2- < 1. With all assignments covered
the created formula F is unsatisfiable and by construction also induces H as required. 0
The above lemma shifts the focus towards finding a suitable dense k-uniform hypergraph
in order to find an unsatisfying k-CNF. The following proof of Theorem 17.4.1 shows that
a-shrinking a maximal a-intersecting (k + a)-uniform hypergraph results in hypergraphs
with nice additional extremal properties. Furthermore choosing a large number of vertices
results in hypergraphs that obey the bound in Lemma 17.7.1 and can thus be transformed
into the desired unsatisfiable k-CNF.
Proof. (of Theorem 17.4.2)
We create the formula by applying Lemma 17.7.1 to an a-intersecting hypergraph. We ob-
tain this hypergraph by a-shrinking a maximal a-intersecting (k + a)-uniform hypergraph.
Observe that it makes the resulting hypergraph k-uniform.
We choose n = a (2k+ak2(a+1))1/a and build a a-intersecting (k+a)-uniform hypergraph
on n vertices. The choice of n is such that Lemma 17.5.2 guarantees that we can find a
k + a-uniform hypergraph H with
alc+1
m = n + a 2 (k+a)(1+1/a)k2(1+1/a) = 2 k+af
k2(a+1)aa
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edges. This is sufficiently large number of edges to construct an unsatisfiable formula F
for hypergraph H using Lemma 17.7.1. Having constructed H, we a-shrink it to obtain
hypergraph H' and its corresponding formula F'. Note that F' is unsatisfiable because F
is unsatisfiable. The significant advantage about H' obtained this way is that it has guar-
antees on the maximum degree and on the number of clause intersections. More precisely,
we claim that H' has maximum degree less than (mk)1/(1+l/a). Suppose that after the
shrinking there is a vertex of degree d > (m(k + a))1/(1+/a). Lemma 17.5.1 shows that in
this case H contains at least d1/' vertices of degree larger than d. The disjoint union of the
edges containing those vertices has size at least d1+1/a and each edge gets counted at most
(k + a) times this way. Therefore H would have at least dl+1/a/(k + a) > m edges - a
contradiction.
Lemma 17.7.1 transforms the hypergraph H into an unsatisfiable k-CNF formula F.
This formula has n variables and m edges since shrinking preserves these quantities. Fur-
thermore, the maximum degree A of F is at most (mk)1/(1+1/a) which also implies that the
number of clause intersections is at most mA. [
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Chapter 18
New Algorithmic Aspects of the
Lovdisz Local Lemma
18.1 Introduction
The well-known Lovisz Local Lemma (LLL) [235] is a powerful probabilistic approach to
prove the existence of certain combinatorial structures. Its diverse range of applications
include breakthroughs in packet-routing [283], a variety of theorems in graph-coloring in-
cluding list coloring, frugal coloring, total coloring, and coloring graphs with lower-bounded
girth [238], as well as a host of other applications where probability appears at first sight
to have no role [284]. Furthermore, almost all known applications of the LLL have no al-
ternative proofs known. While the original LLL was non-constructive - it was unclear how
the existence proofs could be turned into polynomial-time algorithms - a series of works
[238, 239, 242, 243, 244, 247, 248, 285, 286] beginning with Beck [239] and culminating with
the breakthrough of Moser & Tardos (MT) [247] have led to efficient algorithmic versions for
most such proofs. However, there are several LLL applications to which these approaches
inherently cannot apply; our work makes progress toward bridging this gap, by uncovering
and exploiting new properties of [247]. We also obtain what are, to our knowledge, the first
algorithmic applications of the LLL where a few of the bad events have to happen, and
where we aim to keep the number of these small.
We will use standard notation: e denotes the base of the natural logarithm, and In and
log denote the logarithm to the base e and 2, respectively.
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Essentially all known applications of the LLL use the following framework. Let P be
a collection of n mutually independent random variables {P 1 , P2 ,.. , Pn}, and let A ={ A 1 , A 2 ,... , Am} be a collection of m ("bad") events, each determined by some subset
of P. The LLL (Theorem 18.1.1) shows sufficient conditions under which, with positive
probability, none of the events Ai holds: i.e., that there is a choice of values for the variables
in P (corresponding to a discrete structure such a suitable coloring of a given graph) that
avoids all the Ai. Under these same sufficient conditions, MT shows the following very
simple algorithm to make such a choice: (i) initially choose the P independently from their
given distributions; (ii) while the current assignment to P does not avoid all the Aj, repeat:
arbitrarily choose a currently-true Ai, and resample, from their product distribution, the
variables in P on which Ai depends. The amazing aspect of MT is that the expected number
of resamplings is small [247]: at most poly(n, m) in all known cases of interest. However,
there are two problems with implementing MT, that come up in some applications of the
LLL:
(a) the number of events m can be superpolynomial in the number of variables n; this can
result in a superpolynomial running time in the "natural" parameter n 1; and, even
more seriously,
(b) given an assignment to P, it can be computationally hard (e.g., NP-hard or yet-
unknown to be in polynomial time) to either certify that no Ai holds, or to output an
index i such that Ai holds.
Since detection and resampling of a currently-bad event is the seemingly unavoidable
basic step in the MT algorithm, these applications seemed far out of reach. We deal with a
variety of applications wherein (a) and/or (b) hold, and develop Monte Carlo (and in many
cases, RNC) algorithms whose running time is polynomial in n: some of these applications
involve a small loss in the quality of the solution. (We loosely let "RNC algorithms" denote
randomized parallel algorithms that use poly(n) processors and run in log0 (1 ) n time, to
output a correct solution with high probability.) First we show that the MT algorithm needs
only O(n 2 log n) many resampling steps in all applications that are known (and in most
cases O(n -log0 (1 ) n)), even when m is superpolynomial in n. This makes those applications
constructive that allow an efficient implicit representation of the bad events (in very rough
analogy with the usage of the ellipsoid algorithm for convex programs with exponentially
many constraints but with good separation oracles). Still, most of our applications have
1
n is the parameter of interest since the output we seek is one value for each of P1, P2 , . . ., Pn.
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problem (b). For these cases, we introduce a new proof-concept based on the (conditional)
LLL-distribution - the distribution D on P that one obtains when conditioning on no Ai
happening. Some very useful properties are known for D [284]: informally, if B depends
"not too heavily" on the events in A, then the probability placed on B by D is "not much
more than" the unconditional probability P [B]: at most fA(B) - P[B] (see (18.3)). Such
bounds in combination with further probabilistic analysis can be used to give interesting
(nonconstructive) results. Our next main contribution is that the MT algorithm has an
output distribution (say D') that "approximates" the LLL-distribution D: in that for every
B, the same upper bound fA(B) -P [B] as above, holds in D' as well. This can be used to
make probabilistic proofs that use the LLL-condition constructive.
Problem (b), in all cases known to us, comes from problem (a): it is easy to test if
any given Ai holds currently (e.g., if a given subset of vertices in a graph is a clique),
with the superpolynomiality of m being the apparent bottleneck. To circumvent this, we
develop our third main contribution: the very general Theorem 18.3.4 that is simple and
directly applicable in all LLL instances that allow a small slack in the LLL's sufficient
conditions. This theorem proves that a small poly(n)-sized core-subset of the events in A
can be selected and avoided efficiently using the MT algorithm. Using the LLL-distribution
and a simple union bound over the non-core events, we get efficient (Monte Carlo and/or
RNC) algorithms for these problems.
We develop two types of applications, as sketched next.
18.1.1 Applications Avoiding all bad Events
A summary of four applications follows; all of these have problem (a), and all but the
acyclic-coloring application have problem (b). Most such results have RNC versions as
well.
The Santa Claus Problem: The Santa Claus problem is the restricted assignment version of
the max-min allocation problem of indivisible goods. The Santa Claus has s gifts that need
to be distributed among t children. Each child has a utility for each gift, which is either
0 or some given p1 for gift j. The objective is to assign each gift to some child, so that
the minimum total utility received by any child is maximized. This problem has received
much attention recently [236, 287, 288, 289, 290, 291]. The problem is NP-Hard and the
best-known approximation algorithm due to Bansal and Sviridenko [287] achieves an ap-
proximation factor of O( 8 ",) by rounding a certain configuration LP. Later, Feige in
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[236] and subsequently Asadpour, Feige and Saberi in [289] showed that the integrality gap
of the configuration LP is a constant. Surprisingly both results were obtained using two dif-
ferent nonconstructive approaches and left the question for a constant-factor approximation
algorithm open. This made the Santa Claus problem to one of the rare instances [292] in
which the proof of an integrality gap did not result in a approximation algorithm with the
same ratio. In this chapter we resolve this by making the nonconstructive LLL-based proof
of Feige [236] constructive (Section 18.4) and giving the first constant-factor approximation
algorithm for the Santa Claus problem.
Non-repetitive Coloring of Graphs: Given a graph H = (V, E), a k-coloring (not necessarily
proper) of the edges of H is called non-repetitive if the sequence of colors along any simple
path is not the same in the first and the second half. The smallest k such that H has
a non-repetitive k-coloring is called the Thue number 7r(H) of H [293]. Alon, Grytczuk,
Hauszczak and Riordan showed via the LLL that w(H) __ O(A(H) 2 ) [294], followed by
much additional work [295, 296, 297, 298, 299]. No efficient construction is known till date,
except for special classes of graphs such as complete graphs, cycles and trees. We present
a randomized algorithm for non-repetitive coloring of H using at most O(A(H) 2+") colors,
for every constant c > 0 (Section 18.5).
General Ramsey- Type Graphs: The Ramsey number R(U, Vt) refers to the smallest n such
that any graph on n vertices either contains a U, within any subgraph of s vertices, or
there exists t vertices that do not contain Vt. Obtaining lower bounds for various special
cases of R(U, Vt) and constructing Ramsey type graphs have been studied in much detail
[300, 301, 302, 303]. A predominant case for such problems is when s is held fixed. We
consider the general setting of R(US, V) with fixed s, and provide efficient randomized
algorithms for constructing Ramsey-type graphs (Section 18.6).
Acyclic Edge-Coloring: A proper edge-coloring of a graph is acyclic iff each cycle in it
receives more than 2 colors. The acyclic chromatic number a(G) introduced in [304] is the
minimum number of colors in a proper acyclic edge coloring of G [242, 304, 305, 306, 307].
Alon, McDiarmid and Reed [305] showed that a(G) < 64A, where A is the maximum degree.
The constant was later improved to 16 by Molloy and Reed [242], who also mention an
algorithmic version using 20A colors. However it was conjectured that a(G) = A +2; Alon,
Sudakov and Zaks showed indeed the conjecture is true for graphs having girth Q(A log A)
[306]. Their algorithm can be made constructive using Beck's technique [239] to obtain an
acyclic edge coloring using A + 2 colors, albeit for graphs with girth significantly larger than
E(A log A) [306]. We bridge this gap by providing constructions to achieve the same girth
426
bound as in [306], yet obtaining an acyclic edge coloring with only A +2 colors. For graphs
with no girth bound, 16A colors suffice to efficiently construct an acyclic edge coloring in
contrast to the 20A algorithmic bound of [242] (Section 18.7).
Recent result of Matthew Andrews on approximating edge-disjoint paths problem in
undirected graphs is another example, where LLL is applied to avoid super-polynomially
many bad events [308].
18.1.2 Applications Avoiding many bad Events
Many settings require "almost all" bad events to be avoided, and not necessarily all; e.g.,
consider MAX-SAT as opposed to SAT. However, in the LLL context, essentially the only
known general applications were "all or nothing": either the LLL's sufficient conditions hold,
and we are able to avoid all bad events, or the LLL's sufficient conditions are violated, and
the only known bound on the number of bad events is the trivial one given by the linearity
of expectation (which does not exploit any "almost-independence" of the bad events, as
does the LLL). This situation is even more pronounced in the algorithmic setting. We take
what are, to our knowledge, the first steps in this direction, interpolating between these
two extremes.
While our discussion here holds for all applications of the symmetric LLL, let us take
MAX-k-SAT as an illustrative example. (The LLL is defined in Section 18.1.3, but let us
recall its well-known "symmetric" special case: in the setting of MT with P and A as defined
near the beginning of Section 18.1, if P [Ai] p and Ai depends on at most d other Aj for
all i, then e -p -(d+ 1) < 1 suffices to avoid all the Ai.) Recall that in MAX-k-SAT, we have
a CNF formula on n variables, with m clauses each containing exactly k literals; as opposed
to SAT, where we have to satisfy all clauses, we aim to maximize the number of satisfied
clauses here. The best general upper-bounds on the number of "violated events" (unsatisfied
clauses) follow from the probabilistic method, where each variable is set to True or False
uniformly at random and independently. On the one hand, the linearity of expectation
yields that the expected number of unsatisfied clauses is m - 2-k (with a derandomization
using the method of conditional probabilities). On the other hand, if each clause shares a
variable with at most 2k/e - 1 other clauses, a simple application of the symmetric LLL
shows that all clauses can be satisfied (and made constructive using MT). No interpolation
between these was known before; among other results, we show that if each clause shares a
variable with at most ~ c2k/e other clauses for 1 < a < e, then we can efficiently construct
an assignment to the variables that violates at most (e ln(a)/a + o(1)) - m - 2 -k clauses for
427
large k. (This is better than the linearity of expectation iff a < e: it is easy to construct
examples with a = e where one cannot do better than the linearity of expectation. See [309]
for the fixed-parameter tractability of MAX-k-SAT above (1 - 2-k)m satisfied clauses.)
The above and related results for applications of the symmetric LLL, follow from the
connection to the "further probabilistic analysis using the remaining randomness of LLL-
distributions" that we alluded to above; see Section 18.8. We believe this connection to be
the main conceptual message of this chapter, and expect further applications in the future.
18.1.3 Preliminaries and Algorithmic Framework
We follow the general algorithmic framework of the Local Lemma due to MT. As in our
description at the beginning of Section 18.1, let P be a finite collection of mutually inde-
pendent random variables {P 1 , P2 ,... , Pn} and let A = {A1, A 2 , .. . , Am} be a collection of
events, each determined by some subset of P. For any event B that is determined by a sub-
set of P we denote the smallest such subset by vbl(B). For any event B that is determined
by the variables in P, we furthermore write 1(B) = FA(B) for the set of all events A 7 B
in A with vbl(A) n vbl(B) # 0. This neighborhood relation induces the following standard
dependency graph or variable-sharing graph on A: For the vertex set A let G = GA be the
undirected graph with an edge between events A, B E A iff A E P(B). We often refer to
events in A as bad events and want to find a point in the probability space, or equivalently
an assignment to the variables p7, wherein none of the bad events happen. We call such an
assignment a good assignment.
With these definitions the general ("asymmetric") version of the LLL simply states:
Theorem 18.1.1 (Asymmetric Lovs'sz Local Lemma). With A, P and P defined as above,
if there exists an assignment of reals x : A -+ (0, 1) such that
VA E A : P [A] _< x(A) fi (1 - x(B)); (18.1)
Ber(A)
then the probability of avoiding all bad events is at least HAEA(1 - x(A)) > 0 and thus there
exists a good assignment to the variables in 'P.
We study several LLL instances where the number of events to be avoided, m, is super-
polynomial in n; our goal is to develop algorithms whose running time is polynomial in n
which is also the size of the output - namely a good assignment of values to the n variables.
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We introduce a key parameter:
6:= minAEAx(A) JJ (1 - x(B)). (18.2)
BEr(A)
Note that without loss of generality 6 < - because otherwise all A e A are independent,
i.e., defined on disjoint sets of variables. Indeed if 6 > 1 and there is an edge in G between
14
A E A and B E A then we have 1 > x(A)(1 - x(B)) and - > x(B)(1 - x(A)), i.e.,
1 .
- > x(A)(1 - x(A)) - x(B)(1 - x(B)) which is a contradiction because x(1 - x) 1 for
all x (the maximum is attained at x =
We allow our algorithms to have a running-time that is polynomial in log(1/6); in all
applications known to us, 6 > exp(-O(nlogn)), and hence, log(1/6) = O(nlogn). In fact
because 6 is an upper bound for minAEAP(A) in any typical encodings of the domains and
the probabilities of the variables, log(1/6) will be at most linear in the size of the input or
the output.
The following subsection 18.1.4 reviews the MT algorithm and its analysis, which will
be helpful to understand some of our proofs and technical contributions; the reader familiar
with the MT algorithm may skip it.
18.1.4 Review of the MT Algorithm and its Analysis
Recall the resampling-based MT algorithm; let us now review some of the technical elements
in the analysis of this algorithm, that will help in understanding our technical contributions
better.
A witness tree r = (T, aT) is a finite rooted tree T together with a labeling uT
V(T) -- A of its vertices to events, such that the children of a vertex u E V(T) receive
labels from F(uT(u)) U or(u). In a proper witness tree distinct children of the same vertex
always receive distinct labels. The "log" C of an execution of MT lists the events as they
have been selected for resampling in each step. Given C, we can associate a witness tree
Tc(t) with each resampling step t that can serve as a justification for the necessity of that
correction step. rC(t) will be rooted at C(t). A witness tree is said to occur in C, if there
exists t E N, such that TC(t) = r. It has been shown in [247] that if r appears in C, then
it is proper and it appears in C with probability at most IVEV()IP [oT(V)I.
To bound the running time of the MT algorithm, one needs to bound the number of
times an event A E A is resampled. If NA denotes the random variable for the number of
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resampling steps of A and C is the execution log; then NA is the number of occurrences
of A in this log and also the number of distinct proper witness trees occurring in C that
have their root labeled A. As a result one can bound the expected value of NA simply
by summing the probabilities of appearances of distinct witness trees rooted at A. These
probabilities can be related to a Galton-Watson branching process to obtain the desired
bound on the running time.
A Galton-Watson branching process can be used to generate a proper witness tree as
follows. In the first round the root of the witness tree is produced, say it corresponds
to event A. Then in each subsequent round, for each vertex v independently and again
independently, for each event B E l'rT(V) U oT(v), B is selected as a child of v with
probability x(B) and is skipped with probability (1 - XB). We will use the concept of a
proper witness trees and Galton-Watson process in several of our proofs.
18.2 LLL-Distribution
When trying to turn the non-constructive Lovisz Local Lemma into an algorithm that
finds a good assignment the following straightforward approach comes to mind: draw a
random sample for the variables in P until one is found that avoids all bad events. If the
LLL-conditions are met this rejection-sampling algorithm certainly always terminates but
because the probability of obtaining a good assignment is typically exponentially small it
takes an expected exponential number of resamplings and is therefore non-efficient. While
the celebrated algorithm of Moser (and Tardos) is much more efficient, the above rejection-
sampling method has a major advantage: it does not just produce an arbitrary assignment
but provides a randomly chosen assignment from the distribution that is obtained when
one conditions on no bad event happening. In the following, we call this distribution LLL-
distribution or conditional LLL-distribution.
The LLL-conditions and further probabilistic analysis can be a powerful tool to obtain
new results (constructive or otherwise) like the constructive one in Section 18.8. The follow-
ing is a well-known bound on the probability PrD {B} that the LLL-distribution D places
on any event B that is determined by variables in P (its proof is an easy extension of the
standard non-constructive LLL-proof [284]):
Theorem 18.2.1. If the LLL-conditions from Theorem 18.1.1 are met, then the LLL-
distribution D is well-defined. For any event B that is determined by P, the probability
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PrD{B} of B under D satisfies:
PrD {B} := P BI A ~] IP [B] - 1 (1 - xc)-'; (18.3)
. AEA .CEr(B)
here, P [B] is the probability of B holding under a random choice of P1, P2 ,. .. , Pn.
The fact that the probability of an event B does not change much in the conditional
LLL-distribution when B does not depend on "too many" C E A, is used critically in the
rest of this chapter.
More importantly, the following theorem states that the output distribution D' of the
MT-algorithm approximates the LLL-distribution D and has the very nice property that it
essentially also satisfies (18.3):
Theorem 18.2.2. Suppose there is an assignment of reals x : A -* (0, 1) such that (18.1)
holds. Let B be any event that is determined by P. Then, the probability that B was true
at least once during the execution of the MT algorithm on the events in A, is at most
P [B] - (Icer(B)(1 - XC)) 1. In particular the probability of B being true in the output
distribution of MT obeys this upper-bound.
Proof. The bound on the probability of B ever happening is a simple extension of the
MT proof [247]. Note that we want to prove the theorem irrespective of whether B is in
A or not. In either case we are interested in the probability that the event was true at
least once during the execution, i.e., if B is in A whether it could have been resampled
at least once. The witness trees that certify the first time B becomes true are the ones
that have B as a root and all non-root nodes from A \ {B}. Similarly as in [247], we
calculate the expected number of these witness trees via a union bound. Let r be a fixed
proper witness tree with its root vertex labeled B. Following the proof of Lemma 3.1 and
using the fact that B cannot be a child of itself, it can be shown that the probability
p, with which the Galton-Watson process that starts with B yields exactly the tree T is
PT = 7AEr(B)(1 - x(A)) -HoeV(r) x'(o-,). Here V(T) are the non-root vertices of T and
x'(o) = x(Oo) TIcer(,)(1 - x(C)). Plugging this in the arguments following the proof of
Lemma 3.1 of [247] it is easy to see that the union bound over all these trees and therefore
also the desired probability is at most P [B] - (HcEr(B)(1 - XC))- 1 where the term "P [B]"
accounts for the fact that the root-event B has to be true as well. l
Using this theorem we can view the MT algorithm as an efficient way to obtain a
431
sample that comes approximately from the conditional LLIdistribution. This efficient
sampling procedure makes it possible to make proofs using the conditional LLL-distribution
constructive and directly convert them into algorithms. All constructive results of this
chapter are based on Theorem 18.2.2 and demonstrate this idea.
18.3 Applications with Super-Polynomially many bad Events
In several applications of the LLL, the number of bad events is super-polynomially larger
than the underlying variables. In these cases we aim for an algorithm that still runs in
time polynomial in the number of variables, and it is not efficient to have an explicit
representation of all bad events. Surprisingly, Theorem 18.3.1 shows that the number of
resamplings done by the MT algorithm remains quadratic and in most cases even near-linear
in the number of variables n.
Theorem 18.3.1. Suppose there is an e E [0, 1) and an assignment of reals x : A -+ (0, 1)
such that:
VA E A : P [A] 5 (1 - E)x(A) 17 (1 - x(B)).
BEr(A)
With 6 denoting minAEAx(A) IBEr(A)(1 - x(B)), we have
T := XA 5 n log(1/6). (18.4)
AEA
Furthermore:
1. if e = 0, then the expected number of resamplings done by the MT algorithm is at most
v1 = T maxAEA 1-(A), and for any parameter A > 1, the MT algorithm terminates
within Av 1 resamplings with probability at least 1 - 1/A.
2. if e > 0, then the expected number of resamplings done by the MT algorithm is at most
V2 = O(' log i), and for any parameter A > 1, the MT algorithm terminates within
Av2 resamplings with probability 1 - exp(-A).
Proof. The main idea of relating the quantity T to n and 6 is to use: (i) the fact that the
variable-sharing graph G is very dense, and (ii) the nature of the LLL-conditions which
force highly connected events to have small probabilities and x-values. To see that G is
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dense, consider for any variable P E P the set of events
Ap = {A E AlP E vbl(A)},
and note that these events form a clique in G. Indeed, the m vertices of G can be partitioned
into n such cliques with potentially further edges between them, and therefore has at least
n - (M'/) = m 2 /(2n) - m/2 edges, which is high density for m > n.
Let us first prove the bound on T. To do so, we fix any P E P and show that
EBEA, XB 5 log(1/6), which will clearly suffice. Recall from the discussion following
(18.2) that we can assume w.l.o.g. that 6 < . If |Apj = 1, then of course EBeAp XB
1 < log(1/6). If |Ap|> 1, let A E Ap have the smallest XA value. Note that by definition
6 XA fJ (1 -XB) XA (1 -XB)-
BEAp\A - XA BEAp
If XA 1/2, then 6 < 1BEAp(1 - XB) e~ BEAp XB , and we get EBEAP XB In (1/6) <
log(1/6) as required. Otherwise, if XA > 1/2, let B1 E AP \ A. Then,
6 < XA- (1-XB) = XA(1-XB 1 ) (1-xB) xA(1-xB1)e A-
BEAp\A BEAp\(AUBI)
(18.5)
Let us now show that for 1/2 XA xB 1 <1
XA(1 - XB 1 ) e-(XA+XB1),. (18.6)
Fix XA. We thus need to show eXB1 (1 - XB,) 5 eX. The derivative of eX1B (1 - XB,) is
negative for xB, ;_ 0, showing that it is a decreasing function in the range xB, E [XA, 1].
Therefore the maximum value of eB1 (1 - XBj) is obtained at xB, = XA and for (18.6)
to hold, it is enough to show that, XA(1 - XA) e-2x^ holds. The second derivative of
e-
2
xA -XA(1 - XA) is positive. Differentiating e- 2xA -XA(1 - XA) and equating the derivative
to 0, returns the minimum in [1/2, 1] at XA = 0.7315. The minimum value is 0.0351 > 0.
Thus we have (18.6) and so we get
X(1- XB1 e- BEAp\(AUBI) XB) < e- BEAp XB.
xxA(1 -B 1 e
using this with (18.5), we obtain ZBEAP XB < In (1/6) < log(1/6) as desired.
Given the bound on T, part (1) follows directly from the main theorem of [247] and by
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a simple application of Markov's inequality.
Part (2) now also follows from [247]. In section 5 of [247] it is shown that saving an
1 - c factor in the probability of every resampling step implies that with high probability,
no witness tree of size log A ) occurs. This easily implies that none of the
n variables can be resampled more often. It is furthermore shown that without loss of
generality all x-values can be assumed to be bounded away from 1 by at least O(c). This
simplifies the upper bound on the expected running time to n - 0( log {). O
As mentioned following the introduction of 5 in (18.2), log(1/6) 0(nlogn) in all
applications known to us, and is often even smaller.
Remarks
1
" The max 1 factor in the running time of part (1) of Theorem 18.3.1 corresponds
AEA I - x(A)
to the expected number of times the event A gets resampled until one satisfying
assignment to its variables is found. It is obviously unavoidable for an algorithm that
has only black-box resampling and evaluation access to the events. If one alters the
algorithm to pick a random assignment that satisfies A (which can for example be
computed using rejection sampling, taking an expected 9( 1(A) ) trials each time),
this factor can be avoided.
" The estimation T = EAE XA = O(n log 1/6) is tight and can be achieved, e.g., by
having an isolated event with constant probability for each variable. In many cases
with log 1/6 = w(log n) it is nevertheless an overestimate, and in most cases the
running time is 0(n log n) even for E = 0.
While Theorem 18.3.1 gives very good bounds on the running time of MT even for
applications with Q(n) < m < poly(n) many events, it unfortunately often fails to be
directly applicable when m becomes super-polynomial in n. The reason is that maintaining
bad events implicitly and running the resampling process requires an efficient way to find
violated events. In many examples like those of Section 18.4, 18.5 and 18.6 with super-
polynomially many events, finding violated events or even just verifying a good assignment
is not known to be in polynomial time (often even provably NP-hard). To capture the sets
of events for which we can run the MT algorithm efficiently we use the following definition:
434
Definition 18.3.2. (Efficient verifiability) A set A of events that are determined by
variables in P is efficiently verifiable if, given an arbitrary assignment to 'P, we can effi-
ciently find an event A E A that holds or detect that there is no such event.
Because many large A of interest are not efficiently verifiable, a direct application of the
MT-algorithm is not efficient. Nevertheless we show in the rest of this section that using
the randomness in the output distribution of the MT-algorithm characterized by Theorem
18.2.2, it is still practically always possible to obtain efficient Monte Carlo algorithms that
produce a good assignment with high probability.
The main idea is to judiciously select an efficiently verifiable core subset A' C A of bad
events and apply the MT-algorithm to it. Essentially instead of looking for violated events
in A we only resample events from A' and terminate when we cannot find one such violated
event. The non-core events will have small probabilities and will be sparsely connected to
core events and as such their probabilities in the LLL-distribution and therefore also the
output distribution of the algorithm does not blow up by much. There is thus hope that
the non-core events remain unlikely to happen even though they were not explicitly fixed
by the algorithm. Theorem 18.3.3 shows that if the LLL-conditions are fulfilled for A then
a non-core event A E A \ A' is violated in the produced output with probability at most
XA. This makes the success probability of such an approach at least 1 - xA.
AEA\A'
Theorem 18.3.3. Let A' C A be an efficiently verifiable core subset of A. If there is an
E E [0, 1) and an assignment of reals x : A -+ (0, 1) such that:
VA E A: P [A] <; (1 - e)x(A) ][ (1 - x(B)).
BEr(A)nA'
Then the modified MT-algorithm can be efficiently implemented with an expected number
of resamplings according to Theorem 18.3.1. The algorithm furthermore outputs a good
assignment with probability at least 1 - E xA.
AEA\A'
Proof. Note that the set A' on which the actual MT-algorithm is run fulfills the LLL-
conditions. This makes Theorem 18.3.1 applicable. To argue about the success probability
of the modified algorithm, note that x(A) > P(A) JHBer'(A)(1 - x(B)) where P'(A) are the
neighbors of A in the variable sharing graph defined on A'. Using Theorem 18.2.2 we get
that the probability that a non-core bad event A E A \ A' holds in the assignment produced
by the modified algorithm is at most XA. Since core-events are avoided completely by the
435
MT-algorithm a simple union bound over all conditional non-core event probabilities results
in a failure probability of at most ,AEA\A' XA.
Here is furthermore a direct proof of the theorem incorporating the argument from
Theorem 18.2.2 into the proof:
Redefine the witness trees of [247 to have only events from A' in non-root nodes, thus
getting a modification of the Galton-Watson process from Section 3 of [247]. As in [247],
we grow witness trees from an execution-log starting with a root event that holds at a
certain point in time. This guarantees that we capture events A E A \ A' happening even
though they are never resampled (since we never check whether such events A hold or not).
Note that if some A E A \ A' holds after termination, then there is a witness tree with
A as root and with all non-root nodes belonging to A'. Following the proof of Lemma
3.1 from [247] the probability for this to happen is at most EAEA\A, XA. (We do not
get ,AEA\A' XA/(1 - XA), since A cannot be a child of itself in the witness trees that we
construct.) ]
While the concept of an efficiently verifiable core is easy to understand, it is not clear
how often and how such a core can be found. Furthermore having such a core is only useful
if the probability of the non-core events is small enough to make the failure probability,
which is based on the union bound over those probabilities, meaningful. The following
main theorem shows that in all applications that can tolerate a small "exponential" e-slack
as introduced by [15], finding such a good core is straightforward:
Theorem 18.3.4. Suppose log 1/6 < poly(n). Suppose further that there is a fixed constant
e E (0, 1) and an assignment of reals x : A -+ (0,1 - e) such that:
VA E A: P [A]J- x(A) fi (1 -x(B)).
BEr(A)
Then for every p ;( he set {Ai E A : P [Ai] > p} has size at most poly(n), and
is thus essentially always an efficiently verifiable core subset of A. If this is the case, then
there is a Monte Carlo algorithm that terminates after O( n log n ) resamplings and returns
a good assignment with probability at least 1 - n-c, where c > 0 is any desired constant.
Proof. For a probability p = 1/ poly(n) to be fixed later we define A' as the set of events
with probability at least p. Recall from Theorem 18.3.1 that ZAEAXA 5 O(nlog(1/6)).
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Since XA ;> p for A E A', we get that IA'I 5 O(nlog(1/6)/p) = poly(n). By assumption A'
is efficiently verifiable and we can run the modified resampling algorithm with it.
For every event we have P [A] 5 XA < 1 - c and thus get an (1 - E)E = (1 - 0(E 2 ))-slack;
therefore Theorem 18.3.1 applies and guarantees that the algorithm terminates with high
probability after O(n log n) resamplings.
To prove the failure probability note that for every non-core event A E A \ A' the LLL-
conditions with the "exponential e-slack" provide an extra multiplicative p-E factor over the
LLL-conditions in Theorem 18.3.1. While EA\A, x(A) EAA ZA = T = poly(n) holds
in this setting we can make this union bound at most n- by choosing p = n-0(1/e) small
enough. Now as in Theorem 18.3.3 we get that we fail with probability at most n-c on
non-core events while safely avoiding the core. This completes the proof of the theorem. l
The last theorem nicely completes this section; it shows that in practically all applica-
tions of the general LLL it is possible to obtain a fast Monte Carlo algorithm with arbitrarily
high success probability. The conditions of Theorem 18.3.4 are very easy to check and are
usually directly fulfilled. That is, in all LLL-based proofs (with a large number of events Ai)
known to us, the set of high-probability events forms a polynomial-sized core that is trivially
efficiently verifiable, e.g., by exhaustive enumeration. Theorem 18.3.4 makes these proofs
constructive without further complicated analysis. Only in cases where the LLIcondition
is used are adjustments in the bounds needed, to respect the e-slack.
Remarks
" Note that the failure probability can be made an arbitrarily small inverse polynomial.
This is important since for problems with non-efficiently verifiable solutions the success
probability of Monte Carlo algorithms cannot be boosted using standard probability
amplification techniques.
* In all applications known to us, the core above has further nice structure: usually
the probability of an event Ai is exponentially small in the number of variables it
depends on. Thus, each event in the core only depends on O(log n) many Ai, and
hence is usually trivial to enumerate. This makes the core efficiently verifiable, even
when finding a general violated event in A is NP-hard.
* The fact that the core consists of polynomially many events with usually logarith-
mically many variables each, makes it often even possible to enumerate the core in
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parallel and to evaluate each event in parallel. If this is the case one can get an RNC
algorithm by first building the dependency graph on the core and then computing an
MIS of violated events in each round (using MIS algorithms such as [136, 214]. Using
the proof of Theorem 18.3.1 which is based on some ideas from the parallel LLL al-
gorithm of MT, it is easy to see that only logarithmically many rounds of resampling
these events are needed.
* Even though the derandomization of [15] also only requires an "exponential c-slack" in
the LLL-conditions, applying the techniques used there and in general getting efficient
deterministic algorithm when m is superpolynomial seems hard. The derandomization
in [15] uses approximate O(log m)-wise independent probability spaces which have an
inherently poly(m) size domain.
18.4 A New Approximation Algorithm for the Santa Claus
Problem
The Santa Claus problem is the restricted assignment version of the max-min allocation
problem of indivisible goods. In this section we present the first efficient randomized
constant-factor approximation algorithm for this problem.
In the max-min allocation problem, there is a set C of n items, and m players. The
value (utility) of item j to player i is pi,j > 0. An item can be assigned to only one player.
If a player i receives a subset of the items Si ; C, then the total valuation of the items
received by i is )js p(ij). The goal is to maximize the minimum total valuation of
the items received by any player, that is, to maximize mini EjS p(i, j). (The "minmax"
version of this "maxmin" problem is the classical problem of makespan minimization in
unrelated parallel machine scheduling [310].) This problem has received much attention
recently [236, 287, 288, 289, 290, 291, 311].
A restricted version of max-min allocation is where each item has an intrinsic value, and
where for every player i, pi,j is either pj or 0. This is known as the Santa Claus problem.
The Santa Claus problem is NP-hard and no efficient approximation algorithm better than
1/2 can be obtained unless P = NP [312]. Bansal and Sviridenko [287] considered a linear-
programming (LP) relaxation of the problem known as the configuration LP, and showed
how to round this LP to obtain an O(log log log m/log log m)-approximation algorithm for
the Santa Claus problem. They also showed a reduction to a crisp combinatorial problem,
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a feasible solution to which implies a constant-factor integrality gap for the configuration
LP.
Subsequently, Feige [236] showed that the configuration LP has a constant integrality
gap. Normally such a proof immediately gives a constant-factor approximation algorithm
that rounds an LP solution along the line of the integrality-gap proof. In this case Feige's
proof could not be made constructive because it was heavily based on repeated reductions
that apply the asymmetric version of the LLL to exponentially many events. Due to this
unsatisfactory situation, the Santa Claus problem was the first on a list of problems reported
in the survey "Estimation Algorithms versus Approximation Algorithms" [292] for which a
constructive proof would be desirable. Using a completely different approach, Asadpour,
Feige and Saberi [289] could show that the configuration LP has an integrality gap of at
most .. Their proof uses local-search and hypergraph matching theorems of Haxell [313].
Haxell's theorems are again highly nonconstructive and the stated local-search problem is
not known to be efficiently solvable and in fact the conclusion in [289] suggests that finding a
local optimum could be potentially PLS-complete. Thus this second nonconstructive proof
still left the question of a constant-factor approximation algorithm open.
In this section we show how our Theorem 18.3.4 can be used to easily and directly con-
structivize the LLL-based proof of Feige [236], giving the first constant-factor approximation
algorithm for the Santa Claus problem.
It is to be noted that the more general max-min fair allocation problem appears sig-
nificantly harder. It is known that for general max-min fair allocation, the configuration
LP has a gap of O(fiui). Asadpour and Saberi [288] gave an O(v'ilog3 (n)) approximation
factor for this problem using the configuration LP. Recently, Saha and Srinivasan [311] have
improved this to O( n log n/log log n). So far the best approximation ratio known for this
problem due to Chakraborty, Chuzhoy and Khanna is O(ne) [291], for any constant e > 0;
their algorithm runs in O(nl/') time.
18.4.1 Algorithm
We focus on the Santa Claus problem here. We start by describing the configuration LP and
the reduction of it to a combinatorial problem over a set system, albeit with a constant factor
loss in approximation. Next we give a constructive solution for the set system problem, thus
providing a constant-factor approximation algorithm for the Santa Claus problem.
We guess the optimum solution value T using binary search. An item j is said to be small
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for person i, if pj < aT, otherwise it is said to be big. Here a < 1 is the approximation ratio,
which will get fixed later. A configuration is a subset of items. The value of a configuration
C to person i is denoted by pi,c = EjecPi,j. A configuration C is called valid for person i
if:
* pi,c > T and all the items are small; or
" C contains only one item j and pij > aT, that is, j is a big item for person i.
Let C(i, T) denote the set of all valid configurations corresponding to person i with respect
to T. The configuration LP relaxation of the problem is as follows:
Vj : yi,c < 1 (18.7)
CEj i
Vi: Z Yi,C =
CEC(i,T)
Vi, C: yi,c 0
Bansal and Sviridenko showed that if the above LP is feasible, then it is possible to find
a fractional allocation that provides a bundle with value at least (1 - e)T for each person
in polynomial time.
The algorithm of Bansal and Sviridenko starts by solving the configuration LP (18.7).
Then by various steps of simplification, they reduce the problem to following instance:
There are p groups of players and each player contains a set of k small items, all having
equal value with a total valuation of [TJ. Each group contains I players and among them
any 1 - 1 players can be assigned a big item. A small item appears in at most 31 sets, where
3 < 3. Such an instance is referred to as (k,l,3) system.
If one can efficiently find a player from each group and assign at least L7kj items to that
player from her set - such that each item is claimed by at most 77 players - then Bansal and
Sviridenko showed each player gets items of valuation at least 72T - aT. Now by setting
OZ= 2/87, we get a Y2 /877 approximation for the Santa Claus problem. In [287] Bansal and
Sviridenko designed an algorithm, where -y = 0(1) and q = O(log log log m). Feige showed
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that there exists an assignment with rq = 1 and -y = 0 (ma(1) and 3 = 0(1). This
is referred to as a -y-good (k, 1, #) system. However, the proof being nonconstructive, no
algorithm was known to efficiently find such an assignment. In the following subsection, we
make Feige's argument constructive, thus giving a constant-factor approximation algorithm
for the Santa Claus problem.
18.4.2 Construction of a 7-good solution for a (k, 1, #) system
We first describe Feige's algorithm and then we give the details of the modifications required
to make it constructive.
Feige's Nonconstructive Proof for y-good (k, 1, #) system: Feige's approach is based
on the systematic reduction of k and 1 in iterations, finally getting a system where k or 1
are constants. For constant k or 1 the following lemma asserts a constant y.
Lemma 18.4.1 (Lemma 2.1 and 2.2 of [236]). For every (k,l,#3) system a 'y-good solution
with -y satisfying, -y = - or 7k = k ) can be found efficiently.
The reduction of (k, 1, #) system to constant k and 1 involves two main lemmas, which
we refer to as Reduce-i lemma and Reduce-k lemma respectively.
Lemma 18.4.2 (Lemma 2.3 of [236], Reduce-1). For 1 > c (c a sufficiently large constant),
every (k, 1,3) system with k < 1 can be transformed into a (k, 1', #') system with l' < log5 1
and #' < #(1 + To-).
Lemma 18.4.3 (Lemma 2.4 of [236], Reduce-k). Every (k, 1, /) system with k > 1 > c can
be transformed into a (k', 1,3) system with k' < 2 and with the following additional property:
if the original system is not -good, then the new system is not -y'-good for -Y' - -Y(1 +
Conversely, if the new system is -y'-good, then the original system was y-good.
If 3 is not a constant to start with, then by applying the following lemma repeatedly, #
can be reduced below 1.
Lemma 18.4.4 (Lemma 2.5 of [236]). For 1 > c, every (k, 1, #) system can be transformed
into a (k',l,3') system with k'= [{j and/3' < P (1+ .
However in our context, # 3, thus we ignore Lemma 2.5 of [236] from further discus-
sions.
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Starting from the original system, as long as I > c, Lemma Reduce-I is applied when
1 > k and Lemma Reduce-k is applied when k > 1. In this process 3 grows at most by a
factor of 2. Thus at the end, 1 is a constant and so is 3. Thus by applying Lemma 18.4.1,
the constant integrality gap for the configuration LP is established.
Randomized Algorithm for -y-good (k, 1,3) system: The two main steps required for
obtaining an algorithm for -- good (k, 1, 3) system are as follows:
" Show a constructive procedure to obtain the reduced system through Lenmmas Reduce-
I and Reduce-k.
" Map the solution of the final reduced system back to the original system.
We now elaborate upon each of these.
Making Lemma Reduce-i Constructive
This follows quite directly from [247]. The algorithm picks [log5 lJ sets uniformly at random
and independently from each group. Thus while the value k remains fixed, I is reduced to
1' = [log5 lj. Now in expectation the value of 3 does not change and the probability that
#' > #(1 + ), and hence 3'1' > /31(1 + 1), is at most e-'/31g2 e og3  log 2
We define a bad event corresponding to each element:
* A3 : Element j has more than 3'l' copies.
Now noting that the dependency graph has degree at most kl/l < 613, the uniform
(symmetric) version of the LLL applies. Now it is easy to check if there exists a violated
event: we just need to count the number of times an element appears in all the sets. Thus
we directly follow [247]; setting xAj = 1 , we get the expected running time to avoid all
the bad events as O(plk/1o0 2 1) = O(p) = O(m).
Making Lemma Reduce-k Constructive
This is the main challenging part. The random experiment involves selecting each item
independently at random with probability 1. To characterize the bad events, we need a
structural lemma from [236]. Construct a graph on the sets, where there is an edge between
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two sets if they share an element. A collection of sets is said to be connected if and only if
the subgraph induced by this collection is connected.
We consider two types of bad events:
1. B 1 : some set has less than k' = - items surviving; and
2. Bi for i > 2: there is a connected collection of i sets from distinct groups whose union
originally contained at most i-yk items, of which more than i'k items survive, where
61'= Y (1 + lo ).
If none of the above bad events happen, then we can consider the first k' items from
each set and yet the second type of bad events do not happen. These events are chosen such
that -y'-goodness (y' = 6 'k 1 y + ) of the new system certifies that the original
system was -y good. That this is indeed the case follows directly from Hall's theorem as
proven by Feige:
Lemma 18.4.5 (Lemma 2.7 of [236]). Consider a collection of n sets and a positive integer
q .
1. If for some 1 < i < n, there is a connected subcollection of i sets whose union contains
less than iq items, then there is no choice of q items per set such that all items are
distinct.
2. If for every i, 1 < i < n, the union of every connected subcollection of i sets contains
at least iq (distinct) items, then there is a choice of q items per set such that all items
are distinct.
Feige showed in [236] that for bad events of type Bi, i > 1, taking xi - 2 -10ilogk is
sufficient to satisfy the condition (18.1) of the asymmetric LLL. More precisely, suppose
we define, for any bad event B E Uj>j Bi, F(B) to be as in Section 18.1.3: i.e., F(B) is
the set of all bad events A $ B such that A and B both depend on at least one common
random variable in our "randomly and independently selecting items" experiment. Then,
it is shown in [236] that with the choice xi = 2 -10 logk for all events in Bi, we have
V(i 2 1) V(B E Bj), P [B] < 2 -20ilog k _ X1 [J (1 - x). (18.8)
j>1 AE(BjnF(B))
Thus by the LLL, there exists an assignment that avoids all the bad events. However, no
efficient construction was known here, and as Feige points out, "the main source of difficulty
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in this respect is Lemma 2.4, because there the number of bad events is exponential in
the problem size, and moreover, there are bad events that involve a constant fraction of
the random variables." Our Theorem 18.3.4 again directly makes this proof constructive
and gives an efficient Monte Carlo algorithm for producing a reduce-k system with high
probability.
Lemma 18.4.6. There is a Monte Carlo algorithm that produces a valid reduce-k system
with probability at least 1 - 1/m 2 .
Proof. Note from (18.8) that we can take J = 2 -2omlog. So, we get that log 1/j =
O(m log k) = O(n log n) where n is the number of items and m < n is the number of
players. We furthermore get that all events with probability larger than a fixed inverse-
polynomial involve only connected subsets of size O( g') and Theorem 18.3.4 implies that
there are only polynomially many such "high" probability events. (This can also be seen
directly since the degree of a subset is bounded by k,31 < 6k 2 and the number of connected
subcollections is therefore at most (6 k2)0( 'I'o') = m0(1) = n0(1).) The connected collec-
tions of subsets are easy to enumerate using, e.g., breadth-first search and are therefore
efficiently verifiable (in fact, even in parallel). Theorem 18.3.4 thus applies and directly
proves the lemma. 0
Mapping the solution of the final reduced system back to the original system
Having algorithms to produce a correct Reduce-1 or Reduce-k system with probability at
least 1/m 2 for each reduction we can completely reduce down the original system to a
system with a constant number of players per group. This involves at most log m Reduce-l
reductions and at most log n Reduce-k reductions, where n is the number of items. We can
furthermore assume that n < 2 m since otherwise simply all combinations of one player per
group could be tried in time polynomial in n. This implies that the simple union bound over
all reductions gives that with probability at least 1 - O(log n log m/m 2 ) = 1 - O(log m/m)
a final (k, 1,13) system is produced that preserves the goodness of the original system. Using
Lemma 18.4.1 a e(1)-good selection of players can be found. Having a fixed selection of
players that need to receive items a standard reduction of such a matching question to a
flow-network allows us to use any network-flow algorithm for computing a good assignment
of items to these players ( Lemma 18.4.8). This finishes the process of mapping back a
solution of the reduced system to the original (k, 1, #)-system. While checking whether
an individual reduction failed seems to be a (NP-)hard task, it is easy to see in the end
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whether a good enough assignment is produced. This enables us to rerun the algorithm
in the unlikely event of a failure and thus the Monte Carlo algorithm can be strengthened
to an algorithm that always produces a good solution and has an expected polynomial
running-time.
The details of the above are given in two lemmas, Lemma 18.4.7 and Lemma 18.4.8.
Theorem 18.4.9 follows from the two lemmas.
Suppose we start with a (ki,li, #1) system and after repeated application of either
Lemma Reduce-I or Lemma Reduce-k reach at a (k., is,#3) system, where l < c, a constant.
We then employ Lemma 18.4.1 to obtain a -y-good (k,, 1, ,3) system, where -y, satisfies
ysk, = [ J. Since 1, is a constant and 3, < 6, -f, is also a constant. Lemma 18.4.1 also
gives a choice of a player from each group, denoted by a function f : {1, . ,p} -+ {1,... ,l,}
that serves as a witness for 7,-goodness of (k,, l, ,3) system. We use this same mapping for
the original system. The following lemma establishes the goodness of the (ki, li, 3 1) system.
Lemma 18.4.7. Given a sequence of reductions of k - (ki,1li,13) -+ ... -+ (k,,18 ,,) -
interleaved with reductions of 1, let for all s > 2, , = ys-1(1+ o . Then if the final
reduced system is y,-good and the function f {1,..., p} - {1,... ,,l} serves as a witness
for its goodness, then f also serves as a witness of y-goodness of (k1 , l1,#31) system with
high probability. We call such a function f -y-good.
Proof. Suppose there exists a function f that serves as a witness for -y,-goodness of the
(ks, l,3,) system, but does not serve as a witness that (k,_ 1 , l,1,#,_1) is 7, 1-good. Then
there must exist a connected collection of i, i > 0 sets chosen from p groups according to f,
such that their union contains less than 7,_1 k,_1 i items. However in the reduced system,
their union has yk._1 i elements. Call such a function f bad. Thus every bad function is
characterized by a violation of event of type Bi, i > 1, described in Section 18.4.2. However,
by Lemma 18.4.6 we have P [3 a bad function f] < P [an event of type Bi, i 2 1 happens] 5
1
Now the maximum number of times the Reduce-k step is applied is at most log ki log n.
Thus if the Reduce-1 step is not applied at all, then by a union bound, function f is 7-good
for the (ki,11, i1) system with probability at least 1- g m on. We can assume without loss
of generality that n < 2'. (Otherwise in polynomial time we can guess the players who will
receive small items and thus know f. Once f is known, an assignment of small items to the
players chosen by f can be done in polynomial time through Lemma 18.4.8.) Since n < 2',
function f is -y-good for the (ki,1 1, 3i1) system with probability at least 1 - log m/m. Now
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since the Reduce-i step only reduces 1 and keeps k intact, it does not affect the goodness of
the set system. C
Once we know the function f, using Lemma 18.4.8 we can get a valid assignment of
[ky] items to each chosen player:
Lemma 18.4.8. Given a function f : {1, ... ,p} - {1,. .. ,l}, and parameter 7, there is
a polynomial time algorithm to determine, whether f is ",-good and we can determine the
subset of Lk-y] items received by each player f(i), i E [1, p].
Proof. We construct a bipartite graph with a set of vertices U { 1,.. . , p} corresponding
to each chosen player from the p groups, a set of vertices V corresponding to the small
items in the sets of the chosen players, a source s and a sink t. Next we add a directed
edge of capacity [-ykJ from source s to each vertex in U. We also add directed edges
(u, v), u E U, v E V, if the item u belongs to the set of v. These edges have capacity 1.
Finally we add a directed edge from each vertex in V to the sink t with capacity 1. We
claim that this flow network has a maximum flow of [ky] p iff f is y-good:
For the one direction let f be -y-good. Thus there exists a set of [ykJ elements that can
be assigned to each player u E U. Send one unit of flow from each player to these items
that it receives. The outgoing flow from each u E U is exactly [yk]. Since each item is
assigned to at most one player, flow on each edge (v, t), v E V is at most 1. Thus all the
capacity constraints are maintained and the flow value is [ykJ p.
For the other direction consider an integral maximum flow of [kyj p. Since the total
capacity of all the edges emanating from the source is [k-yj p, they must all be saturated by
the maxflow. Since the flow is integral, for each player u there are exactly [-ykJ edges with
flow 1 corresponding to the items that it receives. Also since no edge capacity is violated,
each item is assigned to exactly one player. Therefore f is -Y-good.
To check a function f for 7-goodness and obtain the good assignment we construct the
flow graph and run a max flow algorithm that outputs in an integral flow. As proven above
a max flow value of [kyj p indicates y-goodness and for a 7-good f the assignment can be
directly constructed from the flow by considering only the flow carrying edges. l
Theorem 18.4.9. There exists a constant a > 0 and a randomized algorithm for the
Santa Claus problem that runs in expected polynomial time and always assigns items of
total valuation at least a - OPT to each player.
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18.5 Non-repetitive Coloring of Graphs
In this section, we give an efficient Monte-Carlo construction for non-repetitive coloring of
graphs. Call a word (string) w "squarefree" or "non-repetitive" if there does not exist any
strings u, v) x, v : 0, such that w can be written as w = uvvx. Let us refer to graphs using
the symbol H instead of G, to not confuse with our dependency graphs G. Recall from
Section 18.1 that a k-coloring of the edges of H (not necessarily a proper coloring as in
standard graph-coloring terminology) is called non-repetitive if the sequence of colors along
any path in H is squarefree: i.e., we want a coloring in which no path has a color-sequence of
the form xx. (All paths here refer to simple paths.) The smallest k such that H has a non-
repetitive coloring using k colors is called the Thue number of H and is denoted by 7r(H).
The Thue number was first defined by Alon, Grytczuk, Hauszczak and Riordan in [294]: it
is named after Thue who proved in 1906 that if H is a simple path, then 7r(H) = 3 [293].
While the method of Thue is constructive, no efficient construction is known for general
graphs. Alon et al. showed through application of the asymmetric LLL that 7r(H) cA(H)2
for some absolute constant c. Their proof was nonconstructive. The number of bad events
is exponential and even checking whether a given coloring is non-repetitive is coNP-Hard,
[314]. Thus checking if some "bad event" holds in a given coloring is coNP-Hard. Since
the work of Alon et al., the non-repetitive coloring of graphs has received a good deal of
attention in the last few years [295, 296, 297, 298, 299]. Yet no efficient construction is
known till date, except for some special classes of graphs such as complete graphs, cycles
and trees.
18.5.1 A Randomized Algorithm for Non-repetitive Coloring
Suppose we are given a graph H with maximum degree A. We first give the proof of Alon
et al. which shows that w(H) ! cA 2, and then show how to convert this proof directly into
a constructive algorithm (with the loss of a AE factor in the number of colors used):
Theorem 18.5.1 (Theorem 1 of [294]). There exists an absolute constant c such that
7r(H) cA 2 for all graphs H with maximum degree at most A.
Proof. Let C = (2e 16 + 1)A 2 . Randomly color each edge of H with colors from C. Consider
the following types of bad events Bi, for i > 1: "there exists a path P of length 2i, such
that the second half of P is colored identically to its first half".
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We have for a path P of length 2i, i > 1, P [P has coloring of the form xx] = -. Also,
a path of length 2i intersects at most 4ijA2j paths of length 2j. Thus we have that
P [a bad event of type i happens] = and that a bad event of type i intersects at most
4ijA2j bad events of type Bj. Set xi = 21. Thus (1 - xj) > e-2 ; this, along with the
fact that E>1 j/2 3 = 2, easily shows that
xi fJ(1 - x5)4IA23 > (2e 16 A2 )-i.
Since C - (2e16 + 1)A 2 , the condition of the LLL is satisfied and we are guaranteed the
existence of such a non-repetitive coloring. O
Now we see that using just a slightly higher number of colors suffices to make Theorem
18.3.4 apply.
Theorem 18.5.2. There exists an absolute constant c such that for every constant e > 0
there exists a Monte Carlo algorithm that given a graph H with maximum degree A, produces
a non-repetitive coloring using at most cA2+e colors. The failure probability of the algorithm
is an arbitrary small inverse polynomial in the size of H.
Proof. We apply the LLL using the same random experiments and bad events as in Theo-
rem 18.5.1 but with C' = C T colors such that C' < cA2+e. Using the same settings for
XA gives an exponential e' slack in the LLL-conditions since the probability of a bad event
of type i is now at most = (b) Recall Theorem 18.3.4. Clearly, log 1/6 = O(n2 )
and so the last thing to check to apply Theorem 18.3.4 is that for any inverse polynomial
p, the bad events with probability at least p are efficiently verifiable. Here these events
consist of paths smaller than a certain length (of the form 0((1/e) log n/log A), where n is
the number of vertices), and Theorem 18.3.4 guarantees that there are only polynomially
many of these. Using breath-first-search to go through these paths and checking each of
them for non-repetitiveness is efficient and thus Theorem 18.3.4 directly applies. E
18.6 Ramsey-type Bounds
In this section, we briefly sketch another application of our method, namely the construction
of Ramsey-type graphs.
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The Ramsey number R(K8 , Kt) is the smallest number f such that for any n 2 f and in
any red-blue coloring of the edges of Kn, there either exists a Ks with all red edges or a Kt
with all blue edges. Here, K' for any integer a denotes a clique of size a as usual. Obtaining
lower bounds on R(K8 , Kt) and constructing Ramsey graphs avoiding "large" cliques as well
as "large" independent sets simultaneously has attracted much attention [300, 301, 302, 303].
The case of fixed s is the main example case for off-diagonal Ramsey numbers. Alon and
Pudlak gave an explicit deterministic construction for off-diagonal Ramsey graphs in [300].
They showed constructively for some c > 0, R(K 8 , Kt) t' s"/log los. The best known
bound for R(K", Kt) can be obtained using the LLL, R(K, Kt) = 0 (t) 2 [303].
Krivelevich gave a Monte Carlo algorithm matching this bound through large deviation
bounds [302]. Using our method, we can achieve the same bound for fixed s, by directly
making the LLL-based proof constructive. However, more importantly, we can provide
randomized (Monte Carlo) constructions of graphs on n vertices of the form: "there is no
subgraph U in any set of s vertices and no subgraph W in any set of t vertices", where t can
be large, typically ne(1) - the existence of which can be proved using the LLL (often using
appropriate random-graphs G(n, p)). We refer to these as general Ramsey-type graphs.
A few results are known for these general Ramsey-type graphs. Krivelevich considered
R(U, Kt) where U is any graph and gave constructions for it in [302]. Alon and Krivelevich in
[303] and Krivelevich in [302] considered a Ramsey-type bound R'(K", K'(t)): the smallest
number f such that for any n > e, any graph on n vertices either contains a K' or there exists
a set of t vertices containing a Kr. When r = 2, R(KS, K') = R'(Ks, K 2 (t)). However, to
the best of our knowledge, no general algorithmic result avoiding any subgraph U and W
on any set of s and t vertices respectively is known till date.
Briefly, the idea is as follows. Suppose, as in the typical existence-proofs for such graphs,
we are able to show using the (asymmetric) LLL that for a suitable p = p(n), the random
graph with n vertices and independent edge-probability p, satisfies all the required properties
with positive probability. Theorem 18.3.4 will typically immediately apply if we allow an
exponential c-slack. When s is fixed, another related approach is to apply Theorem 18.3.3
and to only verify the events that correspond to s-sized subgraphs; since s is fixed, these
can be enumerated and verified efficiently. Note that as pointed out in [284] LLL may be
much more significant in improving the bounds with fixed s and this is generally the case
of interest while applying LLL based arguments.
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18.7 Acyclic Edge Coloring
Acyclic edge coloring is a proper edge coloring of a graph G where each cycle receives more
than 2 colors. Proper edge coloring refers to coloring where no two incident edges receive
the same color. The goal herein is to use minimum number of colors, referred to as the
acyclic chromatic number a(G) and obtain acyclic edge coloring. The concept of a(G) was
introduced way back in 1973 [304] and has been studied by series of researchers over the
years [242, 304, 305, 306, 307]. In all these works a predominant common concept is the
use of the asymmetric LLL. Thus an algorithmic version of local lemma comes naturally as
a method of choice for constructing an acyclic edge coloring.
Alon, McDiarmid and Reed [305] showed that a(G) < 64A, where A is the maximum
degree. The constant was later improved to 16 by Molloy and Reed [242], who also men-
tioned (without proof) an algorithm to construct acyclic edge coloring using 20A (note the
worse constant) colors. Both the methods are essentially the same: randomly color each
edge from a pool of colors {1, 2,... , C}. They define a series of bad events, where Type 1
bad event corresponds to two incident edges e, f to receive the same color and Type k bad
event implies a cycle of length 2k getting 2 colors. A cycle of odd length automatically gets
3 colors, if the coloring is proper. Note that the number of Type k events for non-constant
k is superpolynomial in the number of edges of G. The probability of Type 1 event is 1/C
and the probability of Type k event is 1/C2(k-1). Let A be the maximum degree of G. It
is now an easy exercise to verify that each Type k event depends on at most 4kA Type
1 events and 2kA 2(1-1) Type 1 events. With this dependency, setting C = 16A, xe = -
for each edge e and Xk = ()2(k1) for each cycle of length 2k satisfies the asymmetric
LLL condition 18.1.1. We can turn this proof to an algorithm using 16A colors as a direct
corollary of Theorem 18.3.1.
Theorem 18.7.1. There is a randomized algorithm that produces a valid acyclic coloring
of any graph with n edges and maximum degree A in expected polynomial time using 16A
colors.
Proof. Recall from Section 18.1.3 that 6 has to be at least as high as the smallest upper
bound on a probability of a bad event which is 1/C 2(k-1) for an event of Type k. This
gives that log 1/6 is at most O(n log A). It is furthermore easy to check for a violated bad
event in O(A 2 n) time: consider subgraphs on every pair of colors and check if there is a
cycle in it. Therefore Theorem 18.3.1 directly applies (we can set e = 0 in it) and we get
that the expected number running time is at most O(A 2n) .nO(n log A) - O(n3A 2 log A).
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Note that this is far from thight. We can, e.g., exploit that there is already a E-slack in the
analysis to get a smaller number of resamplings from Theorem 18.3.1. 0
Whereas this gives an efficient way to obtain acyclic edge coloring using 16A colors and
thus matching the bound known nonconstructively so far; the conjectured bound for a(G) is
A +2. Alon, Sudakov and Zaks showed indeed the conjecture is true for graphs having girth
Q(A log A) [306. Their algorithm can be made constructive using Beck's technique [239] to
obtain an acyclic edge coloring using A +2 colors, albeit for graphs with girth significantly
larger than E(A log A). We bridge the gap by providing constructions to achieve the same
girth bound as in [306], yet obtaining an acyclic edge coloring with only A +2 colors.
The proof of Alon, Sudakov and Zaks again relies on the asymmetric LLL, but their
procedure for random coloring is different from [242, 305). They first color the edges of G
properly using A +1 colors [315]. Next each edge is switched to color A + 2 with probability
1/32A. Three types of bad events are defined. Type 1 is the event where two incident edges
e, f are colored with (A + 2)th color. Type 2 corresponds to the event where no edge of a
cycle that was bichromatic after the first coloring was colored with (A + 2)th color. Type
3 event considers the case where a cycle with half of its edges (every other edge) having
the same color after the first step, receives (A + 2)th color on half of its remaining edges
resulting in a bichromatic edge. It is sufficient to avoid these three types of events to ensure
acyclic edge coloring. It has been shown in [306] that by choosing the x variables to be
1/512A 2 , 1/128A 2 and 1/ 2kAk for events of Type 1, 2, and 3 (with cycles of length 2k), the
conditions of asymmetric LLL (Theorem 18.1.1) satisfies. Converting this nonconstructive
proof into an algorithm using our method is an easy exercise. We state the theorem below,
whose proof is similar to Theorem 18.7.1 above, and is left to the reader.
Theorem 18.7.2. There is a randomized algorithm that produces a valid acyclic coloring
in expected polynomial time using A + 2 colors for graphs having girth l(A log A).
Further non-asymptotic results are known for graphs with sufficiently large girth. Muthu,
Narayanan and Subramanian showed a(G) < 6A for graphs with girth at least 9 and
a(G) < 4.52A for graphs with girth at least 220 [307]. Their proofs can also be made
constructive using essentially the same proof as Theorem 18.7.1.
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18.8 Beyond the LovAisz Local Lemma Threshold
This section sketches another application of using the properties of the conditional LLL-
distribution introduced in Section 18.2 in a slightly different way. While all results presented
so far rely on a union bound over events in the LLL-distribution we use here the linearity
of expectation for further probabilistic analysis of events in the LLL-distribution. This
already leads to new non-constructive results. Similar to the other proofs involving the
LLL-distribution in this chapter this upper bound can be made constructive using Theo-
rem 18.2.2. Considering that the LLL-distribution approximately preserves other quantities
such as higher moments, we expect that there is much more room to use more sophisti-
cated probabilistic tools like concentration bounds to give both new non-constructive and
constructive existence proofs of discrete structures with additional strong properties.
The setting we wish to concentrate on here is when a set of bad events is given from
which not necessarily all but as many as possible events are to be avoided. The exemplifying
application is the well known MAX-k-SAT problem which in contrast to k-SAT asks not
for a satisfying assignment of a k-CNF formula but for an assignment that violates as few
clauses as possible. Given a k-CNF formula with m clauses a random assignment to its
variables violates each clause with probability 2 -k and thus using linearity of expectation
it is easy to find an assignment that violates at most m2-k clauses. If on the other hand
each clause shares variables with at most 2k/e - 1 other clauses than the LLL can be used
to proof the existence of a satisfying assignment (which violates 0 clauses) and the MT
algorithm can be used to find such an assignment efficiently. But what can be achieved
when the number of clauses sharing a variables is more than 2k/e? Lemma 18.8.1 shows
that a better assignment can be constructed if it is possible to find a sparsely connected
sub-formula that satisfies the LLL-condition.
Lemma 18.8.1. Suppose F is a k-CNF formula in which there exists a set of core clauses
C with the property that: (i) every clause in C shares variables with at most d < 2k/e - 1
clauses in C, and (ii) every clause in C shares variables with at most y(2k/e - 1) many
clauses in C, for some -y 0. Let n and m denote the total number of variables and clauses
in F, respectively. Then, for any 0 > 1/ poly(n, m), there is a randomized poly(n, m)-time
algorithm that produces, with high probability, an assignment in which all clauses in C are
satisfied and at most an (1 + 0)2-ke fraction of clauses from C are violated. (If we are
content with success-probability p - n- for some constant c, then there is also a randomized
algorithm that runs in time poly(n, \C), satisfies all clauses in C, and violates at most an
(1/p) -2-ke7 fraction of clauses from C. This can be useful if |C| < m.)
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Proof. Briefly, the idea above is as follows. Suppose we do the obvious random assignment
to the variables: each is set to "True" or "False" uniformly at random and independently.
For any clause Ci, let Ai be the bad event that it is violated in such an assignment. It
is well-known that we can take x(Ai) = e/2k for all Ci E C, and avoid all of these events
with positive probability: this can be made constructive using MT. Suppose we run the MT
algorithm for up to ne times its expected number of resamplings. By Markov's inequality,
the probability of MT not terminating by then is at most n-c. Furthermore, the probability
that at the end of this process, some clause Ci E C is violated can be bounded (using part
(ii) of Theorem 18.2.2) by the following:
2 -k (1 - e/ 2 k)-y(2k/e-1) < e7 - -.
Thus, the expected fraction of clauses from C that are violated in the end, is at most 2-ke7.
Markov's inequality and a union bound (for a sufficiently large choice of c) complete the
proof. E
Along these lines we aim to develop a general result that can be applied in cases where
the number of dependencies are (slightly) beyond the LLL-threshold. For this suppose
we have a system of independent random variables P = {P1, P 2 ,. . . ,,P} and bad events
A = {A 1 , A 2 ,... , Am} with dependency graph G = GA as in the introduction. Let us
consider the symmetric case in which P[Ai] <; p for each i. Again there are only two types
of constructive results known in general, in terms of only allowing a "small" number of the
bad events to happen. It is easy to have only about mp of the Ai happen - without any
assumptions about G - just by using the linearity of expectation. On the other hand, if
the maximum degree of G is at most 1/(ep) - 1, the conditions of the symmetric LLL and
the algorithm of [247], guarantee that we can efficiently ensure that none of the Ai happen.
Interpolating between these two extremes Theorem 18.8.3 characterizes the fraction A of
events that can be avoided if the maximum degree of G is by a factor of a > 1 larger
than the LLL-threshold 1/(ep) - 1. To the best of our knowledge virtually nothing was
known (even non-constructively) in this setting. Theorem 18.8.3 is obtained by using the
probabilistic method to construct a sparsely connected core that satisfies the LLL-conditions
with a sufficiently large gap. Using the linearity of expectation in the analysis of the LLL-
distribution with respect to this core the existence of a good assignment can be proven:
Definition 18.8.2. For any a > 0, let A(a) be the smallest number satisfying the following:
For any setting of the standard form "variables P and bad events A" in which
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* the probability of any event A E A is at most p = o(1) and
* the maximum degree in the variable-sharing graph is at most d = a(1/(ep) - 1)
there exists an assignment to variables in P that violates at most (1+ o(1))A(a) -mp events.
Theorem 18.8.3. The fraction A(a) is upper bounded as follows:
" Vc < 1 : A(a) = 0;
* V1 < a < e: A(a) < e ln(a)/a < 1;
" Va > e : A(a) = 1.
Proof. If a < 1 then the standard symmetric LLL and the MT algorithm ensure that no
bad event holds. On the other hand if a > e, then consider m = 1/p events given by a single
random variable X which is uniformly distributed in {1, 2,..., 1/p}; the ith event holds iff
X = i. We have d = 1/p - 1 here, and exactly one bad event holds with probability one.
Thus, we cannot do better than the obvious bound of mp if a > e.
For our main case where the constant a satisfies 1 < a < e, we employ the probabilistic
method to first determine a core subset of the bad events, and then apply Theorem 18.2.2.
We give a proof sketch here. Since p = o(1), d = w(1). We will pick a suitable e = o(1) and
an appropriate constant 3 ;> 1; d can be assumed sufficiently larger than 3 since d = w(1).
Choose a random subset A' of the events Ai by choosing each event independently with
probability (1 - e)/a#6 and then eliminating all events from A that have more than d/(a3)
neighbors in A'. The Chernoff bound shows that with probability 1 - exp(-)(de2/3))
(which is 1 - o(1) for a suitable choice of e and 3), the core A' has at least an - fraction
of the events, and at most an exp(-d 2 /3) = o(p) fraction of the events get eliminated from
A. Therefore there is a core A' of size at least (1 - o(1))m/(a#) to which all events have at
most d/(a3) neighbors. If we take xA ~ ya/d for all A E A' for a suitable y E [0,1] than
the core A' satisfies the LLL-conditions. This is the case if -Y satisfies
a/(ed) < (ayc/d) - (1 - 7a/d)d/,60)-
i.e.,
1/e < fe~7 /la (18.9)
suffices for d large enough.
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Now we can apply Theorem 18.2.1 to obtain bounds on the probability of events in the
conditional LLL-distribution D that avoids all events in A'. It implies that a random as-
signment that avoids all core-events in A' makes an event A e (A\A') true with probability
at most
PrD {A} I P [A] /(1 - 'ad)-/(O-'0/ p. (18.10)
By the linearity of expectation applied to all "non-core" events A E (A \ A') and using
(18.10), the expected total number of events Ai that happen in such an assignment is at
most
(1 + o(1)) - mp - (1 - 1/(a#)) - e/I, (18.11)
assuming that (18.9) holds and that c = o(1) can be chosen suitably. Bound (18.9) let us
take 1/fl = (1 - o(1)) - (1 + ln(-))/y. Plugging this into (18.11), we see that the optimal
choice of y is 1/a. (Any choice of E = o(1) that satisfies exp(-dc2 /3) = o(p), will suffice
for this argument.) Substituting these choices into (18.11) yields the theorem. 0
Theorem 18.8.4. Theorem 18.8.3 can be made constructive for any ai > 0 and any ef-
ficiently verifiable A (the verification in this case is allowed to take poly(n, m) time) that
satisfies the conditions from Definition 18.8.2. That is, there is a poly(n, m)-time random-
ized algorithm to set values for the variables in P, such that the expected number of events
Ai that hold is at most (1+ o(1))A(a) - mp.
Proof. If a < 1 then the theorem follows directly from [247] and for a > e a random
assignment suffices. For 1 < a < e we make the proof from Theorem 18.8.4 constructive. For
it suffices to see that the success probability of the random experiment that creates the core
can be made arbitrarily high by choosing E and # accordingly. This makes the probabilistic
method used there directly constructive. Finally we use again our main Theorem 18.2.2
from Section 18.2 which states that the MT algorithm can be used to efficiently sample the
LLL-distribution used in the proof of Theorem 18.8.4. We simply output the assignment
which is produced by the MT algorithm in time poly(n, m) and the proof of Theorem 18.8.4
guarantees that the expected number of violated bad events in this assignment is at most
(1+ o(1))A(a) - mp as desired. 0
455
456
Bibliography
[1] K. Censor-Hillel, B. Haeupler, P. Maymounkov, and J. Kelner, "Global Computation
in a Poorly Connected World: Fast Rumor Spreading with No Dependence on Con-
ductance," In Proceedings of the ACM Symposium on Theory of Computing (STOC),
pages 961-970, 2012.
[2] B. Haeupler, "Simple, Fast and Deterministic Gossip and Rumor Spreading," In Pro-
ceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 705-
716, 2013.
[3] B. Haeupler, P. Gopal, D. Peleg, R. Rajaraman, and Z. Sun, "Discovery Through
Gossip," In Proceedings of the ACM Symposium on Parallelism in Algorithms and
Architectures (SPAA), pages 140-149, 2012.
[4] B. Haeupler, "Analyzing Network Coding Gossip Made Easy," In Proceedings of the
ACM Symposium on Theory of Computing (STOC), pages 293-302, 2011.
[5] B. Haeupler and D. Karger, "Faster Information Dissemination in Dynamic Networks
via Network Coding," In Proceedings of the ACM Symposium on Principles of Dis-
tributed Computing (PODC), pages 381-390, 2011.
[6] B. Haeupler and F. Kuhn, "Lower Bounds on Information Dissemination in Dy-
namic Networks," In Proceedings of the Symposium on Distributed Computing (DISC),
pages 166-180, 2012.
[7] B. Haeupler and M. Medard, "One Packet Suffices - Highly Efficient Packetized Net-
work Coding with Finite Memory," In Proceedings of the IEEE Symposium on Infor-
mation Theory (ISIT), pages 1151-1155, 2011.
[8] B. Haeupler, M. Kim, and M. Medard, "Optimality of Network Coding with Buffers,"
457
In Proceedings of the IEEE Information Theory Workshop (ITW), pages 533-537,
2011.
[9] B. Haeupler, A.' Cohen, C. Avin, and M. M6dard, "Network Coded Gossip with
Correlated Data," In Proceedings of the IEEE Symposium on Information Theory
(ISIT), pages 2616-2620, 2012.
[10] M. Ghaffari, B. Haeupler, and M. Khabbazian, "Broadcast in Radio Networks with
Collision Detection," In Proceedings of the ACM Symposium on Principles of Dis-
tributed Computing (PODC), 2013.
[11] M. Ghaffari and B. Haeupler, "Fast Structuring of Radio Networks for Multi-Message
Communications," Manuscript, pages 1-15, 2013.
[12] M. Ghaffari and B. Haeupler, "Near Optimal Leader Election in Multi-Hop Radio
Networks," In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 748-766, 2013.
[13] K. Censor-Hillel, B. Haeupler, N. Lynch, and M. Medard, "Bounded-Contention Cod-
ing for Wireless Networks in the High SNR Regime," In Proceedings of the Symposium
on Distributed Computing (DISC), pages 91-105, 2012.
[14] N. Alon, Y. Afek, Z. Bar-Joseph, A. Cornejo, B. Haeupler, and F. Kuhn, "Beep-
ing a Maximal Independent Set," In Proceedings of the Symposium on Distributed
Computing (DISC), pages 32-50, 2011.
[15] K. Chandrasekaran, N. Goyal, and B. Haeupler, "Deterministic Algorithms for the
Lovasz Local Lemma," In Proceedings of the ACM-SIAM Symposium on Discrete
Algorithms (SODA), pages 992-1004, 2010.
[16] W. Gasarch and B. Haeupler, "Lower Bounds on van der Waerden Numbers:
Randomized-and Deterministic-Constructive," The Electronic Journal of Combina-
torics (E-JC), vol. 18, iss. 1, no. P64, pages 1-21, 2011.
[17] K. Chandrasekaran, N. Goyal, and B. Haeupler, "Satisfiability Thresholds for k-
CNF Formula with Bounded Variable Intersections," ArXiv Preprint, no. 10006.3030,
pages 1-11, 2010.
[18] B. Haeupler, B. Saha, and A. Srinivasan, "New Constructive Aspects of the Lovs'sz
Local Lemma," In Proceedings of the IEEE Symposium on Foundations of Computer
Science (FOCS), pages 397-406, 2010.
458
[19] N. Alon, Y. Afek, Z. Bar-Joseph, A. Cornejo, B. Haeupler, and F. Kuhn, "Beeping a
Maximal Independent Set," Distributed Computing (DIST), pages 1-14, 2012.
[20] B. Haeupler, B. Saha, and A. Srinivasan, "New Constructive Aspects of the Lovisz
Local Lemma," Journal of the A CM (JA CM), vol. 58, iss. 6, no. 28, pages 1-28, 2011.
[21] B. Haeupler, S. Sen, and R. Tarjan, "Rank-Pairing Heaps," In Proceedings of the
European Symposium on Algorithms (ESA), pages 659-670, 2009.
[22] B. Haeupler, S. Sen, and R. Tarjan, "Rank-Balanced Trees," In Proceedings of the
Algorithms and Data Structures Symposium (WADS), pages 351-362, 2009.
[23] B. Haeupler, S. Sen, and R. Tarjan, "Rank-Pairing Heaps," SIAM Journal on Com-
puting (SICOMP), vol. 40, iss. 6, pages 1463-1485, 2011.
[24] B. Haeupler, K. R. Jampani, and A. Lubiw, "Testing Simultaneous Planarity when
the Common Graph is 2-Connected," In Proceedings of the Symposium on Algorithms
and Computation (ISAAC), pages 410-421, 2010.
[25] B. Haeupler and R. E. Tarjan, "Planarity Algorithms via PQ-trees (Extended Ab-
stract)," Electronic Notes in Discrete Mathematics, vol. 31, pages 143-149, 2008.
[26] B. Haeupler, K. R. Jampani, and A. Lubiw, "Testing Simultaneous Planarity when
the Common Graph is 2-Connected," Journal on Graph Algorithms and Applications
(JGAA), vol. 17, no. 3, pages 147-171, 2013.
[27] B. Haeupler, "Maximum Flows in Planar Networks," Master's thesis, Technical Uni-
versity Munich (TUM), 2007.
[28] B. Haeupler and R. E. Tarjan, "Finding a Feasible Flow in a Strongly Connected
Network," Operations Research Letter (ORL), vol. 36, iss. 4, pages 397-398, 2008.
[29] B. Haeupler, T. Kavitha, R. Mathew, S. Sen, and R. E. Tarjan, "Faster Algorithms for
Incremental Topological Ordering," In Proceedings of the Colloquium on Automata,
Languages and Programming (ICALP), pages 421-433, 2008.
[30] B. Haeupler, V. Mirrokni, and M. Zadimoghaddam, "Online Stochastic Weighted
Matching: Improved Approximation Algorithms," In Proceedings of the Workshop on
Internet and Economics (WINE), pages 170-181, 2011.
459
[31] B. Haeupler, T. Kavitha, R. Mathew, S. Sen, and R. E. Tarjan, "Incremental Cycle
Detection, Topological Ordering, and Strong Component Maintenance," A CM Trans-
actions on Algorithms (TALG), vol. 8, no. 1, pages 421-433, 2012.
[32] C. Avin, M. Borokhovich, B. Haeupler, Z. Loetker, C. Scheideler, and S. Schmid,
"Locally Self-Adjusting Tree Networks," In Proceedings of the IEEE Parallel and
Distributed Processing Symposium (IPDPS), 2013.
[33] C. Avin, M. Borokhovich, B. Haeupler, and Z. Loetker, "Self-Adjusting Networks to
Minimize Expected Path Length," ArXiv Preprint, no. 1110.0196, pages 1-10, 2011.
[34] M. Ghaffari, B. Haeupler, and M. Khabbazian, "A Bound on the Throughput of Radio
Networks," ArXiv Preprint, no. 1302.0254, 2013.
[35] C. Avin, M. Borokhovich, B. Haeupler, Z. Loetker, C. Scheideler, and S. Schmid,
"SplayNets: Towards Self-Adjusting Distributed Data Structures," In Proceedings of
the Symposium on Distributed Computing (DISC), Brief Announcement, pages 439-
440, 2012.
[36] A. Bhattacharyya and B. Haeupler, "Robust Regulatory Networks," ArXiv Preprint,
no. 0904.4360, pages 1-23, 2009.
[37] B. Haeupler, "Tighter Worst-Case Bounds on Algebraic Gossip," IEEE Communica-
tions Letters (CL), vol. 16, iss. 8, pages 1274-1276, 2012.
[38] M. Ghaffari, B. Haeupler, N. Lynch, and C. Newport, "Bounds on Contention Man-
agement in Radio Networks," In Proceedings of the Symposium on Distributed Com-
puting (DISC), pages 223-237, 2012.
[39] A. Frieze and G. Grimmett, "The shortest-path problem for graphs with random
arc-lengths," Discrete Applied Mathematics, vol. 10, no. 1, pages 57-77, 1985.
[40] B. Pittel, "On spreading a rumor," SIAM Journal on Applied Mathematics (SIAP),
pages 213-223, 1987.
[41] F. Chierichetti, S. Lattanzi, and A. Panconesi, "Rumour Spreading and Graph Con-
ductance," In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 1657-1663, 2010.
460
[42] F. Chierichetti, S. Lattanzi, and A. Panconesi, "Almost tight bounds for rumour
spreading with conductance.," In Proceedings of the ACM Symposium on Theory of
Computing (STOC), pages 399-408, 2010.
[43] G. Giakkoupis, "Tight bounds for rumor spreading in graphs of a given conduc-
tance," In Proceedings of the Symposium on Theoretical Aspects of Computer Science
(STA CS), pages 57-68, 2011.
[44] T. Sauerwald and A. Stauffer, "Rumor Spreading and Vertex Expansion on Regu-
lar Graphs," In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 462-475, 2011.
[45] G. Giakkoupis and T. Sauerwald, "Rumor Spreading and Vertex Expansion," In Pro-
ceedings of the A CM-SIA M Symposium on Discrete Algorithms (SODA), pages 1623-
1641, 2012.
[46] G. Giakkoupis, "Tight bounds for rumor spreading with vertex expansion," ArXiv
Preprint, no. 1302.6243, 2013.
[47] K. Censor-Hillel and H. Shachnai, "Fast Information Spreading in Graphs with Large
Weak Conductance," In Proceedings of the ACM-SIAM Symposium on Discrete Al-
gorithms (SODA), pages 440-448, 2011.
[48] B. Doerr and M. Fouz, "A time-randomness tradeoff for quasi-random rumour spread-
ing," Electronic Notes in Discrete Mathematics, vol. 34, pages 335-339, 2009.
[49] G. Giakkoupis and P. Woelfel, "On the randomness requirements of rumor spread-
ing," In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 449-461, 2011.
[50] R. Karp, C. Schindelhauer, S. Shenker, and B. Vocking, "Randomized Rumor Spread-
ing," In Proceedings of the IEEE Symposium on Foundations of Computer Science
(FOCS), vol. 41, pages 565-574, 2000.
[51] B. Doerr, T. Friedrich, and T. Sauerwald, "Quasirandom Rumor Spreading," In Pro-
ceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 773-
781, 2008.
[52] B. Doerr, T. Friedrich, and T. Sauerwald, "Quasirandom Rumor Spreading: Ex-
panders, Push vs. Pull, and Robustness," In Proceedings of the Colloquium on Au-
tomata, Languages and Programming (ICALP), pages 366-377, 2009.
461
[53] N. Fountoulakis and A. Huber, "Quasirandom Rumor Spreading on the Complete
Graph Is as Fast as Randomized Rumor Spreading," SIAM Journal on Discrete Math-
ematics (SIDMA), vol. 23, no. 4, pages 1964-1991, 2009.
[54] G. Giakkoupis, T. Sauerwald, H. Sun, and P. Woelfel, "Low Randomness Rumor
Spreading via Hashing," In Proceedings of the Symposium on Theoretical Aspects of
Computer Science (STACS), vol. 14, pages 314-325, 2012.
[55] D. Peleg, Distributed computing: a locality-sensitive approach. Philadelphia, PA, USA:
Society for Industrial and Applied Mathematics, 2000.
[56] A. Demers, D. Greene, C. Hauser, W. Irish, J. Larson, S. Shenker, H. Sturgis,
D. Swinehart, and D. Terry, "Epidemic Algorithms for Replicated Database Mainte-
nance," In Proceedings of the ACM Symposium on Principles of Distributed Comput-
ing (PODC), pages 1-12, 1987.
[57] B. Doerr and M. Fouz, "Asymptotically Optimal Randomized Rumor Spreading,"
ArXiv Preprint, no. 1011.1868, pages 1-10, 2010.
[58] P. Fraigniaud and G. Giakkoupis, "On the bit communication complexity of ran-
domized rumor spreading," In Proceedings of the A CM Symposium on Parallelism in
Algorithms and Architectures (SPA A), pages 134-143, 2010.
[59] N. Fountoulakis, K. Panagiotou, and T. Sauerwald, "Ultra-fast rumor spreading in so-
cial networks," In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 1642-1660, 2012.
[60] B. Doerr, M. Fouz, and T. Friedrich, "Social networks spread rumors in sublogarithmic
time," In Proceedings of the ACM Symposium on Theory of Computing (STOC),
pages 21-30, 2011.
[61] B. Doerr, M. Fouz, and T. Friedrich, "Asynchronous Rumor Spreading in Preferential
Attachment Graphs," In Proceedings of the Scandinavian Symposium and Workshops
on Algorithm Theory (SWAT), pages 307-315, 2012.
[62] S. Angelopoulos, B. Doerr, A. Huber, and K. Panagiotou, "Tight Bounds for Quasir-
andom Rumor Spreading," The Electronic Journal of Combinatorics (E-JC), vol. 16,
iss. 1, no. R102, pages 1-19, 2009.
[63] A. Sinclair, Algorithms for random generation and counting: a Markov chain ap-
proach. Basel, Switzerland, Switzerland: Birkhauser Verlag, 1993.
462
[64] D. A. Spielman and S.-H. Teng, "Spectral sparsification of graphs," ArXiv Preprint,
no. 0808.4134, 2008.
[65] K. Censor-Hillel and G. Giakkoupis, "Fast and Robust Information Dissemination,"
Manuscript (http://www. cs. technion. ac. i7/~ckeren/CHG2012.pdf), pages 1-17,
2012.
[66] D. Peleg and A. Schiffer, "Graph spanners," Journal of Graph Theory, vol. 13, no. 1,
pages 99-116, 1989.
[67) B. Derbel, C. Gavoille, D. Peleg, and L. Viennot, "On the locality of distributed
sparse spanner construction," In Proceedings of the ACM Symposium on Principles
of Distributed Computing (PODC), pages 273-282, 2008.
[68] S. Pettie, "Distributed algorithms for ultrasparse spanners and linear size skeletons,"
Distributed Computing (DIST), vol. 22, no. 3, pages 147-166, 2010.
[69] D. Dubhashi, A. Mei, A. Panconesi, J. Radhakrishnan, and A. Srinivasan, "Fast dis-
tributed algorithms for (weakly) connected dominating sets and linear-size skeletons,"
Journal of Computer and System Sciences (JCSS), vol. 71, iss. 4, pages 467-479, Nov.
2005.
[70] S. Pettie, "Low distortion spanners," ACM Transactions on Algorithms (TALG),
vol. 6, iss. 1, pages 7:1-7:22, Dec. 2009.
[71] S. Bornholdt and H. S. (Editors), Handbook of Graphs and Networks. Wiley-VCH,
2003.
[72] M. J. Newman, A. Barabasi, and D. J. Watts, Structure and Dynamics of Networks.
Princeton University Press, 2006.
[73] F. Vega-Redondo, Complex Social Networks. Cambridge University Press, 2007.
[74] M. Harchol-Balter, T. Leighton, and D. Lewin, "Resource Discovery in Distributed
Networks," In Proceedings of the ACM Symposium on Principles of Distributed Com-
puting (PODC), pages 229-237, 1999.
[75] C. Law and K. Siu, "An O(log n) Randomized Resource Discovery Algorithm," In
Proceedings of the Symposium on Distributed Computing (DISC), pages 5-8, 2000.
Brief Announcement.
463
[761 S. Chakrabarti, A. Frieze, and J. Vera, "The Influence of Search Engines on Prefer-
ential Attachment," In Proceedings of the ACM-SIAM Symposium on Discrete Algo-
rithms (SODA), pages 293-300, 2005.
[77] C. Cooper and A. Frieze, "Crawling on Web Graphs," In Proceedings of the ACM
Symposium on Theory of Computing (STOC), pages 419-427, 2002.
[78] D. Kempe and J. Kleinberg, "Protocols and Impossibility Results for Gossip-Based
Communication Mechanisms," In Proceedings of the IEEE Symposium on Foundations
of Computer Science (FOCS), 2002.
[79] D. Kempe, J. Kleinberg, and A. Demers, "Spatial Gossip and Resource Location
Protocols," In Proceedings of the ACM Symposium on Theory of Computing (STOC),
2001.
[80] D. Kempe, J. Kleinberg, and A. Demers, "Spatial Gossip and Resource Location
Protocols," Journal of the ACM (JA CM), vol. 51, no. 6, pages 943-967, 2004.
[81] D. Kempe, A. Dobra, and J. Gehrke, "Gossip-Based Computation of Aggregate Infor-
mation," In Proceedings of the IEEE Symposium on Foundations of Computer Science
(FOCS), pages 482-491, 2003.
[82] J. Chen and G. Pandurangan, "Optimal Gossip-based Aggregate Computation," In
Proceedings of the ACM Symposium on Parallelism in Algorithms and Architectures
(SPAA), pages 124-133, 2010.
[83] D. Mosk-Aoyama and D. Shah, "Computing separable functions via gossip," In Pro-
ceedings of the ACM Symposium on Principles of Distributed Computing (PODC),
pages 113-122, 2006.
[84] S. Boyd, A. Ghosh, B. Prabhakar, and D. Shah, "Randomized Gossip Algorithms,"
IEEE Transactions on Information Theory (TransInf), vol. 52, no. 6, pages 2508-
2530, 2006.
[85] M. Jelasity, A. Montresor, and 0. Babaoglu, "T-man: Gossip-based fast overlay topol-
ogy construction," Computer Networks, vol. 53, pages 2321-2339, 2009.
[86] 0. Babaoglu and M. Jelasity, "Self-* properties through gossiping," Philosophical
Transactions of the Royal Society A, vol. 366, pages 3747-3757, 2008.
464
[87] F. Chierichetti, S. Lattanzi, and A. Panconesi, "Almost Tight Bounds on Rumor
Spreading and Conductance," In Proceedings of the ACM Symposium on Theory of
Computing (STOC), pages 399-408, 2010.
[88] Giakkoupis, "Tight Bounds for Rumor Spreading in Graphs of a given Conduc-
tance," In Proceedings of the Symposium on Theoretical Aspects of Computer Science
(STACS), pages 57-68, 2011.
[89] I. Abraham and D. Dolev, "Asynchronous resource discovery," Computer Networks,
vol. 50, iss. 10, pages 1616-1629, July 2006.
[90] A. Berns, S. Ghosh, and S. Pemmaraju, "A framework for building self-stabilizing
overlay networks," In Proceedings of the ACM Symposium on Principles of Distributed
Computing (PODC), pages 398-399, 2010. Brief Announcement.
[91] R. Jacob, A. Richa, C. Scheideler, S. Schmid, and H. Taubig, "A distributed polylog-
arithmic time algorithm for self-stabilizing skip graphs," In Proceedings of the ACM
Symposium on Principles of Distributed Computing (PODC), pages 131-140, 2009.
[92] S. Kutten, D. Peleg, and U. Vishkin, "Deterministic Resource Discovery in Distributed
Networks," In Proceedings of the ACM Symposium on Parallelism in Algorithms and
Architectures (SPAA), 2001.
[93] M. Adler, E. Halperin, R. M. Karp, and V. V. Vazirani, "A stochastic process on the
hypercube with applications to peer-to-peer networks," In Proceedings of the ACM
Symposium on Theory of Computing (STOC), pages 575-584, 2003.
[94] N. Alon, "Problems and Results in Extremal Combinatorics," Discrete Mathematics,
vol. 273, no. 1, pages 31-53, 2003.
[95] N. B. Dimitrov and C. G. Plaxton, "Optimal cover time for a graph-based coupon
collector process," In Proceedings of the Colloquium on Automata, Languages and
Programming (ICALP), pages 702-716, 2005.
[96] M. Mitzenmacher and E. Upfal, Probability and Computing: Randomized Algorithms
and Probabilistic Analysis. Cambridge University Press, 2004.
[97] R. Ahlswede, N. Cai, S. Li, and R. Yeung, "Network Information Flow," IEEE Trans-
actions on Information Theory (TransInf), vol. 46, no. 4, pages 1204-1216, 2000.
465
[98] S. Li, R. Yeung, and N. Cai, "Linear Network Coding," IEEE Transactions on Infor-
mation Theory (TransInf), vol. 49, no. 2, pages 371-381, 2003.
[99] T. Ho, M. Medard, R. Koetter, D. Karger, M. Effros, J. Shi, and B. Leong, "A random
linear network coding approach to multicast," IEEE Transactions on Information
Theory (TransInf), vol. 52, no. 10, pages 4413-4430, 2006.
[100] P. Chou, Y. Wu, and K. Jain, "Practical network coding," In Proceedings of the
Allerton Conference on Communication, Control and Computing (Allerton), vol. 41,
pages 40-49, 2003.
[101] D. Lun, M. M6dard, R. Koetter, and M. Effros, "On coding for reliable communication
over packet networks," Physical Communication, vol. 1, no. 1, pages 3-20, 2008.
[102] D. Lun, M. M6dard, R. Koetter, and M. Effros, "Further results on coding for reliable
communication over packet networks," In Proceedings of the IEEE Symposium on
Information Theory (ISIT), pages 1848-1852, 2005.
[103] D. Lun, Efficient Operation of Coded Packet Networks. PhD thesis, Massachusetts
Institute of Technology, 2006.
[104] Y. Wu, "A trellis connectivity analysis of random linear network coding with
buffering," In Proceedings of the IEEE Symposium on Information Theory (ISIT),
pages 768-772, 2006.
[105] S. Deb and M. Medard, "Algebraic Gossip: A Network Coding Approach to Optimal
Multiple Rumor Mongering," In Proceedings of the Allerton Conference on Commu-
nication, Control and Computing (Allerton), pages 2486-2507, 2004.
[106] S. Deb, M. Medard, and C. Choute, "Algebraic Gossip: A Network Coding Approach
to Optimal Multiple Rumor Mongering," IEEE Transactions on Information Theory
(TransInf), vol. 52, no. 6, pages 2486-2507, 2006.
[107] S. Deb, M. Medard, and C. Choute, "On random network coding based informa-
tion dissemination," In Proceedings of the IEEE Symposium on Information Theory
(ISIT), pages 278-282, 2005.
[108] M. Borokhovich, C. Avin, and Z. Lotker, "Tight bounds for algebraic gossip on
graphs," In Proceedings of the IEEE Symposium on Information Theory (ISIT),
pages 1758-1762, 2010.
466
[109] D. Mosk-Aoyama and D. Shah, "Information Dissemination via Network Coding," In
Proceedings of the IEEE Symposium on Information Theory (ISIT), pages 1748-1752,
2006.
[110] M. Borokhovich, C. Avin, and Z. Lotker, "Bounds for algebraic gossip on graphs,"
Random Structures & Algorithms (RSA), pages 1758-1762, 2012.
[111] C. Fragouli, J. Widmer, and J.-Y. Le Boudec, "Efficient broadcasting using network
coding," IEEE/A CM Transaction on Networking (TON), vol. 16, no. 2, pages 450-
463, 2008.
[112] S. Katti, H. Rahul, W. Hu, D. Katabi, M. M6dard, and J. Crowcroft, "XORs in
the air: practical wireless network coding," IEEE/ACM Transactions on Networking
(TON), vol. 16, no. 3, pages 497-510, 2008.
[113] C. Fragouli, J. Le Boudec, and J. Widmer, "Network coding: An instant primer,"
Computer Communication Review, vol. 36, no. 1, p. 63, 2006.
[114] C. Gkantsidis and P. Rodriguez, "Network coding for large scale content distribution,"
IEEE Conference on Computer Communications (INFOCOM), vol. 4, pages 2235-
2245, 2005.
[115] D. Vasudevan and S. Kudekar, "Algebraic Gossip on Arbitrary Networks," ArXiv
Preprint, no. 0901.1444, 2009.
[116] Z. J. Haas, J. Y. Halpern, and L. Li, "Gossip-based ad hoc routing," IEEE/A CM
Transaction on Networking (TON), vol. 14, no. 3, pages 479-491, 2006.
[117] J. Aspnes and E. Ruppert, "An introduction to population protocols," Middleware
for Network Eccentric and Mobile Applications, pages 97-120, 2009.
[118] Y. Minski, Spreading rumors cheaply, quickly, and reliably. PhD thesis, Cornell Uni-
versity, 2002.
[119] S. M. Hedetniemi, S. T. Hedetniemi, and A. L. Liestman, "A survey of gossiping and
broadcasting in communication networks," Networks, vol. 18, pages 319-349, 1988.
[120] F. Kuhn, N. Lynch, and R. Oshman, "Distributed Computation in Dynamic Net-
works," In Proceedings of the ACM Symposium on Theory of Computing (STOC),
pages 557-570, 2010.
467
[121] A. Clementi, C. Macci, A. Monti, F. Pasquale, and R. Silvestri, "Flooding time in
edge-markovian dynamic graphs," In Proceedings of the A CM Symposium on Princi-
ples of Distributed Computing (PODC), pages 213-222, 2008.
[122] C. Dutta, G. Pandurangan, R. Rajaraman, Z. Sun, and E. Viola, "Information Spread-
ing in Dynamic Networks," In Proceedings of the ACM-SIAM Symposium on Discrete
Algorithms (SODA), pages 717-736, 2013.
[123] Y. Afek and D. Hendler, "On the complexity of gloabl computation in the presence
of link failures: The general case," Distributed Computing (DIST), vol. 8, no. 3,
pages 115-120, 1995.
[124] Y. Afek, B. Awerbuch, and E. Gafni, "Applying Static Network Protocols to Dynamic
Networks," In Proceedings of the IEEE Symposium on Foundations of Computer Sci-
ence (FOCS), pages 358-370, 1987.
[125] B. Awerbuch and M. Sipser, "Dynamic networks are as fast as static networks," In
Proceedings of the IEEE Symposium on Foundations of Computer Science (FOCS),
pages 206-220, 1988.
[126] B. Awerbuch, B. Patt-Shamir, D. Peleg, and M. E. Saks, "Adapting to Asynchronous
Dynamic Networks," In Proceedings of the ACM Symposium on Theory of Computing
(STOC), pages 557-570, 1992.
[127] E. Dijkstra, "Self-stabilizing Systems in Spite of Distributed Control," Communica-
tions of the ACM (CA CM), vol. 11, pages 643-644, 1974.
[128] R. Bar-Yehuda, 0. Goldreich, and A. Itai, "On the Time-Complexity of Broadcast in
Multi-Hop Radio Networks: An Exponential Gap Between Determinism and Random-
ization," Journal of Computer and System Sciences (JCSS), vol. 45, no. 1, pages 104-
126, 1992.
[129) A. E. G. Clementi, A. Monti, and R. Silvestri, "Distributed Multi-Broadcast in Un-
known Radio Networks," In Proceedings of the ACM Symposium on Principles of
Distributed Computing (PODC), pages 255-263, 2001.
[130] D. R. Kowalski and A. Pelc, "Broadcasting in Undirected Ad Hoc Radio Networks,"
Distributed Computing (DIST), vol. 18, iss. 1, pages 43-57, July 2005.
468
[131] A. E. F. Clementi, A. Monti, F. Pasquale, and R. Silvestri, "Broadcasting in Dynamic
Radio Networks," Journal of Computer and System Sciences (JCSS), vol. 75, no. 4,
pages 213-230, 2009.
[132] H. Baumann, P. Crescenzi, and P. Fraigniaud, "Parsimonious Flooding in Dynamic
Graphs," In Proceedings of the ACM Symposium on Principles of Distributed Com-
puting (PODC), pages 260-269, 2009.
[133] C. Avin, M. Koucky, and Z. Lotker, "How to explore a fast-changing world (cover
time of a simple random walk on evolving graphs)," In Proceedings of the Colloquium
on Automata, Languages and Programming (ICALP), pages 121-132, 2008.
[134] K. C.-H. Chen Avin, Michael Borokhovich and Z. Lotker, "Order Optimal Informa-
tion Spreading Using Algebraic Gossip," In Proceedings of the ACM Symposium on
Principles of Distributed Computing (PODC), pages 363-372, 2011.
[135] B. Jackson and T. Jordan, "Independence free graphs and vertex connectivity augmen-
tation," Journal of Combinatorial Theory, Series B (JTC), vol. 94, no. 1, pages 31-77,
2005.
[136] M. Luby, "A Simple Parallel Algorithm for the Maximal Independent Set Problem,"
SIAM Journal on Computing (SICOMP), vol. 15, no. 4, pages 1036-1053, 1986.
[137] D. S. Lun, P. Pakzad, C. Fragouli, M. M6dard, and R. Koetter, "An analysis of finite-
memory random linear coding on packet streams," In Proceedings of the Symposium
on Modeling and Optimization in Mobile, Ad Hoc and Wireless Networks (WiOpt),
pages 1-6, 2006.
[138] J. Sundararajan, D. Shah, and M. Medard, "On queueing in coded networks-queue
size follows degrees of freedom," In Proceedings of the IEEE Information Theory
Workshop (ITW), pages 1-6, 2007.
[139] K. Sundararajan, D. Shah, and M. Medard, "ARQ for network coding," In Proceedings
of the IEEE Symposium on Information Theory (ISIT), pages 1651-1655, 2008.
[140] S. Bhadra and S. Shakkottai, "Looking at Large Networks: Coding vs. Queueing,"
In Proceedings of the IEEE Conference on Computer Communications (INFOCOM),
pages 1-12, 2007.
469
[141] C. Avin, M. Borokhovich, K. Censor-Hillel, and Z. Lotker, "Order Optimal Informa-
tion Spreading Using Algebraic Gossip," In Proceedings of the A CM Symposium on
Principles of Distributed Computing (PODC), pages 363-372, 2011.
[142] J. Moon, "On the diameter of a graph," Michigan Math Journal, vol. 12, pages 349-
351, 1965.
[143] R. Koetter and M. M6dard, "An algebraic approach to network coding," IEEE/A CM
Transaction on Networking (TON), vol. 11, no. 5, pages 782-795, 2003.
[144] R. Yeung, "Avalanche: A Network Coding Analysis," Communications in Information
& Systems, vol. 7, no. 4, pages 353-358, 2007.
[145] R. Yeung, Information Theory and Network Coding. Springer Verlag, 2008.
[146] B. Vellambi, N. Torabkhani, and F. Fekri, "Throughput and Latency in Finite-Buffer
Line Networks," IEEE Transactions on Information Theory (TransInf), vol. 57, no. 6,
pages 3622-3643, 2011.
[147] P. Maymounkov, N. Harvey, and D. Lun, "Methods for efficient network coding," In
Proceedings of the Allerton Conference on Communication, Control and Computing
(Allerton), 2006.
[148] D. Slepian and J. Wolf, "Noiseless coding of correlated information sources," IEEE
Transactions on Information Theory (TransInf), vol. 19, no. 4, pages 471-480, 1973.
[149] R. Ahlswede and J. K6rner, "Source coding with side information and a converse for
degraded broadcast channel," IEEE Transactions on Information Theory (Translnf),
vol. 21, no. 6, pages 629-637, 1975.
[150] A. Cohen, S. Avestimehr, and M. Effros, "On Networks with Side Information," In
Proceedings of the IEEE Symposium on Information Theory (ISIT), pages 1343-1347,
2009.
[151] T. Ho, M. Medard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and B. Leong,
"A random linear network coding approach to multicast," IEEE Transactions on
Information Theory (TransInf), vol. 52, no. 10, pages 4413-4430, 2006.
[152] J. Barros and S. D. Servetto, "Network information flow with correlated sources,"
IEEE Transactions on Information Theory (TransInf), vol. 52, no. 1, pages 155-170,
2006.
470
[153] M. Bakshi and M. Effros, "On achievable rates for multicast in the presence of side
information," In Proceedings of the IEEE Symposium on Information Theory (ISIT),
pages 1661-1665, 2008.
[154] J. Haupt, W. Bajwa, M. Rabbat, and R. Nowak, "Compressed sensing for networked
data," IEEE Signal Processing Magazine, vol. 25, no. 2, pages 92-101, 2008.
[155] T. Ho, M. Mdard, M. Effros, and R. Koetter, "Network Coding for Correlated
Sources," In Proceedings of the Conference on Information Sciences and Systems
(CISS), 2004.
[156] I. Csiszar, "Linear codes for sources and source networks: Error exponents, univer-
sal coding," IEEE Transactions on Information Theory (Translnf), vol. 28, no. 4,
pages 585-592, 1982.
[157] J. Schneider and R. Wattenhofer, "What is the use of collision detection (in wireless
networks)?," In Proceedings of the Symposium on Distributed Computing (DISC),
pages 133-147, 2010.
[158] D. Peleg, "Time-efficient broadcasting in radio networks: A review," Distributed Com-
puting and Internet Technology, pages 1-18, 2007.
[159] I. Chlamtac and S. Kutten., "On Broadcasting in Radio Networks: Problem Analysis
and Protocol Design," IEEE Transactions on Communications (TransCom), vol. 33,
no. 12, pages 1240-1246, 1985.
[160] L. Gasieniec, D. Peleg, and Q. Xin, "Faster communication in known topology ra-
dio networks," In Proceedings of the ACM Symposium on Principles of Distributed
Computing (PODC), pages 129-137, 2005.
[161] A. Czumaj and W. Rytter, "Broadcasting Algorithms in Radio Networks with Un-
known Topology," In Proceedings of the IEEE Symposium on Foundations of Com-
puter Science (FOCS), pages 492-501, 2003.
[162] H. A. Kierstead and S. Penrice, "Radius two trees specify c-bounded classes," Journal
of Graph Theory, vol. 18, pages 119-129, 1994.
[163] N. Alon, A. Bar-Noy, N. Linial, and D. Peleg, "A Lower Bound for Radio Broadcast,"
Journal of Computer and System Sciences (JCSS), vol. 43, no. 2, pages 290-298, 1991.
471
[164] E. Kushilevitz and Y. Mansour, "An Q(D log(N/D)) Lower Bound for Broadcast in
Radio Networks," SIAM Journal on Computing (SICOMP), vol. 27, pages 702-712,
June 1998.
[165] L. Gasieniec and I. Potapov, "Gossiping with Unit Messages in Known Radio Net-
works," IFIP Conference on Theoretical Computer Science (IFIP TCS), pages 193-
205, 2002.
[166] F. Manne and Q. Xin, "Optimal Gossiping with Unit Size Messages in Known Topol-
ogy Radio Networks," In Proceedings of the Workshop on Combinatorial and Algo-
rithmic Aspects of Networking (CAA N), vol. 4235, pages 125-134, 2006.
[167] Q. Xin. personal communication, May, 2012.
[168] R. Bar-Yehuda, A. Israeli, and A. Itai, "Multiple Communication in Multi-Hop Radio
Networks," SIAM Journal on Computing (SICOMP), vol. 22, no. 4, pages 875-887,
1993.
[169] D. Kleitman and D. Kwiatkowski, "Further Results on the Aandreas-Rosenberg Con-
jecture," Journal of Combinatorial Theory, Series B (JCT), vol. 28, pages 85-95,
1980.
[170] T. Ho, R. Koetter, M. M6dard, D. R. Karger, and M. Effros, "The benefits of coding
over routing in a randomized setting," In Proceedings of the IEEE Symposium on
Information Theory (ISIT), 2003.
[171] D. Kowalski and A. Pelc, "Broadcasting in Undirected Ad Hoc Radio Networks," In
Proceedings of the A CM Symposium on Principles of Distributed Computing (PODC),
pages 73-82, 2003.
[172] M. Christersson, L. Gasieniec, and A. Lingas, "Gossiping with Bounded Size Mes-
sages in Ad Hoc Radio Networks," In Proceedings of the Colloquium on Automata,
Languages and Programming (ICALP), pages 377-389, 2002.
[173] B. Chlebus, D. Kowalski, and T. Radzik, "Many-to-Many Communication in Radio
Networks," Algorithmica, vol. 54, no. 1, pages 118-139, 2009.
[174] L. Gasieniec, "On Efficient Gossiping in Radio Networks," In Proceedings of the
Colloquium on Structural Information and Communication Complexity (SIROCCO),
vol. 5869, pages 2-14, 2010.
472
[175] R. Bar-Yehuda, 0. Goldreich, and A. Itai, "Efficient emulation of single-hop radio net-
work with collision detection on multi-hop radio network with no collision detection,"
Distributed Computing (DIST), vol. 5, pages 67-71, Sept. 1991.
[176] D. E. Willard, "Log-logarithmic Selection Resolution Protocols in a Multiple Access
Channel," SIAM Journal on Computing (SICOMP), vol. 15, pages 468-477, May
1986.
[177] K. Nakano and S. Olariu, "Uniform Leader Election Protocols for Radio Net-
works," IEEE Transactions on Parallel and Distributed Systems (TransPDS), vol. 13,
pages 516-526, May 2002.
[178] N. A. Lynch, Distributed Algorithms. San Francisco, CA, USA: Morgan Kaufmann
Publishers Inc., 1996.
[179] J. Hayes, "An adaptive technique for local distribution," IEEE Transactions on Com-
munications (TransCom), vol. 26, pages 1178-1186, Aug. 1978.
[180] V. A. M. B. S. Tsybakov, "Free Synchronous Packet Access in a Broadcast Channel
with Feedback," Problems Information Transmission, vol. 14, no. 4, pages 259-280,
1978.
[181] J. Capetanakis, "Tree algorithms for packet broadcast channels," IEEE Transactions
on Information Theory (TransInf), vol. 25, pages 505-515, Sept. 1979.
[182] A. G. Greenberg and S. Winograd, "A lower bound on the time needed in the worst
case to resolve conflicts deterministically in multiple access channels," Journal of the
ACM (JA CM), vol. 32, pages 589-596, July 1985.
[183] M. Ghaffari, N. Lynch, and S. Sastry, "Leader election using loneliness detection,"
In Proceedings of the Symposium on Distributed Computing (DISC), pages 268-282,
2011.
[184] A. E. F. Clementi, A. Monti, and R. Silvestri, "Distributed Broadcast in Radio
Networks of Unknown Topology," Theoretical Computer Science (TCS), vol. 302,
pages 337-364, June 2003.
[185] D. R. Kowalski and A. Pelc, "Leader Election in Ad Hoc Radio Networks: A Keen Ear
Helps," In Proceedings of the Colloquium on Automata, Languages and Programming
(ICALP), pages 521-533, 2009.
473
[186] T. Jurdzinski and G. Stachowiak, "Probabilistic Algorithms for the Wake-Up Prob-
lem in Single-Hop Radio Networks," Theoretical Computer Science (TCS), vol. 38,
pages 347-367, May 2005.
[1871 A. Clementi, A. Monti, and R. Silvestri, "Selective Families, Superimposed Codes,
and Broadcasting on Unknown Radio Networks," In Proceedings of the ACM-SIAM
Symposium on Discrete Algorithms (SODA), pages 709-718, 2001.
[188] B. Chlebus, D. Kowalski, and A. Pelc, "Electing a Leader in Multi-Hop Radio Net-
works," In Proceedings of the ACM Symposium on Principles of Distributed Comput-
ing (PODC), pages 106-120, 2012.
[189] A. Cornejo and F. Kuhn, "Deploying wireless networks with beeps," In Proceedings
of the Symposium on Distributed Computing (DISC), pages 148-162, 2010.
[190] M. Kim, E. Erez, E. M., and M. M6dard, "Deterministic network model revisited: An
algebraic network coding approach," ArXiv Preprint, no. 1103.0999, 2011.
[191] A. S. Avestimehr, S. N. Diggavi, and D. N. C. Tse, "Wireless network information flow:
A deterministic approach," IEEE Transactions on Information Theory (TransInf),
vol. 57, no. 4, pages 1872-1905, 2011.
[192] S. Gollakota and D. Katabi, "Zigzag decoding: combating hidden terminals in wireless
networks," In Proceedings of the ACM SIGCOMM Conference, pages 159-170, 2008.
[193] A. ParandehGheibi, J.-K. Sundararajan, and M. Medard, "Collision Helps - Algebraic
Collision Recovery for Wireless Erasure Networks," IEEE Workshop on Wireless Net-
work Coding (WiNC), 2010.
[194] M. Effros, M. Medard, T. Ho, S. Ray, D. Karger, and R. Koetter, "Linear Network
Codes: A Unified Framework for Source Channel, and Network Coding," In Proceed-
ings of the DIMACS Workshop on Network Information Theory, 2003.
[195] J. Hui and P. Humblet, "The capacity region of the totally asynchronous multiple-
access channel," IEEE Transactions on Information Theory (TransInf), vol. 31,
pages 207-216, Mar. 1985.
[196] M. Medard, J. Huang, A. Goldsmith, S. Meyn, and T. Coleman, "Capacity of time-
slotted aloha packetized multiple-access systems over the AWGN channel," IEEE
Transactions on Wireless Communications, vol. 3, pages 486-499, Mar. 2004.
474
[1971 M. X. Goemans, S. Iwata, and R. Zenklusen, "An algorithmic framework for wire-
less information flow," In Proceedings of the Allerton Conference on Communication,
Control and Computing (Allerton), 2009.
[1981 A. Amaudruz and C. Fragouli, "Combinatorial Algorithms for Wireless Information
Flow," In Proceedings of the A CM-SIA M Symposium on Discrete Algorithms (SODA),
pages 555-564, 2009.
[199] C. Shi and A. Ramamoorthy, "Improved Combinatorial Algorithms for Wireless Infor-
mation Flow," In Proceedings of the Allerton Conference on Communication, Control
and Computing (Allerton), 2010.
[200] E. Erez, Y. Xu, and E. M. Yeh, "Coding for the deterministic network model," In
Proceedings of the Allerton Conference on Communication, Control and Computing
(Allerton), 2010.
[201] M. Kim and M. Medard, "Algebraic network coding approach to deterministic wireless
relay network," In Proceedings of the Allerton Conference on Communication, Control
and Computing (Allerton), 2010.
[202] R. Koetter and M. Medard, "An algebraic approach to network coding," IEEE/A CM
Transaction on Networking (TON), vol. 11, pages 782-795, 2003.
[203] T. Ho, M. M6dard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and B. Leong,
"A random linear network coding approach to multicast," IEEE Transactions on
Information Theory (TransInf), vol. 52, no. 10, pages 4413-4430, 2006.
[204] J. Koml6s and A. G. Greenberg, "An asymptotically fast nonadaptive algorithm for
conflict resolution in multiple-access channels," IEEE Transactions on Information
Theory (TransInf), vol. 31, no. 2, pages 302-306, 1985.
[205] J. Czyzowicz, L. Gasieniec, D. R. Kowalski, and A. Pelc, "Consensus and mutual
exclusion in a multiple access channel," IEEE Transactions on Parallel and Distributed
Systems (TransPDS), vol. 22, no. 7, pages 1092-1104, 2011.
[2061 C. U. Martel, "Maximum finding on a multiple access broadcast network," Informa-
tion Processing Letters (IPL), vol. 52, no. 1, pages 7-15, 1994.
[207] M. Bienkowski, M. Klonowski, M. Korzeniowski, and D. R. Kowalski, "Dynamic Shar-
ing of a Multiple Access Channel," In Proceedings of the Symposium on Theoretical
Aspects of Computer Science (STACS), vol. 5, pages 83-94, 2010.
475
[208] G. De Marco, "Distributed Broadcast in Unknown Radio Networks," SIAM Journal
on Computing (SICOMP), vol. 39, iss. 6, pages 2162-2175, Mar. 2010.
[209] E. Kushilevitz and Y. Mansour, "An 0(D log(N/D)) Lower Bound for Broadcast in
Radio Networks," In Proceedings of the A CM Symposium on Principles of Distributed
Computing (PODC), pages 65-74, 1993.
[210] B. Chlebus, D. Kowalski, A. Pelc, and M. Rokicki, "Efficient Distributed Communi-
cation in Ad-Hoc Radio Networks," In Proceedings of the Colloquium on Automata,
Languages and Programming (ICALP), vol. 6755, pages 613-624, 2011.
[211] M. Khabbazian, D. Kowalski, F. Kuhn, and N. Lynch, "Decomposing broad-
cast algorithms using Abstract MAC layers," In Proceedings of the ACM
SIGA CT/SIGMOBILE International Workshop on Foundations of Mobile Computing
(DIALM-POMC), pages 13-22, 2010.
[212] M. Khabbazian and D. Kowalski, "Time-efficient randomized multiple-message broad-
cast in radio networks," In Proceedings of the ACM Symposium on Principles of Dis-
tributed Computing (PODC), June 2011.
[213] R. M. Roth, Introduction to Coding Theory. Cambridge University Press, 2006.
[214] N. Alon, L. Babai, and A. Itai, "A Fast and Simple Randomized Parallel Algorithm for
the Maximal Independent Set Problem," Journal of Algorithms, vol. 7, pages 567-583,
1986.
[215] J. Collier, N. Monk, P. Maini, and J. Lewis, "Pattern formation by lateral inhibition
with feedback: a mathematical model of delta-notch intercellular signalling.," Journal
of Theoretical Biology, vol. 183, no. 4, pages 429-46, 1996.
[216] F. Kuhn, T. Moscibroda, T. Nieberg, and R. Wattenhofer, "Fast deterministic dis-
tributed maximal independent set computation on growth-bounded graphs," In Pro-
ceedings of the Symposium on Distributed Computing (DISC), pages 273 - 287, 2005.
[217] F. Kuhn, T. Moscibroda, and R. Wattenhofer, "The price of being near-sighted,"
In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 980-989, 2006.
[218] F. Kuhn, T. Moscibroda, and R. Wattenhofer, "What cannot be computed lo-
cally!," In Proceedings of the A CM Symposium on Principles of Distributed Computing
(PODC), pages 300-309, 2004.
476
[219] T. Moscibroda and R. Wattenhofer, "Maximal Independent Sets in Radio Net-
works," In Proceedings of the ACM Symposium on Principles of Distributed Com-
puting (PODC), pages 148-157, 2005.
[220] Y. M6tivier, J. M. Robson, N. Saheb-Djahromi, and A. Zemmari, "An optimal bit
complexity randomized distributed mis algorithm," Distributed Computing (DIST),
pages 331-340, 2011.
[221] P.-J. Wan, K. M. Alzoubi, and 0. Frieder, "Distributed construction of connected
dominating set in wireless ad hoc networks," In Proceedings of the IEEE Conference
on Computer Communications (INFOCOM), pages 1597-1604, 2004.
[222] A. Cornejo and F. Kuhn, "Deploying wireless networks with beeps," In Proceedings
of the Symposium on Distributed Computing (DISC), pages 148-162, 2010.
[223] Y. Afek, N. Alon, 0. Barad, E. Hornstein, N. Barkai, and Z. Bar-Joseph, "A biological
solution to a fundamental distributed computing problem," Science, vol. 331, no. 6014,
pages 183-185, 2011.
[224] A. Motskin, T. Roughgarden, P. Skraba, and L. Guibas, "Lightweight coloring and
desynchronization for networks," In Proceedings of the IEEE Conference on Computer
Communications (INFOCOM), pages 2383-2391, 2009.
[225] J. Schneider and R. Wattenhofer, "What is the use of collision detection (in wireless
networks)?," In Proceedings of the Symposium on Distributed Computing (DISC),
pages 133-147, 2010.
[226] B. Awerbuch, A. V. Goldberg, M. Luby, and S. A. Plotkin, "Network decomposition
and locality in distributed computation," In Proceedings of the IEEE Symposium on
Foundations of Computer Science (FOCS), pages 364-369, 1989.
[227] A. Panconesi and A. Srinivasan, "On the Complexity of Distributed Network Decom-
position," Journal of Algorithms, vol. 20, no. 2, pages 581-592, 1995.
[228] J. Schneider and R. Wattenhofer, "A Log-Star Maximal Independent Set Algorithm
for Growth-Bounded Graphs," In Proceedings of the ACM Symposium on Principles
of Distributed Computing (PODC), pages 35-44, 2008.
[229] T. Moscibroda and R. Wattenhofer, "Efficient computation of maximal independent
sets in structured multi-hop radio networks," In Proceedings of the Conference on
Mobile Ad Hoc Sensor Systems (MASS), pages 51-59, 2004.
477
[230] B. Chlebus, L. Gasieniec, A. Gibbons, A. Pelc, and W. Rytter, "Deterministic broad-
casting in unknown radio networks," In Proceedings of the ACM-SIAM Symposium
on Discrete Algorithms (SODA), pages 861-870, 2000.
[231] D. Ilcinkas, D. Kowalski, and A. Pelc, "Fast radio broadcasting with advice," In Pro-
ceedings of the Colloquium on Structural Information and Communication Complexity
(SIROCCO), no. 14-15, pages 291-305, 2010.
[232] C. Scheideler, A. Richa, and P. Santi, "An O(log n) dominating set protocol for wire-
less ad-hoc networks under the physical interference model," In Proceedings of the
Symposium on Mobile Ad Hoc Networking and Computing (MOBIHOC), 2008.
[233] R. Flury and R. Wattenhofer, "Slotted programming for sensor networks," In Pro-
ceedings of the Conference on Information Processing in Sensor Networks (IPSN),
pages 24-34, 2010.
[234] J. Degesys, I. Rose, A. Patel, and R. Nagpal, "Desync: self-organizing desynchroniza-
tion and TDMA on wireless sensor networks," In Proceedings of the Conference on
Information Processing in Sensor Networks (IPSN), p. 20, 2007.
[235] P. Erdos and L. Lovdsz, "Problems and Results on 3-chromatic Hypergraphs and Some
Related Questions," Infinite and Finite Sets (Colloq., Keszthely, 1973; dedicated to
P. Erdis on his 60th birthday), vol. 2, pages 609-627, 1975.
[236] U. Feige, "On Allocations that Maximize Fairness," In Proceedings of the A CM-SIAM
Symposium on Discrete Algorithms (SODA), pages 287-293, 2008.
[237] F. T. Leighton, B. M. Maggs, and S. Rao, "Packet Routing and Job-Shop Scheduling
in O(Congestion + Dilation) Steps," Combinatorica, vol. 14, no. 2, pages 167-186,
1994.
[238] M. Molloy and B. Reed, Graph Colouring and the Probabilistic Method. Springer,
2002.
[239] J. Beck, "An algorithmic approach to the LovAsz Local Lemma," Random Structures
& Algorithms (RSA), vol. 2, no. 4, pages 343-365, 1991.
[240] N. Alon, "Eigenvalues, Geometric Expanders, Sorting in Rounds, and Ramsey The-
ory," Combinatorica, vol. 6, pages 207-219, 1986.
478
[241] A. Czumaj and C. Scheideler, "A new algorithm approach to the general Lovs'sz
Local Lemma with applications to scheduling and satisfiability problems (extended
abstract)," In Proceedings of the ACM Symposium on Theory of Computing (STOC),
pages 38-47, 2000.
[242] M. Molloy and B. A. Reed, "Further Algorithmic Aspects of the Local Lemma," In
Proceedings of the ACM Symposium on Theory of Computing (STOC), pages 524-529,
1998.
[243] A. Srinivasan, "Improved Algorithmic Versions of the Lovs'sz Local Lemma," In Pro-
ceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 611-
620, 2008.
[244] R. Moser, "Derandomizing the Lovaisz Local Lemma More Effectively," ArXiv
Preprint, no. 0807.2120, pages 1-8, 2008.
[245] J. Spencer, "Ramsey's theorem-A new lower bound," Journal of Combinatorial The-
ory, Series A (JCT), vol. 18, no. 1, pages 108-115, 1975.
[246] A. Czumaj and C. Scheideler, "Coloring Non-uniform Hypergraphs: A New Algorith-
mic Approach to the General Lovisz Local Lemma," Random Structures & Algorithms
(RSA), vol. 17, no. 3-4, pages 213-237, 2000.
[2471 R. Moser and G. Tardos, "A Constructive Proof of the General Lovs'sz Local Lemma,"
Journal of the A CM (JA CM), vol. 57, no. 2, pages 1-15, 2010.
[248] R. Moser, "A constructive proof of the Lovisz Local Lemma," In Proceedings of the
ACM Symposium on Theory of Computing (STOC), pages 343-350, 2009.
[249] D. Knuth, The Art of Computer Programming, Volume 1: Fundamental Algorithms.
Addison-Wesley, Reading, MA, 1969.
[250] J. Naor and M. Naor, "Small-Bias Probability Spaces: Efficient Constructions and
Applications," SIAM Journal on Computing (SICOMP), vol. 22, no. 4, pages 838-856,
1993.
[251] G. Even, 0. Goldreich, M. Luby, N. Nisan, and B. Velickovic, "Efficient approximation
of product distributions," Random Structures & Algorithms (RSA), vol. 13, no. 1,
pages 1-16, 1998.
479
[252] S. Chari, P. Rohatgi, and A. Srinivasan, "Improved Algorithms via Approximations of
Probability Distributions," Journal of Computer and System Sciences (JCSS), vol. 61,
no. 1, pages 81-107, 2000.
[253] B. van der Waerden, "Beweis einer Baudetschen Vermutung," Nieuw Arch. Wisk.,
vol. 15, pages 212-216, 1927.
[254] R. Graham, B. Rothchild, and J. Spencer, Ramsey Theory. Wiley, 1990.
[255] S. Shelah, "Primitive recursive bounds for van der Waerden numbers," Journal of the
AMS (JAMS), pages 683-697, 1988.
[256] W. Gowers, "A new proof of Szemeredi's theorem," Geometric and Functional Anal-
ysis, vol. 11, pages 465-588, 2001.
[257] R. Impagliazzo and A. Wigderson, "Randomness vs time: derandomization under
a uniform assumption," Journal of Computer and System Sciences (JCSS), vol. 65,
pages 672-694, 2002.
[258] N. Nisan and A. Wigderson, "Hardness vs Randomness," Journal of Computer and
System Sciences (JCSS), vol. 49, 1994.
[259] P. Erd6s and R. Rado, "Combinatorial theorems on classifications of subsets of a given
set," Proceedings of the London Mathematical Society (PLMS), vol. 2, pages 417-439,
1952.
[260] P. Erd6s and J. Selfridge, "On a combinatorial game," Journal of Combinatorial
Theory, Series A (JCT), vol. 14, no. 3, pages 298-301, 1973.
[261] E. Berlekamp, "A construction for partitions which avoids long arithmetic progres-
sions," Canadian Mathematical Bulletin, vol. 11, pages 409-414, 1968.
[262] R. C. Baker, G. Harman, and J. Pintz, "The difference between consecutive
primes. II," Proceedings of the London Mathematical Society (PLMS), vol. 83, no. 3,
pages 532-562, 2001.
[263] Z. Szab6, "An application of Lovasz's local lemma- a new lower bound on the van
der Waerden numbers," Random Structures & Algorithms (RSA), vol. 1, 1990.
[264] P. Schweitzer, "Using the incompressibility method to obtain local lemma results for
Ramsey-type problems," Information Processing Letters (IPL), vol. 109, 2009.
480
[265] R. Rado, "Studien zur Kombinatorik," Mathematische Zeitschrift, vol. 36, iss. 1,
pages 424-480, 1933.
[266] R. Rado, "Notes on combinatorial.analysis," Proceedings of the London Mathematical
Society (PLMS), pages 122-160, 1943.
[267] W. Gasarch, C. Kruskal, and A. Parrish, Van der Waerdens Theorem: Variants and
"Applications". http: //www. cs .umd.edu/~gasarch/vdw/GKPbook.pdf, 2012.
[268] V. Bergelson and A. Leibman, "Polynomial extensions of van der Waerden's and
Szemer6di's theorems," Journal of the AMS (JAMS), pages 725-753, 1996.
[269] M. Walters, "Combinatorial proofs of the polynomial van der Waerden theorem and
the polynomial Hales-Jewett theorem," Journal of the London Mathematical Society
(JLMS), vol. 61, pages 1-12, 2000.
[270] D. R. Heath-Brown, "Differences between consecutive primes," Jahresbericht des
Deutschen Mathathematik- Vereins, vol. 90, no. 2, pages 71-89, 1988.
[271] Li and Vitinyi, An introduction to Kolmogorov complexity and its applications. New
York: Springer, 2008.
[272] S. Porschen, E. Speckenmeyer, and X. Zhao, "Linear CNF formulas and satisfiability,"
Discrete Applied Mathematics, vol. 157, no. 5, pages 1046-1068, 2009.
[273] A. Scott and A. Sokal, "The repulsive lattice gas, the independent-set polynomial, and
the Lovaisz local lemma," Journal of Statistical Physics, vol. 118, no. 5, pages 1151-
1261, 2005.
[274] D. Scheder, "Satisfiability of almost disjoint cnf formulas," ArXiv Preprint,
no. 0807.1282, 2008.
[275] N. N. Kuzjurin, "On the difference between asymptotically good packings and cover-
ings," European Journal of Combinatorics, vol. 16, no. 1, pages 35-40, 1995.
[276] A. V. Kostochka and V. R6dl, "Constructions of sparse uniform hypergraphs with
high chromatic number," Random Structures & Algorithms (RSA), vol. 36, no. 1,
pages 46-56, 2010.
[277] D. Scheder, "Unsatisfiable Linear CNF Formulas Are Large and Complex," In Pro-
ceedings of the Symposium on Theoretical Aspects of Computer Science (STACS),
pages 621-632, 2010.
481
[278] D. Scheder and P. Zumstein, "How many Conflicts does it need to be Unsatisfiable?,"
In Proceedings of the Conference on Theory and Applications of Satisfiability Testing
(SAT), pages 246-256, 2008.
[279] P. Erdos and J. Spencer, "Lopsided Lovasz Local Lemma and latin transversals,"
Discrete Applied Mathematics, vol. 30, no. 2-3, pages 151-154, 1991.
[280] D. De Caen, "Extension of a theorem of Moon and Moser on complete subgraphs,"
Ars Combinatoria, vol. 16, pages 5-10, 1983.
[281] P. Turin, "On an extremal problem in graph theory," Mat. Fiz. Lapok, vol. 48,
pages 436-452, 1941.
[282] P. Turin, Research problems. Akad. Kiad6, 1961.
[283] F. T. Leighton, B. M. Maggs, and S. B. Rao, "Packet routing and jobshop scheduling
in O(congestion + dilation) steps," Combinatorica, vol. 14, pages 167-186, 1994.
[284] N. Alon and J. H. Spencer, The Probabilistic Method, Third Edition. John Wiley &
Sons, Inc., 2008.
[285] N. Alon, "A parallel algorithmic version of the Local Lemma," Random Structures &
Algorithms (RSA), vol. 2, pages 367-378, 1991.
[286] A. Czumaj and C. Scheideler, "Coloring Non-uniform Hypergraphs: A New Algorith-
mic Approach to the General Lovd'sz Local Lemma," In Proceedings of the A CM-SIAM
Symposium on Discrete Algorithms (SODA), pages 30-39, 2000.
[287] N. Bansal and M. Sviridenko, "The Santa Claus Problem," In Proceedings of the A CM
Symposium on Theory of Computing (STOC), pages 31-40, 2006.
[288] A. Asadpour and A. Saberi, "An approximation algorithm for max-min fair allocation
of indivisible goods," In Proceedings of the A CM Symposium on Theory of Computing
(STOC), pages 114-121, 2007.
[289] A. Asadpour, U. Feige, and A. Saberi, "Santa Claus Meets Hypergraph Matchings,"
In Proceedings of the Workshop on Approximation Algorithms for Combinatorial Op-
timization Problems and on Randomization and Computation (APPROX-RANDOM),
pages 10-20, 2008.
482
[290] M. Bateni, M. Charikar, and V. Guruswami, "Maxmin allocation via degree lower-
bounded arborescences," In Proceedings of the ACM Symposium on Theory of Com-
puting (STOC), pages 543-552, 2009.
[291] D. Chakrabarty, J. Chuzhoy, and S. Khanna, "On Allocating Goods to Maximize Fair-
ness," In Proceedings of the IEEE Symposium on Foundations of Computer Science
(FOCS), pages 107-116, 2009.
[292] U. Feige, "On Estimation Algorithms vs Approximation Algorithms," IARCS Con-
ference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS), pages 357-363, 2008.
[293] A. Thue, "Ober unendliche Zeichenreihen," Norske Vid Selsk. Skr. I. Mat. Nat. Kl.
Christiana, vol. 7, pages 1-22, 1906.
[294] N. Alon, J. Grytczuk, M. Haluszczak, and 0. Riordan, "Nonrepetitive Colorings of
Graphs," Random Structures & Algorithms (RSA), vol. 21, no. 3-4, pages 336-346,
2002.
[295] J. D. Currie, "Pattern avoidance: themes and variations," Theoretical Computer Sci-
ence (TCS), vol. 339, no. 1, pages 7-18, 2005.
[296] J. Grytczuk, "Thue type problems for graphs, points, and numbers.," Discrete Math-
ematics, vol. 308, no. 19, pages 4419-4429, 2008.
[2971 A. Kiindgen and M. J. Pelsmajer, "Nonrepetitive colorings of graphs of bounded
tree-width," Discrete Mathematics, vol. 308, no. 19, pages 4473-4478, 2008.
[298] B. Bresar, J. Grytczuk, S. Klavzar, S. Niwczyk, and I. Peterin, "Nonrepetitive color-
ings of trees.," Discrete Mathematics, vol. 307, no. 2, pages 163-172, 2007.
[299] N. Alon and J. Grytczuk, "Breaking the Rhythm on Graphs," Discrete Mathematics,
vol. 308, no. 8, pages 1375-1380, 2008.
[300] N. Alon, "Explicit Ramsey graphs and orthonormal labelings," The Electronic Journal
of Combinatorics (E-JC), vol. 1, pages 12-8, 1994.
[301] N. Alon and P. Pudlak, "Constructive lower bounds for off-diagonal Ramsey num-
bers," Israel Journal of Mathematics, vol. 122, pages 243-251, 1999.
[302] M. Krivelevich, "Bounding Ramsey numbers through large deviation inequalities,"
Random Structures & Algorithms (RSA), vol. 7, no. 2, pages 145-155, 1995.
483
[303] N. Alon and M. Krivelevich, "Constructive bounds for a Ramsey-type problem,"
Graphs and Combinatorics, vol. 13, pages 217-225, 1997.
[304] B. Griinbaum, "Acyclic colorings of planar graphs," Israel Journal of Mathematics,
vol. 14, pages 390-408, 1973.
[305] N. Alon, C. McDiarmid, and B. Reed, "Acyclic Coloring of Graphs," Random Struc-
tures & Algorithms (RSA), vol. 2, no. 3, pages 277-288, 2007.
[306] N. Alon, B. Sudakov, and A. Zaks, "Acyclic Edge Colorings of Graphs," Journal of
Graph Theory, vol. 37, no. 3, pages 157-167, 2001.
[307] R. Muthu, N. Narayanan, and C. R. Subramanian, "Improved bounds on acyclic edge
colouring," Discrete Mathematics, vol. 307, no. 23, pages 3063-3069, 2007.
[308] M. Andrews, "Approximation Algorithms for the Edge-Disjoint Paths Problem via
Raecke Decompositions," In Proceedings of the IEEE Symposium on Foundations of
Computer Science (FOCS), pages 277-286, 2010.
[309] N. Alon, G. Gutin, E. J. Kim, S. Szeider, and A. Yeo, "Solving MAX-r-SAT Above
a Tight Lower Bound," In Proceedings of the ACM-SIAM Symposium on Discrete
Algorithms (SODA), pages 511-517, 2010.
[310] J. K. Lenstra, D. B. Shmoys, and E. Tardos, "Approximation algorithms for schedul-
ing unrelated parallel machines," Mathematical Programming, vol. 46, pages 259-271,
1990.
[311] B. Saha and A. Srinivasan, "A new approximation technique for resource-allocation
problems," In Proceedings of the Symposium on Innovations in Computer Science
(ITCS), pages 342-357, 2010.
[312] I. Bezdkovi and V. Dani, "Allocating Indivisible Goods," ACM-SIGecom Newsletter
on e-Commerce, vol. 5, no. 3, pages 11-18, 2005.
[313] P. Haxell, "A condition for matchability in hypergraphs," Graphs and Combinatorics,
vol. 11, no. 3, pages 245-248, 1995.
[314] D. Marx and M. Schaefer, "The complexity of nonrepetitive coloring," Discrete Ap-
plied Mathematics, vol. 157, no. 1, pages 13-18, 2009.
[315] V. G. Vizing, "On an estimate of the chromatic class of a p graph (in russian),"
Metody Diskret. Analiz., vol. 3, pages 25-30, 1964.
484
