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Zusammenfassung
Die Entstehung von Zirren geschieht auf mehreren Skalen, was eine Herausforderung für
die Parametrisierung in Numerischen Wettervorhersagemodellen darstellt. Um die Vorhersage
von Zirren und Eisübersättigung in der Modellkette des Deutschen Wetterdienstes (DWD)
zu verbessern, werden die kontrollierenden mikrophysikalischen Prozesse untersucht und in
einem neuen Wolkeneismikrophysikschema parametrisiert. Die Skalenabhängigkeit des Eis-
mikrophysikschemas wird anhand von idealisierten, sowie reellen Modelläufen mit dem Re-
gionalmodell (COSMO) und dem Globalmodell (GME) ermittelt. Die Entwicklung des 2-
Momenten 2-Moden Wolkeneisschemas beinhaltet neuartige Parametrisierungen der zwei
Hauptentstehungsprozesse von Wolkeneispartikeln, homogenes und heterogenes Gefrieren.
Homogene Nukleation von flüssigen Aerosolen wird in Regionen mit hohen atmosphärischen
Eisübersättigungen (145-160 %) und hohen Kühlraten ausgelöst. Heterogenes Gefrieren ist ab-
hängig von der Existenz von Eiskernen und erfolgt bereits bei niedrigen Eisübersättigungen.
Die größeren heterogen gefrorenen Eispartikel können eine vorhandene Eisübersättigung ab-
bauen und somit das Einsetzen von homogener Nukleation verhindern. Um eine Überschätzung
von heterogen nukleirtem Eis zu verhindern, wurden Wolkeneissedimentation und eine prog-
nostische Bilanzgleichung für aktivierte Eiskerne eingeführt. Eine Relaxations-Zeitskalen-
Methode für das Depositionswachstum der 2-Eismoden und der größeren Schneeflocken er-
laubt eine konsistente Behandlung für den Abbau der Eisübersättigung.
Ein Vergleich zwischen dem GME unter Verwendung des operationellen und dem neuen
Wolkeneisnukleationsschema zeigte, dass die Entstehungsposition der Zirren von der Dynamik
des Modells dominiert wird und gleich bleibt, während die innere Struktur der Eiswolken sich
stark unterscheidet. Insbesondere wurde eine Verringerung des Eiswassergehaltes zwischen
9 und 11 km beobachtet. Dies stellt gemäß Auswertungen mit dem Wolkeneiswasser Pro-
dukt des CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations), eine
Verbesserung gegenüber dem operationellen Schema dar. Weitere Vergleiche mit dem IFS (In-
tegrated Forecast System) Modell des europäischen Zentrums für mittelfristige Wettervorher-
sage zeigten klare Verbesserungen hinsichtlich der Verteilung von Eisübersättigung mit dem
neuen 2-Momenten Wolkeneisschema. Besonders erlaubt die Verwendung des neuen Schemas
auch die Erfassung der Eisübersättigung innerhalb von Wolken, die mit direkten Messungen
übereinstimmt. Hingegen dem IFS, dem eine Annahme der Sättigung innerhalb von Wolken zu
Grunde liegt, kann somit mit dem neuen Wolkeneisschema eine physikalischere Beschreibung
der Eisübersättigung erreicht werden.

Abstract
Cirrus cloud genesis is a multiscale problem. This makes the parameterisation in numerical
weather prediction models a challenging task. In order to improve the prediction of cirrus
clouds and ice supersaturation formation in the German Weather Service (DWD) model chain,
the controlling physical processes are investigated and parameterised in a new cloud ice mi-
crophysics scheme. Scale dependencies of the ice microphysical scheme were assessed by
conducting simulations with an idealised and realistic regional Consortium for Small-Scale
Modeling (COSMO) model setup and a global model (GME). The developed two-moment
two-mode cloud ice scheme includes state-of-the-art parameterisations for the two main ice
creating processes, homogeneous and heterogeneous nucleation. Homogeneous freezing of su-
percooled liquid aerosols is triggered in regions with high atmospheric ice supersaturations
(145− 160%) and high cooling rates. Heterogeneous nucleation depends mostly on the ex-
istence of sufficient ice nuclei in the atmosphere and occurs at lower ice supersaturations.
The larger heterogeneously nucleated ice crystals can deplete ice supersaturation and inhibit
subsequent homogenenous freezing. In order to avoid an overestimation of heterogeneous nu-
cleation, cloud ice sedimentation and a prognostic budget variable for activated ice nuclei are
introduced. A consistent treatment of the depositional growth of the two ice particle modes and
the larger snowflakes using a relaxation timescale method was applied which ensures a physi-
cal representation for depleting ice supersaturation.
Comparisons between the operational and the new cloud ice microphysics scheme in the GME
revealed that the location of cirrus clouds is dominated by the model dynamics whereas the
cirrus cloud structures strongly differed for the different schemes. Especially a reduction in the
ice water content between 9 and 11km was observed when using the new cloud ice scheme.
This change is an improvement as demonstrated by a comparison with the Cloud-Aerosol Lidar
and Infrared Pathfinder Satellite Observations (CALIPSO) ice water content product. Further
comparisons of the GME with the Integrated Forecast System (IFS) model of the European
Centre for Medium-Range Weather Forecasts (ECMWF) show a clear improvement of the ice
supersaturation distribution with the new two-moment cloud ice scheme. In-cloud ice super-
saturation is correctly captured, which is compliant with in-situ measurements. This is a more
physical description then in the IFS model, where in-cloud ice saturation is assumed.

Chapter 1
Introduction
Cirrus clouds influence the radiative properties of the atmosphere significantly and have a high
impact on climate and weather (Liou, 1986). Consequently, cirrus cloud parameterisations used
in numerical weather prediction (NWP) models have been a target of growing attention in re-
cent years. The characteristics of cirrus depend on their formation process which can occur via
homogeneous or heterogeneous nucleation. The triggering of ice nucleation is strongly depen-
dent on the ambient atmospheric condition, especially on ice supersaturation. The amount of
atmospheric ice supersaturation influences the development and lifetime of natural and anthro-
pogenic cirrus.
1.1 Research Progress
According to Waliser et al. (2009) current shortcomings in representing cirrus in general cir-
culation models (GCMs) result in errors for the weather and climate forecasts which may lead
to uncertainties in climate change projections. Deficits in cirrus cloud modelling mostly re-
sult from the spatial and temporal inhomogeneity of atmospheric nucleation (Hegg and Baker,
2009) and the non-linear influence of ice clouds on the atmospheric water distribution and the
radiation budget. As an example, substantial differences can occur in the vertical distribution
of water vapour depending on how ice crystal fall velocities are represented in the models
(Stephens, 2002).
The net-warming effect of cirrus on the climate budget is said to be dominant by the Intergov-
ernmental Panel on Climate Change in 2007 (Forster et al., 2007). This is not trivial, as cirrus
either have a warming or cooling effect on the Earth’s climate (Cox, 1971). On the one hand,
they reflect incoming solar radiation causing atmospheric cooling, and on the other hand they
trap outgoing infrared radiation causing atmospheric heating. The net-effect depends on the
optical thickness of the cirrus cloud. Thick cirrus balance atmospheric warming and cooling,
while thin cirrus have a warming effect on the atmosphere (Chen et al., 2000). Also, the cli-
mate effect of ice clouds is very sensitive to cirrus microphysical properties, e.g. ice crystal
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Figure 1.1: Schematic flight route with contrail region avoidance. Contrail regions depict the
regions, where the air is ice supersaturated (courtesy of Lufthansa, Stefanie Meilinger).
number concentration, ice crystal habits and ice water content (IWC). Stephens et al. (1990)
state that only ice crystals with effective radii larger than 16µ m have a warming impact. Zhang
et al. (1999) discuss that an ice water content of 10mgm−3 of stratiform ice clouds has a net-
warming effect while an IWC ≥ 20mg m−3 has a net-neutral effect. These sensitivities remain
a scientific challenge.
Anthropogenic effects on climate are gaining in importance, among them the impact of air-
planes on climate change. When airplanes fly through regions with ice supersaturated air,
climate-impacting condensation trails (contrails) can form. From the aircraft emissions, soot
is thought to be the dominant aerosol for contrail formation (Heymsfield et al., 2010). Con-
trails can also form in already existing cirrus clouds, making the previously formed cirrus more
opaque. Especially for climate studies, the influence of contrails and contrail-induced cloudi-
ness is of interest. The possibility of a correct ice supersaturation forecast yields the potential
to predict the formation of aircraft induced contrail cirrus (Mannstein, 2008). Thus, it is of
interest to localise the regions of ice supersaturation occurrence in order to conduct flight level
changes (see Fig. 1.1) to reduce anthropogenic induced cloudiness. However, in question is
the trade-off between contrail formation and the additional carbon dioxide needed for the flight
path change. A possible physical metric for quantifying the short-term climate effect of contrail
versus the long-term effect of carbon dioxide is introduced by Deuber et al. (2013).
Cirrus clouds form through homogeneous and heterogeneous nucleation. Homogeneous freez-
ing is thought to be dominant in regions with moderate and strong vertical updrafts and few
ice nuclei in cold upper tropospheric regions. Heterogeneous nucleation plays a more impor-
tant role for regions containing a lot of ice nuclei. In comparison, homogeneous freezing cause
higher ice crystal number density and smaller radii to form which lead to a higher albedo ef-
fect with a global warming radiative effect (Gettelman et al., 2012). Heterogeneous nucleation
results in more frequent and wide spread cirrus which have a smaller optical depth and thus
a lower cloud albedo (Haag and Kärcher, 2004). In intermediate regimes where competition
between the two mechanisms occur, the global mean ice nucleation concentration varies by a
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factor of twenty depending on the amount of available ice nuclei in the air (Barahona et al.,
2010). In particular the effects of aerosols on cloud ice nucleation are subject to current re-
search as aerosol-cloud interactions highly influence the size and number distribution of ice
crystals. However, the ice nucleation thresholds for the different aerosol species are not well
understood (DeMott et al., 2011).
The formation mechanisms of cirrus clouds and their interaction with aerosols is a major
field of environmental research and a great variety of approaches regarding the simulation
of cirrus cloud formation were published. Examples of such publications describing cirrus
formation through the two main processes, homogeneous and heterogeneous nucleation, with
double-moment bulk microphysic schemes are e.g., Morrison et al. (2005) and Spichtinger and
Gierens (2009a). The parameterisation of homogeneous nucleation for GCMs is described in
e.g., Kärcher and Burkhardt (2008) and Barahona and Nenes (2008), and further approaches
are discussed in Sec. 3.2.1. Parameterisations for heterogeneous nucleation can be found in
e.g., Hoose et al. (2010) and Kärcher and Lohmann (2003), and others are described in detail
in Sec. 3.2.2. Through high performance computing and higher grid resolutions, important pro-
cesses can be explicitly modelled and less limiting assumptions are needed. An example being
the use of non-hydrostatic opposed to hydrostatic equations in high resolution models. The
improvements also lead to the possibilty to represent the microphysical processes in a more
sophisticated way in NWP models.
The triggering of homogeneous and heterogeneous nucleation is controlled by the existence of
ice supersaturation. The importance of which was only realized in recent years (Gettelman and
Kinnison, 2007). Previously in NWP models, ice supersaturation has not received much atten-
tion, with the result that the relative humidity with respect to ice was capped at 100% allowing
no ice supersaturation to occur. Nowadays, NWP models are ice supersaturation permitting,
like the operational NWP models of the German Weather Service (DWD), the Integrated Fore-
cast System (IFS) of the European Centre for Medium-Range Weather Forecast (ECMWF)
(Tompkins et al., 2007) and the Community Atmosphere Model (CAM3) from the National
Center for Atmospheric Research (NCAR) (Gettelman et al., 2010). To permit ice supersatura-
tion in NWP models is also of importance, as cirrus clouds are overpredicted when forced to
form at ice saturation. According to Fusina et al. (2007), the overprediction of high clouds has
an effect of 3Kd−1 on the heating rate and causes a difference in outgoing longwave radiation
of 38−40Wm−2. The extent of the climatologic effect of ice supersaturated regions is still not
fully understood (Lee et al., 2010).
1.2 Issues to be Resolved
The main objective of this work is to develop an appropriate method to physically model ice
supersaturation in the global numerical weather prediction model of the DWD (GME). The
global model is chosen as it includes the North Atlantic flight corridor and already allows
for the existence of ice supersaturation. The main emphasis lies on implementing an accurate
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parameterisation for homogeneous and heterogeneous nucleation, as ice nucleation determines
the depletion of ice supersaturation. An additional challenge is the multiscale nature of ice
nucleation, along with finding a balance between accuracy and numerical expense.
The research questions of this work are:
• What are the relative roles of homogeneous and heterogeneous nucleation in formation
of ice supersaturation and cirrus clouds?
• How can an improved representation of these processes in an NWP model give improved
representation of cirrus and ice supersaturation?
• What are the scale dependencies of ice microphysical parameterisations?
For accomplishing a realistic representation, the sensitivities of the cirrus cloud formation pro-
cesses have to be analysed. Especially mesoscale variability in vertical velocities have to be
accounted for, which lead to updrafts of 10-20cms−1 and have a length of 10-100km. The
variability in the vertical velocity is a primary mechanism for ice nucleation and ice supersatu-
ration (e.g., Gultepe and Starr (1995), Kärcher and Strom (2003) and Comstock et al. (2008)).
Of further importance is how to incorporate aerosol effects and the competition between homo-
geneous and heterogeneous nucleation determining the global cirrus features (Barahona et al.,
2010). Results from the ’Cirrus Parcel Model Comparison Project’ (Lin et al., 2002) suggest the
critical components in cirrus modeling to be the homogeneous nucleation rate and the deposi-
tional growth of ice crystals. For the deposition growth in particular the depositional coefficient
causes deviations as it controls the water vapor uptake rate. These issues are discussed in this
work.
Analysed is to what extent the ice nucleation mechanisms and ice supersaturation are realisti-
cally represented in the NWP models of the DWD. Of interest is to deal with differences in the
horizontal and vertical model resolution and the model time step. For example, in coarser mod-
els the vertical velocity is not well resolved. Applicable approaches to deal with fluctuations
in the vertical velocity and subsequent adiabatic cooling are still missing for global modelling.
Thus, the impact of different model resolutions on the microphysics is investigated.
In summary, the main task of this work is to identify the essential factors for cirrus formation
and subsequently achieve a physically based description of the ice nucleation mechanisms and
a realistic representation of ice supersaturation in NWP models.
1.3 Thesis Outline
In chapter two, a basic introduction to ice supersaturation, cirrus cloud properties and their
formation is given. In chapter three, the methodology of the new cloud ice scheme is explained
and a novel approach is developed. The individual changes are first tested with a parcel model
in order to understand the impact of the individual model changes on cirrus formation.
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In chapter four, the new approach is applied to the regional COSMO (Consortium for Small-
Scale Modeling) model and presented along with the operational cloud microphysics scheme.
Especially the introduction of sub-grid scale variability in the vertical velocity is explained,
which is treated differently for different model resolutions and model physics for the regional
COSMO model and the global model GME. Idealised simulations of orographic cirrus in the
COSMO environment show the sensitivities of cloud ice formation with respect to the individ-
ual alterations in the cloud ice scheme. Comparisons to INCA (Interhemispheric differences in
cirrus properties from anthropogenic emissions) measurements of the ice water content veri-
fies the idealised model setup. A case study with a refined COSMO-DE model setup further
demonstrates the different microphysical behaviour of ice nucleation and ice supersaturation.
The results of the operational and new ice cloud scheme are compared to Meteosat Second
Generation Satellite Data.
Chapter five focuses on the evaluation for the new cloud ice microphysics scheme in the GME
for July 2011. The model ice water content is compared to the CALIPSO (Cloud-Aerosol Lidar
and Infrared Pathfinder Satellite Observation) ice water content product. The high-cloud oc-
currence is verified. For validation of the ice supersaturation and its occurrence, the CALIPSO
Cloud Profile atmospheric data GEOS-5 (Goddard Earth Observing System) is used. For fur-
ther comparison, the relative humidity with respect to ice of the GME is additionally compared
to ECMWF Integrated Forecast System (IFS) data.
A discussion of the results of the changed ice nucleation and ice supersaturation is given in
chapter six. Especially the positve and negative aspects are pointed out. In the last chapter, the
conclusion and outlook is presented.
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Chapter 2
Fundamentals
Cirrus clouds and ice supersaturation are directly linked phenomena. In order to understand
the interaction and dependencies, an overview of the characteristics of cirrus clouds and their
formation as well as ice supersaturation will be given.
2.1 Cirrus Cloud Properties
According to the World Meteorological Organisation (WMO) cirrus clouds are ”detached
clouds in the form of white, delicate filaments or white or mostly white patches or narrow
bands. These clouds have a fibrous (hair-like) appearance, or a silky sheen, or both ” (WMO,
1975). This morphological definition already reflects the diversity of these upper troposphere,
lower stratosphere clouds, for which a summary of the various species is outlined in Lynch
(2002).
Cirrus clouds cover large areas of the Earth’s surface. Recent global satellite observations lead
to an average of cirrus cloud occurrence of 16.7% (Sassen et al., 2008) whereas mean values
higher than 30% were evaluated by use of multispectral High Resolution Infrared Radiation
Sounder (HIRS) data high cloud statistics over 8 years (Wylie and Menzel, 1999). Deviations
between cirrus cloud occurrences can result from different sensitivities in the measurement
techniques.
A climatologic study of global cirrus cloud cover fluctuations carried out by Eleftheratos et al.
(2007) shows that the highest occurrences were found to be over the tropics. This is due to anvil
clouds which form through strong updrafts in deep convection and are capable of surviving a
long time. Moreover, thin and subvisible so-called cold trap cirrus is expected in the tropics
(Sassen et al., 2008). In the mid-latitudes the cirrus cloud formation is strongly coupled with the
ascent of air due to synoptic and frontal systems and jet streams (Sassen and Campbell, 2001).
Forced uplifting at mountains results in orographic cirrus, e.g. wave clouds (Field et al., 2001).
Anthropogenic induced cirrus can be obtained due to aircraft condensation trails (contrails)
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Property Mean Measured Range
Thickness 1.5km 0.1-8km
Altitude 9km 4-20km
Crystal number density 30dm−3 10−4-104 dm−3
Ice water content 0.025g m−3 10−4-1.2gm−3
Crystal size 250µ m 1-8000µ m
Table 2.1: Cirrus cloud properties (Dowling and Radke, 1990)
mainly developing from water vapour exhaust (Schumann, 2002).
Cirrus clouds play an important role in the thermodynamic and dynamic system of the Earth’s
atmosphere through microphysics, dynamic processes, and radiation (e.g., Liou et al. (1991),
Gultepe and Starr (1995), and Gu and Liou (2000)). Depending on the cirrus cloud properties
they potentially have a cooling effect as they reflect solar radiation back into space (Albedo
effect), but can also add to atmospheric warming by inhibiting longwave infrared radiation from
escaping (Hartmann et al., 1992). Measurements performed in the Central Equatorial Pacific
Experiment (CEPEX) suggest that ’thin’ cirrus reduces incoming solar radiation on average
by 6W m−2 (Heymsfield and McFarquhar, 1996) and ’thick’ cirrus on average by 29W m−2
(Hartmann et al., 1992). The effect of cirrus on the radiative energy budget is mostly determined
by the optical depth τc, which is the product of the mass extinction coefficient and ice water
content (IWC), integrated over the cloud thickness. An optical depth of τc < 0.03 is typical for
subvisual cirrus, between 0.03-0.3 for thin cirrus, and from 0.3 to 3.0 for opaque cirrostratus
(Sassen and Cho, 1992). The cloud optical depth is dependent on the mean effective size of
the ice particles and the integrated IWC over the cloud depth, i.e the ice water path (IWP).
For a constant IWP, ice crystals with a smaller mean effective radii increase the cloud albedo,
which means that more short wave radiation is reflected. As a consequence they increase net
radiative heating at the cloud top and corresponding cooling below opposed to larger mean
effective sizes (Liou et al., 1991). The ice crystal size is dependent on the ambient temperature
and decrease for higher cloud tops at lower temperatures (Heymsfield and Platt, 1984). The
IWC can be derived as function of the temperature (e.g., Liou (1992), Schiller et al. (2008))
and Dowling and Radke (1990) state the IWC to range between 10−4-1.2g m−3 (see Tab. 2.1).
The ice crystal number density in cirrus clouds as evaluated by Krämer et al. (2009) consid-
ering 20 flights and are subdivided into three temperature intervals. Warm cirrus with tem-
peratures above 205K where observed to most frequently have ice crystal number densities
0.5-10cm−3 for 225-240K and 0.05-1cm−3 for temperatures between 205-225K. In cold cir-
rus T < 205K unexpectedly low number densities of 0.005-0.2cm−3 where found (Krämer
et al., 2009). Hoyle et al. (2005) state that higher values of 50cm−3 can be measured and re-
quire small-scale temperature fluctuations. Differences in ice crystal number densities depend
on the genesis process and measurement technique. Yano and Phillips (2011) suggest the rea-
son for the occurrence of high number densities is due to fragmentation of ice-ice collisions
(Yano and Phillips, 2011). Studies by Field et al. (2006) and Heymsfield (2007) state that over-
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Figure 2.1: Morphology diagram depicting the different ice crystal shapes dependent on temper-
ature and ice supersaturation (Emersic, 2012).
estimations in aircraft measurements might have occurred due to shattering of big ice crystals
on the inlets of instruments. Comstock et al. (2008) assume that the shattering potentially leads
to overestimations of two orders of magnitude in previously measured number densities. This
result is still under discussion as it would have severe consequences for previously conducted
model validations with aircraft measurements. In Sec. 2.2 the number densities and particle
sizes resulting from different formation mechanisms of cirrus clouds will be discussed in fur-
ther detail.
The ice particle shapes and sizes are highly variable. Baum et al. (2005) optimised a particle
size distribution by using in situ data from mid-latitude and tropical ice clouds. Ice crystal max-
imum dimensions Di,max < 60µ m are found to consist of 100% droxtals, 60µ m < Di,max <
1000µ m is 15% 3D bullet rosettes, 50% solid columns, and 35% hexagonal plates. Max-
imum dimensions 1000µ m < Di,max < 2000µ m have the combination of habits 45% hollow
columns, 45% solid columns, and 10% aggregates. Maximum dimensions larger than 2000µ m
were found to consist of 97% 3D bullets and 3% aggregates (Baum et al., 2005). The different
particle shapes and complexities strongly vary with the ambient temperature and ice supersat-
uration, with an overview shown in Fig. 2.1.
2.2 Cirrus Cloud Formation
The two primary cirrus cloud formation mechanisms in the upper troposphere are homogeneous
and heterogeneous nucleation. Classical nucleation theory provides a basis for understanding
the atmospheric processes and dynamic effects that cause cirrus clouds to form or dissipate.
The classical approach is derived from the change in Gibbs free energy,being a thermodynamic
potential for phase change. A free energy barrier for nucleation separates the initial liquid
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Figure 2.2: Schematic diagram for the ice nucleation modes based on Leisner (2008).
metastable phase from a solid stable phase. Once the particle is of a greater size than the
critical radius it is activated. The activation of a drop at constant pressure and temperature is
described by the nucleation rate giving the number of ice embryos in a liquid drop per unit time.
The basic theoretical concepts are thoroughly discussed in e.g., Pruppacher and Klett (1997),
Jacobsen (2005) and Hegg and Baker (2009). When using such an approach for simulations one
will typically run into complications dealing with computational expenses and missing realistic
intermolecular potential functions (Hegg and Baker, 2009). Thus it is of interest to formulate
efficient parameterisations that capture the physical behaviour of the nucleation processes. This
section deals with the general process description explaining the classical theory while state-
of-the-art parameterisations will be discussed in Chap. 3. First, the basics of homogeneous and
heterogeneous freezing mechanisms will be explained, with their mutual competition discussed
subsequently.
2.2.1 Homogeneous Nucleation
The process of homogeneous freezing is mostly associated with pure cloud droplets freezing
at −38°C (Heymsfield and Sabin, 1989). Yet in the atmosphere the existence of supercooled
liquid aerosol particles plays a significant role in influencing the formation of cirrus clouds.
This process plays a dominant role in cold cirrus (consisting of ice crystals) formation in
water-subsaturated conditions (DeMott et al., 1994). Homogeneous nucleation is not necessar-
ily homomolecular and on the whole, at least one other chemical is present. The most common
of these is sulfuric acid (H2SO4), which forms aqueous solutions droplets (Tabazadeh et al.,
1997). Substantial ice supersaturation above 145% (Koop et al., 2000) is necessary in order for
aqueous solutions to freeze.
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A critical supersaturation threshold Si,cr for the onset of homogeneous freezing dependent on
temperature is derived by Koop et al. (2000). An important process for the triggering of this
regime are high vertical velocities and the subsequent adiabatic temperature decrease and thus
ice supersaturation increase. Hence, in gravity waves homogeneous nucleation triggers num-
ber densities of 50cm−3 (Hoyle et al., 2005). Grasping this process is especially important for
interpreting high number densities and consequently the effects of optical density on radiation
(e.g., Kärcher and Solomon (1999), Hallett et al. (2002)). Especially small ice particles with di-
ameters smaller than 100µ m complicate the distinction between a warming and cooling effect
of the cirrus clouds on the Earth’s surface temperature (Fu and Liou, 1993).
The classical nucleation theory approach uses an explicit nucleation rate J, often given in units
of cm−3 s−1. A diagnostic formulation of J describing the freezing rate of supercooled aerosol
particles per unit time and per unit volume of aerosol is proposed in Koop et al. (2000). The
nucleation rate is of special interest for solving the analytical equation for the change in number
density ni for homogeneous nucleation:
dni
dt = n0 JV0 with V0 =
4pir30
3
. (2.1)
The initial volume V0 with the typical freezing aerosol radius r0 = 0.25µ m and the aerosol
number density prior to freezing n0, where realistic values are 100-300cm−3 (Minikin et al.
(2003), Spichtinger and Gierens (2009a)). In order to calculate the nucleation rate it has to be
noted that the relative humidity RHw is equal to the water activity aw when pure liquid bulk
water is in equilibrium to water vapour. The water activity aw is the ratio of the vapor pressure
of the solution to the water pressure of pure water at the same temperature. Thus aw gives the
temperature-, concentration-, and pressure- dependent water activity of a solution, in this case
H2SO4, and RHi(T, p) of ice. Setting RHw = aw, the nucleation rate is then calculated by Koop
et al. (2000)
log(J) =−906.7+ 8502∆RHw−26924(∆RHw)2 + 29180(∆RHw)3 (2.2)
with ∆RHw = RHw − RHi. The relative humidity with respect to ice is calculated by
RHi = (ev/esi(T ))100%, whereas the frequently used ice saturation ratio is Si = RHi/100,
analogue for water.
This is implemented in a parcel model introduced in Sec. 3.1. In Fig. 2.3 the number densi-
ties resulting from the nucleation rate for different temperatures in a rising air parcel is de-
picted. Homogeneous nucleation is triggered at pressures below 350hPa and temperatures
approximately below 235K (Kärcher and Lohmann, 2002) thus the values are chosen ac-
cordingly. Exemplarily the critical nucleation rate for Si,cr, namely Jcr = 3(4pir30∆t)−1 re-
sults in Jcr ≈ 1010cm−3 s−1 for the typical time step for general circulation models (GCM)
of ∆t = 20min (Kärcher and Lohmann, 2002). In Tab. 7.2. in Pruppacher and Klett (1997) this
approximated nucleation rate Jcr is reached for a supercooling of about 39°C which agrees well
with the Koop et al. (2000) results. As Jensen and Toon (1994) state, the nucleated ice crystal
number is insensitive to the number of available aqueous aerosols as the competition for water
vapour causes the event to cease.
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Figure 2.3: The dependency of the homogeneous nucleation rate (Koop et al., 2000) on the tem-
peratures T = 195,215,235K and the ice supersaturation ratio and the resulting ice crystal density
rates. The initial background aerosol is set to the high value of n0 = 500cm−3 in order to prevent a
limiting effect on the nucleation rate. The dashed reference line shows the critical nucleation rate
Jcr from Kärcher and Lohmann (2002).
This empirical approach to classical theory is introduced in order to clarify the homogeneous
nucleation process. High relative humidities correlate to high nucleation rates causing a high
ice crystal number densities, see Fig. 2.3. The described Koop et al. (2000) scheme is a good
approach for validating a homogeneous nucleation parameterisation as it explicitly resolves the
ice crystal number density.
2.2.2 Heterogeneous Nucleation
Heterogeneous freezing requires the presence of ice nuclei (IN) which reduce the energy bar-
rier to form a new phase. Typically available in the atmosphere are dust, soot and organic
substances and experimental studies proofed volcanic ash to be an efficient IN (Fornea et al.,
2009). A characteristic IN concentration in the upper troposphere is 0.01-100dm−3 which is
low compared to the total of available aerosol (Hoose et al., 2010). Ice nuclei concentrations
of 1000-20000dm−3 do not automatically generate ice particles but, furthermore, cloud top
temperatures must usually decrease to −20°C before significant heterogeneous ice nucleation
takes place (Ansmann et al., 2008).
The four fundamental kinds of heterogeneous freezing processes are contact, immersion, con-
densation and deposition nucleation (see Fig. 2.2). Vali (1985) distinguishes the nucleation
processes as follows:
• Deposition nucleation The formation of ice in a (supersaturated) vapour environment.
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• Freezing nucleation The formation of ice in a (supercooled) liquid environment:
– Condensation freezing The sequence of events whereby a cloud condensation
(CCN) initiates freezing of a condensate.
– Contact freezing Nucleation of a supercooled droplet subsequent to an aerosol par-
ticle coming into contact with it.
– Immersion freezing Nucleation of supercooled water by a nucleus suspended in the
body of water.
Ladino and Abatt (2013) investigated deposition nucleation between 223K and 203K in the
presence of dust and found that the barrier to deposition nucleation becomes larger at lower
temperatures with the critical ice supersaturation ratio exceeding 1.7 for 203K, surpassing the
homogeneous nucleation threshold which is 1.56 for this temperature (Koop et al. (2000), Ren
and MacKenzie (2005)). The most efficient nucleation mode for cirrus formation is thought
to be immersion freezing (e.g., Gierens (2003), Kärcher and Lohmann (2003)), which is not
easily distinguishable from condensation freezing needing water saturation.
Ice nuclei are grouped according to their diameter size into the coarse mode D > 2.5µm and
fine mode D < 2.5µ m which is subdivided into the nucleation mode (also known as Aitken)
particles D < 0.1µm and the accumulation mode germs 0.1µm < D < 2.5µ m (Whitby and
Cantrell, 1976). Insoluble particles like soot accumulate in the nucleation mode while dust
particles are primarily found in the coarse mode (Ansmann et al., 2008).
Classical nucleation theory has been applied to heterogeneous freezing with supercooled wa-
ter on an IN (e.g., Khvorostyanov and Curry (2004), Eastwood et al. (2008)). Nevertheless,
it is still assumed to have some shortcomings in particular involving contact and immersion
freezing (Fornea et al., 2009). As a result, the classical theory approach for heterogeneous nu-
cleation rates is still object of current discussions (Curry and Khvorostyanov, 2012). Thus a
parameterisation taking into account different species of IN and the sensitivity towards cooling
and saturation is desirable. Parameterisations for heterogeneous nucleation are introduced in
Sec. 3.2.2.
2.2.3 Competition
The interaction between homogeneous and heterogeneous nucleation is of particular interest for
cirrus development. Competition is caused by heterogeneous freezing commencing at warmer
temperatures and, depending on the amount and hygroscopicity of the aerosols available, de-
pleting the ice supersaturation before homogeneous freezing is triggered. Thus the existence
of IN reduces cloud ice number (Haag and Kärcher, 2004). An overview as well as their com-
petition can be seen in Fig. 2.4 (Ren and MacKenzie, 2005). Shown is the development of ice
supersaturation over time of an adiabatically rising air parcel. Depending on the atmospheric
conditions, i.e. temperature, number of ice nuclei, pressure and vertical velocity, the thresholds
for the ice nucleation regimes can be reached. In this case S0 denotes the commence of freezing
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Figure 2.4: Overview of the triggering of the ice nucleation processes considering an adiabatically
lifted air parcel over time ( Fig. from Ren and MacKenzie (2005)). Due to cooling, the threshold
ice supersaturation ratios S0 for heterogeneous or, in this plot, Scr for homogeneous freezing are
reached. In the case of a rapidly ascending parcel both mechanisms can be triggered causing a
competition of the ice crystals for available water vapour (depicted by the dash-dotted line).
accounting for ice nuclei and Scr the triggering of homogeneous nucleation. In Fig. 2.4 the ex-
ponentially rising dotted line represents the case in which no nucleation were to take place. The
solid line demonstrates the nucleation with no present ice nuclei. The dashed and the dashed-
dotted line both depict freezing commencing at S0. The difference is that the dashed line repre-
sents heterogeneous nucleation which is capable of removing the supersaturation while in the
case of the dashed-dotted line the homogeneous nucleation threshold Si,cr is reached.
In young cirrus there is a competition between generating supersaturation by the cooling of
the air parcel due to updraft and reducing the saturation due to depositional growth. Once
the threshold for nucleation is reached, depositional growth commences and depletes the ice
supersaturation. As stated in Krämer et al. (2009), the chemical bond of the available ice-
forming aerosols may determine the freezing thresholds to trigger either nucleation. Critical
supersaturations for heterogeneous and homogeneous freezing derived from classical theory
are given in Khvorostyanov and Curry (2009).
2.3 Ice Supersaturated Regions
Ice supersaturated regions (ISSRs) have been identified in the past as cloud free air masses in
the upper troposphere that exceed saturation with respect to ice (Spichtinger, 2004). However,
ice supersaturation was found to also occur in cirrus clouds and differences in the detection
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limits of the instruments lead to discrepancies in measurements concerning in-cloud and cloud-
free air masses. Using a Mobile Aerosol Raman Lidar (MARL) with a detection limit for ice
clouds with an optical depth of less than 10−4, Immler et al. (2008) found that ISSRs almost
always contain ice particles.
ISSRs are mostly confined to the layer beneath the tropopause, which is susceptible to sea-
sonal features (Gierens et al., 2012). ISSRs where detected to occur most frequently in the
pressure levels 147 and 215hPa by using Microwave Limb Sounder (MLS) data (Spichtinger
et al., 2003b). In the tropics they are frequently found in both pressure levels, while ISSRs are
mostly detected at 215hPa in the mid-latitud strom tracks during boreal summer and autumn
(Spichtinger et al., 2003b). According to data from the Measurement of Ozone by Airbus in-
service Aircraft (MOZAIC) project, these regions have a broad horizontal size with a mean
path length of about 150km (Gierens and Spichtinger, 2000), while their vertical extension is
1−2km (Spichtinger et al., 2003a). The vertical depth of the ISSR decreases mainly with tem-
perature, which explains the occurrences of thicker ISSRs in higher latitudes (Gierens et al.,
2012) .
Ice supersaturations is required for forming ice crystals via ice nucleation and is also responsi-
ble for subsequent growth through depositional growth. Thus cirrus, as well as contrail forma-
tion and lifetime, highly depend on the existence of ice supersaturation. Furthermore, subvis-
ible cirrus (SVC) is also frequently embedded in ISSRs (Gierens and Spichtinger, 2000) only
having optical depths of τc < 0.03 and ice particles of about < 50µm diameter (Lynch and
Sassen, 2002). The correlation of ice supersaturated regions with cloudiness is also important
for the radiation budget. Fusina et al. (2007) state that through thin cirrus in ISSRs changes
in the outgoing longwave radiation (OLR) up to 64Wm−2 and a difference in the reflected
shortwave flux of 79Wm−2 are possible. Thus a correct representation of ice supersaturation
and the regions of its occurrence is essential to be included in numerical weather prediction
models.
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Chapter 3
Methodology
In order to describe the nucleation mechanisms introduced in Sec. 2.1, state-of-the-art parame-
terisations are described in this chapter. They are tested and further adaptions are made in order
to fulfil the requirement of achieving a more physical treatment of ice supersaturation in nu-
merical weather prediction models. The simulated cloud ice properties depend on the choice of
parameterisation for the homogeneous and heterogeneous nucleation. The triggering of which
is controlled by the updraft causing an adiabatic cooling which in turn augments ice super-
saturation. If a sufficient amount of ice nuclei (IN) is available, homogeneous nucleation can
be suppressed by pre-existing heterogeneously formed ice. This behaviour is accounted for by
introducing a budget variable for activated IN. After nucleation has been triggered, diffusional
growth on the ice particles depletes the ambient water vapour. When the mass of ice crystals
is sufficiently large the particles sediment, thereby restructuring the cloud. These effects are
dominant in cirrus cloud formations and dynamics and consequently have to be accounted for.
For a better understanding of the ice cloud processes, they are investigated within an isolated
parcel model environment. First, the two-mode two-moment cloud ice microphysics scheme
and parcel model setup will be introduced. Then the parameterisations for the ice nucleation
and the subsequent depositional growth and ramification of ice supersaturation will be dis-
cussed. Next a tracking variable for nucleated heterogeneous ice is introduced and the terminal
vertical velocity for sedimenting ice crystals is discussed. The theory will be explained consec-
utively while the applications of these modifications to Numerical Weather Prediction (NWP)
models will be shown in Chap. 4. As the parameterisations and modifications are meant to im-
prove the operational NWP models of the German Weather Service (DWD) the alterations are
compared to the currently implemented methods wherever possible.
3.1 Parcel Model Framework
In order to study the effects and sensitivities of the different nucleation mechanisms a par-
cel model for a two-moment two-mode cloud ice scheme is implemented to investigate var-
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ious aspects of the parameterisations. Hereby an air parcel lifted dry adiabatically in upper-
troposphere conditions is studied. Of interest for the calculations are the ice saturation ratio Si,
the ice crystal number density ni, the ice particle radius ri and resulting mass mi. The air parcel
rises with a constant velocity w where the adiabatic cooling causes the ice saturation ratio Si to
increase. The ice saturation ratio is defined as
Si =
ev
esi(T )
(3.1)
with ev and esi being the vapour pressure and the saturation vapour pressure over ice calculated
using the Murphy and Koop (2005) parameterisation. An increase in Si can either trigger het-
erogeneous nucleation if a sufficient amount of ice nuclei is available or homogeneous freezing
if high vertical velocities are present. Once ice crystals are formed, depositional growth de-
creases the water vapour mixing ratio qv, thereby depleting the ice supersaturation.
The initial conditions are specified by the pressure p, the temperature T , the vertical velocity w
and the ice saturation ratio Si. Additional parameters are the time step ∆t, the set number density
of liquid aerosol particles (1000cm−3) and background aerosol particles that potentially act as
ice nuclei (IN) (1-30dm−3). A monodisperse distribution and an initial aerosol particle radius
prior to freezing of ri,0 = 0.25µ m is assumed. The initial particles are considered spherical and
thus the mass mi,0 of the ice particles is calculated through
mi,0 =
4pi
3 ρir
3
i,0 (3.2)
with the ice particle mass density ρi = 0.925×103 kgm−3.
Depending on ambient conditions, cloud ice freezing is triggered and quantified by ice crystal
number densities ni,hom and ni,het with the ice mass mixing ratios qi,hom and qi,het for homo-
geneous and heterogeneous nucleation, respectively. The temporal evolution of the freezing
process is described by a conservation equation for the water mass and the temperature equa-
tion incorporating latent heat release and adiabatic cooling:
0 = dqvdt +
dqi,hom
dt +
dqi,het
dt (3.3)
dT
dt =
dqv
dt
Ls
cp
− g
cp
w (3.4)
where g = 9.81m s−2 is the acceleration by gravity and cp = 1005J kg−1 K−1 the specific heat
capacity of air at constant pressure and Ls = 2.836×106 Jkg−1 is the latent heat of sublimation.
The equations are numerically integrated using the Euler forward scheme. This model is the
environment in which the parameterisations and other relevant processes are discussed.
3.2 Cloud Ice Nucleation
A great variety of parameterisations for heterogeneous and homogeneous freezing of super-
cooled aerosols exist in the literature. In the following, the emphasis lies on the parameterisa-
tion for homogeneous nucleation developed by Kärcher et al. (2006, KHL06 hereafter), which
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takes into account pre-existing ice crystals from heterogeneous freezing. The latter is included
by use of an empirical parameterisation which is thoroughly described in Phillips et al. (2008).
In order for the parameterisation to be valid for all mesoscale NWP models, an adaption is
made for numerical stability to be assured over all time steps. The formation of cirrus clouds
is then investigated by use of the parcel model. In order to gain an indication for the quality
of the parameterisations, further approaches are implemented. As homogeneous freezing of
liquid aerosols is currently not included in the DWD models, the explicit approach of Koop
et al. (2000) is considered for comparison. The heterogeneous nucleation scheme is compared
to a modified Fletcher formula (Fletcher, 1962) which is operational in the DWD NWP mod-
els. The nucleation processes as well as their competition will next be introduced and analysed
separately. The various schemes are then discussed and evaluated.
3.2.1 Parameterisation of Homogeneous Nucleation
In the NWP models at the DWD, cloud water is assumed to freeze homogeneously at temper-
atures below −37°C while freezing of liquid aerosols is not yet included in the microphysical
scheme. In the following, the most important equations from the KHL06 scheme will be in-
troduced for e.g., the critical ice supersaturation ratio Si,cr, the ice crystal number density ni,
the ice crystal radius ri, and the ficticious vertical velocity wp, which accounts for pre-existing
ice particles. Special attention is paid to the different timescales for the processes taking place
during the homogeneous nucleation. For verification, the KHL06 scheme is compared to Koop
et al. (2000) in which the nucleation rate is parameterised and the ice crystal number density is
explicitly calculated (see Sec. 2.2.1).
The challenge to correctly model homogeneous nucleation lies in the differing timescales re-
lated to the nucleation event. These include the model time step ∆t, the point in time where ho-
mogeneous nucleation is triggered tcr, the period of the freezing event τfreez and the length of de-
positional growth τdep depicted in Fig. 3.1. Typical values are τfreez = 17.38s and τdep = 2000s
for the temperature T = 220K and the vertical velocity of w = 10cm s−1. The timescales for
process-oriented models are typically ∆t < τfreez < τdep while for climate models and the Inte-
grated Forecast System (IFS) of the European Center of Mediumrange Forcast (ECMWF) it is
τfreez < τdep < ∆t. In the current IFS scheme based on Tompkins et al. (2006), the homogeneous
nucleation is assumed to be triggered as soon as the critical supersaturation is reached. The rel-
ative humidity with respect to ice is then reduced to 100% within the same model time step.
Thus as soon as nucleation is triggered the ice supersaturation is depleted and no in-cloud super-
saturation remains. When applying the homogeneous nucleation parameterisation to the DWD
models it has to be valid for both regimes, i.e. the high resolution regional COSMO model with
∆t = 23s and the global model GME with ∆t = 133s where the sequence of timescales may
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Figure 3.1: The timescales tcr, τfreez and τdep are sketched in relation to an arbitrary model timestep
∆t marked by ◦. Shown is the correct physical behaviour of the ice supersaturation evolution
(black), the new cloud ice scheme (red) and the current IFS scheme (green). Difficulties arise
when the model time step ∆t is too large to fully resolve the freezing event but too small to entirely
capture the freezing event.
vary between
∆t ≈ τfreez, (3.5)
∆t < τfreez < τdep and (3.6)
τfreez < τdep < ∆t. (3.7)
In order to take these scale differences into account and avoid double counting, it is necessary
to specify the time tcr at which the threshold for the homogeneous nucleation event Si,cr is
exceeded. This critical ice supersaturation ratio
Si,cr = 2.349− T259.00K (3.8)
is a temperature dependent analytical fit from Ren and MacKenzie (2005) based on the results
from Koop et al. (2000). As the KHL06 parameterisation takes the competition between the two
processes into account a second condition has to be fulfilled. Namely that the model updraft w
is larger than a ficticious vertical velocity wp accounting for pre-existing ice particles
wp =
a2 + a3Si
a1Si
Ri, wp ≥ 0 (3.9)
with
a1 =
Ls Mw g
cp RT 2
−M g
RT
, a2 =
1
nsat
and a3 =
L2s Mw mw
cp pT M
. (3.10)
The parameters needed in the following are latent heat of sublimation Ls = 2.836×106 Jkg−1,
molecular mass of water Mw = 18 × 10−3 kgmol−1, universal gas constant R = 8.314
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Figure 3.2: For homogeneous nucleation a clear proportionality between the ice crystal number
density and the vertical velocity is depicted. The setup is chosen as in KL02 with p = 220hPa and
large initial aerosol number density n0 always being higher than ni,hom. Shown are the simulated
values using the Koop et al. (2000) parameterisation and the KHL06 parameterisation with the
additional conditions listed in Eq. (3.20)-(3.23).
Jmol−1 K−1, molecular mass of air M = 29×10−3 kgmol−1 and the mass of a water molecule
mw = 3× 10−26 kg. The term nsat = esi/(kb T ) denotes the number density at saturation per
unit volume, where kb = 1.38065×10−23 J K−1 is the Boltzmann constant. As lower velocities
cause lower ice supersaturations, reducing the velocity has the same effect as nucleated crystals
that dismantle the saturation due to depositional growth. The freezing or growth term used in
Eq. (3.10) is given by
Ri =
4pi
νi
nir
2
i
dri
dt , (3.11)
where ν = 3.234× 10−29 m−3 denotes the specific volume of a water molecule with respect
to ice and the depositional growth r˙i as defined in the kinetic equation used by Kärcher and
Lohmann (2002, KL02 hereafter), see Sec. 3.3.
In the case of w < wp any further nucleation is suppressed. The sensitivity of the cloud ice
number density ni towards w is shown in KL02 where the following relation is derived
ni ∝ w
3/2 n
−1/2
sat . (3.12)
This supports the approach of accounting for pre-existing ice through the artificial downdraft
term wp. The dependence of the ice crystal numbers on the vertical velocity is also depicted in
Fig. 3.2 for different temperatures. Shown are the KHL06 scheme for model time steps ∆t = 1s
and ∆t = 100s as well as the Koop parameterisation with an adaptive time step for the nucle-
ation event. The high number densities for low vertical velocities and T = 196K in the Koop
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scheme are due to the high initial number of background aerosols n0 = 1000cm−3 which enters
Eq. (2.1). With more realistic values such as n0 = 100cm−3 the Koop line (not shown) matches
the KHL06 lines. The impact of a different initial pressure due to diffusion, aerosol geometric
mean size and distribution on the ni-w relationship are thoroughly discussed in Spichtinger and
Gierens (2009a). The ice crystal number density from the KHL06 parameterisation is
ni,hom =
a1Si,cr
a2 + a3Si,cr
(w−wp)R−1im , (3.13)
where
Rim =
4pi
ν
b1
b22
δ2
1+ δ
[
1− 1δ2 +
1
δ2
(
(1+ δ)2
2
+
1
κ
)
f (κ)
]
(3.14)
is the freezing or growth integral analytically solved for a set radius r0. Subsequently the
used terms will will be introduced. The function f (κ) is an asymptotic expansion including
an analytically derived errorfunction to prohibit divergence when κ is close to 1 (see de-
tailed derivation in Ren and MacKenzie (2005)). The terms b1 = ναdνthnsat(Si − 1)/4 and
b2 = αdνth/(4DvC) with the thermal speed of water molecules νth, the diffusion coefficient of
water vapour in the air Dv and the capacitance C = 1 for spherical particles. The deposition
coefficient is set to αd = 0.5 which will be thoroughly discussed in Sec. 3.3.1. In Eq. (3.14), δ
is the dimensionless ice particle size parameter. The dimensionless parameter κ is the ratio of
timescales of the initial growth and freezing timescale and is used for distinguishing between
the slow and fast growth regime (κ ≪ 1 slow growth regime, κ ≫ 1 fast growth regime). It
depends on the vertical velocity and the particle size conditions:
δ = b2 r0, κ =
2b1 b2
1+ δ τfreez. (3.15)
Once the requirements for homogeneous freezing are fulfilled the characteristic timescale from
KL02 for the freezing event depicted in Fig. 3.1 is
τ−1freez =
(∂ ln(J)
∂T
)
Si=Si,cr
dT
dt . (3.16)
Inserting the adiabatic cooling rate and the parameterisation for the change of nucleation rate
with temperature as stated in Ren and MacKenzie (2005) yields
τ−1freez = [T (0.004T −2)+ 304.4]
gw
cp
. (3.17)
In order to determine the time of the nucleation event several variations are included. First, the
time interval is determined, in which the critical value of Si,cr is reached. In KL02 the time
interval between the initial value S0 and the reaching of the critical saturation Si,cr is given.
Replacing S0 with the value for Si of the current time step will give the remaining time until
the critical saturation is reached:
tcr =
1
a1w
ln
(
Si,cr
Si
)
. (3.18)
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Combining Eq. (3.17) and Eq. (3.18) determines the duration of the nucleation event. If
(tcr + τfreez) < ∆t the nucleation event is captured within the next model time step. The su-
persaturation at the end of the next time step is estimated by the extrapolation from KHL06
Si(t + ∆t) = Si + a1 Si(w−wp)∆t. (3.19)
Thus tcr +τfreez determines when a nucleation event occurs and only if Si(t +∆t) > Si,cr will the
nucleation event take place at the current time step. In summary the homogeneous nucleation
event is triggered if the four conditions are fulfilled:
1)Si > Si,cr (3.20)
2)w > wp (3.21)
3) tcr + τfreez < ∆t (3.22)
4)Si(t + ∆t) > Si,cr. (3.23)
While 1) and 2) where already predefined conditions from KHL06, points 3) and 4) are newly
implemented. This leads to a physically based approach to capture the characteristic ice super-
saturation overshoot to occur in the parcel model which is important for NWP models with a
model time step of ∆t ≈ 100s. Using only the original criteria 1) and 2) from Eq. (3.20)- (3.23)
would result the nucleation event to be triggered as soon as Si,cr is reached. Yet higher ice
supersaturation values are possible through the extention of the criteria. In Haag et al. (2003)
this higher peak in Si above Si,cr is explained to be a non-equilibrium effect which is shown to
increase with decreasing temperature. This is due to slower ice particle growth and continuous
cooling during the constant lifting of the parcel.
In KHL06 the variations of the ice crystal radius for the timescale of the freezing event τfreez
and the model time step ∆t are taken into account in order to improve the result of the ice
particle diameter. When nucleation commences the radius ri(τfreez) is calculated by use of the
KHL06 parameterisation. The next value of interest is the ice crystal radius ri,∞ for t → ∞
proposed in KL02, which also takes commencing depositional growth into account. By using
the ice water mass
mi,∞ =
pi
6 mw
a1 Si,cr
a2 + a3 Si,cr
wτfreez + mw nsat(Si,cr−1) (3.24)
the mean ice particle radius results in
ri,∞ =
(
3mi,∞
4piρini,hom
)1/3
(3.25)
The intermediate radius for the model time step ri(∆t) is then determined by iteration between
ri(τfreez) and ri,∞.
The comparison of the KHL06 scheme including the alteration for the triggering of the homo-
geneous nucleation event to Koop et al. (2000) is shown in Fig. 3.3. The latter scheme is hereby
considered as the ’truth’ as it uses a diagnostic nucleation rate based on a classical nucleation
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Figure 3.3: The development of ice supersaturation over time with the initial conditions T = 220K,
p = 220hPa and a constant updraft w = 25cms−1 causing homogeneous nucleation to be triggered
at Si,cr. The KHL06 homogeneous nucleation is compared to the Koop scheme (Koop et al., 2000)
using the time steps ∆t = 1s and ∆t = 100s. The overshoot is captured as the nucleation event is
delayed to occur in the last critical saturation time step taking tcr + τfreez into account.
scheme and an adaptive time step around the nucleation event. It can be seen that the ice satu-
ration curve shows the same behaviour for the explicitly resolved Koop et al. (2000) scheme as
for the KHL06 scheme with time steps ∆t = 1s and ∆t = 100s. Only implementing the KHL06
scheme would have caused a triggering of the nucleation event, as soon as Si,cr is reached.
Through the new conditions listed as Eq. (3.22)- (3.23) the scheme becomes robust for larger
time steps. Although these conditions only hold under the assumption that the vertical velocity
is sufficiently constant. The asymptotic value for t → ∞ of the ice saturation ratio in Fig. 3.3
does not reach Si = 1 due to the ongoing cooling of the air parcel resulting from the constant
updraft. Because of good physical behaviour the KHL06 parameterisation became the scheme
of choice and with the modifications it is robust enough for operational applications. The cal-
culation of the pre-existing heterogeneously formed ice crystals which potentially suppresses
homogeneous nucleation is described in the following.
3.2.2 Parameterisation of Heterogeneous Nucleation
Heterogeneous nucleation is triggered at warmer temperatures, i.e. T > −40°C, depending
on the existence of ice nuclei in the atmosphere, and thus often reduces ice supersaturation
before homogeneous freezing can set in. In the past, empirical parameterisations have been
developed in which the IN depend on either ice supersaturation (e.g., Meyers et al. (1992)) or on
temperature. The latter is also used for the heterogeneous nucleation parameterisation scheme
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a) deposition mode b) condensation/immersion mode
Figure 3.4: The activated ice nuclei for black carbon, insoluble organic carbon and dust/metallic
particles according to Phillips et al. (2008) as a function of the supercooled temperature and the
ice supersaturation. Plot a) depicts depositional freezing and b) represents the number densities for
the condensation and immersion mode for the initial number densities, DM = 162dm−3, BC =
15cm−3 and O = 1.77cm−3 compared to the modified Fletcher (1962) equation.
by Fletcher (1962), which is currently implemented in an altered form in the DWD models.
In the following, the modified Fletcher parameterisation is compared to the heterogeneous ice
nucleation scheme by Phillips et al. (2008, PDA08 hereafter) with respect to the resulting ice
crystal number densities.
In the parameterisation proposed in PDA08, the number densities are derived by using em-
pirical dependencies of aerosol chemistry and accounting for various IN. This is obtained by
assuming the active IN to be approximately proportional to the aerosol’s total surface area. The
data used is constrained by measurements of the continuous flow diffusion chamber (CFDC).
In the heterogeneous nucleation scheme, it is explicitly distinguished between inorganic black
carbon (BC), insoluble organic carbon (O) and dust/metallic aerosols (DM). This permits a
coupling to aerosol model climatologies in the future. In the parcel model the initial number
densities for the IN are set as proposed in PDA08, namely nDM = 162dm−3, nBC = 15cm−3 and
nO = 1.77cm−3. These values are based on six field campaigns. Sensitivity studies concerning
the initial IN values and their influence in NWP models will be conducted in the following
chapters.
The scheme takes into account the model temperature, pressure, water vapour mixing ratio
and supersaturation ratio. The concentration of active IN from species X (i.e. DM, BC and O)
within a size interval dlogDX as described in detail in PDA08 is
nIN,X =
Z
∞
log[0.1µ m]
(1− exp[µX (DX ,Si,T )]) dnXdlogDX dlog DX , (3.26)
which is valid for T < 0°C and 1 < Si ≤ Si,w where Si,w is the value for water saturation.
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The function µX comprises various relations for the modes and surface area giving the average
number of activated embryos per insoluble aerosol particle with the size Dx. The resulting
activated ice nuclei number densities for the deposition and condensation/immersion modes in
dependence of supersaturation over ice and supercooling is depicted in Fig. 3.4. The organic
substances show the greatest impact for the deposition mode while soot is the dominant IN in
the condensation/immersion mode.
The frozen ice nuclei fractions nfrac,X of the individual groups are calculated by dividing the
nucleated ice crystal concentration through the total initially available number of ice nuclei for
each species INX . The total heterogeneously nucleated number density ni,het then yields
ni,het = ∑ INX nfrac,X. (3.27)
Larger particles have a higher nucleation efficiency due to more effective and active sites.
The assumed minimum diameter for an IN is Di = 0.1µ m. Comparisons presented in PDA08
show that the resulting number concentrations for heterogeneously nucleated ice crystals lie
in the same range as the Lohmann and Diehl (2006), Liu and Penner (2005), Khvorostyanov
and Curry (2004) and Meyers et al. (1992) schemes. A validation and further discussions of
this scheme can be found in Eidhammer et al. (2009) and Phillips et al. (2009). In Phillips
et al. (2013) a modified approach of this heterogeneous nucleation scheme is given (see also
Sec. 6.2.1).
In the operational models at the DWD, the empirical parameterisation of heterogeneous nucle-
ation only depends on T and does not differentiate between the different nucleation modes, i.e.
it includes condensation, immersion, contact and deposition freezing in a single equation. The
classical Fletcher-formula (Fletcher, 1962) is given by
ni,het = n0 exp(0.6(T0−T )), n0 = 0.01m−3, T0 = 273.15K. (3.28)
The ice crystal numbers resulting from Eq. (3.28) at T ≈−40°C are found to overestimate ni,het
by three orders of magnitude and underestimates the ice nuclei concentrations by about two
orders of magnitude at moderately low temperatures T ≈−10°C (Doms et al., 2004). In order
to counteract underestimations at high temperatures, additional so-called ice enhancement (e.g.,
ice crystal fragmentation, ice splinter production in riming) is implicitly taken into account.
The resulting operational parameterisation for the number density for ice crystals (Doms et al.,
2007)
ni,het(T ) = n0 exp(0.2(T0−T )), n0 = 100m−3 (3.29)
is based on a fit to aircraft measurements in stratiform clouds (Hobbs and Rangno, 1985; Mey-
ers et al., 1992) with n0 being an empirical parameter. Comparisons of the activated ice nuclei
nIN to the PDA08 parameterisation show that for low supercooling values T < −20°C the
number of activated ice nuclei are still overestimated, see Fig. 3.4. Further comparisons of the
resulting cloud ice number densities are illustrated and discussed in Sec. 3.2.3. In Sec. 3.4 an
additional ice nuclei budget variable for activated IN is introduced.
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New Parameterisations Operational Parameterisations
Homogeneous ni,hom = a1Scra2+a3Scr (w−wp)R
−1
im
Nucleation see Eq. (3.13) —-
Kärcher et al. (2006)
Heterogeneous ni,het = ∑ INX nfrac,X ni,het = n0 exp(0.2(T0−T))
Nucleation see Eq. (3.27) see Eq. (3.29)
Phillips et al. (2008) Fletcher (1962) modified
Table 3.1: Overview of the new and operational ice nucleation parameterisations along with their
equation for the number densities.
3.2.3 Interaction of Nucleation Processes
In the proposed nucleation scheme, the previously introduced homogeneous parameterisation
based on KHL06 is coupled to the heterogeneous nucleation schemes. This will allow a compe-
tition between the processes, which results in a more realistic approach. Heterogeneous freez-
ing sets in at warmer temperatures and, depending on the amount and hygroscopicity of the
aerosols available, may reduce the ice supersaturation before homogeneous freezing is trig-
gered. An overview of the processes as well as their competition was given in Sec. 2.2.3 and
illustrated in Fig. 2.4. The critical ice crystal number concentration needed in order to suppress
subsequent homogeneous freezing is analytically derived by Gierens et al. (2003), Eq. 21, and
als<o by Barahona and Nenes (2009), Eq. 20, for monodisperse ice nuclei based on cloud par-
cel model equations. The competition between the two nucleation mechanisms in cirrus clouds
was also investigated with 2-D simulations by Spichtinger and Gierens (2009b).
Depending on the ambient atmospheric conditions, i.e. pressure, temperature, number of avail-
able IN and vertical velocity, either homogeneous, heterogeneous or both freezing mechanisms
are triggered. An important aspect in correctly coupling the homogeneous and heterogeneous
parameterisations are the different cirrus properties resulting from either regime. Heteroge-
neous nucleation potentially becomes dominant in contrail and cirrus regions with slow up-
drafts (Lin et al., 2002). Vertical velocities less than 20cm s−1 are thought to be where hetero-
geneous nucleation has the maximum impact on cirrus cloud formation whereas homogeneous
nucleation gains importance at higher velocities (DeMott et al., 1997).
The main objective is to investigate the different behaviour of the operational parameterisations
in the NWP models of the DWD and the new cloud ice nucleation scheme. However, as cur-
rently no parameterisation for homogeneous freezing of liquid aerosols is implemented, only
the heterogeneous nucleation scheme from PDA08 is compared with the modified Fletcher
equation while for homogeneous freezing the KHL06 scheme with altered triggering is solely
used, see Tab. 3.1.
In order to investigate the mutual interaction of the two nucleation schemes an intermediate
scenario is chosen with the ambient temperature being T = 230K, the pressure p = 220hPa,
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Figure 3.5: Parcel model simulations with the initial values for the temperature T = 230K, the
pressure p = 220hPa, and the vertical velocity w = 40cms−1, which reveal the characteristics of
homogeneous and heterogeneous nucleation as well as their interaction. Used are the KHL06 ho-
mogeneous nucleation scheme merged once with the heterogeneous schemes applying the modified
Fletcher equation and once with PDA08. Different confining maximum values for ni,het and ni,hom
lead to the competition between the two processes (light and dark blue symbols), purely homoge-
neous freezing (green line) and solely heterogeneous nucleation (orange and red lines for PDA08
and the modified Fletcher equation, respectively). In a) the ice supersaturation ratio, in b) the ice
crystal number density, in c) the ice crystal radius and in d) the cloud ice mixing ratio for the two
modes are shown. In d) also the cloud ice mixing ratio for saturation is depicted by the dashed
black line.
and the constant vertical velocity w = 40cms−1. Three scenarios are considered:
1) no available ice nuclei (homogeneous freezing)
2) upper limit for the activated IN is 100dm−3 (heterogeneous freezing)
3) upper limit for the heterogeneous ice crystal density ni,het = 15dm−3 (mixed freezing).
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In Fig. 3.5a the development of the ice supersaturation ratio for the above mentioned scenarios
over time is shown. The number densities in b) and the cloud ice mixing ratio in d) result
from adding the homogeneous and heterogeneously originated particles together. The mean
ice crystal radius in Fig. 3.5c is defined by ri = ni,homri,hom+ni,hetri,hetni,hom+ni,het to stress the differences in
particle size for the two ice modes. This definition also explains the gap with abrupt increase
in Fig. 3.5c.
The purely homogeneous nucleation case is represented by the green line and is triggered at
the critical ice supersaturation ratio Si,cr = 1.47. Regarding the solely heterogeneous nucleation
scenario clear differences are noticeable. The ice number crystal concentration resulting from
the modified Fletcher equation causes all the available IN to be activated at once reaching the
limit ni,het = 100dm−3 within the first time step (Fig. 3.5b) and quickly depletes the ice super-
saturation to its asymptotic value (Fig. 3.5a) . This scenario is unrealistic in conjunction with
the PDA08 scheme, as the IN are activated over time until ni,het = 29dm−3 and struggle to
reduce the amount of available ice supersaturation (Fig. 3.5a) while homogeneous nucleation
is unphysically suppressed. However, this clearly demonstrates the difference in IN activation
between the two heterogeneous nucleation schemes. The operational NWP scheme easily over-
estimates the activated IN for the amount of background aerosol available.
In Fig. 3.5 the light and dark blue lines show the competition between the homogeneous freez-
ing and the activation of IN using the modified Fletcher equation and the PDA08 scheme,
respectively. The higher the ice crystal number density resulting from the heterogeneous nucle-
ation, the later homogeneous nucleation is capable of being triggered. This clearly shows the
struggle between decreasing ice supersaturation due to existing ice crystals and its increase be-
cause of the air parcel’s constant lifting depicted in Fig. 3.5a. The ice crystal radius (Fig. 3.5c)
plays a great role as well, as the larger heterogeneous ice particles grow slower than the smaller
homogeneous ice crystals but deplete the ice supersaturation quicker due to their larger surface
area. This is clearly depicted in Fig. 3.5 as the heterogeneously nucleated particles from the
modified Fletcher equation cause homogeneous freezing to be postponed. The cloud ice mix-
ing ratios qi shown in Fig. 3.5d asymptotically approach the dashed black line, which is the
cloud ice mixing ratio for saturation qi,sat. This result already indicates that for regions with
mature cirrus clouds or with persistent updraft, the cloud ice mixing ratio is going to be simi-
lar for both ice nucleation schemes. Yet differences in the cirrus cloud evolution are expected,
depicted in Fig. 3.5d where the region of interest is t < 2000s as the discrepancy between the
schemes is the largest here. Especially the cloud ice mixing ratios from the heterogeneous nu-
cleation case depicted by the red and orange line in Fig. 3.5d differ to a large extent. Choosing
the modified Fletcher’s equation (red line), as it is done in the NWP models of the DWD at the
time being, the cloud ice mixing ratios are overestimated for young cirrus, i.e. t < 1000s.
In summary, homogeneous freezing evokes ice particles to have smaller radii but larger num-
ber densities while heterogeneous nucleation generates larger but fewer ice particles. After the
triggering of the nucleation events the depositional growth plays a major role in the further
development of the ice crystals as they compete for the available water vapour in the mixed
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regime. To further investigate this phenomenon the equations and the timescales for deposi-
tional growth are considered in Sec. 3.3.
3.3 Depositional Growth
After nucleation sets in, the further development of the ice crystals is distinguished by diffu-
sional growth, i.e. deposition/sublimation. Depositional growth is coupled with the release of
latent heat causing an increase in buoyancy which potentially increases vertical motion. This
in turn will directly affect the supersaturation as it intensifies the water vapour supply for diffu-
sional growth. This feedback motivates the necessity of an accurate physical description. The
equations currently accounting for deposition in the DWD models will be explained and com-
pared to different kinetic and thermodynamic approaches. The resulting depositional timescales
along with a physical treatment for the ice crystal modes will be discussed thereafter.
3.3.1 Kinetic and Thermodynamic Formulation
In literature there are two different ways of formulating depositional growth, namely the ki-
netic and thermodynamic formulation. The kinetic formulation is based on gas kinetics where
the individual particles are considered. The thermodynamic formulation is based on macro-
physical quantities and equilibrium states. These are equivalent formulations yet for smaller
ice crystals the kinetic regime is favored while larger ice crystals are rather considered to grow
in the thermodynamic regime. Shown in the following, is how the kinetic and thermodynamic
formulation relate to each other. A general way of calculating the growth rate of an individual
ice crystal is via the change in water vapour mixing ratio qv and ice mass mi
dqv
dt
∣∣
dep =−
1
ρa
Z
∞
0
dmi(ri)
dt f (x,y,z,ri, t)dri (3.30)
dmi
dt = 4piρi r
2
i r˙i (3.31)
where f (x,y,z,ri, t)dri denotes the size distribution and ni =
R f (x,y,z,ri, t) the number density.
In the following, the size distribution is a delta function as the parcel model only accounts for a
monodisperse size distribution. With this assumption and after inserting the mass change with
respect to the radius, the integral can be simplified to
dqv
dt
∣∣
dep =−
nim˙i
ρa
=−4piρa ρini r
2
i r˙i. (3.32)
First, the kinetic regime is considered, which becomes important for particles with radii com-
parable to the mean free path of air molecules. The kinetic equation for the change in crystal
size r˙i used in Eq. (3.11) based on KL02 is given by
dri
dt =
mw
ρi
αdνth
4
nsat(Si−1)
1+ αdνthri4Dv
=
b1
1+ b2ri
, (3.33)
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where Dv is the diffusion coefficient of water vapour in air. In Eq. (3.33) the value αd = 0.5 is
the deposition coefficient (also named accomodation or kinetic coefficient) of water molecules
onto ice particles which are assumed spherical as proposed by Spichtinger and Gierens (2009a).
The deposition coefficient is one of the most uncertain parameters in cloud microphysics and
is especially important in the kinetic regime (Gierens et al., 2003). Typical values for αd range
from 0.005 to 1, where values lower than 0.1 lead to an insufficient depositional growth result-
ing in high ice number concentrations and high ice supersaturations (Harrington et al., 2009).
The mass accomodation coefficient is an also poorly known correction term in the kinetic
growth regime and is normally set to one and is neglected in the following. The deposition and
thermal accommodation coefficients both have the function to reduce the effective diffusity and
consequently to slow down the growth of small particles.
Substituting Eq. (3.33) into Eq. (3.32) as well as Si = (qv−qv,si)/qv,si + 1 and nsat = esi/kb T
results in the kinetic formulation for the change in water vapour mixing ratio restricted to
depositional growth
dqv
dt
∣∣
dep =−
pini r
2
i mw αd νthesi
qv,siρakbT
(
1+ αdνthri4Dv
)(qv−qv,si). (3.34)
The thermodynamic equation is based on Maxwell’s diffusion equation (Maxwell, 1890),
which was verified by laboratory studies for frozen prolate spheroids with diameters Di larger
than 100µ m (Korolev et al., 2003). Maxwell’s diffusion equation is based on steady-state as-
sumptions of a spherical ice crystal in an isothermal surrounding. The formulation as given by
Khvorostyanov (1995) and Khvorostyanov and Sassen (1998a, KS98 hereafter) reads:
dri
dt =
Dv ρaC
ρi Qi riξ2i
(qv−qv,si), (3.35)
in which C represents the capacitance and ξi the characteristic dimension of crystals. The term
Qi = 1+(Ls/cp)(∂qv,si/∂T ) accounts for psychrometric corrections. When assuming spherical
particles C = ξi = 1 and Qi≈ 1. Inserting Eq. (3.35) into Eq. (3.32) yields the change in mixing
ratio
dqv
dt
∣∣
dep =−
4pi
ρa
ρini r2i
Dv ρaC
ρi Qi riξ2i
(qv−qv,si) (3.36)
=−4piDv ri ni (qv−qv,si). (3.37)
The thermodynamically based depositional rate used in the COSMO model and GME includes
the formfactor for hexagonal plates ai,m = 130kg m−3. The diameter Di is defined through
mi = ai,mD3i and is restricted to 200µ m. Additionally the Howell factor (Howell, 1948) Hi
incorporates the effects coupled to the difference in ambient air and drop temperature and thus
thermal diffusivity.
dqv
dt
∣∣
dep =−
4piDv Di ni
1+ Hi
(qv−qv,si) (3.38)
where
Hi =
Dv L2s
KT Rv T 2
ρa qv,si. (3.39)
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Without accounting for Hi, the equations 3.37 and 3.38 are equivalent.
As it is of interest how the kinetic equation is related to the thermodynamic formulation, the
rate of change in radius Eq. (3.33) is converted into Eq. (3.35). The key difference between
both equations lies in the factor
1+ αdνthri
4Dv
−−−−→ri → ∞ αdνthri4Dv . (3.40)
The detailed formulation reads
αdνthri
4Dv
=
1
8
√
8kb T
pimw
ri
(
2.11×10−5
(
T
T0
)1.94( p0
p
))−1
(3.41)
for αd = 0.5 and the mean of the magnitude of the thermal velocity νth. Thus when considering
ice crystal radii ri ≫ ri,0 the kinetic approach can be reformulated by performing the simplifi-
cation Eq. (3.40). Subsequently Si = (qv−qv,si)/qv,si +1 and nsat = esi/(kb T ) are inserted into
Eq. (3.33) leading to
dri
dt =
mw
ρi
αdνth
4
4Dv
αdνthri
esi
kb T
(qv−qv,si)
qv,si
(3.42)
=
mw Dv
ρi ri
esi
kb T
(qv−qv,si)
qv,si
. (3.43)
When substituting esi = Rv/Ra pqv,si, the Boltzmann constant kb = Ra/Na and the mass of a
water molecule mw = Mw/Na with Na being the Avogadro constant
dri
dt =
Dvρa
ρi ri
(qv−qv,si) (3.44)
is obtained which yields the thermodynamic equation Eq. (3.35) for spherical particles. Thus
for homogeneously frozen ice crystals having small ice particle sizes comparable to the mean
free path of air molecules it is advisable to use the kinetic equation. The assumption Eq. (3.40)
for the thermodynamic formulation holds for the larger heterogeneously nucleated ice crystal
radii. In the following, the thermodynamic approach coupled with the Howell factor as de-
scribed by Eq. (3.38) is applied to heterogeneous hexagonal ice crystal plates.
In question is to what extent the kinetic and thermodynamic formulation and ice crystal habit,
i.e. spherical or hexagonal plate, influence the ice crystal growth. In Fig. 3.6 the time evo-
lution of ice crystal radii for the different depositional growth approaches is depicted in de-
pendence of ambient atmospherical conditions favouring homogeneous (Fig. 3.6a) or hetero-
geneous (Fig. 3.6b) nucleation. Hereby the choice of αd for the kinetic formulation KL02 is
emphasised. The spherical and hexagonal plate based on KS98 and the Howell formulation
are considered for the thermodynamic approaches, respectively. For this plot the parcel model
time step is set to ∆t = 1s and the air parcel is at rest, i.e. with no updraft, where only the
initial setting distinguishes the nucleation scenarios. To choose a realistic scenario for the ho-
mogeneous freezing, the nucleation event is triggered according to Eq. (3.8). The nucleation
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a) homogeneous scenario b) heterogeneous scenario
Figure 3.6: The change in ice crystal radii over time for the homogeneous a) and heterogeneous b)
scenario for the kinetic and thermodynamic depositional growth rates is depicted. For the homoge-
neous nucleation, the initial ice crystal radius is ri,0 = 1µm, the ice crystal number density is set
to ni = 10cm−3, and the temperature is T = 200K. In the heterogeneous nucleation scenario, the
initial ice crystal radius is ri,0 = 50µm, the constant ice crystal number density is ni = 10dm−3,
and the temperature is set to T = 240K. The pressure is p = 240hPa for both scenarios. The dark
and light blue lines show the influence of the deposition coefficient on the kinetic depositional
growth rate. The ice crystal radii resulting from thermodynamic depositional growth rate consider-
ing spherical ice particles and hexagonal plates are shown in orange and red, respectively.
threshold for heterogeneous is not as simple and varies for different ice nuclei species. Thus
for heterogeneous freezing conditions the simplified freezing threshold
Sw,cr =
(
T
T0
)MwLe fm
RT
(3.45)
is applied based on Khvorostyanov and Curry (2004) where Le fm is the effective latent heat
of melting in cal g−1 for which the approximation given in Khvorostyanov and Curry (2009)
is used. Le fm = cL0 + cL1Tc + cL2T 2c + cL4T 4c with Tc in °C and the dimensionless coefficients
cL0 = 79.7, cL1 = 0.333, cL2 = −2.5x10−3 and cL4 = 0.8× 10−7. The critical ice saturation
ratio for heterogeneous nucleation then results from Si,cr = Sw,cresw/esi.
First, the evolution of an ice crystal with an initial radius of ri,0 = 1µm resembling a homo-
geneous nucleated ice crystal size as shown in Fig. 3.6a is discussed. As diffusional growth
occurs after the nucleation event is triggered, the initial value for ice supersaturation for homo-
geneous freezing is Si,cr = 1.58 resulting from Eq. (3.8) for T = 200K. The constant ice crystal
number density ni = 10cm−3 is prone to occur in gravity wave scale updrafts of w≈ 10cms−1.
Noticeable is that depositional growth by use of the thermodynamic approach depletes the ice
supersaturation quickly causing the asymptotic ice crystal radius ri = 3µm to be obtained at
Si = 1 within 250s. In accordance with Harrington et al. (2009) a vast difference is noticeable
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when changing the deposition coefficient from αd = 0.5 (Spichtinger and Gierens, 2009a) to
αd = 0.05 (Stevens, 2011). In Fukuta and Walter (1970) it is also commented that the kinetic
growth approach resembles the Maxwellian equation when setting the deposition coefficient
to one. This is because of the lower efficiency of diffusional growth with a lower deposition
coefficient causing ice supersaturation to reach higher values due to the slow depletion.
For the heterogeneous freezing scenario the critical ice saturation ratio resulting from
Eq. (3.45) yields Si,cr = 1.28 for T = 240K. The initial ice crystal number density ni = 10dm−3
with the radius growing from ri,0 = 50µ m to ri = 115µ m in 3500s. As can be seen in Fig. 3.6b,
there are no essential differences between the kinetic, the thermodynamic, the spherical or the
hexagonal formulation.
Essentially, the kinetic formulation for diffusional growth shows a higher sensitivity towards
the efficiency of the ice supersaturation depletion. While the larger heterogeneous particles
accumulate more mass, the radius of the smaller homogeneous ice grows faster in compari-
son. This also justifies the monodisperse assumption made for Eq. (3.32). These differences
for the depositional growth motivates a coupled approach to model the competition between
heterogeneous and homogeneous formed ice crystals for the available water vapour in an ice
supersaturated environment. The coupled approach is pursued and investigated in Sec. 3.3.2.
3.3.2 Depositional Growth Timescale
The goal is to achieve a physical description for ice supersaturation and consequently for de-
positional growth, as it plays an important role in its depletion. The competition for existing
water vapour of the ice crystals developed by either homogeneous or heterogeneous freezing
determines the ice particle number (DeMott et al., 1997). The competition highly depends on
the timescale of diffusional growth for either cloud ice mode. The deposition timescale τdep
was schematically depicted in Fig. 3.1 and will be analysed subsequently.
The ice microphysics scheme in the NWP models of the DWD includes a limitation for the
deposition rate where the minimum deposition rate is (qv− qv,si)/∆t in order to prevent more
water vapour to be depleted than available after the depositional growth rate has been calcu-
lated. The necessity of this limitation motivates a more physical handling of the depositional
growth rate. Also a bulk ice treatment results in higher cloud ice mixing ratio, as a one mode
scheme uses the sum of nucleated cloud ice causing a quicker subsequent crystal growth. Thus
it is desirable to distinguish the ice modes and to treat the depositional growth rates sepa-
rately. A relaxation approach of the supersaturation towards an equilibrium state was already
considered in Korolev and Mazin (2003), Kärcher and Burkhardt (2008) as well as Wang and
Penner (2010). However, the phase relaxation approach proposed in Morrison et al. (2005) for
high resolution cloud models additionally includes the interaction of all hydrometeor species.
This approach is adapted to the two-mode two-moment ice nucleation parcel scheme where the
number density ni,x and cloud ice qi,x are treated separately for x = hom,het respectively. The
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Figure 3.7: The plots show the dependency of the depositional freezing timescales on the mean
ice crystal radius and number density for T = 240K and p = 220hPa.
change for the water vapour mixing ratio yields
dqv,x
dt
∣∣
dep =−
χ(qv−qv,si)
τi,x ∆t
×
[
1− exp
(−∆t
χ
)]
(3.46)
corresponding to the deposition rate for cloud ice τdep which will be distinguished between for
the two ice modes τi,hom and τi,het. The general deposition relaxation time χ results from
χ =
[
(τ−1i,hom + τ
−1
i,het)
]−1 (3.47)
with the timescales being defined as
τ−1i,x =
dqv
dt (qv−qv,si)
−1∣∣
x
. (3.48)
Due to the dependency of q˙v on ni and ri as seen in Eq. (3.32), the timescales for different
mean ice crystal radii and number densities are investigated. The timescale indicates the ability
of the air parcel to absorb vapour and the phase transition of vapour to ice. In this section only
the depositional timescale for cloud ice is accounted for whereas later simulations include the
further interaction of depositional growth of snow (see Eq. (4.28) in Sec. 4.2).
In figure Fig. 3.7 the different timescales for the thermodynamic Howell equation (Howell,
1948) with hexagonal ice crystal shapes are depicted for T = 240K. The analogous change in
ice crystal radius is depicted in Fig. 3.6b. Values for the timescales vary between τi,x = 0.24s
for ri = 500µ m and ni = 104 dm−3 and longer relaxation times of τi,x = 322h for ri = 1µm and
ni = 1dm−3. This shows how larger ice crystal radii and higher number densities reduce the
depositional growth timespan. Ice crystal phase relaxation timescales are also noted in Table A1
from Khvorostyanov and Sassen (1998b) based on the thermodynamic approach with spherical
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particles, i.e. τdep = (4piDvniri)−1. A comparison shows that τi,x shown in Fig. 3.7 is about
≈ 70% smaller than the timescales from Khvorostyanov and Sassen (1998b). This discrepancy
is based on differing approximations of the diffusion coefficient Dv of water vapour in dry air.
The formulation used in the parcel model was proposed by Pruppacher and Klett (1997) and is
temperature and pressure dependent and results in much higher Dv values for low atmospheric
pressures than only temperature-related descriptions assuming sea level pressure.
Including the relaxation timescales into the depositional growth cloud ice scheme leads to
a more physical approach and more realistic ice supersaturation values. The connection of
the relaxation timescale to the quasi-stationary ice supersaturation state is approximated by
Khvorostyanov and Sassen (1998b) with
(Si−1)
∣∣
eq = 1.1×10−3wτdep in %. (3.49)
The equilibrium value thus results from the vertical updraft w in ms−1 and crystal phase relax-
ation timescale in s. This shows that intermediate values ni = 100dm−3 and ri = 100µ m mostly
found at the top of cirrostratus (DeMott et al., 1994) have τi,x = 121s and (Si−1)
∣∣
eq = 1.33%
for w = 10cms−1. This indicates that no subsequent ice formation through homogeneous
nucleation would take place and heterogeneous nucleation is dominant in such a regime
(Khvorostyanov and Sassen, 1998b).
Not only the relaxation timescale approach but also the application of the two ice modes alters
the depositional growth. The new relaxation timescale approach is coupled to the improved
cloud ice scheme. This presents a more physical handling of the water vapour available for this
process. Also the possibility of competition for available water vapour between the ice modes
and potentially snow is given. In the DWD models this was neglected so far and the diffusional
growth for the ice phases was calculated with the Euler forward scheme independent of each
other with a saturation limiter ensuring that not more water vapour is depleted than available.
3.4 Ice Nuclei Budget Variable for Heterogeneous Nucleation
Ice nuclei are unequally distributed in the upper atmosphere. Yet, in the heterogeneous nucle-
ation scheme by PDA08 a constant concentration of the three aerosol species is assumed. A
more sophisticated way for representing ice nuclei in the cloud ice scheme, would be to use
a coupled prognostic aerosol model, such as the COSMO-ART (ART stands for Aerosol and
Reactive Trace gases) (Vogel et al., 2009). Such a coupling would be numerically too expen-
sive for operational use at this time. However, the constant amount of available ice nuclei based
on PDA08 is not realistic and could potentially lead to an overestimation of heterogeneously
nucleated ice crystals. To prohibit such an overestimation of nucleated ice crystals due to the
amount of predetermined IN a tracking variable for activated IN is introduced. Motivated by
this, a tracer variable ni,nuc is introduced .
The predefined aerosol number density from PDA08 nIN,PDA08 serves as an initial value and
remains constant over all time steps. These are reduced by previously nucleated ice nuclei
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ni,nuc. As only the dynamics of an air parcel are considered in this chapter the number density
of available ice nuclei at a given time step nIN is simply given by
nIN = nIN,PDA08−ni,nuc. (3.50)
The ice nuclei budget variable ni,nuc from Eq. (3.50) limits newly nucleated heterogeneous ice
because already activated IN are taken into account in every time step. A similar approach
was taken by Cohard and Pinty (2000) for cloud condensation nuclei (CCN). This simpli-
fied approach to account for spatial variability of ice nuclei counteracts the same amount of
unactivated/background IN to be available, which would be advantageous for heterogeneous
nucleation. A more detailed discussion of this simple IN tracking approach will be given in
Sec. 4.2. The prognostic equation for the activated ice nuclei concentration Ni,nuc is given in
Eq. (4.27).
3.5 Sedimentation
In the operational DWD NWP models ice crystals are considered as non-precipitating, i.e. the
process of sedimentation is neglected. Yet its importance is emphasised in the studies of e.g.,
Spichtinger and Gierens (2009a) and Spichtinger and Cziczo (2010). It is stated that the high
ice supersaturation found in cirrus clouds are a potential feedback of sedimentation as the ice
crystals fall out prior to ice supersaturation depletion. The impact of the ice crystal terminal
velocities on the build up and the decay of cirrus clouds is also stressed by Heymsfield and
Iaquinta (2000) while Jensen et al. (2011) highlight its limiting effect due to radiative-dynamic
interactions. The implementation of cloud ice sedimentation in the ECMWF global model and
its effect on radiation is also discussed by Jakob (2002). Therefore it is essential to include this
process in the following studies.
Typical ice fallout formulations are a function of the specific ice content (Jakob, 2002) or of
temperature and pressure (Heymsfield and Iaquinta, 2000). Alternatively, the mass-dimension
m−D and area-dimension A−D relations are used,
m = αDβ and A = γDσ (3.51)
where D is the maximum dimension, α and β the mass-size and γ and σ the area-size relation
exponents depending on the geometry.
A physically based power-law like representation for the relation between the Reynolds number
Re and the Best number X is given by Mitchell (1996) while Mitchell and Heymsfield (2005)
reformulated this in terms of m−D and A−D parameters. A continuous formulation over the
entire size range of liquid and crystalline particles is presented by Khvorostyanov and Curry
(2005, KC05 hereafter). Additional corrections for the transition of laminar to turbulent flow
and change in air density are accounted for. This resulting terminal fall velocity as a function
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Figure 3.8: The plot depicts the terminal velocities for different ice crystal shapes based on
Khvorostyanov and Curry (2005) with the reference air density ρa = 1.225kgm−3.
of D as stated in KC05 is
vi,T = AvDBv , (3.52)
with Av = aReρbRe−1a η1−2bRe
(
2αg
γ
)bRe
, (3.53)
and Bv = bRe(β−σ+ 2)−1. (3.54)
The continuous functions aRe and bRe are determined in terms of the relation Re(X) = aReXbRe
and are defined in Eq.(2.7)-(2.8) in KC05 and η is the dynamic viscosity. The equivalent
diameter described by Eq. (3.51) is used with the exponents for small hexagonal plates
α = 0.5870086, β = 2.45, γ = 0.120285 and σ = 1.85 (Mitchell, 1996). Terminal velocities for
different geometries, namely hexagonal plates, bullet rosettes and hexagonal columns and their
equivalent diameters are depicted in Fig. 3.8 using the reference air density ρa = 1.225kg m−3.
For consistency hexagonal plates are assumed hereafter since this geometry is already chosen
for the depositional growth.
Larger ice crystals have a greater acceleration with height than smaller particles (ri ≈ 30−
40µm) because of the lower air density. Thus it is important to choose an accurate description
which accounts for this size discrepancy as is done in KC05. Recent laboratory and field studies
conducted by Heymsfield and Westbrook (2010) show that the terminal velocities were previ-
ously overestimated by the latter parameterisation for particles smaller than 100µ m, especially
when considering open geometries. Considering hexagonal plates reduces this shortcoming. As
shown in Heymsfield and Westbrook (2010), this method for calculating the terminal velocity
for Reynolds numbers Re≈ 100 yields almost identical results to Mitchell (1996) and Mitchell
and Heymsfield (2005).
3.5 Sedimentation 39
In summary, sedimentation serves as an important sink for cloud ice. So far this process is
neglected in the NWP models at DWD but is now implemented in the new cloud ice scheme
by use of the KC05 parameterisation for the terminal velocity.
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Chapter 4
Application in Numerical Weather
Prediction Models
In the previous chapter, the theoretical background of the new ice cloud scheme was explained
and sensitivities studied by using a parcel model. In the following, the microphysical scheme
implemented in the high resolution regional model COSMO and the global model GME will be
introduced. As the NWP model physics and dynamics are more complex than the adiabatically
lifted air parcel, the key equations based on the methodics introduced in Chap. 3 are extended.
It needs to be stressed that the same ice microphysics scheme which includes the implementa-
tion of the improvements is used for all the model setups. Changed parameters for investigating
sensitivities for the different scales are explicitly stated. Of special interest are the additional
source terms for the vertical velocity in order to account for sub-grid scale updrafts. These dif-
fer for the COSMO model, where the turbulent kinetic energy (T KE) will be used (Sec. 4.3.1),
while the sub-grid scale orography (SSO) scheme is applied for local vertical velocity enhance-
ments in the GME (Sec. 4.3.2).
In this chapter the emphasis lies on the application of the previously described cloud ice scheme
in the NWP model chain of the DWD. First, the model microphysics as operationally imple-
mented in the DWD models is presented. Subsequently the performed modifications will be
explained including the superposed derived vertical velocities from the T KE and SSO scheme.
Second, COSMO model simulations will be performed. These consist of an idealised and a real
case simulation. The idealised orographic flow simulation will be compared to measurements
from the INCA campaign. Third, the validity of the refined COSMO-DE case study will be
evaluated by use of Meteosat Second Generation satellite data. Attention will be particularly
paid to the sensitivity of the cloud ice scheme to the vertical velocity. This includes an approach
to derive sub-grid scale variablity for later use in the global model.
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4.1 Model Microphysics
Figure 4.1: Illustration of various microphysical processes in the COSMO/GME (Schulz and
Schättler, 2010).
Following the COSMO model documentation by Doms et al. (2007) the cloud ice relevant
processes in the COSMO model and GME concerning cloud ice will be covered. The bulk-
water continuity model is run in prognostic mode for the two precipitating categories rain and
snow with their mass fractions qr and qs and the non-precipitating quantities water vapour,
cloud water and cloud ice with mass fractions qv, qc and qi, respectively. A schematic overview
for the different microphysical processes is given in Fig. 4.1. The generic budget equation in
advection form is
∂ql, f
∂t + v ·∇ql, f −
1
ρa
∂Pl, f
∂z = Sl, f −
1
ρa
∇ ·Fl, f (4.1)
where l and f stand for liquid and solid water substances, and Sl, f for the cloud microphysical
sources and sinks per unit mass of moist air. Fl, f denotes the turbulent fluxes and Pl, f is defined
by
Pl, f = ρaql, f vTl, f (4.2)
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and represents the precipitation or sedimentation fluxes dependent on the mean terminal fall
velocities of the particles vTl, f . Thus Eq. (4.1) holds for the prognostic precipitation categories
qr and qs. The mass fractions qv, qc and qi are considered to be non-precipitating thus having
a negligible fall velocity in the operational model setup. The sedimentation fluxes Pv, Pc and Pi
are therefore neglected at this stage and Eq. (4.1) simplifies to
∂qv,c,i
∂t + v ·∇qv,c,i = Sv,c,i−
1
ρa
∇ ·Fv,c,i. (4.3)
On the other hand, turbulent fluxes are neglected for qr and qs since the precipitating fluxes
are much larger. The conservation equations for the two-category ice scheme for water vapour,
cloud water, cloud ice, rain and snow as stated in Doms et al. (2007) read:
∂T
∂t = AT +
Lv
cpd
(Sc + Sr)+
Ls
cpd
(Si + Ss) (4.4)
∂qv
∂t = Aqv + Sv (4.5)
∂qc
∂t = Aqc + Sc (4.6)
∂qi
∂t = Aqi + Si (4.7)
∂qr
∂t = Aqr +
1
ρa
∂
∂z(ρaqrv
T
r )+ Sr (4.8)
∂qs
∂t = Aqs +
1
ρa
∂
∂z(ρaqsv
T
s )+ Ss. (4.9)
The advection terms A also summarise other processes, e.g. turbulent diffusion for qv, qc and
qi. As cloud ice is of primary interest in this work, the transfer rates for this category are given
explicitly:
Si = Snuc + Sc, f rz + Si,dep−Si,melt −Si,au−Saud−Sagg−Si,cri (4.10)
with the explanation for the terms in Tab. 4.1. A source term is obtained by integrating the rate
of mass growth m˙(D) of an individual particle with diameter D over the full spectral distribution
given by an empirical particle size distribution f (D):
S = 1ρa
Z
∞
0
m˙(D) f (D)dD. (4.11)
In the case of cloud ice a monodisperse distribution is assumed.
The description of the source terms for the nucleation processes Snuc, Sc, f rz, depositional growth
Si,dep and autoconversion Saud are changed in the context of this study and are described at first
in their original form. In the operational scheme, the heterogeneous nucleation rate is given by
Snuc =


1
ρa
mi,0
∆t ni(T ), if T < Td , qi = 0 and qv ≥ qv,si
1
ρa
mi,0
∆t ni(T ), if Td ≥ T ≥ Tnuc, qi = 0 and qv ≥ qv,sw
0, else
(4.12)
where Tnuc = 267.15K serves as the nucleation threshold and Td = 248.15K distinguishes be-
tween cloud ice formation at water saturation qv,sw and depositional freezing for ice supersat-
uration. The assumed initial mass of cloud ice crystals is mi,0 = 10−12 kg and the number of
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Snuc heterogeneous nucleation of cloud ice
Sc, f rz nucleation of cloud ice due to homogeneous freezing of cloud water
Si,dep deposition growth and sublimation of cloud ice
Si,melt melting of cloud ice to form cloud water
Si,au autoconversion of cloud ice to form snow due to aggregation
Saud autoconversion of cloud ice to form snow due to deposition
Sagg collection of cloud ice by snow (aggregation)
Si,cri collection of ice by rain to form snow.
Table 4.1: Explanations for the transfer rates for cloud ice.
ice particles per unit volume of air ni is described as a function of T . The calculation for the
ice nuclei which are activated below the freezing point nIN,a is based on the modified Fletcher
formula Eq. (3.29) in Sec. 3.2.2.
If the temperature falls below the threshold of Tf rz = 236.15 and supercooled cloud droplets
exist, they are instantly frozen by homogeneous freezing.
Sc, f rz =
{
qc/∆t, if T < Tf rz andqc > 0
0, else
(4.13)
The depositional growth equations were thoroughly discussed in Sec. 3.3. In the models, it is
stated analogue to Eq. (3.38) for hexagonal plates
Si,dep = ci,depnim1/3i (qv−qv,si) (4.14)
with ci,dep = 4Dv a
−1/3
i,m /(1 + Hi) = 1.3 · 10−5 (SI-units) assuming that the Howell factor Hi
changes relatively slowly for differing temperatures and pressures. The depositional growth
and sublimation are restricted to water saturation, and the Euler forward scheme is used for
calculation.
Si,dep =
{
min(qi/∆t,(qv−qv,si)/∆t), if qv > qv,si
max(−qi/∆t,(qv−qv,si)/∆t), if qv < qv,si.
(4.15)
In the single moment cloud ice scheme a monodisperse size distribution is assumed with the
mean cloud ice crystal mass being
mi = min(ρa qin−1i ,mi,max), where mi,max = 10−9 kg (4.16)
where the mi,max was introduced to limit the ice crystal diameter to the maximum of Di,max =
200µ m.
The autoconversion rate Saud of cloud ice for snow formation due to depositional growth is
given by
Saud =
Si,dep
1.5(ms,0/mi)2/3−1
(4.17)
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where ms,0 = 3 ·10−9kg is the initial mass for snow crystals equivalent to Ds,0 = 300µm. This
process can reduce the ice crystal depositional growth rate by as much as 65% for mi = mi,max.
Further terms needed in Eq. (4.10) which remain unchanged in this study are Si,melt , Si,au, Sagg
and Si,cri. Instantaneous melting occurs in case of the temperature rising above T0
Si,melt =
{
qi/∆t, if T > T0 and qi > 0
0, else
(4.18)
The collection of cloud ice by rain serves as a sink for qi and source for snow. The parameteri-
sation of the transfer rate describing this process is
Si,cri =
pi
4
Ei,rqi
Z
∞
0
D2vT,r(D) fr(D)dD. (4.19)
Evaluation of the integral in Eq. (4.19) yields
Si,cri = ci,criqi(ρaqr)7/8 (4.20)
with the rate coefficient
ci,cri =
15
32
√
pi
Ei,r
ρw
vr,0A
1/8
r . (4.21)
The collection efficiency Ei,r of small ice particles being collected by rain is set to Ei,r = 0.8
and vr,0 = 130m1/3 s−1 yielding ci,cri = 1.72 in SI-units.
Si,agg is the transfer rate due to aggregation of snow and cloud ice and reads
Si,agg = caggqi(ρaqs)13/12 (4.22)
with the mean collection rate coefficient cagg = 25.8 (SI-units) for snow crystals collecting ice
particles.
The parameterisation for the autoconversion of cloud ice to snow due to cloud ice crystal ag-
gregation Si,au is simply set to
Si,au = max(ci,au(qi−qi,0),0) (4.23)
with the coefficient ci,au = 10−3 s−1 for cloud ice and the autoconversion threshold is set to
qi,0 = 0.
This describes the status quo of the cloud ice sources in the current operational scheme of the
NWP models at the DWD. As mentioned beforehand, particular attention is set to the terms
Snuc, Sc, f rz, Si,dep and Saud , the modifications of which are specified in Sec. 4.2.
4.2 Applied Methodics
Previously the theoretical approaches were described and tested in a parcel model environment
(see Sec. 3). For the NWP setup a few adaptations of the formulations are required. In this
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section the two-moment two-mode model equations for the cloud ice scheme are presented.
In this context the previously introduced equations of the depositional growth timescale (see
Sec. 3.3.2), tracking variable (see Sec. 3.4) and sedimentation (Sec. 3.5) are adapted for the
COSMO/GME.
For a better comprehension of the impact of the different nucleation schemes a two-moment
two-mode cloud ice nucleation scheme is implemented. It consists of the mass fraction of cloud
ice in the air qi,x and the ice crystal number fraction Ni,x with x = hom,het respectively. In the
microphysical scheme the sources for these prognostic variables are
S(qi,x) = (Snuc + Sc, f rz + Si,dep + Si,melt −Si,au−Sagg−Si,cri)
∣∣
x
(4.24)
S(Ni,x) =
(
Snuc +
Sc, f rz
mc
− Si,melt + Si,au + Sagg + Si,cri
mi
)∣∣
x
(4.25)
where mi = qi/Ni denotes the mean ice crystal mass and mc = pi6 ρwD3c the as-
sumed average mass of a cloud droplet with diameter Dc = 50µ m. The source terms
Si,melt
∣∣
x
,Si,au
∣∣
x
,Sagg
∣∣
x
and Si,cri
∣∣
x
are calculated as described in Sec. 4.1. The term Snuc|hom
results from the homogeneous nucleation scheme described in Sec. 3.2.1 while the heteroge-
neous nucleation rate Snuc|het results from the empirical parameterisation stated in Sec. 3.2.2.
The resulting ice crystal number density of the latter scheme is also used as an immersion
freezing source rate
Sc, f rz|het = mc Ni,het(t)−Ni,het(t−1)∆t . (4.26)
The number of heterogeneously nucleated ice crystals is confined by the ice nuclei budget
variable described in simple form in Sec. 3.4. The prognostic formulation of the activated
ice nuclei concentration Ni,nuc includes the advection term. Additionally in this formulation, a
mixing time scale τmix is introduced. The time scale is an estimation about when previously
activated ice nuclei are available again for further heterogeneous nucleation. Throughout this
study τmix is set to two hours. The total implemented prognostic form of the number of activated
ice nuclei Ni,nuc per unit mass is
∂Ni,nuc
∂t + v ·∇Ni,nuc =
∂Ni,het
∂t |het −
Ni,nuc
τmix
. (4.27)
The IN budget equation Eq. (4.27) provides a prognostic approach to trace previously activated
ice nuclei without being numerically too costly.
Ice crystals then grow or sublimate due to diffusional growth. In the model, snow also depends
on the water vapour resources for deposition. In the operational scheme limiting ensures that the
amount of water vapour depleted does not exceed the available amount. To avoid a restriction
and to follow a more physical treatment the phase relaxation approach for high resolution cloud
models (Morrison et al., 2005) is applied, which includes the interaction of all hydrometeor
species. The relaxation timescale method is adapted to the two-mode two-moment cloud ice
nucleation scheme. Droplet and rain phase relaxation times are neglected. Also, the temperature
changes due to radiation and the Bergeron-Findeisen that are included in Morrison et al. (2005)
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are not accounted for explicitly in the following. The resulting equation for the depositional
growth rate for the two-ice mode and snow scheme is
Si,dep
∣∣
x
=−χ(qv−qsi)
τi,x ∆t
[
1− exp
(−∆t
χ
)]
(4.28)
giving the deposition rate for cloud ice and snow with x = het,hom,snow and χ being the
general deposition relaxation time
χ =
[
(τ−1i,hom + τ
−1
i,het + τ
−1
snow)
]−1
. (4.29)
The change in the depositional growth equation motivates to neglect the autoconversion term
of cloud ice to form snow due to deposition Si,aud because this term reduces the depositional
growth rate and thus dismantles cloud ice.
After diffusional growth the cloud ice crystals are subject to sedimentation. To account for
cloud ice sedimentation in the present study, the terminal velocity vi,T for hexagonal ice crystals
discussed in Sec. 3.5 is introduced into the prognostic equations
∂qi,x
∂t = Aqi,x +
1
ρ
∂
∂z(ρqi,xvi,T
∣∣
x
)+ Si
∣∣
x
, (4.30)
∂Ni,x
∂t = ANi,x +
1
ρ
∂
∂z(ρNi,xvi,T
∣∣
x
)+ Si
∣∣
x
, (4.31)
where Aqi,x and ANi,x represent the advection terms and Si
∣∣
x
subsumes the source terms. This
resultes in the full model equations for the COSMO model and GME. A further extension is
made in the calculation for the vertical velocity as it differs for both models being described in
Sec. 4.3.
4.3 Vertical Velocity Parameterisations
The nucleation process is highly dependent on the vertical velocity, as described in Sec. 3.2.
The different horizontal model resolutions of the COSMO model and GME call for a different
handling of sub-grid scale fluctuations. In the following the approach from Joos et al. (2008) is
adapted to derive additional fluctuations by use of the turbulent kinetic energy and the sub-grid
scale orography. The vertical velocity is enhanced by use of the turbulent kinetic energy (T KE)
in the COSMO model and the GME uses the sub-grid scale orography induced velocity derived
from the SSO scheme. An additional resolution-dependent sub-grid scale parameterisation for
the vertical velocity in the GME is derived from COSMO model simulations. This sub-grid
scale updraft velocity wsgs is described later in Sec. 6.2.3.
4.3.1 Fluctuations Induced by Turbulent Kinetic Energy
The turbulent kinetic energy is treated as a prognostic variable in the COSMO model having
the advantage of including further physical effects opposed to the diagnostic treatment as used
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in the global model GME. Thus vertical diffusion and T KE production through sub-grid scale
thermic circulation can be accounted for in the COSMO model (Baldauf et al., 2010). The T KE
scheme therein is based on a hierarchy order 2.5 closure model (classification based on Mellor
and Yamada (1974)).
The vertical velocity used in the proposed cloud ice scheme is calculated from the square
root of the T KE and a scalable factor. In the climate model ECHAM5 (European Center/
Hamburg 5) the relation wTKE = 0.7
√
T KE based on an isotropic assumption for sub-grid scale
fluctuations is applied (Lohmann et al., 1999). Analogue to Joos et al. (2008), this assumption is
implemented into the COSMO model. The resulting total vertical velocity for the ice nucleation
scheme is w = wCOSMO + wTKE.
4.3.2 Sub-grid Scale Orography Induced Velocity
The global model GME uses a diagnostic relation for the mean global kinetic energy which
does not deliver useful turbulent kinetic energy values for the upper troposphere due to uncer-
tainties within the choice of length scale. The horizontal resolution of the GME used in this
study is 30km and leads to the necessity of explicitly parameterizing the local variability in the
vertical velocity.
In the GME, the vertical velocity results from the change in pressure ω using the hydrostatic
equation
w =−ω/(ρa g). (4.32)
The vertical velocity is enhanced by adding the term wSSO in order to introduce fluctuations and
higher values for the cloud ice microphysical scheme. Hereby wSSO evolves from the sub-grid
scale orographic drag parameterisation based on Lott and Miller (1997). The vertical velocity
induced by propagating gravity waves is formulated in Joos et al. (2008) as
wSSO = kU min(δh,δhsat) . (4.33)
Assuming a mountain with the form z = h(x) = hm sin(kx) and the height hm, a projected hor-
izontal wind speed U and a wave number k = 2pi/L. The length scale of the grid-point region
L(z) is given by twice the horizontal width of the mountain seen by the upstream flow
L(z)≈ 2max(b cos Ψ,a sinΨ)
(
Zblk− z
z+ µ
)1/2
, (4.34)
with the depth of the blocked layer Zblk, the standard deviation of the orography µ, the angle
between incident flow and orographic principal axis Ψ, and the half mountain width in the
cross- and along-ridge a,b, respectively. The mountain parameters a,b are calculated by using
the mean slope, standard deviation and anisotropy of the model orography.
Following Joos et al. (2008) the flow is thought to be nearly hydrostatic and the Coriolis force
is neglected. The vertical displacement of the flow is described by δh and the change of the
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Figure 4.2: The cross section over the Andes from 79°W -62°W and 53°S for the INCA campaign
on the 5th April 2000 at 18:00 UTC over the Andes. The plot shows the increased vertical velocity
due to additional forcing from the sub-grid scale. The mean grid vertical velocity is depicted on the
left and the right shows the GME velocity with orographic induced enhancement.
amplitude of the gravity waves with height is represented by
δh2 = ρhNhUhh
2
m
ρaNU
(4.35)
with the Brunt-Väisäla frequency N and the horizontal wind speed U at model level. The aver-
aged values between surface and mountain peak are denoted by the subscript h. The minimum
Richardson number is
Ri,min = Ri
1−Nδh/U
1+ R1/2i (NδhU)2
(4.36)
with Ri = (N/(dU/dz))2 for the background flow. The term δhsat is calculated by use of
Eq. (4.36) and is the saturation amplitude corresponding to Ri = 0.25, the threshold of in-
stability. This allows to calculate wSSO according to Eq. (4.33).
This parameterised vertical velocity is depicted in Fig. 4.2. Shown is a meridional cut of the
INCA campaign flight route over the Andes analogue to Fig. 6 in Joos et al. (2008). For com-
parison only the positive values are plotted. On the left hand side of Fig. 4.2 the normal model
vertical velocity is shown with values about 1cms−1. On the right hand side of Fig. 4.2 the
sub-grid scale orography induced vertical velocity is depicted which reaches high values of
around 200cms−1. Capturing these high peaks in the vertical velocity is of importance for
the ice nucleation mechanisms when dealing with a global model. The dependency of vertical
fluctuations on cirrus formation is highlighted in the next section, Sec. 4.4.
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a) b)
Figure 4.3: Orographic test case with 1km mountain height, a 2km deep ice supersaturated layer
with RHi = 130% after 2h simulation time, and an initial horizontal wind u0 = 12ms−1.
4.4 Idealised COSMO Model Simulations of Orographic Cirrus
In order to test and comprehend the previously described modifications of the cloud ice scheme,
they are implemented in the COSMO model environment. Idealised simulations with a horizon-
tal resolution of ∆x = 1km, 99 vertical layers and a time step of ∆t = 8s are run for 12 hours.
The sensitivity of the ice nucleation processes toward the orographic forcing and available ice
nuclei is investigated by varying the maximum mountain height hmax and a scaling factor for
ice nuclei χIN. The artificial model orography hsurf consists of five bell-shaped hills with half-
width a = 20km and height hmax. The surface topography in x-direction for the number of hills
n is given by
hsurf(x) =
hmax(
((x/2−1)−(n−3)3a)2
a2
+ 1
)2 . (4.37)
Together with the initial horizontal wind speed of u0 = 12ms−1 gravity waves are excited.
Additionally, a 2km deep layer between 9-11km is initialised with the relative humidity with
respect to ice of RHi = 130%. This setup is illustrated in Fig. 4.3 after a simulation time of
2 hours. Depicted are the vertical velocity w (Fig. 4.3a) and RHi (Fig. 4.3b) along with the
isolines for a mountain height of 1km .
The main factors controlling cirrus cloud properties are the variability in vertical velocity in-
fluencing the real and the existence of background aerosols. The topography height influences
the intensity of gravity waves: an increase leads to a stronger orographic forcing. To investi-
gate the effect of ice nuclei on the development of cirrus clouds a factor χIN is introduced as
a scaling parameter for the amount of available IN, i.e. for nDM = 162dm−3, nBC = 15cm−3
and nO = 1.77cm−3. Setting this factor to χIN = 1 results in the ice nuclei quantity proposed in
Phillips et al. (2008). While stronger updrafts trigger homogeneous freezing of liquid aerosols,
the quantity of IN in the atmosphere governs the heterogeneous nucleation. Haag and Kärcher
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a) b)
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Figure 4.4: The initial conditions for this idealised simulation are RHi = 130%, hmax = 1km,
u0 = 12ms−1 and χIN = 0.3 causing both nucleation regimes to be triggered. Shown are the cloud
ice mixing ratio and the cloud ice number density for homogeneous and heterogeneous nucleation
in a),b),c) and d), respectively. In e) and f) the entire cloud ice number density and mean diameter
is depicted.
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(2004) state that some 0.01cm−3 IN are a threshold concentration above which the heteroge-
neous nucleation process becomes dominant and the role of homogeneous nucleation is dimin-
ished. Even though this value is strongly dependent on the ambient temperature, the cooling
rate and the IN freezing relative humidity need to be further investigated as the controlling
factors.
Consequently, the competition of the ice nucleation mechanisms towards the availability of ice
nuclei opposed to the effects of the vertical velocity magnitude induced by gravity waves are
compared. As an example, the same intermediate setup as in Fig. 4.3 with χIN = 0.3 is shown
in Fig. 4.4 where both nucleation mechanisms are triggered. Plotted are the heterogeneous and
homogeneous mixing ratios qi,hom, qi,het and number densities ni,hom, ni,het as well as the total
number density ni and total cloud ice mean diameter Di. When looking at a regime where
the two-modes are active, the different characteristics of the freezing mechanisms become
clearly visible. The mean cloud ice mixing ratio qi,het = 0.004mgkg−1 and number density
ni,het = 0.03dm−3 are one and two magnitudes lower than for homogeneous freezing where
the mean values are qi,hom = 0.03mgkg−1 and ni,hom = 3.12dm−3. The thicker homogeneously
formed cirrus are situated in the regions of strong updraft. This is also noticeable as the cloud
ice mean diameter Fig. 4.4f reaches values of Di ≈ 30µm in the regions of strong updraft while
maximum values of Di ≈ 150µm are obtained where only IN are available and thus heteroge-
neous nucleation was triggered. This reduction of the number of ice crystals and subsequent
increased effective cloud ice radii is the key effect of IN on cirrus clouds (Haag and Kärcher,
2004).
Ice nuclei in the atmosphere are a necessity for the triggering of heterogeneous freezing. Thus
the limitation of available IN by a simplified IN budget has a large impact on cirrus cloud
formation. The heterogeneously nucleated ice particles are of greater sizes making them sus-
ceptible to sedimentation which alters the cirrus cloud properties. The impact of the tracking
of activated IN for a mixing time scale of τmix = 2h and cloud ice sedimentation are shown
exemplarily in Fig. 4.5. The simulation result after 12 hours is plotted when a quasi-stationary
state is reached. The mountain height of hmax = 0.8km and aerosol scaling factor χIN = 3 re-
sult in a heterogeneous freezing dominated scenario. Fig. 4.5a includes the effect of IN tracking
and cloud ice sedimentation in the cloud ice scheme. The corresponding number density of the
tracking variable ni,nuc is plotted in Fig. 4.5b. Not tracking the activated IN means to provide
heterogeneous nucleation with a constant amount of IN in every time step. Thus the amount
of heterogeneously nucleated particles is higher in Fig. 4.5c, where this is the case, than in
Fig. 4.5a. Omitting the IN tracking yields a more stratus like homogeneous cirrus cloud struc-
ture apart from the four peaks which amount to ni,het ≈ 10dm−3. Another aspect is the vertical
extent of the orographic cirrus cloud being broader in Fig. 4.5a and Fig. 4.5b than in Fig. 4.5d
which does not include sedimentation. When the terminal fall velocity of cloud ice crystals
is neglected, the cirrus cloud is restricted to the region of the initial ice supersaturation layer.
The heterogeneous ice crystal number density in Fig. 4.5d shows the same variability as in
Fig. 4.5a due to the limiting tracking variable. Yet in all plots the same overall structure can
be seen. The stratiform cirrus results from the high amount of ice supersaturation available.
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a) b)
c) without ice nuclei tracking d) without cloud ice sedimentation
Figure 4.5: Idealised simulations of cirrus cloud developed by heterogeneous freezing after
12h. The ideal setup consists of the mountain height hmax = 0.8km, the horizontal velocity
u0 = 12ms−1, the ice supersaturated layer with RHi = 130% and the factor χIN = 3 for the aerosol
distribution. The heterogeneously formed cloud ice with cloud ice sedimentation and the limita-
tion of the activated ice nuclei tracking is shown in a). The number density for activated ice nuclei
ni,nuc is shown in b). Simulations without IN tracking and sedimentation are depicted in c) and d),
respectively.
The primary gravity wave then serves as an additional trigger for the origin of the ice crystal
number density maxima at x = 200km with ni,het = 50dm−3. Due to the horizontal wind the
ice crystals are then advected downstream. A second maxima being a magnitude smaller than
the first is then visible over the last hill near x = 400km and the ice crystal number density
decreases to the right. Thus the tracking of activated ice nuclei reorganises the inner cloud
ice crystal distribution while cloud ice sedimentation rather changes the vertical structure. In
summary, the introduction of the IN tracking as well as the cloud ice sedimentation process
severely alter the spatial structure of cirrus clouds. Consequently these changes in the ice nu-
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a) full new cloud ice scheme b) no IN tracking, no cloud ice sedimentation
c) no IN tracking d) no cloud ice sedimentation
Figure 4.6: Parameter space plot showing the dependency of homogeneous and heterogeneous
freezing on orographic forcing and aerosol concentration. The plot a) shows the results with sedi-
mentation and ice nuclei tracking and b) without neither. Figure c) is only with sedimentation and
d) is only with the tracking of activated IN.
cleation scheme of the model have a strong impact on the interrelation of heterogeneous and
homogeneous nucleation.
Of interest is to individually investigate the impact of the changes made in the cloud ice scheme
on the behaviour of the ice nucleation processes, which are depicted in Fig. 4.5. Therefore a
parameter study has been performed as to how sensitive the two nucleation mechanisms are
with respect to the initial aerosol number density and mountain height. As an aerosol scaling
factor χIN = 0.01,0.03,0.1,0.3,1,3,10 is multiplied to the total of ice nuclei, i.e. the dust, soot
and organic quantities. A value of χIN = 1 represents the IN amount as suggested in Phillips
et al. (2008). The maximum mountain height hmax for the five hills ranges between 0.5 and
1.5km for the conducted parameter study.
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For the parameter plots in Fig. 4.6 the idealised simulations are sampled over 12 hours regard-
ing the amount of homogeneous cloud ice mixing ratio over the total amount of cloud ice, i.e.
qi,hom/(qi,hom + qi,het). The focus lies on the effect that the introduction of the ice nuclei track-
ing variable and cloud ice sedimentation have on the competition between homogeneous and
heterogeneous nucleation. In Fig. 4.6a all the cloud ice model changes are included. In Fig. 4.6c
the tracking variable is not accounted for, whereas in Fig. 4.6d cloud ice particle sedimentation
is not included. In Fig. 4.6b neither of the two are accounted for. The emphasis lies on the
diagonal starting at the bottom left corner and ending at the upper right corner. This marks the
transition area between the dominant homogeneous freezing for large orographic forcing and
low available IN (upper left corner) and the heterogeneous nucleation dominated regime for
lower mountain heights and higher IN concentrations (lower right hand corner).
Comparing the full cloud ice scheme in Fig. 4.6a to Fig. 4.6b where the IN budget variable
and cloud ice sedimentation are neglected, shows that in Fig. 4.6b the heterogeneous nucle-
ation is dominant. Not accounting for these two changes in the cloud ice scheme leads to an
increase in the heterogeneous cloud ice mixing ratio and even influences scenarios with high
mountain heights and low IN concentration. Homogeneous freezing dominated regimes are
then displaced and only exist for mountain heights above 1000m when there are hardly any
ice nuclei available. When only neglecting the tracking variable, the competetive behaviour
shown in Fig. 4.6c still looks very similar to plot Fig. 4.6b for strong orographic forcings.
However, omitting cloud ice sedimentation modifies the intermediate regimes and extends the
transition between the two nucleation mechanisms, as the bigger heterogeneously nucleated
ice particles remain in the orographic cirrus cloud and consequently decrease the mass ratio
qi,hom/qi,tot. Thus the parameter study stresses the importance of including these processes in
order to achieve a more physical representation of the homogeneous and heterogeneous regimes
and their competition.
The idealised simulations lead to the conclusion that, on a small scale, the homogeneous nu-
cleation is a very important process. Furthermore, its substantial dependency on the vertical
velocity in order to trigger this process is stressed accordingly. Heterogeneous nucleation, on
the other hand, is strongly sensitive to the tracking of previously activated ice nuclei. Cloud
ice sedimentation alters the cirrus cloud structure enhancing the dominance of smaller homo-
geneously nucleated ice crystals as they do not fall out as quickly. The idealised simulations
highlight the different cloud ice properties of homogeneously and heterogeneously nucleated
ice. Thus it is of importance to include both nucleation mechanisms along with the performed
cloud ice scheme improvements in the numerical weather prediction model in order to obtain
a more realistic description of the behaviour of cirrus clouds.
4.4.1 Comparison with INCA measurements
Mid-latitude orographic cloud measurements are used to compare the COSMO model in order
to see how well the idealised simulations capture realistic events. Hereby INCA (Interhemi-
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Figure 4.7: DLR Falcon flight path for the INCA campaign on the 5th of April 2000. Of interest
is the blue path measured over the time range of 17 : 31-18 : 00h.
spheric differences in cirrus properties from anthropogenic emissions) data (Gayet et al., 2004)
measured over Punta Arenas, Chile on the 5th of April 2000 at 18 : 00 UTC was used for
comparison. This flight path was chosen as the measurement data include the ice water content
and ice crystal number densities for orographic clouds. The respective flight path of the Ger-
man DLR Falcon at 53°S from 69.2°W to 76°W is depicted in Fig. 4.7. Particle measurements
where performed by use of the PMS FSSP-300 optical particle counter and the PMS 2D-C
probe. The instruments provide information about the ice crystal diameters from 3 to 800µm
(see Baumgardner et al. (1992) and Gayet et al. (2002)). The parameters derived, which are of
interest and will be discussed in the following, are the ice particle number density and the ice
water content. The COSMO model setup, initial data and verification is performed analogue to
Joos et al. (2009).
For the idealised simulation, a 3D simulation is set up with 40 points in the y-direction. The
suitable topography from the National Geographical Data Centre (Hastings et al., 1999) over
the Andes is implemented and supplied by Peter Spichtinger. As initial vertical profiles for the
temperature, potential temperature, pressure and horizontal wind speed the ECMWF Reanalyse
data at 53°S and 78°W used, as shown in Fig. 4.8. The setup also includes an ice supersaturated
layer with RHi = 130% between 8.5 and 9.5km as in the model setup from Joos et al. (2009).
Also, Joos et al. (2009) argue that only homogeneous nucleation needs to be considered, as the
high vertical velocities and ice supersaturations are assumed to be dominant in orographic cir-
rus (Kärcher and Strom, 2003). Thus in the performed idealised simulation the aerosol scaling
factor is set to χIN = 0.01 in order to achieve a homogeneously dominated scenario.
The evaluated data depicted in Fig. 4.9 is sampled over 5 hours analogue to Joos et al. (2009).
Data utilised from the simulated results lies in the temperature range between 226K and 230K
with RHi > 100% according to the temperatures measured during flight. Plotted in Fig. 4.9 is
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Figure 4.8: Initial vertical profiles from the ECMWF Reanalysis data at 53°S and 78°W for the
INCA case study.
Figure 4.9: The ice water content (top) and the cloud ice number density (bottom) of the idealised
COSMO model simulation are compared to the INCA measurements of the 5th of April 2000.
the comparison of the ice water content Fig. 4.9 (top) and ice number density Fig. 4.9 (bottom)
of the idealised simulations (red) to the measured INCA data (black). Noteworthy is that the
IWC for the idealised simulation results from the sum of the cloud ice and snow mixing ratios.
As can be seen in the top Fig. 4.9, the overall distribution of the IWC is captured well. Yet the
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Figure 4.10: The Mont Blanc represented in the GME with a horizontal resolution of ∆x = 30km
(left) and in the COSMO-DE with ∆x = 2.8km (right).
COSMO model simulations overestimate the IWC above 30mgm−3 where the IWC mainly
consists of snow. For the idealised simulation, the frequency of the cloud ice number density
ni is too low for all number densities greater than ni = 0.1cm−3 and includes smaller cloud
ice number densities than the INCA measurements. Also, the distribution resulting from the
idealised simulation lacks the high values of ni = 10cm−3. The lack in high ni values indicate
a shortcoming of sub scale temperature fluctuations, as homogeneous freezing is the dominant
nucleation mode in the idealised simulation. However, the uncertainty of 30% for the particle
number concentration and 70% for the ice water content is given in Gayet et al. (2004).
4.5 Case Study With a Refined Regional COSMO-DE
The vertical velocity plays a key role in cirrus cloud formation. In numerical weather prediction
models different magnitudes of updrafts are attained depending on their horizontal and vertical
resolution. This difference between global and regional NWP models originates, for example,
from the representation of the model orography. As an example, the topography of the Mont
Blanc is depicted in Fig. 4.10 based on the 1km2 dataset Globe (Hastings et al., 1999). The
orography with a horizontal GME resolution of ∆x = 30km is plotted in Fig. 4.10 on the left
and with the horizontal COSMO-DE resolution of ∆x = 2.8km in Fig. 4.10 on the right hand
side. The coarser GME grid leads to lower orographic forcing which has a direct feedback on
cirrus cloud genesis. This has been studied by means of idealised simulations of orographic
cirrus in Sec. 4.4.
In the following, the benefits of the availability of the DWD model chain is exploited. There-
fore, a case study for the 26th of August 2011 is conducted by use of a refined COSMO-DE
version 4.18 with a horizontal resolution of ∆x = 1.7km, see Sec. 4.5.1. The synoptic situation
over Germany on that day consists of an approaching cold front from the west causing frontal
cloudiness including cirrus clouds. For this real case simulation the cloud ice mixing ratios of
the original COSMO model ice microphysics and the new ice scheme are compared. As ref-
erence for the comparison of cloud top heights the Nowcasting Satellite Application Facility
Products (NWCSAF) are utilised.
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Additionally, the obtained high resolution data set is used for a sub-grid scale variability ap-
proach for an enhancement of the vertical velocity in the GME cloud ice scheme derived in
Sec. 6.2.3. Hereby the maximum vertical velocities of the COSMO model domain grid points
are upscaled to the GME resolution. This is done in order to investigate the sensitivity of the
model resolution on the ice microphysical scheme via the updraft.
4.5.1 Model Setup
In order to investigate small scale structural effects on cirrus clouds a COSMO-DE with a
refined resolution of 1.7km and the operational 50 vertical layers is used. It needs to be stressed
that the microphysical scheme of the COSMO-EU (i.e. without graupel) is used, which is also
implemented in the GME as described in Sec. 4.1. For the 26th of August 2011 the whole
DWD model chain (GME, COSMO-EU, COSMO-DE) is run for 24 hours, once using the new
ice microphysics and once the operational microphysics.
The different model behaviour for both cloud ice schemes are shown in Fig. 4.11 exemplarily
for model level 13 with an average pressure of 246.37hPa. Depicted are the vertical velocity,
the ice cloud number density, the cloud ice mixing ratio and the relative humidity over ice for
a forecast of 12 hours. In Fig. 4.11a the refined COSMOice model corresponds to the new ice
cloud scheme whereas Fig. 4.11b shows the high resolution COSMO-DE with the COSMO-EU
microphysics. The upper plots in Fig. 4.11a show the vertical velocity w and the cloud ice num-
ber density ni between which a strong correlation is noticeable. The regions with high cloud ice
number density ni coincides with those of high vertical velocity w indicating that homogeneous
freezing has been triggered. This is supported by the location of the ice supersaturated regions.
Also conspicuous are the high values attained by qi in the regions of homogeneous nucleation.
In comparison, using the operational ice microphysics (Fig. 4.11b) forecasts a structure of
cirrus clouds and a relative humidity over ice that look very different. Even though ice super-
saturated regions exist, the values of the relative humidity with respect to ice does not often
peak over 110%. The horizontal structure of the cloud ice mixing ratio is not as evenly dis-
tributed as in Fig. 4.11a but reaches higher local values in total. The number densities can not
be compared as this model variable does not exist in the standard COSMO model. The cloud
structure is coupled to the ice supersaturated regions and shows no structures arising from high
local updrafts. The vertical velocity for the COSMO model is not shown, as it has the same
structures as in Fig. 4.11a.
Similar results were obtained at different times and levels (not shown). The real case simula-
tions thus show the expected behaviour with the extended cloud ice scheme. This includes the
cirrus cloud structures resulting from high updrafts due to the implementation of homogeneous
freezing of liquid aerosols as well as the higher ice supersaturation values. To find out which
cloud ice scheme captures the real synoptic cloud structure better, a comparison is conducted
with NWCSAF products in the following.
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a) COSMOice model
b) COSMO model
Figure 4.11: COSMO model simulations for the 26th of August 2011 with a forecast of 12h
with the new cloud ice scheme a) and the operational ice microphysics b). Shown are the vertical
velocity w, ice cloud number density ni, cloud ice mixing ratio qi and relative humidity over ice
RHi.
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4.5.2 Comparison to Meteosat Satellite Data
Data from the main MSG (Meteosat Second Generation) geostationary satellite SEVIRI (Spin-
ning Enhanced Visible and Infrared Imager) are used in order to assess the quality of the re-
fined COSMO-DE forecast for the case study of the 26th of August 2011. SEVIRI is an optical
imaging radiometer with four visible and near-infrared and eight infrared channels (Derrien and
Gléau, 2005). The SEVIRI data product used is provided every 15 minutes with a horizontal
resolution of 5km, i.e. coarser than the COSMO model run with 1.7km. Used as reference for
the case study is the cloud top height given in steps of 320m up to about 16km (EUMETSAT,
2011).
In the following, the COSMO model forecast and MSG data for 26th of August 2011 at 6UTC
are compared. In Fig. 4.12 the cloud top heights from SEVIRI data Fig. 4.12a, the COSMO
model run with the improved Fig. 4.12b and operational ice microphysics Fig. 4.12c are de-
picted. For the COSMO model plots only clouds higher than 4km are accounted for. Cloud
top heights for the COSMO model are determined by the masking of existing mixing ratios
for cloud ice, snow or rain greater than 0.1mgkg−1. The general structure of the cloud band is
well captured by the COSMO model simulations although the existence of high clouds is over-
estimated in the south-west. The simulation with the changed cloud ice scheme in Fig. 4.12b
shows an improvement concerning the height of the highest cloud in the north-west lying be-
tween 11-12km rather than between 10-11km resulting from the operational cloud ice scheme
depicted in Fig. 4.12c. Also the horizontal structure of the clouds above 11km in Fig. 4.12b is
more compliant with the SEVIRI data. Yet near 55°N and 10°E an overestimation of clouds
and their height is simulated by both COSMO model runs, and the cloud structure is more
evenly distributed for the COSMOice model run.
As the plots are sensitive to the cloud masking threshold it is of interest to know whether the
high clouds are of a rather opaque or transparent character. For this, a further cloud product
for categorised cloud top height is used, which is depicted in Fig. 4.13a. As such characteriza-
tions are not available for the COSMO-DE simulations, the high cloud cover is used as an aid.
A striking difference is noticeable for the high cloud structure when using the new ice micro-
physics. However the operational COSMO model ice microphysics results in an ’all or nothing’
opaque cirrus field. Findings by Stapelberg et al. (2010), also using MSG data, show that the
COSMO-DE overestimates cloud cover. The new ice microphysics causes a lot more variability
in the cloud ice mixing ratio to evolve. Especially the regions for high semi-transparent clouds
are captured.
As great differences are noticeable in the horizontal structure of the high cloud structures it is
of interest how the cloud top heights of the SEVIRI data compare to the vertical cloud structure
of the COSMO and COSMOice model simulations. Therefore, a cross section at 121° lon for
the respective forecast time is plotted. For this purpose the cloud ice mixing ratio is interpolated
to the MSG data resolution. Similar results for the vertical structure of the cloud ice field are
found previously for the high horizontal clouds. In Fig. 4.14 (lower plot) the operational scheme
62 Application in Numerical Weather Prediction Models
a) MSG/SEVIRI
b) COSMOice model c) COSMO model
Figure 4.12: Cloud top heights from MSG/SEVIRI a) (Schomburg, pers. communication 2012)
and the refined COSMO-DE simulations for the 26th of August 2011 at 6 UTC with the new b)
and operational c) ice microphysics. Attention has to be paid to the colour scale differences.
forecasts a cloud ice mixing ratio with a uniform character while the new cloud ice scheme (top)
shows more variablity. It also reduces cloud cover at 53° lat which is compliant with the MSG
data cloud top height (black line). The general reduction of cloud ice explains the existence of
high semi-transparent clouds for the COSMOice model. Interestingly, the vertical spread of the
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a) MSG/SEVIRI
b) COSMOice model c) COSMO model
Figure 4.13: Categorised cloud top heights supplied by the NWCSAF Cloud Product are depicted
in a) (Schomburg, pers. communication 2012). In b) and c) the percentage of high cloud cover
from the refined COSMO-DE simulations with the new and operational ice microphysics is shown,
respectively.
cloud ice mixing ratio increases as well. However, the general occurrence of clouds as well as
the overestimation of cloud top heights remain unchanged. This is probably due to the model
dynamics and water vapour availability.
As was anticipated, the cirrus cloud structures seem to be improved with the new cloud ice
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Figure 4.14: Comparison of the cloud cross section of the refined COSMO-DE domain at 121°lon
for the 26th of August 2011, 06 UTC. The black line shows the cloud top height for the SEVIRI
data. On the top the cloud ice mixing ratio using the new cloud ice microphysics is depicted while
the lower plot shows the cloud ice simulated with the operational COSMO model microphysics
scheme.
scheme implemented in the COSMO model as high semitransparent clouds are now captured.
The structure of high clouds are modified in their horizontal and vertical variability, as opposed
to the conform opaque cirrus fields resulting from the operational COSMO model simulations.
Nevertheless both models still overpredict cirrus cloud fields in general. The cirrus occurrences
are sustained while the magnitude of the existing cloud ice is changed. Further work concerning
the evaluation of the new cloud ice scheme in the COSMO model is currently conducted (see
Reitter et al. (2013)).
Chapter 5
Comparison of the Cloud Ice and Ice
Supersaturation for the GME
In the following, the new and the operational ice nucleation scheme and the ice supersatura-
tion of the global model are evaluated. For this purpose data of the Cloud-Aerosol Lidar and
Infrared Pathfinder Satellite Observation (CALIPSO (Winker et al., 2003)) are used for July
2011. These data were obtained from the NASA Langley Research Center Atmospheric Sci-
ence Data Center. The global model GME (Majewski et al., 2002) version 2.26 is used with a
mesh size of 30km and 60vertical layers with an icosahedral-hexagonal grid. The microphysics
scheme as described in Sec. 4.1 is used. The GME with the implemented new ice microphysics
is denoted by GMEice hereafter.
In order to verify the GME and GMEice cloud ice scheme, data from the Cloud Aerosol Li-
dar with Orthogonal Polarization (CALIOP) is used, which is the primary instrument on the
CALIPSO. The CALIPSO mission is part of the Earth System Pathfinder program by the
National Aeronautics and Space Administration (NASA) in collaboration with the French
space agency Centre National d’Études Spatiales (CNES). CALIPSO was launched in 2006
together with the CloudSat satellite and flies in formation as part of the A-train constella-
tion (Stephens et al., 2002). CALIOP is a near-nadir active remote sensing device with a
two-wavelength polarization-sensitive lidar that provides high-resolution vertical profiles of
aerosols and clouds. In the mission overview Winker et al. (2009) state that CALIOP is the
first polarization lidar to give almost global coverage between 82° N and 82°S. The receiver
footprint on the ground has a diameter of 90m sampled every 333m along the track and moves
with nearly 7kms−1. The CALIPSO lidar can detect visibly thin clouds missed by radar but
can not be used for thicker clouds due to strong attenuation. Unfortunately, the CloudSat radar
being more sensitive to larger hydrometeors has not been available after June 2010 (CloudSat
Data Processing Center, 2012) at which time the global model GME with a horizontal reso-
lution of 40km and 40vertical layers was operational and CloudSat consequently can not be
used for this evaluation. Therefore, only upper troposphere and lower stratosphere lidar data
is used for evaluating the numerical weather prediction model data. Unless stated differently,
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the global model data used for comparison is interpolated to the satellite track by use of the
nearest neighbour method. The global model experiments were run with a 24h forecast where
the closest hourly model time output to the satellite crossing is chosen. In the following, the
emphasis lies on the evaluation of the ice water content and its frequency of occurrence. For
cirrus location and the associated IWC the CALIPSO Version 3.01 Level 2 Cloud Profile data is
used (Powell et al., 2010). The CALIPSO IWC product is horizontally averaged over 5km and
has a vertical resolution of 60m for the altitudes 8.2-20.2km. Investigated are the capability of
the GME and GMEice to capture the cirrus clouds as seen by the CALIPSO lidar.
Of further interest is the representation of the ice supersaturation by the global model. This
being especially prone to change in the depositional growth in the GMEice. For this compari-
son the CALIPSO Cloud Profile atmospheric data GEOS-5 (Goddard Earth Observing System)
product (Rienecker et al., 2008) is introduced and used. Compared are the frequency of occur-
rence of the relative humidity with respect to ice exceeding 100% as well as the vertical extent
of ice supersaturated regions. As further reference data for the relative humidity with respect
to ice the humidity and temperature field data set for July 2011 from the ECMWF Integrated
Forecast System (IFS)(see http://www.ecmwf.int/research/ifsdocs/) is used.
5.1 Ice Water Content Comparison with CALIPSO Data
A study conducted by Waliser et al. (2009) shows that there are still severe shortcomings con-
cerning the simulation of ice water content in current weather and climate models. In order
to counteract this deficit more IWC products are now available for model evaluation like the
CALIOP IWC profiles. These profiles are calculated by using the CALIPSO 532nm cloud par-
ticle extinction profiles and applying a power law parameterisation. The mentioned parameter-
isation is derived from remote sensing data and low- and mid-latitude aircraft field campaigns
as well as in-situ measurements (Heymsfield et al., 2005). Comparisons of the IWC to the
Microwave Limb Sounder (MLS) and in-situ measurements indicate that the CALIPSO IWC
retrieval may be as much as a factor of two too low (Wang and Dessler (2012), Avery et al.
(2012)). This is partly due to disregarding horizontally oriented ice crystals as they produce
deviating high backscatter. As stated by Avery et al. (2012) the sensitivity of the IWC detection
has an upper limit of 100mg m−3. At daytime the minimum detection is 0.4mgm−3 while dur-
ing nighttime this is improved to 0.1mgm−3 due to a better signal-to-noise ratio (Avery et al.,
2012).
As an example of the IWC profiles an arbitrary piece of the CALIPSO track with high cloud
occurrence is depicted in Fig. 5.1 for July 7th, 2011 at 15:25:26 until 15:38:28 UTC. Shown
in Fig. 5.1 is the IWC product from the CALIOP space-based lidar and the model data output
from the GME and GMEice interpolated to the satellite track by use of the nearest neighbour
method. The processed data consists of model forecasts which are closest to the satellite cross-
ing time. The lidar path section shown in Fig. 5.1 is only used to demonstrate the used data.
The shaded grey area below 8km indicates where the CALIOP data is not as reliable due to
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Figure 5.1: The ice water content on the CALIPSO track on July 7th 2011 between 15:25:26 and
15:38:28 UTC. On the ordinate are the latitude and longitude position of the satellite beneath each
other. The shaded grey area below 8km indicates where the CALIOP data is not as reliable due
to strong attenuation (Avery et al., 2012). The top plot depicts the IWC derived from the CALIOP
data. The GME (middle) and GMEice (bottom) model forecasts at the respective satellite crossing
time is interpolated to the CALIPSO track.
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Figure 5.2: As in Fig. 5.1 the ice water content on the CALIPSO track is depicted, but on July 7th
2011 between 14:46:18 and 14:51:30 UTC. On the ordinate are the latitude and longitude positions
of the satellite beneath each other. The shaded grey area below 8km indicates where the CALIOP
data is not as reliable due to strong attenuation (Avery et al., 2012). The top plot depicts the IWC
derived from the CALIOP data. The GME (middle) and GMEice (bottom) model forecasts at the
respective satellite crossing time is interpolated to the CALIPSO track.
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strong attenuation (Avery et al., 2012). Nevertheless, the difference in IWC resulting from the
different ice microphysics schemes from the GME and GMEice is as expected. Observable is
the same location of the clouds for all three plots. However, the magnitude of the IWC and
the vertical and horizontal extent of the cirrus clouds differ. The IWC from the CALIPSO data
seems fragmentary and the IWC only reaches values around 20mg m−3, whereas the simulated
cirrus has a more opaque structure and reaches 33mgm−3 for the GMEice data and even higher
values of 48mg m−3 for the GME data.
A further CALIPSO track is plotted in Fig. 5.2 to show the CALIPSO behaviour for a frontal or
convective weather situation on July 7th, 2011 between 14:46:18 and 14:51:30 UTC. The anvil
and detrainment zone is visible in the CALIPSO plot (top). This is not observable in the GME
and GMEice. What is also of importance in Fig. 5.2 is the missing high ice water contents in the
core of the cloud for the CALIPSO IWC product. This is due to the strong attenuation caused
by the high IWC or larger hydrometeors. Thus high IWC contents and lower clouds have to be
treated with caution, as the CALIPSO lidar may not be able to capture these events. As these
are only two individual cases, it is of interest to see the general properties and occurrences of
the global ice water content as represented by the CALIPSO, GME and GMEice.
5.1.1 Zonal and Meridional Ice Water Content Averages
Evaluations with the CALIOP IWC product are limited to heights above 8km where the IWC
is more reliable due to less attenuation (Avery et al., 2012). In order to see the whole vertical
extent of the global distribution of the IWC, first, only the GME and GMEice are considered.
The main sources for ice clouds include the storm tracks (baroclinic wave activity) in the mid-
latitudes and the detrainment of deep convection in the tropics, thus resulting in local maxima
in 300hPa and 600hPa (Ma et al., 2012), corresponding to 4km and 9km. These local maxima
can also be observed in the global zonal mean plots in Fig. 5.3. The plot depicts daily 24 hour
data means which are averaged over the month of July 2011. A polar stratospheric cloud (PSC)
clearance was performed in the Antarctic. PSCs normally develop at the beginning of June
and consist of either ice or nitric acid. As the latter is not included in the model and PSCs are
not of concern at this point the clouds above 9km and between 84°S and 60° S are removed,
analogous to Delanoë et al. (2011). Shown are the grid scale cloud ice mixing ratios qi on the
left and ice water contents ρa (qi + qs) on the right hand side for the GME (top), the GMEice
(middle) and the GMEice without cloud ice sedimentation (bottom).
When considering the cloud ice in the mid-latitudes on the left hand side of Fig. 5.3 large dif-
ferences in the magnitude and location can be seen. In Fig. 5.3a the region of maximum cloud
ice in the GME output lies about 2 to 3km higher and is narrower than in the plots Fig. 5.3b and
Fig. 5.3c from the GMEice simulations with and without sedimentation, respectively. The cloud
ice sedimentation shows the biggest influence on the magnitude of the cloud ice mixing ratio
when considering all of the individual changes conducted in the cloud ice scheme. In Fig. 5.3c
the cloud ice mixing ratio obtains peak mean values over 10mg m−3 as does the global mean
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a) GME
b) GMEice
c) GMEice, no cloud ice sedimentation
Figure 5.3: Meridional monthly mean over July 2011 of the cloud ice and ice water content for
the standard GME (top), the new ice scheme GMEice (middle) and the GMEice without cloud ice
sedimentation (bottom).
of qi in Fig. 5.3a, but the areas where these local maxima arise are much wider spread. This
demonstrates how crucial the results in global mean values can differ by including or excluding
single microphysical processes.
In Fig. 5.3 the expected maximum in the tropics is not very pronounced in all plots. This might
be due to the missing contribution of the sub-grid scale hydrometeors which are not included
here and shortcomings in the convective detrainment. Furthermore, verification of the GME
using radiosondes show that the atmosphere is too stable in the tropical region (Fröhlich, pers.
communication 2009). The new ice nucleation parameterisation is not thought to influence this
shortcoming as it is not coupled to the convection scheme. Nevertheless, Fig. 5.3b and Fig. 5.3c
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do show a reduction of cloud ice in the tropics. The indicated reduction is due to the typical
pattern of high cloud cover over the ITCZ (inner tropical convergence zone) at the beginning of
the West African monsoon. A further reason for less ice clouds being expected in this region is
the descending of the Hadley cell. The mentioned ice cloud minimum over 20°S (North Africa,
North Australia) can also be observed in the mean ice cloud occurrence depicted in Fig. 4 in
Delanoë et al. (2011). The mentioned plot is based on CloudSat observations on the MetOffice
and ECMWF grid in comparison to the model data, respectively, for the last three weeks of July
2006. Thus it follows from comparison to the findings of Delanoë et al. (2011) that the cloud
ice mixing ratio with the new cloud ice scheme is capable of reproducing this phenomenon
while the operational cloud microphysics overpredicts the ice clouds in this region.
The right hand side of Fig. 5.3 shows the zonal global mean of the ice water content. A problem
when regarding the ice water content is that it is the sum of the cloud ice and the snow with
snow being the dominant hydrometeor. As a result, changes in the smaller cloud ice quantity are
hard to detect. Differences in IWC are thus not quite as pronounced as for the cloud ice mixing
ratio by itself. However, noticeable are the lower IWC occurrences at 20°S with the new ice
microphysics for reasons discussed above. Also the top height is lower when introducing the
cloud ice sedimentation.
After this short overview of the meridional distribution of cloud ice over all heights, the GME
and the GMEice are now compared to the CALIOP lidar IWC product. For this the GME and
the GMEice model data interpolated on the CALIPSO track are evaluated for July 2011. Also,
the CALIPSO data is interpolated on the GME vertical altitudes for better comparison in this
study. First, the ice water content is regarded between the total height of 8 and 15km and it is
later vertically partitioned.
In the following, the differences in the global averages of the GME, the GMEice and the
CALIOP product IWC are investigated. The first plot Fig. 5.4 shows the mean over the height
between 8 and 15km. The upper plot shows the global mean over all lidar granules in July 2011
for the CALIOP IWC product. The middle plot depicts the mean of the interpolated model data
of the GME and the lower plot for the GMEice. On the right hand side of each plot is the
zonal mean over the latitude with a minimum of 0.1mg m−3 and a reference line at 1mgm−3
to facilitate the comparison.
The overall global structures of occurrence of higher mean IWC in the polar, mid-latitude and
tropics are captured by the global numerical weather prediction models in Fig. 5.4. Peak IWC
values are reached at 30° S and in the ITCZ, which lies at about 5°N during the northern
hemispheric summer. Comparisons of the zonal means of the CALIPSO IWC product (top) to
the GME (middle) show the overprediction of the ice water content of the GME for the mid-
latitudes. The greatest outliers can be found above the Himalayan region, where peak amounts
over 30mg m−3 are reached in the GME and the GMEice. That might be a consequence of errors
in the extinction retrievals of the CALIPSO which increase with cloud optical depth (Winker
et al., 2009). However, the GME also overpredicts the IWC in the southern hemisphere mid-
latitudes. This is not the case for the GMEice as both, the CALIPSO and the GMEice zonal
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Figure 5.4: Global map of the average ice water content for the altitude between 8 and 15km.
The upper plot depicts the mean CALIPSO lidar data, the middle plot the interpolated GME and
the lower plot the GMEice model data. On the right hand side is the zonal mean for the range of
0.1-4.5mgm−3 with a reference line at the zonal IWC magnitude of 1mgm−3.
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Figure 5.5: Difference of the mean ice water content for the altitudes between 8 and 15km as
previously depicted in Fig. 5.4. The top plot shows the difference between the CALIPSO and the
GME and the bottom plot depicts the difference between the CALIPSO and the GMEice.
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mean lies below 1mgm−3. On the other hand GMEice underpredicts the mean IWC in the
tropics which was also observed and discussed for Fig. 5.3.
In Fig. 5.5 the differences of the depicted IWC fields in Fig. 5.4 of the CALIOP IWC and the
GME (top) as well as the CALIOP IWC and the GMEice (bottom) are plotted. Red represents
an overprediction in mean ice water content while the blue colour is a sign for IWC under-
prediction. The top plot Fig. 5.5 is dominated by an overprediction of the ice water content
simulated by the GME in the mid-latitudes and polar region in the northern hemisphere. The
differences in ice water content lie in the magnitude between 1 to 5mgm−3 but also attaining
values around 10mg m−3. Also, an underprediction of ice water content in the southern polar
region and tropics of about −5mgm−3 is shown. Underprediction is also observable in the dif-
ference plot between the averaged CALIPSO IWC product data and the GMEice model output
at the bottom of Fig. 5.5. In this plot the other regions show a rather mixed behaviour and
no clear structures. However, the regions of high overpredictions are significantly reduced and
only reach differences up to 1mgm−3. The IWC underpredictions are the same for the GME
and the GMEice.
Figure 5.6: Root mean square error of the IWC frequency between 8km and 15km for the
CALIPSO data and GME and GMEice over a) latitude and b) longitude.
As an error metric for the model performance, the root mean square error (RMSE) is applied.
This measure for the difference between the observations Xobs and the forecast model value
Xmodel at time and space i for the number of points n is defined by
RMSE =
√
1
n
n
∑
i=1
(Xobs,i−Xmodel,i)2. (5.1)
The RMSE is calculated for the averaged IWC field between 8 and 15km as depicted in Fig. 5.4.
Values of the RMSE near to zero indicate a good model prediction performance. Fig. 5.6 shows
the RMSE resulting from the difference of CALIPSO and GME/GMEice data. For these plots
the model and satellite data are additionally averaged over latitude and longitude. The RMSE is
then calculated over the mean latitude and longitude values, depicted in Fig. 5.6a and Fig. 5.6b,
respectively. The unit of the RMSE is, according to the variable, mgm−3 for the ice water
content. When looking at the difference between the two model outputs in Fig. 5.6b, the RMSE
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for the dashed line resulting from the lidar and the GMEice data is greatly reduced compared to
the RMSE resulting from the CALIPSO and the GME data. That is also true for the latitudinal
distribution in Fig. 5.6a with the exception of the tropical region. In this region the GMEice
has a shortcoming in comparison to the GME. The ice water content is underpredicted in this
region which is in accordance to the findings of the zonal mean in Fig. 5.4. The peak at 30° N
in Fig. 5.6a and 90° E Fig. 5.6b corresponds to the IWC maximum over the Himalayan region.
The above mentioned behaviour provides an overall idea of the averaged IWC for the UTLS.
In order to see how the IWC magnitudes differ with height, a vertical sub-division will give a
more detailed insight into the model behaviour. Now the heights are sub-divided into 8-10km,
10-12km and 12-15km depicted in the plots Fig. 5.7, Fig. 5.8 and Fig. 5.9, respectively. In the
following figures, the CALIPSO IWC product is always depicted at the top, the GME IWC
averages in the middle and the GMEice IWC averages at the bottom. On the right hand side is
the zonal mean with a reference line at 1mgm−3 as used before.
In Fig. 5.7 the mean IWCs for the lowest levels between 8-10km is shown. Even though the
GME and the GMEice capture the overall cloud structures the GME output shows a severely
higher global magnitude in ice water content. The GMEice model output has lower magnitudes
than the GME but still locally overestimates the IWC by 5-10mg m−3 in comparison to the
CALIPSO IWC product, not considering the peak in the Himalayans. In question is to what
extent the model representations are erroneous as greater cloud optical depths might have led
to the small IWCs of the lidar product. Also, it has to be kept in mind that the IWC content
might be of a factor two too low, as stated before.
In the upper troposphere, lower stratosphere (UTLS) averaged data between 10-12km (Fig. 5.8)
the GME is able to represent the IWC magnitudes of the CALIPSO data. However, the GME
has a higher cloudiness especially at 10-20°S. This is also true for the GMEice although the
IWC is reduced. Other than that, the GMEice ice water content does not reach zonal means
higher than 0.2mgm−3 in the mid-latitudes, which is much lower than the CALIPSO and GME
data zonal means. This shortcoming is also visible in the upper vertical sub-division between
12-15km in Fig. 5.9, which is only relevant for the tropics.
The ice water content behaviour is also investigated by use of relative frequency in Fig. 5.10.
Again the sub-division for 8-10km and 10-12km is made in Fig. 5.10a and Fig. 5.10b, respec-
tively. For lower altitudes between 8-10km depicted in Fig. 5.10a, the GMEice shows a more
similar behaviour to the CALIPSO IWC product than the GME, especially in the mid-latitudes.
The mentioned is not the case for the heights between 10 and 12km in Fig. 5.10b, where the
lidar IWC and GME model output show the same relative frequencies in the tropics and mid-
latitudes. When comparing the GMEice with the GME their difference is very clear. The GME
constantly shows higher frequencies in ice water content magnitudes, especially when it comes
to high values. In the GMEice, the initial ice nuclei distribution is assumed to be the same over
all heights. Introducing a height dependent distribution would change the amount of ice water
content resulting from heterogeneous nucleation, fitting it to the lidar IWC.
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Figure 5.7: Global map of the mean of ice water content from the CALIPSO IWC Product (top),
the GME (middle) and the GMEice (bottom) for the altitude between 8km and 10km. On the right
hand side is the zonal mean for the range of 0.1-9mgm−3 with a reference line at the zonal IWC
magnitude of 1mgm−3.
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Figure 5.8: As Fig. 5.7 global map of the mean ice water content but for the altitude between
10km and 12km. On the right hand side is the zonal mean for the range of 0.1-4.5mgm−3 with a
reference line at the zonal IWC magnitude of 1mgm−3.
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Figure 5.9: As Fig. 5.7 global map of the mean ice water content but for the altitude between
12km and 15km. On the right hand side is the zonal mean for the range of 0.1-2.5mgm−3 with a
reference line at the zonal IWC magnitude of 1mgm−3.
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a)
b)
Figure 5.10: Relative frequency for the CALIPSO, the GME, and the GMEice ice water content
between 8-10km (top) and 10-12km (bottom) for the tropics, the mid-latitudes, and the polar re-
gions.
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Figure 5.11: Number of satellite overpasses per grid point for July 2011.
In summary, the GME shows a clear overprediction in ice water content around 9km which is
only slightly present in the heights between 10-12km and fully vanishes above. On the other
hand, the GMEice performs better between 8-10km and increasingly underpredicts the ice water
content with increasing height. However, a meaningful conclusion can not be made when only
considering the average IWCs. This is especially due to the lidar sensitivity to thicker clouds
and uncertainties in the IWC product algorithm. The attention at this point should lie on the
different magnitudes of IWC resulting from the altered ice microphysics. Additionally, not only
the magnitude of the IWC of high clouds is important but also the frequency of occurrences.
This is investigated in the next section.
5.1.2 High Cloud Frequency of Occurrence
In the following, the frequency of occurrence for the existence of clouds is investigated by use
of the GME, the GMEice, and the horizontally averaged 5 km layer CALIPSO IWC product.
Again, the model data used is interpolated to the CALIPSO satellite track and the lidar data is
interpolated on the GME model levels for better comparison. For this study the global distri-
bution is used within a limited altitude, namely for the global model levels between 9-11km.
Also, the height dependence of IWC occurrence is investigated. Different ice water content
thresholds are chosen as a criteria for the presence of a cloud and will be explicitly pointed out.
At first the global occurrence of high clouds is analysed. Therefore, the frequency of occurrence
results from dividing the number of cloudy grid boxes by the satellite overpasses Fig. 5.12. The
global total number of available data points, which are evaluated for all the granules of July
2011, is shown in Fig. 5.11. A grid box is defined as cloudy if the ice water content lies within
the CALIPSO detection range of 0.4-100mg m−3. The global field of occurrences for clouds
between 9-11km is depicted in Fig. 5.12. The high cloud frequencies from the GME (middle)
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Figure 5.12: Frequency of occurrence for IWC within the CALIPSO detection range
0.4-100mgm−3 in the upper troposphere/ lower stratosphere between 9-11km.
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and the GMEice (bottom) resemble each other in structure and have peak frequencies of up to
90% cloudiness, in contrast to the frequencies of the CALIOP IWC product (top), which only
reaches peak values of 40%. Also more cloud free regions are observable especially between
10-20°S. Regional distinctions between the GME and the GMEice are clarified in the difference
plot Fig. 5.13. The dominant red colour represents the regions of higher cloudiness frequen-
cies in the GME compared to the GMEice. Only in the tropics does the GME predict a lower
frequency in IWC in some points. Thus when considering the high cloudiness occurrence,
the GMEice is closer to the CALIPSO data. A comparison of the GME prognostic scheme to
CloudSat Cloud Profiling Radar observations by Reitter et al. (2011) show that the occurrence
of high ice water paths are overpredicted with the operational microphysics, especially in the
mid-latitudes.
Figure 5.13: Difference in frequency of occurrence for ice water contents of 0.4-100mgm−3 in
the upper troposphere/ lower stratosphere between 9-11km.
The frequency of occurrence of clouds between 8 and 15km in dependence of height and with
varying IWC threshold for cloudiness is depicted in Fig. 5.14. Results in Fig. 5.14 are deter-
mined by defining the existence of a cloud to being within the CALIPSO IWC product validity
range of 0.4-100mg m−3. In the tropics (left most plots), the maximum of the vertical profile of
the frequency of occurrence of high clouds of the CALIPSO data is at 13km and much lower for
the GME models at 11.6km. This underestimation between 12 and 15km was already observ-
able through the absence of clouds in the GME and the GMEice in Fig. 5.9. In the mid-latitudes
and polar regions (middle and right most plot of Fig. 5.9) the cloud frequencies captured by the
CALIPSO are much lower beneath 10km than the frequencies resulting from the GME and the
GMEice. On the one hand, increasing attenuation might be a reason for the reduced CALIPSO
frequencies, while on the other hand the GME and GMEice overpredict cloud occurrences in
these heights. For the GMEice this overprediction between 8 and 10km is reduced by 4%. In
the UTLS the CALIPSO has a higher cloud frequency than the global models. This changes
when reducing the cloud threshold to 0.01mg m−3 as shown in Fig. 5.14b. The global model
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a)
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Figure 5.14: Vertical profile of the frequency of occurrence within the CALIPSO detection range
0.4-100mgm−3 (top) and for the IWC between 0.01 and 100mgm−3 (bottom) with height in the
upper troposphere/ lower stratosphere between 8 and 15km .
frequencies of clouds above 10km highly increase. In the mid-latitudes and polar regions the
GMEice frequencies are higher than those of the GME. As a lot of the higher clouds in the
GMEice have smaller ice water contents, they were not captured in Fig. 5.14a. With GMEice
more high clouds occur, which may be a result of the introduction of the homogeneous freezing
of liquid aerosols, as only heterogeneous freezing is included in the operational microphysics.
This demonstrates the high sensitivity of using thresholds for masking clouds. Questionable
is to what extent the results are comparable, as the IWC derived from the CALIPSO lidar is
based on a parameterisation and may be erroneous especially for great heights and strong at-
tenuation. This makes it difficult to quantify the model errors. Yet, it can be used for indication
of the overall model behaviour. As such it was remarkable that the changed ice microphysical
scheme in the GMEice leads to a reduction in ice water contents 0.4-100mg m−3 and ice cloud
occurrence in the upper troposphere compared to the GME. In the UTLS the GMEice has a
higher ice cloud occurrence when it comes to small ice water contents. This is strongly corre-
lated with the existence of ice supersaturation. How well this is captured will be the topic of
the following section Sec. 5.2.
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5.2 Ice Supersaturation
It is now of interest how the changes in the ice microphysical parameterization affects the
relative humidity with respect to ice and the regions of its occurrence. Especially the revised
parameterisation of the depositional growth is assumed to affect the behaviour of the ice su-
persaturation. In the operational microphysics routine, the depositional growth is calculated by
use of the Euler method and a limitation of the water vapour supply for cloud ice and snow to
saturation. The more physical approach is to use depositional relaxation timescales and allow
for a competition for available water vapour between snow and cloud ice as stated in Eq. (4.28)
earlier on.
In this section, the general occurrence of relative humidity with respect to ice is compared to the
distribution law derived from Measurement of Ozone by Airbus in-service Aircraft (MOZAIC)
data (Gierens et al., 1999). Further investigations of the quality of the numerical prediction
model results are conducted by use of the CALIPSO Cloud Profile atmospheric data. It is de-
rived by the Goddard Earth Observing System Model, Version 5 (GEOS-5) (Rienecker et al.,
2008) and provided externally for the CALIPSO project by the Global Modelling and Assim-
ilation Office (GMAO) Data Assimilation System (DAS). The GEOS-5 DAS integrates the
GEOS-5 Atmospheric Global Climate Model (GCM) with the Gridpoint Statistical Interpo-
lation atmospheric analysis (see http://www.geos5.org/). For further comparison, the relative
humidity with respect to ice from the GME and GMEice is compared to the ECMWF IFS
model forecast data, which is the aknowledged reference for other NWP model developers. For
the subsequent evaluation of the ice supersaturation, the data for the month of July 2011 will
be used.
5.2.1 Ice Supersaturation Frequencies in the GME
In the following, the global occurrence of relative humidity with respect to ice is discussed. In
order to understand the distribution of ice supersaturation in the atmosphere the global model
data from the GME and GMEice is divided for the tropics, mid-latitudes and polar regions.
The relative frequencies with a further differentiation between cloud free and all model output
points are plotted for the GME (Fig. 5.15a) and the GMEice (Fig. 5.15b). In Fig. 5.16 it is
additionally distinguished between the different temperature regimes case a: 220 < T < 243K
and case b: T ≤ 220K. These different cases are then compared to a distribution law for the
relative humidity in the upper troposphere/ lower stratosphere based on Gierens et al. (1999).
The exponential law is derived from three years of data from the MOZAIC airborne program
(Marenco et al., 1998).
First, the results of Fig. 5.15a and Fig. 5.15b for the GME and the GMEice are discussed,
respectively. The relative frequency distribution for the GME in Fig. 5.15a is shown for all
model points and only the cloud free points, where the mixing ratios for cloud ice and cloud
water are equal to zero. In the GME plots (Fig. 5.15) it can be seen that relative humidity w.r.t.
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a) GME
b) GMEice
Figure 5.15: Frequency of occurrence of relative humidity w.r.t. ice in the tropics, mid-latitudes
and polar regions distinguishing between cloud free and all points. For this the GME a) and the
GMEice b) model data for July 2011 are compared to MOZAIC data.
ice frequencies denoted by a reference line at RHi = 100% only has a peak when considering
all points. The mentioned peak will be removed, once the cloud clearing is performed. This
shows that for the operational ice microphysics scheme a lot of the in-cloud relative humidity
is equal to ice saturation. The ice supersaturation distribution exponentially decreases with
increasing humidities. When looking at the different geographic regions, the distribution for all
points in Fig. 5.15a shows that most of the ice supersaturation occurs in the polar regions and
the least in the tropics. This looks similar when looking at the cloud free points for the polar and
mid-latitudes, which are slightly reduced. However, the frequency of ice supersaturation in the
tropics is small, which indicates that most of the ice supersaturation in the tropics exist within
clouds in the GME. The high relative frequencies described by the MOZAIC exponential law
are not reached even though high supersaturations are present.
The RHi distribution for the GMEice Fig. 5.15b looks very different for the comparison be-
tween all points and only the cloud free points. The distribution considering all points is almost
parallel to the MOZAIC distribution until reaching 120%. After that the relative frequency
drops steeply and bulging at RHi = 140%. Thus a break in the distribution can be observed
for the GMEice. This might be a consequence of the two nucleation mechanism being triggered
at these humidities. This is further discussed later in combination with the temperature depen-
dencies. When regarding the relative frequencies in dependency of the tropics, mid-latitudes
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and polar regions in Fig. 5.15b, the differences are not that obvious. A main difference to the
GME relative frequency of RHi lies in the location of the maximum, which is near a relative
frequency of 120% for the polar region and is shifted further to saturation in the tropics. When
looking at the cloud free scenario in Fig. 5.15b it is quite surprising that the ice supersatura-
tion values are reduced so severely. Responsible for this might be the process of sedimentation
as it plays a crucial role in maintaining in-cloud ice supersaturation (Spichtinger and Gierens,
2009a). This finding of in-cloud supersaturation is also in accordance with Spichtinger and
Gierens (2004) who investigated this phenomenon through statistical evaluations of MOZAIC
and INCA measurements. They argue that the shape of the humidity distribution differ in de-
pendency of the maturity of the cloud. The cirrus clouds warmer than −40°C are considered
to be more mature and have a more symmetric distribution, while it is positively skewed in
colder cirrus (Spichtinger and Gierens, 2004). Thus it is important to investigate the different
temperature regimes in which the high relative humidities occur.
The temperature dependency of the ice supersaturation frequency is important to investigate
due to the nucleation regimes and is depicted in Fig. 5.16. Heterogeneous nucleation occurs at
temperatures above ∼ 220K and RHi around ∼ 120% while homogeneous freezing of liquid
aerosols happens at colder temperatures and higher ice supersaturations. Thus differences in the
RHi distribution are expected in relation to the different nucleation regimes. The temperature
ranges that are considered for the GME (Fig. 5.16a) and the GMEice (Fig. 5.16b) are 220 <
T < 243K and T ≤ 220K, where heterogeneous and homogeneous nucleation are active, if
sufficient ice nuclei and ice supersaturation are existent.
Looking at Fig. 5.16a for the GME model output reveals that the relative humidities over ice
peak at ice saturation for both temperature intervals. Case a shows maximum relative humidi-
ties with respect to ice of 110%, whereas the colder case b includes the higher values. It is
interesting to see that the ice supersaturation seems to be quite insensitive towards the temper-
ature in the tropical region. In the other regions the RHi values are much higher which would
be expected in colder regions.
When regarding the relative frequency plots in Fig. 5.16b the observed behaviour for case a
is analogue to the findings in Lamquin et al. (2012) for relative humidities over ice for T <
243K. For very cold temperatures below 200K with high level cirrus there is a shift in the RHi
peak. This peak at 120% for high clouds can also be seen in Fig. 4 in Lamquin et al. (2012),
where the RHi field is plotted for the northern mid-latitudes MOZAIC data. This bulge in the
RHi distribution in the MOZAIC data at 120% for high cirrus is also discussed in Spichtinger
and Gierens (2004). Therein it is also argued that for thin high cirrus clouds the depletion of
supersaturation through depositional growth is very slow. This behaviour is also observable in
the relative frequency plot Fig. 5.16b with the new microphysical scheme including the altered
depositional growth.
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b) GMEice
Figure 5.16: Frequency of occurrence of relative humidity w.r.t. ice in the tropics, mid-latitudes
and polar regions as in Fig. 5.15 but now with distinguishing between the temperature regions
220 < T < 243K and T ≤ 220K. The GME (top) and the GMEice (bottom) model data for July
2011 are compared to MOZAIC data.
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5.2.2 Comparison to CALIPSO GEOS-5 atmospheric data
To assess the quality of the relative humidity over ice of the GME and the GMEice it is compared
to the atmospheric data which is supplied along with the CALIPSO track data from the GEOS-
5 Earth System Modelling and Data Assimimiliation System. The synoptic and time averaged
GEOS-5 data is given for the midpoint of each point in the CALIPSO Level 2 profile. Thus the
spatial resolution remains the same as for the CALIPSO IWC product, i.e. vertically 60m and
horizontally averaged over 5km for data between 8.2-20.2km.
The cloud physics scheme of the GEOS-5 Atmospheric General Circulation Model accounts for
convection and large-scale condensation distinguishing between liquid and ice phase conden-
sates (Rienecker et al., 2008). In the moist physics routine, the convection parameterisation is
the Relaxed Arakawa-Schubert scheme (Moorthi and Suarez, 1992) and called first. The emerg-
ing detraining mass and condensate fluxes are included in the subsequently called large-scale
cloud scheme. It states in the documentation from Rienecker et al. (2008) that the condensation
process is based on a boxcar probability distribution function with a bi-modal structure with the
spread being determined by local saturation humidity. Once condensates exist, the processes of
evaporation, autoconversion, accretion and sedimentation determine the further development.
The relative humidity provided as CALIPSO atmospheric data from the GEOS-5 is a mixed
phase RH. Following the description of Putman (pers. communication 2013) this means that
for T < 233.16K the RH model output is RH over ice only. Between 233.16K < T < 273.16K
RH is over a mixture of water and ice with a linear interpolation between 273.16K and 233.16K
and for temperatures below 273.16K the relative humidity is over water only. Thus the water
vapour mixing ratio at saturation is
qv,s =


qv,sw, if T ≥ T0
qv,sw +(qv,si−qv,sw) (T−T0)(T1−T0) if T0 < T < T1
qv,si, if T ≤ T1
(5.2)
with T1 = 233K and T0 = 273K. The water vapour mixing ratio can be calculated using qv =
RH qv,s and inserted into RHi = qv/qv,si yields
RHi = RH
(
qv,sw +(qv,si−qv,sw) (T −T0)
(T1−T0)
)
1
qv,si
. (5.3)
The relative humidity with respect to ice from GEOS-5 data is calculated using Eq. (5.3) and
is now compared to RHi from the GME and the GMEice for July 2011. As done in Sec. 5.1.2
for the CALIPSO ice water content profile data, the GEOS-5 data is interpolated to the GME
model heights. The GME and GMEice data is interpolated onto the CALIPSO track. In Fig. 5.17
the frequency of occurrence for relative humidities with respect to ice above 100% between
9-11km is shown. The frequency is normalised by the satellite passings depicted in Fig. 5.11.
On the first glance, the GME (middle plot) and GMEice (bottom plot) have the same structures
and frequencies. Yet deviations in the latter are perceivable in the difference plot shown in
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Figure 5.17: Frequency of occurrence for RHi > 100% in the upper troposphere/ lower strato-
sphere between 9-11km.
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Figure 5.18: Difference in frequency of occurrence for RHi > 100% of the GME and GMEice
between 9-11km.
Fig. 5.18. The blue colour being dominant indicates the higher frequency of ice supersaturation
in the GMEice especially in the polar regions. This higher frequency in the GMEice is expected,
as the relaxation timescale approach for the depositional growth in the new cloud ice scheme
causes a slower depletion of ice supersaturation.
The CALIPSO atmospheric data (Fig. 5.17 top plot) has much lower frequencies of RHi >
100% in comparison to the GME and the GMEice plots in the mid-latitudes and polar region.
In the tropics the frequencies look similar and peak frequencies of 75% of RHi > 100% can be
found. In Read et al. (2007) the humidity GEOS-5 analyses is compared to the Aura Microwave
Limb Sounder (MLS) H2O for pressures between 316-83hPa. The result of this study is that the
GEOS-5 is more humid than the MLS (version 2.2) data for all levels regarded. In Read et al.
(2007) the MLS RHi is also compared against AIRS RHi data. It is discussed that the MLS
probability density function has a longer tail into supersaturation in comparison to the AIRS
data (see Fig. 20 in Read et al. (2007)) due to a fractional radiance error. Thus the low GEOS-5
RHi > 100% frequency is even more surprising, however the MLS RHi versus GEOS-5 RHi
was not specifically looked at according to Read, pers. communication 2013. This makes the
result quite questionable. To assess the quality of the GME and the GMEice RHi frequencies,
further reference data is needed. Therefore data from the ECMWF is used for comparison in
the next section.
5.2.3 Comparison to IFS data
In the following, the relative humidity with respect to ice from the GME and the GMEice are
compared to ECMWF IFS data (see http://www.ecmwf.int/research/ifsdocs/CY37r2/). For this
purpose, the global model forecasts for the IFS, the GME and the GMEice are used from 00-24h
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Figure 5.19: Frequency of occurrence of relative humidity w.r.t. ice in the tropics, mid-latitudes
and polar regions where the temperature is below 250.16K. The GME and the GMEice model data
for July 2011 are compared to IFS data. The top plots show the evaluation for the pressure levels
200-250hPa and the lower plots show the RHi between 250 and 300hPa.
for July 2011 every 3h. The operational IFS forecasts are on seven pressure levels namely
500,400,300,250,200,150 and 100hPa. The used IFS data has a resolution of ≈ 16km on the
reduced gaussian grid N640 with 2560x1280 grid points.
The IFS model physics comprises prognostic equations for rain, snow, cloud liquid water, cloud
ice and a grid box fractional cloud cover for the cloud and large-scale processes further de-
scribed in ECMWF (2011). For stratiform and convective clouds the prognostic cloud scheme
by Tiedtke (1993) is implemented in the IFS. The model physics also accounts for homoge-
neous and heterogeneous ice nucleation, with the latter being based on the diagnostic formu-
lation of Meyers et al. (1992). Homogeneous nucleation is triggered at a local critical relative
humidity as defined in Kärcher and Lohmann (2002), and similar to Eq. (3.8) of the presented
approach. Ice nucleation is also initiated if the grid-mean reaches a lower threshold, which ad-
ditionally depends on the ratio qv,sw/qv,si for the nucleation of liquid water droplets. Existing
ice crystals deplete ice supersaturation within the model time-step (for a detailed description
see Tompkins et al. (2007)). This consequently leads to ice supersaturation only in cloud-free
regions.
The relative humidity diagnostic in the IFS accounts for the liquid phase, the mixed phase and
the ice phase. The model output relative humidity is defined by the vapour pressure ev and
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the saturation vapour pressure es = αesw + (1−α)esi (Forbes, pers. communication 2013) as
RH = ev/es. The saturation vapour pressure over water (esw) and ice (esi) are calculated as
documented in ECMWF (2011) and α is the mixed-phase diagnostic function that ranges from
α = 1 at 273.16K to α = 0 at 250.16K. Thus for T > 273.16K, the RH diagnostic is w.r.t.
water and below 250.16K it is w.r.t. ice, while in between it is mixed phase.
The relative frequency for RHi for the pressure levels 200-250hPa and 250-300hPa is depicted
in Fig. 5.19a and Fig. 5.19b, respectively. The model behaviour is similar for both pressure
intervals. The GME (dashed red) and the IFS (dotted green) both have a peak at ice satu-
ration. This originates from in-cloud saturation. By definition the IFS does not allow for in-
cloud ice supersaturation as previously discussed (see also Sec. 3.2 and Fig. 3.1). This peak at
RHi = 100% does not exist in the GMEice (solid blue) model output because of the change in
depositional growth in the new cloud ice scheme. The curve of the relative frequency of relative
humidity with respect to ice of the GME is of a rather convex nature after the peak. The RHi
curves of the IFS and the GMEice both show a concave behaviour for RHi > 100% agreeing
especially in the mid-latitudes and polar regions. This shows that especially the frequencies
for higher ice supersaturations are captured well with the altered depositional growth. The in-
fluence of homogeneous nucleation of liquid aerosols might also contribute to this behaviour.
While the IFS and the GMEice account for this process occurring at RHi ≈ 150%, it is not
implemented in the GME physics at the present.
The evaluation of the global frequency of occurrence of RHi > 100% is shown in Fig. 5.20. The
data is normalised by the amount of grid points. For better comparison GME and GMEice data
between 100 and 500hPa and with temperatures below T < 250.16K is used for comparison.
The top plot in Fig. 5.20 shows the frequencies of ice supersaturation in the IFS, the middle plot
for the GME and the bottom plot for the GMEice. The overall structures and peak frequencies
are in accordance with each other. However, the frequencies in the IFS are lower than expected
due to the lack of in-cloud ice supersaturations. This is especially visible in the mid-latitude
storm tracks between 30°C and 50°C. When comparing the GME and the GMEice, the GMEice
locally has higher frequencies, which is in accordance to Fig. 5.18. The result for the higher
threshold for RHi occurrence of 120% is shown in Fig. 5.21. Only the southern polar region of
the GME have non-vanishing frequencies. The IFS and the GMEice still have wider areas with
frequencies of RHi > 120% occurrence of around 5%, especially in the tropics and southern
hemisphere.
5.2.4 Ice Supersaturated Regions
The characteristics of ice supersaturated regions (ISSRs) have been described in Sec. 2.3. In
question is how well these regions are represented in the GME and GMEice. Investigated is
the global distribution of ISSRs and their vertical layer thickness. The interpolated data on the
CALIPSO track from the GME and the GMEice and their time and spatial means of the relative
humidity with respect to ice and the ice water content is used. Only data is considered where
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Figure 5.20: Frequency of occurrence of RHi > 100% in the upper troposphere/ lower stratosphere
between 100-500hPa and T < 250.16K for July 2011.
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Figure 5.21: Frequency of occurrence of RHi > 120% in the upper troposphere/ lower stratosphere
between 100-500hPa and T < 250.16K for July 2011. Attention has to be paid to the different
colour scale in comparison to Fig. 5.20.
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the RHi > 100% and the ice water content is less than 1mgm−3. This is done as proposed in
Lynch (2002) as ice supersaturated regions are defined as a cloud free air mass.
The resulting global field of the vertical layer thickness is plotted in Fig. 5.22 for the GME
(top) and the GMEice (bottom). The GME plot in Fig. 5.22 shows a general lack of global
ISSRs. While the ISSRs in the tropics and northern polar regions are rather patchy and the
thickness lies beneath 4km, there is a maximum in the southern polar region of 8km which
seems extremely thick. In contrast, the overall ISSRs thicknesses for the GMEice in Fig. 5.22
(bottom) lie beneath 2km with a maximum between 2-4km in the southern polar region.
The corresponding global mean values for the ISSRs thickness as calculated from the GME
data is 2.25km and for the GMEice 1.32km. This is in accordance with the findings of
Spichtinger et al. (2003a) who give the mean vertical extension of ISSRs of 1-2km. This leads
to the conclusion that the GME slightly overpredicts the thickness of these regions, which is
probably mainly due to the large values in the southern polar region. Also the vertical global
model resolution in the upper troposphere of about 1km and larger could be a possible reason.
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Figure 5.22: The vertical layer thickness of ice supersaturated regions in the GME (top) and the
GMEice (bottom).
Chapter 6
Discussion of Results
The principal aim of this work was to identify the controlling processes of cloud ice particle
and ice supersaturation formation and represent these processes in a physical way in the DWD
model chain. In order to accomplish this goal, a new cloud ice scheme was developed and
tested within different model environments. The parcel model, the idealised COSMO model
setup, the regional COSMO-DE, and the global GME where used in order to gain a better
comprehension of the behaviour of the new ice microphysics scheme.
For developing the new ice cloud scheme, state-of-the-art parameterisations were compared to
existing formulations used in the DWD numerical weather prediction models and shortcomings
were detected. In this context, the cloud ice nucleation parameterisations for the heterogeneous
nucleation and the depositional growth were investigated. Important microphysical processes
which were not represented previously in the DWD NWP models are the homogeneous nucle-
ation of liquid aerosols, an ice nuclei budget variable for heterogeneously nucleated ice crystals
and cloud ice sedimentation. Which of these processes are most important for cirrus and ice
supersaturation development are discussed in the following. Presented are the results of satel-
lite data comparisons to the regional COSMO model and global GME with the new cloud ice
scheme, COSMOice and GMEice, respectively. The use of different model resolutions allows
for a scale dependent interpretation of cirrus formation within NWP models. A study for July
2011 of the GME and GMEice along with a verification with CALIPSO lidar data helped to
assess the results with regard to the ice water content. The quality of the modelled ice super-
saturation of the GMEice was compared to the GME, the IFS and the CALIPSO/GEOS data.
In this context the strengths and weaknesses of the new scheme for further applications are
elaborated.
6.1 Summary of Results
A parcel model was used to investigate the difference of the homogeneous and heterogeneous
nucleation parameterisations, their competition and their influence on ice crystal number den-
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sity, ice particle radius, cloud ice mixing ratio and ice supersaturation. Results depicted in
Fig. 3.5 show that the choice of the parameterisations for the homogeneous and heterogeneous
nucleation modes have the greatest impact on microphysical properties for young cirrus and
ice supersaturation. For young cirrus, the cloud ice mixing ratio resulting from the new cloud
ice scheme, including homogeneous and heterogeneous freezing, is lower than the cloud ice
mixing ratio resulting from the operational cloud ice scheme using heterogeneous nucleation
only. For older cirrus which developed through a constant uplifting, the air parcel reaches a
quasi-steady state and the cloud ice mixing ration for both cloud ice schemes converge to sat-
uration (see Fig. 3.5d). Moreover, the importance of including the homogeneous nucleation in
the ice nucleation scheme is stressed when regarding the associated ice supersaturation ratios
(see Fig. 3.5a). The ice supersaturation ratio only reaches values below 1.2 (RHi = 120%)
when solely using the heterogeneous nucleation scheme from the operational scheme of the
DWD NWP models for the parcel model simulations. The values of the ice supersaturation
ratio reaches values over 1.45 (RHi = 145%) when applying the new cloud ice scheme which
includes homogeneous freezing based on Kärcher et al. (2006) including the competition of the
two nucleation modes.
Idealised model runs in the COSMO model environment of orographic cirrus were conducted
in order to investigate the effect of each model change on the cirrus cloud structure. Emphasised
were the introduction of the prognostic tracking variable for activated ice nuclei and cloud ice
sedimentation. Both were shown to alter the spatial structure and reduce heterogeneously nucle-
ated ice. Whereas the ice nuclei budget variable limits heterogeneous cloud ice production and
changes the inner cloud ice crystal distribution, the cloud ice sedimentation especially reduces
heterogeneous cloud ice, as heterogeneous cloud ice particles are bigger than homogeneously
nucleated ice crystals, and has a stronger impact on the vertical structure. The limitation and
reduction of heterogeneous nucleation both cause less supersaturation to be depleted and thus
subsequent homogeneous nucleation has a higher chance of being triggered if sufficiently high
cooling rates exist. Under which circumstances either the homogeneous or heterogeneous nu-
cleation dominates cirrus cloud formation is highlighted in the parameter study for orographic
clouds. In this study the mountain height, where higher mountains cause stronger orographic
waves with correlated cooling rates, and the amount of atmospheric aerosol number density
were varied. Homogeneous nucleation dominates in scenarios with strong orographic forcing
and low ice nuclei whereas heterogeneous nucleation controls cirrus formation in regimes with
low mountain heights and high numbers of ice nuclei. Excluding the tracking variable and/or
the cloud ice sedimentation causes a severe increase in heterogeneously nucleated cloud ice
even for regimes with high vertical velocities, as can be seen in the parameter space plots in
Fig. 4.6. To include the ice nuclei budget variable and cloud ice sedimentation are thus nec-
essary in order to prevent an overestimation of heterogeneous nucleated cloud ice. Also, the
parameter study demonstrates the substantial dependence of homogeneous freezing on high
vertical velocities.
A case study of the 26th of August 2011 using the COSMO-DE with a resolution of 1.7km
was conducted using the operational cloud ice microphysics scheme and the new two-moment
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cloud ice microphysics scheme. Comparing the modelled ice supersaturation fields shows a sig-
nificant difference between the COSMO and COSMOice model. The relative humidities with
respect to ice from the operational cloud ice scheme reach values between 110% and 120%
while RHi≈ 140% when using the new cloud ice scheme. This finding of differing values for
RHi is consistent with the observations made in the parcel model runs and is due to the miss-
ing of the homogeneous nucleation mode. Furthermore, comparisons of the high cloud cover
with MSG SEVIRI cloud classification data show that the new cloud ice scheme is capable of
predicting semi-transparent clouds (high cloud cover ≈ 50%) whereas the operational cloud
ice scheme tends to overpredict the high cloud cover with sustainable values between 90% and
100% (see Fig. 4.13).
For July 2011, an evaluation for the ice water content, high cloud occurrence and ice super-
saturation of the GMEice was performed. The IWC and high cloud occurrence of the oper-
ational and new two-moment cloud ice scheme were compared with the CALIPSO lidar ice
water content product. The GMEice greatly reduces the RMSE for all longitudes and latitudes
for the heights between 8-15km except in the tropics, where the GME with the operational
microphysics scheme performs slightly better (see Fig. 5.6). However, the tropics are not rep-
resentative for the evaluation, as the sub-grid scale mixing ratios for cloud ice and snow are
not considered in this work and shortcomings of the convection parameterisation dominate.
In comparison to the CALIPSO data, the GME overpredicts the IWC in 9km, whereas the
GMEice shows good agreements with the CALIPSO data for 8-10km but increasingly under-
predicts the IWC with increasing height. Also the GMEice shows a reduction in high cloud
occurrence which is an improvement against the GME between 9-11km when compared to the
CALIPSO data, as shown in Fig. 5.12. The high cloud frequency from the GMEice is depen-
dent on the considered IWC range. For the IWC range 0.4-100mg m−3 the reduction in high
cloud frequency above ≈ 10km is too high, while including smaller IWCs between 0.01 and
100mg m−3 cause an increase in high ice cloud occurrence in comparison to the GME and are
in accordance with the CALIPSO data in the mid-latitudes Fig. 5.14. Regarding ice supersatu-
ration, clear improvements were observed when comparing the GMEice to the IFS. The slopes
of the frequency of occurrence for high ice supersaturation values between 200hPa and 300hPa
are compliant for the IFS and GMEice, while the GME does not capture them (see Fig. 5.19).
Additionally, in-cloud supersaturation is allowed for through the application of the altered de-
positional growth in the GMEice, which is not allowed for in the IFS but is in accordance with
in-situ measurements (discussed in Sec. 6.2.2).
6.2 Interpretation of Results
The results of this work are now interpreted with respect to their influence on cloud ice, ice
supersaturation and their dependency on the model resolution.
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6.2.1 Cloud ice
The main physical processes for cirrus formation are homogeneous and heterogeneous nucle-
ation. The latter depends on available atmospheric aerosol, while for triggering homogeneous
nucleation vertical velocity fluctuations are required. Cloud ice sedimentation and depositional
growth were identified of further controlling cirrus cloud development. For a physical repre-
sentation in the NWP models of the DWD, state-of-the-art parameterisations were tested and
implemented providing a new two-moment cloud ice scheme.
The inclusion of homogeneous nucleation of liquid phase aerosols as a separate process is es-
sential for correctly modelling cloud cirrus due to the correlated high ice supersaturation ratios
and high ice crystal concentrations. However, in order to reproduce observed high ice crystal
number densities with NWP models, sub-grid scale vertical velocities are needed especially
in global models (e.g., Kärcher and Lohmann (2002), Hoyle et al. (2005)). In order to coun-
teract this deficit in regional models, a simple relation using the turbulent kinetic energy was
used in the COSMO model (see Sec. 4.3.1). The prevailing shortcoming of sufficient fluctua-
tions in the vertical velocity was highlighted by the comparison of ice crystal number densities
of idealised simulations in the COSMO model environment to measurements from the INCA
campaign (Sec. 4.4.1), where an offset of the ice crystal number densities to lower values was
observed. For the global model, the T KE could not be used and instead an additional sub-grid
scale orography induced velocity was implemented following Joos et al. (2008), as shown in
Sec. 4.3.2. However, further enhanced mesoscale fluctuations in the global model are still re-
quired, as peak ice crystal number densities could not be attained with this approach. Another
formulation of the vertical velocity for the global model is derived in Sec. 6.2.3, which uses the
correlation between the high resolution model updrafts from the COSMO-DE and their average
over the GME model resolution. Only if vertical velocities above 20cms−1 are reached and a
low amount of ice nuclei exist in the atmosphere, ice supersaturation reaches high enough val-
ues to trigger homogeneous nucleation (e.g., Khvorostyanov and Sassen (2002), Gierens et al.
(2003)).
The operational heterogeneous nucleation model parameterisation is only temperature depen-
dent, while the new parameterisation based on Phillips et al. (2008) also takes the ice supersat-
uration and the aerosol species dust, soot and organic substances into account. A fixed number
density for the three classes of ice nuclei is given, which makes it important to include a hetero-
geneous nucleation dependent variation to limit the amount of available IN. The limitation is
included in the NWP models by the implementation of a prognostic tracking variable for acti-
vated aerosol. Previously activated ice nuclei are thus accounted for and are subject for freezing
again, depending on a mixing timescale. The mixing timescale is set to two hours throughout
the course of this study, which means that previously nucleated ice nuclei are available for
heterogeneous nucleation again after this time. The mixing timescale is a sensitive tuning pa-
rameter to increase or decrease heterogeneous nucleation by reducing or increasing the mixing
time interval, respectively. The prognostic IN budget variable is thought to be an intermediate
solution between the constant IN field and prognostic aerosols being directly nucleated, which
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is not feasible for operational NWP model use due to computational limitations. An attempt at a
more physical approach based on an IN budget variable was thus undertaken which reduces the
risk of overpredicting available IN in the NWP model. Another possible tuning parameter for
the heterogeneous nucleation parameterisation is the amount of initial aerosol available, which
can be altered as a whole with a scaling factor or a height dependent ice nuclei distribution
could be introduced, derived by fitting the resulting model ice water content to observations
(see Fig. 5.14). Also possible is to change single IN concentrations for carbon, soot and or-
ganic substances individually, as they have different nucleation characteristics. Yet, there are
still a lot of uncertainties concerning heterogeneous nucleation and the nucleation character-
istics for each IN species (DeMott et al., 2011). In Phillips et al. (2013) a revised version of
the applied heterogeneous ice nucleation scheme is presented. Introduced are new properties
for black carbon, insoluble organic aerosols are replaced by primary biological particles, and
a fourth group of ice nuclei is added, namely soluble organic aerosols (Phillips et al., 2013).
The revision of the scheme shows the ongoing research on improving the understanding of ice
nuclei nucleation characteristics.
Representing cloud ice sedimentation has a severe influence on the ice water content, reducing
it by about 5mgm−3 as shown in the meridional average in Fig. 5.3. Ice crystal sedimentation
is important for the humidity transport, as the ice crystals evaporate in lower sub-saturated
model levels. For sedimentation and deposition the ice crystal form assumed in this work are
hexagonal plates, which are mostly found near cloud top in mid-latitude and tropical cirrus
(Heymsfield and McFarquhar, 2002). This choice was made due to needs of consistency but
is not trivial, as different temperatures and supersaturation cause a variety of different shapes
to form with different habits (see Fig. 2.1). The ice supersaturation is also changed due to
the relaxation timescale approach used for describing depositional growth in the new cloud ice
scheme. Higher ice supersaturations cause a decrease in thick cirrus and anvil occurrence while
increasing stratospheric water vapour (Gettelman and Kinnison, 2007), which is also observed
to occur with the new ice microphysics.
In total, a new two-moment cloud ice scheme was developed which accounts for the physical
processes dominating cirrus clouds. When intercomparing the model results from the regional
COSMO model and the global GME, the cirrus occurrences and locations do not change drasti-
cally with the new ice microphysics scheme. The location of the cirrus clouds are thus confined
to the availability of atmospheric water vapour and the model dynamics. When looking at sin-
gle clouds, differences in the horizontal and vertical structures and microphysical properties
are observable for the operational and new cloud ice microphysics schemes. Results from the
global model showed that the new cloud ice scheme causes a reduction in high cloud occur-
rence and ice water content. The reduction of high ice water contents in comparison to the GME
is a result of the introduction of cloud ice sedimentation. The introduction of the activated ice
nuclei tracking additionally reduces the ice water contents in the regions of heterogeneous nu-
cleation. For regions between 8-10km this reduction is compliant with the CALIPSO data. Yet,
difficulties arise when comparing the CALIPSO ice water content product to the GMEice. The
influence of snow is dominant in the IWC and high attenuation reduces the detection of IWC
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in lower altitudes with the CALIPSO lidar. Even though the CALIOP lidar is sensitive to cloud
ice in higher altitudes, the CALIOP can not detect ice water contents below 0.4mg m−3 during
daytime (Avery et al., 2012). This makes the evaluation very sensitive to the validity interval of
the derived satellite IWC and complicates a conclusive statement concerning the exact quality
of the IWC magnitude of the GMEice.
6.2.2 Ice Supersaturation
The triggering of homogeneous and heterogeneous ice nucleation depends on the magnitude
of atmospheric ice supersaturation. Once cloud ice nucleation is triggered, further atmospheric
mechanism influence the subsequent ice cloud evolution. Ice crystal sedimentation is especially
important for heterogeneously nucleated ice particles as they reach larger dimensions. Cloud
ice sedimentation is also crucial for restructuring the cloud and causes sustained in-cloud ice su-
persaturation (Spichtinger and Gierens, 2009a). The depletion of ice supersaturation is depen-
dent on the timescale of depositional growth which is a challenge as it varies between 0.5h-3h
according to which nucleation mechanism is active (Khvorostyanov and Sassen, 2002).
Numerical weather prediction and climate models require a consistent treatment of cloud
microphysics. At present, the application of prognostic statistical cloud schemes is com-
mon. These employ sub-grid scale inhomogeneities by using probability distribution functions
(PDFs). In Kärcher and Burkhardt (2008) and Wang and Penner (2010) the statistical cirrus
cloud scheme PDFs for total water and temperature are described for clear-sky and in-cloud
conditions. These cloud parameterisations are based on the operational scheme of the ECMWF
by Tiedtke (1993), using clear-sky humidity fluctuations to predict cloud fraction and cloud
condensate. However, cloudy air is assumed to be saturated. The operational cloud scheme in
the NWP models at the DWD differs from the described statistical scheme. Instead of assum-
ing sub-grid scale variability, the cloud scheme uses prognostic variables for all hydrometeors
to achieve a good representation of the bulk microphysical processes. One advantage is that
no separations between in-cloud and clear sky conditions are made. Thus it was possible to
achieve an improvement of the ice supersaturation with the change in depositional growth,
even within cloudy air. The chosen parameterisations for representing cirrus formation in this
work are found to be consistent with the total microphysics scheme.
In the previous chapter the relative humidity with respect to ice from the GME and the GMEice
were compared to the IFS. The altered ice nucleation scheme in the GMEice captures the dis-
tribution of the high ice supersaturation values better than the original scheme. The higher ice
supersaturation values may partly be due to the lower ice water contents with the new cloud
ice microphysics, which constitute a smaller sink for water vapour depletion through deposi-
tional growth. A main difference in the microphysics scheme of the IFS is that the depositional
growth process is not explicitly modelled and consequently all humidity is converted to ice and
RHi = 100% within a model time step once nucleation is triggered (Tompkins et al., 2007).
This leads to in-cloud saturation and can be observed by the peak at RHi = 100% in the rela-
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tive frequency plots in Fig. 5.19. In the GMEice however, in-cloud supersaturation is allowed
and physically represented due to the relaxation timescale approach for the altered depositional
growth. This is a physical approach as e.g., Ovarlez et al. (2002) and Comstock et al. (2004)
show in-cloud ice supersaturation to be a common phenomena. Looking at one year of Ra-
man lidar measurements in 2000 at the Southern Great Plains facility near Lamont, Oklahoma,
Comstock et al. (2004) finds that RHi > 100% is found in about 31% of the cloudy data points.
Khvorostyanov and Sassen (2002) also point out that there is a residual ice supersaturation of
5-10% left following a few hours after a cloud has developed. Also, the higher relative hu-
midities are in accordance with the RHi distribution law derived from 3 years of MOZAIC
measurements (Gierens et al., 1999).
The ice supersaturated regions and their vertical layer thickness is especially decisive for mit-
igation purposes reducing anthropogenic cloudiness as these are potential contrail regions. A
possible mitigation strategy was previously illustrated in Fig. 1.1. This was part of the project
’Environmentally Compatible Flight Route Optimisation’ described in Mannstein (2008) which
investigated possible contrail mitigation strategies to reduce anthropogenic induced cloudiness.
The better representation of ice supersaturation makes the altered cloud ice microphysics in-
teresting for other investigations concerning contrails and their lifetime in upper tropospheric
conditions. Findings concerning the life cycle of supersaturated regions in the upper tropo-
sphere from Dietz (2012) show that the humidity in the COSMOice model is more realistic than
in the operational COSMO-EU. Of interest could also be the implementation of an extra source
term into the ice microphysics scheme for contrails which converts water vapour into cloud ice,
for example, as proposed by Ferrone (2011) in Eq.(5.1).
6.2.3 Scale dependencies of ice microphysics processes
The new cloud ice scheme was tested in different NWP model environments, where the hor-
izontal resolution differed from ∆x = 1km to ∆x = 30km. Especially homogeneous freezing
of liquid phase aerosols are prone to be effected by the different NWP model resolutions, as
high vertical velocities and the correlated high ice supersaturations are necessary for triggering
homogeneous freezing. The scale dependency of the vertical velocity and the ice supersatu-
ration is thus investigated. The refined COSMO-DE run of the 26th of August 2011 over 24
hours with a horizontal resolution of 1.7km is used to investigate small scale fluctuations, e.g.
in the vertical velocity w. For coarser model grids like the GME with a lack of these fluctu-
ations in w, a further sub-grid scale variability would be desirable to achieve more realistic
atmospheric conditions. Such is stressed in e.g., Hoyle et al. (2005), Gierens et al. (2007) and
Dotzek and Gierens (2008) where statistic evaluations of cooling rates in the upper troposphere
are conducted.
In the following, the maximum values for the vertical velocity and ice supersaturation in the
COSMOice model are investigated. The additional model variables wmax and Si,max are included
in the 6 minute interval model output for the upper troposphere. The correlation between the
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maximum values for the high-resolution regional model and the maximum values of the global
model are investigated. The model variables w and Si are of special importance as they deter-
mine the onset of nucleation events and the resulting ice crystal number density.
Figure 6.1: Depicted are the maximum values for the high resolution COSMO model run in rela-
tion to the maximum values for Si and w averaged over the global model resolution with a linear
regression line.
The scatterplots in Fig. 6.1 show the scale dependency of the vertical velocity and the ice
supersaturation ratio. The maximum values of the COSMO-DE are compared to spatially
averaged (upscaled) values for the grid spacing of 30km as used in the global model. For
instance, Si,max = 1.41 is correlated to the averaged value over the global model resolution
< Si,max >= 1.2. This relation is more significant for the vertical velocity where the mean value
in the global model wmax = 0.4ms−1 corresponds to < wmax >= 1.6ms−1. A linear regression
for a sub-grid scale ice supersaturation Si,sgs yields
Si,sgs = αS(Si,GME−Si,x)+ Si,y (6.1)
where the maximum rate is αS = 1.11 and the coefficients are Si,x = 0.62 and Si,y = 0.78. The
resulting sub-grid scale vertical velocity wsgs with the linear regression is
wsgs = αw(wGME−wx)+ wy (6.2)
with the maximum rate αr = 4 and the coefficients wx = 0.14 and wy = 0.56. The relation
shows that the upscaled ice supersaturation ratio attains high values close to the high resolution
output with a maximum rate of αS = 1.11. However, the vertical velocities show a great deficit
in strong updraft when considering the upscaled values and the maximum rate (αr = 4) is
a lot higher. This finding once again highlights the necessity of sub-grid scale fluctuations
and related cooling rates in global models. The values Si,sgs and wsgs can be used for further
calculations in the cloud ice scheme along with the additional source for the vertical velocity
that have been derived from the sub-grid scale orography scheme as described in Sec. 4.3. This
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relation can then be applied to the Kärcher et al. (2006) scheme to estimate the sub-grid vertical
velocity and ice supersaturation. In order to counteract repressing heterogeneous nucleation
Si,sgs should only be applied if the model ice saturation ratio Si,GME is greater than 1.3. The
sub-grid scale processes should primarily serve to achieve higher ice crystal number densities
resulting from homogeneous nucleation, as this is still a shortcoming in cirrus modelling.
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Chapter 7
Conclusion and Outlook
Cirrus clouds are one of the most ill-understood cloud types with a strong impact on climate
(Barahona and Nenes, 2008). The formation of cirrus cloud is a multiscale problem, as the
synoptic scale provides the environment, the mesoscale determines the forcing, and the actual
nucleation events occur on a microscopic scale. This makes the parameterisation in numerical
weather prediction models and climate models a challenging task. This work is supposed to
help improve the understanding of the dominant processes controlling ice nucleation and ice
supersaturation and account for them in numerical weather prediction models.
The mechanism controlling homogeneous and heterogeneous nucleation were localised as be-
ing the ice nuclei concentration, the fluctuations in the vertical velocity, the depositional growth
and the cloud ice sedimentation. A two-moment two-mode ice nucleation scheme was devel-
oped and implemented. Using this scheme the mentioned dependencies and atmospheric pro-
cesses were examined in detail. The resulting new cloud ice scheme is an extension of the
ice microphysical parameterisation operational in the numerical weather prediction models at
the German Weather Service (Deutscher Wetterdienst, DWD). In particular, the operational
ice microphysics scheme lacks the representation of homogeneous nucleation of liquid aerosol
droplets and cloud ice sedimentation. Further, the cloud ice crystal number from the oper-
ational cloud ice scheme only includes a temperature-based empirical parameterization that
describes the increasing number of ice nuclei or ice crystals with decreasing temperature and
can not distinguish between different nucleation modes, such as immersion or deposition freez-
ing. Formed cloud ice rapidly depletes existing ice supersaturation. Though ice supersaturation
is permitted as the depositional growth is explicitly resolved, a limitation ensures that not more
water vapour is depleted than available. This ice microphysical framework makes a more phys-
ical approach for ice nucleation and ice supersaturation in the cloud ice scheme of the DWD
model chain desirable.
The new cirrus scheme is compatible with both, the non-hydrostatic regional model COSMO
and the global model GME and numerical stability as well as physical consistency can be en-
sured for a wide range of scales. Ice nucleation is described using state-of-the-art parameterisa-
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tions for homogeneous and heterogeneous nucleation. While the latter mainly depends on the
existence of ice nuclei, homogeneous freezing of supercooled liquid aerosol occurs in regions
with high ice supersaturations and high cooling rates, i.e. in strong vertical updrafts. Further
extensions of the operational scheme were made such as particle sedimentation and tracking for
activated ice nuclei which is necessary to avoid an overestimation of heterogeneously nucleated
ice particles. A relaxation timescale method is applied to achieve a consistent treatment of the
depositional growth of the two small-particle ice modes and the larger snowflakes. Additional
sub-grid scale vertical velocity fluctuations used in the microphysics scheme were derived.
A systematic sensitivity study showed that the detailed choices in the design of the scheme
do matter for the competition of heterogeneous vs. homogeneous nucleation. As atmospheric
conditions for the triggering of homogeneous freezing depend on small-scale fluctuations, the
resolved supersaturation over ice depends strongly on the model resolution. To investigate this
resolution dependency high-resolution COSMO model simulations were performed with the
aim to formulate a consistent parameterisation for the regional COSMO model and the global
GME. This is of importance, as sensitivities of microphysical characteristics of cirrus clouds
can alter the large-scale dynamics and the radiative properties of the atmosphere. A compari-
son of the GME containing the new ice microphysics with lidar data showed that on average
the differences in cirrus occurrence and location remain similar, whereas the individual cloud
structure is altered in comparison to the operational cloud ice scheme. The consistent formation
of cirrus clouds in the global model with the operational and new cloud ice scheme shows the
dominance of the model dynamics for cirrus formation. Yet, on the microphysical properties
from the individual formed cirrus clouds differ for both cloud ice schemes. Cirrus formed with
the operational ice microphysics scheme are of a rather opaque character with high ice water
contents. However, with the new cloud ice microphysics, the cirrus clouds are not as uniformly
structured and the ice water contents were reduced. The lower ice water contents in heights
between 9-11km are in accordance with the ice water content derived from CALIPSO (Cloud-
Aerosol Lidar and Infrared Pathfinder Satellite Observations) data for July 2011. Also the ice
supersaturation distribution was greatly improved with the new two-moment cloud ice scheme
in comparison to IFS (Integrated Forecast System) data. In addition, the prediction of in-cloud
supersaturation over ice became possible due to changes in the depositional growth scheme. In-
cloud ice supersaturation is not allowed for in the IFS model but various in-situ measurements
have provided evidence for its existence. The improved representation of ice supersaturation
with the new cloud ice scheme thus allows for advances in predicting condensation trails with
NWP models.
Homogeneous nucleation requires high vertical velocities while heterogeneous nucleation de-
pends on the existence as well as the species of the aerosol. Further work concerning sub-grid
scale fluctuations in the vertical velocity and an improved model representation of ice nuclei
have thus to be conducted. In the new cloud ice scheme, a prognostic tracing variable for ac-
tivated ice nuclei was introduced. This was a simplified approach to introduce time and space
variability for ice nuclei. For future investigations, a coupling to the model aerosol climatol-
ogy would be desirable. A further step would include the coupling to a full prognostic coupled
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aerosol model, such as the COSMO-ART (ART stands for Aerosol and Reactive Trace gases)
(Vogel et al., 2009).
Projects such as ’High Definition Clouds and Precipitation for Climate Prediction’ (Stevens
et al., 2013) deal with future applications and requirements for model parameterisations. In
this project, the microphysical effect of implementing the entire high-resolution approach from
Morrison et al. (2005) for large-eddy simulations is investigated. This would have the advantage
of dealing with the Bergeron-Findeisen process in a more physical way. For this work, the cloud
ice and snow relaxation timescales were adapted for the depositional growth. As the COSMO-
DE model microphysical scheme also accounts for graupel, for the future it would be of interest
to implement the new cloud ice scheme in combination with the graupel and investigate the
interactions.
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Nomenclature and Abbreviations
Symbol Description Units
αd Deposition coefficient 1
αS Maximal rate for linear regression for Si 1
αw Maximal rate for linear regression for w 1
∆t Model time step s
∆x Horizontal model resolution m
η Dynamic viscosity m2 s−1
τc Optical cloud thickness 1
τdep Timescale for depositional growth s
τfreez Time of freezing event s
ρa Air density kgm−3
ρi Ice particle mass density kgm−3
νi Specific volume of a water molecule w.r.t. ice m−3
νth Thermal speed cms−1
χIN Scaling parameter for the amount of available ice nuclei 1
a Half-width of bell-shaped hills m
aw Water activity of a solution 1
aiw Water activity in equilibrium with ice 1
cp Specific heat capacity of air Jkg−1 K−1
BC Inorganic black carbon cm−3
Dc Average diameter of cloud droplets µm
Di Ice crystal diameter µm
Di,max Ice crystal maximum dimension µm
Dv Coefficient of water vapour diffusion in air m2 s−1
DM Dust/metallic aerosols cm−3
ev Vapour pressure over ice Pa
es Saturation vapour pressure Pa
esi Saturation vapour pressure over ice Pa
esw Saturation vapour pressure over water Pa
g Acceleration of gravity ms−2
Hi Howell factor for diffusional growth 1
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hmax Height of bell-shaped hills m
hsurf Artificial model orography height for idealised simulations m
IWC Ice water content gm−3
IWP Ice water path gm−2
J Nucleation rate cm−3 s−1
Jcr Critical nucleation rate cm−3 s−1
kb Boltzmann constant J K−1
Le fm Effective latent heat of melting cal g−1
Ls Latent heat of sublimation Jkg−1
mc Average mass of cloud droplets kg
mi,0 Mass of individual ice particle prior to freezing kg
mi Mass of individual ice particle kg
Ma Molecular mass of air kgmol−1
Mw Molecular mass of water kgmol−1
mw Mass of a water molecule kg
n Number of bell-shaped hills 1
ni,0 Aerosol number density prior to freezing cm−3
ni Number density of ice particles cm−3
Ni Ice crystal number kgkg−1
nfrac,X Frozen ice nuclei fraction for aerosol species X cm−3
ni,het Heterogeneously nucleated number density of ice particles cm−3
Ni,het Heterogeneously nucleated number density of ice particles kgkg−1
ni,hom Homogeneously nucleated number density of ice particles cm−3
nIN Available ice nuclei per time step cm−3
ni,nuc Activated ice nuclei number density cm−3
nIN,PDA08 Ice nuclei number density as defined by PDA08 cm−3
nIN,X Number density for active IN for species cm−3
nsat Number density at saturation cm−3
nX,a Number mixing ratio for activated IN per species kg−1
O Insoluble organic carbon cm−3
Snuc Heterogenous nucleation of cloud ice s−1
Sc, f rz Nucleation of cloud ice due to homogeneous freezing of cloud water s−1
Si,au Autoconversion of cloud ice to form snow due to aggregation s−1
Si,dep Deposition growth and sublimation of cloud ice s−1
Si,dep Deposition rate for homogeneous and heterogeneous cloud ice s−1
Si,melt Melting of cloud ice to form cloud water s−1
Saud Autoconversion of cloud ice to form snow due to deposition s−1
Sagg Collection of cloud ice by snow (aggregation) s−1
Si,cri Collection of ice by rain to form snow s−1
qi Cloud ice kgkg−1
qv Water vapour mixing ratio kgkg−1
qv,s Water vapour mixing ratio at saturation kgkg−1
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qv,si Water vapour mixing ratio at ice saturation kgkg−1
qv,sw Water vapour mixing ratio at water saturation kgkg−1
ri,0 Aerosol particle radius prior to freezing µm
ri Ice crystal radius µm
R Universal gas constant Jmol−1 K−1
RHi Relative humidity with respect to ice %
RHw Relative humidity with respect to water %
Ra Gas constant for air Jmol−1 K−1
Rw Gas constant for water Jmol−1 K−1
Si Ice saturation ratio 1
Si,sgs Sub-grid scals ice saturation ratio from linear regression 1
Si,x Coefficient for linear regression 1
Si,y Coefficient for linear regression 1
Si,cr Critical ice saturation ratio for homogeneous freezing 1
Sw,cr Critical water saturation ratio heterogeneous freezing 1
T Air temperature K
Tc Air temperature °C
u0 Initial horizontal wind speed ms−1
V0 Initial volume cm3
vTi Terminal velocity of ice particles cm3
w Vertical velocity ms−1
wCOSMO Vertical velocity from the COSMO model ms−1
wTKE Vertical velocity derived from the turbulent kinetic energy ms−1
wsgs Sub-grid scale vertical velocity from linear regression ms−1
wx Coefficient for linear regression 1
wy Coefficient for linear regression 1
Abbreviation Description
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations
CAM3 Community Atmosphere Model 3
CCN Cloud Condensation Nuclei
CNES Centre National d’Études Spatiales
CEPEX Central Equatorial Pacific Experiment
CFDC Continuous Flow Diffusion Chamber
COSMO Consortium for Small-Scale Modeling
COSMO-ART COSMO including Aerosol and Reactive Trace gases
COSMO-DE COSMO local model over Germany
COSMO-EU COSMO local model over Europe
DLR Deutsches Zentrum für Luft- und Raumfahrt (German Aerospace Center)
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DWD Deutscher Wetterdienst (German Weather Service)
ECHAM5 European Centre/ Hamburg 5 climate model
ECMWF European Centre for Medium-Range Weather Forecast
GCMs Global Circulation Models
GEOS Goddard Earth Observing System
GMAO Global Modeling and Assimilation Office
GME Global Model
HIRS High Resolution Infrared Radiation Sounder
IFS Integrated Forecast System
IN Ice Nuclei
INCA Interhemispheric differences in cirrus properties from anthropogenic emissions
ISSRs Ice Supersaturated Regions
Lidar Light Detection and Ranging
MARL Mobile Aerosol Raman Lidar
MLS Microwave Limb Sounder
MODIS Moderate Resolution Imaging Spectroradiometer
MOZAIC Measurements of Ozone by Airbus in-service Aircraft
MSG Meteosat Second Generation
NASA National Aeronautics and Space Administration
NCAR National Center for Atmospheric Research
NWCSAF Nowcasting Satellite Application Facility
NWP Numerical Weather Prediction
OLR Outgoing Longwave Radiation
PDFs Probability Distribution Functions
PSC Polar Stratospheric Clouds
RMSE Root Mean Square Error
SEVIRI Spinning Enhanced Visible and Infrared Imager
SSO Sub-Scale Orography
SVC Subvisible Cirrus
TKE Turbulent Kinetic Energy
TTL Tropical Tropopause Layer
UTLS Upper Troposphere/ Lower Stratosphere
WMO World Meteorological Organization
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