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Abstract
Recent social recommender systems benefit from friendship graph to make an accurate recommendation, be-
lieving that friends in a social network have exactly the same interests and preferences. Some studies have
benefited from hard clustering algorithms (such as K-means) to determine the similarity between users and
consequently to define degree of friendships. In this paper, we went a step further to identify true friends for
making even more realistic recommendations. we calculated the similarity between users, as well as the depen-
dency between a user and an item. Our hypothesis is that due to the uncertainties in user preferences, the fuzzy
clustering, instead of the classical hard clustering, is beneficial in accurate recommendations. We incorporated
the C-means algorithm to get different membership degrees of soft users’ clusters. Then, the users’ similarity
metric is defined according to the soft clusters. Later, in a training scheme we determined the latent representa-
tions of users and items, extracting from the huge and sparse user-item-tag matrix using matrix factorization. In
the parameter tuning, we found the optimum coefficients for the influence of our soft social regularization and
the user-item dependency terms. Our experimental results convinced that the proposed fuzzy similarity metric
improves the recommendations in real data compared to the baseline social recommender system with the hard
clustering.
Keywords Recommender system · Social network · Biclustering algorithm · Fuzzy clustering
1 Introduction
When you travel or shop, you listen, intentionally or uninten-
tionally, to either the advice of experts in the field, or the rec-
ommendation of a friend who poses similar interests or tastes
with you. Recently, obtaining advice or recommendation in so-
cial networks is getting popular and frequent. The widespread
use of social networks has led to a faster pace of production of
new information and resources in cyberspace, which itself con-
fuses users to find or select the information and resources they
need. The recommender system (RS) as a useful tool can offer
specific and useful information from a large volume of informa-
tion to suit the user’s interest and taste.
The abundance and popularity of social networks, as well as the
unique acceptance of users on social networks havemade social
interactions among users a more accurate interpretation of their
preferences. Researchers regard the social interactions as a use-
ful source of information to improve the quality of their rec-
ommendations. As a result, a variety of social-network-based
recommender systems have been proposed in recent years. In
the rest of the paper, we name it social recommender system
(SRS) for the sake of simplicity.
Before the advent of social networks, traditional recommender
systems focused on the user-item-rating (or user-item-tag de-
pending on the application) matrix without considering the
users friendship, as the information were not available. Figure
1 depicts a taxonomy of recommender systems in which the
first category is referred to as the traditional RS. Well-known
techniques of this category are content-based [1, 2] and collab-
orative filtering [3, 4, 5].
Content-based approaches use only tags (ratings) of the same
user to make a recommendation for her/him. These simple ap-
proaches are useless for a new user without previous ratings
that is known as the cold-start problem.
Collaborative filtering methods, on the other hand, use user-
rating information either by memory-based (similar to the K-
nearest neighbor method) [6] or model-based algorithms [7].
A large group of research considered hybrid filtering by com-
bining the two former filtering approaches [8]. Knowledge-
based [9] and demographic [10] filtering, also known as context-
aware collaborative filtering fall in this category, too.
Figure 1: Taxonomy of recommender systems.
The primary collaborative filtering methods usually suffered
from the sparsity of the user-rating information. However, re-
cent model-based collaborative filtering methods have focused
on machine learning and deep learning architectures such as
autoencoders to extract the low-dimension latent features from
the sparse information [11].
Shown in Figure 1 as the second category, a few trust-based
RSs [12, 13, 14, 15] have been proposed, benefiting from users
trusts. The systems mostly relied on the unilateral trust relation;
while the social relation is cooperative and mutual. That weak-
ness together with the limited access to the trust-aware datasets
made trust-based systems to be impractical.
Preprint – A Soft Recommender System for Social Networks 2
With the development of Web 2.0 technology and the abundant
of datasets including the bilateral friendship information, many
social-based RSs have been proposed [16]. As the third cat-
egory shown in Figure 1, many SRSs consider the social re-
lationship among users assuming that the user and her friend
have similar interests and tastes. Former SRSs assumed that
friends are correlated anyway [17]. So, they considered the
same friendship degree for all the users in a group of friends;
but users live in groups of people who are widely distributed,
such as family, neighbors, classmates, and so on. Some of these
people have interests in common, and others may even disagree
her/him.
In fact, primary social RSs incorporate interests and ratings
(tags) of the group of friends to determine the recommended
item for users in the group; while typically friends may have
different or even conflicting interests; or even if they focus on
the same thing, their degree of interests may vary. Therefore,
the new trend of SRSs has emerged considering variable friend-
ship degree [18, 19, 20].
In this paper, we presented a soft (fuzzy) recommender system
that falls in this category, meaning that we defined a variable
friendship degree and the corresponding user similarity mea-
sure to make more accurate and realistic recommendations. To
summarize, our contribution is in two folds: (1) we introduced
a soft users’ similarity metric to have a realistic friendship de-
gree for making the better recommendation, and (2) we defined
a new user-item dependency term such that imposing it in a
training scheme leads to better user and item latent representa-
tion. Details are explained in following sections.
The rest of the paper is organized as follows. In Section 2, we
review a typical SRS that is our basedline algorithm. Later,
Section ?? explains our modifications and suggestions to make
a soft recommendation by replacing the hard clustering (and
consequently the user similarity metric) in the baseline algo-
rithm. Section 4 describes our experimental setup, explaining
the dataset and evaluation metrics. Then, results come in Sec-
tion 5. We analyze impacts of parameters, and compare the
performance of the baseline and the proposed soft recommen-
dation in Section 5. Eventually, conclusion comes in Section
6.
2 Social Recommender System
In this section, we explain our baseline SRS relying on collab-
orative filtering with a social regularization technique [18, 19,
20]. Generally, SRSs utilize the user-item-tag information to-
gether with the users friendship graph. It is worth mentioning
that the method is applicable when rating (instead of tagging)
is available, too. Without loss of generality, we consider that
the user-item-tag matrix, denoted by T , together with the user
friendship graph U is available. In fact, the system is mostly re-
lied on the collaborative filtering technique on the user-item-tag
side, as well as a social regularization on the friendship graph
side [19].
In both collaborative filtering and social-based systems, dealing
with large datasets and the sparse T , is not efficient. Thus, low-
dimensional matrix factorization methods have been proposed
[18, 20, 21, 22] to focus on T matrix decomposition into low-
dimensional user and item latent feature matrices, denoted by
S and V , respectively as follows,
T ≈ S TV, (1)
where T ∈ Rp×q, in which p (number of users) and q (num-
ber of items) are quite large values. However, the estimated
low-dimensional latent features S ∈ Rl×p and V ∈ Rl×q (l ≪
min(p, q)) are very efficient for making the recommendation.
Indeed, it is assumed that only a small number of factors influ-
ences preferences, and with a proper training scheme the pref-
erences can be shown up in the latent feature matrices.
The matrix factorization method estimates the latent features
using the following objective function in a training scheme that
we will explain soon.
1
2
‖T − S TV‖2F (2)
Reforming Equation 2 by considering ‖.‖2
F
as the Frobenius
norm, the objective function is as follows,
min
S ,V
1
2
p∑
u=1
q∑
i=1
aui(Tui − S
T
uVi)
2, (3)
in which, aui = 1 if user u selects the item i; otherwise aui = 0.
Moreover, Tui reflects tags on the item i labeled by the user u.
To avoid overfitting and to impose sparsity, L2-norm of the la-
tent features are added to the objective function as follows,
min
S ,V
1
2
p∑
u=1
q∑
i=1
aui(Tui − S
T
uVi)
2 +
λ1
2
‖S ‖2F +
λ2
2
‖V‖2F , (4)
where λ1 and λ2 are positive constants. As we have mentioned
earlier, minimizing the above mentioned equation with respect
to S and V leads to low-dimensional vector representations
for users and items such that they are more efficient and less-
computationally complex for the recommender system. Yet,
our baseline recommender system includes the similarity be-
tween users and usre-item dependency terms described in the
following subsections.
2.1 The Similarity Between Users
We add the social regularization terms to the objective function
(Equation 4) regarding the users’ friendships, similar to [19]. In
our model, users have different degree of friendship regarding
their preferences. Hence, we investigate friends with different
interests and calculate the similarity among users based on their
interests. The users’ similarity measure is defined for each pair
of users such that the social regularization term is defined as
follows,
β
2
p∑
u=1
∑
f∈F(u)
sim(u, f )‖S u − S f ‖
2
F , (5)
where β is a positive constant reflecting the importance of the
social regularization term. However, F(u) denotes the friend
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set of the user u. Furthermore, sim(u, f ) shows the similarity
between user u and f that is going to be explained more in the
next subsection. Adding Equation 5 to the objetive function
ensures that when sim(u, f ) is large (meaning that u and f are
very similar), then latent features in S u and S f are extracted
such that to be as close as possible.
The similarity metric sim(u, f ) as a weight parameter controls
the influence of ‖S u − S f ‖
2
F
, which is the difference of the low-
dimensional representation for the desired users. In our base-
line recommender system, we define sim(u, f ) similar to the
study performed by Sun and his colleague [18] as follows,
sim(u, f ) = k
1
q
q∑
i=1
cos(Tui, T f i), (6)
k =
{
λ if u and f are in the same cluster
1 − λ otherwise
where, 0 < λ < 1 and cos(Tui, T f i) denotes the cosine similarity
between tag vectors of users u and f to the same item i. Obvi-
ously, n is the total number of items that both users are selected
or labeled.
In our baseline recommender system, we cluster users utiliz-
ing K-means algorithm. With the above mentioned similarity
metric (Equation 6), we determine sim(u, f ) as a linear combi-
nation of the similarity of the same-clustered and the different-
clustered users. The constant coefficient of the linear combina-
tion, λ, is a number between zero and one. The more λ is close
to one, the more the in-cluster similarity affects the model. In
the implementation of the paper (similar to [18]), we supposed
λ = 0.8 to highlight the influence of the same-clustered users.
Please note that the similarity metric guarantees that friends are
not necessarily similar. They may be friend with different or
even conflicting preferences unless they are in the same cluster.
2.2 The User-Item Correlation
In addition to the similarity between pairs of users, we consider
the dependency between users and items, as well. the User-item
dependency points out that how much the user u relates to the
item i. Xu [20] has considered the dependency only if the user u
has selected or labeled the item i; but the user and the item may
be correlated even if they do not have any relation. To elaborate
more, Figure 2 illustrates the case that the user u is correlated
to the item i through the friend f . In the figure, O(u) and O( f )
indicate sets of items selected by users u and f , respectively.
Figure 2: The user u and the item i are correlated through the
friend f .
We introduce the user-item dependency similar to [18], in
which the correlation is regardless of whether i is selected by u
or not. Sun and his colleague [18] determined the dependency
by two factors: (1) the similarity of the user u and the friend
f , as well as (2) the correlation of the item i with other items
selected by f . They defined the correlation with the latent rep-
resentation of items (V); while mistakenly the derivative with
respect to the V has neglected it.
Unlike [18], we define the user-item correlation with the user-
item-tag matrix. In our definition, the user-item dependency
is the distance of the user u and the friend f (denoted by
‖S u − S f ‖
2
F
), times the average cosine similarity of the item
i and items j (indicated by corr( f , i)). Accordingly, Equation 7
introduces the user-item regularization term.
α
2
p∑
u=1
q∑
i=1
∑
f∈F(u)
corr( f , i)‖S u − S f ‖
2
F ,
corr( f , i) =
1
n
∑
j∈O( f )
cos(T f i, T f j)
(7)
where α > 0, F(u) denotes the user u’s friends, and corr( f , i)
reflects the correlation of the friend f and the item i that may
or may not be chosen by the user u. However, js are the items
selected by f , denoted by j ∈ O( f ), and n is the number of
items (n = |O( f )|).
Eventually, we impose both the users’ similarity (Equation 5)
and the user-item correlation (Equation 7) to the basic objec-
tive function (Equation 4). Later, in a training scheme, we min-
imize the function such that the optimum user and item low-
dimensional representations are extracted. The next subsection
explains the training algorithm.
2.3 The training algorithm
In our baseline recommender system, we utilize the low-
dimensional matrix factorization with social regularization
terms to extract the optimum representation for users and items.
As we have explained so far, the objective function is as fol-
lows,
Loss(S ,V) =
1
2
p∑
u=1
q∑
i=1
aui(Tui − S
T
uVi)
2 +
λ1
2
‖S ‖2F +
λ2
2
‖V‖2F
+
α
2
p∑
u=1
q∑
i=1
∑
f∈F(u)
corr( f , i)‖S u − S f ‖
2
F
+
β
2
p∑
u=1
∑
f∈F(u)
sim(u, f )‖S u − S f ‖
2
F .
(8)
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We apply gradient descent algorithm to the user latent features
S u and the item latent features Vi to get a local minimum of the
objective function. The derivatives are as follows,
∂L
∂S u
=
q∑
i=1
aui(S
T
uVi − Tui)Vi + λ1S u
+ α
q∑
i=1
∑
f∈F(u)
corr( f , i)(S u − S f )
+ β
∑
f∈F(u)
sim(u, f )(S u − S f )
∂L
∂Vi
=
p∑
u=1
aui(S
T
uVi − Tui)S u + λ2Vi.
(9)
Table 1 presents the pseudo code of the training algorithm. In-
puts are: the user-item-tag matrix (T ), the learning rate (η) , the
user-item correlation coefficient (α), the users’ similarity coef-
ficient (β), maximum number of training iterations (max_iter),
as well as the constant coefficients to avoid overfitting (λ1, λ2
for user and item latent features, respectively).
Table 1: Pseudo code of the training algorithm
Input: T , η, α, β, max_iter, λ1, λ2
Output: S , V
(1) Initialize S , V with random small values
(2) for max_iter > 0
(3) for Tui in T do
(4) calculate ∂L
∂S u
using Equation 9
(5) for d = 1, ..., l do
(6) S ud ← S ud − η
∂L
∂S u
(7) end for
(8) calculate ∂L
∂Vi
using Equation 9
(9) for d = 1, ..., l do
(10) Vid ← Vid − η
∂L
∂Vi
(11) end for
(12) end for
(13) max_iter --
(14) break if the the objective function L converges
(15) end loop
Outputs of the algorithm would be the optimum user and item
latent features denoted by S ∈ Rl×p and V ∈ Rl×q matrices, re-
spectively. As described in Table 1, in the first line, matrices are
initialized by small values. Later, lines (2) to (15) describe the
main loop of the training scheme that stops either after a spec-
ified number of iteration (max_iter) or if the objective function
L converges (line 14).
In the main loop, for every element Tui of T , lines (4) to (11)
are repeated, meaning that the derivative ∂L
∂S u
is calculated so
that S ud is updated according to the gradient descent algorithm
(line 6). Similarly, we calculate ∂L
∂Vi
for updating Vid values in
line (10).
Minimizing the objective function using the gradient descent
satisfies applied constraints, including the sparsity of S and V ,
as well as the closeness of the latent representations of friends
with similar preferences, which itself is interpreted by both the
users’ similarity and the user-item dependency.
3 Proposed Soft Recommender System
Considering variable friendship degree improved the accuracy
of the recommendation [18]. However, we believe that the sim-
ilarity metric defined based on the hard clustering does not pre-
cisely reflect the true friendship. Thus, in this study, we suggest
the fuzzy (soft) clustering and consequently the fuzzy (soft)
similarity metric. Accordingly, we named the proposed algo-
rithm as the soft recommender system.
In the classical clustering, each sample belongs to one and only
one cluster and cannot be a member of two or more clusters.
In another word, clusters do not have overlap. What if a user
is similar to two or more clusters? In reality, fuzzy clsutering
reflects the true friendships as it is a natural representation of
groups.
Our hypothesis is that generalizing the natural clustering into
the baseline social recommender system would improve the rec-
ommendations. The baseline system uses basic K-means clus-
tering to obtain the users’ similarity. In followings, we show
how replacing the fuzzy C-means algorithm improves the accu-
racy of the recommendations. In fuzzy clustering, each user can
belong to more than one cluster with varying degree of member-
ship. The degree of membership is a value between zero and
one. Therefore, we introduce a new users’ similarity metric re-
garding the fuzzy membership degrees in the next subsection.
3.1 Soft User Similarity Metric
The baseline recommender system (similarly references [18, 19,
20] benefits from the k-means clustering and consequently the
similarity metric described in Equation 6 to measure variable
friendship degrees. In the equation, the λ parameter compro-
mises between the similarity of friends who are in the same
cluster and friends who are not in the same cluster. The closer
the λ gets to one, the more important the same-cluster friends’
similarity is.
Regarding the equation, previous studies tried to compensate
the uncertainty in friends’ preferences with the fine-tuning of
the λ parameter. In the presented algorithm, the C-means as a
fuzzy clustering estimates the membership degree of each user
in each cluster, handling the uncertainty and consequently lead-
ing to more precise approximation of users interest and prefer-
ences.
In K-means clustering, every user is assigned to the closest clus-
ter utilizing the Euclidean distance. Even if a user is close to
two or more clusters, the closets eventually is selected. Cor-
respondingly, in C-means, the same user is assigned to all the
close clusters but with varying membership degree. Let’s as-
sume µuc denotes the membership degrees of the user u in the
cluster c, and µ f c is the same for the friend. The average of the
friends’ membership degrees’ differences on all clusters, indi-
cated by 1
C
∑C
c=1 |µuc − µ f c|, is an appropriate criterion for calcu-
lating the users’ similarity. The higher the criterion is, the more
dissimilar the friends are.
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In the proposed system, we formulate the users’ similarity as
follows,
simF(u, f ) =(1 −
1
C
C∑
c=1
|µuc − µ f c |)
×
1
q
q∑
i=1
cos(Tui, T f i),
(10)
where C is the total number of clusters. Besides, µuc and µ f c
are the membership degrees of the user u and the friend f in the
cluster c, respectively. However, Tui and T f i are the tags labeled
by the user u and the friend f to the item i.
The proposed training algorithm is the same as the pseudo code
described in Table 1, replacing sim with simF in Equation 9.
4 Experiments
To compare the proposed soft recommender system with the
baseline, we conducted experiments by evaluating precision
and recall metrics on Del.icio.us dataset [23] , described
in following subsections.
4.1 Evaluation Metrics
We evaluated precision and recall according to Equation 11, in
which R(u) indicates the predicted tags the user u may label to
the items. Obviously, T (u) is the actual tags the user u labels.
precision =
|R(u) ∩ T (u)|
|R(u)|
recall =
|R(u) ∩ T (u)|
|T (u)|
,
(11)
The precision reflects the possibility that the user u is interested
in recommended items. It equals the ratio of the number of
common predicted and actual items which u labeled to the en-
tire predicted recommended items. The recall is the same ratio
to the actual recommended items, reflecting the possibility that
an item which u labeled may be recommended.
Clearly, the precision decreases if the number of recommended
items increases. Thus, for a fair comparison, we analyzed the
precision with varying number of recommended items from 1
to 5. In results section, the notation P@i specifies the precision
when i items are recommended. Likewise, R@5 determines the
recall when 5 items are recommended.
4.2 Dataset
We selected the real dataset Del.icio.us [23] to evaluate the
soft recommender system for social networks. The dataset is
an xml file, containing nearly 40 million records of users, URL
resources as items, and tags. Users can label one or more tags
to an item (a website) optionally. For example, the user named
"NicoDruif" may give tags "design", "usability", "inspiration",
and "interactiondesign" to a website specified by a URL as the
item. Moreover, users in the same group are considered as
friends.
The size of the dataset is about one gigabyte, imposing heavy
computations. We normalized the dataset by pruning users with
the low number of labeled items and users with no friends.
Eventually, we created the user-item-tag matrix T on the re-
maining 5000 users to compare the baseline and the proposed
algorithms.
5 Results
We conducted some experiments in two folds: (1) fine tun-
ing, evaluating the impacts of some parameters, and (2) perfor-
mance analysis by comparing recommender systems. details
are in following subsections. In the reported results, RSboSN
(stands for Recommender System based on Social Networks)
and F-RSboSN (for Fuzzy-RSboSN) refer to the baseline and
the proposed models.
5.1 Fine Tuning
We evaluated the impact of some parameters, including the
users’ similarity coefficient β, the user-item correlation coeffi-
cient α, and the latent feature dimension l. As the learning rate
(η) is important in the training convergence and less effective
in the performance, in all experiments η equals 0.5. Likewise,
λ, λ1, and λ2 are also 0.5. Moreover, the number of clusters in
both baseline and the soft models is 10. In this subsection, we
report the precision average when one item is recommended to
each user (P@1). Moreover, we examined both baseline and
proposed models in evaluating the impacts of parameters.
5.1.1 Impact of β
Tuning an appropriate value for β has a significant effect on the
final performance. Therefore, we reported P@1 for both the
baseline and the soft models when β varies logarithmic from
0.0001 to 0.3 in Figure 3.
Figure 3: The impact of the users’ similarity coefficient β.
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As reported in Figure 3, the lower β is, the closer the results
of both models are. This is admissible as models are differ-
ent in the users’ similarity criterion, in which β is its weight
coefficient in the objective function. Thus, decreasing β dimin-
ishes the effect of the proposed users’ preferences evaluation.
Meanwhile increasing the β value to 0.1 and above suppresses
other expressions in Equation 8, which itself reduces the per-
formance. According to Figure 3, an appropriate value for the
parameter (0.01 and 0.1 in this case) leads to around 10% im-
provement.
5.1.2 Impact of α
The user-item correlation term in the objective function (Equa-
tion 8) is the same for both the baseline and the proposed mod-
els. Thus, theoretically the precision of models should be the
same. Our experiments also have convinced that with the same
β both models show the same performance. In the α analysis
experiment, the β value for RSboSN and F-RSboSN are 0.01
and 0.1, respectively. In addition, the latent feature dimension
is set to 30. Figure 4 illustrates the P@1 precision with re-
spect to the coefficient α who varies logarithmic from 0.0001
to 0.3. As shown in the figure, changing α (regarding the fixed
β values) does not show significant differences for two models.
Yet, larger α (e.g. 0.2 and 0.3) dominates the user-item term in
the loss function, suppressing the remaining terms that leads to
worse performance. Similar to the previous experiment, empir-
ically, we obtained 0.01 as the optimum value for α.
Figure 4: The impact of the user-item correlation coefficient α.
5.1.3 Impact of Feature Dimensionality
We have already explained in Section 2 that the low-
dimensional latent representations for users and items are con-
ductive for making the suggestions. The latent representations
are products of the training algorithm from the sparse matrix
T . The latent condense features as the principle patterns are
essential in finding new items to recommend. Therefore, the
latent feature dimension l plays an important role in the perfor-
mance. Thus, we evaluated the impact of the parameter in P@1
performance in another experiment.
The large dimension implicates keepingmore details or perhaps
redundant information for every user and item, which is com-
putationally complex. On the other hand, small dimension may
not be efficient, and may result in lower performance. Hence,
our aim is to find the optimum dimension size for the latent rep-
resentation by evaluating the values from 30 to 120. Figure 5
depicts the results of this experiment, convincing that with the
fixed α and β, the models are almost the same. The α and β
are set to 0.01. As the results has pointed out, the empirically-
obtained optimum dimension size is 80.
Figure 5: The impact of the latent feature dimension l.
5.2 Performance Analysis
In order to show the performance improvement of the proposed
approach, we compare the fuzzy recommender system with the
following common methods:
• the content-based filtering, also known as popularity
approach (Pop),
• the user-based collaborative filtering approach (u-CF),
• and the social regularization approach (SoReg) [19].
The content-based or popularity approach is to recommend the
most popular items corresponding to the tags which the user
u labeled frequently. The method ignores users’ friendships.
Thus, the popularity of item i for the user u is simply defined as
follows,
p(i, u) =
∑
t∈T (u)
nutnti, (12)
in which, T (u) is the set of tags that the user u uses, nut is the
number of times the user u used the tag t, and nti is the number
of times the item i is labeled by the tag t.
The user-based collaborative filtering (u-CF) method defines
the popularity of the item i for the user u as follows,
p(i, u) =
∑
v∈N(u)
avisim(u, v), (13)
Preprint – A Soft Recommender System for Social Networks 7
where N(u) is the set of the neighbor users to the user u, and
sim(u, v) is the similarity of the user u and his/her neighbor v
that is defined by a simple cosine similarity. Please note that the
u-CF is not a social-based method; so the user friendship graph
is not available; yet, users’ similarity can be defined according
to their tags. However, avi = 1 if user v selects the item i,
otherwise avi = 0.
The social regularization (So-Reg) approach is very similar to
our baseline except that the user-item dependency term is omit-
ted in Equation 8. Therefore, the method is a social-based sys-
tem with only the social regularization term such that its objec-
tive function is defined as follows,
Loss(S ,V) =
1
2
p∑
u=1
q∑
i=1
aui(Tui − S
T
uVi)
2 +
λ1
2
‖S ‖2F +
λ2
2
‖V‖2F
+
β
2
p∑
u=1
∑
f∈F(u)
sim(u, f )‖S u − S f ‖
2
F .
(14)
Table 2: Properties of recommender systems used in the perfor-
mance comparison
approach Pop u-CF SoReg RSboSN F-RSboSN
users’
dependency
✗ ✓ ✓ ✓ ✓
social-based ✗ ✗ ✓ ✓ ✓
user-item
dependency
✗ ✗ ✗ ✓ ✓
variable
friendship
degree
✗ ✗ ✓ ✓ ✓
users’ soft
grouping
✗ ✗ ✗ ✗ ✓
Figure 6: Comparison of the performance of recommender sys-
tems.
Table 2 exhibits properties of the approaches used in the per-
formance evaluation in one shot. For a comprehensive analysis,
the opponent approaches are chosen from various categories of
recommender systems.
Figure 6 compares the performance of the above mentioned ap-
proaches besides the baseline and the proposed models. We
compared P@1, P@3, P@5, and R@5 that are precision when
1, 3, and 5 items are recommended, as well as the recall when
5 items are recommended. In the performance comparison ex-
periment, l, α, and β are 80, 0.01, and 0.01, respectively.
For all four metrics, the proposed model is superior to the base-
line and shows a significant improvement over the other meth-
ods. The content-based filtering (Pop) ignores any sort of users
and user-item dependencies. Our experiments also explicitly
confirmed its weak performance. Moreover, experiments ap-
proved that considering the user-item dependency is beneficial
as both RSboSN and F-RSboSN models show supremacy over
SoReg.
6 Conclusion
The uncertainty is users’ friendship has motivated up to intro-
duce a soft recommender system for social networks in which
friends have different or even conflicing interests. The soft or
fuzzy clustering presented in our approach shows more admis-
sible approximation of users’ similarity. Whereas, the previous
similarity metrics have examined only two cases of the same-
clustered and the different-clustered friends; then parameter-
tuning for a λ coefficient helped them to find the balance in
the two cases. Our soft grouping have two notable features: (1)
each user can belong to more than one cluster, and (2) the de-
gree of membership in every cluster is a value between zero
and one. According to our experiments, the two features were
beneficial in making more appropriate recommendations.
We examined the approach on a real dataset. The proposed
model may behave differently in other datasets, depending on
the number of users’ friends. It seems that the larger the user
friend group is, the more accurate the information is provided
to the system. Thus, the proposed algorithm may work much
more effectively because if the user friend group is restricted,
the proposed algorithm will have less data to match.
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