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CHAPTER I
INTRODUCTION
Aversive Stimulation and Type of Schedule
Interactions between positive and negative reinforcement have been 
studied in many ways. In the usual procedure, positive reinforcement is 
used to condition and to maintain a high rate of responding. Then an 
aversive stimulus, usually shock, is made contingent upon the occurrence 
of responses maintained by the positive reinforcement schedule. This 
procedure generally results in response suppression, and response sup­
pression results in a reduction of the frequency of aversive stimulation. 
The amount and type of suppression depends, in part, on the schedule of 
positive reinforcement used to maintain responding.
When an aversive stimulus is made contingent upon responding main­
tained by an interval schedule of positive reinforcement i t  w ill result 
in more response suppression than i f  the same amount Of responding were 
maintained by a ratio  schedule of positive reinforcement (Azrin and Holz, 
1966). When an interval schedule of positive reinforcement is used to 
maintain responding, the number of responses emitted is usually much 
higher than the number of responses needed to obtain a ll the positive
reinforcements. Under anf interval schedule of positive reinforcement,
o
presentation of an aversive stimulus may lead to a large suppression of 
responding without a reduction in the frequency of positive reinforcement. 
In comparison, the frequency of positive reinforcement is a direct function
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of the amount of responding maintained by a ratio  schedule of positive 
reinforcement. I f  an aversive stimulus is made contingent upon re­
sponding on a ratio  schedule of positive reinforcement, the frequency 
of positive reinforcement decreases in direct proportion to the amount 
of response suppression. Thus the suppressive effects of an aversive 
stimulus and frequency of positive reinforcement are dependent when 
responding is maintained by a ratio schedule and independent over a 
wide range when responding is maintained by an interval schedule. Posi­
tive and negative reinforcement can therefore be compared more d irectly  
when responding is maintained by ratio  schedules.
Effects of Aversive Stimulation on Fixed-Ratio Performance
On a fixed-ratio  schedule of reinforcement a fixed number of re­
sponses (N), counted from the preceding reinforcement, are required 
for reinforcement. Fixed-ratio schedules are abbreviated FR. Thus, 
on a FR 10 schedule, N = 10 and the 10th response after the preceding 
reinforcement produces the next reinforcement. The Nth response in a 
FR is the last response in the ra tio , or the response that is followed 
by reinforcement. The term ratio refers to the ratio  of responses re­
quired for each reinforcement.
At small ratios, typical FR performance is characterized by a high 
rate of responding. A small ratio  for a rat is around FR 10 or FR 15.
At intermediate and high ratios, FR 50-200, a bimodal pattern of re­
sponding develops (Ferster and Skinner, 1957). The f ir s t  part of this 
pattern is a period of no responding, called a post-reinforcement pause, 
that characteristically follows the delivery o f reinforcement. In the
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second part of the bimodal pattern of responding the post-reinforcement 
pause ends by an essentially instantaneous transition into a high termi­
nal rate of responding, called a ratio  run. Thus, the bimodal pattern 
of responding consists of a post-reinforcement pause followed by a ratio  
run that terminates at the next reinforcement.
When every response on a FR schedule is followed by an aversive 
stimulus, such as shock, the effect on the FR performance is a selective 
increase in post-reinforcement pause (Azrin, 1959). Azrin found that 
the greater the intensity of the aversive stimulus the longer the post­
reinforcement pause. Once the high terminal rate of responding begins 
the local rate (runnning rate) remains v irtu a lly  unchanged. Any reduc­
tion in the total number of responses per session by the aversive 
stimulus is attributable to an increase in the post-reinforcement pause, 
not to any decrease in the running rate. This cohesiveness of the term­
inal rate of responding is a primary characteristic of FR performance 
on a positive reinforcement schedule.
Dardano and Sauerbrun (1964) found that presenting an aversive 
stimulus after only the f ir s t  response on a FR schedule resulted in an 
increase in post-reinforcement pause. Dardano and Sauerbrun (1964) 
also found, along with Appel (1968), that presenting an aversive stimulus 
after a response la ter in the ratio  would result in a shorter post-rein­
forcement pause than presenting the same aversive stimulus after a re­
sponse early in the ra tio , presumably because la te r responses are more 
strongly correlated with reinforcement. Presenting an aversive stimulus 
after the Nth response results in the least suppression (Apple, 1968).-
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The pairing of shock with the positive reinforcement, food, leads to 
a decrease in the aversiveness of the shock, as shown by a decrease 
in response suppression. Dardano and Sauerbrun (1964) found that under 
higher shock intensities pairing the aversive stimulus with the Nth 
response commonly resulted in brief response breaks and changes in 
local rate. In addition decelerations at the end of the ratio and a 
lower running rate throughout a ratio occcurred occasionally. This 
suggests a weakening of the control exerted by the FR contingency since 
higher shock intensities resulted in a less cohesive terminal rate of 
responding.
Titration Schedules
Titration schedules are useful in determining the tolerance of an 
animal to electric  shock. The term titra tio n  refers to an arrangement 
in which increments in the amplitude of a stimulus are automatically 
programmed and decrements in amplitude follow designated responses of 
the subject (Weiss and Laties, 1963). Tolerance of an animal to shock 
can be measured on a titra tio n  schedule as the level of shock intensity 
that an animal holds re la tive ly  constant by responding at an appropriate 
rate; i t  is the level beyond which an animal w ill not le t the shock rise.
In a technique developed by Weiss and Laties (1958) a pulse emitted 
by a timer produced an increment in shock intensity every t seconds.
The shock was delivered through a shock scrambler to a floor of stain­
less steel rods in the experimental chamber. Each time a ra t, standing 
on the steel rods, pressed a bar in the experimental chamber the shock 
intensity was decreased. Weiss and Laties (1958) reported that responding
5
on a titra tio n  schedule was easily learned and could be maintained for 
long periods of time.
In a second study, Weiss and Laties (1959) studied the effects 
of various parameters on titra tio n  performance. One parameter was the 
increment-increment ( i - i )  interval or the amount of time between auto­
matically programmed increases in shock intensity. With an i - i  interval 
of 20 seconds, i f  a rat pressed the bar once every 20 seconds every 
increment in intensity would be offset by a corresponding decrement in 
intensity and intensity would remain constant. I f  the rat responded 
slower than once every 20 seconds, the shock intensity increased; i f  
i t  responded faster than once every 20 seconds the shock intensity de­
creased. In such a manner the rat controlled the amount of shock 
tolerated for those conditions. Weiss and Laties (1959) found that 
when the i - i  interval was shortened, requiring more responses to keep 
shock intensity constant, that rats would tolerate higher intensities  
of shock than they would tolerate at longer i - i  intervals.
In another experiment, Weiss and Laties (1959) held the i - i  
interval constant and made a decrement of shock intensity contingent 
upon completion of a FR schedule. They found that the higher the FR 
requirement the greater was the shock intensity tolerated. This is 
in agreement with the data on decreasing the i - i  in terval, since both 
have a net effect of requiring more responses to keep the level of 
shock intensity constant. Another finding was that during FR perfor­
mance, which was maintained by negative reinforcement, there were no 
consistent post-reinforcement pauses, neither were responses emitted
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at a high terminal rate when they did occur. Therefore i t  appears 
that, at least on titra tio n  schedules, FR performance maintained by 
negative reinforcement does not follow the bimodal pattern of respond­
ing that is so characteristic of FR performance maintained by positive 
reinforcement. Weiss and Laties (1959) did not find these bimodal 
characteristics even though values of FR 1 through FR 99 were pro­
grammed. They suggested that such irregu larities in FR performance 
for negative reinforcement may be due to a fa ilu re  to discriminate 
a decrement in shock intensity. The fa ilu re  to discriminate a shock 
intensity decrement may occur since negative reinforcement, reduction 
of an aversive stimulus, does not require any response corresponding 
to the consumatory response that follows positive reinforcement for 
food; therefore there may be no clear change in the environment fo l­
lowing negative reinforcement. The fa ilu re  to discriminate a shock 
decrement is exaggerated by electrical transients introduced by the 
shock scrambler and by the fact that movements by the rat increase and 
decrease the area of body surface in contact with the grid. D iffer­
ential contact results in changes in current density and current den­
sity is thought to be a major determinant in the perceived severity of 
the shock stimulus (Campbell and Masterson, 1969).
Campbell and Masterson also presented data on Aversive Difference 
Limens (ADLs). An ADL was defined as the difference in intensity be­
tween two aversive stimuli when one of them is preferred over the 
other 75 percent of the time. Campbell and Masterson plotted ADL 
against standard currents for a constant current shock source. Data
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extrapolated from their graph is shown in Table 1 together with the 
number of shock increments needed to match the ADL. These data indi­
cate that as the standard current increases, the amount of current 
required for a subject to detect an increase in the standard current 
also goes up. In a titra tio n  procedure the discrim inability of shock 
increments and decrements (I-Ds) decrease as the prevailing current 
increases. Since Weiss and Laties (1959) found that subjects (Ss) 
tolerated increased shock intensities at larger FRs, the fa ilu re  to 
discriminate a shock I-D could account for the irregu larities  found 
for FR performance on titra tio n  schedules.
In a la te r study Weiss and Laties (1953) extended their findings 
on titra tio n  schedules to both human and monkey subjects without finding 
any discrepancies with previous titra tio n  data for rats. They also 
found that as shock increment-decrement (I-D ) size increased the sub­
jects (monkeys) would tolerate less shock. They hypothesized that this 
may be due to the improved discrimination o f larger I-D sizes.
In summary, the probability of a response on a t itra tio n  schedule 
is a function of shock intensity with higher intensities generating 
higher response probabilities. Shortening the i - i  interval or increas­
ing the FR required to produce a decrement both iead to tolerating  
higher shock intensities. Increases in I-D size lead to tolerating  
lower shock intensities.
Further Research Using Titration Schedules
An experiment that used a t itra tio n  schedule with conditioned 
aversive stimuli was performed by Dardano (1971). Monkeys were placed
8
TABLE 1
Aversive Difference Li mens (ADLs) for a given standard current value, 
with the number of increments or decrements (I-Ds) required to match 
or exceed the ADL.
standard 
current 
(ma) ■
ADL
(ma)
number of I-Ds to match ADL 
.02 ma .04 ma .08 ma
0.10 0.01 1, 1 1
0.15 0.02 1 1 1
0.20 0.03 2 1 1
0.25 0.04 2 1 1
0.30 0.05 3 2 1
0.40 0.08 4 2 1
0.50 .0.10 5 3 2
0.60 0.16 8 4 2
1.00 0.35 18 9 4
Note. Data based on a graph by Campbell and Masterson (1969, p .31) 
for a constant current shock source.
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on a concurrent schedule in which every f if th  response (FR 5) had the 
dual consequences of delivering food and stepping a 20-step light 
counter upward; responses on a second lever stepped the position of 
light downward. A brief shock was delivered to the monkey whenever 
the ligh t reached the 20th position. Generally, with a ll the lights 
operating, the monkeys maintained the light in the upper five positions 
of the 20-Step ligh t counter. When the ligh t reached the 20th step 
the counter reset to zero and the monkeys responded almost exclusively 
on the food-light increment lever until the light had reached the 
upper positions of the counter. One monkey, for example, would pre­
cisely control the ligh t between the 18th and 19th positions over a 
long period of time. The above study demonstrated that responding 
could be maintained on a concurrent schedule of positive and negative 
reinforcement.
In an experiment by Rachlin and Loveland (1971) rats were placed 
on a titra tio n  schedule in which shock was continuously present. Re­
sponses on one bar would result, on the average, in one reinforcement 
for every twenty-five responses. Each response on this bar would also 
result in an increase in shock intensity. Pausing between responses 
reduced the intensity of shock at various rates. For each of these 
rates of shock decrement the rats would respond rapidly until a given 
intensity was reached and then slow down to a rate such that the in­
crease in shock intensity exactly matched the decrease in shock in­
tensity. The intensity at which the rats responded remained fa ir ly  
constant, even though shock decrement rates were varied. The intensity
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of the shock was under the control of the subject at a ll times. There 
was no contingency requiring the rats to tolerate high levels of shock 
and yet the rats would tolerate levels that are supposed to be extremely 
aversive. Apparently, organisms w ill tolerate painful aversive stimuli 
even when the aversive stimuli are under their own control. The above 
study was replicated by Rachlin (1971) who extended the findings.
Rachlin demonstrated that responding was controlled by the dependency 
of shock intensity on responding rather than the immediate intensity 
of shock alone. Control of behavior was exerted by both the intensity 
of shock and by the contingencies of the particular schedule that the 
rat was placed on.
The Present Experiment
The present experiment was designed to compare positive and nega­
tive reinforcement within a common experimental situation instead of 
separate experimental situations that are usually used for such com­
parisons. A concurrent schedule situation was used to compare positive 
and negative reinforcement. Under a concurrent schedule, two rein­
forcement schedules are operating simultaneously and are independently 
programmed. Thus, concurrent schedules allow a to choose either of 
the available component schedules. In the present experiment, concur­
rent FR schedules were used.
The properties of FR schedules are well documented for positive 
reinforcement and typically result in a bimodal pattern of responding.
In sharp contrast, Weiss and Laties (1959) showed that FR schedules re-, 
suiting in negative reinforcement produce no characteristic pattern of
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responding and that such responding appeared to be random. The present 
experiment compared the behavior controlled by FR schedules that termi­
nate in positive or negative reinforcement. In addition, concurrent 
scheduling of the positively and negatively reinforced FRs provided data 
on the interaction between these schedules. The main hypothesis ad­
vanced by Weiss and Laties (1959) to account for the lack of bimodal 
pattern of responding on a negative reinforcement FR schedule was that 
I-Ds were not easily discriminated. The present experiment used appar­
atus and procedures designed to maximize discrimination of I-Ds. Using 
a common experimental situation, the same Ss, common experimental con­
ditions, and increased discrim inability of I-Ds, i t  was proposed that 
Ss should respond on positive and negative reinforcement schedules in 
a similar manner.
To obtain the information necessary for the comparisons and inter­
actions mentioned above, both I-D size and FR size were manipulated by 
the experimenter. The experimenter (E_) made a shock increment contin­
gent upon the completion of a FR for food on one bar and a shock decre­
ment contingent upon completion of a FR requirement on a second bar.
This contingency was designed to determine the point where the proba­
b ilit ie s  to respond on the two reinforcement schedules were approximately 
equal.
CHAPTER I I
METHOD
Subjects
Five 140-160-day-old male albino Holtzman rats (Holtzman Company, 
Madison, Wisconsin) were kept at 80 percent free feeding weight. The 
Ss were housed in individual compartments with continuous access to 
water. All Ss were experimentally naive a t the beginning of training.
Apparatus
The experimental chamber was similar to one designed by Azrin, 
Hopwood, and Powell (1967) that featured spatial restraint and the use 
of surface electrodes to deliver ta il  shock.
Figure 1 is a drawing of the experimental chamber that was used 
for the experiment. The main difference between the chamber in Figure 
1 and the Azrin et a l. chamber was the use of two response bars with 
two cue lights over each bar, rather than a single bar, and the use of 
different shock electrodes. Azrin et a l . used two surface ta il  elec­
trodes whereas the chamber that was used in the present experiment 
used one surface ta il  electrode and a metal ta il  support as the second 
electrode. Lehigh Valley response bars were mounted on the front panel 
3 cm o ff the floor and 3 cm from the edge of the front panel. Operation 
of either response bar produced a feedback c lick . Centered directly  
over each response bar and mounted behind the front panel were two cue
12
13
FIGURE 1
DRAWING OF THE EXPERIMENTAL CHAMBER
TOP VIEW
FRONT PANR E S P O N S E  BAR
I  TAIL ELECTRODES
A IR  V E N T
F E E D I N G  TUBE
F E E D IN G  
TUBE /
R E S P O N S E  BAR —  ] C U E  L IG H T S -
SIDE VIEW
RESPONSE BARS
BACKVPANElAIR HOLES
C UE LIGHTS
FEEDING TUBE
J A IL  ELEC TR O D ES
R E S P O N S E  BAR
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lights, 7.5 cm and 10.0 cm o ff the floor. A tubular, single pellet 
.feeding cup was mounted in the center of the front panel 1 cm o ff the 
floor and extended 4 cm into the chamber. A Scientific  Prototype food 
dispenser was used to dispense 5.5 mm x 3.7 mm x 94 mg Noyes food pel­
lets (P. J. Noyes Company, Lancaster, New Hampshire). The experimental 
chamber and pellet dispenser were located in a sound attenuated compart­
ment, 87 cm x 42 cm, which was furnished with an overhead lig h t, a ir  vent 
holes, and an exhaust fan. The experimental chamber was located in a
room separate from the recording equipment. White noise was used to 
mask sounds in the experimental room and surrounding area.
A variable transformer (VARIAC, General Radio Company, Concord,
r
Massachusetts) controlled shock intensity. Input to the variable 
transformer was a standard 60 Hz-120 VAC power!ine source. Output 
of the variable transformer was controlled by a two-way stepping motor 
(SLO-SYN, Superior Electric Company, B risto l, Connecticut) which 
rotated the variable transformer control shaft. Ss controlled the 
input to the stepping motor. Output of the variable transformer was 
boosted 4:1 by a second transformer. The output of the second trans­
former was in series with a rat and external resistors. Since the 
resistance of the rat was low (22K ohms) compared to the value of the 
external resistor (130K ohms), the c ircu it functioned as a constant 
current source. The range of output values varied from a minimum of 
0.0 to a maximum of 3.6 ma. The 3.6 ma range of output was divided 
into 176, 88, or 44 equal steps depending on which experimental con­
dition was scheduled. These step sizes represented I-D sizes of .02,
.04, and .08 ma, respectively. Increment and decrement (I-D ) size
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was equal for a ll experimental conditions. Throughout the shock range 
the physical intensity of shock increased linearly with the programmed 
rotation of the. variable transformer shaft. Responding on one bar 
produced an increment in shock intensity and a food p e lle t, while re­
sponding on the other bar produced a decrement in shock intensity and 
a brief tone. Response bars were separated suffic iently  so that Ss 
could not respond on both bars simultaneously. Solid state d ig ita l 
logic was used to program a ll experimental events. Data were collected 
by timers, cumulative recorders, counters, and a paper tape punch.
Paper tape punch data were analyzed using a computer.
Procedure
Preliminary training. Each rat was placed in the experimental 
chamber for 15 minutes to allow i t  to adapt to the chamber. The rat 
was then magazine trained. A magazine is a mechanical device which 
makes food, water, e tc ., available to the S. When the magazine oper­
ated i t  produced a distinct sound and a p e lle trof food. The sound of 
the magazine operating served as. a conditioned reinforcer and was used 
to shape the rat to press the response bar by reinforcing successive 
approximations to the desired response topography. Gradually, the 
response requirement was lengthened until the rat pressed the bar 10 
times, FR 10, to obtain a reinforcement. The FR 10 schedule was run 
until responding stabilized. S tab ility  was determined by visual in­
spection of the cumulative records, pause times, and run times. During 
the acquisition of FR 10 performance and thereafter whenever the posi­
tive reinforcement contingency was in e ffec t, a red cue ligh t was on
16
above the appropriate bar.
During the next stage of training, a white cue ligh t was on above 
the second bar. Titration training was programmed for this bar. Fol­
lowing the procedure used by Weiss and Laties (1959), a i - i  size of 
10 seconds was used. With shock intensity increasing one step every 
10 seconds, any movement by the rat towards the bar under the white light 
was negatively reinforced by immediately dropping the intensity of 
shock to zero. Simultaneously with any decrease in shock intensity 
a short tone was sounded. This tone was used in this way whenever 
negative reinforcement occurred. Next the rat had to get closer to 
the bar than the previous time to get a reinforcement of terminating 
the shock. Once the rat was responding on the bar each response at 
f ir s t  dropped the shock level to zero. Thereafter each succeeding 
response resulted in a smaller decrement until the decrement of shock 
intensity was equal to the increment of shock intensity. All rats 
were run on the shock titra tio n  schedule until their performance 
stabilized. This concluded the preliminary training.
Experimental conditions. The FR 10 contingency for food was then 
run again until performance stabilized. During the next session, both 
red and white cue lights were on. Under this concurrent schedule, 
every 10th response on the bar under the red light resulted in both 
positive (food) reinforcement and a one-step increment in shock in­
tensity. Every 10th response on the bar under the white ligh t resulted 
in a one-step decrement in the level of shock intensity. The above 
experimental contingency was designated as FR 10 FR 10, where the
17
f ir s t  FR refers to the positive reinforcement schedule and the second 
FR refers to the negative reinforcement schedule.
Under the FR 10 FR 10 contingency at f ir s t  the I-D size was .02 ma. 
After the performance of the rat stabilized, the next condition, an I-D 
size of .04 ma, was programmed. Again following s tab ility  an I-D size 
of .08 ma was programmed until s tab ility  had been reached. After FR 10 
FR 10, I-D .08 ma performance had stabilized, the FR 10, red lig h t, 
condition for food alone was run to see i f  the in it ia l  FR 10 baseline 
performance could be recovered.
Following the FR 10 baseline check, each rat was shaped to respond 
at FR 50 for food until s ta b ility  had been reached. Then the concurrent
FR 50 FR 10, I-D .02 ma condition was run followed by FR 50 FR 10, I-D
.04 ma and FR 50 FR 10, I-D .08 ma. After running these conditions, the
FR 50 for food alone was run to recover the in it ia l FR 50 baseline. Con­
sult Table 2 for a summary of experimental conditions in order of occur­
rence. In a ll experimental conditions, i t  should be noted that the step 
size of shock increment always equals the step size of shock decrement. 
Experimental conditions were run until either the ^received 60 positive 
reinforcements or approximately 60 minutes session time had elapsed.
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TABLE 2
Experimental conditions in order of occurrence for the positive 
reinforcement bar (bar 1) and for the negative reinforcement 
bar (bar 2).
experimental ' 
conditions
fixed ratio size
food
programmed
I-D size 
when shock 
programmedbar 1 bar 2
1 10 x N
2 10 10 X 0.02 ma
3 10 10 X 0.04 ma
4 10 10 X 0.08 ma
5 10 X
6 50 X
7 50 10 X 0.02 ma
8 50 10 X 0.04 ma
9 50 10 X 0.08 ma
10 50 X
CHAPTER I I I
RESULTS
Pre-experimental Conditions
Ss were run on FR 10 for food until their performance stabilized. 
Next titra tio n  training was started and Ss were run for several days 
at FR 1 for a shock decrement. At FR 1 with an I-D size of .04 ma and 
shock incrementing every 10 seconds the average shock intensity across 
a ll Ss was 0.15 ma. The FR size for a shock decrement was increased 
gradually to FR 10. At FR 10 with an I-D size of .04 ma and shock 
incrementing every 20 seconds, the average shock intensity across a ll 
Ss was 2.0 ma, thus Ss tolerated more shock at higher FR values. Data 
for individual Ss is presented in Table 5 in the appendix.
FR 1 performance for a shock decrement was easily learned by a ll 
Ss whereas i t  took several weeks to shape the Ss to respond at FR 10.
In part the d iffic u lty  in shaping Ss to respond at FR 10 may have been 
hindered by the aversiveness of the task. All Ss, while on the shock 
titra tio n  schedule, showed signs of emotionality such a frequent defe­
cation, urination, and constant struggling to free their ta ils . The 
high values of shock intensities at FR 10 may re flec t the fact that Ss 
spent a large amount of time struggling to free their ta ils .
FR 10 FR 10 Condition
Relative rates of positive reinforcement decreased for a ll Ss as 
I-D size was increased from .02 ma to .08 ma, as shown in Table 3.
19
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TABLE 3
Reinforcements (RF), responses (R), and time allocation (T) per hour 
for the positive (+) and negative ( - )  reinforcement schedules including 
relative rates of reinforcemeni (RF), relative rates of responding (R), 
and relative time allocation (T) for the positive reinforcement schedule. 
Independent variables: subject, fixed-ratio  size (FR), and increment-
decrement size in ma (I-D ). Data were averaged from the last five  
sessions of each experimental condition. T measured in minutes.
Rat FR I-D RF+ RF- R+ R- T+ T- RF R T
.02 76.6 8.9 766 89 90 90
10 .04 46.7 15.9 467 159 34.8 25.2 75 75 58
T1 .08 40.3 27.6 403 276 33.0 27.0 59 59 551 1 .02 66.9 13.7 3345 137 45.6 14.4 83 96 76
50 .04 41.3 13.4 2063 134 37.2 22.8 76 94 62
.08 22.1 15.8 1106 158 33.0 27.0 58 88 55
.02 39.3 16.4 393 164 71 71
10 .04 41.9 16.8 419 168 37.2 22.8 71 71 62
T9 .08 23.9 15.6 239 156 39.6 20.4 61 61 66I c .02 50.5 29.0 2525 290 44.4 15.6 64 90 74
50 .04 39.8 32.3 1992 323 38.4 21.6 55 86 64
.08 25.0 34.4 1249 344 30.6 29.4 42 78 51
.02 43.6 1.1 436 11 98 98
10 .04 21.3 12.1 213 121 30.0 30.0 64 64 50
.08 33.9 26.5 339 265 36.0 24.0 56 56 60I s5 .02 53.6 28.5 2681 285 37.8 22.2 65 90 63
50 .04 74.1 56.5 3704 565 39.0 21.0 57 87 65
.08 98.6 88.7 4929 887 39.0 21.0 53 85 65
.02 33.6 4.8 336 48 88 88
10 .04 96.8 96.8 968 968 24.0 36.0 50 50 40
T A .08 81.1 93.3 811 933 21.6 38.4 47 47 36I .02 77.7 60.9 3886 609 39.6 20.4 56 86 66
50 .04 48.7 55.5 2433 555 37.2 22.8 47 81 62
.08 38.7 64.8 1935 648 32.4 27.6 37 75 54
.02 58.5 11.3 585 113 84 84
10 .04 43.2 29.2 432 292 33.0 27.0 60 60 55
TC .08 28.1 20.5 281 205 34.8 25.2 58 58 58‘ P .02 78.9 31.9 3910 319 39.6 20.4 71 92 66
50 .04 54.6 45.4 2731 454 36.0 24.0 55 86 60
,
.08 88.3 82.4 4414 824 39.0 21.0 52 84 65
Note. Empty ce lls  ind icate  equipment malfunction. FR 10 denotes the
FR 10 FR 10 condition and FR 50 denotes the FR 50 FR 10 condition.
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For some Ss the decrease in the relative rate of positive reinforcement 
was accompanied by a decrease in rate of positive reinforcement and an 
increase in rate of negative reinforcement. Other Ss showed more vari­
a b ility  in rates of reinforcement but the net effect was for negative 
reinforcement rates to increase at a faster rate than positive rein­
forcement rates.
Relative rates of responding on the positive reinforcement schedule 
were identical to relative fates of positive reinforcement since the 
number of responses and the number of reinforcements are directly re­
lated on FR schedules. Relative rates of responding are also shown in 
Table 3 along with relative time allocation. Relative time allocation 
reflects the proportion of time spent responding on the positive rein­
forcement schedule. Relative time allocation does not match relative  
rate of reinforcement, which indicates that local rates of responding 
were not equivalent for the two reinforcement schedules. This is due 
to calculating rates of responding and rates of reinforcement by dividing 
the number of responses and reinforcements occurring on each schedule by 
the total session time rather than the amount of time spent on each 
schedule per session. Thus time allocation serves as an index of what 
local response rates were on the two schedules as long as both schedules 
have the same FR value. Local rate data in presented in Table 4.
Table 4 shows post-reinforcement pause and ratio run times. At 
the FR 10 FR 10 condition post-reinforcement pause and ratio  runs for 
positive reinforcement increased for most Ss from .04 ma to .08 ma I-D 
size. On the negative reinforcement schedule three Ss showed an increase
2
TABLE 4
Post-reinforcement pauses (PRFPs) and ratio runs (RUNs) for positive (+) 
and negative ( - )  reinforcement schedules, average shock intensities (lave), 
maximum shock intensities (Imax), and the number of switches that occurred, 
once a ratio  run had begun, from the positive reinforcement bar to the neg­
ative reinforcement bar (SW1-2) or from the negative reinforcement bar to 
the positive reinforcement bar (SW2-1). Independent variables: subject,
fixed-ratio size (FR), and increment-decrement size (I-D ). Data were av­
eraged from the last five sessions of each experimental condition.
I-D PRFP+ RUN+ PRFP- RUN- lave Imax SW SW
Rat FR (ma) (sec) (sec) (sec) (sec) (ma) (ma) 1-2 2-1
.02 0.52 1.04' 1 8
10 .04 31.41 19.48 7.36 98.94 0.79 1.20 2 17
T1 .08 36.10 16.78 17.95 44.73 0.54 1.08 3 121 i .02 14.63 33.54 17.04 56.15 0.46 0.79 7 11
50 .04 19.15 34.90 34.32 66.52 0.71 1.02 5 8
.08 40.95 50.80 33.30 72.83 0.32 0.58 4 7
.02 0.20 0.39 7 11
10 .04 15.19 44.21 14.14 77.53 0.71 1.23 25 27
T9 .08 23.95 83.75 15.78 68.45 0.37 0.67 16 171 L .02 11.14 44.05 7.10 27.25 0.26 0.42 18 34'
50 .04 11.09 51.92 7.57 36.43 0.16 0.26 30 45
.08 10.88 64.35 9.47 43.11 0.03 0.20 39 46
.02 0.39 0.57 2 3
10 .04 27.39 62.45 22.76 134.71 0.30 0.45 13 13
TT .08 13.78 51.65 11.90 43.21 0.29 0.68 22 23l o .02 7.20 36.53 8.68 40.10 0.47 0.56 12 13
50 .04 8.46 24.29 7.55 15.84 0.54 0.61 15 23
.08 5.97 18.10 5.09 9.31 0.39 0.54 13 22
.02 0.17 0.28 1 1
10 .04 4.46 10.61 2.54 20.45 0.11 0.22 89 111
T d .08 5.72 10.85 2.53 22.71 0.06 0.38 55 921 H .02 5.35 26.30 2.98 17.60 0.18 0.28 18 50
50 .04 10.34 36.73 4.48 20.80 0.04 0.15 66 85
.08 8.33 43.04 3.87 22.62 0.01 0.20 67 83
.02 0.41 0.82 8 16
10 .04 12.26 35.11 7.11 49.70 0.48 0.64 28 33
TC .08 20.42 65.57 21.94 62.68 0.28 0.56 14 151 0 .02 3.51 27.60 9.13 30.07 0.44 0.65 10 14
50 .04 6.97 31.92 9.47 21.94 0.35 0.58 21 23
.08 3.79 22.50 5.18 9.93 0.23 0.36 24 28
Note. Empty ce lls  ind ica te  equipment malfunction. FR 10 denotes the
FR 10 FR 10 condition and FR 50 denotes the FR 50 FR 10 condition.
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in post-reinforcement pause and three Ss showed an increase in ratio  
run as I-D size was increased from .04 ma to .08 ma. This finding is 
surprising since, with the exception of T4, a change in experimental 
conditions was reflected in changes of both post-reinforcement pauses 
and ratio runs. Previous, extensive literatu re  on FR schedules stresses 
the fact that experimental conditions affect only post-reinforcement 
pauses.
An examination of cumulative records show that at the FR 10 FR 10 
condition Ss responding on both positive and negative reinforcement 
schedules became more broken and irregular as I-D size was increased. 
There were some typical pause and run records at .02 ma, early in the 
session, with cumulative records becoming more broken toward the end 
of the session.
Table 4 also shows average and maximum shock intensities for each 
experimental condition. Average shock intensity is a time weighted 
average. The time betw,een one increment or decrement and the next in­
crement or decrement was computed and multi pled by the prevailing shock 
intensity. These values (time x shock intensity) were added and the 
sum was divided by the total session time. The resulting number was 
the time weighted average shock intensity for that session. Two pat­
terns of shock intensity emerged. One pattern, shown most clearly by 
T4, was for the to reduce shock intensity as I-D size was increased. 
This was the pattern expected based on extrapolations of t itra tio n  data. 
The second pattern was for the highest amount of shock intensity to 
occur at the .04 ma I-D size. The second pattern reflects the decrease
24
in relative rate of positive reinforcement mentioned earlie r. For 
example, T l's  average shock intensities can be used to calculate average 
v shock levels since shock level times I-D size equals shock intensity.
When T l's  shock intensities (.52 ma, .79 ma, and .54 ma) are divided 
by their respective I-D sizes (0.2 ma, 0.4 ma, and .08 ma) the resultant 
average shock levels are 26, 20, 7. Shock levels are dimensionless 
whole numbers which, in general, re flec t the number of positive rein­
forcements (increments) minus the number of negative reinforcements 
(decrements), and specifically reflect the position of the stepping 
motor. Shock level goes up one whole number for each increment in 
shock intensity and goes down one whole number for each decrement.
However, i f  shock level is zero and a negative reinforcement occurs, 
then shock level remains at zero until the next increment occurs. Under
j
the preceding circumstances, shock level would not reflec t positive 
minus negative reinforcements; however, such circumstances occurred only 
for Ss T2 and T4, who showed a linear decrease in shock intensity rather 
than the pattern presently being examined. Thus, positive minus negative 
reinforcements must result in decreasing numbers i f  relative rate of posi­
tive reinforcement decreases. This may indicate that most Ss, with the 
exception of T4, are not particularly sensitive to shock intensity since 
i t  does not change systematically with a change in I-D size.
Finally, Table 4 shows how often a Ŝ switches from one reinforce­
ment schedule to the other a fte r starting a ratio  run. More switches 
indicate a less cohesive ratio  run for those conditions. For the FR 10 
FR 10 condition, Ss were more like ly  to switch from the negative
25
reinforcement bar to the positive reinforcement bar during a ratio run 
than from the positive reinforcement bar to the negative reinforcement 
bar. This indicates that a ratio  run on the FR schedule for positive 
reinforcement is more cohesive than a ratio  run on a FR schedule for 
negative reinforcement. Less switching occurred at the .02 ma I-D Size 
than at the .04 ma or .08 ma I-D size*
FR 50 FR 10 Condition
Relative rates of positive reinforcement again decreased for a ll 
Ss as I-D size was increased from .02 ma to .08 ma, as shown in Table 
3. '/Rates of positive reinforcement decreased and rates of negative 
reinforcement generally increased for Ss T l, T2, and T4 as I-D size 
was increased. Rates of reinforcement increased on both schedules for 
Ss T3 and T5 as I-D size was increased, with rates of negative rein­
forcement increasing at a faster rate than rates of positive reinforce­
ment. Relative rates of responding follow the same pattern as relative  
rates of reinforcement. The rates d iffe r  in this condition because the 
FR requirements are different for the two schedules. Relative time 
allocation again reflects the amount of time spent on the positive re­
inforcement schedule.
An indication of how Ss patterned their responding for positive 
and negative reinforcements can be seen in Figure 2 and Figure 3. In 
these figures shock level can be translated into shock intensity by 
multiplying shock level by I-D size. The dependent variable shows the 
pattern of I-Ds (reinforcements also) over time, but does not indicate 
length of time between respective I-Ds. Essentially two patterns of
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occurrence of increments and decrements emerged. Figure 2 shows a 
pattern representative of T4 in the FR 10 FR 10 condition and for T2 
and T4 in the FR 50 FR 10 condition. Figure 3 shows the general pat­
tern for Ss T l, T3, and T5 for both FR conditions and for T2 in the 
FR 10 FR 10 condition.
Post-reinforcement pauses and ratio  runs (Table 4) for both sched­
ules tended to increase for Ss T l, T2, and T4, but tended to decrease 
for Ss T3 and T5 as I-D size was increased. Again changes in experi­
mental conditions were reflected in changes of both post-reinforcement 
pauses and ratio runs, with the predominant change occurring in ratio  
runs for some Ss like  T2. T2 appears to hold post-reinforcement pause 
relative ly  constant and to vary ratio  run with a change in I-D size 
which is d irectly contrary to findings for FR schedules for positive 
reinforcement.
An examination of cumulative records for the FR 50 FR 10 condi­
tion showed that Ss T l, T2, and T4 produced a pattern of more broken 
and irregular cumulative records as I-D size was increased. The second 
pattern of cumulative records was produced by T3 and T5 showing smoother
i
cumulative records as I-D size increased. The patterns of cumulative 
records for T3 and T5, especially at the .08 I-D size, are similar to 
typical patterns for positive reinforcement. Figure 4 shows examples 
of the two different patterns for the positive reinforcement schedule 
and Figure 5 shows examples of cumulative records for the negative re­
inforcement schedule. Cumulative records for the FR 50 FR 10 condi­
tions are for the same Ss on the same days as patterns shown in Figure 2
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and Figure 3. The particular day used to illu s tra te  each condition was 
chosen at random. The particular Ss were chosen by E to illu s tra te  the 
different patterns being produced.
Average shock intensity values in the FR 50 FR 10 condition shown 
in Table 4 are similar to values shown in the FR 10 FR 10 condition 
and observations made earlie r with respect to the patterns of shock in­
tensities are also relevant. Patterns of switching that occurred at 
the FR 50 FR 10 condition were similar to patterns found at the FR 10 
FR 10 condition, with switching being more like ly  to occur from the 
negative reinforcement schedule to the positive reinforcement schedule.
A Comparison of FR 10 FR 10 and 
FR 50 FR 10 Conditions
Relative rates of positive reinforcement decreased as the FR value 
was increased from FR 10 to FR 50 on the positive reinforcement bar.
This may re flec t a decreased tendency to respond on the positive rein­
forcement schedule associated with the increased response requirement. 
Relative rate of responding on the positive reinforcement bar increased 
in the FR 50 FR 10 condition reflecting the increased ratio requirement 
on the positive reinforcement schedules. With one exception, relative  
time allocation increased for respective values at FR 50 FR 10 reflecting  
the increased response requirement. The above response measures are shown 
in Figure 6. A higher relative rate of responding in the FR 50 FR 10 
condition for positive reinforcement resulted in a lower relative rate 
of positive reinforcement when compared to the FR 10 FR 10 condition.
j
Ss worked harder for fewer positive reinforcements.
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In terms of post-reinforcement pauses and ratio runs, Ss T2, T3, 
and T5 decreased these values and Tl and T4 increased these values as 
FR for positive reinforcement was increased from FR 10 to FR 50. 
Switching was somewhat more like ly  to occur at the FR 50 FR 10 con­
dition while average shock intensities were s ligh tly  lower for the 
FR 50 FR 10 condition.
During the experimental conditions, Ss did not show any signs of 
emotionality previously mentioned. The Ss overt behavior was similar 
to that shown on schedules for food only. Table 5 in the appendix 
summarizes pre-experimental conditions. The last condition for each 
Ŝ in Table 6, in the appendix,was the FR 50 condition for food. The 
performance of two Ss was different than that of other Ss. T2 and T4 
responded during FR 50 as i f  the negative reinforcement contingencies 
were s t i l l  in e ffec t.
CHAPTER IV
DISCUSSION
The strongest and most consistent trends were for relative rates 
of positive reinforcement and relative rates of responding on the posi­
tive reinforcement schedule to decrease as I-D size increased, within FR 
conditions. Relative rates of .50 were expected in the present experi­
ment. The higher relative rates found in the present experiment may
.'eflect that responding on the positive reinforcement schedule is in i­
t ia l ly  more probable than responding on the negative reinforcement 
schedule. As responding continues on the positive reinforcement and 
shock intensity increases, responding becomes more probable on the neg­
ative reinforcement schedule. When the probability of responding for a 
positive reinforcement equals the probability of responding for a nega­
tive reinforcement, a !S should hold shock level re la tive ly  constant.
This type of responding occurs in Figure 3. Due to the in it ia l higher 
probability to respond for a positive reinforcement, more positive re­
inforcements occur during a session. However, as I-D size increases, 
i t  would take a lower number of increments for the response probabili­
ties for the two bars to be equal, thus the in it ia l  lead by the number 
of positive reinforcements would be decreased, and a lower relative rate 
of positive reinforcement would result. This hypothesis may partia lly  
explain why relative rates started high and decreased as I-D size increased.
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The type of responding shown by T4 in Figure 2 does not f i t  the 
above hypothesis completely. T4 starts at lower relative rates which 
may indicate an increased sensitivity to shock; that is , the probability 
of responding on the positive reinforcement bar equals the probability 
of responding on the negative reinforcement bar a fter a few positive 
reinforcements. However, i t  is not clear why relative rates of positive 
reinforcement dropped below .50, unless responding on the negative rein­
forcement bar has acquired conditioned reinforcement properties. I f  so, 
a would respond on the negative reinforcement bar in the absence of a 
shock decrement. This is a plausible explanation since the two Ss show­
ing relative rates below .50 (T2 and T4) in the final FR 50 condition 
for food only had not extinguished responding on the negative reinforce­
ment many days after removal of shock and the tone that signaled a neg­
ative reinforcement had occurred. I t  is interesting that T2 and T4 had 
relative rates'of positive reinforcement that continued to decrease in 
a linear fashion with no evidence to indicate they were close to a lower 
asymptotic value. The trend suggests that had more experimental condi­
tions been run that T2 and T4 would reach a point of minimal responding 
on the positive reinforcement bar and maximal responding on the negative 
reinforcement bar.
Weiss and Laties (1959) suggested that i f  discrimination of shock 
increments and decrements was improved that typical FR records might 
result on negative reinforcement schedules. The present experiment 
partia lly  supported their hypothesis, since a bimodal pattern of re­
sponding developed on the negative reinforcement schedule; however, other
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data failed to confirm their hypothesis. To improve discrimination 
of I-Ds, ta il  shock was used to reduce electrical transients and a 
tone was sounded whenever a negative reinforcement occurred. According 
to Weiss and Laties (1959) increasing I-D size should lead to improved 
discrimination and to improved FR performance. This was not the case 
for most Ss since FR performance tended to worsen as I-D size was in­
creased, however, i t  was the case for two Ss in the FR 50 FR 20 con­
dition. Pause and run times shown in Table 4 indicate that the in ter- 
response time for the f ir s t  responses (post-reinforcement pauses) was 
significantly longer than inter-response times during the ratio  run.
This demonstrates that a bimodal pattern of responding was present on 
both reinforcement schedules. In most situations resulting in bimodal 
patterns of responding the !S can choose how fast i t  responds as was 
possible in the present experiment. Under a t itra tio n  schedule* a 
is forced to respond at a certain rate to hold shock intensity down.
Such forced responding may interfere with the development of a bimodal 
pattern of responding.
The use of negative reinforcement appears to involve a disruptive 
process. Subject T4 held shock intensity close to zero in the FR 50 
FR 10 condition with an I-D size of .08 ma. This could obviously dis­
criminate shock increments and decrements and yet typical FR records 
did not result. I t  is also obvious that positive reinforcements were 
easily discriminated and yet records on the positive reinforcement 
schedule were disrupted as much as those on the negative reinforcement 
schedule. Weiss and Laties (1959) also suggested that struggling behavior
37
may have interfered with FR performance, but in the present experiment 
such behavior was absent. Since the shock intensities for most Ss were 
fa ir ly  high, this may have produced a disruptive effect. However, T4's 
average shock intensity for one condition was 0.01 ma and disruption 
was s t i l l  evident. While shock intensity per se may not be disruptive 
under these experimental conditions, the contingencies involved in in­
crementing and decrementing shock may s t i l l  be disruptive to FR perfor­
mance.
I t  is not clear why the experimental conditions affected ratio runs 
as much as, or more than, post-reinforcement pauses. This finding is 
directly contrary to a large body of research like  studies mentioned 
earlie r by Azrin (1959), Appel (1968), and Dardano and Sauerbrun (1964). 
The above studies employed only positive reinforcement schedules, where­
as the present study employed both positive and negative reinforcement 
schedules. The switching data also indicated that normal FR performance 
was absent. That ratio runs were no longer cohesive was demonstrated 
by high rates of switching for some Ss. Further research in needed to 
c la rify  these discrepant findings.
In ligh t of the large amount of v a riab ility  in individual patterns 
of responding, the relative rates of reinforcement were s t i l l  surprisingly 
consistent. This may indicate that relative rates of reinforcement ex­
erted a very strong influence on behavior. While a ll Ss were under the 
control of relative rates of reinforcement, Ss T2 and T4 were apparently 
under jo in t control of shock intensity too.
CHAPTER V
SUMMARY
Weiss and Laties (1959) found that FRs for negative reinforcement 
on a titra tio n  schedule yielded a random pattern of responding which 
was in sharp contrast to the characteristic bimodal pattern of respond­
ing for positive reinforcement. The present experiment using a FR for 
food and a shock increment concurrent with a FR for a shock decrement 
was designed to further study negative reinforcement and to specifically  
investigate the discrepant findings about FR performance on positive 
and negative reinforcement schedules. Following Weiss and L aties '(1959) 
suggestion, experimental apparatus and procedures were designed to in­
crease the discrim inability of negative reinforcement which was suggested 
as a relevant factor for the lack of a bimodal pattern of responding on 
a negative reinforcement schedule. To directly compare positive and 
negative reinforcement schedules, the experimental contingencies were 
arranged so that both schedules were available simultaneously to a S_.
The experiment produced some very interesting data. Relative rate 
of positive reinforcement and relative rates of responding for positive 
reinforcement decreased as shock I-D size increased. Relative time 
allocation was more variable indicating local rates of responding on 
the two reinforcement schedules were d ifferent. Post-reinforcement 
pause and ratio  run data showed that a bimodal pattern of responding
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developed on both reinforcement schedules. Ratio runs were as sensi­
tive to experimental conditions as were post-reinforcement pauses, 
which is a finding contrary to a large amount of data on FR schedules. 
Switching data indicated that ratio  runs had lost their usual cohesive 
property in this experimental situation. Possibly the disruptive ef­
fects were due to the contingencies regulating shock I-Ds since dis­
ruptive effects occurred with equal frequency on both reinforcement 
schedules.
I t  was suggested that further research was needed to c la rify  current 
findings that conflict with past data gathered by other £s, and to ex­
plore the effects of increased I-D sizes and increased FR values on 
relative rates of reinforcement, in order to find the point at which 
responding on the positive reinforcement schedule had become minimal 
and responding on the negative reinforcement schedule had become maximal.
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TABLE 5
Pre-experimental conditions. Fixed-ratio (FR) and number of reinforce­
ments (RF) for positive (+) and negative ( - )  reinforcement schedules, 
session time (TIME), and intershock interval ( I - I )  or the amount of 
time between programmed shock increments on a titra tio n  schedule. See 
Table 4, page 22, for explanation of other column headings.
Rat FR+ I - I(sec) FR- RF+ RF-
TIME
(min)
PRFP+
(sec)
RUN+
(sec)
lave
(ma)
Tl
10
10
20
1
10
60
205
41
11.72
30.00
33.00
5.16 -6.51
0.14
2.30
T2
10
10
20
1
10
60
179
43
11.30
30.00
33.00
6.84 4.46
0.15
2.20
T3
10
10
20
1
10
60
190
55
10.00
30.00
33.00
5.25 4.77
0.17
1.84
T4
10
10
20
1
10
60
194
50
11.55
30.00
33.00
7.83 3.71
0.12
1.76
T5
10
10
20
1
10
60
195
52
9.72
30(.00
33.00
6.07 3.56
0.13
1.88
Note. During titra tio n  training increment-decrement size was 0.04 ma.
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TABLE 6
Experimental conditions. Data averaged over la s t f iv e  sessions 
fo r  each condition. For an explanation of column headings, con­
s u lt Table 4 , page 22, and Table 5 , page 43.
Rat FR+ FR- 1-0 RF+ RF- TIME PRFP+ RUN+ PRFP- RUN- lave Imax SMI-2 SW2-1
(ma) (min) (sec) (sec) (sec) (sec) (ma) (ma)
10 60 13.63 . 3 .1 8 10.42
10 10 .02 60 7 47.00 - - - - 0.52 1.04 1 8
10 10 .04 44 15 56.57 31.41 19.48 7 .36 98.94 0 .79 1.20 2 17
10 10 .08 38 26 56.51 36.10 16.78 17.95 44.73 0 .54 1.08 3 12
T l  10 60 19.13 9 .10 9 .72
50 60 33.26 8 .30 24.89
50 10 .02 49 10 43.95 14.63 33.54 17.04 56.15 0.46 0 .7 9 7 11
50 10 .04 37 12 53.80 19.15 34.90 34.32 66.52 0.71 1 .02 5 8
50 10 .08 21 15 56.95 40.95 50.80 33.30 72.83 0 .32 0 .58 4 7
50 60 52.59 13.83 36.37 2 3
10 60 15.60 9.41 6 .20
10 10 .02 36 15 55.00 - - - - 0 .20 0.39 7 11
10 10 .04 40 16 57.26 15.19 44.21 14.14 77.53 0.71 1.23 25 27
10 10 .08 23 15 57.67 23.95 83.75 15.78 68.45 0.37 0.67 16 17
T2 10 60 19.31 9.79 8 .82
50 60 43.62 9 .79 33.80
50 10 .02 47 27 55.85 11.14 44.05 7 .10 27.25 0 .26 0 .42 18 34
50 10 .04 37 30 55.73 11.09 51.92 7.57 36.43 0 .1 6 0 .26 30 45
50 10 .08 24 33 57.63 10.88 64.35 9.47 43.11 0.03 0 .20 39 46
50 40 19* 61.45 12.92 47.48 12.49* 59 .2 1 * 19* 30*
10 60 13.38 8 .0 0 5.43
10 10 .02 40 1 55.00 - - - - 0 .39 0 .57 2 3
10 10 .04 21 12 59.31 27.39 62.45 22.76 134.71 0 .3 0 0 .4 5 13 13
10 10 .08 32 25 56.59 13.78 51.65 11.90 43.21 0 .2 9 0 .6 8 22 23
T3 10 60 9.51 3.91 4 .38
50 60 19.61 3 .89 15.98
50 10 .02 47 25 52.60 7 .2 0 36.53 8 .68 40.10 0.47 0 .5 6 12 13
50 10 .04 59 45 47.79 8 .4 6 24.29 7.55 15.84 0 .5 4 0.61 15 23
50 10 .08 60 54 36.52 5.97 18.10 5.09 9.31 0 .39 0 ,5 4 13 22
50 60 1 23.57 6.39 17.08
10 60 16.09 10.62 5 .47
10 10 .02 28 4 50.00 - - - - 0.17 0 .28 1 1
10 10 .04 60 60 37.21 4.46 10.61 2.54 20.45 0.11 0 .22 89 111
10 10 .08 60 69 .4 4 .3 8 5.72 10.85 . 2 .53 22.71 0 .06 0 .38 55 92
T4 10 60 1 17.48 10.48 6.12
50 60 34.87 11.53 23.55
50 10 .02 60 47 46.33 5.35 26.30 2.98 17.60 0 .18 0 .28 18 50
50 10 .04 50 57 61.65 10.34 36.73 4 .48 20.80 0 .04 0 .15 66 85
50 10 .08 37 62 57.38 8 .3 3 . 43.04 3.87 22.62 0.01 0 .20 67 83
50 57 49* 62.59 9.22 35.27 7 .6 7 * 16 .67* 120* 122*
10 60 12.19 8 .7 8 3.45
10 10 .02 52 10 53.33 - - - - 0.41 0 .82 8 16
10 10 .04 43 29 59.67 12.26 35.11 7.11 49.70 0 .48 0 .64 28 33
10 10 .08 26 19 55.54 20.42 65.57 21.94 62.68 0 .28 0 .56 14 15
T5 10 60 8 .79 3.49 5.42
50 60 18.16 1 .88 16.19
50 10 .02 49 20 37.60 3.51 27.60 9.13 30.07 0.44 0.65 10 14
50 10 .04 53 44 58.22 6 .97 31.92 9.47 21.94 0 .35 0 .5 8 21 23
50 10 .08 60 56 40.78 3.79 22.50 5.18 9.93 0.23 0.36 24 28
50 60 5* 25.88 2.36 20.37 5 .3 5 * 3 9 .20* 6* 6*
-  Indicates equipment malfunction.
*  Since shock was not programmed fo r  th is  condition, the was under ex tinc tion  on the negative 
reinforcement bar. Data was collected as i f  the negative reinforcement contingencies were s t i l l  
in e ffe c t. The tone th a t signaled a negative reinforcement was also absent.
