We present a HJM approach to the projection of multiple yield curves developed to capture the volatility content of historical term structures for risk management purposes.
Introduction
Future yield curve scenarios are a necessary ingredient for many activities which are carried out in the financial risk management area. Indeed the price of several securities depends on the future values of interest rate term structures. As a consequence, expected exposures of portfolios made of such instruments and in turn risk measures like VaR and Expected Shortfall are tightly related to the future distributions of underlying interest rates. Financial institutions thus need to forecast confidence intervals for yields with various time to maturities, ranging from few days up to 30 years, for a series of fixed dates in the future.
The main issue when building a model to describe the evolution of the yield curve is the large number of degrees of freedom. The dynamics which drives the term structure is inherently multivariate and thus one needs to model both the volatility of the individual yields and the correlation among yields with different maturities. For this reason many of the approaches that have been proposed in the literature reduce substantially the dimension of the curve by relying on factor models. The choice of the factors is either based on well known dimensional reduction techniques, such as Principal Component Analysis (PCA) or Factor Analysis [1, 2, 3, 4, 5, 6] , or driven by economic intuition. The latter approach is the one firstly proposed by Nelson and Siegel [7] and developed later on by Diebold and Li [8] . It describes the yield curve in terms of three dynamical factors -level, slope and curvature -combined using factor loadings.
The three factors evolve following a Vector Autoregressive dynamics estimated on the historical time series of yields, whereas the structure of the loading functions is fixed. Related works on factor models are [9, 10, 11, 12, 13] , but nearly none of them consider forecasting directly. More recently an enriched dynamics has been proposed for the three factor modelsà la Nelson and Siegel, in order to account for regime changes induced by central banks interventions [14, 15] .
A hidden Markov chain is introduced to mimic the evolution of macroeconomic variables, such as GDP and CPI growth, which influence the factor dynamics. A systematic study of regime switching factor models which include long memory effects and heteroskedasticity has been carried out in [16, 17] .
The characterisation of the factor dynamics, either for factors coming from unrestricted analysis or selected on the basis of economic intuition, is usually performed parametrically exploiting the information content of the empirical data. A different approach is the non-parametric filtered historical simulation, proposed by Barone-Adesi et al. in [18, 19] . This approach preliminarily computes the standardized residuals in a yield curve model with state dependent conditional means and volatilities. Then, residuals are bootstrapped to generate out-of-sample scenarios for yields with different maturities. This method does not rely on any distributional assumption and it is thus capable to account for a quite broad variety of historical patterns. A recent application of filtered historical simulation can be found in [20] , where the authors compute standardised residuals using the Functional Gradient Descent method.
A quite different, yet related, stream of literature dealing with future yield curve forecasting employs classical modelling approaches, such as short rate affine models or instantaneous forward rate models. In these frameworks, absence of arbitrage is automatically embedded in the stochastic differential equations which govern the evolution. Absence of arbitrage may indeed represent a desirable property to obtain reliable P&L distributions for interest rate dependent portfolios, as explained in [21] . In affine models, such as [22] , the yield curve is related to the short rate r(t) by an exponential relation, P (t, T ) = exp{A(t, T ) − B(t, T ) r(t)}, where the functional form of A(t, T ) and B(t, T ) is fixed to ensure absence of arbitrage. In the second class of models, firstly introduced by Heath Jarrow and Morton (HJM) [23] , the term structure is related to the instantaneous forward curve by P (t, T ) = exp{− T t du f (t, u)}. The absence of arbitrage here constraints the drift coefficient of f (t, T ) in the risk-neutral measure in terms of its volatility functions. To obtain a model capable to describe the evolution of the yield curve under the objective probability measure, one has to add a drift correction proportional to the market price of risk. The problem of measuring the price of risk implied by historical data is in general quite challanging. Attempts to build a viable estimation procedure have been discussed in [24] , where the authors consider a multi factor dynamics for r(t) and a number of different parametrisations for the market price of risk. In this respect, one advantage of HJM models is that they are less sensitive to a misspecification of the price of risk. As explained in [21] , an error on its estimation affects the evolution of forward rates comparatively less than the evolution of the short rate. A recent attempt to generate interest rate scenarios in a HJM framework can be found in [21] .
All the approaches we have discussed so far describe the evolution of a single yield curve. The liquidity/credit crisis of 2007-2008 has strongly changed the interest rate landscape leading to a multiple yield curve scenario [25] . In old financial markets quotes of Forward Rate Agreements (FRA) and Zero Coupon Bond (ZCB) prices were related by simple no-arbitrage rules. Under the pressure of both the liquidity issues and the evidence that no counterparties could be still considered as risk-free entities, the post-crisis money market appears as a place where each forward rate seems to act as a different asset. As a consequence, a set of yield curves, instead of a single one, is today necessary to accomodate for the prices of interest rate derivatives quoted on the market: The Euro OverNight Index Average (EONIA) curve 2 , i.e. the yield term structure for overnight borrowing in the Euro area, and the EUR3M, EUR6M, and EUR1Y.
While the former is commonly assumed to be the best proxy for risk-free rates, the last three are sensitive to the credit and liquidity risks associated to longer tenors. For an introductory discussion on this topic see [26, 27] . In Figure 1 we show the rise of the difference between the two year continuously compounded yield computed from the curves with tenor ∆ = 3M, 6M, and 1Y and the EONIA ZC yield with the same time to maturity.
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In literature, several authors have proposed different approaches to extend classical interest rate models to the new multiple yield curve scenario. All these attempts share the pricing perspective even though they capture different aspects: Libor Market Models [27, 28, 29] , HJM modelling [30, 31, 32, 33, 34] , multiplicative spreads [25, 35, 36] , foreign currency approach [37] , SABR model extensions [38] , and short rate model extensions [39, 40, 41, 42] . For a comprehensive review on the subject we refer to the book by Henrard [43] . As far as we know, none of these models has been studied with the aim of producing reliable forecasts of confidence intervals for all the yield curves simultaneously.
In this article we take as a starting point the multiple curve extension of the HJM framework proposed in [34] . We develop a general Vector Autoregressive representation of such modelling framework by rephrasing it in a discrete setting both for the time variable and the time to maturities. As dynamical objects we take the instantaneous forward term structure, to describe the risk-free curve, and the log-spread between FRA rates, to describe the longer tenor curves.
We thus derive a joint Vector Autoregressive process of order one (VAR(1)) which accounts for 2 See Section 2.1 for a precise definition of the EONIA curve.
the evolution both of the EONIA and the longer tenor curves. This representation is tailored for a viable estimation of the model on the time series of yields, and is thus capable to generate density distributions for the future values of the yields belonging to different term structures.
To the best of our knowledge, this is the first attempt to forecast yield confidence levels in the novel multiple curve environment.
Our setting is also well suited to the application of the PCA. We show how to reduce the number of Brownian shocks associated to each time to maturity bucket retaining only the minimum number of principal components which suffice to explain at least 95% of the total variance. More in detail, we chose constant (in time) volatilities and estimate the model on the available historical data for the EONIA, EUR3M, EUR6M, and EUR1Y term structures.
Starting from a high dimensional object, namely we need 75 buckets to describe the four yield curves, we select a smaller number, i.e. always lower than 27, of principal components which account for most of the correlation. After a significant reduction of the model dimension,
we devise a numerical procedure for the yiel curve projection and, then, we perform an out-ofsample test. To assess the forecasting power of our specific model, we consider the unconditional coverage test, described in [44, 45] . For a coverage probability equal to 95% we obtain very satisfactory results. Some mild inadequacies of the approach arise for more extreme coverage probabilities, especially for the shortest time to maturities of the EONIA curve. This effect can be attributed in part to the fact that the monetary policy of the European Central Bank largely affects the curve dynamics. The interventions of the Bank affect the level of the overnight rate in terms of discrete shifts, which a model driven by Brownian shocks can hardly reproduce.
The paper is organised as follows. Section 2 presents the Heath-Jarrow-Morton modelling framework and details the derivation of the first order Vector AutoRegressive (VAR(1)) representation of the equations which govern the dynamics. We also discuss the numerical approach used for the generation of future scenarios and the methodology employed for the estimation of the model parameters. Section 3 presents our application to a data sample of yield curves from the Euro area and shows the results of our back-testing procedure. Finally, in Section 4, we conclude and draw future perspectives.
The Model
In this section we describe our model for the multiple yield curve environment. Preliminarily, we review the standard formulation of the Heath Jarrow Morton setting, and we specify the modelling in order to effectively describe the covariance structure of the historical time series.
We denote by L(t, x) the (continously compounded) yield observed at time t with time to maturity x, whose relation with the price P (t, t + x) of a ZCB is given by
where T = t + x is the maturity of the contract. Since it is common to report the historical yield term structures in terms of time to maturity buckets, in our description x plays a central role. The most prominent quantity in the HJM framework is the instantaneous forward rate
or, in equivalent terms as an explicit function of L(t, x), as
Vector Autoregressive representation of the HJM framework
The starting point of our model is the Heath Jarrow Morton framework, where the dynamics of the yield curve is rephrased in term of the instantaneous forward rate dynamics. Under the risk-neutral measure the stochastic differential equation (SDE) driving the evolution of f (t, x) reads as follows
where σ f (t, x) and W 0 (t) are N dimensional vectors of volatility functions and independent Brownian motions, respectively 3 . The drift term is made up of two components. The first component corresponds to the HJM drift condition ensuring the absence of arbitrage, and it 3 The symbol · stands for the usual scalar product.
is completely determined after the specification of the volatility vectors σ f (t, x). The second term is a differential correction originally introduced by Musiela [46, 47, 48] which accounts for the description of the forward rate dynamics in terms of the time to maturity x. As far as the diffusion coefficient is concerned, for the moment we put no restrictions on the volatility vectors and they can be deterministic, local (i.e. σ f (t, x) are functions of f (t, x)), or even depend on some additional stochastic process.
Academic and specialised literature provides several extensions of this modelling framework to the multiple yield curve environment, as we mentioned in the introduction. In our paper we refer in particular to the work of Moreni and Pallavicini [34] .
The rate for overnight borrowing in the Euro area is the Euro OverNight Index Average (EONIA). It represents the underlying for Overnight Indexed Swaps (OIS). An OIS is a swap contract exchanging fixed versus floating, where the floating rate is computed as the geometric average of EONIA rates. OIS rates are commonly assumed to be the best proxy for risk-free rates and the fact that they are usually employed as collateral rates in collateralised transactions has lead to OIS discounting. By relying on boostrapping techniques (e.g. see [49] ) we can obtain from OIS rates the term structure of OIS ZCB prices x → P (t, t + x). Then, employing relation (2), we compute the term structure of the EONIA instantaneous forward rates. In addition, we consider fixed income instruments, such as FRA, swaps, caps/floors, and swaptions, whose underlying Libor (Euribor) rates are sensitive to tenors longer than the overnight one.
Before the financial crisis Libor rates associated to different tenors were related by simple noarbitrage relations. In the post-crisis interest rate market, this is no longer the case and a specific yield curve is constructed from market instruments whose underlying rate depends on a specific tenor. Among all financial instruments, FRA's, interest rate swaps, and basis swaps represent the most liquid interest rate linear derivatives, whose simple structure naturally lends itself to a bootstrap approach (see, again, [49] ). For each tenor ∆ =3M, 6M, 1Y, we construct three risky curves, i.e. the EUR three month, six month, and one year curves, and we denote with L ∆ (t, x) the associated yields. In the extension of the HJM modelling framework to the multiple yield curve environment that we are considering, the evolution of the risk-free curve is described in terms of instantaneous forward rates, whose dynamics corresponds to Equation (4), while the evolution of longer tenor curves is provided in terms of FRA par rates. By definition, the time t FRA rate with tenor ∆ and time to maturity x is given by
where Q t+x is the martingale measure whose numeraire P (t, t + x) is the EONIA bond price,
is the Libor rate with tenor ∆ which applies for unsecured deposit rates over the period [t + x − ∆, t + x]. Since both the instantaneous forward rates and the FRA rates are martingale under the same terminal measure Q t+x , we express the joint dynamics as
where W t+x is an N dimensional Brownian motion under Q t+x 4 . Now, in a spirit similar to [31] , we define the additive spread
where F (t; t + x − ∆, t + x) is the forward Libor rate implied by the EONIA curve, i.e.
From the definition it follows that also the EONIA forward rates are martingales under the Q t+x measure. Thus, the additive spread S ∆ (t, x) shares the same property and we can write
Switching to the risk-neutral measure Q 0 by means of the Girsanov theorem, we conclude that
where W 0 is an N dimensional Brownian motion under the risk-neutral measure Q 0 , and
is an N dimensional volatility vector. In order to capture the positive spread between the EUR3M, EUR6M, and EUR1Y curves and the EONIA rates, we specifiy the diffusion coefficient σ ∆ (t, x) as follows
Thus, S ∆ (t, x) is log-normally distributed at each point in time and we obtain
With the aim of describing the historical evolution of the yield curves we need to adjust the risk-neutral dynamics including the contribution associated to the market price of risk. As discussed in standard textbooks, see for instance [48] , this amounts to the addition in Equations (8) and (9) of a drift correction equal to −λ · σ f (t, x) dt and −λ · σ ∆ (t, x) dt, respectively.
The N entries of the vector λ correspond to non-negative risk premia associated to the istantaneous forward rate and logarithmic spread volatilites. Since historical data sets are typically constituted by observations of a finite number of time to maturity buckets collected at daily or weekly frequency, we approximate the continuous time real-world dynamics by means of a discrete time process. We prelimiarily detail our approach for the EONIA dynamics, and then extend it to the EUR3M, EUR6M, and EUR1Y curves. We denote with s the finite set of K time to maturity buckets which describes the empirical EONIA term structure. Thus, Equation (8) is relevant only for those x belonging to s and time t corresponding to a discrete grid.
Employing the Euler discretisation scheme we rewrite the SDE (8) as a set of K equations
for i = 1, . . . , K with ε(t k+1 ) ∼ N (0, I N ), I N being the N × N identity matrix. It is important to observe that in order to compute the first order derivate of the instantaneous forward rate curve and integrate the volatility functions, we need to define interpolated versions of both quantities, f int (t k , x) and σ f,int (t k , x). As suggested in [50] , a conventional choice corresponds to the use of the Bessel cubic spline method. The spline representation allows to write the derivative term in Equation (10) in matrix form (see Appendix A)
where we have introduced the vector of instantaneous forward rates
and M f (s) is a tridiagonal K × K matrix which depends only on the buckets vector s
The same happens with the integral of the volatility functions
5 We drop the dependence of A i , B i and C i on the vector s of maturity buckets for ease of notation.
where P f (s) is a K × K matrix of the form
and
Then, the system (10) can be represented as a VAR (1) process
where the drift term µ f (t k ) is defined as
The same procedure can be applied to each of the infinite-dimensional SDE's which drive the evolution of the spread term structures associated to the EUR3M, EUR6M and EUR1Y curves,
i.e. Equation (9), and reduce them to finite-dimensional systems. We employ the Bessel cubic spline interpolation method on S ∆ (t, x), keeping in mind that for each curve we have in principle a different vector of time to maturity buckets, denoted by s ∆ . We approximate the derivative term which appears in the drift term of Equation (9) as
where
and M ∆ (s ∆ ) is a K ∆ × K ∆ matrix which depends only on s ∆ and has the same form of M f (s), see Equation (12) . As one can see in Equation (9), beside the derivative component the logspread drift contains two additional terms. The first one is the integral term which we can work out as we did for the instantaneous forward curve
where P ∆ (s ∆ ) is a K ∆ × K ∆ matrix which depends only on the vector s ∆ . It is the analog of
The second term in the drift comes from the Ito's formula applied to the logarithm of the spread and can be easily rewritten in terms of the volatility matrix Σ ∆ (t k )
Finally, the joint dynamics of the risk-free instantaneous forward curve and the spread curves under the real world measure reads as follows
for ∆ = 3M, 6M, 1Y, where the drift coefficient µ ∆ (t k ) of the log-spreads has the form
Equation (21) is one of the main contribution of this paper. It corresponds to a VAR (1) representation of the HJM modelling framework extended to describe multiple yield curves by including the FRA rate dynamics. It is conceived to describe the historical evolution of interest rate term structures and produces exclusively positive spreads between the EONIA curve and the higher tenor curves. The model is completely specified after choosing the volatility matrices Σ f (t) and Σ ∆ (t). As we will detail in the next sections, we consider the case of constant (in time) volatility functions, both for the EONIA and the EUR3M, EUR6M and EUR1Y curves.
Constant volatility model
In this section we specify the form of the volatility matrices Σ f (t) and Σ ∆ (t). We consider constant volatility functions both for the instantaneous forward curve and the log-spread term structures, i.e.
The major advantage of this choice is that it allows to devise a simple approach to the estimation problem and to reduce the dimensionality of the problem by means of the PCA [51, 52] . Indeed, among the N Brownian drivers entering the yield and spread dynamics, PCA permits to select a subset of componets with dimension F << N which still explains a large fraction of the observed variance.
Preliminarily, we define the following vectors which can be computed directly from the available historical time series
The advantage of introducing such vectors lies in the fact that now the Equations in (21) can be expressed as covariance stationary processes
where µ f and µ ∆ correspond to the quantities defined in Equations (17) and (22), respectively, dropping the dependence on time. Then, from Equation (24) it readily follows that
and analogously for y ∆ . Now we can embed the four vectors of Equation (23) in a single vector
which also has covariance stationary dynamics
where µ is a D dimensional drift term
and Σ is a D × N volatility matrix
It is worth to observe that the entries of the vector y are not homogeneous since they contain both differences of instantaneous EONIA forward rates and logarithmic spread returns of the EUR3M, EUR6M, and EUR1Y curves. The PCA performed on the covariance matrix of y is sensitive to the variable scales. Thus, when dealing with variables with different units it could become a rather arbitrary method of variable selection. To make this method more reliable, we apply the PCA on the correlation matrix, instead of the covariance matrix.
We denote by C the D × D covariance matrix of y and write it in terms of the correlation 
Since ρ is symmetric and semi-positive definite, it can be diagonalised with an orthogonal matrix R, so that we obtain
T contains the non-negative eigenvalues of ρ and the columns of R are its eigenvectors. We assume now that N = D and define
with λ = γ/∆t. By construction we obtain C = ΣΣ T ∆t. We rotate the vector ε to reach the principal components of ρ, so that the volatility term in the dynamics of y can be rewritten
is the modified volatility matrix and ε := R T ε. The i th component of y receives a noise contribution equal to
The PCA suggests that we can keep only the F larger eigenvalues, neglecting the smaller K −F ones, so that
where the vector η contains F uncorrelated normally distributed disturbances
and V is a D × F matrix defined as
. . , D and m = 1, . . . , F.
In order to fix the number of principal components to be retained in the analysis, we compute the fraction of variance preserved after the approximation of Equation (26) φ
and then chose a threshold value for this quantity, e.g. φ(F ) ≥ 95%.
After having performed the PCA on the correlation matrix of the D-dimensional vector y,
we finally obtain an approximated dynamics for the vectors y f and y ∆ and in turn, following Equation (23), for the instantaneous forward and log-spreads
where V f is a K × F volatility matrix and V ∆ are K ∆ × F volatility matrices which can be joined to compose the
T .
The drift terms µ f and µ ∆ have the same form of µ f and µ ∆ , respectively, but with Σ f and Σ ∆ substituted by V f and V ∆ . From Equation (27) it is evident that the model is completely specified once the volatility matrix V has been estimated from the data.
Simulation of future scenarios
Equation (27) allows two different implementations of the forecasting procedure. The first possibility is to carry out a step by step Monte Carlo simulation sampling iteratively from a multivariate normal distribution whose mean and covariance structure can be readily computed from the drift and diffusion coefficients. The second one is computationally more convenient and relies on the following equation, which is an immediate consequence of the relation (27)
Thus, the instantaneous forward rate vector at time t k+1 conditionally on the value of f (t 1 ) is normally distributed with mean vector and covariance matrix given by
A similar result holds also for the log-spread vectors and allows to perform Monte Carlo simulation sampling directly over a long time horizon. Moreover, starting from Equation (28) we can compute the distribution of the ZC yield vector L(t k+1 ) since
From the expression above it is evident that also the ZC yields are multivariate normally distributed random variables at each point in time, and we can explicitly compute the associated conditional mean and covariance matrix.
In conclusion, the present model corresponds essentially to a Gaussian dynamics for the EONIA instantaneous forward rates and for the EUR3M, EUR6M, and EUR1Y log-spread curves. As a consequence, it allows for negative rates, a feature which is not ruled out by data.
Given the extremely low level of the interest rates at the shortest maturities, especially at the time of writing, it can represent a valuable characteristic of our model. The M f (s) matrix, which appears in both expressions of mean and covariance, plays a role in the time evolution of the forward rates variance. Its effects depend crucially on whether the term structure is flat (little or no effect), upward sloping (the variance grows faster than in a simple diffusion model) or downward sloping (slows down the variance growth with respect to a purely diffusive dynamics)
at a specific time to maturity bucket. Similar conclusions can be drawn for the log-spread curves. The model produces log-normal distributions for the spreads and thus negative spreads are forbidden, i.e. the EONIA term structure will always stay below the longer tenor curves.
The latters, however, can cross with each other, e.g. the EUR3M can lie above the EUR6M curve for some buckets. This behaviour, again, is not ruled out by the data. Nevertheless, in order to prevent crossing of the term structure, it is straightforward to replace the EUR6M -EONIA and EUR1Y -EONIA spreads with the EUR6M -EUR3M and EUR1Y -EUR6M spreads and model directly their dynamics.
Estimation of model parameters
As we explained in the previous sections, we need to estimate Cov[y] from the historical time series of the vector y, and then apply PCA to the corresponding correlation matrix ρ. We employ the sample estimator of the covariance matrix, but we include exponential weighting in order to partially account for the heteroskedastic nature of the historical rate dynamics [53]
whereμ i is the sample mean of the series
The damping parameter ξ is fixed to 0.995, so that the realization of y observed one year ago is half-weighted with respect to the realization observed today. From the estimated values of ρ we compute the orthogonal matrix R, reduce the number of components from D to F requiring that at least 95% of the total variance is preserved, and finally obtain the matrix V which appears in the dynamics equations.
The last parameter that we should estimate is the market price of risk, λ. The authors of [21] push forward two quantitative arguments in support of the choice λ = 0. They insist that interest rate models should be free of arbitrage. Indeed if one drops the absence of arbitrage condition, there exist long-short arbitrage portfolios which can shift upwards the mean of the P&L distributions. This is a highly undesirable effect from the point of view of risk management. In addition they perform a comparison between the Vasicek short rate model and the HJM framework on this issue. The main conclusion is that an error in the estimation of the market price of risk affects more the predictions of the short rate model than those coming from the HJM setting. This is mainly due to the fact that the price of risk enters in the drift term and thus is more relevant when considering long forecasting horizons. In short rate models the one-step-ahead prediction of the long end of the curve requires the specification of the evolution of r(t) over the entire life of the associated ZCB, whereas in a HJM model it is sufficient to evolve the longer maturity buckets one-step-ahead. In our analysis we chose to follow this approach, i.e. we set λ = 0.
In the next section we present the empirical results. We first carry out the estimation of the model on the historical time series at our disposal, both in a single and multiple yield curve framework. Then we move to the forecasting procedure exclusively for multiple yield curves and test the model through an out-of-sample exercise.
3 Empirical results
Data set
The data set at our disposal consists of daily time series of four ZC yield curves from the Euro area: The EONIA curve, the EUR3M curve, the EUR6M curve, and the EUR1Y curve 7 . We report in Table 1 the starting and ending dates of the four time series.
TABLE 1 SHOULD BE HERE
Each curve is made of a finite number of time to maturity buckets
ZC yields of the EONIA curve for i = 1, . . . , K;
ZC yields of the EUR curve with tenor ∆, and i = 1, . . . , K ∆ .
The four vectors s, s 3M , s 6M and s 1Y are reported in Table 2 . In order to obtain the spread term structures, we compute the FRA ∆ rates associated to each curve following equation (7) where
From the expression above it is evident that the quantitiy FRA ∆ (t, x) is defined only for x ≥ ∆.
Thus, the vectors s ∆ on which we define the FRA ∆ rates correspond to a subset of the vectors s ∆ of Table 2 and we report them in Table 3 . 
Estimation results
In this section we show the results we obtain from the historical time series for the volatility matrix V . We start from the single curve case, i.e. we limit our analysis to the risk-free curve described by the EONIA instantaneous forward term structure. In this setting the vector y reduces to y f and, thus, contains only homogeneous quantities. In light of this consideration, we apply the PCA directly on the covariance matrixĈ, rather than on the correlation matrix.
Then we move to the multiple yield curve environment.
Single curve
As a first step in the estimation procedure, we perform a rolling analysis on the time series at our disposal. We start from the first day of the series and consider three years of weekly spaced realizations of the vector y f . As described in Equation (30), we compute the historical covariance matrix. Then, we move one week ahead and repeat the same procedure. Finally, we obtain a sample of 303 historical covariance matrices on which we perform the PCA and compute the minimum number of principal components needed to reproduce at least 95% of the historical variance. The plot in Figure 2 shows how this minimum number changes across time. The date reported on the x axis corresponds to the ending date of the three year period of data used to compute each point in the plot. We fix now a specific estimation window, which starts on January 5 2010 and ends on the same date in 2013. Keeping F = 5 principal components, we are able to preserve 96.74% of the total historical volatility. In Figure 3 we plot the five modified volatility functions w 
FIGURE 3 SHOULD BE HERE
8 For the computation of the statistical errors affecting the principal components we refer to [51, 52] .
The first factor is characterised by a flat structure over the long part of the curve. Then it declines to zero for small time to maturities, but does not change its sign. The second factor switches sign around the five year bucket, thus accounts for the difference among the long and short components of the curve. The humped shape of the third factor accounts for the convexity of the curve. Thus, the first three components have been usually associated with the level, slope, and convexity of the term structure. These evidences trace back to [1] . Since then, the PCA has been largely used in interest rate applications, e.g. in [3, 4, 8] , whereas, from the modelling side, the link with the approach described in [7] have spurred a stream of research about factor models, see again [8] or for recent achievements [14, 15] and references therein.
However, Figure 3 shows that these days a sufficiently large level of the total variance can be captured only including higher order components and a clear interpretation of such components is lacking. As we will see in the next section where we perform the PCA directly on the multiple yield term structures, the number and shape of the principal components is even more difficult to be characterised in terms of simple economic intuition.
Multiple yield curves
In order to fix the number of principal components in the multiple yield curve case, we perform the same analysis described for the single curve framework. In Figure 4 we report the minimum number of principal components needed to capture at least the 95% of the total variance present in the historical data for the four curves, i.e. the EONIA curve f (t, x) and three additional log-spread curves S 3M (t, x), S 6M (t, x), and S 1Y (t, x).
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We observe a trend which is similar to the behaviour we find in the single curve analysis: starting We then fix the usual window ranging from January 5 2010 to January 5 2013, and compute the associated modified volatility functions. In the four panels of Figure 5 we show the first five out of 22 modified volatility functions needed to account for 95.54% of the total historical variance. Again the modified volatility functions correspond to the columns of the V matrix
For a better visualisation of the functions, we split each principal component in four parts
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In contrast to the single curve case, the correlation structure now includes also the linear dependence among the time to maturity buckets of the EONIA curve and those of the longer tenor curves. Thus, the principal components incorporate both the overnight volatility and covariances with the three months, six months, and one year tenors. As expected, the interpretation of the highest order principal components for the EONIA curve in terms of level, slope, and curvature of the term structure is less evident. The five principal components for the EUR3M, EUR6M, and EUR1Y curves show a very similar behaviour, but even in this case it is quite hard to draw a clear interpretation in terms of lowest order derivatives of the curve.
Forecasting the yield curves: Out-of-sample test
In this section we investigate the predictive ability of our model carrying out an out-of-sample test. We compare the confidence intervals for the yield curves predicted by our model with the realised rates. In particular we put forward an overall frequency test, as described in [44, 45] .
For this analysis we consider a data set which is comprehensive of the EONIA yield curve and the three additional yield curves EUR3M, EUR6M, and EUR1Y recorded daily for the we estimate the parameters of our model on three year samples ranging from t k − 3 years and t k , with t k weekly spaced. For each of these samples we compute by Monte Carlo simulation confidence envelopes for a forecasting horizon of one week. For the EONIA curve, we denote the confidence intervals by
. . , n obs , and i = 1, . . . , K , where l t k +1w|t k (s i ; p) and u t k +1w|t k (s i ; p) are the lower and upper bounds of the interval forecast for the s i bucket computed at time t k for time t k + 1 week with coverage probability p. For the longer tenor curves we compute confidence envelopes on the spread term structure
. . , n obs , and i = 1, . . . , K ∆ ,
represent the lower and upper limits of the one week ahead interval forecast for the bucket s ∆,i with coverage probability p.
In the following analyses we consider p = 0.95, 0.99. We remind that n obs = 303.
For each time t k we compare the observed rates (instantaneous forward or log-spreads) with our forecasted interval and count the exceedances. In other words, we introduce the following indicator variables
Assuming independence among the {I k (s i ; p)} n obs k=1 , we want to test whether
and analogously for the ∆-tenor log-spread curves, where n 0 and n 1 are the number of occurrences of 0 and 1 in the sequence {I k (s i ; p)} n obs k=1 , respectively. The likelihood under the alternative is instead
with π = n 0 /(n 0 + n 1 ). This test can be formulated as a standard likelihood ratio test, where the log-likelihood ratio is asymptotically distributed as χ 2 (1)
We perform the same test on the ∆-tenor log-spread curves.The number of principal components included in this analysis is fixed to 27, which ensures that the fraction of variance preserved for each date t k in the series lies above the 95% threshold. The results of the unconditional coverage tests both for the EONIA instantaneous forward curve and the log-spread term structures are reported in Tables 4-7 . The symbols ( * ) and ( * * ) correspond to statistical significance at 95% and 99%, respectively. We see that the results which correspond to a coverage probability equal to 95% are very satisfactory for all the four curves, with the exception of very few time to maturity buckets. When we move to the more extreme coverage of 99% (the expected number of exceptions under the null hypothesis is given by 3) some inadequacies of the model for the EONIA curve emerge. In particular, for the very short time to maturity buckets and the long part of the curve, the number of observed exceptions rejects the null hypothesis in favour of the alternative one with high statistical significance. This result can be partially explained observing that the EONIA curve, especially in the very short end, is largely driven by the exogenous interventions of the European Central Bank. Such interventions are inherently discrete adjustments of the funding rates which can be hardly captured by a model driven by Brownian shocks.
Conclusions
In this paper we propose a novel approach to the projection of interest rate term structures which is tailored to the post-crisis world of multiple yield curves. As opposed to single curve scenarios, where one relies on generating techniques based on factor analysis, filtered historical simulation, or the popular RiskMetrics TM methodology, currently the quality and effectiveness of interest rate risk management depends on the ability to describe properly both the EONIA term structure and the three month, six month, and one year curves. To the best of our knowledge this is the first attempt to capture the volatility-correlation structure of the historical time series which is natively designed for the multiple yield curves. We present a HJM modelling framework where we describe the discounting curve in terms of instantaneous forward rates while the dynamics of FRA par rates determines the evolution of the spread between the discounting curve and the longer tenor ones. We show how to approximate the continuous 
A Bessel cubic spline
We use the Bessel cubic spline method every time we need to interpolate a curve defined on a finite set of points. Let us consider a generic curve g(u) defined through the following K points
The cubic spline interpolating function is defined by a set of K − 1 third order polynomials
For each polynomial there are 4 coefficients to be determined, so that the total number of constraints one needs to impose is 4K − 4. In [50] the authors discuss the constraints and detail the derivation of the results which follow. While a i are simply equal to the values of the interpolated function at s i , i.e. a i = g(s i ), the analytic expressions for the coefficients b i correspond to
The equations above can be rewritten as linear superpositions of instantaneous forward rates for three adjacent buckets at t k with coefficients depending only on the times to maturity of these three buckets
The same reasoning applies for the coefficients c h and
for i = 2, . . . , K − 1. Thus, both c h and d h can be written as linear superposition of the values of four adjacent instantaneous forward rates with coefficients which depends exclusively on the time to maturity buckets vector
, and
In conclusion, all coefficients can be expressed as a matrix-vector product
The derivative of the spline interpolated version of the function g(u) at the interpolation points reduces to the coefficients b i
As for the integral, we need to compute the following quantity 9 We have dropped the dependence of A i , B i , . . . on s for ease of notation.
where s i is one of the interpolation points. We assume that s 1 > 0, as it is the case in our analysis, and chose to extrapolate the function flat from s 1 down to 0 so that
Now we can use the explicit expression of the coefficients a h , b h , c h and d h as reported in Equation (31) 10
so that P (s) 11 = s 1 and P 1j = 0, j > 1, 10 We drop the dependence of M , M and M on s for ease of notation.
and so on and so forth for larger i and j. Finally, the form of the matrix P is given by
We obtain the results presented in Equations (11) and (18) replacing g spline (x) with the time t k observation of the EONIA instantaneous forward curve f int (t k , x) and the log-spread term structure log (S ∆,int (t k , x)) respectively. Equation (13) is readily derived substituting g spline (x) with the time t k observation of the components of σ f,int (t k , x). Figure 2: Minimum number of principal components of the EONIA covariance matrix to be retained in order to preserve a fraction of the original variance larger than 95%. Each point refers to three years of data with weekly sampling frequency. The date reported on the x axis corresponds to the ending date of the three year period, which is then moved five days ahead to obtain the consecutive point. Figure 4: Minimum number of principal components of the correlation matrix ρ to be retained in order to preserve a fraction of the original variance larger than 95%. Each point refers to three years of data with weekly sampling frequency. The date reported on the x axis corresponds to the ending date of the three year period, which is then moved five days ahead to obtain the consecutive point. Tenor Time to Maturity EONIA 1d 7d 1m 2m 3m 6m 9m 1y 1y 6m 2y 3y 4y 5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y EUR3M 1d 1m 2m 3m 6m 9m 1y 1y 6m 2y 3y 4y 5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y EUR6M 1d 1m 2m 3m 6m 9m 1y 1y 6m 2y 3y 4y 5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y EUR1Y 1d 1m 2m 3m 6m 9m 1y 2y 3y 4y 5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y EUR3M 3m 6m 9m 1y 1y 6m 2y 3y 4y 5y 6y  7y 8y 9y 10y 12y  15y 20y 25y 30y  EUR6M  6m 9m 1y 1y 6m 2y 3y 4y 5y 6y  7y 8y 9y 10y 12y  15y 20y 25y 30y  EUR3M  1y  2y 3y 4y 5y 6y  7y 8y 9y 10y 12y 15y 20y 25y 30y 
