Abstract. Let V be an n-dimensional Hilbert space. Suppose H is a subgroup of the symmetric group of degree m, and χ : H → C is a character of degree 1 on H. Consider the symmetrizer on the tensor space
INDUCED OPERATORS ON SYMMETRY CLASSES OF TENSORS
In this paper, several basic problems on induced operators are studied.
In this paper, we study induced operator K(T ) acting on symmetry classes of tensors. In Chapter 1, some background and notations are presented.
It is known that if T is normal, unitary, positive (semi-)definite, (skew) hermitian, then K(T ) has the corresponding property. Furthermore, if T 1 = ξT 2 for some ξ ∈ C with ξ m = 1, then K(T 1 ) = K(T 2 ). However, the converse of these statements are not valid in general. Counterexamples have been given and special instances under which the converses hold have been identified in the literature. In Chapter 2, necessary and sufficient conditions on χ and the operators T, T 1 , T 2 ensuring the validity of the converses of the above statements are given. These results explain the counterexamples and special results obtained by other researchers.
The decomposable numerical range W χ (T ) of T is the set of complex numbers of the form (K(T )x * , x * ) with x * ranging over all decomposable unit vectors in V m χ (H), and the decomposable numerical radius r χ (T ) of T is the radius of the smallest circular disk in C centered at the origin including W χ (T ). Chapter 3 is devoted to the study of these two concepts. Relations between geometric properties of W χ (T ) and algebraic properties of T are explored. Matrix inequalities involving the decomposable numerical radius r χ (T ), the spectral norm K(T ) , and the spectral radius ρ(K(T )) are investigated; matrices attaining the equalities are characterized.
In Chapter 4, some invariance problems (also known as the linear preserver or transformer problems) of functions F (T ) related to the induced operators T , such as F (T ) = K(T ) , ρ(K(T )), r χ (T ), W χ (T ), are studied. In particular, the structure of those linear operators L on End(V ), the algebra of endomorphisms of V , satisfying F (T ) = F (L(T )) for all T ∈ End(V ) are determined for various functions F including those mentioned above. In many cases, the linear operators L are algebra isomorphisms or anti-isomorphisms (possibly followed by the multiplication of unitary operators) on End(V ).
Our results settle a number of open problems and extend many results of other researchers on the subject.
Background and Notations
Let V be an n-dimensional Hilbert space. Suppose H is a subgroup of the symmetric group of degree m, and χ : H → C is a character of degree 1 on H. The study of symmetry classes of tensors is motivated by many branches of pure and applied mathematics: combinatorial theory, matrix theory, operator theory, group representation theory, differential geometry, partial differential equations, quantum mechanics and other areas. See [18, 36, 37, 45] for some general background.
For any linear operator T acting on V , there is a (unique) induced operator K(T ) acting on V The induced operator is a useful object in the study of symmetry classes of tensors.
In this paper, we study some basic problems concerning induced operators. n × m matrix X such that the jth column of X is the coordinate vector of v j with respect to B and
Furthermore, one can generate an orthonormal basis for V m χ (H) from one of V , and exhibit a matrix representation of an induced operator K(T ). We need some more notation to do that.
Let Γ m,n be the set of sequences α = (α(1), . . . , α(m)) with 1 ≤ α(j) ≤ n for j = 1, . . . , m. For r = 1, . . . , n and α ∈ Γ m,n , let m r (α) be the number of times the integer r appears in α. Two sequences α and β in Γ m,n are said to be equivalent modulo H, denoted by α ∼ β, if there exists σ ∈ H such that β = ασ. Evidently, this equivalence relation partitions Γ m,n into equivalence classes. Let ∆ be a system of representatives for the equivalence classes so that each sequence in ∆ is first in lexicographic order in its equivalence class. Define∆ as the subset of ∆ consisting of those sequences w ∈ ∆ such that
where H w is the stabilizer of w, i.e., H w = {σ ∈ H : wσ = w}. Now, suppose B = {e 1 , . . . , e n } is an orthonormal basis for V . Then
is an orthogonal basis for V m χ (H), and one can get an orthonormal basisB after normalization. Furthermore, for any A = (a jk ) ∈ M n , denote by A[β|α] the m × m matrix with (r, s) entry equal to a β(r),α(s) . If A ∈ M n is the matrix representation of T with respect to B, then the induced operator K(T ) has a matrix representation with respect to the basisB, denoted by K(A). In fact (see e.g. [36, p. 126 
]), K(A)
is an |∆| × |∆| matrix with rows and columns indexed lexicographically by the set ∆ so that the entry of K(A) labeled by (α, β) in∆ ×∆ is equal to 1
By the above discussion, we can identify V with C n , T with A ∈ M n and K(T ) with K(A), etc. In particular, the induced matrix K(A) is the linear operator acting on the decomposable tensor of V m χ (H) according to the formula
From this point, we shall work on these matrix formulations of the induced operators. Furthermore, we shall always assume that∆ = ∅ so that K(A) is well-defined. We give several common examples of symmetry classes of tensors and induced operators in the following. 
We list some basic properties of K(A) in the following (see [36, Chapter 2] ).
Proposition 1.4.
The following properties hold for induced matrices:
(f) If A has eigenvalues λ 1 , . . . , λ n , and singular values
and singular values
Note that part (f) in the above proposition is usually stated with σ equal to the identity permutation. In our statement, we emphasis that relabeling of the indices of the eigenvalues or singular values will not affect the conclusion. This observation will be used frequently in our study.
In the subsequent discussion, we shall use {E 11 , E 12 , . . . , E nn } to denote the standard basis for M n , and we use µ(∆) to denote the smallest integer r such that Γ m,r ∩∆ = ∅. As a result, a matrix A ∈ M n satisfies K(A) = 0 if and only if rank(A) < µ(∆).
Normality and Equality of Induced Operators
Using Proposition 1.4, one easily obtains the following result (see [36, Chapter 2] It is natural to ask whether the converse of the above proposition holds. Unfortunately, it is not true in general as noted in [36, p. 148] . For example, if 1 < m ≤ n and if A ∈ M n has rank(A) < m, then K(A) = 0 is trivially normal. Of course, not much can be said about such a matrix A.
Even if K(A) is nonzero, the converse of Proposition 2.1 may fail. For instance, if χ is the alternate character and m = n, then K(A) = (det(A)) is always normal, and one may impose a suitable condition on det(A) to ensure K(A) to be unitary, (skew-)hermitian or positive (semi-)definite.
If χ is the alternate character and m < n, then (II) If there exists η ∈ C with |η| = 1 such that ηK(A) = 0 is hermitian or positive (semi-)definite, then ξA also has the corresponding property for some ξ ∈ C with ξ m = η.
, we see that (II) is the reasonable statement to pursue. In fact, the proofs in [36] were done based on the fact that if χ is the principal character or if rank(A) > m, then the following holds.
(III) A matrix B ∈ M n satisfies K(A) = K(B) if and only if B = ξA for some ξ ∈ C with ξ m = 1. Again, examples were given to show that the hypotheses on the character χ and the matrix A are needed.
The purpose of this chapter is to determine the necessary and sufficient conditions on A and χ so that (I), (II) or (III) holds. In addition to their own interest, the results are useful for the study on quadratic forms, decomposable numerical ranges and radii, inequalities, etc., involving induced operators as shown in later chapters.
We present some preliminary lemmas in §2.1. Then we identify special types of characters in §2.2 for which (I)-(III) may fail. Complete solutions of our problems in connections with (I)-(III) will be given in §2.3.
Preliminary Lemmas.
The first lemma is due to Horn [22] and Weyl [57] . The next lemma can be found in [30] . 
The equality holds if and only if
Proof. Suppose A and B satisfy the assumption. By Lemma 2.2, there exists a complex matrix C with singular values b 1 ≥ · · · ≥ b n−1 ≥b n and eigenvalues
By Lemma 2.3 and Proposition 1.4 (f), we have
Proof. By Proposition 1.4 (f), the mapping
is a symmetric polynomial function in x 1 , . . . , x n . Thus trK(B) − tr K(A) is a nonnegative combination of terms of the form
for some k ∈ {1, . . . , r}. By elementary calculus, one easily checks that the expression in (1) 
, and m t (γ) = m t (β) for t = j, j + 1. Thus, we see that the coefficient of (
. As a result, we have tr K(A) < tr K(B).
Different Types of Characters.
In the following, we identify different types of character χ so that (I)-(III) fail. Recall that µ(∆) is the smallest integer r such that Γ m,r ∩∆ is nonempty. 
Theorem 2.6. Letr be an integer satisfyingr
Definition 2.8. In the following, we say that χ is of determinant type if any one of the conditions (a)-(c) in Corollary 2.7 holds. Furthermore, we say that χ is of the special type if any one (and hence all) the conditions (a)-(c) in Theorem 2.6 hold with µ(∆) > 1; otherwise, we say that χ is of the general type.
Note that the alternate character on S n is of the determinant type; the alternate character on S m with m < n is of the special type but not of the determinant type; and the principal character is of the general type. Here we give some additional examples of χ that are of the special type and the determinant type. 
and χ 2 is of the determinant type.
(b) If n = 3, then
and χ 2 is of the special type but not of the determinant type.
2.3. Normality and Equality. Now, we can characterize A ∈ M n so that K(A) is normal. We exclude the trivial case when K(A) = 0, equivalently, when A ∈ M n has rank(A) < µ(∆). Conversely, let A ∈ M n satisfy rank(A) ≥ r so that K(A) is a nonzero normal matrix. Assume that (a) does not hold. By Theorem 2.6, we see that rank(A) = r and χ is of the special type. Thus A is unitarily similar to a block matrix of the form
and all the nonzero singular values ( 
Corollary 2.11. Suppose χ is not of the determinant type, and A ∈ M n is invertible. Then A is normal if and only if K(A) is normal.
Proof. The necessity part is clear. To prove the converse, suppose K(A) is normal. Then Theorem 2.10 (a) or (b) holds. If (b) holds, with rank(A) < n, then A is singular, contradicting the assumption on A. If (b) holds with rank(A) = n, then χ is of the determinant type, contradicting the assumption on χ. Hence, we see that (a) holds, and the result follows.
By Corollary 2.7, if every element
positive definite (respectively, unitary) if and only if det(A) m/n > 0 (respectively, | det(A)| = 1). Apart from this trivial case, we will show that K(A) is a nonzero multiple of a positive definite (respectively, unitary) matrix if and only if A is. To achieve this goal, we need the concept of majorization and a result from [10] . Given two real vectors x, y ∈ R n , we say that x is majorized by y if the sum of entries of the two vectors are the same, and the sum of the k largest entries of x is not larger than that of y for k = 1, . . . , n − 1. The following result follows from the Corollary in [10] . We are now ready to prove the promised results. To complete the proof, we show that there exists ξ ∈ C such that ξ m = η and λ j = ξ|λ j | for all 1 ≤ j ≤ n, as follows. Since χ is not of the determinant type, there exists α ∈∆ such that m p (α) < m q (α) for some 1 ≤ p < q ≤ n. By Lemma 2.12, there exists
are eigenvalues of K(A). It follows that ηλ α and ηλ β are eigenvalues of ηK(A), and hence both of them are positive. Consequently,
Thus, all the eigenvalues of A have the same argument, i.e., ξA is positive definite for some ξ ∈ C with |ξ| = 1. Since both K(ξA) = ξ m K(A) and ηK(A) are positive definite, we see that ξ m = η as asserted.
Remark 2.14. In [55] , the author attempted to prove the above theorem with η = 1 under the assumption that µ(∆) < n. Unfortunately, there is a gap in the proof. Note that in p. 203 of [55] , the author tried to conclude that all the eigenvalues λ 1 , . . . , λ n of A have the same argument based on the fact that there exists β ∈ ∆ ∩ Γ m,r , where
for all k with nonzero m k (β) (cf. equation (8) in [55] ). However, using our Example 2.9 (b), one can check that such a deduction is not valid. In fact, for A = diag(1, 1, −1), since the only β in∆ ∩ Γ m,r is (1, 1, 2, 2), we see that (2) is satisfied; but clearly the eigenvalues of A do not have the same argument. One actually has to use the deeper result in [10] to get the desired conclusion as in our proof. Note that Theorem 2.16 (i) covers the special cases when K(A) is hermitian or skew-hermitian. Next, we determine the conditions for two induced matrices to be equal. 
is an orthogonal projection. Then Theorem 2.16 (a) or (b.iii) holds. If Theorem 2.16 (b.iii) holds, then k = r and U BV D is unitarily similar to
with C 1 ∈ M r . Comparing the (α, α) entry for some α ∈∆ ∩ Γ m,r on the left and right side of the matrices
and using the fact that χ is of the special type, we see that 
which is a contradiction. Thus our claim is proved and condition (b) of the theorem holds with ξ =ζ.
The results in this section explain why if χ is the principal character or if rank(A) > m, then (I)-(III) hold. Also, one sees why (I)-(III) fail if χ is the alternate character on S m . In particular, we have the following corollary.
Corollary 2.18. Suppose χ is not of the determinant type.
(a) Let A, B ∈ M n be such that
If χ is of the special type, then there exist A, B ∈ M n (with ranks equal to µ(∆) ) such that all of (I)-(III) fail.
Decomposable Numerical Ranges and Decomposable Numerical Radii
Let A ∈ M n . The numerical range of A is defined by
and the numerical radius of A is defined by
These concepts have been studied extensively because of their connections and applications to many branches of pure and applied mathematics (see e.g., [19, 20, 23, 24] ). In the study of induced operators on symmetry tensors, it is natural to consider the decomposable numerical range of A ∈ M n defined by
(see [37, 43] ) and the decomposable numerical radius of A ∈ M n defined by
In terms of the generalized matrix function, we can write
Evidently, when m = 1, W χ (A) reduces to the classical numerical range W (A). Certainly, one can also consider the classical numerical range and radius of the induced matrix K(A). Since the set of decomposable unit tensors is usually a proper subset of the set of unit vectors in V m χ (H), we have
and the inclusion is often strict. Consequently, we have
and again the inequality is usually strict. Thus, the set W χ (A) usually contains "less" information than W (K(A)), and the quantity r χ (A) is different from r(K(A)). However, in the study of symmetry classes of tensors and induced operators, one may only have information about W χ (A) and r χ (A) but not W (K(A)) and r(K(A)). It is natural to ask if we can still extract information about the operator A based on the limited knowledge on W χ (A) and r χ (A). This chapter is devoted to the study of this line of questions. In particular, we show that many results on the classical numerical range and radius can actually be extended to decomposable numerical ranges and radii.
Decomposable Numerical Ranges with Special Geometrical Features.
The numerical range is a useful tool for studying matrices and operators. In particular, there is an interesting interplay between the geometric properties of W (A) and the algebraic properties of a matrix A. For example, we have the following result (see e.g. [23] ). There has been attempts to extend this result to decomposable numerical ranges (see [5, 54, 55] ). We list the results on the decomposable numerical ranges associated with the alternate character ε on S m (see [54] and [5, §4] ) that will be useful in our subsequent discussion. To avoid trivial consideration, we assume that m < n; otherwise, we have W ε (A) = {det(A)}. To generalize Proposition 3.1 to other types of decomposable numerical ranges, we need the result of Robinson [50] (see also [56] ). 
Now, we are ready to prove the main results of this section. Note that the results are also valid if we replace W χ (A) by W (K(A)) using similar (simpler) proofs. 
Similarly, one can use Theorem 2.13 to prove the following. (α), . . . , m n (α)) is a permutation of (k, . . . , k, k + 1, . . . , k + 1 t ), (3) where m = nk + t with 1 ≤ t < n, and A is an invertible normal matrix such that one of the following holds:
( Proof. Suppose every α ∈∆ satisfies (3), and A is an invertible normal matrix with eigenvalues λ 1 , . . . , λ n . Then K(A) has eigenvalues
If 
are eigenvalues of K(A) and hence belong to W χ (A). Thus, they are collinear. Let z = λ i /λ 1 . By the discussion in the previous paragraph, we see that 1 A is a hermitian matrix, and W χ (A) will lie on a line passing through the origin, which is a contradiction. Now, we see that every α ∈∆ satisfies (3). It follows that K(A) has eigenvalues
and they are lying on a line not passing through the origin. This reduces to the analysis of the conditions under which the n nonzero complex numbers λ 1 , . . . , λ n will generate numbers
that are collinear. Evidently, this is exactly the same condition for the decomposable numerical range of A associated with the alternate character on S t to be on a straight line not passing through the origin. By Proposition 3.3, we get the conclusion. 
radius ρ(K(A)), spectral norm K(A) , the numerical radius r(K(A)), and the decomposable numerical radius r χ (A).
The following result is well known for the classical case (see e.g. [23] ).
Proposition 3.9. Let A ∈ M n . Then ρ(A) ≤ r(A) ≤ A . (a) The equality r(A) = A holds if and only if ρ(A) = A . This happens if and only if A is unitarily similar to r(A)V ⊕ B for some unitary V ∈ M k and some B ∈ M n−k satisfying B < r(A). (b) The equality ρ(A) = r(A) holds if and only if A is unitarily similar to r(A)V ⊕ B for some unitary V ∈ M k and some B ∈ M n−k satisfying r(B) < r(A).
We say that A ∈ M n is spectral if ρ(A) = r(A), and A ∈ M n is radial if ρ(A) = A . These classes of matrices have attracted the attention of many researchers (see e.g. [20, 23, 24] and their references). At one point, researchers also gave a name to those matrices satisfying A = r(A). Later, Wintner [58] showed that such matrices are just radial matrices (cf. Proposition 3.9 (a)). There has been a great deal of interest in extending Proposition 3.9 and the concepts of spectral and radial matrices in the contexts of symmetry classes of tensors; see [1, 4, 28, 38, 50, 52] and the references therein. We summarize the result in [52] in the next proposition. It is worth noting that the result of Wintner has a nice extension (cf. Proposition 3.10 (b)). In the following we add one more term, namely, | det(A)| m/n to the chain of inequalities (4), and study the equality cases. The extreme cases give rise to some new characterizations of multiples of unitary matrices, which are useful in the next chapter. To avoid trivial consideration, we assume that χ is not of the determinant type and K(A) = 0.
Proposition 3.10. Let A ∈ M n . Then ρ(K(A)) ≤ r χ (A) ≤ r(K(A)) ≤ K(A) . (4)

Suppose rank(A) ≥ r = µ(∆). (a) The value ρ(K(A)) equals g(A) = r χ (A) or r(K(A)) if and only if A is unitarily similar to
Theorem 3.11. Suppose χ is not of the determinant type, and rank(A) ≥ r = µ(∆). Then
| det(A)| m/n ≤ ρ(K(A)) ≤ r χ (A) ≤ r(K(A)) ≤ K(A) .
(a) The equality | det(A)| m/n = ρ(K(A)) holds if and only if all eigenvalues of A have the same magnitude. (b) The value | det(A)| m/n is equal to any (and hence all) of r χ (A), r(K(A)) or K(A) if and only if ηA is a unitary matrix for some nonzero η ∈ C.
Proof. The inequalities and part (a) is clear. We focus on the proof of (b) To prove that A is unitary, we show that all the singular values of A equal 1. Suppose it is not true. Then A has singular values s 1 ≥ · · · ≥ s n such that s 1 > s n . Let A have polar decomposition P U so that U is unitary and P is positive semidefinite with eigenvalues s 1 , . . . , s n . Then there exists a unitary matrix V such that 
where 
where k = |∆|m/n, we conclude that s j=1 λ j (K(P )) > s. As a result, one of the diagonal entries of K(V * AV ) has magnitude larger than 1, and hence r χ (A) > 1.
In [40, Theorem 1] , it was shown that when m < n and χ is the alternate character, a matrix A ∈ M n is unitary if and only if all the eigenvalues of A have magnitude one and r χ (A) ≤ 1. By the above result, we have the following corollary.
Corollary 3.12. Suppose χ is not of the determinant type. Let A ∈ M n be such that all eigenvalues of A or K(A) have the same magnitude not equal to zero. Then the following conditions are equivalent. (a) A is a (nonzero) multiple of a unitary matrix. (b) A is normal. (c) 0 = K(A) equals r χ (A) or r(K(A)). (d) 0 = ρ(K(A)) equals any one (and hence all) of the following:
r χ (A), r(K(A)), or K(A) .
Proof. The implication (a) =⇒ (b) is clear. Suppose (b) holds. Then K(A) = ρ(K(A)). By Proposition 3.10 (b), condition (c) follows. Suppose (c) holds. Then K(A) = r(K(A)). Applying Theorem 3.9 to K(A), we see that K(A) = ρ(K(A)). By (4), condition (d) holds. Suppose (d) holds. Then ρ(K(A)) = r χ (A). Since all the eigenvalues of K(A) have the same magnitude and det(K(A)) is the product of the eigenvalues of K(A), we have ρ(K(
m/n . By Theorem 3.11 (b), we get condition (a).
Next, we extend some results in [39] and [52] concerning the characterization of unitary matrices A in terms of equalities 1 = r χ (A) = r χ (U AV ) for all unitary U, V ∈ M n . In [39] , the result was obtained for the case when m < n and χ is the alternate character. In [52] , the result was extended to those χ for which there exists r < n such that Γ m,r ∩∆ = ∅. We relax all these conditions in our result.
Corollary 3.13. Suppose χ is not of the determinant type. Let A ∈ M n be such that K(A) = 0. Then A is a (nonzero) multiple of a unitary matrix if and only if
Proof. The necessity part is clear. Conversely, suppose 0 = r χ (A) = r χ (U AV ) for any unitary U, V ∈ M n . If A is not a multiple of a unitary matrix, then A has singular values s 1 
which is a contradiction.
Linear Preserver Problems
An active area in matrix and operator theory is the linear preserver problems concerning the characterizations of linear operators with some special properties. For example, Frobenius [14] proved that a linear operator L on M n satisfies det(L(A)) = det(A) for all A ∈ M n if and only if there exist M, N ∈ M n with det(M N ) = 1 so that L is of the form
The sufficiency part of the statement is clear. It is somewhat surprising that the two obvious transformations in (5) are the only admissible transformations on M n to M n preserving the determinant function.
Denote by Eig(A) the multiset (with n elements) of eigenvalues of A ∈ M n . In [41] , the authors showed that a linear operator L on M n satisfies
Eig(L(A)) = Eig(A) for all A ∈ M n
if and only if there exists an invertible S ∈ M n so that L is of the form
Again, the sufficiency part of the statement is clear, and the interesting part is the converse. Furthermore, this result shows that the linear preservers of Eig(A) are actually Jordan isomorphisms on M n , i.e., algebraic
2 for all A ∈ M n . Let us describe some more results related to our subsequent discussion. Specializing the results [27] and [46] , we have the following equivalent conditions for a linear operator
It is worth noting that in these cases, the linear preservers are actually Jordan homomorphisms on the C * -algebra M n . To a certain extent, the above examples manifest the spirit of linear preserver problems, namely, one can often prove that the obvious linear maps are the only admissible linear preservers for a certain property or function, and the structure of linear preservers are often very elegant. Of course, there are situations that the linear preservers are not so well behaved. In such cases, it would be interesting to enumerate all the special cases and explain the pathological behaviors. We refer readers to the survey [47] on linear preserver problems.
In this chapter, we determine the structures of linear operators L on M n such that
where
In all cases, we show that the linear preservers indeed behave well. A wide range of techniques are used in our proofs. Here, we mention some references for some existing results:
(1) for linear preservers of A , see [27, 15, 34] ; (2) for linear preservers of ρ(A), see [8, 32] ; (3) for linear preservers of W χ (A) for special χ, see [46, 40, 53, 54, 55] ; (4) for linear preservers of r χ (A) for special χ, see [29, 33, 54] . (5) for linear preservers of Sp(A) or Eig(A), see [1, 26, 41] . Notice that if χ is of the determinant type, then
and
Using the results in [14, 33] , one easily deduces the following.
Theorem 4.1. Suppose χ is of the determinant type. Let
In the rest of this chapter, we focus on the case when χ is not of the determinant type. Some preliminary lemmas will be presented in the next section. We then characterize the linear preservers of K(A) , ρ(K(A)), Sp(K(A)) and Eig(K(A)) in §4.2. The rest of the chapter is devoted to studying the linear preservers of W (K(A)), W χ (A), r(K(A)) and r χ (A).
Preliminary Lemmas. Lemma 4.2. Suppose χ is the principal character. Let
A ∈ M n . Then ρ(K(A)) = ρ(A) m ≤ r(A) m ≤ r χ (A) ≤ r(K(A)) ≤ K(A) = A m . (8)
If A is normal, then all the inequalities become equalities.
Proof. The first and last equality follows from the relations between the eigenvalues (respectively, singular values) of A and K(A) described in 1.4 (f) and the fact that there exists α ∈∆ such that m 1 (α) = m.
Suppose x ∈ C is a unit vector such that (Ax, x) = z with |z| = r(A). Let
. The other inequalities follow from Propositions 3.9 and 3.10.
Clearly, if A is normal, then so is K(A). By Proposition 3.9, we have ρ(K(A)) = K(A) and thus all the inequalities in (8) become equalities.
Proof. Let L be a linear preserver of F (A) = K(A) , r(K(A)), r χ (A), ρ(K(A)).
Suppose it is not invertible and L(A) = 0 for some
, we can find a nilpotent matrix N so that A + N is nonsingular. It follows that
Invariance of Spectral Norm and Spectral Radius. In this section, we consider linear preservers of
K(A) , ρ(K(A)), Sp(K(A)) and Eig(K(A)).
Theorem 4.4. Suppose χ is not of the determinant type. A linear operator
Proof. The sufficiency part is clear. We prove the converse below. If χ is the principal character, then
By the result in [27] (see also [15] or [34] ), L is of the asserted form.
Suppose χ is not the principal character. By Lemma 4.3, L is invertible. Let
. By the result in [9] , we have r > 1 and R is the set of matrices with rank at most r − 1. By the result in [3] , L is of the form
If it is not true, then ξ 1 η 1 > ξ n η n . Consider A, B ∈ M n such that
Since χ is not of the determinant type, by Theorem 3.11 we have
Hence, L is of the asserted form with U = M/ξ 1 and V = N/η 1 .
Theorem 4.5. Suppose χ is not of the determinant type. A linear operator
for all A ∈ M n if and only if there exist an invertible S ∈ M n and some ξ ∈ C with |ξ| = 1 such that L is of the form
Proof. The sufficiency part is clear. We prove the converse below. If χ is the principal character, then ρ(K(A)) = ρ(A) m by Lemma 4.5. Hence, a linear preserver of ρ(K(A)) is also a linear preserver of ρ(A). By the result in [8] or [32] , L is of the asserted form.
Then clearly, L(R) ⊆ R. Suppose r = µ(∆). By the result in [9] , we have r ≥ 2. By Proposition 1.4 (h), R is the set of matrices with at most r − 1 nonzero eigenvalues, i.e., at least n − r + 1 zero eigenvalues. If 2 ≤ n − r + 1 ≤ n − 1, i.e., n − 1 ≥ r ≥ 2, then L is of the asserted form by the result in [31] . Now, suppose r = n. Then R is the set of singular matrices. Since L is invertible and L(R) ⊆ R, by the result in [11] (see also [3] ), we see that L is of the form
for some invertible M, N ∈ M n . We claim that M N = ξI. Suppose that it is not true. If M N is not diagonalizable, then M N has a nontrivial Jordan block in its Jordan form; if M N is diagonalizable, then M N is similar to diag(λ 1 , . . . , λ n ) with λ 1 = λ 2 , and thus similar to diag(λ 1 , . . . , λ n ) + E 12 . In both cases, there exists an invertible T ∈ M n such that M N = T −1 XT , where X is in upper triangular form with diagonal entries λ 1 , . . . , λ n and (1, 2) entry equal to 1. Let
For t > 0, consider the matrix A(t) ∈ M n such that
Then L(A(t)) is similar to the matrix
Since χ is not of the determinant type, there exits α ∈∆ such that m 1 (α) > m n (α) and ρ(K(B)) = n j=1 |η mj (α) j | whenever B ∈ M n has eigenvalues η 1 , . . . , η n with |η 1 | ≥ · · · ≥ |η n |. By this fact, one can see that ρ(K(X(t))) → ∞ as t → ∞. This contradicts the fact that
for all t > 0. Thus, our claim is proved.
Finally
Hence L is of the asserted form.
An easy consequence of Theorem 4.5 is the following result.
Corollary 4.6. Suppose χ is not of the determinant type, and
for all A ∈ M n if and only if there exist an invertible S ∈ M n and some ξ ∈ C with ξ m = 1 such that L is of the form
Invariance of Numerical Ranges and Radii.
In this section, we consider the linear preservers of the function
First of all, we can use the results in the previous chapters to prove the following.
Theorem 4.7. Suppose χ is not of the determinant type. Let
if and only if there exist a unitary U ∈ M n and a ξ ∈ C with ξ m = 1 such that L is of the form
Proof. We focus on the case Note that if L preserves W χ (A), then it also preserves r χ (A). By Lemma 4.3, L is invertible. It is easy to check check that L −1 also preserves W χ (A). So, one can apply the previous arguments to L −1 to conclude that L −1 maps the set of positive definite matrices into itself. Thus L maps the set of positive definite matrices onto itself. By continuity, L maps the set of positive semi-definite matrices onto itself. We can then apply a result of Schneider [51] to conclude that L is of the form
In the study of linear preserver problems, it is often the case that linear preservers of the generalized numerical radii are unit multiples of linear preservers of the corresponding numerical ranges (see [46, Chapter 6] ). However, the proofs of such results are usually very involved. We have a similar phenomenon for linear preservers of F (A) = r(K(A)) or r χ (A). In particular, we have the following result.
Theorem 4.8. Suppose χ is not of the determinant type. Let
for all A ∈ M n if and only if there exist a unitary U ∈ M n and a ξ ∈ C with |ξ| = 1 such that L is of the form
The proof of this result will be done by a group theory scheme (see §4.4) and completed in §4.5. Here we use Theorem 4.8 to give a short proof of Theorem 4.7 as follows.
The sufficiency part is clear. To prove the converse, note that if L preserves 
4.4.
A Group Scheme. Dynkin [13] used a group scheme to study linear preserver problems. A similar scheme has been carried out by several authors recently (see [12, 16, 17, 48, 49] and their references). We shall use a similar method in our study. Suppose P SU(n) is the group of operators on M n of the form
for some unitary U ∈ M n . We shall prove that linear preservers of F (A) = r χ (A) or r(K(A)) form a group G. Clearly, every element in P SU(n) is a linear preserver of F . Hence P SU(n) is a subgroup of G. Let G 0 be the largest connected Lie subgroup in G. Using the results in [49] (see also [17] ) and those in the previous sections, we will show that G 0 = P SU(n), and then completely determine G.
Here we introduce some notations and list the group theory results that will be used in our proof.
Let GL(n), SL(n), U (n) and SU (n) be the general linear group, special linear group, unitary group, and special unitary group of linear operators acting on C n . Similarly, let GL(n 2 ), SL(n 2 ) and SU (n 2 ) be the general linear group, special linear group and special unitary group of operators acting on M n , respectively.
Denote by SU (n) * SU (n) the group of operators of the form A → U AV for some U, V ∈ SU (n). Moreover, let SO(n 2 ) be the subgroup of SU (n 2 ) consisting of operators mapping the real linear space of hermitian matrices onto itself. Thus, SO(n 2 ) can be viewed as the complex extension of those (real) linear operators on the space of hermitian matrices preserving the inner product (A, B) = tr(AB).
Let GL(n 2 − 1) be the subgroup of GL(n 2 ) consisting of operators that fix the identity and map the subspace M n of matrices with zero trace onto itself, and let
Furthermore, let T be the group of operators acting as scalar on M n and span{I}, and let U 1 be the intersection of T and SU (M n ).
When n = 4, we have a special subgroup Λ 0 , an embedding of SU (6)/ −1 in SU (4 2 − 1), containing P SU (4) . We refer the readers to [49] for a concrete construction and some discussion of Λ 0 . For our purpose, we only need to know (see [49, p. 151 [17] ). 
If G 0 is irreducible, then it is a T-conjugate of one of the following groups:
Suppose L is a linear preserver of F . By Lemma 4.3, If L preserves F , one easily checks that L −1 also preserves F . Thus the linear preservers of F form a group G of invertible operators on M n . Clearly, the limit of a convergent sequence of linear preservers of F is also a preserver of F , hence G is closed. Now, suppose χ is the principal character. Let L ∈ G. By Lemma 4.2, for any unitary U we have
Thus, the set of unitary matrices will be mapped to a bounded set under a linear preserver of F . Consequently, G is bounded. Thus, the group G is compact. Next, suppose χ is not the principal character. Let r = µ(∆). By the result in [9] , we have r > 1, and F (A) = 0 if and only if rank(A) < r. Hence, if L is a preserver of F , then L maps the set of matrices with rank at least r to itself. By the result in [3] , there exist invertible M, N ∈ M n with det(M N ) = 1 such that L is of the form
By Theorem 3.11,
It follows that | det(M N )| = 1, and hence
It follows from Theorem 3.11 (b) that L(A) is unitary. Thus, L maps unitary matrices to unitary matrices. By the result in [35] , we see that G is a subgroup of SU (n) * SU (n). The proof of the Assertion is complete.
Let G 0 be the largest connected Lie group contained in G. Then G 0 must be one of the groups listed in Proposition 4.9. We shall prove that G 0 = P SU(n) in the following steps. In each step, we show that for any group in Proposition 4.9 not equal to P SU(n), there are some linear operators L in it and A ∈ M n such that F (A) = F (L(A)). For nonprincipal characters, sometimes we just use the fact that every linear preserver L ∈ G 0 satisfies (9) to get the desired conclusion.
Step 1. G 0 is not a T-conjugate of SU (n) * SU (n).
Suppose to the contrary that there exists S ∈ T of the form A → a(tr
We may assume that b = 1; otherwise, replace S by S/b.
If n > 2, let A = nE 11 − I n . Then there exists L ∈ SU (n) * SU (n) such that
However, all eigenvalues of B are the same, and B is not normal. By Corollary 3.12, we see that
which is a contradiction. Suppose n = 2. If χ is not the principal character, then 21 . Now, all eigenvalues of B have the same magnitude and B is not normal. By Corollary 3.12, we have
which is a contradiction. Now, suppose χ is the principal character. Let L ∈ SU (2) * SU (2) be such that L(X) = X(E 11 − E 22 ) and letL(X) = (S 
If B is not normal, then by Corollary 3.12, we have
In both cases, we get the desired contradiction.
Step 2. If χ is not the principal character, then | det(L(A))| = 0 = 1 = | det(A))|, contradicting (9) .
If χ is the principal character, then by Lemma 4.2 we have
Step 3. n > 2 and G 0 does not contain SO(n 2 − 1), SU (n 2 − 1) or a T-conjugate of SO(n 2 ) and SU (n 2 ). Since SO(n 2 − 1) is a subgroup of SU (n 2 − 1) and of any T-conjugate of SO(n 2 ) and SU (n 2 ), it is enough to show that G 0 does not contain SO(n 2 − 1). Note that SO(2 2 − 1) is the same as P SU (2) . That is why we impose the assumption that n > 2.
Suppose to the contrary that G 0 contains SO(n 2 −1) with n > 2. Then there is a linear preserver L of F such that L(A) = n(n − 1)/2(E 11 −E 22 ) with A = nE 11 − I n . If χ is not the principal character, then | det(A)| = n − 1 = 0 = | det(L(A))|, contradicting (9) . If χ is the principal character, then by Lemma 4.2 we have
Step 4. n = 2 and G 0 does not contain SU (2 2 − 1) or a T-conjugate of SU (2 2 ).
Since SU (2 2 − 1) is a subgroup of any T-conjugate of SU (2 2 ), it is enough to show that G 0 does not contain SU ( which is a contradiction.
Step 5. n = 2 and G 0 does not contain a T-conjugate of SO(2 2 ). Suppose there exists S ∈ T of the form A → a(tr A)I/2 + b(A − (tr A)I/2) such that S −1 G 0 S = SO(2 2 ). We may assume that b = 1; otherwise, replace S by S/b. If χ is not the principal character, then G 0 is a subgroup of SU (2) * SU (2). By
Step 1, it is a proper subgroup, and hence the real dimension of G 0 is strictly less than that of SU (2) * SU (2), which is 6. On the other hand, the real dimension of SO(2 2 ) is 6. Thus, it is impossible for G 0 to be a T-conjugate of SO(2 2 ). Next, suppose χ is the principal character. Let L ∈ SO(2 2 ) be such that L maps the orthogonal pair of matrices (I, E 12 + E 21 ) to the pair (E 11 − E 22 If B is not normal, then by Corollary 3.12, we have
Step 6. G ∩ T is the circle group, i.e., group of operators of the form A → aA, where a ∈ C satisfies |a| = 1. In particular, U 1 is not a subgroup of G 0 . Suppose L ∈ T is a linear preserver of F such that
L(A) = a(tr A)I/n + b(A − (tr A)I/n), a,b ∈ C.
Since F (I) = F (L(I)), we conclude that |a| = 1. We may assume that a = 1 and hence L(I) = I. We are now ready to complete the proof of Theorem 4.8: By Steps 1-6, we see that G 0 = P SU(n) for any χ. By Proposition 4.10, G is a subgroup of the group generated by P SU(n), τ and T. Clearly, τ ∈ G. By Step 6, we see that G can only contain the circle group of T. The result on F preservers follows.
4.6. Results on Hermitian Matrices. One can get similar results for linear preservers of F on hermitian matrices by simpler arguments. Note that ρ(K(A)) = r χ (A) = r(K(A)) = K(A) for hermitian matrices A. If χ is the principal character, then linear preservers of r χ are just the linear preservers of the numerical radius by Lemma 4.2, and the structure of them is known (see [29] ). If χ is not the principal character, then by the result in [9] we have r = µ(∆) > 1. Now, one can show that linear preservers of r χ are invertible and they preserve matrices with rank less than r by arguments similar to those in the proofs of Lemma 4.3 and Theorem 4.5. Then one can apply the result in [21] to conclude that the linear preserver is of the form
for some invertible S and ξ = ±1, and determine the structure of linear preservers of r χ . In summary, we have the following result. 
where S ∈ SL(n) in case χ is of the determinant type and S ∈ SU (n) otherwise.
Using the above theorem, one easily gets the following corollary. 
