columns: M(x, j) D EixiM(i, j), M(x, y) -Ei jxiy M(i, j), and similarly for M(i, y).

The one-stage loss is defined by do(i,j) = v() -A(i, j). In this notation the
3. A lower bound on the loss. In this section we derive an asymptotic lower bound on the worst-case loss. This will be used to define a meaningful non-Bayesian sense of optimal performance for player 1.
The stated objective of player 1 is to minimize (the rate of increase of) the worst-case loss. However, in general the worst-case loss cannot be minimized simultaneously for every possible 00. For example, if player 1 plays at every stage his optimal (maximin) strategy in G(0) for some fixed 0 E 0, then he guarantees zero loss if 0 happens to be the true parameter. But if the true parameter is different, his loss may grow linearly in n.
N. SHIMKIN AND A. SHWARTZ
To exclude such nonadaptive strategies, we shall restrict attention to strategies which perform "reasonably well" for every parameter, as specified in the following definition (compare Lai and Robbins (1985) , Agrawal et al. (1989) (3.1) Lo( 0) = o(na) for every a > 0.
From Shimkin and Schwartz (1995) we know that the set of uniformly good strategies is nonempty, and in fact there exist strategies which guarantee that the loss rate is O(log n) at most. Thus, strategies outside this set need not be considered. For each parameter 0, define an associated set of "bad" parameters (see the end of the section for interpretation of this set and discussion of the lower bound; note that 0 is not included in B(0)): by recalling its definition and performance. This will expose its deficiencies as compared with the required optimal performance. Two families of (sub-) strategies will be introduced to overcome these deficiencies. These strategies are not in themselves adaptive, i.e., each is designed with a specific parameter 0 in mind. They will however be used as building blocks for the overall (adaptive) optimal strategy, to be presented in the next section.
Recall Let us turn to the second deficiency noted above, namely case (II). As discussed at the end of the last section, to achieve the optimal coefficient b(00), player l's strategy should include an "optimal probing" phase. This phase is intended to accumulate statistical information (quantified by Ioo o for 0 E B(00)) at a minimal loss-per-information ratio. Also, some safeguards should be activated if (due to player 2's actions) insufficient information is obtained.
If player 2 played Yt = y* at every stage, then such "optimal probing" could be achieved on a single-stage basis by any x? e 9J) which is a minimizer in (3.4). (This is trivially satisfied in the single-controller case; cf. Agrawal (1989) .) However, since player 2 may play differently, then a stationary strategy xt x? might not yield the desired result: The loss-per-information ratio may then be larger than b(0o), or possibly no information will be obtained.
Again, the problem will be resolved by "punishing" player 2 for playing off y*o. This can in principle be accomplished by superimposing the one-stage probing strategy x? on a strategy similar to 'c*(o0) of Proposition 4.1. The following result may be thus obtained: 
., in Sorin (1980). A direct proof is provided in Shimkin and Shwartz (1993). o
In accordance with Remark 4.2, the strategy r(0) as defined in (ii) depends on the history only through player 2's actions. Indeed, AO is deterministic, and xt may be recursively eliminated from the equations.
We shall also require the following lemma, which lower-bounds the maximal penalty that a player in a matrix game pays for deviating from his optimal strategy. (1 -gk)Xo.
We proceed to upper-bound the loss and lower-bound the information under cr1(). Both bounds will be in terms of IIYj -y' 11, player 2's average deviation from his optimal strategy in G(0). It is assumed in the following that player 2 is using any strategy r E 9. Consider first the strategy cr( ) defined above, with ~ fixed. Suppose for the moment that this strategy is used throughout by player (ii) Assume that for some 6' E Go(0), E't_lI0, 0t(x, j) < en where e > 0 will be specified shortly. Then, from (4.13), [JY,, -y*1 > (i -2E) To rectify this problem, we define (r*(0) as the strategy which follows 0r1(0) as long as the loss is above a certain (negative) threshold. However, as soon as it goes below this threshold, the clock is reset and ar1(0) is restarted with a new history. The precise definition follows. We proceed now to prove assertions (i)-(iii) of the proposition. Note that it is enough to prove each assertion with different constants (M1, 8,) , since then the maximal M, and minimal 81 satisfy the assertions simultaneously. 5. The optimal strategy. We are now in a position to present a strategy o-* which is asymptotically optimal. The following definitions will be required. 
