In the second level triggering for ATLAS \Regions of Interest"(RoIs) are de ned in (etha, phi) corresponding to possibly interesting particles. For each RoI physically meaningful parametersare extracted for each subdetector. Based on these parametersa classi cation of the particle type is made. A feed-forward neural net with 12 input variables, a 6-node intermediate layer, and 4 output nodes has earlier been suggested for this task.
Introduction
Following the approach developed in the EAST (RD-11) collaboration y , the second level triggering for ATLAS 1 can be divided into three phases: Region of interest (RoI) Collection, Feature Extraction, and Global Decision.
For both feature extraction and global decision one has the choice between a \data driven" and a \farm based" architecture. In the data driven approach dedicated processors are used, operating in real time at the event frequency (100kHz).
The farm based approach employs a large number of general purpose processors,
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1 each using more than 10 s per event.
So far data driven soulutions of the feature extraction task have been demonstrated for several detectors 2 . One of the processors used, DecPeRLe-1, is recongurable by software, and is able to perform all the feature extraction algorithms within the 10 s limit. This paper gives a rst example of how parts of the global decision task can also be e ciently and exibly implemented on DecPeRLe-1.
In the global decision stage features from di erent subdetectors are collected for each RoI, and an identi cation of the particle type, energy, direction etc. is made. Then these data from alle RoIs are used to make the nal decision. In the present work we have only considered the particle identi cation part. It has been demonstrated earlier 3 that this task can be done by an arti cial neural net. We will now show how this algorithm can be implemented on DecPeRLe-1.
DecPeRLe-1
The advent of Field Programmable Gate Array (FPGA) cirquits has recently made possible hardware unist combining the exibility of programmable processors with the performance of custom tailored integrated cirquits. In particular this has been achieved by interconnecting several FPGA cirquits and memory banks to make up what is sometimes called a Programmable Active Memory (PAM).
An FPGA can be thought of as a regular mesh of simple programmable logic units (`gates'). The behaviour and interconnection of the gates can be programmed by feeding a con guration bitstream to the FPGA in its download mode. Once con gured, an FPGA behaves like a regular application-speci c integrated cirquit (ASIC).
The S: In addition to the direct connections between the matrix chips, each chip has a 16 bit connection to each of four 64 bit wide buses (North, South, East, West). These buses end up in the so called switches. The switch chips can then be used to connect the bus lines to the memory banks (N, S, E, W) or to the two 32 bit wide North East and South West data buses. A switch chip also connects the two fos with the data buses. The board communicates with a host via two fos. These may be accessed at run-time either by i/o calls on a word by word basis or by DMA.
Along with DecPeRLe-1 a suite of software tools was developed. These allow the user to specify a design in deatil using a C++ library, and provide for easy debugging. For more information on PAMs in general and DecPeRLe-1 in particular the papers by Vuillemin et. al. 5;6 are recommended.
The algorithm
A typical event in ATLAS is expected to result in 5{10 RoIs, each containing some physics object (particle or jet). From each of the subdetectors a number of parameters (1{5) are produced by the feature extractors.
Based on 12 parameters from four di erent subdetectors one would like to decide whether the RoI contains either an electron, muon, or a jet.
The classi cation task has been solved by using a feed-forward neural net with 12 inputs Three of the output nodes correspond to each of the three particle types (electron, muon, jet). Since other categories may be needed in a future implementation, a fourth output node has been added.
The output of the neural net can be seen as a \fuzzy logic" classi cation, giving for each RoI four new features. Each feature gives a probability that the RoI contains a particle from one of the four di erent classes. The quality of the nal decision in classifying di erent types of events can be improved if such a nonexclusive particle identi cation is done at this level.
For each node in the two layers, rst an inner product is computed: 
where w n ij denote the weights for node i of layer n, t n j the respective thresholds (biases). Then a sigmoid function is performed on each sum I 1 i = sigf(S 0 i ), O i = sigf(S 1 i ), where sigf(x) = 1= 1 + exp(?2x)]. For training and veri cation 18000 simulated data sets were used. The algorithm described above was implemented as a C program with oating point numbers. For a PAM implementation a xed point version (using integer arithmetic) was needed.
It was found by computer simulation that 8 bits for input and output data and 16 bits for intermediate results gave su cient performance.
A simulation program using these wordlengths was written, and the output was compared with the oating point version. For each of the implementations a desicion was made for the three active outputs:
O i > 0:5 ) particle i identi ed:
In Table 1 the percentage of correct decisions vs. false decisions are given for the two versions. As can be seen there are only negligible di erences. 
The implementation
At present the global architecture of the second level trigger is not settled. It is therefore not decided whether it is natural to peform the particle identi cation for each RoI in a single processor, or to distribute the task on several processors. For this work we have assumed that one processor is assigned to do the particle identi cation for several RoIs, and that the data for these are presented sequentially in the input fo of one DecPeRLe-1 board. For simplicity we assume that the data are given by 12 32-bit words, where only the lower byte is used. Similarily, the result of the algortim is output as 4 32-bit words in the output fo.
From the description above we nd that two kinds of modules are necessary to implement the algorithm. A kind of multiply-accumulate cirquit is needed for the inner products, and another kind of module must be used for the sigmoid function.
For the present study we chose to re-use as much as possible the arithmetic solution employed in an earlier design; the Calorimeter Feature Extraction Unit 7 . This design contains a multiply-accumulate unit (MAU) with bit-parallel inputs (8 8) and a 16 bit serial output.
One MAU occupies a little more than half the area of one LCA. Figure 2 shows a pipelined structure based on the elements just described. One multiply-accumulate element is used for each node in the hidden layer (0) and the output layer (1) . MAni denotes the multiply-accumulate unit for node i of layer n.
To each of the multiply-accumulate units the weights and thresholds must be fed together with the input data (not shown in the gure). The sigmoid functions are implemented by lookup tables in the RAM banks. Since the MAU get bit parallel input and bit serial output, conversion must be done between the stages, as shown in the gure.
Each MAU is placed in one LCA, and one LCA is used for each of the serial-toparallel converters.
The speed of a DecPeRLe-1 design can be adjusted by tuning the clock speed. For designs using the memory banks, the maximum recommended clock frequency is 25 MHz. This speed was used for the present design, giving a clock cycle of 40 ns. With a 16 cycle period in the pipeline, this leads to 16 40 ns = 0.64 s processing time for each data set. The latency is 83 40 ns = 3.32 s.
The execution time represents an improvement of about 15 times the benchmark results reported for as SPARC10 implementation 3 .
The nished design was tested on the same data sets as used for veri ction of the software implementation. The produced results were bit-by-bit identical to the ones from the simulation program.
Conclusion
It has been demonstrated that it is possible to implement the particle identi ction task of the global decision stage of the second level triggering for ATLAS in 0.64 s. With 10 s between events, this means than a single PAM module can cope with a average number of RoIs of 15, which is far more than expected.
The propsed design uses less than 50% of the computing recourse of DecPeRLe-1, and only a small fraction of its I/O capability. As discussed elsewhere 8 there are several possibilities of making the design go even faster if this should become necessary.
The algorithm was implemented in a few weeks by a relatively unexperienced designer, showing that the PAM methodology is not necessarily less exible than using software on general purpose machines.
The presented work indicates that a PAM based, data driven approach could be a promising uniform solution for the whole second level triggering architecture, not only the feature extraction stage.
