Modeling of the systematic errors in the second-order moments of wind speeds measured by continuouswave (ZephIR) and pulsed (WindCube) lidars is presented. These lidars use the conical scanning technique to measure the velocity field. The model captures the effect of volume illumination and conical scanning. The predictions are compared with the measurements from the ZephIR, WindCube, and sonic anemometers at a flat terrain test site under different atmospheric stability conditions. The sonic measurements are used at several heights on a meteorological mast in combination with lidars that are placed on the ground. Results show that the systematic errors are up to 90% for the vertical velocity variance, whereas they are up to 70% for the horizontal velocity variance. For the ZephIR, the systematic errors increase with height, whereas for the WindCube, they decrease with height. The systematic errors also vary with atmospheric stability and are low for unstable conditions. In general, for both lidars, the model agrees well with the measurements at all heights and under different atmospheric stability conditions. For the ZephIR, the model results are improved when an additional low-pass filter for the 3-s scan is also modeled. It is concluded that with the current measurement configuration, these lidars cannot be used to measure turbulence precisely.
Introduction
A theoretical model is developed to estimate the systematic errors in the second-order moments of wind speeds in the atmospheric surface layer measured by lidars. The systematic errors are those that arise resulting from the averaging effect in the sample or pulse volume and the relatively large circle in which Doppler lidars scan to obtain two-component horizontal wind profiles. Two types of lidars are considered, the ZephIR, developed by QinetiQ (Natural Power), as a continuous-wave (CW) lidar and the WindCube, developed by Leosphere as a pulsed lidar. 1 The verification is carried out by comparing the variances measured by the ZephIR and WindCube with that of the sonic anemometers placed at different heights on a meteorological mast.
Wind energy has expanded rapidly for several decades and every year thousands of multimegawatt wind turbines are being installed all over the world. The importance of wind speed measurements can never be overstated because the power produced from the wind turbine is directly proportional to the cube of the wind speed, at least below turbine-rated wind speeds. Atmospheric turbulence is one of the main inputs in assessing loads on the wind turbines. Thus, accurate estimation of wind speed and turbulence at several heights is crucial for the successful development of a wind farm. In wind energy, the current standard is the use of meteorological masts equipped with cup and/or sonic anemometers. However, tall meteorological masts are very expensive, and offshore the costs increase significantly. The advent of remote sensing devices like lidars gives a further boost to the development of wind energy. In recent years with the introduction of the ZephIR and WindCube, there has been a surge in the verification campaigns of comparing the lidar mean wind speed with that of a cup anemometer for wind energy applications (Smith et al. 2006; Kindler et al. 2007; Courtney et al. 2008; Peñ a et al. 2009 ). Courtney et al. (2008) discuss the advantages and disadvantages of CW and pulsed lidars. To use a lidar as a standard measuring instrument in the future, for example, in the International Electrotechnical Commission (IEC) standards for loads (IEC 2005a,b) and power performance measurements (IEC 2005c) , a fair degree of confidence is also required in the turbulence measurements.
Although lidars have been introduced in wind energy recently, for meteorology they have been investigated previously to measure turbulence using different scanning techniques. One of the first remote sensing (Doppler radar) turbulence studies using a full 3608 scan in a horizontal plane was carried out by Browning and Wexler (1968) , where the limitations of horizontal homogeneity and vertical wind shear are explained in detail. Wilson (1970) modified the technique from Browning and Wexler (1968) and performed turbulence measurements over snow. Kropfli (1986) extended the technique to accommodate turbulence scales of motion larger than those described in Wilson (1970) and showed that these techniques could be used to make reasonable estimates of turbulent kinetic energy and momentum flux by modeling the random errors in the measurements. Eberhard et al. (1989) studied turbulence using Doppler lidar and modeled the random errors using a partial Fourier decomposition method, which gave better estimates of the errors than Wilson (1970) and Kropfli (1986) . Gal-Chen et al. (1992) presented a technique for analyzing lidar data for turbulence measurements using the scans at two levels, and produced estimates of fluxes in the mixed layer and spectra of the horizontal velocity at the surface. Banakh et al. (1995) presented an analysis of estimating the random errors in the measurement of the mean wind speed by lidars using the theory of isotropic turbulence. Banta et al. (2002) studied the turbulence characteristics under the conditions of low-level jets, using the vertical slice scans of radial velocities. Smalikho et al. (2005) presented a method to use lidar data for the estimation of turbulent energy dissipation rate to study wake vortices of an aircraft. A comprehensive review is given in Engelbart et al. (2007) , which covers different remote sensing techniques for turbulence measurements, including lidars. A review of the use of lidars for wind energy applications is also presented in Emeis et al. (2007) . Pichugina et al. (2008) demonstrated the sensitivity of the streamwise velocity variance to the spatial and temporal averaging, also by using the technique of vertical slice scans of radial velocities. Recently, studies have been carried out to model the spatial averaging effects (Sjö holm et al. 2009 ) and compare the 3D turbulence measurements using three staring lidars ). Wagner et al. (2009) modeled the systematic errors by approximating the conical scan and the scan time as a length scale, providing first estimates of the variances of the longitudinal component of wind velocity. Mann et al. (2010) estimated the momentum fluxes using lidars and modeled the unfiltered turbulence from the CW lidar, where the model compares reasonably well with the measurements. In the present work, line-of-sight averaging and the full extent of conical scanning is considered. An additional low-pass filter for the 3-s scan is also considered for the ZephIR.
In the remaining sections, the work is described in detail. Section 2 describes the theory, where the systematic error in the second-order moments is modeled for the ZephIR and WindCube. Section 3 provides details of the measurements used for comparison with the model. Section 4 describes the results along with some inferences. Section 5 gives a discussion on the systematic errors of the second-order moments, while section 6 provides a conclusion.
Theory
The model in this study is developed for the conical scanning and velocity-azimuth display (VAD) technique of data processing. The approach is similar to Wyngaard (1968) and Citriniti and George (1997) , where turbulence measured by the hot-wire anemometer probe was modeled. Figure 1 shows the lidar emitting the laser beam at different azimuth angles u. The azimuth angles increase from 08 to 3608 in the clockwise direction, as for the geographical convention. The line-of-sight velocity (also called radial velocity y r ) is measured by the lidar at each azimuth angle. The half-opening angle f (5 908 2 elevation angle) is kept constant throughout the scan. The CW and pulsed lidars work on the principle of backscattering of the emitted radiation, and the subsequent detection of the Doppler shift in the frequency of the received radiation. The Doppler shift in the frequency is related to y r by
where f and l are the frequency and wavelength of the emitted radiation. Mathematically, y r is given as the dot product of the unit directional vector and the velocity field at the point of focus for a CW lidar, and the center of the range gate (Lindelö w 2007) for the pulsed lidar,
where d f is the focus distance for the CW lidar or the distance to the center of the range gate for the pulsed lidar at which the wind speeds are measured, v 5 (u, y, w)
is the instantaneous velocity field evaluated at the focus point or the center of the range gate d f n(u), and n(u) is the unit directional vector given as n(u) 5 (cosu sinf, sinu sinf, cosf).
In practice it is impossible to obtain the backscattered radiation precisely from only the focus point, and there is always backscattered radiation of different intensities from different regions in space along the line of sight. Hence, it is necessary to assign appropriate weights to the backscattered intensity such that the weight corresponding to the focus point or the center of the range gate is the highest. Mathematically, the weighted average radial velocity can be written as
where u(s) is any weighting function, integrating to one, and s is the distance along the beam from the focus. For simplicity we assume that s 5 0 corresponds to the focus distance.
Following are the main assumptions of our model:
(i) The terrain is homogeneous.
(ii) The flow field is frozen during the scan. (iii) Equation (4) with an appropriately chosen u(s) models the averaging well. (iv) The spatial structure of the turbulent flow is described well by the spectral tensor model of .
a. Systematic turbulence errors for the ZephIR lidar
The ZephIR transmits the laser beam through a constantly rotating prism, giving the required half-opening angle of nominally 308. Each of up to five heights is scanned for 1 or 3 s, corresponding to one or three complete rotations of the prism. The beam is then refocused to the next height in the sequence and the scanning procedure is repeated. Up to five different heights can be selected, with the sequence (with five heights and 3-s scans) taking up to 18 s to complete. Thus, the lidar spends less than 20% of the time required to make a wind profile on any one of the five heights. A typical scan at each height consists of 50 measurements of y r on the azimuth circle. If we assume the coordinate system such that u is aligned to the mean wind direction, y is perpendicular to the mean wind direction, w is the vertical component, and the mean wind comes from the north, thenỹ r (u) can be expressed as
where the coefficients A 5 wcosf, B 5 usinf, and C 5 ysinf, and the sign ambiguity inỹ r (u) is neglected (see Mann et al. 2010) . We use the subscriptto denote the velocity components measured by ZephIR, because they are not the true velocity components u, y, and w. The assumption that the mean wind comes from the north is only made for simplicity. For a lidar measuring at many points on the azimuth circle the choice of the mean wind direction does not matter since averaging over the entire circle is carried out. The values of the coefficients A, B, and C are found using the least squares method by fitting Eq. (5) to the measured values ofỹ r (u) at all scanned azimuth angles. The coefficients can be written as Fourier integrals,
We proceed by deriving expressions for the wvariance. The expressions for the (co)variances of the remaining components of wind velocity can be derived in a similar manner. The variance of A is defined as s 2 A 5 hA9 2 i, where the angle brackets denotes ensemble averaging of a variable. From the above definition of A, we can write
FIG. 1. Schematic of the velocity-azimuth display scanning.
Using Eq. (6) we can also write,
Substitutingỹ r (u) from Eq. (4) into Eq. (10), converting the square of the integral into a double integral, and interchanging the order of integration and averaging we get,
where
is the covariance tensor separated by a distance r 5
and is related to the three-dimensional spectral velocity tensor F ij (k) by the inverse Fourier transform,
denotes the wave vector and the subscripts i, j take the values from 1 to 3. Inserting Eq. (12) into Eq. (11) we get,
Let
du]ds, which physically represents the line-of-sight and conical averaging. Equation (13) can then be written as (using Eq. 9),
where the asterisk denotes complex conjugation. Thus the integral reduces to evaluating a i (k), since the analytical expressions for F ij (k) are given in . Equation (16) 
where l is the Rayleigh length (
, where l b 5 1.55 mm is the wavelength of the emitted radiation, and r b 5 19.5 mm is the beam radius). An attempt has been made to obtain analytical expressions for a i (k). However, no general analytical solution exists for a i (k) and at most the integral can be reduced (by integrating over s) to
q is the magnitude of the horizontal wave vector, cosu 0 5 k 1 /k h , sinu 0 5 k 2 /k h , and n i (u 1 u 0 ) is the component of the unit directional vector obtained from Eq. (3). Thus numerical integration has to be applied also for the evaluation of a i (k).
A similar approach is taken for deriving uand yvariances, where we obtain,
The corresponding b and g functions are
The derivation of the covariances is merely a combination of the weighting functions a i (k), b i (k), and g i (k), and their complex conjugates used with F ij (k).
MODELING THE LOW-PASS FILTERING EFFECT RESULTING FROM THE 3-S SCAN
Because the ZephIR scans three circles in approximately 3 s, there will be a low-pass filter effect in turbulence measurements. We assume a length scale L f 5 hui 3 3s such that it represents the 3-s averaging. We assume that the ZephIR scans a circle infinitely fast for 3 s. We model the corresponding filtering effect by a simple rectangular filter, such that,
0 elsewhere,
where x is the center of the scanning circle and f (x) is any function of x. The corresponding spectral transfer function is given asT
where sinc(x) 5 sin(x)/x. The variances of u, y, and ware given as
b. Systematic turbulence errors for the WindCube lidar
The assumption made in section 2a that the mean wind direction comes from the north cannot be made for the WindCube, because it measures at four azimuth FIG. 2 . Location of the Høvsøre meteorological mast and details of the site. The wind turbines (circles), light tower (squares), and the meteorological masts (diamonds) are shown. The meteorological mast from which the measurements are used is indicated (dark diamond) and the selected wind directions are also shown.
angles only (cf. Fig. 1 ), for example, north, east, south and west. In this case the coordinate system is such that u is aligned in the mean wind direction. Thus,
where u NS and u EW denote wind speeds in the northsouth and east-west directions, respectively, Q denotes the wind direction, and the subscript wc denotes the velocity components measured by WindCube. From simple geometrical considerations (cf. Fig. 1 ),
whereỹ rN ,ỹ rS ,ỹ rE , andỹ rW are the weighted average radial velocities in the north, south, east and west directions, respectively. For the w component,
where P and Q are the weights associated with the wind direction such that P 1 Q 5 1. Leosphere uses 
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P 5 cos 2 Q and Q 5 sin 2 Q, and hence, we use the same in our calculations.
We proceed by deriving expressions for the u wc variance. The expressions for the (co)variances of the remaining components of wind velocity can be derived in a similar manner. Substituting Eqs. (28) and (29) into Eq. (26), we get
We define unit vectors in the four directions as
where n N , n S , n E , and n W are the unit directional vectors in the north, south, east, and west directions, respectively. From Eq. (4), for the north direction,
To further simplify the notation we define the translation operator T d acting on any scalar or vector field j(x),
We also define a convolution operator C n acting on any scalar or vector field as
For the north direction, Eq. (33) can be written as
We get similar expressions for the south, east, and west directions. Equation (31) can then be written as
We also know that, by definition,
where^denotes the Fourier transform and * denotes complex conjugation. In the Fourier space we have
wheref(k) 5 sinc 2 (kl p /2), considering that the weighting function for a pulsed lidar is commonly defined as
where l p is the half-length of the ideally rectangular light pulse leaving the lidar, assuming the matching time windowing (52l p /c, where c is the speed of light). In reality, the weighting function may be more rounded, but this will not affect the conclusions that are drawn. Thus, in Fourier space Eq. (37) can then be written aŝ
and the variance [from Eq. (38)] as
where we have implicitly used the relation
The (co)variances of other components can be estimated in a similar manner by first estimating the 
corresponding weighting functions c i (k) and a i (k) for the y wc and w wc components, respectively.
Description of the measurements
The measurements were performed at the Danish National Test Center for Large Wind Turbines at Høvsøre, Denmark. Figure 2 shows the layout of the test center and the location of the used reference meteorological mast, a 116.5-m-tall, intensively equipped mast located at the coordinates 568269260N, 088099030E, (indicated by a dark diamond in Fig. 2b ). The site is about 2 km from the west coast of Denmark. The eastern sector is characterized by flat homogeneous terrain, and to the south is a lagoon.
Our reference measurements for this study are the sonic anemometer measurements taken at 40, 60, 80, and 100 m. The measured three-dimensional wind speeds are resolved with a frequency of 20 Hz and then reduced to the respective 10-min statistics (mean values and standard deviations or variances). All sonic anemometers are placed on the north booms of the meteorological mast (Fig. 3a) , resulting in unusable data when the wind is from the south resulting from the wake of the mast. In combination with the sonic measurements, wind speeds from a ZephIR (coordinates 56826926.95560N, 0880992.4480E) and a WindCube (coordinates 56826926.05560N, 0. lidar measurements, and inhomogeneities resulting from the sudden change of roughness (the sea-land transition; see Fig. 2a ), only data periods with easterly winds (508-1508) are analyzed. Figure 3b shows that although the dominant wind direction is west-northwest, there is also sufficient data in the chosen directional (eastern) sector. For the ZephIR 5530 data points were used after using the entire filter, whereas for the WindCube 4003 data points were used.
The precision of the sonic anemometer measurements is estimated to be about 61.5%. From comparisons with cup anemometers, the mean error of the WindCube in typical flat coastal conditions is within 60.05 m s 21 , with a standard deviation in mixed shear conditions of about 0.15 m s 21 . The corresponding uncertainty for the measurements made with a ZephIR is slightly higher [a detailed list of different error sources is given in Lindelö w-Marsden (2007)]. Figure 4 shows the comparison of the 10-min mean horizontal wind speed (at 100 m) measured by the ZephIR and WindCube with the sonic anemometer. Data are shown for the easterly winds (508-1508) and reference mean wind speeds between 4 and 25 m s 21 . To guarantee repeatable conditions the data were furthermore filtered with respect to rain (i.e., only 10-min periods with no precipitation were considered) and the availability of the lidar (i.e., 100% of the fast data within a 10-min period had to be available). The lidar observations agree reasonably well with those of the sonic anemometer, with coefficients of determination R 2 . 0.98, where the data of the WindCube shows a significantly better correlation than those of the ZephIR.
Comparison of models with the measurements
The estimation of F ij using the model from requires three input parameters: a 2/3 , which is a product of the spectral Kolmogorov constant a (Monin and Yaglom 1975) anisotropy parameter G. We use these input parameters obtained by fitting the sonic anemometer measurements under different atmospheric stability conditions at several heights on the meteorological mast in the eastern sector (Peñ a et al. 2010) . The classification of atmospheric stability (Table 1) is based on the Monin-Obukhov length (L MO ) intervals (Gryning et al. 2007 ).
Here, L MO is estimated using the eddy covariance method (Kaimal and Finnigan 1994) from the high-frequency (20 Hz) measurements at 20 m. Mathematically, L MO is given as
where u * is the friction velocity, k 5 0.4 is the von Ká rmá n constant, g is the acceleration resulting from gravity, T is the absolute temperature, u y is the virtual potential temperature, and w9u9 y (covariance of w and u y ) is the virtual kinematic heat flux; u * is estimated as
where u9w9 (covariance of u and w) and y9w9 (covariance of y and w) are the vertical fluxes of the horizontal momentum.
a. Definition of the systematic error
For simplicity we define systematic error as the ratio of the lidar to the true second-order moment. Thus, a ratio equal to one would signify no systematic error, whereas deviations from unity signify systematic error. By definition, the true second-order moment of a velocity component is given as
The theoretical systematic errors are calculated by taking the ratio of lidar second-order moments [Eqs. (14), (17), (18), and (42)] to the true second-order moment [Eq. (46)]. The numerical integration is carried out using an adaptive algorithm (Genz and Malik 1980) . For experimental comparison, the second-order moments measured by sonic anemometers are considered to be true second-order moments. Thus, experimentally, the systematic errors are estimated by taking the ratio of the measured lidar second-order moments to sonic secondorder moments. Figure 5 shows the comparison of the modeled and measured systematic errors for u, y, and w variances over 10-min periods. The theoretical points are shown both with and without the low-pass filter. For the lowpass filter, the model is dependent on the mean wind speed and the plots are shown for hui 5 9 m s 21 at all heights, because this is the mean wind speed at Høvsøre. The measurements are represented as median (markers), and first and third quartiles (error bars), respectively. We infer the following:
b. Comparison with the ZephIR measurements
d The systematic errors vary considerably under different atmospheric stability conditions: the variation is up to 50% for u and y variances, and up to 20% for w variance. This is due to a large variation in the length scales of different velocity components resulting in varying attenuation of the variances.
d The systematic errors increase with height under all atmospheric stability conditions; this is due to a quadratic increase in the sample volume with height (Lindelö w 2007). The diameter of the scanning circle also increases with height.
d The systematic errors in w variance are much larger (approximately 3-5 times) than that of the u and y variances; this is due to the very small length scales of the w component as compared to those for u and y, resulting in the attenuation of the w variance of up to 90%. The u and y variances are attenuated up to 70%.
d There is a significant spread (first and third quartiles) in the systematic errors of u and y variances; these are the random errors and most likely occur because of the disjunctive sampling (Lenschow et al. 1994 ) of the ZephIR. Table 1 for the meaning of the abbreviations on the x axis. Symbols as in Fig. 5 .
A thorough scientific investigation is needed to quantify random errors, but is not the focus of this paper.
d The trend of the systematic errors predicted by both models is in agreement with the observations at all heights.
d With the exception of very stable conditions, the model with the low-pass filter [Eqs. (23)- (25)] is in better agreement with the measurements at all heights than without the low-pass filter.
To quantify the improvement in the model predictions using the low-pass filter, we compute the root-meansquare percent errors (RMSPE) between the measured and the modeled systematic errors for each stability condition. RMSPE is given as
where median values are used for the measurements. Figure 6 shows the comparison of the RMSPE in the prediction of the systematic errors with and without the low-pass filter for the ZephIR. A significant decrease in the RMSPE (of the order of 30%) of u and w variances is observed under all atmospheric stabilities (except for the very stable condition for u variance) when the lowpass filtering is used. For the y variance, there is a slight increase (up to 10%) in the RMSPE under unstable conditions, whereas for stable conditions a decrease of up to 40% is observed. Thus, in general, using the lowpass filter, the model predicts the systematic errors better than without using the low-pass filter. We also performed the calculations using the beam radius r b 5 24 mm, and observed that the RMSPE for all three variance components changes only slightly (65%). Figure 7 shows the comparison of the modeled and measured systematic errors (section 2a) for u, y, and w variances over 10-min periods. We infer the following:
c. Comparison with the WindCube measurements
d The systematic errors vary considerably under different atmospheric stability conditions: the variation is up to 50% for u and y variances, and up to 20% for the w variance. The same is also observed for the ZephIR.
d The systematic errors decrease with height for the u and y variances under all atmospheric stability conditions: for the WindCube, the probe length is constant (Lindelö w 2007), and, hence, at lower heights there is a combined averaging effect resulting from the probe length and the diameter of the scanning circle. Considering that at lower heights the length scales are smaller than at higher heights, it is likely that the variances are attenuated greater at lower heights than at higher heights. For w variance, the systematic error is approximately constant, and is most likely due to the small length scales.
d The systematic error in w variance is much larger (approximately 3-5 times) than that of the u and y variances. The same is also observed for the ZephIR.
d The spread in the systematic error (first and third quartiles) of the u and y variances is smaller than that of the ZephIR; this is most likely because the WindCube updates the velocity vector approximately every 6.5 s, whereas the ZephIR updates every 18 s.
d The systematic error varies significantly with the wind direction relative to the beam direction for w variance, and to a lesser degree for u and y variance under all stability conditions. Figure 8 shows the comparison of the RMSPE in the prediction of the systematic errors for the WindCube and ZephIR (with the low-pass filter). It is observed that for u and y variances, with the exception of the nearneutral stable condition, the RMSPE in both lidars is approximately equal. There is a considerable variation in the RMSPE for the w variance. This is most likely because for the WindCube, the w variance is very sensitive to the wind direction because of its cosine and sine dependence. In general, for both lidars, except for the very stable condition, the model predicts the systematic errors for u variance reasonably well (RMSPE ' 6%), followed by y variance (RMSPE ' 12%). It is difficult to say whether the prediction for the w variance is less reliable or not (RMSPE of the order of 60%).
We do not model the filtering effect because of the scanning time ('6.5 s) of WindCube for two reasons:
(i) Since the measurement is carried out at only four points, with each lasting 0.5 s on the scanning circle, we cannot assume that the WindCube measures infinitely fast on the scanning circle (as we did for the ZephIR). The translations in each direction have to be convolved with the corresponding spectral transfer function, if the filtering is to be included. (ii) The calculation becomes too cumbersome if the above procedure is followed.
Discussion
The main goal of this paper is to understand the systematic errors in the second-order moments of CW and pulsed lidars. In particular, we model the systematic errors for the ZephIR and WindCube, which are used as CW and pulsed lidars, respectively. Although the model is developed for specific lidars, the modeling framework would be the same for any other instrument. Additionally, we also model the low-pass filter for the 3-s scan in the ZephIR. We expected a large variation in the systematic errors under different atmospheric stability conditions and, hence, performed the analysis accordingly. Figures 5 and 7 indeed justify our analysis.
In general, except for the very stable conditions, the model predicts the systematic errors quite well, where the RMSPE for the u and y variances are of the order of 4% and 15%, respectively. For the ZephIR, when the low-pass filter is not used then the RMSPE is quite large (of the order of 30%) for the u variance. For the w variance, the high values of RMSPE (of the order of 60%) under all atmospheric stability conditions are observed. We think that the following two reasons could contribute to this:
(i) The attenuation in the w variance is quite large (up to 90%), as compared to the u and y variances (up to 70%). Thus, a small difference in the model prediction and the measurements results in amplifying the RMSPE. 
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(ii) For the ZephIR, when the low-pass filter is used in the model, there is a dependence on the mean wind speed. The model results (Fig. 5 ) are shown for hui 5 9 m s 21 only. Segregating the model and observations for different mean wind speeds will result in reducing the RMSPE.
For the WindCube, the model predicts a significant variation of the w variance with wind direction [Eq. (30) ]. To estimate the influence of the weights P and Q on the prediction of systematic errors, we calculate hw9 wc 2 i from the equation for w that corresponds to Eq. (38) with two different ways of calculating w. The first is the formula used by Leosphere, for example, Eq. (30), with P 5 cos 2 Q and Q 5 sin 2 Q; the second is P 5 Q 5 ½. The former is shown as a thin solid line in Fig. 9 and the latter as a thin dashed line. The spectral tensor parameters used are for neutral atmospheric stability from Peñ a et al. (2010) at 100 m. The measurements of hw9 wc 2 i/hw9 2 i, shown as broad curves on Fig. 9 , are from the same height, and both measurements and theory show that hw9 wc 2 i/hw9 2 i using Leosphere's choice of P and Q can vary by a factor of 2 solely by changing the wind direction. If P 5 Q 5 ½ is chosen, then the reduction of the vertical velocity variance does vary much less with wind direction, but the overall attenuation is stronger.
Because the model predicts the trend in the systematic errors in the w variance reasonably well (Figs. 5 and 7) , qualitatively it could be said that the model also agrees well with the measurements for the w variance.
While comparing the performance of our model, the following should also be considered:
d The model is dependent on the three-dimensional spectral velocity tensor , which is strictly valid for neutral conditions only. Thus, one has to be careful while comparing under different atmospheric stability conditions. In this study, we have reduced the uncertainty by using the three input tensor parameters that are fitted to the measurements under d While using Eqs. (23)- (25), we have used the same mean wind speed at all heights. In reality, there is always wind shear, which also depends significantly on atmospheric stability (Motta and Barthelmie 2005) . However, the calculations will become too cumbersome, and hence we made a crude approximation. There is also some room for reducing redundancy in the ZephIR measurements, which might reduce the spread of the systematic errors (quartile range). Instead of scanning at several points on the circle, only four points are required. Reducing the measurement points would increase the dependence of the second-order moments on the wind direction (cf. section 2). However, it would considerably reduce the time required for completing a VAD. There is also no need to scan the circle 3 times; for example, in the present configuration, 50 points are scanned in approximately 1 s. Thus, four points would take only 0.08 s. If it measures five heights sequentially, then the next measurement would be after 0.4 s, giving a measurement frequency of *2 Hz. Alternatively, at each of the four points the scans can also be performed rapidly at different heights sequentially before scanning the next point.
We are currently looking into alternative ways of analyzing the lidar data and different beam configurations that would render turbulence measurements more feasible. One idea is to use two different half opening angles as in Eberhard et al. (1989) , who show that all terms in the Reynolds stress tensor can be obtained by using the single-beam statistics, without resorting to beam covariances, which is done in this paper. That would require significant hardware modifications to the instruments treated here. Another idea is to supplement the analysis with information on the width of the Doppler spectra, as done for the momentum flux in Mann et al. (2010) , in order to compensate for the effect of alongbeam averaging.
Conclusions
The systematic errors of the second-order moments measured by lidars using the conical scanning and VAD technique to process the data are quite large because of (i) the spatial separation of the data points along the line-of-sight and (ii) the spatial separation of the data points in the conical section.
Also, from Eqs. (14), (17), (18), and (43), the general lidar equation for the second-order moments using the VAD data processing technique can be written as 
The weighting functions a i (k), b i (k), and g i (k) are used for the ZephIR and a i (k), b i (k), and c i (k) are used for the WindCube. Thus, the measurement of the second-order moment by lidar involves interaction of all components of the spectral velocity tensor F ij (k) weighted by the corresponding weighting functions X m i (k). It is to be noted that Eq. (48) is given in Einstein summation convention, and, hence, in order to explicitly see the contribution of all components of F ij (k) on the measurement of the second-order moments by lidar, this equation must be expanded for all values of the subscripts i and j. In most cases, this results in the attenuation of the second-order moments, whereas in some cases this also results in amplification of the secondorder moment, for example, as observed for the WindCube in the unstable conditions (see Fig. 7) .
Finally, to answer the question posed in the title ''Can wind lidars measure turbulence?'', it is clear that using the conical scanning and VAD technique to process the data they cannot be used to measure turbulence precisely.
