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Introduction
La question sur la représentation des nombres réels en base positive non entière
a été introduite dans les années cinquante par Rényi (voire [Rén57]) et a longuement
été développée aussi bien du point de vue de la théorie de mesure que de la théorie
des nombres. Considérant un réel β > 1 (une base), tout nombre positif ou nul x
peut s’écrire comme : ∑
i≥n
xi
βi
, avec n ∈ Z
où xi est dans l’alphabet ﬁni {0, 1, · · · , ⌊β⌋}. La suite (xi)i≥n = xnxn+1 · · · est alors
une représentation de x en base β. Cependant, pour rendre eﬀective la représenta-
bilité de R, il devient nécessaire d’introduire les bases négatives. C’est dans cette
optique que Vittorio Grünwald introduisit les bases numériques négatives. Il y a par
exemple le très connu système négabinaire (base - 2) utilisé par les polonais pour
l’élaboration expérimentale de l’ordinateur BINEG. Plus récemment, Ito et Sadahiro
dans [IS09] ont étendu l’approche de Vittorio Grünwald (dont le raisonnement se
limitait aux seuls cas des bases entières) à toute base −β < −1 non entière : étant
donné un réel −β < −1, tout nombre réel y peut se mettre sous la forme
∑
i≥n
yi
(−β)i , n ∈ Z
où (yi)i≥n est une suite sur l’alphabet {0, 1, · · · , ⌊β⌋} (qui n’est pas à chiﬀre man-
quant, c’est-à-dire que si q 6= 0 est dans l’alphabet, q−1 y est aussi). La suite (yi)i≥n
est alors une représentation de y en base −β. Une façon classique de le montrer est
d’utiliser un algorithme glouton. La représentation gloutonne ou algorithmique d’un
nombre est unique et est appelée (−β)-développement ou développement en base
1
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−β (avec β strictement plus grand que 1).
Cette thèse est consacrée à l’étude des développements des nombres en base
négative aussi bien du le point de vue de la dynamique symbolique que de la théorie
ergodique. Pour conserver le concept de monotonie dans l’écriture des mots, on
introduit une nouvelle relation d’ordre appelée relation d’ordre alterné et noté
"≺" . Pour β > 1 ﬁxé, l’ordre alterné apparaît comme un outil de contrôlabilité des
représentations en base négative. En eﬀet, pour β > 1, il existe une suite (di)i≥1
telle que pour toute représentation (xi)i≥n en base −β, on a
(di)i≥1  (xi)i≥k, n ∈ Z et ∀ k ≥ n .
En particulier,
(di)i≥1  (di)i≥k, ∀k ≥ 2 .
Une telle suite (di)i≥1 sera appelée mot de Lyndon pour la relation d’ordre alterné.
Au chapitre I, nous accordons une attention particulière à ces mots. Nous faisons par
exemple une étude détaillée des ensembles de suites dont toute sous-suite est contrô-
lée par un mot de Lyndon. On verra que l’ensemble des (−β)-développements s’ob-
tient au moyen d’un mot de Lyndon qui n’est rien d’autre que le (−β)-développement
de − β
β+1
. Munissons {0, 1, · · · , ⌊β⌋}Z de la topologie induite par la topologie discrète
sur {0, 1, · · · , ⌊β⌋}. L’ensemble des (−β)-développements n’est pas fermé, sa ferme-
ture est appelée (−β)-shift et n’en diﬀère que très peu. Muni du décalage, il sera
notre principal cadre d’étude de la dynamique symbolique.
Dans le chapitre II, s’inspirant des travaux de F. Blanchard et G. Hansel dans
[BH86, Bla89] et Anne Bertrand-Mathis ( [BM88]), nous étudions l’unicité de la
mesure ergodique d’entropie maximale sur le (−β)-shift. Celle-ci s’obtient grâce à
l’existence d’un code préﬁxe récurrent positif (qui est construit selon la valeur de β).
On voit notamment que le système est codé si le (−β)-développement de − β
β+1
est
non périodique de période impaire et si β ≥ 1+
√
5
2
. Lorsque le (−β)-développement
est périodique de période impaire, le système est réunion de deux ensembles dont
l’un est engendré par un mot (ce sous-système ne peut donc porter une mesure
invariante d’entropie non nulle) et l’autre éventuellement codé par un code préﬁxe
2
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récurrent positif. La périodicité n’a donc pas une grande incidence sur le (−β)-shift.
Pour β strictement plus petit que le nombre d’or, le langage associé au (−β)-shift
admet des mots intransitifs. Ils génèrent dans le système des cylindres de mesure
nulle. Cet état de fait n’est pas sans répercussion sur l’intervalle Iβ = [− ββ+1 , 1β+1),
image du (−β)-shift unilatéral par une certaine application continue fβ : le support
de la mesure image par fβ de la mesure ergodique sur le (−β)-shift (unilatéral) n’est
pas Iβ. Ceci fait l’objet du chapitre III.
Le chapitre III, inspiré de [IS09] et [LS12], étudie le support de la mesure ergo-
dique sur Iβ . Pour β plus petit que le nombre d’or, les cylindres portés par les mots
intransitifs sur le (−β)-shift engendrent sur Iβ des intervalles de mesure nulle : c’est
le phénomène de trous.
En 1965, M. Artin et B. Mazur ont introduit la notion de fonction zêta dyna-
mique. Lépold Flatto et Jeﬀrey Lagarias (voir [Lag99]) ont appliqué ces résultats
au cas de la β-transformation : x 7→ −βx − ⌊xβ⌋ et au β-shift. Nous déterminons
la fonction zêta du −β-shift à l’aide des codes préﬁxes récurrents positifs déﬁnis au
chapitre II. Le résultat est une formule très simple.
Au chapitre V, nous étudions les systèmes de numérations des entiers relatifs en
base négative. Nous montrons qu’un système de numération (alterné) raisonnable
est attaché à un mot de Lyndon et qu’à certains β > 1 correspond un seul système,
qu’aux β associés aux Lyndon périodiques correspondent une inﬁnité de système.
3
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Chapitre I
Présentation du bêta-shift négatif
1 système dynamique
1.1 Système dynamique topologique
1.1.1 Définition
Un système dynamique topologique est un couple (X, T ) où X est un espace
topologique et T une application continue de X dans lui-même.
Une partie A de X sera dite invariante par T ou T -invariante si T−1(A) = A.
Soient (X, T ), (X
′
, T
′
) deux systèmes dynamiques topologiques. On suppose qu’il
existe une transformation surjective et continue φ de (X, T ) dans (X
′
, T
′
) telle que
φ ◦ T = T ′ ◦ φ. On dit que le diagramme suivant commute :
X
T
φ
X
φ
X
′
T
′ X
′
L’application φ est appelée homomorphisme topologique .
1.1.2 Entropie topologique
L’entropie topologique noté htop(T ) est un invariant de conjugaison topologique
qui a été introduit par R. L. Adler, A. G. Konheim et M. H. McAndrew pour les
5
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systèmes dynamiques sur un espace métrique compact. Elle compte le nombre d’or-
bites distinctes du système dynamique (X, T ). Plus précisément, le nombre d’orbites
de longueur n que l’on peut diﬀérencier à l’échelle ε est de l’ordre de enhtop(T ) pour
des échelles ε arbitrairement petites.
Définition 1. On appelle recouvrement ouvert de X une famille finie d’ensembles
ouverts de X dont la réunion est X.
Soit U un recouvrement ouvert ﬁni. On pose
Un := {U0
⋂
T−1U1
⋂
· · ·
⋂
T−(n−1)Un−1|U0, · · · , Un−1 ∈ U}.
Définition 2. Soit U un recouvrement ouvert de X. La quantité
htop(T, U) := lim
n→+∞
1
n
logmin{♯W |W ⊂ Un et W recouvre X }.
L’entropie topologique htop(T ) de T est alors le sup pris tous les recouvrements
ouverts de X de htop(T, U).
htop(T ) = sup
U
htop(T, U).
1.2 Système dynamique mesurable
1.2.1 Définition
Un système dynamique mesurable (respectivement mesuré) est la donnée
d’un triplet (X,Γ, T ) (respectivement, quadruplet (X,Γ, µ, T )) où (X,Γ) est un
espace mesurable (respectivement, (X,Γ, µ) un espace mesuré).
Soient (X1,Γ1, µ1) et (X2,Γ2, µ2) deux espaces mesurés (Xi un ensemble, Γi une
tribu de partie de X, µi une mesure sur (Xi,Γi)) et T une application mesurable de
(X1,Γ1, µ1) dans (X2,Γ2, µ2). On dit que T préserve la mesure si
∀B ∈ Γ2, µ1(T−1B) = µ2(B).
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1.2.2 Entropie métrique
L’entropie métrique est un invariant de conjugaison mesurable. Cet invariant,
inspiré des travaux de Shannon sur la théorie de l’information, a été introduit par
Kolmogorov et Sinai dans l’optique d’étudier la conjugaison des décalages de Ber-
noulli.
Commençons par présenter le cadre mathématique dans lequel nous nous situons.
Soit (X,M, µ) un espace de probabilité et T une application mesurable µ-invariante
représentant la loi d’évolution d’un système dynamique à temps discret sur l’espace
des phases X. Partant d’un point x de X, on déﬁnit la suite des itérés par : x, T (x),
T 2(x), · · · , T n(x), · · · . L’ensemble {T n(x)|n ≥ 0} s’appelle orbite de x. Étant donné
une partition ﬁnie α mesurable de X, et A un sous-ensemble mesurable de X. On
appelle information donnée par A le réel :
I(A) = − log µ(A).
L’entropie correspond à la quantité moyenne d’information apportée. On déﬁnit de
X dans [0,+∞] la fonction information I(α) par rapport à une partition α par :
∀x ∈ X, I(α)(x) = −
∑
A∈α
log µ(A)χA(x)
où χA désigne l’indicatrice sur A et on suppose que 0 log 0 = 0. L’entropie métrique
de la partition α est alors :
Hµ(α) =
∫
X
I(α)(x)dµ(x) = −
∑
A∈α
µ(A) logµ(A).
Soient α et δ deux partitions mesurables de X. On déﬁnit la partition jointe α∨δ
de α et δ par :
α ∨ δ = {A ∩B|A ∈ α et B ∈ δ}.
On appelle entropie de T relative à la partition α la quantité hµ(T, α) déﬁnie
par :
7
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hµ(T, α) = lim
n→+∞
1
n
Hµ
(
n−1∨
k=0
T−k(α)
)
.
L’entropie métrique du système dynamique (X,M, µ, T ) est alors la borne supé-
rieure des entropies de T relativement aux partitions ﬁnies mesurables de X.
hµ(T ) = sup
α
hµ(T, α).
Entre les deux déﬁnitions d’entropies énoncées, un théorème dit du principe
variationnel permet de faire un rapprochement. NotonsMT (X) l’ensemble des me-
sures T -invariantes sur X. Alors :
htop(T ) = sup
µ∈MT (X)
hµ(T ).
1.3 Système dynamique symbolique
1.3.1 Définition
Soit A = {0, 1, · · · , d1} un alphabet (ensemble) ﬁni. On note AZ l’ensemble
des suites d’éléments de A. On munit AZ de la topologie produit de la topologie
produit sur A. Ajoutons que c’est un espace métrisable par la distance d déﬁnie,
pour u = (un)n∈Z et w = (wn)n∈Z dans AZ, par :
d(u, w) =
∑
n∈Z
d(un, wn)
2|n|
, avec
d(un, wn) =


0 si un = wn
1 si un 6= wn
Soit σ l’application de AZ dans AZ déﬁnie par σ((xn)n∈Z) = (xn+1)n∈Z. Les
sous-ensembles fermés σ-invariants de AZ sont appelés sous-shifts.
Définition 3. Soit Λ un sous-ensemble fermé de AZ. Le couple (Λ, σ) est appelé
système dynamique symbolique. S’il n’y a pas d’ ambiguïté, on pourra toujours
noter Λ plutôt que (Λ, σ).
8
I.1 système dynamique
Définition 4. 1. Une séquence finie (mot fini) de AZ est appelée bloc ou mot.
Étant donné un mot u sur S, on appelle longueur de u et on note |u| le nombre
de lettres qu’il contient.
2. On note A∗ l’ensemble des suites finies de A. On appelle langage toute partie
de A∗.
3. Étant donné Λ un système dynamique symbolique, le langage associé à Λ est
l’ensemble des blocs apparaissant dans les mots de Λ.
4. Pour tout m dans Z et tout bloc A = a1a2 · · ·an dans SZ, m[a1a2 · · · an] =m [A]
dénote l’ensemble de tous les mots x dans SZ tels que si x = (xi)i∈Z, on a
xmxm+1 · · ·xm+n−1 = a1a2 · · ·an.
On appellera m[A] cylindre de support A enm. Les cylindres du type −m[a−m · · · am]
sont dits centrés.
Les cylindres sont des sous-ensembles ouverts et fermés de SZ. En outre, pour
tout x = (xi)i∈Z et m ∈ N, −m[x−m · · ·xm] forment une bases de voisinages de x.
Soit µ ∈Mσ(SZ). Alors on a les propriétés suivantes :
1.
∑
a0∈S
µ(0[a0]) = 1, et pour tout bloc a0a1 · · · ak et tout n ∈ Z,
2. µ(n[a0a1 · · · ak]) ≥ 0 ;
3. µ(n[a0a1 · · · ak]) =
∑
ak+1∈S
µ(n[a0a1 · · · akak+1]) ;
4. µ(n[a0a1 · · · ak]) =
∑
a−1∈S
µ(n−1[a−1a0a1 · · · ak])
Ces propriétés suﬃsent à déﬁnir une mesure invariante sur SZ. La partition
{0[a0]|a0 ∈ S} est génératrice pour le système (SZ, σ). Ceci justiﬁe la relation donnée
en 1. La relation 3 vient de :
n[a0a1 · · · ak] =
⋃
ak+1∈S
(n[a0a1 · · ·akak+1]).
La relation 4 vient quant à elle de la σ-invariance de µ. En outre, une fonction sur
les cylindres de SZ satisfaisant les conditions (1)-(4) coïncide avec une mesure dans
Mσ(S
Z) sur les cylindres.
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Par ailleurs, on peut déﬁnir le système dynamique symbolique S sur AN. Il est
alors dit unilatéral.
1.3.2 Entropie topologique d’un système dynamique symbolique
Étant donné L le langage sur un alphabet A, on appelle entropie de L et on note
h(L), la quantité :
h(L) = lim
n→+∞
1
n
logCard(L ∩ An). (I.1)
Soit S un système dynamique symbolique sur A. Son entropie topologique est
l’entropie du langage associé. Les systèmes bilatéraux et unilatéraux qui se corres-
pondent ont la même entropie.
Dans les lignes à suivre, on s’intéresse à une catégorie bien spéciﬁque de systèmes
dynamiques symboliques d’entropie non nulles qui seront construites moyennant une
relation d’ordre à déﬁnir sur l’ensemble des suites d’un certain alphabet.
Considérant un alphabet A = {0, 1, · · · , d}, et x un mot ﬁni sur A, dans toute
la suite, nous noterons |x| la longueur de x et x = x∞ = xxxx · · · (x est répété une
inﬁnité de fois).
2 Relation d’ordre alterné
Soit A = {0, 1, 2, · · · , d} un alphabet ﬁni ordonné. On note A∗ l’ensemble des
concaténations des éléments de A ou mieux l’ensemble des suites d’éléments de
A. On déﬁnit sur A∗ la relation ≺ comme suit : soient .x1x2 · · · et .y1y2 · · · deux
éléments de A∗,
(xi)i≥1 ≺ (yi)i≥1 ⇔ ∃k, xi = yi∀i < k et (−1)k(xk − yk) < 0 (I.2)
Il en découle que :
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(xi)i≥1  (yi)i≥1 ⇔


(xn)n≥1 ≺ (yn)n≥1
ou
(xn)n≥1 = (yn)n≥1 (xn = yn pour tout n)
Ainsi déﬁnie, on vériﬁe très facilement que la relation "" est une relation d’ordre
total sur l’ensemble des suites de A appelée relation d’ordre alterné . Cette déﬁ-
nition s’étend sans ambiguïté aux suites ﬁnies. En fait, comparer deux suites ﬁ-
nies (x1, x2, · · · , xn) et (y1, y2, · · · , yn) revient à comparer (x1, x2, · · · , xn, 0, 0, · · · )
et (y1, y2, · · · , yn, 0, 0, · · · ).
(x1, · · · , xn)  (y1, · · · , yn)⇒ (x1, · · · , xn, 0, 0, · · · )  (y1, · · · , yn, 0, 0, · · · )
Remarque 1. Soient u un mot de longueur finie et x1x2 · · · , y1y2 · · · deux mots
infinis.
1. Si |u| est paire et x1x2x3 · · · ≺ y1y2y3 · · · alors ux1x2x3 · · · ≺ uy1y2y3 · · · .
2. Si |u| est impaire et x1x2x3 · · · ≺ y1y2y3 · · · alors uy1y2y3 · · · ≺ ux1x2x3 · · · .
3. Soit v un mot fini tel que u ≺ v. Alors ux1x2x3 · · · ≺ vy1y2y3 · · · .
3 Systèmes de Lyndon
3.1 Définitions et généralité
Définition 5. On se donne un alphabet A totalement ordonné de k lettres et un
ordre “ <′′ sur les mots finis (et infinis) sur A ; on appelle mot Lyndon de longueur
n un mot strictement plus petit que ses suffixes propres pour cet ordre.
On appelle mot de Lyndon (fort) infini tout mot (strictement) inférieur (au sens
de la relation d’ordre sur les mots) à tous ses suffixes. Les Lyndon faibles désigneront
cependant les suites (xi)i≥1 de Lyndon pour lesquels il existe n > 1 tel que :
x1x2x3x4 · · · = xnxn+1xn+2 · · · .
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Les Lyndon faibles sont alors les mots de Lyndon (pour la relation d’ordre alterné)
périodiques.
Un exemple classique est celui des informaticiens : A = {0, 1, · · · , d} muni de
l’ordre habituel ; l’ensemble des mots est alors muni de l’ordre lexicographique.
Définition 6. Étant donné un mot infini de Lyndon (fort ou faible) (di)i≥1, on
appellera système dynamique de Lyndon associé à (di)i≥1 l’ensemble des mots
infinis (xi)i≥1 sur l’alphabet A tels que :
∀k ≥ 1 d1d2d3 · · · ≤ xkxk+1 · · · .
Un tel système est un fermé non vide σ-invariant de AN.
Exemple 1. Soit A = {0, 1, · · ·d} un alphabet muni de l’ordre usuel. On munit AN
de la relation d’ordre alterné. Soit (xi)i≥1 une suite sur AZ vérifiant pour tout k :
x1x2x3 · · ·  xkxk+1 · · · . (I.3)
Une telle suite est appelée mot de Lyndon pour la relation d’ordre alterné ou tout
simplement mot de Lyndon alterné.
Étant donné un mot de Lyndon alterné (di)i≥1, on appellera système de Lyndon
attaché à (di)i≥1 l’ensemble des suites (xi)i≥1 sur AN telles que :
d1d2d3 · · ·  xkxk+1 · · · pour tout k ≥ 1 . (I.4)
Si (xi)i≥1 est un mot de Lyndon pour la relation d’ordre alterné, alors pour tout
k, xk ≤ x1. On peut alors se limiter aux alphabets ﬁnis.
Remarque 2. Soit (di)i≥1 un mot de Lyndon pour la relation d’ordre alterné sur
un alphabet fini {0, 1, · · · , d} muni de l’ordre usuel. Les propositions suivantes sont
équivalentes :
– Pour une suite (xi)i≥1 sur A, et pour tout k ≥ 1,
d1d2d3 · · ·  xkxk+1 · · · .
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– Pour tout k ≥ 1
d1d2d3 · · ·  xkxk+1 · · ·  0d1d2 · · · . (I.5)
Exemple 2. Dans cet exemple, on regarde le cas des β-shifts. Soit A = {0, 1, · · · , ⌊β⌋}
muni de l’ordre usuel et (ai)i≥1 le β-développement de 1. On sait pour tout k :
akak+1 · · · ≤lex a1a2a3 · · ·
Il s’agit d’un mot de Lyndon si on considère la relation d’ordre :
(xn)n≥1 ≤L (yn)n≥1 ⇔ (yn)n≥1 ≤lex (xn)n≥1
pour l’ordre lexicographique usuel.
A chaque nombre β > 1 correspond un unique mot de Lyndon infini et donc un
unique système de Lyndon
Xβ = {x1x2 · · · ; ∀k x1x2 · · · ≤lex a1a2 · · · }
sauf si β est un β-nombre simple (on dit aussi nombre de Parry) :
1 =
a1
β
+
a2
β2
+ · · ·+ ak
βk
c’est-à-dire si la suite (ai)i≥1 finit par des zéros. Comme
1 =
a1
β
+ · · ·+ ak−1
βk−1
+
ak − 1
βk
+
a1
βk+1
+ · · ·+ ak−1
β2k−1
+
ak − 1
β2k
+ · · · ,
a1a2 · · ·ak−1(ak − 1) est un mot de Lyndon faible. On a donc deux systèmes de Lyn-
don associés emboîtés, celui généré par a1a2 · · · ak−1(ak − 1) étant le plus petit. C’est
ce dernier qui permet de définir le β-shift.
Il y a une bijection monotone entre les Lyndon forts pour l’ordre lexicographique
et les réels plus grands que 1 qui ne sont pas des nombres de Parry simple. Par contre,
à un nombre de Parry simple correspondent deux mots de Lyndon, un Lyndon faible
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et un fort. Le nombre dont on fait correspondre le mot de Lyndon n’est rien d’autre
que l’exponentielle de l’entropie du système de Lyndon associé. La situation est un
peu plus complexe dans le cas des mots de Lyndon pour la relation d’ordre alterné.
Proposition 1. Étant donné un alphabet ordonné A fini ou dénombrable, l’ensemble
des mots de Lyndon pour la relation d’ordre alterné est totalement ordonné.
Preuve Soient (ai)i≥1 et (bi)i≥1 deux mots inﬁnis de Lyndon. On suppose
(ai)i≥1 6= (bi)i≥1. Alors, il existe un entier k tel que ai = bi pour tout i < k et
ak 6= bk. Ceci implique ak < bk ou bk < ak qui entraîne que (−1)k(ak − bk) < 0 ou
(−1)k(bk − ak) < 0. C’est-à-dire (ai)i≥1 ≺ (bi)i≥1 ou alors (bi)i≥1 ≺ (ai)i≥1. Donc,
l’ensemble des mots de Lyndon pour la relation d’ordre alterné est totalement or-
donné. 
La proposition 1 reste vraie pour l’ordre déﬁni dans l’exemple 2.
Soit (di)i≥1 un mot inﬁni de Lyndon pour la relation d’ordre alterné. On note
M = M((di)i≥1) le système de Lyndon associé et LM son langage. C’est-à-dire que
LM est l’ensemble des séquences ﬁnies ou mots apparaissant dans les suites de M .
Un mot x1x2 · · ·xn de LM vériﬁe donc :
d1d2 · · · dn−j+1  xjxj+1 · · ·xn  0d1d2 · · · dn−j, avec 1 ≤ j ≤ n . (I.6)
La relation ci-dessus implique que la suite (xi)i≥1 est bornée. En eﬀet, la relation
I.6 signiﬁe que pour tout j, (−1)(d1 − xj) ≤ 0 et (−1)(xj − 0) ≤ 0. Et donc
0 ≤ xj ≤ d1. En particulier, la suite (di)i≥1 est telle que pour tout i, di ≤ d1. Les
mots de M sont donc déﬁnis sur l’alphabet A = {0, 1, · · · , d1}. M est invariant par
le shift σ. Muni du shift, c’est alors un système dynamique symbolique.
On note Hn le nombre de mots de longueur n du langage LM . Alors :
Proposition 2. Soit A = {0, 1, · · · , d1} un alphabet ; on munit AN de l’ordre al-
terné. Étant donné un mot infini de Lyndon (di)i≥1, M le système dynamique associé
et Hn le nombre de mots de longueur n du langage de M ; H0 = 1 et pour tout n ≤ 1,
on a :
Hn =
n∑
k=1
(−1)k(dk−1 − dk)Hn−k + 1 (I.7)
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avec d0 = 0.
Preuve
Pour n = 1
Soit x dans LM de longueur 1. (−1)(d1 − x) ≤ 0. Donc, x peut prendre d1 + 1
valeurs. C’est-à-dire H1 = d1H0 + 1. La formule est vériﬁée pour n = 1.
Pour n = 2 : Les mots de longueur 2 de LM sont ij avec 0 ≤ i < d1 et 0 ≤ j ≤ d1
et d1k avec d2 ≤ k ≤ d1. Donc H2 vaut d1(d1+1)+d1−d2+1 = d1H1+(d1−d2)H0+1.
La propriété est aussi vériﬁée pour n = 2. Supposons-la vraie jusqu’à un ordre k.
Pour n = k + 1 .
On note Γ1 et Γ2 les ensembles déﬁnis par :
Γ1 = {ε, d1, d1d2d3, d1d2d3d4d5, · · · , d1d2d3 · · · d2k+1, · · · } (I.8)
Γ2 = {A1A2 · · ·Amd1 · · · dn−1j;n ∈ N∗, (−1)n(dn − j) < 0, j 6= d1, Ai ∈ Γ1} (I.9)
Γ3 = {A1A2 · · ·Amd1d2 · · · dk−1dk, Ai ∈ Γ1, k ∈ N∗} (I.10)
où ε est le mot vide sur A. Γ1 et Γ2 nous permettent de caractériser l’ensemble
des mots du langage LM . En eﬀet, soit y1y2 · · · yn un mot de LM de taille n. Alors
d1d2 · · ·dn  y1y2 · · · yn. Si y est diﬀérent de d1d2 · · · dn, il existe k tel que yi = di pour
tout i < k et (−1)k(dk − yk) < 0. Comme LM est stable par le shift, yk+1yk+2 · · · yn
est un mot de longueur n − k de LM . Par ailleurs, y1y2 · · · yk = d1d2 · · · dk−1yk
est dans Γ2 si yk 6= d1. Si non, k − 1 est impair et le même principe s’applique à
yk · · · yn. Si yk · · · yn = d1 · · · dn−k+1 alors y1 · · · yk−1yk · · · yn = d1 · · · dk−1d1 · · · dn−k+1
est dans Γ3. Si yk · · · yn 6= d1 · · · dn−k+1 alors il va exister un entier k2 tel que
y1 · · · yk−1yk · · · yk2−1yk2 ∈ Γ2 et yk2+1 · · · yn ∈ LM . Si non cette sequence est égale
à d1d2 · · ·dk−1d1 · · · dk2−k avec k et k2 − k impair et on continue le processus sur
yk2 . . . yn. Ainsi, on a y1 · · · yn = d1 · · · dn ou y1 · · · yn est dans Γ3 ou alors il existe k
tel que y1y2 · · · yk ∈ Γ2 et yk+1yk+2 · · · yn ∈ LM
⋂An−k. Ainsi,
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LM
⋂
An =

⋃
x∈Γ2
|x|≤n
x
(
LM
⋂
An−|x|
)⋃
(
Γ3
⋂
An
)
(I.11)
Par construction, on a :
Γ2
⋂
An =

 ⋃
xi∈Γ1
|xi|=i
xi
(
Γ2
⋂
An−i
)⋃ {d1d2 · · · dn−1j|(−1)n(dn − j) < 0, j 6= d1}
(I.12)
et
Γ3
⋂
An =

 ⋃
xi∈Γ1
|xi|=i
xi
(
Γ3
⋂
An−i
)⋃ {d1d2 · · · dn} . (I.13)
On note cn, et mn les nombres de mots de longueur n de Γ2 et Γ3 respectivement.
Alors cn et mn sont donnés par les relations de récurrence suivantes :
cn = cn−1 + cn−3 + · · ·+ cn−2nk−1 + ♯ {d1d2 · · · dn−1j|(−1)n(dn − j) < 0, j 6= d1}
mn = mn−1 +mn−3 + · · ·+mn−2nk−1 + 1.
(I.14)
le nombre 2nk + 1 étant le plus grand entier impair inférieur à n. Il est aisé de
remarquer que
♯ {d1 · · ·dn−1j|(−1)n(dn − j) < 0, j 6= d1}−♯
{
d1 · · · dn−3j|(−1)n−2(dn−2 − j) < 0, j 6= d1
}
vaut (−1)n(dn−2 − dn). Les relations de récurrence donnent alors
cn = cn−1 + cn−2 + (−1)n(dn−2 − dn),
mn = mn−1 +mn−2.
(I.15)
Compte-tenu de (I.10),
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Hn+1 =
n+1∑
i=1
ciHn+1−i +mn+1
= c1Hn + c2Hn−1 +
n+1∑
i=3
(ci−1 + ci−2)Hn+1−i +
n+1∑
i=3
(−1)i(di−2 − di)Hn+1−i +mn+1
= c1Hn + c2Hn−1 − c1Hn−1 +Hn +Hn−1 −
n∑
i=2
(−1)i(di−1 − di)Hn−i+
+
n+1∑
i=3
(−1)i(di−1 − di)Hn+1−i.
Comme c1 = d1, c2 = d1− d2− 1 et H ′n − 1− d1Hn−1 =
n∑
n=2
(−1)i(di−1− di)Hn−i,
on obtient donc
Hn+1 =
n+1∑
i=1
(−1)i(di−1 − di)Hn+1−i −Hn−1 +Hn − d1Hn−1 +Hn−1 −Hn + d1Hn−1 + 1
=
n+1∑
i=1
(−1)i(di−1 − di)Hn+1−i + 1.

Définition 7. Un langage L sur un alphabet A est factoriel s’il contient les sous-
mots de ses mots. Il est prolongeable si pour tout mot x1x2 · · ·xn dans L il existe a
et b dans A tels que ax1x2 · · ·xnb est encore dans L.
Par construction, LM est un langage factoriel et prolongeable. En eﬀet, soit
x = x1x2 · · ·xn mot du langage. Alors d1 · · · dn−i  xi+1 · · ·xn, pour tout i plus petit
que n. Soit j < d1 une lettre de l’alphabet A. Alors d1d2 · · · dn+1  jx1x2 · · ·xn.
Donc, LM est prolongeable à gauche. Par ailleurs, on peut écrire x1 · · ·xn sous la
forme x1 · · ·xn−kd1 · · · dk. Si x ne ﬁni pas par le début de la suite (di)i≥1 alors on
prend k = 0. Soit b ∈ A tel que (−1)k+1(dk+1 − b) ≤ 0. On voit que axb est dans
LM . C’est donc le langage d’un système dynamique. On pose
h(LM ) = lim
n→+∞
1
n
log ♯(LM ∩An) = lim
n→+∞
1
n
logHn. (I.16)
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h(LM) est positive ou nul. Comme LM est factoriel, d’après [BH86], la limite h(LM )
existe. Elle déﬁnit l’entropie du système. Soit β tel que
lim
n→+∞
1
n
log ♯(LM ∩ An) = log β.
Remarque 3. Le réel β défini ci dessus est tel que d1 < β ≤ d1 + 1. En effet,
Le système de Lyndon associé à β est contenu dans le full-shift {0, 1, · · · , d1}Z qui,
muni du décalage est d’entropie log(d1+1). De même, le système de Lyndon associé
à β contient strictement le full-shift {0, 1, · · · , d1−1}Z. En munissant ce dernier du
décalage σ, on a un système dynamique d’entropie log d1.
Proposition 3. Soient (ai)i≥1 et (di)i≥1 deux mots infinis de Lyndon pour la relation
d’ordre alterné sur un alphabet A fini tels que :
d1d2d3 · · · ≺ a1a2a3 · · · .
Notons M
′
le système de Lyndon associé à (ai)i≥ et M celui associé à (di)i≥1.
Alors, M contient M
′
et donc h(LM ′ ) ≤ h(LM).
Preuve Soit (xi)i≥1 dans M
′
.
(xi)i≥1 ∈M ′ ⇒ (di)i≥1 ≺ (ai)i≥1  (xi)i≥n
⇒ (di)i≥1 ≺ (xi)i≥n ∀n
⇒ (xi)i≥1 ∈M.
Donc, tout mot de M
′
est dans M . Il en découle aussi que le langage associé à M
′
est contenu dans celui de M . Il s’en suit que H
′
n ≤ Hn. En appliquant le logarithme
et en prenant la limite sur n, on a le résultat 
Nous avons jusque là prouvé l’existence de l’entropie de M . Toutefois, celle-ci
peut être nulle. Le paragraphe suivant détermine les systèmes dynamiques du type
M d’entropie nulle. Autrement dit, on se demande pour quelle suite (di)i≥1, β est
strictement plus grand que 1.
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3.2 Systèmes de Lyndon alternés d’entropie non nulle
Proposition 4. Étant donné un système de Lyndon pour la relation d’ordre alterné
M((di)i≥1) = M , Hn le nombre de mots de longueur n du langage. On suppose son
entropie log β > 0 ; alors
1 =
∑
i≥1
di−1 − di
(−β)i avec d0 = 0 et 1 +
∑
i≥1
di + 1
(−β)i = 0, (I.17)
soit donc
− β
β + 1
=
∑
n≥1
dn
(−β)n et
1
β + 1
=
∑
n≥1
dn
(−β)n+1 . (I.18)
Preuve Comme lim
n→+∞
H
1/n
n vaut β, 1β est le rayon de convergence de la série∑
n≥0
Hnz
n. Dans la boule ouverte de centre 0 et de rayon 1/β, par (I.7), on a
∑
n≥0
Hnz
n =
∑
n≥0
(
n∑
k=1
(−1)k(dk−1 − dk)zk
)
Hn−kzn−k +
∑
n≥0
zn
=
∑
n≥0
Hnz
n
(∑
n≥1
(−1)n(dn−1 − dn)zn
)
+
∑
n≥0
zn.
Donc
∑
n≥0
Hnz
n =
∑
n≥0
zn
1− ∑
n≥1
(−1)n(dn−1 − dn)zn . (I.19)
Le rayon de convergence de la série
∑
n≥0
Hnz
n est 1
β
et comme les coeﬃcients
(−1)n(dn−1−dn) sont bornés,
∑
n≥0
zn
1− ∑
n≥1
(−1)n(dn−1−dn)zn admet un pôle de module inférieur
à 1. Soit 1/θ son plus petit pôle en module. Il existe donc un entier r et un polynôme
P tels que
∑
n≥0
zn
1− ∑
n≥1
(−1)n(dn−1 − dn)zn =
P (z)
(1− θz)r +
∑
n≥0
anz
n (I.20)
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avec lim
n→+∞
an
θn
= 0. En développant en série
P (z)
(1− θz)r on trouve un polynôme Q tel
que
P (z)
(1− θz)r =
∑
n≥0
Q(n)θnzn (I.21)
et donc ∑
n≥0
zn
1− ∑
n≥1
(−1)n(dn−1 − dn)zn =
∑
n≥0
Q(n)θnzn +
∑
n≥0
anz
n
=
∑
n≥0
Hnz
n.
D’où
logQ(n)
n
−→
n→∞
0 =⇒ n
√
Q(n)θn −→
n→∞
θ
=⇒ θ = β.
On obtient le résultat du fait que 1
θ
= 1
β
est un zéro pour 1−∑
n≥1
(−1)n(dn−1− dn)zn
c’est-à-dire un pôle pour
∑
n≥0
Hnz
n. 
On déﬁnit sur l’alphabet {0, 1} le morphisme φ par : φ(0) = 1 et φ(1) = 100. On
pose φ∞(1) = lim
n→+∞
φn(1).
φ∞(1) = 1001110010010011100111001110010010011100100 · · · . (I.22)
En remplaçant 1 par 2 et 0 par 1, on obtient :
s = 2112221121121122211222112221121121122211211 · · · .
Le mot w = 1s est la suite A026465 de l’encyclopédie de Sloane. Les termes de
la suite w comptent le nombre de symboles identiques consécutifs dans la suite de
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Thue-Morse t déﬁnie par :
t = (ti)i≥1 = 0110100110010110 · · · .
Elle s’obtient par la relation de récurrence t0 = 0, t2n = tn et t2n+1 = 1 − tn, ou
alors par itération successive du morphisme sur l’alphabet {0, 1} déﬁni par 0 7→ 01
et 1 7→ 10.
On pose un = φn(1), v0 = 00 et pour tout n, vn = un−1un−1. On a donc un =
un−1vn−1.
Lemme 1. Pour tout n dans N, un est un mot sur {0, 1} de longueur impaire.
Preuve La preuve peut se faire par récurrence sur n. u0 = 1 donc de longueur
1. Si un est de longueur impaire alors,
|un+1| = |un|+ |vn| = |un|+ 2|un−1|
est impaire.
Il est clair que vn est de longueur paire, pour tout n. 
Proposition 5. Pour tout n ∈ N, unvn est un mot de Lyndon pour la relation
d’ordre alterné.
Preuve Il suﬃt de voir que pour tout n, un ≺ vn. En eﬀet,
– Pour n = 0, u0 = 1 et v0 = 00. On a bien u0 ≺ v0. Supposons-le jusqu’à l’ordre
n.
– Pour un+1 = unvn et vn+1 = unun. Mais, par hypothèse de récurrence, un ≺ vn.
D’où, en ajoutant un à droite de chaque séquence, on a
unvn ≺ unun
puisque un est de longueur impaire. Comme pour tout k dans N,
uk = u0v0v1v2 · · · vk−2vk−1,
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il vient alors que pour tout i,
unvn ≺ σi(unvn),
d’où le résultat. 
Par ailleurs, pour tout k dans N, |uk| = 2|uk−1| − (−1)k. Ceci se vériﬁe par
récurrence sur k.
Posons u−1 = 0. u0 = 1 et u1 = 100. Ainsi, |u1| = 2|u0|+1. C’est alors vrai pour
k = 1. Supposons-le à l’ordre k et montrons-le pour k + 1. uk+1 = ukuk−1uk−1 et
donc |uk+1| = |uk|+2|uk−1|. Selon l’hypothèse de récurrence, |uk| = 2|uk−1|− (−1)k.
On revient à l’expression de |uk+1| et on ajoute |uk| au membre de droite puis, on
le retranche et remplaçant |uk| − 2|uk−1| par −(−1)k, on a :
|uk+1| = 2|uk|+ (−1)k.
On remarque que |un| et |vn| sont des entiers consécutifs.
Proposition 6. (1) Pour tout n dans N, le système de Lyndon associé au mot
de Lyndon unvn est d’entropie non nulle.
(2) Le système de Lyndon M(φ∞(1)) associé au mot de Lyndon φ∞(1) pour la
relation d’ordre alterné φ∞(1) est d’entropie nulle.
Preuve
(1) M(unvn) est d’entropie non nulle :
Nous verrons plus tard que la partie transitive de M(unvn) (qui fournit l’entropie
maximale) est codée par un code récurrent positif {un, vn}. On en déduit alors que
log γn est l’entropie du système, avec :
1 =
1
γ
|un|
n
+
1
γ
|vn|
n
,
soit donc
γlnn = γn + 1 avec ln = max(|un|, |vn|) ,
ce qui implique que log γn > 0.
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(2) M(φ∞(1)) est d’entropie nulle :
La suite (unvn)n≥1 est croissante au sens de la relation d’ordre alterné.
unvn ≺ un+1vn+1 ≺ · · · ≺ φ∞(1).
En eﬀet, unvn = un+1vn et vn+1 ≺ vn puisque vn+1 = unun ≺ vnvn. Il suﬃt donc
d’ajouter un+1 à gauche de chaque membre, ce qui fait changer le sens de l’inégalité
vu que c’est une séquence de longueur impaire. Notons Mγn le système associé au
mot unvn, log γn étant l’entropie. On a une suite d’ensemble de Lyndon (Mγn)n≥1
tels que :
M(φ∞)  · · ·  Mγn+1  Mγn  · · ·  Mγ0 et γn+1 < γn < · · · < γ0 .
et
γlnn = γn + 1
où ln = max(|un|, |vn|).
Les longueurs |un| et |vn| tendent vers l’inﬁni. Il en est donc de même pour ln. Il
vient alors que γn tend vers 1. Donc, M(φ∞) est d’entropie nulle. 
Comme conséquence à cette proposition, on a le corollaire suivant :
Corollaire 1. Un système M associé à un mot de Lyndon pour la relation d’ordre
alterné (di)i≥1 est d’entropie strictement positive si et seulement si :
(di)i≥1 ≺ φ∞(1). (I.23)
Preuve
(a) SupposonsM d’entropie non nulle. Dans ce cas, on a nécessairement (di)i≥1 6=
lim
n→+∞
φn(1). Compte tenu de la proposition 3, on a : (di)i≥1 ≺ lim
n→+∞
φn(1).
(b) Soit maintenant (di)i≥1 ≺ lim
n→+∞
φn(1). Comme lim
n→+∞
φn(1) = lim
k→+∞
φk(1)φk−1(1),
il existe un entier m tel que d1d2d3 · · · ≺ φm(1)φm−1(1). Ainsi,M contient le système
associé au mot de Lyndon pour la relation d’ordre alterné umvm qui est d’entropie
log γm non nulle. Donc, M est aussi d’entropie non nulle 
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3.3 Systèmes de Lyndon alterné d’entropie nulle
Le mot de Lyndon pour la relation d’ordre alterné 10 est associé à 2. Le système
associé est alors d’entropie log 2 > 0. Il vient de ce fait que les systèmes d’entropie
nulle sont associés aux mots de Lyndon sur l’alphabet {0, 1}.
Remarque 4. 1. 1111 · · · = 1 est le mots de Lyndon non nul (différent de 0)
pour la relation d’ordre alterné générant le plus petit système de Lyndon. C’est-
à-dire,
d1d2d3 · · ·  111111 · · · , (di)i≥1 mot de Lyndon non nul .
2. Soit u un mot fini de longueur impaire. Il est facile de montrer que si (di)i≥1
débute par uu, alors (di)i≥1 = u.
Proposition 7. Les systèmes de Lyndon pour la relation d’ordre alterné d’entropie
nulle sont associés aux mots de Lyndon faibles un = φn(1), n parcourant N.
Preuve Soit M 6= M(φ∞(1)) un système de Lyndon pour la relation d’ordre
alterné et (di)i≥1 le mot de Lyndon dont il est associé. Alors,
φ∞(1) ≺ (di)i≥1.
Il existe donc un entier n tel que :
un = d1d2 · · ·d|un| et un ≺ d|un|+1 · · ·d|un|+|vn| ≺ vn .
Remarquons que :
u2k = u2k−1u2k−2 · · ·u1u0u0 et v2k = u2k−1 · · ·u1u000.
De même
u2k+1 = u2ku2k−1 · · ·u1u000 et v2k+1 = u2ku2k−1 · · ·u1u0u0.
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Dans tous les cas, un et vn débute par la même séquence : un−1un−2 · · ·u1u0. Posons
W = d|un|+1 · · · d|un|+|vn|.
Alors W débute par un−1un−2 · · ·u1u0.
– Si n est pair, (−1)|un|w|un| < 0 où w|un| est la |un|-ième lettre de W . En fait, à
l’indice |un| de vn, il y a 0. Il vient que w|un| = 1 = u0. D’où, W débute par
un−1un−2 · · ·u1u0u0 = un.
Ainsi, (di)i≥1 débute par unun. Compte tenu de la remarque précédente, (di)i≥1 =
un.
– De même, si est n impair, w|vn| = 0. Donc W = un−1 · · ·u1u00. Mais u0 est
toujours suivi de 00. Il vient alors que
d|un|+1 · · · d2|un| = un.
D’après la remarque, (di)i≥1 = un. 
Une conséquence directe de la proposition précédente est un résultat de Lingmin
Liao et Wolfgang Steiner donné dans [LS12] : φ∞(1) est le plus grand mot ( au sens
de la relation d’ordre alterné) de Lyndon non-périodique. Autrement dit, M(φ∞(1))
est le plus petit système de Lyndon associé à un mot de Lyndon (pour la relation
d’ordre alterné) non-périodique. En outre M(φ∞(1)) est aussi le plus grand système
de Lyndon pour la relation d’ordre alterné d’entropie nulle.
Dans la suite, on ne s’intéresse qu’aux systèmes de Lyndon pour la relation
d’ordre alterné d’entropie non nulle. Autrement dit, on considérera toujours que
(di)i≥1 ≺ lim
n→+∞
φn(1).
3.4 Une application croissante
On note f−β l’application qui à une suite (xi)i≥1 de M on associe le nombre∑
n≥1
xn
(−β)n .
Lemme 2. Soient (ai)i≥1 et (di)i≥1 deux mots infinis de Lyndon pour la relation
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d’ordre alterné sur un alphabet A fini tels que :
d1d2d3 · · · ≺ a1a2a3 · · ·
Soit log β l’entropie du système de Lyndon associé à (di)i≥1 que l’on note M . Alors :
∑
n≥1
an
(−β)n ≥ −
β
β + 1
(I.24)
Preuve La fonction x 7→ − x
x+1
sur [1,+∞) décroit jusqu’à −1. On note β,le
plus grand réel tel que
∑
n≥1
dn
(−β)n = −
β
β + 1
. Soit M
′
le système associé à (ai)i≥1 et
logα son entropie. α est le plus grand réel vériﬁant
∑
n≥1
an
(−α)n = −
α
α + 1
. Et d’après
la proposition 3.
– Si la courbe représentative de la fonction x 7→ ∑
n≥1
an
(−x)n est au dessus de celle
de x 7→ − x
x+1
avant α, alors elle la coupe en α et reste en dessous puis que
α est la plus grande valeur pour laquelle deux se coupent. Cette situation ne
peut être envisageable car :
∑
n≥1
an
(−x)n −→x→+∞ 0
et
− x
x+ 1
−→
x→+∞
−1.
– La courbe de x 7→ ∑
n≥1
an
(−x)n est donc en dessous avant α, passe au dessus en
α et y demeure au risque de couper à nouveau la courbe de x 7→ − x
x+1
. Donc
pour x = β elle reste au dessus. C’est-à-dire :
∑
n≥1
an
(−β)n ≥ −
β
β + 1
;
d’où le résultat 
Proposition 8. Soit x1x2 · · ·xn et y1y2 · · · yn deux mots finis du langage de M .
Alors,
x1x2 · · ·xn ≺ y1y2 · · · yn ⇒ f−β(x1x2 · · ·xn) < f−β(y1y2 · · · yn).
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.
Preuve
Commençons par remarquer qu’au sens de la relation d’ordre alterné, le minimum
des suites (−β)-admissibles de taille n est (d1, d2, · · · , dn) et le maximum est b =
(0, d1, d2, · · · , dn−1). Pour toute suite ﬁnie (x1, x2, · · · , xn) appartenant au langage
de M , on a
(d1, d2, · · · , dn)  (x1, x2, · · · , xn)  (0, d1, d2, · · · , dn−1)
Soient (x1, x2, · · · , xn) et (y1, y2, · · · , yn) deux suites ﬁnies de LM telles que
(x1, x2, · · · , xn) ≺ (y1, y2, · · · , yn).
Le but est de démontrer que f−β(x1, x2, · · · , xn) < f−β(y1, y2, · · · , yn) .
1. Pour n = 1
(x1) ≺ (y1)⇒ −x1 < −y1
⇒ −x1
β
< −y1
β
.
La propriété est vériﬁée pour n = 1. Supposons qu’elle reste vraie jusqu’à
l’ordre k.
2. Pour k + 1.
Soit (x1, x2, · · · , xk+1) ≺ (y1, y2, · · · , yk+1). Donc il existe j tel que xi = yi
pour tout i < j et (−1)j(xj − yj) < 0.
(i) Si j ≥ 2, alors (xj , xj+1, · · · , xk+1) et (yj, yj+1, · · · , yk+1) sont de longueur
inférieure ou égale à k.
(xj , xj+1, · · · , xk+1) ≺ (yj, yj+1, · · · , yk+1) si j est impair et dans ce cas
f−β(xj · · ·xk+1) < f−β(yj · · · yk+1) par hypothèse de récurrence. Ceci im-
plique que
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1
(−β)j−1f−β(xj · · ·xk+1) <
1
(−β)j−1f−β(yj · · · yk+1) puis que j − 1 est pair.
De même, si j est pair, (yj , yj+1, · · · , yk+1) ≺ (xj , xj+1, · · · , xk+1). Donc,
f−β(yj · · · yk+1) < f−β(xj · · ·xk+1).
Là encore, on a
1
(−β)j−1f−β(xj · · ·xk+1) <
1
(−β)j−1f−β(yj · · · yk+1) car j − 1 impair
Comme xi = yi pour tout i < j, il s’en suit que
f−β(x1 · · ·xk+1) < f−β(y1 · · · yk+1).
(ii) Si j = 1,
Si j = 1, alors x1 ≥ y1+1 et ainsi, x1d1d2 · · · dk et y10d1d2 · · · dk−1 sont dans
le langage de M . Le plus grand mot (au sens de la relation d’ordre alterné)
de longueur n + 1 commençant par x1 est x1d1d2 · · · dk et le plus petit (au
sens de la relation d’ordre alterné) de longueur n+1 commençant par y1 est
y10d1d2 · · ·dk−1. On a donc
x1 · · ·xk+1 ≺ x1d1 · · · dk ≺ (x1 − 1)0d1 · · · dk−1 ≺ y10d1 · · · dk−1 ≺ y1 · · · yk+1.
Compte tenu du cas j ≥ 2,
f−β(x1x2 · · ·xk+1) ≤ f−β(x1d1 · · · dk) et f−β(y10d1 · · · dk−1) ≤ f−β(y1 · · · yk+1).
Il est aussi aisé de voir que f−β((x1 − 1)0d1 · · · dk−1) ≤ f−β(y10d1 · · · dk−1).
Il reste alors à montrer que (x1d1 · · · dk)−β < ((x1 − 1)0d1 · · · dk−1)−β.
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On pose :
∆ = f−β(x1d1 · · · dk)− f−β((x1 − 1)0d1 · · · dk−1).
Si d1 · · · dk = d1 · · · d2m−1d1 · · ·dp on arrive facilement au résultat. En eﬀet,
pour ce cas précis, ∆ vaut :
f−β(x1d1 · · · d2m−1)− f−β((x1 − 1)0d1 · · ·d2m−2)
+
1
β2m
(f−β(d1 · · ·dp)− f−β(d2m−1d1 · · · dp−1)) .
Mais d1 · · · dp ≺ d2m−1d1 · · ·dp−1 et par hypothèse de récurrence
f−β(d1 · · · dp)− f−β(d2m−1d1 · · ·dp−1) < 0.
Donc :
∆ < f−β(x1d1 · · · d2m−1)− f−β((x1 − 1)0d1 · · · d2m−2).
Cette diﬀérence à droite de l’inégalité est bien négative par hypothèse de
récurrence.
De même si k est impair et dk = 0 alors,
∆ = f−β(x1d1 · · · dk−1)− f−β((x1 − 1)0d1 · · · dk−2)− dk − 1
βk+1
⇒ ≤ f−β(x1d1 · · · dk−1)− f−β((x1 − 1)0d1 · · · dk−2)
⇒ ∆ < 0
Nous considérons maintenant le cas où d1d2 · · ·dk n’est pas sous la forme
d1 · · · d2m−1d1 · · · dp avec dk 6= 0 pour k impair
Montrons que dans ce cas ∆ reste négatif. Pour ce faire, nous allons regarder
les successeur et prédécesseur de longueur k + 1 de (x1 − 1)0d1 · · · dk−1 et
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x1d1 · · ·dk respectivement dans le langage associé à M . Il s’agit respective-
ment des mots :
(x1 − 1)0d1 · · · dk−2(dn−1 + (−1)k−1) et x1d1 · · · dk−1(dk + (−1)k).
Donc, f−β(x1d1 · · ·dk) et f−β(x1d1 · · · dk−1(dk+(−1)k)) sont consécutifs dans
l’ensemble des images par f−β des mots du langage de longueur n+ 1. Il en
est de même pour f−β((x1−1)0d1 · · · dk−1) et f−β((x1−1)0d1 · · · dk−2(dk−1+
(−1)k−1)).
Si f−β((x1 − 1)0d1 · · ·dk−1) < f−β(x1d1 · · · dk), on aurait alors :
f−β((x1 − 1)0d1 · · · dk−2(dk−1 + (−1)k−1)) < f−β(x1d1 · · · dk−1(dk + (−1)k))
Mais les suites
(d1, d2, · · · , dk−2, dk−1+(−1)k−1, 0, · · · ) et (d1, d2, · · · , dk−1, dk+(−1)k, 0, · · · )
sont des mots de Lyndon pour la relation d’ordre alterné. En outre, on a :


d1d2d3 · · · ≺ d1d2 · · · dk−2(dk−1 + (−1)k−1)000 · · ·
d1d2d3 · · · ≺ d1d2 · · · dk−1(dk + (−1)k)000 · · ·
D’après le lemme 2,


(d1d2 · · · dk−2(dk−1 + (−1)k−1))−β ≥ − ββ+1
(d1d2 · · · dk−1(dk + (−1)k))−β ≥ − ββ+1
Il s’en suit que
f−β((x1 − 1)0d1 · · · dn−2(dk−1 + (−1)k−1) ≥ f−β(x1d1 · · · dk−1(dk + (−1)k))
L’égalité survient si
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

f−β(d1d2 · · · dk−2(dk−1 + (−1)k−1)) = − ββ+1
f−β(d1d2 · · · dk−2dk−1(dk + (−1)k)) = − ββ+1
Dans ce cas β = (−1)kdk + 1. C’est-à-dire
β =


dk + 1 si k pair
−dk + 1 si k impair
Et donc


β = d1 + 1 et dk = d1 pour k pair
β = 1 et dk = 0 pour k impair
Mais ces deux cas ne sont pas envisageable puisque d1 · · ·dk ne se met pas
sous la forme d1 · · · d2m−1d1 · · · dp et dk 6= si k est impair. Il vient alors que :
f−β((x1 − 1)0d1 · · · dk−2(dk−1 + (−1)k−1) > f−β(x1d1 · · · dk−1(dk + (−1)k))
Ceci achève la preuve de la proposition 
Théorème 1. Soit (di)i≥1 un mot infini de Lyndon pour la relation d’ordre alterné,
M = M((di)i≥1) le système dynamique unilatéral gauche associé. On suppose que
log β est l’entropie du système. Alors,
– f−β est croissante au sens large sur M .
– f−β est continue sur M .
– L’image par f−β de M est l’intervalle Iβ = [− ββ+1 , 1β+1 ].
Preuve
Le premier point du théorème est une conséquence de la proposition précédente.
La croissance large sur les mots inﬁnis s’obtient par passage à la limite sur le résultat
de cette proposition (les mots sont pris sur un alphabet ﬁni).
Montrons la continuité de f−β. Soient (xi)i≥1 et (yi)i≥1 deux suites de M . Pour
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tout ǫ > 0, il existe un unique entier n tel que :
− log ǫ
log β
≤ n < − log ǫ
log β
+ 1, (I.25)
c’est-à-dire qu’il existe un unique entier n tel que :
n = ⌊− log ǫ
log β
⌋.
Pour un tel n, supposons
d((xi)i≥1, (yi)i≥1) ≤ 1
2n
.
Cette relation signiﬁe que pour tout i < n, xi = yi. Ainsi,
|f−β((xi)i≥1)− f−β((yi)i≥1)| = 1
βn
|f−β((xn+i)i≥1)− f−β((yn+i)i≥1)|.
Comme f−β est croissante, il vient que |f−β((xn+i)i≥1)− f−β((yn+i)i≥1)| ≤ 1 et donc
|f−β((xi)i≥1)− f−β((yi)i≥1)| ≤ 1
βn
.
La relation I.25 implique que 1
βn
≤ ǫ < 1
βn−1 . Par conséquent,
|f−β((xi)i≥1)− f−β((yi)i≥1)| ≤ ǫ.
Nous venons de montrer que pour tout ǫ > 0, il existe η(ǫ) =
1
2⌊−
log ǫ
log β
⌋ tel que
d((xi)i≥1 − (yi)i≥1) ≤ η ⇒ |f−β((xi)i≥1)− f−β((yi)i≥1)| ≤ ǫ.
D’où la continuité de f−β.
Montrons que l’image par f−β de M est l’intervalle Iβ dont les bornes sont
f−β(d1d2 · · · ) = − β
β + 1
et f−β(0d1d2 · · · ) = 1
β + 1
. En fait, la continuité de l’appli-
cation f−β permet d’avoir f−β(M) = Iβ. En eﬀet,M est un fermé compact, donc son
image par f−β l’est aussi. Ainsi, f−β(M) est une réunion d’intervalles fermés tous
contenus dans Iβ (croissance de f−β). Il suﬃt alors de montrer que le passage d’un
intervalle à l’autre ne peut se faire par un “saut”. Autrement dit, la borne supérieure
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d’un intervalle est une borne inférieure pour un autre intervalle. Pour se faire, on
pose :
f−β(M) =
⋃
k
[rk, tk], rk et tk tels que r0 = − β
β + 1
< t0 ≤ r1 < t1 ≤ r2 < t2 · · · .
Il existe deux suites (xi)i≥1 et (yi)i≥1 dans M telles que :
f−β(x1x2 · · · ) = tk−1 et f−β(y1y2 · · · ) = rk.
Compte tenu des propriétés de la relation d’ordre alterné, x1x2 · · ·  y1y2 · · · .
Si rk et tk sont diﬀérents, alors l’égalité entre les deux suites ne peut arriver. Il
existerait alors un entier n tel que xi = yi pour i < n et (−1)n(xn − yn) < 0. Si
(−1)n(xn − yn) ≤ −2, alors il y a autant d’éléments dans M qu’entre l’intervalle de
mots x1x2 · · · et y1y2 · · · . En eﬀet, toute concaténation de x1x2 · · ·xn−1(xn+(−1)n)
et un mot u parcourant M est telle que :
x1x2 · · ·xnxn+1 · · · ≺ x1x2 · · ·xn−1(xn + (−1)n)u ≺ y1y2 · · · .
Comme u parcourtM , l’image par f−β de cet ensemble de mots est γ+ 1(−β)n f−β(M),
avec
γ = f−β(x1x2 · xn−1(xn + (−1)n).
Ceci contredit le fait que tk−1 et rk sont consécutifs dans f−β(M). Prenons mainte-
nant (−1)n(xn − yn) = −1. Ainsi,
tk−1 − rk = 1
(−β)n (−(−1)
n + f−β(xn+1xk+2 · · · )− f−β(yn+1yk+2 · · · )) .
Donc, tk−1 6= rk signiﬁe :


(xn+1xn+2 · · · )−β − (yn+1yn+2 · · · )−β 6= 1 si n est pair ,
(xn+1xn+2 · · · )−β − (yn+1yn+2 · · · )−β 6= −1 si n est impair .
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C’est-à-dire :


((xn+1xn+2 · · · )−β, (yn+1yn+2 · · · )−β) 6= ( 1
β + 1
,− β
β + 1
) si n est pair ,
((xn+1xn+2 · · · )−β, (yn+1yn+2 · · · )−β) 6= (− β
β + 1
,
1
β + 1
) si n est impair.
Le sous-shift M est stable par le décalage. Donc xn+1xn+2 · · · et yn+1yn+2 · · ·
sont dans M . Ainsi, tout mot v commençant par x1x2 · · ·xn est tel que :


x1x2 · · ·xn0d1d2 · · ·  v  x1x2 · · ·xnd1d2 · · · si n est impair ,
x1x2 · · ·xnd1d2 · · ·  v  x1x2 · · ·xn0d1d2 · · · si n est pair .
Soit (d∗i )i≥1 la suite maximale, au sens de la relation d’ordre alterné, dans M
telle que :
f−β(d∗1d
∗
2d
∗
3d
∗
4 · · · ) = −
β
β + 1
.
Nous choisissons de regarder le cas n pair, le cas impair se traitant de façon
similaire. Si (x1x2 · · · )−β 6= 1
β + 1
, alors
x1x2 · · · ≺ x1x2 · · ·xn0d∗1d∗2 · · · ≺ x1x2 · · ·xn−1(xn + 1)d1d2 · · ·  y1y2 · · · .
Il existe un entier m tel que xn+1 · · ·xn+m−1 = 0d∗1d∗2 · · · d∗m−2 et (−1)m(xm+n −
d∗m−1) < 0. Tous les mots commençant par x1x2 · · ·xn0d∗1d∗2 · · · d∗m−1 sont supérieurs
à x1x2x3 · · · au sens de la relation d’ordre alterné. Il suﬃt alors de considérer un i
convenable plus grand que m et provoquer une perturbation en cet indice. Il s’agit
des mots x1 · · ·xn0d∗1 · · · d∗i−1ju avec (−1)i(d∗i − j) < 0 et u parcourt M . L’image par
(·)−β de ces mots contient autant d’éléments que f−β(M). Donc, une inﬁnité d’entre
elles sont inférieures à f−β(y1y2y3 · · · ). Ce qui contredit le fait que tk−1 et rk sont
consécutifs dans f−β(M). 
Vu la proposition 8 et la surjectivité de l’application f−β, il vient que :
Proposition 9. Soit (dn)n≥1 un mot de Lyndon associé à β > 1, les images par f−β
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de deux cylindres 0 [x1 · · ·xn] et 0 [y1 · · · yn] de même longueur sont deux intervalles
disjoints ou contigus d’intersection réduite à un point. Si ces images ont en commun
un point z et si
x1 · · ·xn ≺ y1y2 · · · yn et x1x2 · · ·xn−1 = y1y2 · · · yn−1.
Alors
y1y2 · · · yn = x1x2 · · ·xn−1(xn + (−1)n)
et
z = f−β(x1x2 · · ·xnd1d2 · · · ) = f−β(x1 · · ·xn−1(xn + (−1)n)0d1d2 · · · ).
3.5 Réels associés à plusieurs Lyndon alternés
On considère un alphabet ordonné ﬁni A. Le but de cette section est de détermi-
ner pour quels réels sont associés plusieurs mots de Lyndon (pour la relation d’ordre
alterné).
Proposition 10. Soit β ≥ 1 un réel associé à au moins deux mots de Lyndon
pour la relation d’ordre alterné. Alors, il existe un mot de Lyndon faible (un mot de
Lyndon périodique) pour la relation d’ordre alterné associé à β.
Preuve On considère deux mots de Lyndon pour la relation d’ordre alterné sur
A, (ai)i≥1 et (di)i≥1. On suppose que (di)i≥1 est la plus grand mot associé à β. Alors
a1a2a3 · · · ≺ d1d2d3 · · ·
ceci implique qu’il existe un entier n tel que ai = di pour tout i < n et (−1)n(an −
dn) < 0. Par ailleurs,
∑
k≥1
ak
(−β)k =
∑
k≥1
dk
(−β)k .
Donc :
35
CHAPITRE I. PRÉSENTATION DU BÊTA-SHIFT NÉGATIF
an − dn +
∑
k≥1
an+k
(−β)k −
∑
k≥1
dn+k
(−β)k = 0.
Comme (ak+n)k≥1 et (dk+n)k≥1 sont dans les systèmes de Lyndon associés aux mots
(ai)i≥1 et (di)i≥1, et compte tenu du théorème précédent, il vient que :
|
∑
k≥1
an+k
(−β)k −
∑
k≥1
dn+k
(−β)k | ≤ 1.
Mais |an − dn| ≥ 1. D’où :


an − dn = 1∑
k≥1
an+k
(−β)k −
∑
k≥1
dn+k
(−β)k = −1
ou alors


an − dn = −1∑
k≥1
an+k
(−β)k −
∑
k≥1
dn+k
(−β)k = 1.
C’est-à-dire


an − dn = 1 avec n impair∑
i≥1
an+i
(−β)i = − ββ+1∑
i≥1
dn+i
(−β)i =
1
β+1
(I.26)
ou


an − dn = −1 avec n pair∑
i≥1
an+i
(−β)i =
1
β+1∑
i≥1
dn+i
(−β)i = − ββ+1 .
(I.27)
Soit u le mot tel que
u =


d1d2 · · · dn0 si n est impair ,
d1d2 · · · dn · · · si n est pair .
Comme (−1)n(an − dn) < 0 et pour tout i, 0 ≤ di ≤ d1, il vient que (ai)i≥1 ≺ u 
(di)i≥1. Par ailleurs, u est un mot de Lyndon puisque d1 · · · dn0  d1d2 · · ·dndn+1
si n est impair et d1d2 · · · dnd1  d1 · · · dn+1 si n est pair. D’après la proposition 3,
u est associé à β. Donc, (d1, d2, · · · , dn, 0) est un Lyndon faible associé à β pour n
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impair tout comme (d1, · · · , dn) pour n pair 
Dans les sections 3.2 et 3.3, nous avons vu que les mots de Lyndon pour la
relation d’ordre alterné associés à 1 sont les termes de la suite (φn(1))n≥1 la limite
incluse. De plus si un mot de Lyndon (di)i≥1 pour la relation d’ordre alterné est tel
que :
(di)i≥1 ≺ lim
n→+∞
φn(1)
alors, il est associé à un réel β strictement plus grand que 1. Pour un tel β on se
propose de déterminer l’ensemble des Lyndon (pour la relation d’ordre alterné) qui
lui sont associés.
Proposition 11. Soit (d1, d2, · · · , dn) un mot de Lyndon faible pour la relation
d’ordre alterné associé à un réel β > 1 (avec n est minimal). Alors tout mot de
Lyndon alterné tel que :
d1d2 · · · dn−1(dn − 1)0d1 · · · dn a1a2 · · ·  d1d2 · · · dn si n est pair (I.28)
d1d2 · · · dnd1 · · · dn−1(dn − 1)0 a1a2 · · ·  d1 · · · dn−1(dn − 1)0 si n impair (I.29)
est associé à β.
Preuve On note Lyn(β) l’ensemble des mots de Lyndon pour la relation d’ordre
alterné associé à β, max et min deux mots de Lyn(β) tels que pour tout (ai)i≥1 ∈
Lyn(β),
min  (ai)i≥1  max.
De la proposition 10, on sait qu’il existe un mot de Lyndon périodique associé à β,
disons (d1, d2, · · · , dn) (avec nminimal).max etmin débutent alors par d1d2 · · · dn−1.
– Si n est pair
min = d1d2 · · · dn−1(dn − 1)0max puisque |d1d2 · · · dn−1(dn − 1)0| est impair .
Et
max = d1d2 · · ·dnmax puisque |d1d2 · · ·dn| est pair .
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Donc, max est périodique de période n.
max = d1d2 · · · dn.
Et
min = d1d2 · · ·dn−1(dn − 1)0d1d2 · · · dn.
– Si n est impair,
min = d1d2 · · · dnmax puisque |d1 · · ·dn| est impair .
Et
max = d1d2 · · · dn−1(dn − 1)0max puisque |d1 · · · dn−1(dn − 1)0| est pair .
Donc max est périodique de période n+ 1.
max = d1d2 · · · dn−1(dn − 1)0.
Et
min = d1d2 · · · dnd1 · · · dn−1(dn − 1)0
Ainsi, Lyn(β) est l’ensemble des mots de Lyndon (ai)i≥1 pour la relation
d’ordre alterné tels que :
d1d2 · · · dn−1(dn − 1)0d1 · · ·dn a1a2 · · ·  d1d2 · · · dn si n est pair ,
d1d2 · · · dnd1 · · ·dn−1(dn − 1)0 a1a2 · · ·  d1 · · · dn−1(dn − 1)0 si n impair .
Ce qui achève la preuve 
Dans la proposition précédente, il est sous-entendu que max ≺ lim
n→+∞
φn(1).
Définition 8. Dans la suite, soit donné un réel β > 1 associé à un mot de Lyndon
(di)i≥1 pour , nous noterons (d∗i )i≥1 le plus grand mot de Lyndon pour la relation
d’ordre alterné associé à β, c’est-à-dire :
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(d∗i )i≥1 =


(d1, · · · , d2p, d2p+1 − 1, 0) si (d1, · · · , d2p+1) est un Lyndon associé à β
(d1, d2, · · · ) si (di)i≥1 est l’unique mot de Lyndon associé à β
(I.30)
Dans la relation ci-dessus, on considère 2p+ 1 minimal.
(d∗i )i≥1 ≺ lim
n→+∞
φn(1)
Il est à noter que dans le premier cas, on a toujours d2p+1 6= 0. En eﬀet, si
(d1, · · · , d2p, 0) est un mot de Lyndon associé à β, alors le plus grand mot de Lyndon
(pour la relation d’ordre alterné) associé à β est (d1, · · · , d2p−1, d2p + 1).
Proposition 12. L’ensemble des réels associés aux mots de Lyndon faibles est dense
dans [1,+∞).
Le résultat précédent vient du fait qu’entre deux mots de Lyndon pour la relation
d’ordre alterné, aussi proches soient-ils, on peut toujours trouver un mot de Lyndon
faible.
4 Développements en base négative
Les développements en base négative ont été introduits par Ito et Sadahiro dans
[IS09]. Étant donné β > 1, à chaque réel x de l’intervalle Iβ = [− ββ+1 , 1β+1) est
attachée une écriture unique obtenue moyennant un algorithme spéciﬁque. On sait
que − β
β+1
est l’image par f−β d’au moins un mot de Lyndon pour la relation d’ordre
alterné. Il existe un mot de Lyndon obtenu par cet algorithme qui est associé à β.
L’ensemble de ces écritures est un sous-ensemble du système de Lyndon (pour la
relation d’ordre alterné) associé à ce mot. Cette représentation, comme dans le cas
des β-développements de Rényi et Parry (voir [Par60]) s’étend à tous les réels de
R. Il convient de ce fait de faire un bref aperçu sur la β-représentation de Rényi et
Parry.
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4.1 Représentation des nombres en base positive
Soit un réel β > 1. On déﬁnit l’application Tβ de [0, 1) dans lui-même par
Tβ(x) = βx − ⌊βx⌋. Tout nombre x de l’intervalle [0, 1[ s’écrit de façon unique
comme :
x =
∑
i≥1
xi
βi
avec 0 ≤ x < 1 ,
où xi = ⌊βT i−1β (x)⌋. Ceci équivaut à dire que pour tout k,
∑
i≥1
xk+i
βi
< 1.
Si x ≥ 1, on note n le plus petit entier tel que x
βn
< 1. Alors :
x = x−n+1βn−1 + x−n+2βn−2 + · · ·+ x−1β + x0 + x1
β
+ · · · ,
avec x−n+i = ⌊βT iβ( xβn )⌋.
L’ écriture ·x1x2 · · · ou x−n+1x−n+2 · · ·x−1x0 ·x1 · · · est appelée β-développement
de x en base β et on note dβ(x) = ·x1x2 · · · ou alors dβ(x) = x−n+1x−n+2 · · ·x0 ·
x1x2 · · · . Ito et Sadahiro dans [IS09] étendent cette idée à des réels −β inférieurs
à -1. D’abord, commençons par nous munir des outils nécessaires pour établir ces
développements dits en bases négatives.
4.2 La (−β)-transformation
Soit β un réel strictement plus grand que 1. On pose lβ = − β
β + 1
, rβ =
1
β + 1
.
On déﬁnit sur l’intervalle Iβ = [ lβ, rβ) la transformation T−β qui à un point x associe
l’unique y congru à −βx qui se trouve dans Iβ. Ainsi donc, il existe un entier k(x)
tel que −βx− k(x) est dans Iβ .
lβ ≤ −βx− k(x) < rβ ⇒ k(x) ≤ −βx− lβ < k(x) + 1
⇒ k(x) = ⌊−βx− lβ⌋.
Nous avons donc la déﬁnition équivalente suivante :
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T−β : Iβ −→ Iβ
x 7−→ −βx− ⌊−βx− lβ⌋
(I.31)
Figure I.1 – (−β)-transformation pour β = 2.5
La transformation T−β est appelée (−β)-transformation. Par construction, elle
est surjective.
L’intervalle Iβ étant de longueur 1, il n’existe qu’un seul entier x1 tel que −βx =
x1 + y1 et y1 est dans Iβ. Ce dernier n’est rien d’autre que l’image par T−β de x.
En appliquant ce même raisonnement sur y1, on obtient le couple (x2, y2) tel que
−βy1 = x2+y2 avec x2 entier et y2 dans I−β. En continuant le processus, on obtient
l’algorithme :
− βyn = xn+1 + yn+1 (I.32)
yn est l’image de x par la n-ième itérée de T−β . Donc,
− βT n−β(x) = xn+1 + T n+1−β (x) avec xn+1 = ⌊−βT n−β(x)− lβ⌋ (I.33)
La suite (xi)i≥1 est bornée par la partie entière de β. En eﬀet, il suﬃt de remarquer
que :
yi ∈ Iβ =⇒ 0 < −βyi − lβ ≤ β
=⇒ 0 ≤ ⌊−βyi − lβ⌋ ≤ ⌊β⌋
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Ceci nous permet d’aﬃrmer que les séries
∑
m≥1
xm+a
(−β)m sont toutes absolument conver-
gentes. De la relation (I.33), on a :
(−β)n+1
(
x+
x1
β
− x2
β2
+
x3
β3
+ · · · − xn+1
(−β)n+1
)
= yn+1. (I.34)
En faisant tendre n vers l’inﬁni et comme (yn)n≥1 est bornée, on obtient :
x =
∑
n≥1
xn
(−β)n . (I.35)
Et plus généralement, d’après (I.34) et (I.35) (puisque yn vaut T n−β(x))
T n−β(x) =
∑
i≥1
xn+i
(−β)i (I.36)
La suite (xi)i≥1 permet de donner une nouvelle écriture de x. Ceci fait l’objet de
la déﬁnition suivante :
Définition 9. Soit x dans Iβ, (xi)i≥1 la suite définie par :
xi = ⌊−βT i−1−β (x)− lβ⌋.
L’écriture .x1x2x3 · · · est appelée (−β)-développement ou développement en base −β
de x et on note
d(x,−β) = .x1x2x3x4 · · · . (I.37)
De plus, (xi)i≥1 est l’unique suite telle que pour tout k,
∑
i≥1
xk+i
(−β)i ∈ [ lβ, rβ) (I.38)
La relation I.38 se traduit par
.d1d2d3 · · ·  .xkxk+1 · · · ≺ .0d∗1d∗2 · · · .
où (d∗i )i≥1 est le plus grand mot de Lyndon (pour la relation d’ordre alterné) associé
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à β.
Cette écriture concerne uniquement les réels de l’intervalle Iβ. Toutefois, on peut
étendre le concept sur R tout entier. En eﬀet, si x n’appartient pas à Iβ, on trouve
le plus petit entier m tel que x
(−β)m se trouve dans Iβ et on détermine son déve-
loppement que l’on note encore x1x2 · · · . Le développement en base −β est alors
x1x2 · · ·xm−1xm.xm+1 · · · . Ceci revient à décaler m termes à gauche du point.
Définition 10. ( [IS09])
Une suite infinie (xi)i≥1 est dite (−β)−admissible s’il existe un réel x dans Iβ tel
que d(x,−β) = .x1x2x3 · · · . En outre, une séquence finie sera dite (−β)-admissible
si elle apparaît dans une suite infinie (−β)−admissible.
5 Le (−β)-shift
Nous avons vu la suite (xn)n≥1 qui est le (−β)-développement d’un nombre x
de Iβ est obtenue par itération de la (−β)-transformation. Si y = T−β(x) alors, le
développement de y en base −β est (yn)n≥1 = (xn+1)n≥1. Notons X−β l’ensemble
des développements en base −β. Alors, X−β est invariant par le shift (décalage) :
(yn)n≥1 7→ (yn+1)n≥1.
L’alphabet A = {0, 1, · · · , |β|} étant ﬁni, pour k ﬁxé dans N, il existe un nombre
ﬁni de suites (−β)-admissible de taille k. Dans les lignes à suivre, nous utiliserons
le terme mots pour désigner les suites ﬁnies et nous les noterons sans parenthèses et
virgule entre les chiﬀres. Si celle-ci sont admissibles, nous dirons mots admissibles.
Munissons X−β de la relation d’ordre alterné. Il existe donc un "plus petit" et un
"plus grand " mot de longueur k au sens de cette relation d’ordre qui soient (−β)-
admissibles. Notons-les dk1d
k
2 · · · dkk pour le minimum et ck1ck2 · · · ckk pour le maximum.
Lemme 3. Le minimum (−β)-admissible de taille k est le début du minimum de
k + 1. De même, le maximum de taille k apparaît en début du maximum (−β)-
admissible de taille k + 1.
Preuve
D’abord, il est à noter que pour tout k entier positif, dk1d
k
2 · · · dkk et ck1ck2 · · · ckk peut
être prolonger à droite puisqu’ils constituent les débuts de certains développements
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en base −β. Il existe a et b tels que dk1dk2 · · · dkka et ck1ck2 · · · ckkb sont (−β)-admissibles.
On a :
dk+11 d
k+1
2 · · · dk+1k dk+1k+1  dk1dk2 · · · dkka.
Si dk+11 d
k+1
2 · · · dk+1k = dk1dk2 · · · dk, c’est ﬁni. Supposons-les diﬀérents. On aurait donc
dk+11 d
k+1
2 · · · dk+1k dk+1k+1 ≺ dk1dk2 · · · dkka
Il existerait un entier j entre 1 et k tel dk+1i = d
k
i pour tout i < j et (−1)j(dk+1j −dkj ) <
0. Ce qui signiﬁerait aussi que dk+11 d
k+1
2 · · · dk+1k ≺ dk1dk2 · · · dkk. Ce qui est absurde puis
que dk1d
k
2 · · · dkk est le minimum alterné des mots (−β)-admissibles de longueur k au
sens de la relation d’ordre. Donc dk+11 d
k+1
2 · · · dk+1k et dk1dk2 · · · dkk sont nécessairement
égaux.
Par un raisonnement analogue, on montre de même que ck+11 c
k+2
2 · · · ck+1k =
ck1c
k
2 · · · ckk. 
Nous avons ainsi déﬁni deux suites (di)i≥1 et (ci)i≥1 telles que d1d2 · · ·dk et
c1c2 · · · ck sont le minimum et le maximum des mots (−β)-admissibles de longueur
k. Par ailleurs, comme X−β est stable par le shift, c2c3 · · · ck est (−β)-admissible.
Ainsi, d1d2 · · · dk−1  c2c3 · · · ck. Donc, c1c2c3 · · · ck  0d1d2 · · · dk−1. On ne peut pas
à priori dire que ces deux mots sont égaux. Par ailleurs, une conséquence du lemme
précédent est que la suite (di)i≥1 apparaît naturellement, au sens de la relation
d’ordre alterné, comme la borne inférieure de l’ensemble des (−β)-développements.
Théorème 2. ( [IS09])
Soient u et v deux nombres réels dans Iβ. Alors, il y a équivalence entre u < v
et d(u,−β) ≺ d(v,−β).
Preuve
Soient (un)n≥1 et (vn)n≥1 les (−β)-développements de u et de v respectivement.
u et v sont diﬀérents signiﬁe que leurs développements en base −β le sont aussi.
Ainsi donc, il existe un entier k ≥ 1 tel que ui = vi pour tout i inférieur à k et
(−1)k(un − vn) non nul. Notons f−β l’application de l’ensemble des suites sur A
dans R déﬁnie par
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f−β : (zi)i≥1 7−→
∑
i≥1
zi
(−β)i . (I.39)
Alors, u et v sont respectivement les images de (un)n≥1 et (vn)n≥1 par (·)−β. De
(I.34), on a
T k−β(u) =
∑
i≥1
uk+i
(−β)i
= (uk+1, uk+2, · · · )−β
et
T k−β(v) =
∑
i≥1
vk+i
(−β)i
= (vk+1, vk+2, · · · )−β.
Donc,
f−β(u1, u2, · · · )− f−β(v1, v2, · · · ) = (−1)
k
βk
(
uk − vk + T k−β(u)− T k−β(v)
)
.
Mais T k−β(u) et T
k
−β(v) sont dans Iβ. Ce qui implique que |T k−β(u) − T k−β(v)| est
inférieur à la longueur de Iβ.
|T k−β(u)− T k−β(v)| < 1.
Ainsi, (−1)k (uk − vk + T k−β(u)− T k−β(v)) est du signe de (−1)k(uk−vk). c’est-à-dire
u− v et (−1)k(uk − vk) sont de même signe. D’où le résultat. 
Le nombre réel lβ = − ββ+1 est dans Iβ. Compte tenu du théorème précédent, son
développement en base −β est alors le minimum des (−β)-développements des réels
de cet intervalle et ne peut être diﬀérent de (di)i≥1.
Corollaire 2. ( [IS09])
Soit (x1, x2, x3, · · · ) une suite (−β)-admissible. Alors, pour tout entier n non nul
(d1, d2, d3, · · · )  (xn, xn+1, · · · ) ≺ (0, d1, d2, · · · ) (I.40)
En particulier
(d1, d2, d3, · · · )  (dn, dn+1, · · · ) ≺ (0, d1, d2, · · · ) (I.41)
Preuve La preuve de la première inégalité de (I.41) découle du théorème 1 en
remarquant que lβ dont le (−β)-développement est .d1d2 · · · est le minimum de Iβ
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ajouté à cela les relations (I.35) et (I.38) qui traduisent le fait que si (xi)i≥1 est le
développement en base −β de x dans Iβ, alors (xi)i≥n+1 est celui de T n−β(x).
Montrons la deuxième inégalité de (I.41). Remarquons tout d’abord que
(xi)i≥n 6= (0, d1, d2, · · · )
puisque
f−β(0, d1, d2, · · · ) = 1−β f−β(d1, d2, · · · )
= rβ et rβ 6∈ Iβ
Si xn 6= 0 alors (xi)i≥n ≺ (0, d1, d2, · · · ). Si xn = 0, la sous-suite (xi)i≥n+1 étant
aussi un développement et compte tenu de ce qui précède , (di)i≥1 ≺ (xi)i≥n+1. Il
existe donc un entier k tel que xn+i = di, i < k et (−1)k(dk − xn+k) < 0. Et donc
(−1)k+1(xn+k − dk) < 0. C’est-à-dire (0, xn+1, xn+2, · · · ) ≺ (0, d1, d2, · · · ).
La relation (I.41) s’obtient en remplaçant (xi)i≥1 par la suite (di)i≥1. Ce qui
achève la preuve du corollaire. 
La réciproque du corollaire ci-dessus est en générale fausse. En eﬀet, d1d1d1 · · · est
le (−d1)-développement de d1d1+1 . f−β(d1, d1, d1, · · · ) = − d1d1+1 . On vériﬁe facilement
que f−β(d1−1, 0, d1−1, 0, · · · ) = − d1d1+1 . Et la suite (d1−1, 0, d1−1, 0, · · · ) vériﬁe bien
les conditions données en (I.41). En fait, (I.41) implique que le (−β)-développement
de lβ est un mot de Lyndon (pour la relation d’ordre alterné) associé à β. Une
situation similaire se produit pour les bases positives.
Nous avons vu que f−β est croissante sur les suites inﬁnies (−β)-admissibles.
On complète ce résultat sur les suites ﬁnies (−β)-admissibles. Ceci fait l’objet du
théorème suivant :
Théorème 3. Soient (x1, x2, · · ·xn) et (y1, y2, · · · , yn) deux mots finis admissibles.
Alors,
(x1, x2, · · ·xn) ≺ (y1, y2, · · · , yn)⇒ f−β(x1, x2, · · · , xn) < f−β(y1, y2, · · · , yn).
(I.42)
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Lemme 4. Pour toute suite finie (−β)-admissible u1 · · ·un on a
− 1 < f−β(u1, u2, · · · , un) < 1. (I.43)
En particulier,
− 1 < f−β(d1, d2, · · · , dn) ≤ 0 et 0 ≤ f−β(0, d1, d2, · · · , dn) < 1. (I.44)
Preuve La suite ﬁnie (u1, u2, · · · , un) est (−β)-admissible signiﬁe qu’il existe
(un+1, un+2, · · · ) telle que (u1, u2, · · · , un, un+1, un+2, · · · ) soit un développement en
base−β. Compte tenu du fait que (un+1, un+2, · · · ) est lui aussi un (−β)-développement,
on a
− β
β + 1
≤ f−β(un+1, un+2, · · · ) < 1
β + 1
.
De plus,
f−β(u1, · · · , un) = f−β(u1, u2, · · · )− 1
(−β)nf−β(un+1, un+2, · · · ), d’où
− β
β + 1
− 1
βn−1(β + 1)
< f−β(u1, u2, · · · , un) < 1
β + 1
+
1
βn−1(β + 1)
.
On obtient le résultat escompté en minorant − 1
βn−1(β+1) par − 1β+1 et on majore
1
β+1
+ 1
βn−1(β+1) par
β
β+1
.
Dans le cas particulier de (u1, u2, · · · , un) = (d1, d2, · · · , dn), on a
f−β(d1, d2, · · · , dn) = f−β(d1, d2, · · · )− 1
(−β)nf−β(dn+1, dn+2, dn+3, · · · )
= − β
β + 1
− 1
(−β)nf−β(dn+1, dn+2, · · · ), d’où
− β
β + 1
− 1
βn−1(β + 1)
< f−β(d1, d2, · · · , dn) < − β
β + 1
+
1
βn−1(β + 1)
et donc
−1 < f−β(d1, d2, · · · , dn) < 0.
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Pour l’encadrement de f−β(0, d1, d2, · · · , dn), on applique un raisonnement ana-
logue 
Nous avons vu qu’il existe des suites (xi)i≥1 telle que pour tout entier strictement
positif n
(d1, d2, d3, · · · )  (xn, xn+1, · · · ) ≺ (0, d1, d2, · · · ). (I.45)
Appelons S l’ensemble des suites qui vériﬁent (I.45). Au sens de la relation
d’ordre alterné, l’application f−β reste croissante sur S par passage à la limite du
résultat du théorème 2.
Définition 11. Soit x un nombre réel. Dans la suite nous appellerons représentation
de x en base −β ou (−β)-représentation de x, toute suite (xi)i≥1 vérifiant la relation
(I.45) telle que :
f−β(x1, x2, x3, · · · ) = x
Il est donc intéressant de caractériser les (−β)-représentations de nombres de
l’intervalle Iβ. Pour ce faire, prenons (yi)i≥1 et (zi)i≥1 deux (−β)-représentations
d’un réel y de cet intervalle. Sans perte de généralité, on choisit (yi) comme la
représentation correspondant au (−β)-développement. On a donc :
f−β(y1, y2, y3, · · · ) = f−β(z1, z2, z3, · · · ) = y
Il existe un entier k ≥ 1 tel que yi = zi pour tout i plus petit que k et (−1)k(yk−zk) 6=
0. Ainsi donc,
yk − zk + f−β(yk+1, yk+2, · · · )− f−β(zk+1, zk+2, · · · ) = 0 (I.46)
Mais f−β est croissante de sur S. Donc f−β(yk+1, yk+2, · · · ) et f−β(zk+1, zk+2, · · · )
sont dans Iβ. Autrement dit
|f−β(yk+1, yk+2, · · · )− f−β(zk+1, zk+2, · · · )| ≤ 1.
Nous pouvons alors résoudre (I.46) :
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

yk − zk = 1∑
i≥1
yk+i
(−β)i −
∑
i≥1
zk+i
(−β)i = −1
(I.47)
ou


yk − zk = −1∑
i≥1
yk+i
(−β)i −
∑
i≥1
zk+i
(−β)i = 1
(I.48)
(i) Dans le cas (I.47),
∑
i≥1
yk+i
(−β)i = lβ et
∑
i≥1
zk+i
(−β)i = rβ . Comme (yi)i≥1 est un
(−β)-développement, (yi+k)i≥1 = (di)i≥1 et (zi+k)i≥1 est une représentation de
rβ.
(ii) Dans le cas (I.48), il n’y a pas de solution sinon (yi+k)i≥1 serait une repré-
sentation de rβ.
Si (yi)i≥1 n’était qu’une représentation de y, dans le cas (I.47), (yi+k)i≥1 aurait
été une représentation de lβ et aussi, le cas (I.48) admettrait de solution et les rôles
de (yi+k)i≥1 et (zi+k)i≥1 auraient été tout simplement inversés. En d’autres mots, (i)
et (ii) seraient la même et unique chose.
Regardons en particulier le cas y = lβ. Si lβ admet plus d’une (−β)-représentation
alors son (−β)-développement (di)i≥1 ﬁnit par (di)i≥1, c’est-à-dire qu’il est pério-
dique. Ceci nous permet de regarder sous quelles conditions une suite (di)i≥1 est
le (−β)-développement de lβ pour un certain β > 1. Cette question avait déjà été
abordée par Wolfgang Steiner dans [Ste13]. On donne une autre résolution à ce
problème.
On pose :
Lyn = {(di)i≥1|mink  (di)i≥1  maxk ≺ φ∞(1) et (di)i≥1 6= a1 · · · ak} (I.49)
avec :
mink =


a1a2 · · · ak−1(ak − 1)0a1a2 · · · ak si k pair
a1a2 · · · aka1a2 · · ·ak−1(ak − 1)0 si k impair
(I.50)
maxk =


a1a2 · · · ak si k pair
a1a2 · · · ak−1(ak − 1)0 si k impair
(I.51)
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Théorème 4. Une suite (di)i≥1 sur un alphabet A est le (−β)-développement de
− β
β+1
pour un certain β > 1 si et seulement si les conditions suivantes sont vérifiées :
(a) Pour tout n ≥ 1, (di)i≥1  (di)i≥n ≺ (d∗i−1)i≥1 , d∗0 = 0
(b) (di)i≥1 6∈ Lyn
(c) (di)i≥1 ≺ φ∞(1)
Avant de passer à la preuve, éclaircissons les hypothèses de ce théorème. S’il
existe β > 1 tel que (di)i≥1 est le (−β)-développement de − ββ+1 alors il ne peut
exister un entier n pour lequel on a f−β(dndn+1 · · · ) = 1β+1 .
Le deuxième point signiﬁe que si le mot de Lyndon (di)i≥1 est associé à un réel
β qui, lui est associé à d’autres de Lyndon, alors (di)i≥1 est périodique (c’est alors
la suite a1a2 · · · ak qui n’appartient pas Lyn).
La condition (c) quant à elle traduit tout simplement le fait que l’entropie du
système associé à (di)i≥1 est positive.
Preuve
– Soient β > 1 et (di)i≥1 le (−β)-développement de − ββ+1 en base −β. Par
déﬁnition, le premier point est automatiquement vériﬁé. Par ailleurs, (di)i≥1
est un mot de Lyndon pour la relation d’ordre alterné et génère un système de
Lyndon d’entropie non nulle. Il contient alors le système de Lyndon associé au
mot lim
n→+∞
φn(1). Ceci entraîne le troisième point. En outre, nous avons vu que
lβ admet plusieurs (−β)-représentation si (di)i≥1 est périodique. Ainsi donc,
si (di)i≥1 non périodique de période impaire, (di)i≥1 est le max des mots de
Lyndon associé à β pour la relation d’ordre alterné qui n’appartient pas Lyn.
Le point (b) du théorème est alors vériﬁé. Si par contre, (di)i≥1 est périodique
de période impaire, à la proposition 11, nous avons vu que les systèmes associés
aux mots de Lyndon pour la relation d’ordre alterné (di)i≥1 et (d∗)i≥1 ont même
entropie. Donc,
(d∗)i≥1 ≺ lim
n→+∞
φn(1)
D’où la condition (b)
– Considérons une suite (di)i≥1 vériﬁant (a), (b) et (c). D’après (a), (di)i≥1 est
associé à un réel β et un système dynamique d’entropie log β. Soit donc (ai)i≥1
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le (−β)-développement de − β
β+1
. (ai)i≥1 est alors un mot de Lyndon associé à
β.
Si Lyn est vide, alors (ai)i≥1 = (di)i≥1.
Si Lyn est non vide, lβ admet plusieurs (−β)-représentations. On aurait alors
(ai)i≥1 périodique. Il n’est donc pas dans Lyn. C’est d’ailleurs l’unique mot
de Lyndon pour la relation d’ordre alterné n’appartenant pas à Lyn. Donc
(ai)i≥ = (di)i≥1.
Ce qui achève la preuve du théorème. 
Définition 12. ( [IS09])
On appelle (−β)-shift et on note S−β, la fermeture de l’ensemble des (−β)-
développements pour la topologie induite sur AZ par la topologie discrète. On note
Sd−β le (−β)-shift unilatéral, fermeture de l’ensemble des (−β)-développements des
nombres réels de l’intervalle Iβ.
Lorsque β est entier, le (−β)-développement de lβ donné par l’algorithme (I.36)
est βββ · · · . Par convention les (−β)-développements sont déterminés non pas en
utilisant la suite β (qui est périodique de période impaire 1), mais plutôt au moyen
de la suite (β − 1)0 , c’est-à-dire le mot Lyndon max associé à β. En fait, lorsque
d(lβ,−β) est périodique de période impaire, le plus grand mot de Lyndon associé à
β est dans le (−β)-shift tel qu’il est déﬁni dans [IS09]. Il contiendrait alors un plus
petit système dynamique d’entropie maximale : le système de Lyndon associé au plus
grand mot Lyndon pour la relation d’ordre alterné. On pourrait alors désigner par
(−β)-shift le plus petit système de Lyndon pour la relation d’ordre alterné d’entropie
log β. Il s’agit de l’ensemble des mots (xi)i≥1 sur l’alphabet {0, 1, · · · , ⌊β⌋} tels que :
(d∗i )i≥1  (xi)i≥n pour tout n
avec
(d∗i )i≥1 =


(d1, d2, · · · , d2n, (d2n+1 − 1), 0) si d(lβ,−β) périodique de période 2n+ 1
(di)i≥1 si non .
On retrouve des situations similaires sur le β-shift à l’instar du cas du nombre d’or :
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β =
1 +
√
5
2
. Le développement en base β de 1 est 11. Mais la suite 10 est la suite
qui permet de caractériser le β-shift. Les développements en base β sont alors les
suites s telles que
σn(s) <lex 10 pour tout entier p ,
et le β-shift est alors l’ensemble des suites s telles que
σn(s) ≤lex 10 pour tout entier p .
On note S˜−β le plus petit système de Lyndon dans S−β d’entropie log β. Le
système S˜−β est alors associé au mot (d∗i )i≥1. En base −β, certains nombres n’ont
pas leurs (−β)-développements dans S˜−β si (di)i≥1 diﬀère de (d∗i )i≥1. Dans ce cas, le
(−β)-shift ne sera pas transitif.
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Chapitre II
Codes Préfixes et Mesure Invariante
De Krylov et Bogoliubov, il est bien connu que l’ensemble des mesures invariantes
sur un système dynamique est non vide. Le but de ce chapitre est de munir du sous-
shift S−β d’un outil supplémentaire : une mesure invariante d’entropie maximale.
Une telle mesure est ergodique. Pour un réel β > 1, on étudie l’intrinsèque ergo-
dicité du (−β)-shift. Cette notion fut pour la première fois explorée par William
Parry en 1960. Il est à noter que les mesures ergodiques sur des systèmes dyna-
miques représentent des outils d’étude de leurs indécomposabilité en sous-systèmes
d’entropies non nulles. On utilise des résultats connus sur les systèmes codés, inspirés
des travaux de G. Hansel et F. Blanchard dans [BH86] puis Anne Bertand-Mathis
(voir [BM88]). Dans les lignes à suivre, on commencera par donner un bref aperçu
des systèmes codés, et on ﬁnira par une application au cas des (−β)-shifts.
1 Quelques notions essentielles
1.1 Système Codé
Soient A un alphabet, (X, T ) un système dynamique symbolique sur un alphabet
A . On note L le langage associé. On rappelle quelques déﬁnitions données dans
[BH86].
Définition 13. On dit que le langage L est transitif si pour tout couple de mots
(u, v) de L, il existe w dans A∗ tel que uwv est dans L.
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Un système dynamique (symbolique) sera alors dit transitif si le langage associé
est transitif. Dans [Sig74], Manfred Denker, Christian Grillenberger et Karl Sigmund
parlent de transitivité topologique : considérant (X, T ) un système dynamique topo-
logique ; pour tout ouverts U et V de X, on a U ∩ T−nV 6= ∅ pour un certain n
dans Z. Ceci équivaut à dire que l’orbite
⋃
n∈Z
T nU de tout ouvert non vide U de X
est dense dans X.
Définition 14. Soit A un alphabet, A∗ l’ensemble des mots sur A et A+ = A∗\{ε}
où ε désigne le mot vide. Une partie Y de A+ est un code si elle engendre un sous-
monoïde libre de A∗, c’est-à-dire, si tout u ∈ Y + admet une décomposition unique
en mots de Y .
Une partie C de A∗ est un code préﬁxe (respectivement suﬃxe) si aucun de ses
mots n’est préﬁxe (respectivement suﬃxe) d’un autre. En d’autres termes, aucun
mot de C n’est facteur gauche (respectivement facteur droit) d’un autre mot de C.
C’est-à-dire,
∀u, v ∈ C, u = vw ⇒ u = v et w = ε
où ε est le mot vide.
Définition 15. Un langage L est dit codé s’il existe un code préfixe C tel que L est
l’ensemble des facteurs des concaténations des mots de C. Un sous-système de A∗
est codé si le langage associé est codé. Il est alors transitif.
On appelle rayon de convergence d’un langage L et note ρL le rayon de conver-
gence de la série
∑
n≥1
Card(L ∩An)zn.
Définition 16. Soit C un code préfixe, cn le nombre de mots de longueur n de C et
C∗ le monoïde engendré. On dit que C est récurrent positif si :
∑
x∈C
ρ
|x|
C∗ = 1 et
∑
x∈C
|x|ρ|x|C∗ < +∞ (II.1)
Si l’on pose ρC∗ = 1β , cela donne 1 =
∑
n≥1
cn
βn
et
∑
n≥1
ncn
βn
< +∞ où cn désigne le nombre
de mots de longueur n dans C.
54
II.1 Quelques notions essentielles
En fait, C∗ désigne l’ensemble des mots du système qui se décomposent en pro-
duits de mots du code C.
Théorème 5. (Proposition 2.15, [BH86])
Soit C un code préfixe, µ une mesure invariante sur CZ muni du décalage et h(µ)
son entropie. Alors :
(1) On a l’inégalité
h(µ) ≤ −l(C, µ) log ρC∗ (II.2)
où
l(C, µ) =
∑
x∈C
|x|µ([x]).
(2) Dans l’inégalité ci-dessus, l’égalité est atteinte si on a les deux conditions
suivantes :
(a)
∑
x∈C
ρ
|x|
C∗ = 1,
(b) µ est une probabilité de Bernoulli sur C∗ définie par µ([x]) = ρ|x|C∗ , x ∈ C
1.2 Tour associée au code préfixe
On note Ω le sous-ensemble de CZ × N tel que :
((xn)n∈Z, i) ∈ Ω⇒ 1 ≤ i ≤ |x0|
On peut tout simplement identiﬁer (xn)n∈Z à un élément x de CZ produit des
mots xi du code C.
On déﬁnit l’application T de Ω dans lui-même par :
T ((xn)n∈Z, i) =


((xn)n∈Z, i+ 1) si i < |x0|
((xn+1)n∈Z, 1) si i = |x0|
Le couple (Ω, T ) est appelé tour associée à C.
Définition 17. Un système dynamique topologique mesurable (X,m, g) est dit ergodique
si pour tout ensemble mesurable g-invariant B ⊂ X, on a m(B) = 0 ou m(B) = 1.
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On dit aussi que m est une mesure ergodique par rapport à g ou que g est ergodique
par rapport à m.
Il est dit mélangeant si pour A et B mesurables,
lim
n→→+∞
m(g−n(A) ∩B) = m(A)m(B)
Théorème 6. (Voire proposition 2.16 de [BH86]) Soit C un code préfixe, (Ω, T ) la
tour associée.
– Lorsque µ parcourt MT (Ω), supµ h(µ) = − log ρC∗
– Il existe une probabilité invariante sur Ω, µ et une seule telle que h(µ) =
− log ρC∗ si et seulement si C est récurrent positif. Dans ce cas µ est l’unique
probabilité invariante (donc ergodique) sur Ω induisant sur CZ la probabilité µ
de Bernoulli définie par :
µ([x]) = ρ
|x|
C∗ , x ∈ C .
Preuve Pour la preuve, on se réfère à [BH86]. Le premier volet du théorème
traduit tout simplement le principe variationnel 
On déﬁnit sur la tour (Ω, T ) l’application f par :
f((xn)n∈Z, i) = (yn)n∈Z (II.3)
où l’entier y0 dénote la i-ième composante de x0. Il s’agit là de déplier la suite
(xn)n∈Z. En fait, les xk sont les mots du code et yk les lettres de l’alphabet A et
· · · y−ny−n+1 · · · y−1y0y1 · · · yn · · · = · · ·x−mx−m+1 · · ·x−1x0.x1x2 · · ·xm · · · .
Lorsqu’un système dynamique est codé par un code récurrent positif C, l’en-
semble des points périodiques est dense. On dit que deux mots u et v du langage L
sont dans la même classe du monoïde syntaxique si pour tout couple de mots (a, b),
aub ∈ L⇐⇒ avb ∈ L
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Un système S est dit rationnel (ou soﬁque) si le nombre de classes du langage associé
est ﬁni, il est alors codé par un code récurrent positif.
La mesure
•
µ induite sur le système codé par la mesure µ sur la tour est particu-
lièrement simple : si u1u2 · · ·ur est mot de L,
•
µ([u1u2 · · ·u2]) =
∑
m
µ([m]) =
1∑
n≥1
n.cn
βn
∑
m
1
β |m|
où les sommes sont prises sur l’ensemble des mots m = au1u2 · · ·ukb, a étant préﬁxe
propre d’un mot du code et b un suﬃxe propre ou le mot vide.
A chaque classe du monoïde syntaxique est associé une constante λ strictement
positive telle que si u se trouve dans cette classe, le cylindre [u] a pour mesure
•
µ([u]) =
λ
β |u|
.
Ainsi, la mesure d’un cylindre dépend de sa classe et de sa longueur. S’il existe deux
nombres positifs ǫ et M tels que pour toute classe, 0 < ǫ < λ < M , on dit que
la mesure est homogène (le rapport entre les mesures de deux cylindres de même
longueur est compris entre ǫ
M
et M
ǫ
). Si le P.G.C.D des longueurs des mots du code
est 1, alors la mesure est mélangeante. On l’appelle mesure de Champernowne
.
2 Application au bêta-shift négatif
L’application ne peut se faire de façon simple. On verra que les mots du (−β)-
shift ne peuvent pas toujours s’écrire comme produit des mots d’un code préﬁxe.
Un tel cas aurait été idéal. Toutefois, la diﬃculté peut être contournée si l’ensemble
des suites de S−β qui ne se décomposent pas en produit des mots du code n’est pas
d’entropie maximale.
Dans la suite, (di)i≥1 désigne le développement de lβ = − ββ+1 en base −β. On
oriente l’étude des mesures invariantes vers deux axes. Le premier est le cas où β est
supérieur au nombre d’or que l’on traitera en deux volets selon le développement de
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lβ : d’abord d2i < d1 pour tout i, le code préﬁxe est relativement simple à obtenir ;
le cas pour lequel il existe un certain i tel que d2i = d1, le code est un peu plus
complexe. Le dernier cas concerne les bases −β où β est plus petit que 1+
√
5
2
.
2.1 Bêta supérieur au nombre d’or
Dans cette partie, on considère une base −β telle que β est strictement supérieur
au nombre d’or, 1+
√
5
2
. On note (di)i≥1 le (−β)-développement de lβ = − ββ+1 . Deux
cas se présentent : soit pour tout i, d2i < d1 ou alors il existe au moins un indice
pair 2i en lequel on a : d2i = d1.
2.1.1 Cas d2i < d1 pour tout i
Il est à remarquer que si pour tout i, d2i < d1, alors la suite (dn)n≥1 ne peut
être périodique de période impaire. De plus, cette condition implique que β est plus
grand que le nombre d’or pour lequel (dn)n≥1 = 10. En résumé :
∀i ≥ 1, d2i < d1 ⇒


(di)i≥1 6= (d1, d2, · · · , d2n+1) pour tout n ≥ 1
β ≥ 1+
√
5
2
Ainsi, lorsque d2i < d1 pour tout i, soit la suite (di)i≥1 est non périodique, soit elle
est périodique de période paire.
Remarque 5. Pour β = 1+
√
5
2
, les mots du (−β)-shift sont tels que entre deux 1 il
ne peux y avoir qu’un nombre pair de zéros. Le système est alors codé par {1, 00}
qui est récurrent positif de rayon 1
β
.
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Développement non périodique avec d2i < d1
Pour déterminer un code préﬁxe, on reprend les constructions de Γ1 et Γ2 faites
dans le chapitre précédent en remplaçant Γ1 et Γ2 par Γ et C respectivement.
Γ = {ε, d1, d1d2d3, d1d2d3d4d5, · · · , d1d2d3 · · · d2k+1, · · · }
C = {A1A2 · · ·Amd1 · · · dn−1j;n ∈ N∗, (−1)n(dn − j) < 0, j 6= d1, m ≥ 1, Ai ∈ Γ}
(II.4)
L’ensemble C est un code préﬁxe. Tout produit inﬁni de mots de Γ est admissible
et peut être considéré comme limite d’une suite de mots du code. En eﬀet, le code
préﬁxe C est inﬁni. Si A1A2 · · ·Amd1 · · · dn−1j est dans C, Ai ∈ Γ, lorsque m devient
de plus en plus grand, la queue d1d2 · · · dn−1j tend à disparaître et pour céder la
place à la concaténation d’un grand nombre de Ai de Γ. Le (−β)-shift est alors
scindé en trois partie disjointes : l’ensemble des produits ﬁnis et inﬁnis des mots du
code, le sous-ensemble de S−β des suites qui ﬁnissent par le (−β)-développement
(di)i≥1 de lβ et les mots dont la queue est un produit inﬁni de séquences de Γ.
Théorème 7. Soit β > 1+
√
5
2
, (di)i≥1 le développement en base −β de lβ. On suppose
(di)i≥1 non périodique tel que pour tout i, d2i < d1 et on note C le code préfixe défini
en (II.4). Alors le (−β)-shift S−β est codé par C, c’est-à-dire Lβ = LC∗ où Lβ désigne
le langage associé à S−β. En outre, le code préfixe C est récurrent positif.
Preuve
(a) Montrons que Lβ = LC∗.
Soit n ∈ N − {0}. Le plus petit mot (au sens de la relation d’ordre alterné) de
longueur n dans le langage Lβ est d1d2 · · · dn et le plus grand est 0d1d2 · · · dn−1. La
première séquence est le début d’un certain nombre de mots du code C. La deuxième
est le produit d’un mot du code (le mot 0 de longueur 1) et du début d’un mot du
code (la séquence d1d2 · · · dn−1). Ils sont donc dans LC∗ .
Soit x1x2 · · ·xn ∈ LC∗ . Alors, on a
d1d2 · · · dn  x1 · · ·xn  0d1d2 · · · dn−1.
Il y a deux situations possibles, soit x1x2 · · ·xn est un produit de mots du code
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(dans ce cas, il ﬁnit sous la forme d1d2 · · · dk−1i) ou alors il ﬁnit par le début d’un
mot du code (il ﬁnit sous la forme d1d2 · · · dk).
Montrons que tout successeur et prédécesseur dans Lβ d’un mot de LC∗ est dans
LC∗ . Il suﬃt de le montrer pour les mots du type d1 · · · dk−1i, d1 · · · d2p−1d1 · · ·dk et
jd1d2 · · · dk avec (−1)k(dk− i) < 0, i 6= d1. Il s’agit de diﬀérents types de ﬁn de mots
du langage LC∗ :
– Pour i 6= d1,
d1d2 · · · dk−1(i− (−1)k) ≺ d1d2 · · · dk−1i ≺ d1d2 · · · dk−1(i+ (−1)k) avec i 6= 0 .
Il est clair que ces trois mots sont consécutifs dans Lβ et appartiennent à LC∗ .
Si i = 0, on a


d1 · · · dk−11 ≺ d1d2 · · · dk−10 ≺ d1d2 · · · dk−2(dk−1 + 1)d1 si k est impair ,
d1 · · · dk−2(dk−1 − 1)d1 ≺ d1d2 · · · dk−10 ≺ d1d2 · · · dk−11 si k est pair .
– On considère maintenant la séquence d1d2 · · · d2m+1d1d2 · · ·dn.
d1 · · · d2m+1d1 · · · dp−1(dp + (−1)p) ≺ d1d2 · · · d2m+1d1 · · · dp.
Ces mots sont consécutifs et appartiennent à LC∗ .
En outre,
d1 · · · d2m+1d1 · · · dp ≺ d1 · · · d2m(d2m+1 − 1)0d1 · · · dp−1.
Soit X1X2 un mot de Lβ tel que
d1 · · · d2m+1d1 · · · dp  X1X2  d1 · · · d2m(d2m+1 − 1)0d1 · · · dp−1
avec X1 et X2 de longueurs 2m+1 et p respectivement. On a X1 = d1 · · · d2m+1
ou X1 = d1 · · · d2m(d2m+1 − 1).
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d1d2 · · · dp  X2  0d1d2 · · · dp−1.
D’où,
d1 · · · d2m+1X2  d1 · · · d2m+1d1 · · · dp ⇒ X2 = d1 · · · dp
ou alors
d1 · · · d2m(d2m−1−1)0d1 · · ·dp−1  d1 · · · d2m(d2m+1−1)X2 ⇒ X2 = 0d1 · · ·dp−1.
Donc d1 · · · d2m(d2m−1 − 1)0d1 · · · dp−1 et d1 · · · d2m−1d1 · · · dp sont consécutifs
et appartiennent à LC∗ .
– Il ne reste plus qu’à déterminer le successeur et le prédécesseur de jd1 · · · dk.
jd1 · · · dk−1(dk + (−1)k) ≺ jd1d2 · · ·dk ≺ (j − 1)0d1 · · ·dk−1.
Ces mots sont consécutifs dans Lβ et ils appartiennent à LC∗ .
Le résultat découle du fait si on considère trois mots consécutifs u, v et w, en leur
ajoutant un même mots à droite, le caractère consécutif est conservé. (pour tout n
le langage LC∗ contient les plus grand et plus petit mot de longueur n de Lβ , il vient
alors que tout mot de longueur n, u de Lβ tel que d1 · · · dn  u  0d1 · · · dn−1 est
dans LC∗ ; ce qui implique que Lβ = LC∗)
(b) Montrons que le code C est récurrent positif.
Le code préﬁxe C est de rayon de convergence 1
β
puisque S−β est codé par C.
On note cn le nombre de mots de longueur n du code. D’après la relation (I.14) du
premier chapitre, on sait que :
c1 = d1, c2 = d1 − d2 − 1 et pour n ≥ 3, cn = cn−1 + cn−2 + (−1)n(dn−2 − dn).
Soit S(z) la série déﬁnie par S(z) =
∑
n≥1
cnz
n =
∑
x∈C
z|x|. On a :
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∑
n≥1
cnz
n = d1z + (d1 − d2)z2 − z2 +
∑
n≥3
(cn−1 + cn−2)zn +
∑
n≥3
(−1)n(dn−2 − dn)zn
= −z2 + (z + z2)
∑
n≥1
cnz
n + (1− z)
∑
n≥1
(−1)n(dn−1 − dn)zn.
Ce qui implique,
(1− z − z2)(1−
∑
n≥1
cnz
n) = (1− z)(1 −
∑
n≥1
(−1)n(dn−1 − dn)zn). (II.5)
– Montrons que
∑
n≥1
cn
βn
= 1
La série de droite est nulle en 1
β
= ρC∗ . Dans le cas présentement étudié,
β > 1+
√
5
2
, et 1− 1
β
− 1
β2
est non nul. Alors 1− ∑
n≥1
cnz
n est nulle en 1
β
. D’où
∑
n≥1
cn
βn
= 1
– Montrons que
∑
x∈C
|x|
β|x| =
∑
n≥1
ncn
βn
< +∞.
En multipliant la dérivée en 1
β
de S(z) par 1
β
, on a
(1− 1
β
− 1
β2
)
∑
n≥1
ncn
βn
= (1− 1
β
)
∑
n≥1
n
dn−1 − dn
(−β)n .
La suite (di)i≥1 étant bornée, le membre de droite est alors ﬁni, ce qui implique
que
∑
n≥1
ncn
βn
< +∞.
On en déduit que le code C est récurrent positif 
Cas des développements périodiques de période paire avec d2i < d1
On sait que, dans ce cas, le (−β)-shift est soﬁque et transitif donc codé. Étudions
tout de même le code. On reprend les notations du paragraphe précédent et on
suppose dans celui-ci que lβ a un développement périodique de période paire en
base −β, disons 2n.
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d(lβ,−β) = d1d2 · · · d2n
On pose :
Γ1 =
{
d1 · · · dk−1j; 1 ≤ k ≤ 2n, (−1)k(dk − j) < 0, j 6= d1
} ∪ {d1d2 · · ·d2n}
Γ = {d1, d1d2d3, d1d2d3d4d5, · · · , d1d2d3 · · · d2n−1}
C = {x1x2 · · ·xmu;m ∈ N, xi ∈ Γ et u ∈ Γ1}
(II.6)
Par construction, C est un code préﬁxe. Par un raisonnement analogue à celui
mené à la preuve du théorème 7 précédent, on montre facilement que Lβ = LC∗ .
Théorème 8. Soit β > 1, (di)i≥1 le (−β)-développement de lβ. On suppose (di)i≥1
périodique de périodique paire 2n et on note C le code préfixe de S−β défini en II.6.
Alors, C est récurrent positif.
Preuve
C = Γ ∪ (d1Γ) ∪ (d1d2d3Γ) ∪ · · · ∪ (d1 · · · d2n−1Γ).
Soit ck le nombre de mots de longueur k du code. Alors, c1 = d1, c2 = d1 − d2 − 1
et pour 3 ≤ k ≤ 2n− 1
ck = ck−1 + ck−3 + · · ·+ c2 + dk si k est impair,
ck = ck−1 + ck−3 + · · ·+ c3 + d1 − dk − 1 si k est pair .
Et pour k ≥ 2n+ 1, on a
ck = ck−1 + ck−3 + · · ·+ ck−2n+1.
Le rayon de convergence de la série
∑
n≥1
cnz
n est supérieur à celui de
∑
n≥1
Card(C∗∩
An)zn qui vaut 1
β
puisque L−β = LC∗ . Dans la boule de centre 0 et de rayon 1β , on
a :
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∑
n≥1
cnz
n = −
2n∑
k=1
(−1)kdkzk −
n−1∑
k=1
z2k +
(
n−1∑
k=0
z2k+1
)∑
k≥1
ckz
k.
D’où
(1−
n−1∑
k=0
z2k+1)(
∑
k≥1
ckz
k − 1) = −1−
2n∑
k=1
(−1)k(dk + 1)zk + z2n.
Ceci implique que
∑
k≥1
ck
βk
< +∞. Par ailleurs, (di)i≥1 étant périodique de période 2n,
(1− z2n)(
∑
k≥1
(−1)k(dk + 1)zk − 1) = −1−
2n∑
k=1
(−1)k(dk + 1)zk + z2n.
Donc,
∑
k≥1
ck
βk
= 1. Par conséquent, C est récurrent positif 
Nous avons vu que pour β > 1+
√
5
2
avec (di)i≥1, le (−β)-développement de lβ, tel
que d2i < d1, le (−β)-shift est codé par un codé préﬁxe récurrent positif. Les lignes
à suivre étudient le cas pour lequel d1 apparaît en indice pair dans la suite (di)i≥1.
C’est le cas par exemple des développements périodiques de périodes impaires.
2.1.2 Cas d2i = d1 pour un certain i et β plus grand que le nombre d’or
Comme dans les paragraphes précédents, il existe un sous-ensemble ∆∗ de S−β
composé des suites qui sont produits des débuts (de longueurs impaires) de la suite
(di)i≥1. Par analogie à Γ, on va déterminer un sous-ensemble du langage L−β que
l’on note ∆ tel que les suites de ∆∗ soient admissibles.
Dans ce paragraphe, nous allons supposer qu’il existe deux suites (ﬁnies ou inﬁ-
nies) (ni)i≥1 et (pi)i≥1 telles que :
d(lβ,−β) = d1d2 · · ·d2n1−1d1 · · · dp1d2n1+p1 · · · d2n2−1d1 · · · dp2d2n2+p2 · · · d2n3−1 · · ·
(II.7)
d2ni−1 est suivi de d1 · · · dpid2ni+pi · · · d2ni+1−1. La relation II.5 traduit l’existence
d’un entier i pour lequel d2i vaut d1. La suite (ni)i≥0 est croissante et (pi)i≥0 est
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telle que 2ni − 1 > pi. Si 2ni − 1 = pi, le (−β)-développement de lβ est pério-
dique de période 2ni − 1. La nécessité de regarder ce cas vient du fait que dans
le paragraphe précédent, nous considérions que les produits inﬁnis des mots de Γ1
étaient admissibles. Toutefois, ceci n’est vrai que pour d2i < d1 pour tout i. Les
sous-ensembles de mots de S−β déﬁnis par {d1d2 · · · dk−1j|(−1)k(dk − j) < 0} sont
vides pour 2ni < k ≤ 2ni + pi − 1. Ceci nous amène donc à modiﬁer un tout petit
peu le code préﬁxe établi dans le paragraphe précédent.
Caractérisons ∆. Par analogie aux mots de Γ, ceux de ∆ ﬁnissent par un début
de longueur impaire de (di)i≥1. ∆ sera l’ensemble des mots :
d1 · · · d2k−1, avec 2ni + pi ≤ 2k − 1 < 2ni+1 − 1 et n ∈ N
d1 · · · d2ni−1d1 · · · d2k−1, avec 2nj + pj ≤ 2k − 1 < 2nj+1 − 1 et nj ≥ ni
d1 · · · d2ni−1d1 · · · d2k−1, avec pi + 1 ≤ 2k − 1 < 2ni − 1
...
Posons Bki = d1d2 · · · d2nki−1, et avec ki ≤ ki+1, de façon plus générale, les mots
de ∆ sont de la forme :
Bk1Bk2 · · ·Bkmd1d2 · · · d2k−1 (II.8)
où 2nkm + pkm ≤ 2k − 1 < 2nkm+1− 1 ou alors pkm + 1 ≤ 2k− 1 < 2nkm − 1. On
a donc le code préﬁxe explicité ci-dessous :
Le code préfixe
Nous avons vu que ∆ est déﬁni comme suit :
∆ = {Bk1 · · ·Bkmd1 · · · d2k−1 déﬁni en (II.6) avec km ∈ N }
Considérons l’ensemble Γ des mots Bk1 · · ·Bkmd1 · · · dk−1j tels qu’on ait les condi-
tions suivantes :
– (−1)k(dk − j) < 0
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– j 6= d1
– 2nkm + pkm < k ≤ 2nkm+1 − 1 ou pkm + 1 < k ≤ 2nkm − 1
– (−1)pkm (dpkm+1 − j) > 0 et (−1)pkm (dpkm+2nkm − j) < 0
Γ = {Bk1 · · ·Bkmd1 · · ·dk−1j|k > 0, km ≥ 0}
Soit C = Γ ∪ {x1x2 · · ·xku|xi ∈ ∆, u ∈ Γ et |u| > 1}.
On peut réécrire C sous la forme :
C = Γ ∪

⋃
x∈∆
|x|=1
xC1

 ∪

⋃
x∈∆
|x|=2
xC1

 ∪ · · · ∪

⋃
x∈∆
|x|=n
xC1

 ∪ · · · (II.9)
où C1 = {y ∈ C : |y| > 1}, est un code préﬁxe. En fait, c’est le sous-ensemble de
S−β qui engendre les mots périodiques. Ce sont les mots admissibles de la forme
x1x2 · · ·xkd1d2 · · · dk−1j ou chaque xi est un début du (−β)-développement de lβ et
d1d2 · · · dk−1j0 admissible.
Il est à noter que si (di)i≥1 est périodique de période impaire, le langage LC∗ est
distinct Lβ , celui du (−β)-shift.
Proposition 13. Étant donné β ≥ 1 et (di)i≥1 le (−β)-développement de lβ, si
(di)i≥1 est périodique de période impaire alors le (−β)-shift n’est pas un système
codé.
Preuve On suppose d(lβ,−β) périodique de période 2n + 1. Il suﬃt de voir
que dans ce cas, la séquence d1d2 · · · d2n+1 ne peut être suivie que par un début du
développement. En eﬀet, soit d1d2 · · · d2n+1X un mot de L−β . Alors
d1d2 · · · d2n+1d1 · · · d|X|  d1d2 · · ·d2n+1X.
Par ailleurs, d1d2 · · · d2n+1X est admissible implique que d1 · · · d|X|  X
d1 · · · d|X|  X ⇒ d1 · · · d2n+1X  d1d2 · · ·d2n+1d1 · · · d|X|.
Il vient alors que X = d1d2 · · · d|X|. Le système dynamique S−β n’est donc pas transi-
66
II.2 Application au bêta-shift négatif
tif. D’après [BH86], tout système codé est transitif. Donc si d(lβ,−β) est périodique
de période impaire, S−β ne peut être codé 
Remarque 6. Notons S˜−β le plus petit système de Lyndon d’entropie maximale
contenu dans le (−β)-shift S−β. Si d(lβ,−β) non périodique de période impaire,
S˜−β = S−β. Si d(lβ,−β) = (di)i≥1 périodique de période impaire 2n + 1, alors S˜−β
est associé au mot (d∗i )i≥1 = (d1, d2, · · · , d2n, d2n+1 − 1, 0) et est codé par C défini en
II.9. S−β\S˜−β est l’ensemble des suites qui finissent par d1d2 · · ·d2n+1.
Théorème 9. Soit β > 1+
√
5
2
et d(lβ,−β) = (di)i≥1. S’il existe un entier i tel que
d2i = d1, alors le code préfixe C défini en II.9 est récurrent positif. Le (−β)-shift est
le système codé associé (sauf si (di)i≥1 est périodique de période impaire, dans ce cas
S˜−β est le système codé associé).
Preuve Notons cn, δn et an les nombres de mots de longueur n dans C , Γ et
∆ respectivement. De la relation (II.7), on a :
∑
n≥1
cnz
n =
∑
n≥1
δnz
n +
∑
n≥2
a1z
n+1 +
∑
n≥2
a2cnz
n+2 +
∑
n≥2
a3cnz
n+3 + · · ·
=
∑
n≥1
δnz
n + (
∑
n≥1
anz
n)(
∑
n≥1
cnz
n)− c1
∑
n≥1
anz
n+1.
D’où
(1−
∑
n≥1
anz
n)
∑
n≥1
cnz
n =
∑
n≥1
δnz
n − c1
∑
n≥1
anz
n+1 et donc
(1−
∑
n≥1
anz
n)(1−
∑
n≥1
cnz
n) = 1−
∑
n≥1
anz
n −
∑
n≥1
δnz
n +
∑
n≥1
d1anz
n+1.
Soit ǫ
′
n tel que :
ǫ
′
n =


0 si n pair ,
0 si 2ni ≤ n ≤ 2ni + pi − 1 pour un certain i ,
1 si 2ni + pi ≤ n ≤ 2ni+1 − 3 et n impair .
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Ainsi déﬁni, ǫ
′
n compte le nombre de ”mauvais mots” de la forme d1d2 · · · dn avec n
entre 2ni + pi et 2ni+1 − 3. Si ∆′ est l’ensemble de ses mots, notons ∆i l’ensemble
des "mauvais mots” commençant par d1 · · · d2ni−1d1 · · · dpi+1. On a :
∆ = ∆
′ ∪∆1 ∪∆2 ∪∆3 · · · . (II.10)
Ainsi, on a :
∑
n≥1
anz
n =
∑
n≥1
ǫ
′
nz
n +
∑
k1≥1

 ∑
n≥pk1+1
ak1,nz
n


où ai,n est le nombre de mots de longueur n dans ∆i. Appelons Jk l’ensemble des
indices ik tels que 2nik − 1 < pk. Ainsi
∑
n≥pk1+1
ak1,nz
n =
∑
n≥1
anz
n+2nk1−1 −
∑
n≤pk1
ǫ
′
nz
n+2nk1−1
−
∑
k2∈Jk1

 ∑
n≥pk2+1
ak2,nz
n+2nk1−1

 .
On applique le même principe à la somme sur les n plus grands que pk2 + 1 et ainsi
de suite jusqu’à atteindre p1. On a alors :
∑
n≥1
anz
n =(
∑
n≥1
anz
n)(
∑
k1≥1
z2nk1−1(1−
∑
k2∈Jk1
z2nk2−1(1−
∑
k3∈Jk2
z2nk3−1(1− · · ·
· · · (1− z2n1−1) · · · )))) +
∑
n≥1
ǫ
′
nz
n−
∑
k1≥1
∑
n≤pk1
ǫ
′
nz
n+2nk1−1 +
∑
k1≥1
∑
k2∈Jk1
∑
n≤pk1
ǫ
′
nz
n+2nk1+2nk2−2−
∑
k1≥1
∑
k2∈Jk1
∑
k3∈Jk2
∑
n≤pk1
ǫ
′
nz
n+2nk1+2nk2+2nk3−3 · · · .
(II.11)
Pour une simpliﬁcation d’écriture, on pose
A(ni) =
∑
k1≥1
z2nk1−1(1−
∑
k2≤pk1
z2nk2−1(1−
∑
k3≤pk2
z2nk3−1(· · · ))).
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Les mots d1 · · · d2ni−1 sont admissibles contrairement à certains de leurs pro-
duits. Les coeﬃcients de la série A(ni) permettent de compter les mots admissibles
produits des séquences de la forme d1d2 · · · d2ni−1. Les produits de deux pièces
d1 · · ·d2ni−1d1 · · ·d2nj−1d1d2 · · · ne sont pas admissibles si 2nj − 1 est inférieur à
pi. Ceci justiﬁe le signe " - " devant la somme sur k2 ∈ Jk2 . Toutefois, la concaté-
nation de ces produits bannis avec d1 · · · d2nk−1 donne des pièces admissibles pour
certains k tel que 2nk−1 plus petit que pj (somme sur k3 dans Jk2), etc. Plus généra-
lement, si Xki = d1 · · · d2nki−1 et 2nki−1 < pki−1 , Xk1Xk2 · · ·Xkn n’est pas périodique
(respectivement Xk1Xk2 · · ·Xkn est périodique) si n paire (respectivement n impair)
mais Xk1Xk2 · · ·XknXkn+1 l’est (respectivement ne l’est pas) pour 2nkn+1 < pkn.
(1− A(ni))
∑
n≥1
anz
n =
∑
n≥1
ǫ
′
nz
n −
∑
k1≥1
∑
n≤pk1
ǫ
′
nz
n+2nk1−1
+
∑
k1≥1
∑
k2∈Jk1
∑
n≤pk1
ǫ
′
nz
n+2(nk1+nk2−1)
−
∑
k1≥1
∑
k2∈Jk1
∑
k3∈Jk2
∑
n≤pk1
ǫ
′
nz
n+2nk1+2nk2+2nk3−3 · · · .
(II.12)
En remplaçant ǫ
′
n par sa valeur, on a :
(1−A(ni))(1−
∑
n≥1
anz
n) =1−
∑
i≥0
(
2ni+1−1∑
2n+1=2ni+pi
z2n+1
)
+
∑
k1≥1
∑
i≥0


2ni+1−1∑
2n+1=2ni+pi
2n+1≤pk1
z2nk1+2n

− · · ·
(II.13)
et
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(1− A(ni))
∑
n≥1
d1anz
n+1 =1−
∑
i≥0
(
2ni+1−2∑
2n=2ni+pi+1
d1z
2n
)
+
∑
k1≥1
∑
i≥0


2ni+1−2∑
2n=2ni+pi+1
2n≤pk1+1
d1z
2nk1−1+2n

− · · · .
(II.14)
Il ne reste plus qu’à évaluer la somme
∑
n≥1
δnz
n. Pour ce faire, soit (ǫn)n≥1 la suite
déﬁnie par :
ǫn =


d1 − dn − 1 si n pair et 2ni + pi < n ≤ 2ni+1 − 2 ,
dn si 2ni + pi < n ≤ 2ni+1 − 1 et n impair ,
(−1)pi+1(d2ni+pi − dpi+1)− 1 si n = 2ni + pi .
(II.15)
ǫn compte le nombre de mots de longueur n de la forme d1d2 · · · dn−1i où (−1)n(dn−
i) < 0 et i diﬀérent de d1. Notons Γ
′
l’ensemble de ces mots. On peut alors mettre
Γ sous la forme :
Γ = Γ
′ ∪ Γ1 ∪ Γ2 ∪ Γ3 · · · (II.16)
où Γi désigne l’ensemble des mots de la forme d1d2 · · ·d2ni−1d1 · · ·dpidpi+1 · · ·dkj,
avec (−1)k+1(dk+1− j) < 0 et j diﬀérent de d1. Désignons par δin le nombre de mots
de longueur n dans Γi. Nous avons donc :
∑
n≥1
δnz
n =
∑
n≥1
ǫnz
n +
∑
k1≥1

 ∑
n≥pk1+2
δk1,nz
n

 (II.17)
Mais
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∑
n≥pk1+2
δk1,nz
n =
∑
n≥1
δnz
n+2nk1−1 −
∑
n≤pk1+1
ǫnz
n+2nk1−1
−
∑
k2∈Jk1

 ∑
n≥pk2+2
δk2,nz
n+2nk−1


En appliquant le même principe à la série
∑
n≥pk2+2
δk2,nz
n+2nk−1 et en continuant
le processus jusqu’à p1, la série (II.17) donne alors :
∑
n≥1
δnz
n =
∑
n≥1
δnz
nA(ni) +
∑
n≥1
ǫnz
n −
∑
k1≥1
z2nk1−1
∑
n≤pk1+1
ǫnz
n
+
∑
k1≥1
z2nk1−1
∑
k2∈Jk1
z2nk2−1
∑
n≤pk2+1
ǫnz
n · · · .
(II.18)
Compte-tenu de (II.15), on a :
(1− A(ni))
∑
n≥1
δnz
n =−
∑
i≥0
2ni+1−1∑
2n=2ni+pi
(d2n + 1)z
2n
+
∑
k1≥1
∑
i≥0
2ni+1−1∑
2n=2ni+pi
2n≤pk1
(d2n + 1)z
2n+2nk1−1
−
∑
k1≥1
∑
k2∈Jk1
∑
i≥0
2ni+1−1∑
2n=2ni+pi
2n≤pk2
(d2n + 1)z
2n+2nk1+2nk2−2 + · · ·
+
∑
i≥0
2ni+1−1∑
2n+1=2ni+pi
d2n+1z
2n+1
−
∑
k1≥1
∑
i≥0
2ni+1−1∑
2n=2ni+pi
2n+1≤pk1
d2n+1z
2n+2nk1 + · · ·
+
∑
i≥0
2ni+1−2∑
2n=2ni+pi
d1z
2n
−
∑
k1≥1
∑
i≥0
2ni+1−1∑
2n=2ni+pi
d1z
2n+2nk1−1 + · · ·
(II.19)
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D’après (II.13), (II.14) et (II.19), (1− ∑
n≥1
anz
n)(1−A(ni))
∑
n≥1
cnz
n vaut alors
1 +
∑
i≥0
2ni+1−1∑
n=2ni+pi
(−1)n(dn + 1)zn +
∑
k1≥1
∑
i≥0
2ni+1−1∑
n=2ni+pi
n≤pk1
(−1)n(dn + 1)zn+2nk1−1
+
∑
k1≥1
∑
k2∈Jk1
∑
i≥0
2ni+1−1∑
n=2ni+pi
n≤pk2
(−1)n(dn + 1)zn+2nk1+2nk2−2 + · · · .
Pour un certain couple d’entiers (i, n), ﬁxons ki. Remarquons tout d’abord que
dn = dn+2nki−1 tant que n reste inférieur ou égal à pki. Ceci nous amène à conclure
que :
(1−
∑
n≥1
anz
n)(1−
∑
n≥1
cnz
n)(1− A(ni)) = 1 +
∑
n≥1
(−1)n(dn + 1)zn. (II.20)
La série de droite est nulle en 1
β
. Donc, le membre de gauche l’est aussi. Les plus
petits zéros en module de 1−∑
n≥1
anz
n et 1−A(ni) sont plus grands que 21+√5 . Donc :
∑
n≥1
cn
βn
= 1
La suite (di)i≥1 étant bornée, il suit que
∑
n≥1
n(dn−1−dn)
(−β)n < +∞. Ceci implique que
∑
n≥1
ncn
βn
< +∞.
On en déduit alors que le code C est récurrent positif 
Remarque 7. Le P.G.C.D. des longueurs des mots de chacun des différents codes
construits aux paragraphes 2.1.1 et 2.1.2 est 1. En effet, il suffit de voir que dans
chaque cas, le code admet au moins un mots de longueur 1.
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2.2 Bêta plus petit que le nombre d’or
Code préfixe
On aurait pu inclure ce paragraphe dans le cas d2i = d1 pour un certain i. En
eﬀet, pour β ≤ 1+
√
5
2
, le développement en base −β est tel que 1 est suivi d’un
nombre pair de zéros, la plus longue séquence de zéro possible étant celle donnée
entre le premier 1 du développement et le second.
d(l 1+√5
2
,−1 +
√
5
2
) = 10.
β < 1+
√
5
2
implique que :
10 ≺ (di)i≥1
Donc, il existe un entier n tel que d1d2 · · · dn−1 = 10 · · ·0 et (−1)n+1dn < 0. C’est-à-
dire que n est pair et dn = 1. Ainsi, dans ce paragraphe, nous supposerons toujours
qu’il existe une suite (ni)i≥1 telle que :
d(lβ,−β) = 102n1102n2102n31 · · · , avec ni ≤ n1 (II.21)
On voit donc que (di)i≥1 est un produit de ses débuts de longueurs impaires (il y
a une inﬁnité de 1 = d1 en des indices pairs car ni ≤ n1). Ce qui distingue ce cas
de celui précédemment étudié pour d2i = d1 est que l’ensemble C qui servait de
code préﬁxe est réduit au singleton {0}. Le sous-ensemble C∗ serait alors d’entropie
topologique nulle et ne peut donc porter la mesure d’entropie maximale.
Par ailleurs, d’après la relation II.21, 1 ne peut être suivi de plus de 2n1 zéros
sauf si n1 est inﬁni (dans ce cas β = γ0). La conséquence est que si β est strictement
plus petit que le nombre d’or, alors les systèmes S−β et S˜−β ne sont pas transitifs
donc pas du tout codés. On reprend certaines notations du chapitre précédent. On
note γn le réel strictement plus grand que 1 tel que :
d(lγn ,−γn) = unun−1
= φn(10)
d(lγn ,−γn) = φn(d(lγ0 ,−γ0))
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Un code préﬁxe du (−γn)-shift S−γn est {un, un−1un−1}. Cet ensemble est l’image
par φn de {1, 00}, un code préﬁxe de Sγ0 (γ0 = 1+
√
5
2
). La recherche de code préﬁxe
récurrent positif peut donc se réduire au cas où β est dans l’intervalle [γ1, γ0[.
Proposition 14. Soit β ∈ [γn+1, γn), d(lβ,−β) est l’image par φn du développement
de lx en base −x pour un certain x vérifiant γ1 ≤ x < γ0.
Preuve Soit β ∈]γn+1, γn[, alors d(lγn ,−γn) ≺ d(lβ,−β) ≺ d(lγn+1 ,−γn+1).
Donc, il existe n1 tel que d(lβ,−β) débute par un(un−1)2n1un. Le mot (un−1)2n1 est
la plus longue séquence de un−1. Mais toute séquence de longueur |un(un−1)2n1un|
est plus grande que un(un−1)2n1un (au sens de la relation d’ordre alterné) et après
un on ne peut avoir qu’un nombre pair (ou nul) de un−1. D’où, il existe une suite
(ni)i≥1 bornée, ni ≤ n1 tel quel
d(lβ,−β) = un(un−1)2n1un(un−1)2n2un(un−1)2n3 · · · = φn(1(0)2n11(0)2n2 · · · ).
D’où le résultat 
L’image par φn d’un code préﬁxe de S−x est un code préﬁxe de S−β à condition
qu’aucun mot du code de S−x ne débute par l’image par φ d’un autre.
Exemple 3. L’ensemble {0, 100} est un code préfixe sur Sγ0 mais, {φk(0), φk(100)}
n’en est pas un pour Sγk car φ(0) = 1 qui est le début de 100. En effet, φ
k(0) =
φk−1(1) et
φk(100) = φk(1)φk−1(1)φk−1(1)
= φk−1(1)φk−2(1)φk−2(1)φk−1(1)φk−1(1)
= φk(0)φk−2(1)φk−2(1)φk−1(1)φk−1(1)
Soit β ∈]γ1, γ0[. Revenons à la relation (II.20) :
(1−
∑
n≥1
anz
n)(1−
∑
n≥1
cnz
n)(1− A(ni)) = 1 +
∑
n≥1
(−1)n(dn + 1)zn.
Dans la série 1−A(ni), les exposants sont les longueurs des produits de séquences
Bi qui apparaissent dans d1 · · · d2nid1d2 · · · dpi. Chaque monôme a un coeﬃcient -1
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ou 1 selon que l’exposant est pair ou impair.
Supposons par exemple :
d1d2 · · ·dpi = d1d2 · · · d2n1−1d1 · · · dp1dp1+2n1 · · · d2n2−1 · · ·dpi
avec pi < 2n3 − 1 alors, on verra apparaître z2ni+2n1−2 et z2ni+2n2−2.
Par ailleurs, les mots de ∆ ont été caractérisé en (II.8). Soit x dans ∆ tel que
x = Bk1Bk2 · · ·Bkmd1d2 · · ·d2k−1.
Bk1Bk2 · · ·Bkmd1d2 · · · d2k−1 = d1d2 · · · d2nk1−1Bk2 · · ·Bkmd1d2 · · · d2k−1.
Ces mots sont construits de sorte que leurs produits soient admissibles. Ainsi, x est
un mot périodique du (−β)-shift. Mais, x périodique implique que σ(x) l’est aussi.
σ(x) = d2 · · ·d2nk1−1Bk2 · · ·Bkmd1 · · ·d2k−1d1.
Notons ∆
′
le sous-ensemble de L−β constitué des mots :
d2d3 · · · d2nk1−1Bk2 · · ·Bkmd1 · · · d2k−1d1. (II.22)
Si β < 1+
√
5
2
, alors la séquence d2 · · · d2nk1−1 s’identiﬁe à 0
2nk1−2. Dans ∆
′
, on
trouve alors les mots : 1, 001, 00001 , · · · , 02n1−21, · · · . C’est un code préﬁxe et le
nombre de mots de longueur n de ∆
′
est le même que celui de ∆.
Théorème 10. Soit β ∈]γ1, γ0[ et (di)i≥1 le (−β)-développement de lβ en base −β.
L’ensemble des mots définis en (II.22) est un code préfixe récurrent positif et le
système codé est contenu dans S−β.
Preuve
|Bk1Bk2 · · ·Bkmd1 · · ·d2k−1| = |d2 · · · d2nk1−1Bk2 · · ·Bkmd1 · · · d2k−1d1|.
Ainsi, la série
∑
n≥1
anz
n est telle que an désigne le nombre de mots de longueur n
dans ∆
′
. De (II.20), pour z = 1
β
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(1−
∑
n≥1
anz
n)(1− A(ni)) = 0.
Il reste alors à déterminer exactement laquelle des expressions de 1−A(ni) ou de
1− ∑
n≥1
anz
n est nulle en 1
β
.
Si on considère 1 − A(ni) et 1 −
∑
n≥1
anz
n comme deux fonctions sur l’intervalle
[0, 1), 1−A(ni) tend vers 0 moins vite que 1−
∑
n≥1
anz
n. C’est-à-dire que si l’on note
α0 et β0 les plus petits zéros réels positifs de 1−A(ni) et 1−
∑
n≥1
anz
n respectivement,
on a β0 ≤ α0. Nécessairement, β0 existe et est égal à 1β sinon 1+
∑
n≥1
(−1)n(dn+1)zn
admettrait un zéro à l’intérieur de la boule de centre 0 et de rayon 1
β
. Donc :
∑
n≥1
an
βn
= 1
Par ailleurs, la relation (II.20) permet d’avoir :
∑
n≥1
nan
βn
< +∞

Corollaire 3. Soit βk ∈]γk+1, γk[ et β ∈]γ1, γ0[ tel que d(lβ,−β) = 102n1102n2102n31 · · ·
et
d(lβk ,−βk) = φk(d(lβ,−β)) = ukuk−12n1ukuk−12n2uk · · ·
Alors φk(∆
′
) est un code préfixe pour S−βk (puisqu’aucun mot de ∆
′
n’est l’image
par φ d’un autre) et
1 =
∑
x∈∆′
β
−|φk(x)|
k
φk(∆
′
) est alors l’ensemble des mots uk, uk−1uk−1uk, uk−1uk−1uk−1uk−1uk, ...
φk(∆
′
) = {uk, uk−1uk−1uk, u4k−1uk, · · · } (II.23)
Pour β = γn on considère le code
∆
′
= {un, un−1un−1}. (II.24)
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3 Intrinsèque ergodicité
Le principe variationnel énoncé au premier chapitre dit que l’entropie topolo-
gique est le sup pris sur l’ensemble des mesures invariantes par rapport à σ des
entropies métriques. Dans [Sig74], une autre formulation est donnée en prenant le
sup uniquement sur les mesures ergodiques.
htop(T ) = sup{hm(T )|m ∈MT (X) est ergodique }
Le sup est atteint pour le shift σ car il est expansif, c’est-à-dire qu’il existe un
réel ǫ > 0 tel que pour tout x et y dans un sous-shift Λ, il existe un entier n pour
lequel on a :
d(σn(x), σn(y)) ≥ ǫ
d étant la distance déﬁni par :
d(x, y) =
∑
n∈Z
2−|n|d(xn, yn) où x = (xi)i∈Z et y = (yi)i∈Z
avec
d(xn, yn) =


0 si xn = yn
1 si xn 6= yn
Il suﬃra de prendre ǫ = 1
2
.
Outre les propriétés du shift, l’existence de la mesure ergodique sur la tour assure
que l’ensemble des mesures ergodiques sur S−β est non-vide. En eﬀet, d’après le
théorème 6, il existe une probabilité invariante (ergodique) µ d’entropie log β sur
la tour associée au code C induisant la probabilité de Bernoulli µ sur l’ensemble des
mots inﬁnis qui sont produits de mots du code, déﬁnie par :
µ([x]) =
1
β |x|
, avec x ∈ C
Étant donné un code préﬁxe C, dans la suite on note W (C) l’ensemble des mots qui
se décomposent en produit des mots de C. Notons ν l’application de l’ensemble des
parties de S−β dans [0, 1] qui coïncide avec µ sur tout sous-ensemble de W (C) et
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nulle sur toute partie du complémentaire de W (C) dans S−β.
ν(B) =


µ(B) si B ⊂W (C)
0 si B ⊂ S−β/W (C)
ν est une probabilité ergodique sur S−β.
Le but de ce paragraphe est d’établir l’unicité de la mesure d’entropie maxi-
male sur le (−β)-shift S−β. L’existence d’un code préﬁxe récurrent positif rendant
codé S−β implique l’unicité de la mesure d’entropie log β sur la tour associée au
code préﬁxe C (théorème 6). Toutefois, il y a un fait dont il faut tenir compte :
tout mot de S−β n’est pas produit de mots du code. En eﬀet, d’abord les mots
ﬁnissant par des produits inﬁnis des débuts de longueur impaires du développe-
ment de − β
β+1
n’appartiennent pas W (C) (à l’exemple de d1, d1d1d2d3, · · · ). Aussi,
les mots ﬁnissant par d(lβ,−β) n’y sont pas non plus (à l’instar de d1d1d2d3 · · · ,
d1d2d3d(lβ,−β), · · · ). Dans la proposition suivante, on montre d’ailleurs que ce sous-
ensemble est négligeable pour toute mesure de probabilité σ-invariante sur S−β. une
attention particulière est à accorder au cas où le développement d(lβ,−β) est pério-
dique de période impaire. Le choix judicieux du système dynamique symbolique est
le plus petit système de Lyndon associé à β : S˜−β.
Proposition 15. Soit β > 1 et (di)i≥1 = d(lβ,−β). On note N l’ensemble des suites
de S−β qui finissent par (di)i≥1. Si (di)i≥1 est non périodique, alors N est négligeable
par rapport à toute mesure σ-invariante sur S−β.
Preuve Soit µ une mesure invariante sur S−β. On peut voir N comme réunion
de toute les images réciproques des itérés de σ appliqués au singleton {d1d2d3 · · · } =
{d(lβ,−β)}.
N = {d1d2d3 · · · }∪σ−1{d1d2d3 · · · }∪σ−2{d1d2d3 · · · }∪σ−3{d1d2d3 · · · }∪· · · (II.25)
Si d(lβ,−β) n’est pas périodique, alors pour tout couple d’entiers (i, j) avec i 6= j,
on a :
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σ−i{d1d2d3 · · · } ∩ σ−j{d1d2d3 · · · } = ∅.
Donc
µ(N) =
∑
n≥0
µ({d1d2d3 · · · })
Ceci implique que :
µ(N) =


+∞ si µ({d1d2 · · · }) 6= 0 (ce qui est absurde)
0 si µ({d1d2 · · · }) est nul .
Le seul cas possible est µ(N) = 0 
Pour d(lβ,−β) périodique de période 2n, les mots ﬁnissant par le développement
en base −β de lβ sont produits de mots du code puisque si d(lβ,−β) = d1d2 · · · d2n,
alors la séquence d1d2 · · · d2n est un mot du code. Si la période est impaire, on mène
l’étude sur S˜−β.
Proposition 16. Soit β > 1 et d(lβ,−β) = (di)i≥1. On note D le sous-ensemble des
mots de S−β qui sont produits infinis des débuts de d(lβ,−β) de longueurs impaires
et m une mesure ergodique sur S−β d’entropie maximale. Si m est de support D
alors :
hm(S−β) ≤ log 1 +
√
5
2
. (II.26)
Avant de donner une preuve à cette proposition énonçons une observation de Meir
Smorodinsky dans [Smo71] concernant le théorème de Shannon-McMillan-Breiman.
Soit (X, µ, T ) un système dynamique et P une partition de X d’entropie ﬁnie. On
pose Q = (P )0−n+1 avec
(P )0−n+1 =
k=0∨
k=−n+1
T−kP.
Alors, pour tout ε, δ > 0 on peut trouver un rang n0 tel que pour tout n plus grand
que n0, les atomes Qi de Q se répartissent en deux groupes : les “ mauvais atomes”,
ceux dont la réunion est de mesure plus petite que δ et les autres sont “les bons”.
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Alors, le nombre de “bons atomes” est compris entre en(h(P,T )−ε) et en(h(P,T )+ε).
Preuve Soit Γ1 l’ensemble des mots sur {0, 1, · · · , d1} qui se décomposent en
produits des débuts de (di)i≥1 de longueurs impaires. Alors D ⊂ Γ1. Mais
Γ1 = d1Γ1 ∪ (d1d2d3Γ1) ∪ (d1d2d3d4d5Γ1) ∪ · · · .
Ceci implique que le nombre fn de mots de longueur n de Γ1 vériﬁe :
fn = fn−1 + fn−3 + fn−5 + · · ·
= fn−1 + fn−2.
Si m est de support D, S−β \D est de mesure nulle, c’est-à-dire pour tout δ > 0
la réunion des cylindres contenus dans S−β \ D est strictement inférieur à δ. On
considère alors comme “bons” atomes, les cylindres [x] tel que x est un produit
admissible des débuts de d(lβ,−β) de longueurs impaires. Si an est le nombre de
“bons atomes” de taille n, il correspond aussi au nombre de mots de longueur n dans
le langage de D. Ainsi, pour tout ε > 0 et n assez grand,
en(hm(σ)−ǫ) ≤ an ≤ en(hm(σ)+ǫ).
Ceci signiﬁe aussi que log( n
√
an) converge vers hm(σ) = log β. Mais an ≤ fn et
1
n
log fn converge vers log 1+
√
5
2
, il vient alors que
hm(S−β) ≤ log 1 +
√
5
2

Proposition 17. Soit β > 1 et µ une mesure σ-invariante du (−β)-shift S−β. On
note D1 l’ ensemble des mots de S−β qui finissent par un produit infini de préfixes
de d(lβ,−β) de longueurs impaires. Alors D1 est de mesure nulle.
Preuve Si un mot x ﬁnit par un produit inﬁni de préﬁxes de d(lβ,−β) = (di)i≥1
on peut le diviser en deux portions : la première, celle de gauche ﬁnit par une
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séquence d1d2 · · · dk−1j avec (−1)k(dk − j) < 0 et dk 6= d1 ; la seconde portion se
décompose dans l’alphabet {d1, d1d2d3, · · · , }.
Ceci signiﬁe que si β est supérieur au nombre d’or, la portion de gauche est
produit de mot du code, et si β est plus petit que le nombre d’or, x débute alors
par une suite inﬁnie (à gauche) de zéros . Considérons le sous-ensemble Uk de D1
constitué de mots · · ·x−ixi+1 · · ·xku où la suite (xi)i≤k se décompose dans C si
β > 1+
√
5
2
ou (xi)i≤k = (· · · , 0, 0 · · ·0) si β < 1+
√
5
2
,et u est un produit inﬁni à droite
de préﬁxe de d(lβ,−β).
D1 = ∪
k∈Z
Uk.
De plus Uk+1 = σ−1Uk, µ(Uk) = µ(Uk+1) et Uk+1∩Uk = ∅. Donc, D1 est une réunion
inﬁnie d’ensembles disjoints ayant tous la même mesure. Donc , D1 est de mesure
nulle 
Proposition 18. Soit β < 1+
√
5
2
. On note ∆
′
le code définit en (II.23) ou (II.24)
selon le cas et D2 l’ensemble des mots · · ·x−ix−i+1 · · ·xtu où (xi)i≤t ne se décompose
pas dans ∆
′
et u est un produit de mots du code (se décompose dans ∆
′
). Alors pour
toute mesure µ, σ-invariante sur S−β, D2 est µ-négligeable.
La preuve se fait par analogie à celle de la proposition 16 en écrivant D2 comme
une réunion inﬁnie d’ensembles disjoints qui sont sous la forme Uk.
Lorsque β = 1+
√
5
2
= γ0, tout mot se décompose en produit de mot du code
{1, 00}, y compris le (−γ0)-développement de lγ0 (si on considère bien sûr que les
mots ﬁnis se prolongent en mots inﬁnis par des zéros). C’est l’unique cas où le (−β)-
shift est réduit à W (C), l’ensemble des mots du système qui se décomposent en
produits de mots code C.
Théorème 11. Soit β > 1 et (di)i≥1 le (−β)-développement de lβ. Alors
– si β > 1+
√
5
2
, toute mesure ergodique d’entropie maximale sur S−β est de sup-
port W (C) où C est le code préfixe récurrent positif défini en (II.4) si pour
tout i, d2i < d1 et (di)i≥1 est non périodique ou (II.6) si d2i < d1 et (di)i≥1 est
périodique ou alors (II.9) s’il existe i tel que d2i = d1 ;
– si β ≤ 1+
√
5
2
, toute mesure ergodique d’entropie maximale est de supportW (∆
′
)
avec ∆
′
défini en (II.23) si β 6= γn et (II.24) si non.
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Preuve
– Cas où β > 1+
√
5
2
.
Nous noterons par :
• N les mots de S−β qui ﬁnissent par d(lβ,−β)
• D les mots de S−β qui se décomposent en produit inﬁni des préﬁxes de d(lβ,−β)
de longueurs impaires
• D1 les mots de S−β qui ﬁnissent par un produit inﬁni des préﬁxes de d(lβ,−β)
de longueurs impaires
Le (−β)-shift est alors réunion disjointe de W (C), N et D et D1.
S−β = W (C) ∪N ∪D ∪D1.
Soit µ une mesure ergodique sur S−β d’entropie maximale. De la proposition 14,
µ(N) = 0. D’après la proposition 16, µ(D1) = 0, D et W (C) sont σ-invariants. On
a deux situations possibles : soit µ(W (C)) = 0 et µ(D) = 1, soit µ(W (C)) = 1
et µ(D) = 0. D’après la proposition 15, D ne peut porter la mesure d’entropie
maximale que si β < 1+
√
5
2
. Donc, pour β > 1+
√
5
2
, µ(D) = 0 et µ(W (C)) = 0. Ainsi,
pour β > 1+
√
5
2
la mesure ergodique d’entropie maximale est de support W (C).
– Cas où β < 1+
√
5
2
.
On appelle “mauvais mots”, un séquence ﬁnie qui n’appartenant pas au code ∆
′
.
On note
• D2 l’ensemble des mots qui débutent par un produits de mauvais mots et qui
ﬁnissent pas un produit de mots du code
• D3 l’ensemble des mots qui se décomposent en produit bi-inﬁni de mauvais
mots.
S−β = W (∆
′
) ∪N ∪D2 ∪D3.
µ(D2) = 0 d’après la proposition 17, un mauvais mots est ukukuk avec que k < n
si γn+1 < β ≤ γn. Ils sont donc en nombre ﬁnis, c’est-à-dire, la mesure d’entropie
maximale ne peut être portée par D3. Donc, µ(W (∆
′
)) = 1 et µ(D3) = 0.  On
déduit alors le théorème suivant :
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Théorème 12. Soit β > 1, alors (S−β, σ) est un système dynamique intrinsèque-
ment ergodique.
Preuve Soit µ ∈Mσ(S−β) une mesure ergodique d’entropie maximale. D’après
le théorème précédent, µ est de support W , ensemble des produits de mots du code.
Comme la décomposition en produit de mots du code est unique, il suit que f réalise
une bijection de la tour Ω dans W . Ainsi, à toute mesure σ-invariante sur W on
fait correspondre une (unique) mesure de même entropie sur la tour. Notons µ la
mesure image de µ par f . Alors µ est T -invariante et d’entropie log β. Il s’agit donc
de l’unique mesure d’entropie log β qui engendre sur C∗ la mesure ν telle :
ν([x]) =
1
β |x|
où x ∈ C
Ceci implique l’unicité de la mesure réalisant l’entropie topologique du système 
Après avoir prouvé l’intrinsèque ergodicité, on se propose d’évaluer la la mesure
d’entropie maximale (que l’on notera dans la suite µ−β) sur les cylindres portés par
les mots code.
On sait de [BH86] que C∗ s’identiﬁe à la base C∗ × {1} de Ω et que pour un
borélien W de C∗,
ν(W ) =
µ(W × {1})
µ(C∗ × {1}) .
Ainsi donc, pour x ∈ C,
ν([x])µ(C∗ × {1}) = µ([x]× {i}). (II.27)
Comme Ω =
⋃
x∈C∗
(
|x|∪
i=1
[x]× {i}
)
, alors on a
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1 =
∑
x∈C∗
|x|∑
i=1
µ ([x]× {i})
=
∑
x∈C∗
|x|∑
i=1
µ
(
T−i+1([x]× {i}))
=
∑
x∈C∗
|x|∑
i=1
µ ([x]× {1})
=
∑
x∈C∗
|x|µ ([x]× {1})
(II.28)
Par ailleurs, la longueur moyenne de C par rapport à la mesure ν vaut :
l(C, ν) =
∑
x∈C
|x|ν([x])
=
1
µ(C∗ × {1})
∑
x∈C
µ([x]× {1})
=
1
µ(C∗ × {1})
=
∑
x∈C
ncn
βn
(II.29)
De (II.25), (II.26) et (II.27), on a :
µ−β([x]) =
(
β |x|
∑
x∈C
ncn
βn
)−1
(II.30)
Théorème. (Une synthèse sur les (−β)-shifts codés)
Soit β > 1. Le (−β)-shift S−β est un système codé si et seulement si d(lβ,−β)
est non périodique de période impaire et β ≥ 1+
√
5
2
. Si d(lβ,−β) est périodique de
période impaire, la partie transitive est le plus petit système de Lyndon d’entropie
log β contenu dans S−β. Elle est codée si β > 1+
√
5
2
. Dans tous les cas, la mesure
maximale est la mesure de Champernowne liée au code préfixe récurrent positif.
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4 Propriété de spécification
Définition 18. Soit X un espace métrique muni de la distance d et T une trans-
formation continue de X dans X. Le système (X, d, T ) possède la propriété de spé-
cification (ou spécification forte) si pour tout ε > 0 il existe M(ε) tel que pour
tout k ≥ 2, pour tout k-uplet de points x1, x2, · · · , xk de X, pour tous les entiers
a1 ≤ b1 < a2 ≤ b2 < · · · < ak ≤ bk avec ai − bi−1 ≥ M(ε) pour i = 2, 3, · · · , k et
pour tout entier p avec p ≥M(ε) + bi − ai−1, il existe un point x de X de période p
tel que d(T sxi, T sx) < ε pour ai ≤ s ≤ bi, 1 ≤ i ≤ k, (X, d, T ) possède la propriété
de spécification faible si :
∃M(ǫ) tel que
∀a1 ≤ b1 < a2 ≤ b2 < · · · < ak ≤ bk ∈ Z avec ai − bi−1 ≥M(ε),
∀x1, x2, · · · , xk ∈ X
∃x ∈ X, ∀j ∈ [ai, bi], d(T jx, T jxi) < ǫ pour 1 ≤ i ≤ k
Il existe, en dynamique symbolique une déﬁnition équivalente de la spéciﬁcation.
Définition 19. Un sous-shift S a la propriété Q si :
∃k : ∀u, v ∈ L(S), ∃w ∈ L(S), |w| ≤ k tel que uwv ∈ L(S) où L(S) est le langage
associé à S.. Il est alors intrinsèque ergodique et la mesure de Champernowne est
homogène : il existe ε et A tel que ε < µ(0[x1···xn])
µ(0[y1···yn]) < A (d’après [DGS76], tout système
dynamique (X, T ) satisfaisant l’expansivité et la spécification est intrinsèquement
ergodique).
En dynamique symbolique il y a une équivalence entre S a la spéciﬁcation et
S vériﬁe la propriété Q. En eﬀet, supposons que S est spéciﬁque. Soit ε > 0 et
M(ε) l’entier postulé dans la déﬁnition. On peut toujours trouver r ∈ N tel que
1
2r+1
≤ ε < 1
2r
. On pose n = M(ε)− 2r.
Montrons comment recoller deux orbites. Soient u et v dans L(S), langage asso-
cié à S. Donc, il existe y1 et y2 dans S tels que u et v soient respectivement des
séquences de y1 et y2. On note σ le décalage de S dans S, (xi)i∈Z 7−→ (xi+1)i∈Z. Puis
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que σn(x) ∈ S∀x ∈ Setn ∈ N (Sσ-stable), alors on peut prendre y1(1, · · · , l1) = u
et y2 = (1, · · · , l2) = v.
Posons x1 = σl1−r(y1) et x2 = σ−M(ǫ)+r(y2).
Construisons deux couples (a1, b1) et (a2, b2) tels que
a1 ≤ b1 < a2 ≤ b2
On pose :
a1 = inf(0, 2r + 1− sup(l1, l2))
b1 = 0
a2 = M(ǫ) + 1
b2 = sup(a2, a2 − 2r − 1 + sup(l1, l2))
Nous avons bien a1 ≤ b1 < a2 ≤ b2. Comme S a la spéciﬁcation, il existe x ∈ S tel
que :
∀j ∈ {a1, a1 + 1, · · · b1} , d(σjx1, σjx) < ǫ < 1
2r
∀j ∈ {a2, a2 + 1, · · · b2} , d(σjx2, σjx) < ǫ < 1
2r
où d est la distance sur S déﬁnie comme suit :
d(x, y) =
∑
n∈Z
|xn − yn|
2|n|
avec
|xn − yn| =


1 si xn 6= yn
0 si xn = yn
Remarque 8. x ∈ B(y, 1
2r
) =⇒ x(−r, · · · , 0, · · · , r) = y(−r, · · · , 0, · · · , r)
En eﬀet, si il existe i,−r ≤ i ≤ r tel quexi 6= yi, on aurait
d(x, y) =
∑
n∈Z
|xn − yn|
2|n|
≥ 1
2i
≥ 1
2r
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et donc x 6∈ B(y, 1
2r
). D’où ∀j ∈ {a1, a1 + 1, · · · , b1}
σjx1 (−r, · · · , 0, · · · , r) = σjx (−r, · · · , 0, · · · , r)
x1 (j − r, · · · , 0, · · · , j + r) = x (j − r, · · · , 0, · · · , j + r)
C’est-à-dire
x1 (a1 − r, · · · , 0, · · · , b1 + r) = x (a1 − r, · · · , 0, · · · , b1 + r)
De même, ∀j ∈ (a2, · · · , b2)
σjx2 (−r, · · · , 0, cdots, r) = σjx (−r, · · · , 0, · · · , r)
x2 (j − r, · · · , 0, · · · , j + r) = x (j − r, · · · , 0, · · · , j + r)
C’est-à-dire
x2 (a2 − r, · · · , 0, · · · , b2 + r) = x (a2 − r, · · · , 0, · · · , b2 + r)
x1 (a1 − r, · · · , b1 + r) = σl1−ry1 (a1 − r, · · · , b1 + r)
= y1 (l1 + a1 − 2r, · · · , l1 + b1)
x1 (a1 − r, · · · , r) = y1 (l1 + a1 − 2r, · · · , l1)
= y1 (l1 + a1 − 2r, · · · , 0, )u1u2 · · ·ul1
De même, nous avons
x2 (a2 − r, · · · , b2 + r) = y2 (1, · · · , b2 + 2r −M(ǫ))
= v1v2 · · · vl2y2 (l2 + 1, · · · , b2 + 2r −M(ǫ))
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Par ailleurs, regardons x (a1 − r, · · · , b2 + r).
x (a1 − r, · · · , b2 + r) = x (a1 − r, · · · , r)x (r + 1, · · · , b2 + r)
= y1 (l1 + a1 − 2r, · · · , 0) .u.x (r + 1, · · · , a2 − r − 1) .v
On pose w = x (r + 1, · · · , a2 − r − 1). On a |w| = M(ε)−2r et de plus, uwv ∈ L(S)
puisque S est σ-invariant. Ceci se généralise à k morceaux d’orbites. Alors, S vériﬁe
la propriété Q.
Soit β un réel strictement plus grand que 1. On pose d(lβ,−β) = (di)i>1 où
lβ = − ββ+1 et S−β le (−β)-shift. Dans ce paragraphe, nous cherchons les conditions
pour lesquelles S−β possède la propriété de spéciﬁcation. Pour se faire, on choisit un
couple (u, v) dans L (S−β) où L (S−β) est le langage associé à S−β, u = u1 · · ·uk, v =
v1 · · · vp. Il est claire que si u1, · · · , uk, v1, · · · , vp ∈ {0, · · · , d1 − 1}, on peut toujours
recoller ces deux mots. Il suﬃrait de choisir w sous cette même forme. Dans la suite,
nous allons donc poser u = d1 · · · dk.
4.1 Étude de la spécification pour bêta plus petit que le
nombre d’or
Dans les paragraphes précédents, nous avons vu que pour β < 1+
√
5
2
, 1 est tou-
jours suivi d’une séquence ﬁnie (de longueur paire) de zéros. Mais chaque mot com-
posé uniquement de zéros, quelque soit sa longueur est admissible. le (−β)-shift ne
possède donc pas la propriété de spéciﬁcation. Cet état de fait peut aussi être justiﬁé
par la non-transitivité de ces systèmes. La spéciﬁcation entraîne la transitivité et
donc, la non-transitivité implique l’absence de spéciﬁcation.
Si β = 1+
√
5
2
, les mots interdits du langage associé au (−β)-shift sont ceux qui
comportent un nombre impair de zéros entre deux 1 (il s’agit des mots 101, 10001,
1000001, ...). Toutefois, un mot peut ﬁnir par un nombre quelconque de zéros (1000,
1001000, 1100000, 100 sont par exemple admissibles). Le mot v = (0)2n+11 est
admissible. Pour passer de 1 à v, il suﬃt d’ajouter 0.
10(0)2n+11 ∈ L−β
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où L−β est le langage associé à S−β. Ainsi, S−β possède la spéciﬁcation si β = 1+
√
5
2
;
plus généralement un système soﬁque transitif possède la propriété de spéciﬁcation.
Dans la suite, nous considérons des bases −β telles que β > 1+
√
5
2
.
4.2 Étude de la spécification pour bêta plus grand que le
nombre d’or
Soit β un nombre réel tel que β > 1+
√
5
2
. On note (di)i≥1 le (−β)-développement
de lβ = − ββ+1 .
4.2.1 Cas d2i < d1 pour tout i
Soit β > 1 et (di)i≥1 telle que pour tout i, d2i < d1.
Remarque 9. Soit S le système de Lyndon (pour la relation d’ordre alterné) associé
au mot de Lyndon (ai)i≥1 = a1((a1− 1)0)∞. Si a1 − 1 6= 0, alors S ne peut posséder
la propriété de spécification.
Les deux arbres ci-dessous montrent qu’après une séquence u = a1 · · ·ak, on ne
peut ajouter que des mots composés uniquement des lettres 0, a1−1, a1 rangées dans
un ordre bien défini.
0
a1
a1 − 1
0
a1
a1 − 1 a1
a1 − 1
0
a1 a1 − 1
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a1 − 1
0
a1 − 1
0
a1
a1 − 1 a1
Pour u = a1 · · · ak et v = 00 · · ·0 il n’existe pas de mot w tel que uwv soit dans
le langage du système de Lyndon associé à a1(a1 − 1)0.
Il est à noter que d(lβ,−β) = (di)i>1 6= d1((d1 − 1)0)∞. Ceci signifie que l’en-
semble
{2i|d2i ≤ d1 − 2, i ∈ N∗}
⋃
{2i+ 1|d2i+1 > 0, i ∈ N∗}
est nécessairement non vide.
En eﬀet, si d1 ≥ 2, d1((d1 − 1)0)∞ est le plus petit mot de Lyndon (pour la
relation d’ordre alterné) associé à d1 et le (−d1)-développement de ld1 est (d1)∞.
Ainsi, (di)i≥1 ≺ d1((d1 − 1)0)∞. Ceci signiﬁe qu’il existe un entier k tel que :
d1d2 · · · d2k = d1((d1 − 1)0)k−1(d1 − 1) et d2k+1 > 0,
ou alors
d1d2 · · · d2k+1 = d1((d1 − 1)0)k et d2k+2 < d1 − 1.
Donc si d1 ≥ 2, {2i|d2i ≤ d1 − 2, i ∈ N∗}
⋃ {2i+ 1|d2i+1 > 0, i ∈ N∗} est non vide.
Si d1 = 1, {2i|d2i ≤ d1 − 1, i ∈ N∗} = ∅ . Mais {2i+ 1|d2i+1 > 0, i ∈ N∗} = ∅ si
et seulement si d1 = 1 est suivi d’un nombre pair de zéros ensuite de 1 suivi cette
fois d’un nombre impaire et ainsi de suite.
(di)i≥1 = 1(0)2k11(0)2k2+11(0)2k31(0)2k4+1 · · · .
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Mais une telle suite n’est pas un mot de Lyndon. Donc, elle ne peut être, pour un
certain β le (−β)-développement de lβ.
Proposition 19. Soit β > 1 et (di)i≥1 le (−β)-développement de lβ. Si pour tout i,
d2i < d1, alors S−β possède la propriété de spécification.
Preuve Soit
s = inf {2i|d2i ≤ d1 − 2, i ∈ N∗} ,
t = inf {2i+ 1|d2i+1 > 0, i ∈ N} ,
r = min {t, s} ,
u = d1...dk, w = w1 · · ·wn, v = v1 · · · vp.
d(l−β,−β) 6= d1((d1−1)0)∞ ⇒ {2i|d2i ≤ d1 − 2, i ∈ N∗}
⋃
{2i+ 1|d2i+1 > 0, i ∈ N∗} 6= ∅
Ceci justiﬁe l’existence de r et il est non nul. Construisons w comme suit :
w2 = d1,
w3 = d2
...
wr = dr−1
wr+1 = i avec (−1)r(dr − i) < 0.
w1 est choisi dans {0, d1} selon la parité de k, longueur de u = d1d2 · · · dk. Si k est
pair, on prend w1 = 0 et w1 = d1 si non. Il est à noter que si i = d1 (cas où r
est pair), il existe bien une famille de v pour laquelle uwv ∈ L (S−β). On peut se
restreindre à la famille de w pour laquelle i 6= d1 et obtenir les mêmes résultats.
Ainsi, il existe r tel que pour tout couple de mots (u, v) dans (L (S−β))2, il existe
une séquence w de longueur r + 1 dans L (S−β) tel que uwv est dans L (S−β) 
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4.2.2 Cas d2i = d1 pour un certain i
Soit β > 1+
√
5
2
. On suppose qu’il existe une suite (ni)i≥1 et (pi)i≥1 telles que
d(lβ,−β) = d1 · · · d2n1−1d1 · · · dp1d2n1+p1 · · · d2n2−1d1 · · · dp2d2n2+p2 · · · .
Il est à noter que pour d (lβ,−β) périodique de période impaire, le (−β)-shift ne
possède pas la propriété de spéciﬁcation puisqu’il n’est pas transitif. Si 2n− 1 est la
période, on voit bien que :
d1d2 · · · d2n−100 · 0 6∈ L−β
Dans la suite, on suppose donc que pi < 2ni − 1, condition de non périodicité.
Proposition 20. Pour tout n et toute suite d’entiers (mi)i≥1, le mot
d1 · · · d2n−1d1 · · ·d2m1d1 · · · d2m2 · · · , avec 2m1 < 2n− 1
ne peut être le (−β)-développement de lβ pour un certain β.
Preuve On pose y = d1 · · ·d2n−1d1 · · · d2m1d1 · · · d2m2 · · · et on suppose que pour
tout entier j, y  σj(y). Il existe t tel que d1 · · · d2m1d1 · · ·d2m2 · · · d1 · · · d2mt−1X =
d1d2 · · · d2n−1 avec X ne débutant pas par d1 · · · d2mt . Compte tenu du fait que y 
σj(y), il vient que :


d1 · · · d2m1d1 · · ·d2m2 · · · d1 · · · d2mt−1X  d1 · · · d2m1 · · · d1 · · · d2mt
d1 · · · d2mt ≺ X.
Ceci est absurde puisque d1 · · · d2m1d1 · · · d2m2 · · · d1 · · · d2mt−1 est de longueur paire.
Donc l’hypothèse y  σj(y) est fausse. Par conséquent, y n’est pas un mot de Lyndon
pour la relation d’ordre alterné. Il ne peut donc déﬁnir le (−β)-développement de
lβ pour un certain β. 
Une conséquence de la proposition précédente est que si le (−β)-développement
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de lβ est sous la forme
d(lβ,−β) = d1 · · · d2n1−1d1 · · ·dp1d2n1+p1 · · ·d2n2−1d1 · · · dp2d2n2+p2 · · ·
alors à partir d’un certain rang t0, il est impossible d’avoir pour tout i ≥ t0, pi =
2(ni+1 − ni).
Théorème 13. Soit β un réel supérieur à 1+
√
5
2
. On suppose qu’il existe deux suites
(ni)i≥1 et (pi)i≥1 telles que
d(lβ,−β) = d1 · · · d2n1−1d1 · · · dp1d2n1+p1 · · · d2n2−1d1 · · · dp2d2n2+p2 · · · .
Alors le (−β)-shift a la propriété de spécification si et seulement si les séquences
d1 · · ·dpi ne deviennent pas de plus en plus longues, autrement dit, (pi)i≥1 est une
suite bornée.
Preuve On considère le mot u = d1d2 · · · dk du langage associé au (−β)-shift.
On distingue deux cas : soit 2ni+pi−1 ≤ k ≤ 2ni+1−1 (on prend n0 = 1 et p0 = 0),
ou alors 2ni ≤ k < 2ni + pi − 1.
• 2ni + pi − 1 ≤ k ≤ 2ni+1 − 1.
Soit j tel que (−1)k+1(dk+1 − j) < 0. Alors pour tout mot v du langage L−β
de S−β, ujv est dans L−β .
• 2ni ≤ k < 2ni + pi − 1.
Si k = 2ni, pour passer de u à un mot quelconque v, il faut au préalable
compléter par d1d2 · · · dpi. Si pi = 2(ni+1 − ni), d’après la proposition 20, il
existe i0 > i tel que pi0 6= 2(ni0+1 − ni0). Posons
Wi = d1 · · · dpid1 · · ·dpi+1 · · · d1 · · · dpi0j avec (−1)2ni0+pi0 (d2ni0+pi0 − j) < 0.
(II.31)
On construit ainsi un ensemble X de mots du langage tel que pour tout couple
de mots, (u, v), il existe un mot w de X tel que uwv ∈ −β. Mais, X est ﬁni si
et seulement si (pi)i≥1 est une suite bornée.
D’où le résultat 
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Rappelons que pour un réel β > 1, Anne Bertrand dans [Ber79] a montré que
le β-shift admet la propriété de spéciﬁcation si le développement de 1 en base β ne
comporte pas une longue séquence de zéros. Il y a une similarité avec le (−β)-shift
dans la mesure où (0)∞ est le minimum des β-développements (au sens de l’ordre
lexicographique) et d(lβ,−β) est le minimum des (−β)-développements (minimum
cette fois au sens de la relation d’ordre alterné) des nombres de l’intervalle Iβ.
En résumé, nous avons vu que pour chacun des cas étudiés, S−β (ou alors S˜−β)
il existe une unique mesure σ-invariante d’entropie maximale. En ne restant que sur
le (−β)-shift unilatéral droit, ces résultats restent vrais. Dans le chapitre 1, nous
avons déﬁni l’application f−β du système de Lyndon associé à β dans Iβ = [lβ, rβ]
par
fβ((xi)i≥1) =
∑
n≥1
xn(−β)−n
avec lβ = − ββ+1 et rβ = 1β+1 .
f−β transporte la structure de Sd−β dans Iβ et celle de Mσ(S−β) à l’ensemble des
mesures invariantes sur (Iβ , T ) où T désigne l’application qui à tout x de Iβ associe
y ∈ Iβ congru à −βx modulo 1.
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Support de la mesure ergodique sur
Iβ
Ito et Sadahiro ont déterminé l’unique mesure T−β-invariante d’entropie maxi-
male sur Iβ = [− ββ+1 , 1β+1). Notons Tβ la β-transformation de Parry et Rényi,
Tβ(x) = βx − ⌊βx⌋. On sait que l’unique mesure Tβ-invariante d’entropie maxi-
male est équivalente à la mesure de Lebesgue sur [0, 1). Pour des bases négatives,
ceci n’est vériﬁé que pour certaines valeurs de ces bases : β est supérieur ou égal
ou nombre d’or. En eﬀet, Ito et Sadahiro ont exhibé un exemple pour lequel le sup-
port de la mesure d’entropie maximale était strictement inclus dans l’intervalle Iβ.
Ce phénomène de “trous” a par la suite été examiné par Lingmin Liao et Wolfgang
Steiner dans [LS12]. Les lignes à suivre étudient et donnent une explication à la
présence de “trou” dans l’intervalle Iβ. Pour ce faire, on s’intéressera au support de
l’unique mesure T−β-invariante selon les valeurs prises par β.
1 Mesure ergodique sur Iβ
D’après [IS09], l’application T−β de Iβ dans lui-même qui à x on associe −βx−
⌊−βx− lβ⌋ admet une unique mesure invariante absolument continue par rapport à
la mesure de Lebesgue sur Iβ. Cette unicité entraîne donc l’ergodicité. Ceci est aussi
justiﬁé par l’intrinsèque ergodicité du (−β)-shift.
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Théorème 14. (voire [IS09]) Soit h−β la fonction de Iβ dans R définie par :
h−β(x) =
∑
n≥0
χn(x)
(−β)n (III.1)
où χn est l’indicatrice sur [T n−β(lβ), rβ). On note λ la mesure de Lebesgue sur Iβ.
Alors, la mesure µ telle que dµ = h−βdλ est T−β-invariante.
On réintroduit certains outils utilisés dans les chapitres I et II. On note φ le
morphisme déﬁni sur {0, 1} par φ(0) = 1 et φ(1) = 100, γn > 1 désigne le réel tel
que :
d(lγn,−γn) = φn(1)(φn−1(1)) = unun−1.
On introduit les suites (ki)i≥1 et (si)i≥1 telles que (T
ki
−β(lβ))i≥1 est une suite croissante
et pour tout i, si = T i−β(lβ). Enﬁn, (Ai)i≥1 sera la suite d’intervalles :
Ai = [T
ki
−β(lβ), T
ki+1
−β (lβ)).
Nous orienterons l’étude du support de la mesure µ−β vers deux axes : d’abord
lorsque β prend la valeur d’un certain γn et enﬁn lorsqu’il est compris entre γn+1 et
γn. On supposera que γ−1 = +∞.
2 Support de la mesure µ−γn
Pour β = γn, on a d(lγn ,−γn) ultimement périodique. La pré-période vaut |un|
et la période |un−1|. On a pour tout p dans N et i tel que 0 ≤ i < |un−1|,
si+|un| = si+|un|+p|un−1|.
Ainsi, si prend |un|+|un−1| valeurs lorsqu’on fait varier i dans N. Notons TM−γn(lγn) =
sM la valeur maximale prise par si et Aγn = [T
M
−γn(lγn), rγn). Alors, l’ensemble
P = {Aγn , Ai, 0 ≤ i < |φn(1)|+ |φn−1(1)|}
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est une partition de l’intervalle Iγn .
Nous avons vu dans le chapitre II que le sous-ensemble {un, un−1un−1} du langage
L−γn associé à S−γn est un code préﬁxe récurrent positif. Ceci implique que
1
γ
|un|
n
+
1
γ
2|un−1|
n
= 1.
C’est d’ailleurs le plus petit code récurrent positif que l’on puisse obtenir. Ainsi, le
polynôme minimal de γn est
x|un| − x− 1 si |un| > 2|un−1| ,
x2|un−1| − x− 1 si |un| < 2|un−1|
puisque |uk| = 2|uk−1| − (−1)k (voir chapitre II).
Remarque 10. La densité h−γn ne peut s’annuler sur A0 et Aγn. En effet, consi-
dérons un réel x dans A0. Alors, pour tout i plus grand que 1, x < T i−γn(lγn). Ceci
implique que χi(x) = 0 pour i ≥ 1. Ainsi h−γ(x) = χ0(x) = 1. De même, si x est
dans Aγn, χi(x) = 1 pour tout i ∈ N. Dans ce cas, h−γn(x) = γnγn+1 .
Proposition 21. La densité h−γn ne peut être nulle sur deux intervalles consécutifs
Ai et Ai+1.
Preuve Soit i tel que la restriction h−γn |Ai
de h−γn à Ai soit nulle. Pour tout
p ≤ i, et tout x dans Ai+1, x ≥ T kp−γn(lγn). D’où
h−γn |Ai+1
=


h−γn |Ai
+
(−1)ki+1
γ
ki+1
n
si ki+1 < |un| ,
h−γn |Ai
+
(−1)ki+1
γ
ki+1−|un−1|
n
(
1 + γ
|un−1|
n
) si ki+1 ≥ |un| . (III.2)
Ainsi h−γn |Ai
nulle implique
h−γn |Ai+1
=


(−1)ki+1
γ
ki+1
n
si ki+1 < |un| ,
(−1)ki+1
γ
ki+1−|un−1|
n
(
1 + γ
|un−1|
n
) si ki+1 ≥ |un|
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qui est clairement non nul quelque soit ki+1 
Proposition 22. Si h−γn |Ai−1
= 0 alors, h−γn |Ai
6= 0 et h−γn |Ai+1 6= 0.
Preuve Dans la preuve de la proposition précédente, nous avons vu que :
h−γn |Ai+1
=


h−γn |Ai
+
(−1)ki+1
γ
ki+1
n
si ki+1 < |un| ,
h−γn |Ai
+
(−1)ki+1
γ
ki+1−|un−1|
n
(
1 + γ
|un−1|
n
) si ki+1 ≥ |un| .
En appliquant le même principe à h−γn |Ai
et en prenant h−γn |Ai−1
= 0 on a :
h−γn |Ai+1
=


(−1)ki+1
γ
ki+1
n
+
(−1)ki
γkin
si ki+1, ki < |un| ,
(−1)ki+1
γ
ki+1−|un−1|
n
(
1 + γ
|un−1|
n
) + (−1)ki
γ
ki−|un−1|
n
(
1 + γ
|un−1|
n
) si ki, ki+1 ≥ |un| ,
(−1)ki
γ
ki−|un−1|
n
(
1 + γ
|un−1|
n
) + (−1)ki+1
γ
ki+1
n
si ki+1 < |un| ≤ ki ,
(−1)ki
γkin
+
(−1)ki+1
γ
ki+1−|un−1|
n
(
1 + γ
|un−1|
n
) si ki < |un| ≤ ki+1 .
(III.3)
Pour ki+1, ki < |un| et ki, ki+1 ≥ |un|, h−γn |Ai+1 est non nul puisque γn est strictement
supérieur à 1. Dans le troisième cas ki > ki+1, donc
1
γ
ki−ki+1
n
(
1 +
1
γ
|un−1|
n
) < 1.
Enﬁn, dans le quatrième ki < ki+1, donc
1
γ
ki+1−ki
n
(
1 +
1
γ
|un−1|
n
) < 1. Ainsi, pour ces
deux derniers cas nous avons h−γn |Ai+1
6= 0.
Par analogie, en exprimant cette fois h−γn |Ai−1
en fonction de h−γn |Ai+1
, on montre
qu’un intervalle de mesure nulle est précédé de deux intervalles de mesure non nulle

Comme conséquence à cette proposition, le nombre d’intervalles de mesure nulle
est maximum si sur chaque série de trois intervalles consécutifs, il y a un seul sur
lequel la densité h−γn s’annule. Soit N le nombre de Ai tel que µ−γn(Ai) = 0. si
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prend |un|+ |un−1| valeurs possibles. Donc, on a |un|+ |un−1| − 1 intervalles Ai. Et
I−γn est alors partitionné en |un|+ |un−1| intervalles. Ainsi,
N ≤ |un|+ |un−1|
3
. (III.4)
Lemme 5. Pour tout entier positif n, le (−γn)-développement de lγn est :
d(lγn ,−γn) = u000u0u0u1u1u2u2 · · · .un−2un−2un−1.
Preuve Il s’agit d’une réécriture de d(lγn ,−γn). Le résultat découle de la récur-
rence sur la suite (uk)k≥0 : uk+1 = ukuk−1uk−1, pour tout k.
d(lγn ,−γn) =unun−1
=un−1un−2un−2un−1
=un−2un−3un−3un−2un−2un−1
...
=u1u0u0u1u1u2u2 · · ·un−2un−2un−1
d(lγn ,−γn) =u000u0u0u1u1u2u2 · · ·un−2un−2un−1

Intéressons nous au (−β)-développements des si = T i−β(lβ), 0 ≤ i ≤ |un|+ |un−1|.
On déduit du lemme précédent que
d(s|uk|+|uk−1|,−γn) = uk−1ukuk · · ·un−3un−3un−2un−2un−1, (III.5)
et
d(s|uk|,−γn) = uk−1uk−1ukuk · · ·un−3un−3un−2un−2un−1. (III.6)
Le (−γn)-développement de lγn débute par uk−1 qui, lui, commence par uk−2.
Comme le mot uk−1uk−1 est admissible, uk  uk−1uk−1. Il s’en suit que uk  uk−1uk.
|up| = |φp(1)| étant impair pour tout p, et donc :
uk−2uk−2uk−1  uk−2uk−1 (III.7)
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et donc
uk−1uk−1ukuk · · ·un−2un−2un−1  uk−1ukuk · · ·un−2un−2un−1. (III.8)
De façon plus générale, pour i < |uk−1|,
σi(uk−1)uk−1ukuk · · ·un−2un−2un−1  σi(uk−1)ukuk · · ·un−2un−2un−1 (III.9)
si i est pair, c’est-à-dire |σi(uk−2)| impair. De même,
σi(uk−1)ukuk · · ·un−2un−2un−1  σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 (III.10)
si i est impair, donc |σi(uk−1)| pair. En fait,
σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 = σi(uk−1uk−1ukuk · · ·un−2un−2un−1)
= σ|uk|+i(unun−1)
σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 = d(s|uk|+i,−β)
(III.11)
σi(uk−1)ukuk · · ·un−2un−2un−1 = σi(uk−1ukuk · · ·un−2un−2un−1)
= σ|uk|+|uk−1|+i(unun−1)
σi(uk−1)ukuk · · ·un−2un−2un−1 = d(s|uk|+|uk−1|+i,−γn)
(III.12)
avec k ≤ n− 1 et 0 ≤ i < |uk|. Ainsi |uk|+ |uk−1|+ i et |uk|+ i seront toujours plus
petits que |un|. Si on considère deux suites v et w dans le (−γn)-shift, on sait que
w  v implique que le (−γn)-représentant de w est plus petit ou égal à celui de v.
Ainsi, pour tout k et i tels que k ≤ n− 1, i < |uk−1|
s|uk|+i < s|uk|+|uk−1|+i si i pair (III.13)
et
s|uk|+|uk−1|+i < s|uk|+i si i impair. (III.14)
Proposition 23. Pour tout j ∈ N, sj ne peut être pincé entre s|uk|+i et s|uk|+|uk−1|+i.
Preuve Soit j un entier que :
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s|uk|+|uk−1|+i < sj < s|uk|+i si i impair , (III.15)
s|uk|+i < sj < s|uk|+|uk−1|+i si i pair . (III.16)
Sans perte de généralité, nous allons considérer i pair, le cas impair se traitant de
façon similaire. On suppose alors s|uk|+i < sj < s|uk|+|uk−1|+i. En outre, pour tout
entier k,
uk = u0u−1u−1u0u0 · · ·uk−2uk−2.
Donc
σi(uk−1)uk−1ukuk · · ·un−2un−2un−1  d(sj,−γn)  σi(uk−1)ukuk · · ·un−2un−2un−1.
Ainsi, le (−γn)-développement de sj débute par σi(uk−1) qui est suivi de uk ou
uk−1. En outre, dans le d(lγn ,−γn), toute séquence up est suivi de up+1up+1 ou de
upup+1up+1 notamment si p plus petit que n− 2. Donc,
d(sj,−γn) =


σi(uk−1)uk−1ukuk · · ·upupun−1
ou
σi(uk−1)ukuk · · ·upupun−1.
Mais si p < n− 2, alors,
σi(uk−1)uk−1ukuk · · ·upupun−1 ≺ σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 (III.17)
et
σi(uk−1)ukuk · · ·un−2un−2un−1 ≺ σi(uk−1)ukuk · · ·upupun−1. (III.18)
Donc p = n− 2 et dans ce cas sj = s|uk|+i ou sj = s|uk|+|uk−1|+i 
Regardons maintenant sm pourm supérieur ou égal à |un|. Pour ce faire, il suﬃra
d’étudier ou mieux, de comparer leurs développements en base −γn.
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un−1 = ukuk−1uk−1ukuk · · ·un−4un−4un−3un−3un−1. (III.19)
En menant un raisonnement analogue, on a les résultats suivants :
σi(uk−1)uk−1ukuk · · ·un−3un−3un−1  σi(uk−1)ukuk · · ·un−3un−3un−1 si i pair,
(III.20)
σi(uk−1)ukuk · · ·un−3un−3un−1  σi(uk−1)uk−1ukuk · · ·un−3un−3un−1 si i impair.
(III.21)
Par ailleurs, nous avons


σi(uk−1)ukuk · · ·un−3un−3un−1 ≺ σi(uk−1)ukuk · · ·un−2un−2un−1 i pair
σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 ≺ σi(uk−1)uk−1ukuk · · ·un−3un−3un−1 i pair
(III.22)
et

σi(uk−1)ukuk · · ·un−2un−2un−1 ≺ σi(uk−1)ukuk · · ·un−3un−3un−1 i impair
σi(uk−1)uk−1ukuk · · ·un−3un−3un−1 ≺ σi(uk−1)uk−1ukuk · · ·un−2un−2un−1 i impair
(III.23)
On a par conséquent,
s|un|+|uk|+i < s|uk|+i < s|uk|+|uk−1|+i < s|un|+|uk|+|uk−1|+i i pair
s|un|+|uk|+|uk−1|+i < s|uk|+|uk−1|+i < s|uk|+i < s|sn|+|uk|+i i impair
Il est à noter que k est un entier plus petit que n− 1. Toutefois, lorsque k = n− 1,
la relation ci-dessus donne :
s|un|+|un−2|+i < s|un−1|+|un−2|+i < s|un−1|+i < s|un|+i i impair ,
s|un|+i < s|un−1|+i < s|un−1|+|un−2|+i < s|un|+|un−2|+i i pair .
(III.24)
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Proposition 24. Il n’existe pas de j tel que sj est compris entre s|un|+|uk|+i et s|uk|+i
ou entre s|uk|+|uk−1|+i et s|un|+|uk|+|uk−1|+i.
Preuve La preuve est similaire à celle de la Proposition 23. En eﬀet, suppo-
sons sj compris entre s|uk|+|uk−1|+i et s|un|+|uk|+|uk−1|+i. Alors, d(sj,−γn) débute avec
la séquence
σi(uk−1)ukuk · · ·un−3un−3.
et ﬁnit par un−1. Comme souligné plus haut, dans d(lγn,−γn), upup est toujours suivi
de up+1up+1 ou de un−1 où p est un entier plus petit que n− 2. Ainsi, ne peut avoir
que deux possibilités de (−γn)-développement de sj : σi(uk−1)ukuk · · ·un−3un−3un−1
ou σi(uk−1)ukuk · · ·un−2un−2un−1. Mais ces derniers correspondent respectivement à
d(s|un|+|uk|+|uk−1|+i,−γn) et d(s|uk|+|uk−1|+i,−γn) .
Le raisonnement reste le même pour sj = T
j
−γn(lγn) entre s|un|+|uk|+i et s|uk|+i. Il
suﬃra de voir que dans ce cas, le (−γn)-développement de sj = T j−γn(lγn) commence
par
σi(uk−1uk−1ukuk · · ·un−3un−3)

Comme conséquence à cette proposition, s|un|+|uk|+i, s|uk|+i, s|uk|+|uk−1|+i et aussi
s|un|+|uk|+|uk−1|+i déﬁnissent trois intervalles du type Ai consécutifs.
Théorème 15. La valeur de la densité h−γn de la mesure µ−γn est la même pour tous
les intervalles de la forme (s|uk|+i, s|uk|+|uk−1|+i) si i est pair ou (s|uk|+|uk−1|+i, s|uk|+i)
si i est impair.
Preuve Il suﬃt que h−γn ait la même valeur sur deux intervalles d’extrémité
du type s|uk|+i et s|uk|+|uk−1|+i consécutifs. Nous avons vu que s|un|+|uk|+i, s|uk|+i,
s|uk|+|uk−1|+i et s|un|+|uk|+|uk−1|+i sont consécutifs. Posons j = |uk| + i Ainsi, d’après
III.24
s|un|+|un−2|+j < s|un−1|+|un−2|+j < s|φn−1(1)|+j < s|un|+j i pair ,
s|un|+j < s|un−1|+j < s|un−1|+|un−2|+j < s|un|+|un−2|+j i impair
(III.25)
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puisque j est pair (respectivement impair) lorsque i est impair (respectivement
pair). Nous avons donc s|un|+|un−2|+|uk|+i, s|un−1|+|un−2|+|uk|+i, s|un−1|+|uk|+i, s|un|+|uk|+i,
s|uk|+i, s|uk|+|uk−1|+i et s|un|+|uk|+|uk−1|+i sont consécutifs (ainsi donné, cette suite ﬁ-
nie est croissante si i est pair et décroissante si non). Les deux intervalles concernés
sont d’abord celui dont les extrémités sont s|un−1|+|un−2|+|uk|+i et s|un−1|+|uk|+i, ensuite
s|uk|+i et s|uk|+|uk−1|+i. Sans perte de généralité, nous allons prendre i pair, le cas i
impair se déduisant de façon similaire. Posons
Ad+1 = [s|un−1|+|un−2|+|uk|+i, s|un−1|+|uk|+i)
Ad+2 = [s|un−1|+|uk|+i, s|un|+|uk|+i)
Ad+3 = [s|un|+|uk|+i, s|uk|+i)
Ad+4 = [s|uk|+i, s|uk|+|uk−1|+i).
De la relation III.2, nous obtenons
h−γn |Ad+4
= h−γn |Ad+3
− (−1)
i
γ
|uk|+i
n
= h−γn |Ad+2
− (−1)
i
γ
|φk(1)|+i
n
+
(−1)i
γ
|un|+|uk|+i−|un−1|
n (1 + γ
|un−1|
n )
= h−γn |Ad+1
− (−1)
i
γ
|uk|+i
n
+
(−1)i
γ
|un|+|uk|+i−|un−1|
n (1 + γ
|un−1|
n )
+
(−1)i
γ
|un−1|+|uk|+i
n
h−γn |Ad+4
= h−γn |Ad+1
− (−1)
i
γ
|un|+|un−1|+|uk|+i
n (1 + γ
|un−1|
n )
(γ|un+1|n − γ|un|n − γ2|un−1|n ).
Mais γn annule le polynôme x|un+1| − x|un| − x2|un−1|. Donc h−γn |Ad+4 = h−γn |Ad+1 . 
Dans la suite Ak,i désigne l’intervalle
[
T
|φk(1)|+|φk−1(1)|+i
−β (lβ), T
|φk(1)|+i
−β (lβ)
)
si i est
impair ou alors
[
T
|φk(1)|+i
−β (lβ), T
|φk(1)|+|φk−1(1)|+i
−β (lβ)
)
si i est pair.
Théorème 16. Soit Θ =
⋃
k≤n−1
i<|uk−1|
Ak,i et nous notons supp(µ−γn) le support de la
mesure µ−γn. Alors,
supp(µ−γn) = Iγn \Θ. (III.26)
104
III.2 Support de la mesure µ−γn
Preuve
Dans le Théorème 15, nous avons vu que h−γn est constante sur Θ. Il suﬃt alors
que h−γn soit nulle sur un intervalle de type
[
s|uk|+i, s|uk|+|uk−1(1)|+i
)
. Nous avons la
relation suivante :
unun−1 ≺ un−1 ≺ un−2un−2un−1 ≺ un−2un−1
Et donc
lγn < s|un| < s|un−1| < s|un−1|+|un−2|
Le premier intervalle inclus dans Θ est alors
[
s|un−1|, s|un−1|+|un−2|
)
. Pour tout
nombre réel x dans cet intervalle,
h−γn(x) = 1−
1
γ
|un|
n
.
γ
|un−1|
n
1 + γ
|un−1|
n
− 1
γ
|un−1|
n
(1 + γ|un−1|n )h−γn(x) = 1 + γ
|un−1|
n −
γ
|un−1|
n
γ
|un|
n
− 1 + γ
|un−1|
n
γ
|un−1|
n
γ|un|+|un−1|n (1 + γ
|un−1|
n )h−γn(x) = γ
|un+1|
n − γ2|un−1|n − γ|un|n
Ainsi, γ|un|+|un−1|n (1 + γ
|un−1|
n )h−γn(x) = 0 et donc h−γn(x) = 0.
La densité h−γn est nulle sur
[
s|un−1|, s|un−1|+|un−2|
)
. Elle l’est donc sur tout Θ.
Par conséquent
sup(µ−γn) = Iγn \Θ

Soit n un entier naturel. Dans ce paragraphe, nous avons introduit le réel γn tel
que :
d(lγn ,−γn) = unun−1(1)
Ainsi déﬁni, en faisant balayer n sur tout l’ensemble N, on obtient la suite (γn)n≥0
et on montre aisément qu’elle est décroissante. En eﬀet,
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d(lγn,−γn) = unun−1,
= un+1un−1
d(lγn+1 ,−γn+1) = un+1un
Comme
un ≺ un−1un−1, il suit que un ≺ un−1 et donc un+1un−1 ≺ φn+1(1)φn(1), c’est-à-dire
d(lγn,−γn) ≺ d(lγn+1 ,−γn+1)
Il s’en suit que S−γn contient donc S−γn+1 . L’entropie du (−γn)-shift est donc su-
périeure à celle de S−γn+1. Ce qui implique que γn > γn+1. Par ailleurs, sur trois
intervalles consécutifs, il existe un dont la mesure est nulle. Le nombre d’intervalles
de mesure nulle est donc maximal et vaut
N(n) =
|φn(1)|+ |φn−1(1)|
3
.
Ce nombre augmente avec n.
L’objet du paragraphe suivant est d’étudier le support de la mesure µ−β pour β
diﬀérent de γn pour tout n dans N.
3 Support de µ−β pour β 6= γn
Soit n dans N et β un réel plus grand que 1 tel que γn+1 < β < γn. Le (−β)-
développement de lβ se retrouve alors pincé entre le (−γn+1)-développement de lγn+1
et le (−γn)-développement de lγn .
φn(1)φn−1(1) ≺ d(lβ,−β) ≺ φn+1(1)φn(1). (III.27)
Nous reprenons la notation Ak,i de certains intervalles introduite dans la section
précédente. Pour β vériﬁant III.27, nous allons noter Γ(β) l’ensemble des intervalles
Ak,i et Ξ(β) = {T j−β(lβ)|j < |φn(1)|}. Ξ(β) représente l’ensemble des extrémités des
intervalles de Γ(β). Pour une simpliﬁcation d’écriture, on pose encore si = T i−β(lβ).
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3.1 Développement en base −β de si
Dans le chapitre précédent, nous avons vu que pour n ﬁxé et β pris entre γn+1
et γn, le (−β)-développement de lβ est de la forme :
d(lβ,−β) = un(un−1)2n1un(un−1)2n2un(un−1)2n3un · · · . (III.28)
C’est l’image par φn du (−x)-développement de lx, pour un certain x appartenant
à l’intervalle ]γ1, γ0[.
Proposition 25. Soit β tel que γn+1 < β < γn et d(lβ,−β) donné par la relation
III.28. Alors, il y a équivalence entre
(a) d(lβ,−β)  d(si,−β)  d(s|un|,−β)
(b) il existe k et p, 1 ≤ k et 0 ≤ p ≤ nk tel que
i = k|un|+ 2|un−1|(
k−1∑
i=0
ni + p) (III.29)
avec n0 = 0.
Preuve Pour trouver le développement en base −β de si = T i−β(β), il suﬃt
de retrancher à d(lβ,−β) son préﬁxe de longueur i. Prenons β entre γn+1 et γn et
d(lβ,−β) donné par III.28.
d(lβ,−β) = un(un−1)2n1un(un−1)2n2un(un−1)2n3un · · · .
En retranchant le préﬁxe de d(lβ,−β) de longueur i donné dans (b), on obtient
nécessairement une séquence débutant soit par un soit par un−1un−1. En outre, le
plus petit mot commençant par un est d(lβ,−β) = d(s0,−β). (un−1)2n1 est la plus
longue séquence de un−1 (pour tout i > 1, ni ≤ n1) pouvant apparaître dans un mot
admissible. D’où
(un−1)2jun ≺ (un−1)2n1un
et donc
(un−1)2jun(un−1)2nk+1un(un−1)2nk+2un · · ·  (un−1)2n1un(un−1)2n2un · · · .
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C’est-à-dire pour i = k|un|+ 2|un−1|
k−1∑
i=0
ni + 2(nk − j)|un−1|, on a
d(s0,−β) ≺ d(si,−β) ≺ d(s|un|,−β). (III.30)
Ainsi, (b) implique (a).
Pour montrer l’implication dans l’autre sens, il suﬃt de voir que si+|un−1| n’est
pas dans [s0, s|un|] avec i donné dans (b). En eﬀet, en retranchant à d(si,−β) (qui
débute bien par un−1) le préﬁxe un−1, on a d’après III.29 :
d(s|un|+|un−1|,−β)  d(si+|un−1|,−β)  d(s|un−1|,−β).
L’ordre est renversé car un−1 est un mot de longueur impaire. Par ailleurs, on a
un ≺ un−1un. Ceci implique que (un−1)2n1un ≺ (un−1)2n1−1un. Il vient alors que
d(s|un|,−β) ≺ d(s|un|+|un−1|,−β),
d’où le résultat. 
On déduit de la proposition précédente que pour tout i, k et p tels que
i = k|un|+ 2|un−1|(
k∑
i=0
ni + p)
avec 0 ≤ k et 0 ≤ p ≤ k − 1, on a s0 ≤ si ≤ s|un|.
Proposition 26. Soit β tel que γn+1 < β < γn. On pose si = T i−β(lβ). Alors, si on
range les éléments de la suite (si)i≥1, pour k < n, s|uk| et s|uk|+|uk−1| sont consécutifs.
Preuve Étant donné un entier k < n, d(s0,−β) est la plus petite (au sens de la
relation d’ordre alterné) suite débutant par uk+1 = ukuk−1uk−1. Si on lui retranche
le préﬁxe uk, on obtient alors la plus grande suite (au sens de la relation d’ordre
alterné) débutant par uk−1uk−1 car uk est de longueur impaire. De même, si on
retranche à d(s0,−β) le préﬁxe ukuk−1, on obtient la plus petite suite (au sens de la
relation d’ordre alterné) débutant par uk−1uk. Comme
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un = u000u0u0u1u1u2u2 · · ·un−2un−2 = ukuk−1uk−1ukuk · · ·un−2un−2
dans d(lβ,−β) = d(s0,−β), uk−1 est suivi de uk−1uk ou de ukuk+1uk+1. Ainsi, pour
un certain j, d(sj,−β) débute par uk−1uk−1 implique que d(sj,−β)  d(s|uk|,−β). Si
d(sj,−β) débute par uk−1uk alors, d(s|uk|+|uk−1|,−β)  d(sj,−β). D’où d(s|uk|,−β)
et d(s|uk|+|uk−1|,−β) sont consécutifs dans l’ensemble des (−β)-développements des
si. Donc, s|uk| et s|uk|+|uk−1| le sont aussi. Par un raisonnement analogue, on montre
que s|un| et s|un|+|un−1| le sont aussi. De façon plus générale, s|uk|+j et s|uk|+|uk−1|+j
sont consécutifs dans {si : i ≥ 0}, avec j < |uk−1| 
3.2 Trous de l’intervalle
Définition 20. Soit β > 1. On appelle "trou" tout intervalle inclus dans Iβ négli-
geable par rapport à la mesure µ−β.
Si (di)i≥1 = d(lβ,−β), nous allons noter F (x) la série 1+
∑
k≥1
(−1)k(dk +1)xk qui
est convergente dans la boule ouverte B(0, 1) (puisque la suite (di)i≥1 est bornée) et
donc en particulier dans la boule fermée de centre 0 et de rayon 1
β
. Elle est nulle en
1
β
.
Lemme 6. Soit β > 1 tel que d(lβ,−β) = un(un−1)2n1un(un−1)2n2un(un−1)2n3un · · · =
d1d2d3 · · · . Alors,
F (x) = (1− x|0|)(1− x|u0|)(1− x|u1|) · · · (1− x|un−1|)
∑
i≥0
ni∑
p=0
(−x)i|un|+2|un−1|(
i−1∑
k=0
nk+p)
.
En outre, la série ∑
i≥0
ni∑
p=0
(−x)i|un|+2|un−1|(
i−1∑
k=0
nk+p)
(III.31)
est nulle en 1
β
, c’est-à-dire les racines |uk|-ième de l’unité (k ≤ n − 1) sont des
conjugués “pirates” de β.
109
CHAPITRE III. SUPPORT DE LA MESURE ERGODIQUE SUR Iβ
Preuve
On utilise un résultat de Dubikas (voir [Dub07]) qui s’obtient par récurrence.
Remarquons tout d’abord que
(di + 1)i≥1 = wn(wn−1)2n1wn(wn−1)2n2wn(wn−1)2n3 · · ·
où wk = ψk(2), ψ(1) = 2 et ψ(2) = 211. Étant donné une suite (ai)i≥1, on note
((ai)i≥1)(x) la série
∑
n≥1
an(−x)n. D’après [Dub07], pour tout k,
(1wk)(x) = (1− x|0|)(1− x|u0|)(1− x|u1|) · · · (1− x|uk−1|)− x|uk|.
En appliquant ceci à (di + 1)i≥1, on a le résultat escompté.
On sait que F (x) est nulle en 1
β
. Comme β est strictement supérieur à 1, F (x) =
(1− x|0|)(1− x|u0|)(1−x|u1|) · · · (1− x|un−1|)∑
i≥0
ni∑
p=0
(−x)i|un|+2|un−1|(
i−1∑
k=0
nk+p)
on déduit
que la série III.31 est nulle en 1
β
. 
Les exposants de la série III.31 vériﬁe III.29.
Lemme 7. La densité h−β est constante sur la réunion de tous les intervalles de
l’ensemble Γ(β). Autrement dit, pour tout k1, k2, i1 et i2,
h−β |Ak1,i1
= h−β |Ak2,i2
.
Preuve
On sait que d(lβ,−β) débute par un et donc par un−1 (voir (III.28)). Mais
un−1 = un−2un−3un−3
= un−2un−3un−4un−5un−5
...
un−1 =


un−2un−3un−4un−5 · · ·u0u0 si n est impair ,
un−2un−3un−4un−5 · · ·u1u000 si n est pair .
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Par ailleurs nous avons aussi
un−2un−2 =


un−2un−3un−4 · · ·u1u000 si n est impair ,
un−2un−3un−4 · · ·u1u0u0 si n est pair .
On remarque que un−1 et un−2un−2 ont en commun un−2un−3 · · ·u1u0. D’après la
proposition III.24, on a la relation suivante pour tout i vériﬁant (III.29) et j <
min(|un|, 2|un−1|)


d(sj,−β)  d(si+j,−β)  d(s|un|+j ,−β) si j est pair ,
d(s|un|+j,−β)  d(si+j,−β)  d(sj ,−β) si j est impair .
(III.32)
Il est à noter que pour j ainsi déﬁni, |un−1|+ j est strictement inférieur à |un| =
|un−1| + 2|un−2|. Dans Ξ(β), T |un−1|+j−β (lβ) et T j−β(lβ) sont consécutifs. Ainsi, s’ils
appartiennent à des intervalles A1 et A2 de Γ(β) diﬀérents alors,
h−β |A1 = h−β |A2 ±
1
(−β)j
∑
i≥0
ni∑
p=0
(− 1
β
)
i|un|+2|un−1|(
i−1∑
k=0
nk+p)
. (III.33)
Mais, d’après le lemme 6,
∑
i≥0
ni∑
p=0
(− 1
β
)
i|un|+2|un−1|(
i−1∑
k=0
nk+p)
. Par conséquent, h−β |A1 =
h−β |A2. 
Théorème 17. h−β est nulle sur chaque intervalle de Γ(β).
Preuve Pour démontrer ce théorème, on peut tout simplement remarquer que
∑
i≥0
ni∑
p=0
(− 1
β
)
i|un|+2|un−1|(
i−1∑
k=0
nk+p)
est la valeur de h−β sur l’intervalle
[
T
|φn−1(1)|
−β (lβ), T
|φn−1(1)|+|φn−2(1)|
−β (lβ)
)
qui est clai-
rement dans Γ(β).
Ce corollaire achève l’étude du support de la densité de la mesure µ−β. En fait,
tout ce qui précède montre que les seuls boréliens sur lesquels µ−β est nul sont les
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intervalles appartenant à Γ(β).
Ak,i =


[s|uk|+i, s|uk|+|uk−1|+i) si i est impair ,
[s|uk|+|uk−1|+i, s|uk|+i) si i est pair
avec k ≤ n et i < |uk−1|. En choisissant, comme dans le théorème 16 l’ensemble
Θ =
⋃
k≤n
i<|φk−1(1)|
Ak,i,
on a
supp(µ−β) = Iβ \Θ. (III.34)

Remarque 11. Pour β tel que γn+1 < β < γn, Iγn+1 a le même nombre de trous
que Iβ.
4 Interprétation des trous
Nous avons vu que les trous pour la mesure µ−β (β étant un réel plus grand
que 1 et plus petit que γn) sont les intervalles
[
T
|uk|+i
−β (lβ), T
|uk|+|uk−1|+i
−β (lβ)
)
ou[
T
|uk|+|uk−1|+i
−β (lβ), T
|uk|+i
−β (lβ)
)
selon la parité de i < |uk−1|. Dans ce paragraphe,
on s’intéresse aux intervalles de mots correspondants dans le (−β)-shift. Les (−β)-
développements des extrémités du trou
[
T
|uk|
−β (lβ), T
|uk|+|uk−1|
−β (lβ)
)
débute par uk−1.
Il en est donc de même pour tout développement en base −β des réels de cet in-
tervalle. Ainsi, le trou d’extrémités T |uk|+i−β (lβ) et T
|uk|+|uk−1|+i
−β (lβ) génère le cylindre
du (−β)-shift unilatéral constitué des suites admissibles pincées entre les dévelop-
pements de T |uk|−β (lβ) et T
|uk|+|uk−1|
−β (lβ) retirés de leur début de longueur i puisque
i est inférieur à |uk−1|. Ainsi, plutôt que de s’intéresser à tous les trous, on peut
tout simplement regarder ceux dont les extrémités sont de la forme T |uk|−β (lβ) et
T
|uk|+|uk−1|
−β (lβ).
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Soit x un réel de
(
T
|uk|
−β (lβ), T
|uk|+|uk−1|
−β (lβ)
)
. Notons (xi)i≥1 une représentation
de x en base −β.
d(T
|uk|
−β (lβ),−β) ≺ (xi)i≥1 ≺ d(T |uk|+|uk−1|−β (lβ),−β) (III.35)
d(T
|uk|
−β (lβ),−β) = uk−1uk−1ukuk · · ·un−2un−2up1up2 · · · , et
d(T
|uk|+|uk−1|
−β (lβ),−β) = uk−1ukuk · · ·un−2un−2up1up2 · · · .
Il existe deux situations possibles :
(a) D’abord l’indice pour lequel x1x2x3 · · · diﬀère de d(T |uk|−β (lβ),−β) (respecti-
vement d(T |uk|+|uk−1|−β (lβ),−β)) est inférieur à |un|−|uk| (respectivement |un|−
|uk| − |uk−1|). Et dans ce cas, la relation III.35 signiﬁe qu’il existe un entier m
tel que (xi)i≥1 débute par uk−1uk−1 · · ·um−1um−1 (qui est de longueur paire)
et
umum ≺ (xi)|um+2|−|uk|i=|um+1|−|uk|+1 (III.36)
ou alors (xi)i≥1 débute par uk−1ukuk · · ·um−1um−1 et comme c’est une séquence
de longueur impaire,
umum ≺ (xi)|um+2|−|uk|−|uk−1|i=|um+1|−|uk|−|uk−1|+1.
Dans les deux cas, (xi)
|um+2|−|uk|−|uk−1|
i=|um+1|−|uk|−|uk−1|+1 doit vériﬁer la relation III.35.
Le mot um−1 est toujours suivi de um−2um−3 · · ·u1u0 et cette séquence précède
u0 ou 00. Mais um−2um−3 · · ·u1u0 suivi de u0 ou 00 donne um−2um−2 ou tout
simplement um−1. On établit tout ceci sur l’arbre suivant en posant vi =
ui−1ui−1 :
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vm
vm−1a2
um−1
um−1
b2
vm−1
umc2
vm
c1
b1
a1
um−1um−2um−2 = um. Ceci justiﬁe la présence de um−1um−1 et um au bout des
chemins c1 et c2 ; umum−1um−1 = um+1 et um+1 ≺ umum. On abandonne alors
le chemin a1b1c1. De plus, le chemin a1b1c2 implique que :
(xi)
|um+2|−|uk|
i=|um+1|−|uk|+1 = umum.
Donc, a1b1c2 n’est lui aussi pas pris en compte. Les seuls cas pour lesquels on
a
umum ≺ (xi)|um+2|−|uk|−|uk−1|i=|um+1|−|uk|−|uk−1|+1
sont donnés par les chemins a1b2 et a2. En eﬀet, umum ≺ um−2um−2. Ainsi, si
la séquence (xi)
|um+2|−|uk|−|uk−1|
i=|um+1|−|uk|−|uk−1|+1 débute par um−2um−2, la relation (III.35)
est vériﬁée. De même, umum ≺ um−1um−1. Il ressort alors que (xi)i≥1 comporte
l’une des deux séquences um−1um−1um−1um−1 et um−2um−1um.
(b) L’indice pour lequel x1x2x3 · · · diﬀère de d(T |uk|−β (lβ),−β) (d(T |uk|+|uk−1|−β (lβ),−β)
respectivement) est supérieur ou égal à |un|−|uk| (respectivement |un|−|uk|−
|uk−1|). On pose
d(lβ,−β) = unup1up2 · · · .
Dans ce cas, il existe un entier j tel que uk−1uk−1 · · ·un−2un−2up1up2 · · ·up2j
(respectivement uk−1 · · ·un−2un−2up1up2 · · ·up2j ) est le début de .x1x2x3 · · · .
On note X le mot de longueur |up2j+1| + |up2j+2| du langage qui précédé
de uk−1uk−1 · · ·un−2un−2up1up2 · · ·up2j (uk−1 · · ·un−2un−2up1up2 · · ·up2j respec-
tivement) dans .x1x2 · · · .
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X = X(1)X(2) avec |X(1)| = |up2j+1| et |X(2)| = |up2j+2|
up2j+2  X(2) ⇒ up2j+1X2  up2j+1up2j+2. Donc
up2j+1up2j+2 ≺ X(1)X(2) ⇒ up2j+1 ≺ X(1)
⇒ X(1) débute par up2j+1−1up2j+1−1
ou alors X(1) commence par les |up2j+1| termes du mot up2j+1−1up2j+1−1.
Définition 21. On dira que v ∈ Lβ est un mot intransitif s’il existe u ∈ Lβ tel que
pour tout w dans Lβ, uvw 6∈ Lβ.
Pour mieux comprendre le phénomène de trous, nous allons regarder le cas où
β = γn. Commençons par une description des mots intransitifs.
Proposition 27. Les mots intransitifs sont ceux qui comportent, pour m ≤ n − 1
et k ∈ N l’un des quatre types de mots suivants :
um−2um−1um avec m > 0 ,
um−1um−1um−1um−1 avec m ≥ 0 ,
um−1um+1 avec m ≥ 0 ,
um−1um−1 · · ·un−2un−2(un−1)2k+1un avec m ≥ 0.
Ces mots sont précédés par des suites de la forme :
0k−1uk00 u
k1
1 · · ·ukm−2m−2 , ki ∈ N .
Ceci se montre très facilement en remarquant qu’aucun de ces mots n’est dans
le langage associé à la partie codée du (−β)-shift.
L’arbre construit montre qu’il y a apparition de ces séquences dans les dévelop-
pements des réels appartenant aux trous.
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Une suite comportant l’une de ces séquences ne peut se décomposer en pro-
duit de mots codes (un tel mot n’est pas dans le système codé par le code préﬁxe
{un, un−1un−1}). Ceci reste donc en conformité avec les résultats du chapitre II. Les
(−β)-développements des réels appartenant aux trous se prolongent à gauche dans
le (−β)-shift bilatéral en mot de S−β \W (C). Mais nous avons vu au chapitre II que
cette partie est négligeable par rapport l’une mesure ergodique d’entropie maximale.
Il vient que sur Sd−β, le (−β)-shift unilatéral, tout intervalle de mots prolongeant en
mots de S−β \W (C) est de mesure nulle (mesure ergodique d’entropie maximale).
Ainsi l’image par fβ d’un tel intervalle de mots de est négligeable par rapport à
l’unique mesure ergodique sur Iβ (fβ est l’application qui à un mot (xi)i∈1 associe
le réel
∑
i≥1
xn
(−β)n ). Voici une autre justiﬁcation de l’existence de trous.
Théorème 18. Soit µ une mesure ergodique sur un système symbolique (X, T ) de
langage L.
Soient u et t deux mots de L tels que ∀a ∈ L, uat 6∈ L (t est un mot intransitif
lorsqu’il existe un tel mot u). Alors, on a µ(0[t]) = 0 ou µ(0[u]) = 0.
Preuve Lorsqu’une mesure µ est ergodique, µ presque tout point est générique ;
donc si µ(0[u]) et µ(0[t]) sont tous les deux non nuls, et si (xn)n∈Z est un point
générique pour µ il existe une inﬁnité de u et de t dans la suite (xn)n≥1 et donc un
mot a dans L tel que uat ∈ L (et un mot b de L tel que tbu ∈ L). 
On en déduit alors le théorème :
Théorème 19. Soit µ la mesure d’entropie maximale sur le (−β)-shift ; cette mesure
charge les cylindres 0[x] dès que x est un mot du langage de l’ensemble des mots
qui se décomposent en produit de mots du code préfixe récurrent positif. Soit t un
mot intransitif de Lβ ; alors, µ(0[t]) = 0. L’image par fβ du cylindre 0[t] est alors
négligeable par rapport à la mesure fβ(µ), fβ étant l’application qui à un mot (xi)i≥1
associe
∑
n≥1
xn
(−β)n .
Pour β plus grand que le nombre d’or, nous avons vu au chapitre II qu’il existe un
code préﬁxe récurrent positif qui code le (−β)-shift. Les seuls ensembles de mesure
nulle sont les produits inﬁnis des préﬁxes de d(lβ,−β) de longueurs impaires ou alors
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les mots qui ﬁnissent par d(lβ,−β). Mais ces ensembles sont réunions de singletons
(chaque mot est encadré par deux mots se décomposant en produit d’éléments du
code). Ceci n’a donc aucune incidence sur Iβ puisque la mesure ergodique sur Iβ
ne charge aucun singleton (elle est absolument continue par rapport à la mesure de
Lebesgue).
117
CHAPITRE III. SUPPORT DE LA MESURE ERGODIQUE SUR Iβ
118
Chapitre IV
Fonction Zêta
La notion de fonction Zêta dynamique a été introduite par M. Artin et B. Mazur
en 1965. On considère un diﬀéomorphisme δ sur un espace compact tel que tous les
itérés δn de δ admettent des points ﬁxes isolés. La fonction Zêta ζδ associée à δ est
donnée par :
ζδ(z) = exp(
∑
k≥1
♯F ix(δk)
k
zk) (IV.1)
où ♯F ix(δk) désigne le nombre de points ﬁxes de δk, par analogie à la fonction zêta
géométrique.
En 1994, Leopold Flatto et Jeﬀrey Lagarias dans [Lag99] ont introduit et déve-
loppé la fonction Zêta ζβ de la β -transformation. Ils considèrent l’application Tβ de
[0, 1) dans [0, 1) déﬁnie par :
Tβ : x 7→ {βx} pour β > 1,
où {x} dénote la partie fractionnaire de x et β un nombre réel strictement plus
grand que 1.
ζβ(z) = exp(
∑
k≥1
pk
k
zk) (IV.2)
où pk désigne le nombre de points ﬁxes de T kβ . En fait, pk correspond au nombre de
mots périodiques de période k dans le β-shift. En eﬀet, considérons un nombre réel
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positif x, point ﬁxe de T kβ dont le développement en base β est x1x2x3 · · · .
x1x2 · · · = dβ(x)
T kβ (x) = x⇒ dβ(x) = dβ(T kβ (x)).
Mais
dβ(T
k
β (x)) = xn+1xn+2 · · · .
Donc (xk+i)i≥1 = (xi)i≥1. C’est à dire (xi)i≥1 est périodique de période k.
Après l’introduction du développement des nombres en bases négatives par Ito et
Sadahiro, dans les grandes lignes à suivre nous déterminons la fonction zêta associée
au (−β)− shift et à la (−β)−transformation.
1 Fonction zêta d’un système symbolique défini par
un code préfixe exhaustif
Définition 22. Soit X un système dynamique symbolique. On dira qu’un mot u du
langage L associé à X est périodique s’il existe une orbite y dans X telle que y = u.
La longueur |u| est alors la période. Il existe une plus petite période k0, mais nous
allons considérer que tout multiple de k0 est aussi une période.
Définition 23. Un code C est dit exhaustif si tout mot périodique P = p1 · · ·pn peut
être écrit de façon unique comme suit :
P = a1a2 · · · as(x1,1x1,2 · · ·x1,k1)(x2,1 · · ·x2,k2) · · · (xh−1,1 · · ·xh−1,kh−1)b1 · · · br
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exhaustif
où
x1 = x1,1 · · ·x1,k1 ∈ C
x2 = x2,1 · · ·x2,k2 ∈ C
...
xh−1 = xh−1,1 · · ·xh−1,kh−1 ∈ C
et enfin xh = b1b2 · · · bra1a2 · · · as ∈ C.
Dans ce cas, P et x1 · · ·xh ont même orbite.
Théorème 20. Soit X un système codé par un code préfixe exhaustif C. Alors, si
on note pn le nombre de mots périodiques de longueur n dans X, la fonction zêta
associée est donnée par :
ζX(t) = exp(
∑
n≥1
pn
n
tn)
=
1
1− ∑
n≥1
bntn
(IV.3)
où bn désigne le nombre de mots périodiques de longueur n dans C.
Preuve
Notons (δn,k)n≥k≥1 la suite d’entiers positifs tels que δn,k désigne le nombre de
mots périodiques de longueur n ayant la même orbite qu’un produit de k pièces du
code préﬁxe exhaustif C de X. Donc pn =
∑n
k=1 δn,k. Au sens des séries formelles,
on réécrit la série :
∑
n≥1
pn
n
tn =
∑
n≥1
1
n
(
n∑
k=1
δn,k)t
n
=
∑
n≥1
δn,1
n
tn + · · ·+
∑
n≥k
δn,k
n
tn + · · · .
Soient x1, x2, · · · , xk, k pièces de C avec |x1x2 · · ·xk| = n et p, h deux entiers positifs
tels que x1x2 · · ·xk = (x1x2 · · ·xp)h où p est minimal, c’est-à-dire x1x2 · · ·xp dénote
le plus petit mot en taille dont l’orbite est (x1x2 · · ·xk)∞.
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k = hp et |x1x2 · · ·xk| =
k∑
i=1
|xi| = h
p∑
i=1
|xi|.
Alors
δn,k =
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
(
p∑
j=1
ij)(bi1 · · · bip)h
=
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
n
h
(bi1 · · · bip)h.
D’où
∑
n≥k
1
n
δn,kt
n =
∑
n≥k
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
1
h
(bi1 · · · bip)htn
=
1
k
∑
n≥k
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
k
h
(bi1 · · · bip)htn
=
1
k
∑
n≥k
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
p(bi1 · · · bip)htn.
p minimal, ph = k et h
∑p
j=1 ij = n, p(bi1 · · · bip)h compte les mots résultant de
permutations circulaires de k pièces du code. Sans tenir compte de la commutativité
du produit dans R, et au sens des séries formelles,
∑
n≥k
1
n
δn,kt
n =
1
k
∑
n≥k
∑
k∑
i=1
ij=n
bi1 · · · biktn,
mais
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∑
n≥k
∑
k∑
i=1
ij=n
bi1 · · · biktn = (
∑
n≥1
bnt
n)k.
C’est-à-dire,
∑
n≥k
1
n
δn,kt
n =
1
k
(
∑
n≥1
bnt
n)k.
Donc,
∑
n≥1
pn
n
tn =
∑
n≥1
bnt
n +
1
2
(
∑
n≥1
bnt
n)2 +
1
3
(
∑
n≥1
bnt
n)3 + · · ·
= log
1
1− ∑
n≥1
bntn
Ainsi, nous obtenons
ζX(t) =
1
1− ∑
n≥1
bntn
.

Exemple 4. Soient β un nombre réel, β ≥ 1. On note Xβ le β−shift et (ai)i≥1 le
développement de 1 en base β, et Cβ = {a1 · · · aki|k ∈ N∗, 0 ≤ i ≤ ak+1 − 1}.
Xβ est codé par Cβ qui est un code préfixe exhaustif. ak désigne non seulement
le k−ième terme du développement de 1 mais aussi le nombre de mots de longueur
k dans Cβ. Donc, la fonction zêta associée à Xβ est :
ζXβ(z) =
1
1− ∑
n≥1
anzn
.
2 Fonction Zêta du (−β)−shift
Le but de cette section est de déterminer ζ−β, fonction zêta associée au (−β)−shift.
Pour ce faire, on construit deux sous-ensembles de S−β : d’abord, un sous-ensemble
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codé par un code préﬁxe exhaustif, ensuite une partie constituée de ce qu’on pourrait
appeler de “mauvais mots”. Ces derniers représentent une classe de mots non issus
d’une permutation de pièces du code mais qui sont tout de même admissibles et
engendrent bien évidemment des orbites périodiques. L’étude de la fonction zêta as-
sociée au (−β)-shift se fera dans les lignes à suivre au cas par cas selon la complexité
du développement en base −β de lβ = − ββ+1 . Cette complexité vient du comptage
des mots du code et ceux de l’ensemble des “mauvais mots”.
2.1 Cas d(lβ,−β) non périodique
Soit β un nombre réel strictement plus grand que 1. Notons (di)i≥1 le dévelop-
pement en base −β de lβ = − ββ+1 .
Théorème 21. Soient β > 1 et d(lβ,−β) = (di)i≥1. Si (di)i≥1 est non-périodique,
alors la fonction zêta ζ−β associée au (−β)-shift est donnée par
ζ−β(z) =
1
1 +
∑
n≥1
(−1)n(dn + 1)zn . (IV.4)
Rappelons que pour le β-shift, il existe un code exhaustif nous permettant d’avoir
les mots périodiques. La diﬃculté avec le (−β)-shift est que certains mots pério-
diques sont préﬁxes de d(lβ,−β). C’est le cas par exemple de d1, d1d2d3, ...Ces mots
peuvent être répétés une inﬁnité de fois tout comme leurs produit. On a par exemple
d1d1d2d3d1d1d2d3d1d1d2d3 · · · qui est bien admissible à condition que d4 6= d1. Cette
catégorie de mots est celle que nous avons appelé ensemble de “mauvais mots”. La
condition d4 6= d1 commence un tout petit peu à mettre en exergue le caractère
complexe de cet ensemble en fonction de la suite (di)i≥1.
2.1.1 Cas où d2i < d1 pour tout i
On note ∆ l’ensemble déﬁni comme suit :
∆ = {d1, d1d2d3, · · · , d1 · · · d2k+1, · · · }
et on réintroduit le sous-ensemble
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Γ = {x1 · · ·xkd1 · · ·dn−1j; k, n ∈ N∗, (−1)n(dn − j) < 0, j 6= d1, x1, · · · , xk ∈ ∆}
On vériﬁe très facilement qu’un mot de Γ ne peut être facteur d’un autre. C’est donc
un code préﬁxe du (−β)−shift. Toutefois, ce code n’est pas exhaustif. En eﬀet, un
mot périodique de S−β s’écrit sous la forme a1 · · ·asx1 · · ·xkb1 · · · br où
b1 · · · bra1 · · · as ∈ Γ
x1 ∈ Γ
...
xk ∈ Γ
(IV.5)
ou,
b1 · · · bra1 · · · as ∈ ∆
x1 ∈ ∆
...
xk ∈ ∆.
(IV.6)
Proposition 28. Soit β un nombre réel tel que β > 1. On note (di)i≥1 le (−β)-
développement de lβ, S−β le (−β)-shift associé et ζ−β sa fonction zêta. On suppose
que pour tout i, d2i < d1. Alors, si cn est le nombre de mots de longueur n dans Γ.
ζ−β(z) =
1− z2
(1− z − z2)(1− ∑
n≥1
cnzn)
, (IV.7)
et
ζ−β(z) =
1 + z
1− ∑
n≥1
(−1)n(dn−1 − dn)zn
=
1
1 +
∑
n≥1
(−1)n(dn + 1)zn .
Preuve
Comme mentionné ci-dessus, les mots périodiques sont des permutations circu-
laires de produits de pièces contenues soit dans ∆, soit dans Γ. Notons pn le nombre
de mots périodiques de longueur n, p1,n et p2,n ceux satisfaisant IV.4 et IV.5 respec-
tivement. Ainsi, pn = p1,n + p2,n. D’où
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ζ−β(z) = exp(
∑
n≥1
pn
n
zn)
= exp(
∑
n≥1
p1,n
n
zn)exp(
∑
n≥1
p2,n
n
zn).
Du théorème 20,
exp(
∑
n≥1
p1,n
n
zn) =
1
1− ∑
n≥1
cnzn
(IV.8)
où cn désigne le nombre de mots de longueur n dans Γ.
exp(
∑
n≥1
p2,n
n
zn) s’obtient comme dans la preuve du théorème 20 en remplaçant
b2i+1 par 1 et b2i par 0 pour tout i. En eﬀet, réintroduisons les notations de la preuve
du théorème 19. δn,k sera le nombre de mots périodiques de longueur n, permutations
circulaires de k pièces appartenant à ∆. D’où,
∑
n≥1
p1,n
n
zn =
∑
n≥1
δn,1
n
zn + · · ·+
∑
n≥k
δn,k
n
zn + · · · .
On considère deux entiers positifs h et p tels que hp = k (p minimal). Ainsi,
δn,k =
∑
(i1,i2,···ip)
h
∑p
j=1 ij=n
ph=k
(
p∑
j=1
ij)(bi1 · · · bip)h
avec b2m = 0 et b2m+1 = 1. bj = ♯∆ ∩ Aj . Comme il n’y a pas de pièce de longueur
paire dans ∆ et pour tout m , ♯∆ ∩ A2m+1 = 1 on a donc
∑
n≥k
δn,k
n
zn =
1
k
(
∑
n≥0
z2n+1)k
et donc,
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∑
n≥1
p2,n
n
zn =
∑
n≥0
z2n+1 + · · ·+ 1
k
(
∑
n≥0
z2n+1)k + · · ·
= ln
1
1− ∑
n≥0
z2n+1
.
Au sens des séries formelles (on se situe dans la boule unité ouverte B(0, 1) et mieux,
dans la boule fermée B(0,
1
β
)), ceci implique
exp(
∑
n≥1
p1,n
n
zn) =
1
1− ∑
n≥0
z2n+1
=
1− z2
1− z − z2 .
(IV.9)
De IV.8 et IV.9, on a :
ζ−β(z) =
1− z2
(1− z − z2)(1− ∑
n≥1
cnzn)
.
Supposons maintenant d2i < d1 pour tout i, ∀i ≥ 2
Γ =
{
x1 · · ·xkd1 · · · dn−1j; (−1)n(dn − j) < 0, j 6= d1, (x1, · · · , xk) ∈ ∆k
}
,
= {d1 · · · d2k1+1 · · · d1 · · · d2km+1d1 · · · dnj|k1, · · · km, n ∈ N, j 6= d1} .
On pose Γn = Γ ∩An avec A = {0, 1, · · · , ⌊β⌋} .cn = ♯Γn.
Γ2n = (d1Γ2n−1) ∪ · · · ∪ (d1 · · · d2n−3Γ3) ∪ {d1 · · · d2n−1j, d2n < j < d1} ,
Γ2n+1 = (d1Γ2n) ∪ · · · ∪ (d1 · · · d2n−1Γ2) ∪ {d1 · · · d2nj, 0 ≤ j < d2n+1} .
Ainsi,
c1 = ♯ {j|j < d1} = d1,
c2 = ♯ {d1j|d2 < j < d1} = d1 − d2 − 1.
Pour n > 1 on a, c2n = c2n−1 + · · · c3 + d1 − d2n − 1 et c2n+1 = c2n + · · · c2 + d2n+1
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ou plus généralement
cn = cn−1 + cn−2 + (−1)n(dn−2 − dn).
La série
∑
n≥1
cnz
n a déjà été calculée au chapitre II section 2.1. Nous avons montré
(voire II.5) que
(1− z − z2)(1−
∑
n≥1
cnz
n) = (1− z)(1 −
∑
n≥1
(−1)n(dn−1 − dn)zn). (IV.10)
De IV.6 et IV.10 on obtient le résultat IV.7. 
2.1.2 Cas où pour un certain i, d2i = d1
On se donne un réel β > 1 tel que d(lβ,−β) = (di)i≥1 ne vériﬁe pas d2i < d1 pour
tout i plus grand que 2. En d’autres mots, il existe deux suites (ni)i≥0 et (pi)i≥0
telles que p0 = 0 = n0 et
(di)i≥1 = d1 · · · d2n1−1d1 · · · dp1d2n1+p1 · · · d2n2−1d1 · · · dp2d2n2+p2 · · · . (IV.11)
Les ensembles {d1 · · · dn−1j, (−1)n(dn − j) < 0, j 6= d1} sont vides pour 2ni ≤ n ≤
2ni + pi − 1.
Comme dans le paragraphe précédent, on distingue trois types de mots pério-
diques : les permutations des produits des mots ﬁnis du code, les permutations des
mots que nous avons appelé les “ mauvais mots” et enﬁn les permutations circulaires
de certains produit des pièces d1 · · · d2ni−1. Nous réintroduisons les ensembles C et
∆ (déjà mentionné au chapitre II section 2.1). ∆ est l’ensemble des mots suivants :
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d1 · · · d2k−1, avec 2ni + pi ≤ 2k − 1 < 2ni+1 − 1 et n ∈ N,
d1 · · · d2ni−1d1 · · · d2k−1, avec 2nj + pj ≤ 2k − 1 < 2nj+1 − 1 et nj ≥ ni
d1 · · · d2ni−1d1 · · · d2k−1, avec pi + 1 ≤ 2k − 1 < 2ni − 1
...
Γ désigne l’ensemble des mots de la forme d1d2 · · · dk−1j avec (−1)k(dk − j) < 0 et
j 6= d1. Enﬁn, on a C tel que
C = Γ
⋃
x∈∆
|x|=1
xC1
⋃
x∈∆
|x|=2
xC1
⋃
x∈∆
|x|=3
xC1 · · · (IV.12)
où C1 représente l’ensemble des mots du code préﬁxe C de longueurs supérieures ou
égales à 2.
C1 = {x ∈ C, |x| > 1}
= C \ {x ∈ C, |x| = 1} .
Notons cn, δn et an les nombres de mots de longueur n dans C , Γ et ∆ respec-
tivement.
Nous avons posé
A(ni) =
∑
k1≥1
z2nk1−1(1−
∑
k2≤pk1
z2nk2−1(1−
∑
k3≤pk2
z2nk3−1(· · · ))).
Les mots d1 · · · d2ni−1 sont périodiques mais tous leurs produits ne le sont pas. Les
coeﬃcients de la série A(ni) comptent les produits périodiques des les pièces de la
forme d1d2 · · · d2ni−1. Les produits de deux pièces d1 · · · d2ni−1d1 · · · d2nj−1 ne sont pas
périodique si 2nj−1 est inférieur à pi. Ceci justiﬁe le signe " - " devant la somme sur
k2 ∈ Jk2. Toutefois, la concaténation de ces produits bannis avec d1 · · · d2nk−1 donne
des pièces périodiques pour certains k tel que 2nk − 1 plus petit que pj (somme
sur k3 dans Jk2), etc. Plus généralement, si Xki = d1 · · · d2nki−1 et 2nki − 1 < pki−1 ,
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Xk1Xk2 · · ·Xkn n’est pas périodique (respectivement Xk1Xk2 · · ·Xkn est périodique)
si n paire (respectivement n impair) mais Xk1Xk2 · · ·XknXkn+1 l’est (respectivement
ne l’est pas) pour 2nkn+1 < pkn.
Dans la preuve du théorème 9, nous avons montré que
(1−
∑
n≥1
anz
n)(1−
∑
n≥1
cnz
n)(1−A(ni)) = 1 +
∑
n≥1
(−1)n(dn + 1)zn. (IV.13)
• 1
1− A(ni)
est la fonction zêta de la partie du système ayant pour mots pério-
diques les produits des séquences d1d2 · · · d2ni−1.
• 1
1− ∑
n≥1
anzn
représente la fonction zêta associée à ∆.
• 1
1− ∑
n≥1
cnzn
est quant lui la fonction zêta associée à C.
La fonction zêta du (−β)-shift est donc donnée par :
ζ−β(z) =
1
1 +
∑
n≥1
(−1)n(dn + 1)zn . (IV.14)
La preuve du théorème se déduit des sous-sections précédentes.
3 Cas du développement périodique de période paire
Soit β un nombre réel positif plus grand que 1 et (di)i≥1 le (−β)−développement
en − β
β + 1
. On suppose que (di)i≥1 = d1d2 · · · d2p, 2p étant la période. Dans ce cas
précis nous voyons qu’en plus des mots périodiques déﬁnis plus hauts, les permuta-
tions des séquences paires d1 · · · d2pk les sont aussi (avec k dans N∗). Pour chaque
entier k, il a 2p mots issus de ces permutations.
Lemme 8. Si d(lβ,−β) est périodique de période h (avec h minimal), alors dh 6= 0.
Donc, (d∗i )i≥1 est toujours une suite d’entiers positifs.
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Preuve Supposons dh = 0. Alors, comme (dh+i)i≥1 = (di)i≥1 et
T n−β(
−β
β + 1
) =
∑
i≥1
dn+i
(−β)i ⇒
∑
i≥1
dh+i
(−β)i =
−β
β + 1
;
dh−1 = ⌊−βT h−2−β (−
β
β + 1
) +
β
β + 1
⌋
= ⌊dh−1 − 1
β
∑
i≥1
dh+i
(−β)i +
β
β + 1
⌋
dh−1 = dh−1 + 1.
Ce qui est absurde. Donc si d(lβ,−β) est périodique de période h, alors dh 6= 0. 
La conséquence de ce lemme est que si pour un certain β, le développement en
base −β de lβ est périodique, la suite d’entiers (di−1)i≥1 (avec d0 = 0) ne l’est pas.
Nous voyons alors que dans le cas d’un développement périodique de période paire,
en plus des mots périodiques déﬁnis plus hauts, les permutations des séquences de
longueurs paires (d1 · · ·d2p)k le sont aussi (avec k dans N∗). Pour chaque entier k, il
y a 2p mots issus de ces permutations. D’où le théorème :
Théorème 22. Soit β un nombre réel strictement plus grand que 1 tel que
d(
−β
β + 1
,−β) = d1d2 · · ·d2p.
On note S−β le (−β)−shift associé. Alors, la fonction zêta ζ−β de S−β est donnée
par :
ζ−β(z) =
1
(1− z2p)(1 + ∑
n≥1
(−1)n(dn + 1)zn) . (IV.15)
Preuve
Par rapport au paragraphe précédent, un facteur rentre en compte : les mots
périodiques dont l’orbite est d1d2 · · ·d2p. Nous avons donc :
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pn =


p1,n + p2,n if 2p 6 |n
p1,n + p2,n + 2p if 2p|n
où p1,n et p2,n désigne le nombre de mots de longueur n permutations de produits
de pièces du code et des “mauvais mots” respectivement. Ainsi,
ζ−β(z) = exp(
∑
n≥1
p1,n
n
zn)exp(
∑
n≥1
p2,n
n
zn)exp(
∑
n≥1
1
n
z2pn).
D’après le paragraphe précédent,
exp(
∑
n≥1
p1,n
n
zn)exp(
∑
n≥1
p2,n
n
zn) =
1
1 +
∑
n≥1
(−1)n(dn + 1)zn .
Dans le disque unité, exp(
∑
n≥1
1
n
z2pn) =
1
1− z2p , ce qui donne le résultat. 
4 Cas d’un développement périodique de période
impaire
Soit β un réel plus grand que 1. Nous savons que le (−β)-shift S−β est constitué
de mots (xi)i≥1 vériﬁant :
d1d2 · · ·  xnxn+1 · · ·  r∗1r∗2 · · · , ∀n ∈ Z
avec
d∗(rβ,−β) =


(0, d1, · · · , d2p−2, d2p−1 − 1) si d(lβ,−β) = (d1, · · · , d2p−1)
(0, d1, d2, · · · ) si non.
Nous allons noter (d∗i )i≥1 la suite déﬁnie comme suit :
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(d∗i )i≥1 =


(d1, · · · , d2p−2, d2p−1 − 1, 0) si d(lβ,−β) = (d1, · · · , d2p−1)
(d1, d2, · · · ) si non.
(IV.16)
Cette suite n’est rien d’autre que la limite des développements en base −β lorsque
l’on tend vers − β
β + 1
par valeur supérieure. Si (d∗i )i≥1 est diﬀérent de (di)i≥1, le
(−β)-shift est un système dynamique non-transitif. Ce cas précis est obtenu lorsque
(di)i≥1 est périodique de période impaire. On peut alors écrire S−β comme réunion
de deux ensembles disjoints :
S−β = S∗−β
⋃
< d1d2 · · ·d2p−1 >
où 2p− 1 est la période, S∗−β l’ensemble des mots (xi)≥1 tels que
d∗1d
∗
2 · · ·  xnxn+1 · · ·  0d∗1d∗2 · · · , ∀n ∈ Z
et < d1d2 · · · d2p−1 > est un ensemble de mots engendré par la séquence d1 · · · d2p−1.
Ils ﬁnissent sous la forme d1 · · · d2p−1d1 · · · dn ajouté de leurs permutations. Seuls les
produits quelconque de d1 · · · d2p−1 et leurs permutations sont périodiques.
On suppose dans la suite de ce paragraphe que (di)i≥1 est périodique de période
2p− 1. Alors, (d∗i )i≥1 est quant à lui périodique de période 2p.
Théorème 23. Soit β un réel strictement plus grand que 1. Si d(− β
β+1
,−β) est
périodique de période impaire 2p − 1, alors la fonction zêta ζ−β associée au (−β)-
shift est donnée par :
ζ(z) =
1
(1− z2p−1)(1 + z2p−1)(1 + ∑
n≥1
(−1)n(dn + 1)zn) . (IV.17)
Preuve
Comme mentionné plus haut, S−β est non transitif. Il s’écrit sous forme d’une
réunion de deux parties dont l’une est transitive et l’autre engendre par d1 · · · d2p−1.
On a donc :
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ζ−β(z) = ζ∗(z)× 1
1− z2p−1 ,
ζ∗ étant la fonction zêta de S∗β et
1
1− z2p−1 celle de la partie engendrée par d1 · · · d2p−1.
Du paragraphe 3, on a
ζ∗(z) =
1
(1− z2p)(1 + ∑
n≥1
(−1)n(d∗n + 1)zn)
. (IV.18)
Mais compte-tenu de IV.16,
1 +
∑
n≥1
(−1)n(d∗n + 1)zn =
1 + z2p−1
1− z2p (1 +
∑
n≥1
(−1)n(dn + 1)zn).
Donc
ζ∗(z) =
1
(1 + z2p−1)(1 +
∑
n≥1
(−1)n(dn + 1)zn) .
En multipliant cette expression par
1
1− z2p−1 on a le résultat IV.17. 
Remarque 12. (1) Il est à noter que si β est entier alors le (−β)-développement
de − β
β + 1
est
d(− β
β + 1
,−β) = .βββ · · · .
Il est donc périodique de période impaire 1. Toutefois, le système dynamique
engendré est obtenu par la suite (d∗i )i≥1 (par convention) qui est alors (β − 1)0.
(xi)i≥1 ∈ S−β ⇔ ∀n ∈ N∗, (β − 1)0  (xi)i≥n.
Ainsi, la fonction zêta du système est réduite à ζ∗ définie au IV.18.
ζ−β(z) =
1
(1 + z)(1 +
∑
n≥1
(−1)n(β + 1)zn) .
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Et donc, pour β entier supérieur ou égal à 2,
ζ−β(z) =
1
1− βz . (IV.19)
(2) Pour tout les cas étudiés, on vérifie que 1
β
est un pôle de la fonction zêta
associé au (−β)-shift.
5 Fonction zêta de la (−β)-transformation
Soit β un réel strictement plus grand que 1. On rappelle que l’application T−β
désigne l’application de Iβ dans lui-même déﬁnie par
T−β : x 7−→ −βx− ⌊−βx+ β
β + 1
⌋.
Par analogie de la fonction zêta ζ˜−β de la β−transformation établie par Leopold
Flatto et Jeﬀrey Lagarias, dans cette section nous déterminons la zêta-fonction de la
(−β)−transformation T−β. Pour ce faire, nous comptons les points ﬁxes des itérées
de T−β. Fixons k dans N. Il est aisé de remarquer que tout points ﬁxe de T k−β a
un développement périodique, un mot répété dans cette orbite étant de longueur k.
En eﬀet, soit x un point ﬁxe de T k−β. Notons (xi)i≥1 le (−β)-développement de x. Il
vient que (xi)i≥k+1 est le développement en base −β de T k−β(x). On a
T k−β(x) = x⇔ (xi)i≥k+1 = (xi)i≥1
puisque le développement est unique. Ce qui traduit la périodicité de (xi)i≥1. On
l’identiﬁe à (x1, x2, · · ·xk).
Théorème 24. Soit (x1, · · · , xk) une orbite périodique du (−β)-shift S−β. Alors il
existe x tel (xi)i≥1 soit son développement ou alors (xi)i≥1 décrit la même orbite que
(d∗i )i≥1 ((d
∗
i )i≥1 étant défini au IV.16).
Preuve
Nous avons vu qu’un réel x admet plus de deux représentations dans S−β si
son développement en base −β ﬁnit par d(− β
β+1
,−β). Soit (x1, · · · , xk) un mot
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périodique de S−β et x le réel tel que :
x =
∑
i≥1
xn
(−β)n
(i) d(− β
β+1
,−β) non périodique de période impaire. Alors aucun mots ﬁnissant
par d(− β
β+1
,−β) n’est périodique et ainsi x ne peut admettre qu’au plus une
représentation dans S−β donc son développement en base −β.
(ii) d(− β
β+1
,−β) périodique de période impaire. Dans ce cas (d∗i )i≥1 est aussi
périodique.
Si pour tout n, on a (xi)i≥n 6= (di)i≥1 et (xi)i≥1 6= (d∗n)i≥1 alors x ne peut
admettre plus de deux représentations dans S−β. Donc (xi)i≥1 est un (−β)-
développement.

La conséquence de ce théorème est que si d(− β
β+1
,−β) n’est pas périodique avec
une période impaire, la fonction zêta du (−β)-shift et celle de la (−β)-transformation
sont confondues et vaut donc
ζ˜−β(z) =


1
(1− z2p)(1 + ∑
n≥1
(−1)n(dn + 1)zn) si d(lβ,−β) = (d1, · · · , d2p),
1
1 +
∑
n≥1
(−1)n(dn + 1)zn si d(lβ,−β) non-périodique.
(IV.20)
Si d(lβ,−β) est périodique de période impaire 2p − 1, notons p˜n le nombre de
points ﬁxes de la n-ième itérée de la (−β)-transformation alors :
p˜n =


pn if 2p 6 |n,
pn − 2p if 2p|n
2p désigne le nombre de mots images de (d∗i )i≥1 = d1 · · · d2p−2(d2p−1 − 1)0 par les
itérées du décalage (le shift). Donc,
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ζ˜−β(z) = exp(
∑
n≥1
p˜n
n
zn)
= exp(
∑
n≥1
pn
n
zn) exp(−
∑
n≥1
z2pn
n
)
= (1− z2p)ζ−β(z)
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Chapitre V
Systèmes de numération
Dans ce chapitre, on étudie des systèmes de numérations associées à des échelles
(Hn)n≥1, où (|Hn|)n≥1 est une suite strictement croissante de premier terme 1. Les
lignes à suivre sont essentiellement inspirées des travaux de Anne Bertrand Mathis
(dans [BM89]) et Nathalie Loraud (voire [Lor95]). On s’intéresse plus particulière-
ment à l’écriture des nombres relatifs au moyen d’une échelle (suite) de numération
alternée. Toutefois, on débutera par quelques notions classiques sur les systèmes de
numérations associées à des échelles positives.
1 Suite de numération
Soit H = (Hi)i≥0 une suite strictement croissante dont le premier terme H0 vaut
1. (Hi)i≥0 est appelé suite ou echelle de numération. Il est bien connu que tout entier
positif N admet un développement unique obtenu par l’algorithme glouton :
N = nkHk + nk−1Hk−1 + · · ·+ n1H1 + n0H0 (V.1)
où la (ni)ki≥0 est telle que nk 6= 0 et pour tout i,
niHi + ni−1Hi−1 + · · ·+ n0H0 < Hi+1.
L’ensemble des suites (nk, nk−11, · · · , n0) ainsi obtenu est appelé langage associé à la
suite (Hi)i≥0. On parlera de β-numération, pour un certain β > 1 si le langage associé
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à (Hi)i≥1 est celui du β-shift. Il est d’ailleurs connu ( voire [BM89]) que les conditions
suivantes sont telles que (a) implique (b) et (c), (b) et (c) sont équivalentes :
(a) Il existe une base β telle que L(H) est le langage du β-shift, Hn est alors le
nombre de mots de longueur n du le langage du β-shift.
(b) Le langage L(H) associé à H = (Hi)i≥1 est invariant par le décalage σ et
pour tout mkmk−1 · · ·m0 dans L(H), mkmk−1 · · ·m000 · · ·0 est dans L(H).
(c) Le langage L(H) est associé à un système dynamique d’entropie positive.
Ainsi, chaque réel β > 1 est associé à une suite de numération. Toutefois, dans
certains cas, celle-ci peut ne pas être unique. Ceci fait l’objet de la proposition
suivante :
Proposition 29. Soit β un nombre de Parry simple. Alors, β est associé à deux
systèmes de numération.
Preuve β est nombre de Parry simple signiﬁe que le β-développement de 1
est ﬁni. Soit donc .t1t2 · · · tm = dβ(1) et d∗β(1) = .t1t2 · · · tm−1(tm − 1), les langages
L(dβ(1)) et L(d∗β) ont même entropie. Donc, si di et d
∗
i est les nombres de mots de
longueur i de L(dβ(1)) et L(d∗β) respectivement. Donc
lim
n→+∞
dn+1
dn
= lim
n→+∞
d∗n+1
d∗n
= β.

La démonstration ﬁgurant dans [BM89] reste valide aussi bien dans le cas de
(d∗i )i≥1 que (di)i≥1.
Exemple 5. β = 2 avec les suites 20 et 1. Pour 20, Hn = 2n+1−1 ; pour 1, on aura
Hn = 2
n.
2 Numération en base négative non-entière
2.1 Système de numération
Définition 24. Soit β un réel strictement plus grand que 1. On appellera système de
numération des entiers relatifs en base −β la donnée d’une suite alternée (wn)n≥1
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telle que w0 = 1, (|wn|)n≥1 croit strictement et
lim
n→+∞
wn+1
wn
= −β.
On pose W = (wn)n≥1. Pour tout m dans Z, il existe une suite ﬁnie d’entiers
(mi)
n
i=0 telle :
m = mnwn +mn−1wn−1 + · · ·+m0w0
où les mi sont donnés par l’algorithme ( glouton ) suivant :
m = mnwn + rn et |rn| < |wn|
rn = mn−1wn−1 + rn−1 avec |rn−1| < |wn−1|
rn−1 = mn−2wn−2 + rn−2 avec |rn−2| < |wn−2|
...
r2 = m1w1 + r1 avec |r1| < |w1|
r1 = m0w0.
On note Jn l’ensemble des nombres mnwn + · · ·+m0w0. C’est alors une suite crois-
sante de sous-ensembles de Z.
Si n est impair, mn 6= 0, mnwn + · · · + m0w0 < 0. Si non, mn 6= 0, mnwn +
· · · + m1w1 + m0w0 est strictement positif. Jn \ Jn−1 est l’ensemble des nombres
mnwn + · · ·+m0w0 tel que mn 6= 0
Z =
⋃
n∈N
Jn =
⋃
n∈N
(Jn \ Jn−1).
On appellera langage associé à W , l’ensemble L(W ) déﬁni par :
L(W ) = {ǫnǫn−1 · · · ǫ0.|ǫnwn + · · ·+ ǫ0w0 ∈ Jn, ∀n ∈ N} .
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2.2 Relation d’ordre sur les mots de L(W )
On déﬁnit la relation d’ordre alterné sur L(W ) comme suit : soit xnxn−1 · · ·x1x0·
et ynyn−1 · · · y1y0· deux mots de L(W ),
xnxn−1 · · ·x1x0. ≺ ynyn−1 · · · y1y0.⇔ ∃ k, | xi = yi ∀i > k et (−1)k(xk − yk) < 0 .
(V.2)
ou alors, si considère plutôt les mots x1x2 · · ·xn. et y1y2 · · · yn.,
x0x1 · · ·xn−1xn. ≺ y0y1 · · · yn−1yn.⇔ ∃ k, | xi = yi ∀i < k et (−1)n−k(xk − yk) < 0 .
Ceci ne change rien en la déﬁnition de la relation d’ordre alterné introduite dans
le chapitre 1. En eﬀet, dans ce chapitre, nous avons vu que pour deux suites (xi)i≥
et (yi)i≥1 sur un certain alphabet, (xi)i≥1 ≺ (yi)i≥1 s’il existe un indice k tel que
xi = yi pour i plus petit que k et (−1)k(xk − yk) < 0. Regardons plus précisément
ce qui en ai des suites bi-inﬁnies.
(x−n, x−n+1, · · · , x−1, x0, x1, · · · ) ≺ (y−n, y−n+1, · · · , y−1, y0, y1, · · · ).
On suppose que l’indice à partir duquel les deux suites diﬀèrent est négatif, disons
−k, alors x−i = y−i pour −i < −k et (−1)−k(x−k−y−k) < 0. Changeons l’indexation
en posant :
x
′
= (x
′
n, x
′
n−1, · · · , x
′
1, x
′
0, x
′
−1, x
′
−2, · · · ) = (x−n, x−n+1, · · · , x−1, x0, x1, x2, · · · )
y
′
= (y
′
n, y
′
n−1, · · · , y
′
1, x
′
0, y
′
−1, y
′
−2, · · · ) = (y−n, x−n+1, · · · , y−1, y0, y1, y2, · · · ).
En comparant x
′
et y
′
, on retrouve la relation d’ordre alterné sur L(W ) donnée en
V.1. En fait, le langage L(W ) est contenu dans l’ensemble des concaténations unila-
térales gauche. Ceci justiﬁe la présence d’un point à la ﬁn de chaque séquence ﬁnie.
Dans la suite nous pouvons donc omettre cette notation s’il n’y a pas d’ambiguïté.
C’est-à-dire, pour un mot x1x2 · · ·xn· de L(W ), nous écrirons x1x2 · · ·xn (sans point
à la ﬁn).
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On peut ainsi comparer les mots non seulement de même longueur mais aussi
ceux de longueurs diﬀérentes en ajoutant un nombre de zéros convenable à gauche
du mot ayant la plus petite longueur.
Exemple 6.
2013. ≺ 1013. ≺ 13. ≺ 0. ≺ 3. ≺ 103.
En ajoutant des zéros à gauche, on a :
2013. ≺ 1013. ≺ 0013. ≺ 0000. ≺ 0003. ≺ 0103.
2.3 Caractérisation des systèmes de numération
On note Tn l’ensemble des mots de L(W ) de longueur inférieure ou égale à n ne
commençant pas par 0. Le cardinal de Tn est alors ﬁni. Ainsi, au sens de la relation
d’ordre alterné, Tn admet un plus petit et un plus grand élément.
Théorème 25. Soient β > 1 et W = (wn)n≥0 un système de numération des entiers
relatifs en base −β. On suppose que le langage L(W ) associé est celui d’un système
dynamique. Il existe alors un mot de Lyndon (ai)i≥1 tel que L(W ) est le langage du
système de Lyndon associé à (ai)i≥1. (|wn|)n≥0 est alors la suite (Hn)n≥0 donnée au
chapitre 1 obtenue par la récurrence :
Hn =
k=n∑
k=1
(−1)k(dk−1 − dk)Hn−k + 1.
Il y a donc un unique système de numération associé à −β lorsque β n’est associé
à aucun Lyndon faible (un mot de Lyndon périodique) et une infinité si non.
Proposition 30. Si L(W ) est factoriel et prolongeable, alors il existe une suite
bornée (ai)i≥1 telle que pour tout n, a1a2 · · · a2n+1 est le plus grand mot au sens de
la relation d’ordre alterné de longueur 2n+ 1 et a1a2 · · · a2n est le plus petit mot de
longueur 2n.
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Preuve On pose :
a2n+12n a
2n+1
2n−1 · · · a2n+11 a2n+10 le plus grand mot de L(W ) de longueur 2n + 1 ,
a2n2n−1a
2n
2n−2 · · · a2n1 a2n0 le plus petit mot de L(W ) de longueur 2n .
Soit x1 · · ·xn ∈ L(W )
L(W ) factoriel =⇒ ∀xi, xi ∈ {0} ∪ T1
xi est aussi un mot de longueur 1. C’est-à-dire |xiw0| = xi < |w1|. Donc, pour tout
mot x1 · · ·xn de L(W ) , la suite (xi)ni=1 est bornée.
Soit a1 = a10 le sup de T1. Alors, Card(T1) = a1+1. Ceci signiﬁe aussi que L(W )
est un langage sur l’alphabet ﬁni {0, 1, · · · , a1}.
a21a
2
0 est le plus petit mot dans L(W ) de longueur 2.
L(w) prolongeable (et σ− invariant, où σ est le décalage) implique qu’il existe α
dans l’alphabet {0, 1, · · · , a1} tel que a1α ∈ L(W ).
a21a
2
0 ∈ L(W ) et a21a20  a1α. D’où (−1)(a21 − a1) ≤ 0
Mais a21 ∈ L(W )⇒ a1 ≥ a21. Donc a1 = a21
On pose a20 = a2. On a (−1)2(a2 − α) ≤ 0⇒ a2 ≤ α.
De même a1a2 ∈ L(W )⇒ ∃α ∈ L(W ), |α| = 1 tel que a1a2α ∈ L(W )
a32a
3
1a
3
0 est le plus grand mot dans L(W ) de longueur 3. Donc
a1a2α  a32a31a30
a32a
3
1 ∈ L(W )⇒ a1a2  a32a31
⇒ a1a2 = a32a31
On pose a30 = a3
Supposons a1 · · ·ak le début du plus grand (resp. plus petit) mot de longueur k,
avec k impair (resp. k pair).
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Si a1 · · · ak 6= ak+1k · · · ak+11 , alors il existe p, 1 ≤ p ≤ k tel que :
ai = ak−i+1 pour i < p et ap 6= ak+1k+1−p
∃α ∈ L(W ), |α| = 1 tel que a1 · · · akα ∈ L(W )
ak+1k · · · ak+10 est le plus petit (resp. plus grand ) mot de L(W ) de longueur k + 1.
Donc
(−1)p(ak+1k+1−p − ap) < 0
ak+1k · · · ak+11 ∈ L(W ) et a1 · · · ak le plus grand (resp. plus petit) mot de longueur k.
On a donc :
(−1)p(ak+1k+1−p − ap) > 0
ce qui est absurde. Donc
ak+1k · · ·ak+11 = a1 · · · ak et on pose ak+10 = ak+1.
On construit ainsi une suite (ai)i≥1 tel que pour tout n, a1 · · · a2n+1 est le plus grand
mot de longueur 2n+ 1 et a1 · · · a2n le plus petit mot de longueur 2n 
Si on note t2n2n−1 · · · t2n0 le plus grand mot de L(W ) de longueur 2n et t2n+12n · · · t2n+10
le plus petit mot de L(W ) de longueur 2n+1 par un raisonnement analogue à celui
mené sur la suite (ai)i≥1, on montre également que tnn−1 · · · tn0 est le début du mot
tn+1n · · · tn+10 . On obtient une suite (ti)i≥1 telle que t1 · · · t2n est le plus grand mot dans
L(W ) de longueur 2n et t1 · · · t2n+1 est le plus petit mot dans L(W ) de longueur
2n+ 1 avec
t1 · · · t2n.  0a1 · · · a2n−1. et 0a1 · · · a2n  t1 · · · t2n+1.
Dans la suite, f désigne l’application de L(W ) dans Z qui à un mot xnxn−1 · · ·x0.
on associe xnwn + xn−1wn−1 + · · ·+ x0w0.
f : L(W ) −→ Z
xn · · ·x0 7−→ xnwn + · · ·+ x0w0.
145
CHAPITRE V. SYSTÈMES DE NUMÉRATION
Proposition 31. L’application f est croissante au sens de la relation d’ordre al-
terné.
xnxn−1 · · ·x1x0. ≺ ynyn−1 · · · y1y0.⇒ f(xnxn−1 · · ·x1x0.) < f(ynyn−1 · · · y1y0.).
Preuve
– x0 ≺ y0 ⇒ x0w0 < y0w0. C’est vrai pour n = 0. Supposons-le à l’ordre k.
– Supposons xk+1xk · · ·x1x0. ≺ yk+1yk · · · y1y0. Si xk+1 = yk+1, c’est ﬁni puis-
qu’on aurait xk · · ·x1x0 ≺ yk · · · y1y0.
Si (−1)k+1(xk+1 − yk+1) < 0, on a nécessairement :
|f(xk · · ·x0)− f(yk · · · y0)| ≤ |f(a1 · · ·ak+1)− f(a1 · · · ak)|
Par ailleurs,
1a1 · · · ak+1. ≺ 11a1 · · · ak. ≺ 00a1 · · · ak si k est pair
cette realtion implique que :
f(a1 · · · ak+1.)− f(a1 · · · ak.) ≤ −wk+1.
Aussi
00a1a2 · · · ak. ≺ 11a1 · · · ak ≺ 1a1 · · · ak+1 si k est impair
ce qui implique que :
f(a1 · · · ak+1.)− f(a1 · · · ak.) ≥ −wk+1.
C’est-à-dire :
|f(a1 · · · ak+1)− f(a1 · · · a1)| ≥ |wk+1|.
D’où
f(xk+1xk · · ·x1x0) ≤ f(yk+1yk · · · y1y0)

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Nous admettons la surjectivité de l’application f . Elle a été montrée par Anne
Bertrand dans «How to write relative integers in a negative real bases, preprint».
La preuve est valide pour n’importe quel mot de Lyndon.
Grâce à la proposition ainsi établie, on détermine wn. Si t1 · · · t2n est le plus
grand mot de L(W ) de longueur 2n. f(t1 · · · t2n) + 1 est l’image du plus petit mot
de T2n+1 \ T2n et donc l’image de 1a1 · · · a2n. Ainsi :
t1w2n−1 + t2w2n−2 + · · ·+ t2n + 1 = w2n + a1w2n−1 + · · ·+ a2nw0
w2n = (t1 − a1)w2n−1 + (t2 − a2)w2n−2 + · · ·+ (t2n − a2n)w0 + 1
w2n =
2n∑
i=1
(ti − ai)w2n−i + 1.
De même, t1 · · · t2n+1 est le plus petit mot dans L(W ) de longueur 2n + 1.
f(t1 · · · t2n+1) − 1 est l’image par f du plus grand mot dans T2n+2 \ T2n qui est
1a1 · · · a2n+1 et donc
t1w2n + · · ·+ t2n+1w0 − 1 = w2n+1 + a1w2n + a2w2n−1 + · · ·+ a2n+1w0.
C’est-à-dire :
w2n+1 = (t1 − a1)w2n + (t2 − a2)w2n−1 + · · ·+ (t2n+1 − a2n+1)w0 − 1,
w2n+1 =
2n+1∑
i=1
(ti − ai)w2n+1−i − 1
ou alors, pour tout n dans N,
wn =
n∑
i=1
(ti − ai)wn−i + (−1)n.
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Comme |wn| = (−1)nwn, on a :
|wn| =
n∑
i=1
(−1)i(ti − ai)|wn−i|+ 1.
Nous avons vu que pour tout x1 · · ·x2n dans L(W )
a1 · · ·a2n  x1 · · ·x2n  t1 · · · t2n,
∀x1 · · ·x2n+1 ∈ L(W ), t1 · · · t2n+1  x1 · · ·x2n+1  a1 · · · a2n+1
Par construction, tout sous-mot d’un mot de L(W ) est encore L(W ). En particulier,
toute séquence de (ai)i∈N∗ est dans L(W ).
En considérant la relation d’ordre  au sens d’Ito et Sadahiro (unilatéral droit),
on a
∀n, (ai)i≥1  (ai)i≥n+1  (ti)i≥1  (0, a1, a2, · · · )
En eﬀet, s’il existe n tel que la relation ne soit pas vraie, on aurait :
(ai)i≥n+1 ≺ (ai)i≥1 ou (ti)i≥1 ≺ (ai)i≥n+1 (au sens d’Ito et Sadahiro)
Il existerait alors k tel que :
∀i < k, ai = an+i et (−1)k(an+k − ak) < 0
Mais a1 · · · anan+1 · · · an+k ∈ L(W )⇒ an+1 · · · an+k ∈ L(W )
⇒ (−1)k(an+k − ak) < 0
ce qui est absurde. Par un raisonnement analogue on montre qu’on ne peut avoir
(ai+n)i≥1 ≻ (ti)i≥1. Donc :
∀n ∈ N∗, (ai)i≥1  (ai)i≥n  (ti)i≥1 ( au sens d’Ito et Sadahiro)
(ai)i≥1 est alors un mot de Lyndon pour la relation d’ordre alternée associé à β
et L(W ) est le langage associé au système de Lyndon généré. Son entropie sera donc
log β.
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Titre : Étude de la dynamique symbolique des développements en base négative,
système de Lyndon
Ce travail est consacré à l’étude de systèmes de Lyndon (pour la relation d’ordre alterné) et à
la dynamique symbolique des développements des nombres en base négative. Pour un réel β > 1
fixé, nous construisons un code préfixe récurrent positif permettant non seulement de montrer
l’intrinsèque ergodicité du −β-shift mais aussi de déterminer la fonctions zêta qui lui est associée.
Nous étudions les conditions pour lesquelles le −β-shift possède la spécification.
En outre, lorsque β est strictement plus petit que le nombre d’or, le langage du −β-shift admet des
mots intransitifs. Cet état de fait engendre dans le système dynamique des cylindres négligeables
par rapport à la mesure d’entropie maximale. Ces cylindres génèrent sur Iβ = [− ββ+1 , 1β+1 [ de
petits intervalles de mesure nulle (la mesure considérée étant l’unique mesure ergodique sur Iβ).
Nous en faisons une étude détaillée, en particulier nous déterminons ces intervalles " trous".
Par ailleurs, Nous étudions l’unicité des systèmes de numération des entiers relatifs en base néga-
tive et nous montrons qu’à chaque mot de Lyndon correspond un tel système.
Mots clés : Théorie ergodique, développement en base négative, systèmes dynamiques codés, fonc-
tion zêta, dynamique symbolique, système de Lyndon, numération
Title : Study of the symbolic dynamics of expansions in negative base, Lyndon system
This work deals with the study of the Lyndon systems (for alternate order) and the symbolic
dynamics of the expansions of real numbers in negative base. For a given real β > 1, we show
the intrinsic ergodicity of the −β-shift using a positive recurring prefix code and we determine the
associated zeta function. We study the conditions for which the −β-shift admits the specification
property.
Moreover, when β is less than golden ratio, the language of the −β-shift contains intransitive words.
These words lead to some cylinders negligible with respect to the measure with maximal entropy.
In the interval Iβ = [− ββ+1 , 1β+1 [, these cylinders correspond to some gaps : small interval with
measure zero (with respect to the unique ergodic measure on Iβ). We make a detailed study of
these gaps.
Otherwise, we study the uniqueness of the number systems of integers in negative base and we
show that to each Lyndon word corresponds to a such system.
Keywords : Ergodic theory, expansion in negative base, coded dynamical systems, symbolic dyna-
mics, Lyndon system, numeration
