In this study, an advanced Internet of Things (IoT) technology is applied to the energy management of an intelligent combined cooling, heating, and power (CCHP) commercial building system. Based on the framework of a smart energy management system (SEMS) using IoT technology, a two-stage optimal scheduling model is proposed to determine the most economic CCHP commercial building system integrated with a three-way valve. In the day-ahead scheduling stage, the schedule is planned using the lowest operating costs of the system. In the real-time correction stage, the correction strategy employs minimum adjustment of the output of each unit. Moreover, the schedule plan is corrected to smooth out fluctuations in the loads and renewable energy resources (RES) in a timely manner to better absorb green energy. The day-ahead scheduling model is a large-scale mixed integer nonlinear programming (MINLP) problem solved through a linearization method proposed in this study and the mixed integer linear programming method. The real-time correction optimization model is a nonlinear programming problem solved by the quantum genetic algorithm (QGA). A case study is employed to demonstrate that the IoT-based SEMS improves the system automation energy management level and user comfort. Furthermore, the proposed system structure can significantly reduce system operating costs and improve the utilization of waste heat from the internal combustion engine. In conclusion, the economic and environmental superiority of the two-stage optimal dispatch model is verified.
I. INTRODUCTION
With increasing concerns regarding energy consumption and environmental protection, developing renewable energy systems and improving comprehensive energy utilization efficiency are obvious ways of resolving the discrepancy between growing energy demands and energy shortages, energy use, and the need for environmental protection [1] , [2] . A combined cooling, heating, and power (CCHP) system constitutes an efficient and environmentally friendly approach to supply energy that will become increasingly important in future energy technology development [3] . The CCHP system, which includes multiple energy flows such as power, gas, thermal, and cooling flows, can adapt to local conditions, fully absorb local renewable energy sources The associate editor coordinating the review of this manuscript and approving it for publication was Takuro Sato.
(RES), and achieve coordination and complementarity among multiple energy sources, as well as the step utilization of energy [4] , [5] . Furthermore, the Internet of Things (IoT) fully exploits modern information technology and advanced communication technology such as mobile Internet and artificial intelligence to achieve interconnection, communication, and human-computer interaction in all parts of the energy supply system. Therefore, through IoT and CCHP technology, the commercial building energy supply system can become an intelligent service system with comprehensive state perception, efficient information processing, and flexible application. Such a data-driving system can provide users with more intelligent and personalized demand services [6] , [7] .
The CCHP system is typically connected to the main grid and needs to interact with it at any time. CCHP systems include a large number of users with different load demands and a variety of energy supply equipment that must be monitored, such as wind turbines and photovoltaics (PV) that provide green energy, gas turbines, gas boilers, and refrigerators that complete energy conversion, and various energy storage devices. Thus, such a system involves many metering points that can be decentralized and requires data acquisition capability, transmission speed, and accuracy. A low level of automation will lead to less information interaction, a long processing cycle, energy wastage and reduced user comfort [8] . Therefore, introducing a smart energy management system (SEMS) through IoT into the CCHP system will not only provide accurate data for optimal real-time operation and calculation, achieve efficient information processing, and control all units to work primarily according to their schedules, it will also determine the system status, operation information, and user status information in real time, thereby improving the energy efficiency, economy, and reliability of the system [9] . The process of applying IoT technology to the smart micro grid environment to obtain data for monitoring the system and improving the operation efficiency and reliability of the system is discussed in [10] . Thus, previous research has provided ideas and strategies for the application of IoT technology to the CCHP system, and shown that the application of a SEMS based on IoT can improve complete system performance as well as user comfort.
The structure of the CCHP system is closely related to the operational costs and energy efficiency of the system [11] . Research into CCHP system structures has been conducted from many aspects [12] - [14] . However, previously modeled CCHP systems did not fully consider the consumption of green energy and the energy storage system. Therefore, these systems lack flexibility, are not environmentally friendly, and cannot achieve the efficient use of ICE waste heat. Moreover, research on the system structure of multi-energy commercial buildings needs further exploration and improvement.
Other research has focused on optimizing CCHP system operation using different strategies and solving methods. The efficient consumption of green energy and the optimization of system unit outputs are the main functions of an IoT-based SEMS. Adopting a better optimization strategy enables the effective use of all data types, improves the value and efficiency of the SEMS, and effectively improves the economy of the CCHP system. A day-ahead scheduling optimization model of the CCHP system was presented in [15] - [17] ; the resulting mixed integer nonlinear programming model was solved through linearization and the mixed integer nonlinear programming method. Moreover, a nonlinear programming optimization problem was formulated in [18] to save energy, reduce total costs, and attain excellent environmental performance using a water cycle algorithm model. Genetic and particle swarm optimization (PSO) algorithms were used in [19] and [20] to determine the most economic scheduling solution of the system. In [21] , a novel strategy was proposed based on two typical operating modes; i.e., following the power load (FEL) and following the thermal load (FTL). In [22] - [24] , a multi-objective optimization model was established for CCHP systems and evaluated under different operation strategies.
The majority of previous research assumes that accurate RES power and load values are already known. However, RES power and load predictions are often different from the actual conditions, which affects the efficient, economic, and stable operation of CCHP systems. Therefore, an IoT-based SEMS is introduced in this study to solve the problems related to the collection, transmission, storage, and calculation of massive amounts of data in the process of energy operation. Subsequently, a two-stage optimal dispatch model of day-ahead and real-time scheduling is proposed for a commercial building CCHP system based on the quantum genetic algorithm (QGA). The contributions of this research are as follows:
(1) The proposed approach includes two stages: a day-ahead scheduling stage and a real-time correction stage. Day-ahead optimal scheduling describes offline global optimization based on day-ahead forecast data derived from historical wind turbine and PV output data and system user data stored in the SEMS, which provide the dispatch schedule of the CCHP system. Real-time correction optimization is used to modify the dispatch schedule and based on the latest forecast data obtained from real-time information data flows in the SEMS. The forecast is repeated in the next time interval, which can improve the forecasting accuracy and the value of data information utilization, as well as respond to fluctuations in RES and load values in a timely manner.
(2) The SEMS based on IoT technology is introduced into the CCHP system, and its basic functions are described. Furthermore, a novel CCHP system structure integrated with a three-way valve is proposed in this study, which can better utilize ICE waste heat according to the energy grade. The absorption chiller (AC) has a higher coefficient of performance when fed by the heat of flue gas then by the heat of jacket water. Thus, it is critical to adjust the valve opening to distribute the jacket water heat of ICE between the AC and the heat exchanger (HE), which can improve the efficiency of energy utilization.
(3) The day-ahead optimal scheduling model is a largescale mixed integer nonlinear programming problem, which is converted into a mixed integer linear programming problem by the linearization method proposed in this study. The correction optimization model is a nonlinear optimization problem; thus, the QGA is proposed to solve this problem. The results obtained by the QGA are compared with the results acquired by PSO. The superiority of the proposed method is verified using several case studies.
The rest of the paper is organized as follows. Section II gives a brief introduction to the IoT-based SEMS, CCHP system modeling, and the optimal operation approach. In Sections III and IV, day-ahead scheduling optimization and real-time correction optimization are described in detail. Case studies and simulation results are discussed in Section V and the conclusions are presented in Section VI. 
II. SYSTEM MODELING
The structure of the CCHP system with a smart energy management system (SEMS) is shown in Fig. 1 , which includes the SEMS, ICE, AC, electric chiller (EC), three-way valve (TV), gas boiler (GB), HE, battery (BT), cooling storage (CS) device, and PV or wind turbine (RES), as well as related connection and communication links.
The SEMS applies technologies in the fields of network, automation, database, etc. to collect, analyze and process energy data of CCHP system. There are several smart sensors to monitor and acquire the data of each unit in the above system. The power converters with PV or wind turbine of this system are all connected to the common AC bus, and then connected to the utility grid through Static Transfer Switch (STS), so that a number of communication links including RS-485, Controller area network (CAN) and industrial Ethernet are usually adopted to connect SEMS with STS and grid dispatching central [10] . Therefore the SEMS could complete the real-time data acquisition and information interaction of RES equipment and main grid, and then use these data to achieve real-time monitoring, prediction analysis, integrated management and other functions.
The ICE is the prime mover of the system, which provides electricity to users by burning natural gas. The high-temperature (above 170 • C) flue gas from ICE is fed to the high-pressure generator of the AC, and the jacket water from ICE (above 81 • C) is fed to the low-pressure generator of the AC and HE [14] . The valve opening control of the TV sends part of the jacket water heat of ICE to the AC and the remaining part to the HE. When the cooling load produced by the AC cannot meet the user demand, the EC is launched to meet the deficit. Moreover, when there is insufficient heat supply in the HE, natural gas can be supplied to the GB to provide additional heat for heating. In addition, electrical energy can also be supplied by RES power and the main grid.
Energy coupling equipment enhances system flexibility, which can achieve electro-thermal energy conversion, electric energy and cooling energy conversion, and cooling and thermal energy conversion; i.e., any energy demand can be transformed from other forms of energy. Various energy storage devices (BT and CS) and the TV further enhance the flexibility of the system.
A. MODEL OF MAIN MODULES 1) INTERNAL COMBUSTION ENGINE AND THREE-WAY VALVE
The electric output and thermal power output of ICE can be calculated as
where F ice is the input energy of ICE; η e ice and η loss denote the electrical efficiency and the heat loss of ICE, respectively.
The ICE waste heat includes the heat of the jacket water, the heat of the high-temperature flue gas, and the heat loss of ICE [14] .
The heat of the jacket water and the heat of the high-temperature flue gas can be written as follows:
where ρ and ρ loss denote the ratio of the heat of flue gas to the heat and the ratio of the heat loss of heat recovery to the heat of ICE, respectively. When the ICE is turned on, the output power must meet the allowable operating power limit constraints.
where δ ice is the running state of ICE. The TV allows some of the jacket water heat to enter the AC, whereas the remaining heat is fed to the HE. The valve opening is then constrained to
2) ABSORPTION CHILLER AND HEAT EXCHANGER
The AC is a key user of ICE waste heat for cooling in the CCHP system. The high-pressure generator of the AC has a higher coefficient of performance than the low-pressure generator; thus, the refined model of the AC can be expressed as follows:
where COP fg ac is the coefficient of performance of high pressure generator of AC; COP jw ac is the coefficient of performance of low pressure generator of AC; δ ac is the running state of AC.
3) HEAT EXCHANGER
A portion of jacket water heat can be transformed to supply domestic hot water to users, as follows:
where η he is the efficiency of HE.
4) GAS BOILER
The GB needs to provide heat when the HE cannot meet the demand of domestic hot water. The mathematical model of the GB is as follows:
where η gb is the efficiency of GB.
5) ELECTRIC CHILLER
The EC needs to provide cooling energy when the AC cannot meet the cooling load. The mathematical model of the EC is as follows:
where COP ec is the coefficiency of performance of EC.
6) BATTERY AND COOLING STORAGE
In the CCHP microgrid, the CS stores cold water when the AC or EC can offer sufficient cooling energy then releases the cooling energy when necessary. The BT can charge during peak RES output and valley loads then discharge when there is insufficient output power of the RES and peak loads. The model of the BT is
where τ bt is the energy loss of BT; η bt,cha and η bt,dis denote the charge and discharge efficiency of BT, respectively; W bt is the capacity of BT (kWh); δ bt,cha and δ bt,dis denote the charge and discharge state of BT, respectively.
The model of the CS is similar to that of the BT.
B. OPTIMAL OPERATION APPROACH
In this study, a two-stage optimal operation approach is proposed for the CCHP system, which is composed of two main stages.
1) DAY-AHEAD SCHEDULING STAGE
RES power and load are predicted using historical data; this forecast information is used in the day-ahead scheduling model to minimize the operating costs of the system over the future time horizon (from t + t to t + T * t), where t and T denote the length of time interval (h), and the length of scheduling time (h) , respectively.
2) REAL-TIME CORRECTION STAGE
In each time interval, the real-time correction model is applied to adjust the output of the units of the next time interval, and the time horizon moves forward to the next interval. The main steps can be summarized below.
Step 1: Forecast the RES power and load over the future time horizon (from t + t to t + T * t) based on the updated historical data.
Step 2: Carry out day-ahead scheduling model with the forecast result acquired from Step 1 and implement the schedule.
Step 3: In each time interval, measure the most recent data to predict the data of the next time interval for wind power, PV energy, cooling load, thermal load, and power load and calculate the deviation in data acquired from the day-ahead stage and real-time stage.
Step 4: Perform correction optimization with the forecast information from Step 3 and adjust the schedule of the next time interval from Step 2.
Step 5: Time window is updated by t = t + t. If t reaches the next time interval, jump to Step 3.
III. DAY-AHEAD SCHEDULING OPTIMIZATION
The aim of day-ahead scheduling optimization is to obtain an economic dispatch schedule for the running state and output value of units in the CCHP system. The decision variables used to reflect the running state of units and describe the energy-related activities of the system can be summarized by
P cs,cha (t), P cs,dis (t), Q ec (t), α(t), δ bt,dis (t), δ bt,cha (t), δ cs,dis (t), δ cs,cha (t), δ ice (t), δ ac (t)] (12)
A. OBJECTIVE FUNCTION
The total system operating costs of the CCHP microgrid include natural gas costs, running and maintenance costs, and costs of purchasing electricity from the main grid.
1) NATURAL GAS COSTS
The natural gas costs predominantly include the costs of purchasing natural gas consumed by the ICE and GB.
C gas (t) = p gas · {[P ice (t)/η e ice +P gb (t)/η gb ]/H gas } · t (14) where p gas is the price of natural gas ($/m 3 ); H gas is the heating value of natural gas (kWh/m 3 ).
2) RUNNING AND MAINTENANCE COSTS
The running and maintenance costs of all devices in the system can be expressed as (15) where Q om,k is the running and maintenance costs of unit k ($/kWh).
3) PURCHASING ELECTRICITY COSTS
The costs of purchasing electricity from the main grid can be expressed as
where p grid is the purchase price of electricity ($/kWh).
B. MAIN CONSTRAINTS
The constraints in the day-ahead scheduling optimization model include the constraints of the main modules described in Section II. As such, the following constraints should be included.
1) ENERGY BALANCE CONSTRAINTS
The constraints on the system include cooling balances, heating balances, and power balances.
(1)Power balance:
= P e (t) + P bt,cha (t) + Q ec (t)/COP ec (17) where P pv and P wt denote the output of PV and WT (kW); P e is the net power load (kW).
(2)Cooling energy balance:
where Q c is the net cooling load (kW).
(3)Thermal balance:
where Q h is the net thermal load (kW).
2) EXCHANGE POWER CONSTRAINTS
The CCHP system is connected to the main grid and does not sell energy back to it, so that the exchange power between the CCHP system and the main grid should be constrained to
C. SOLUTION METHOD FOR DAY-AHEAD OPTIMIZATION MODEL
According to equation 12, both P ice (t) and α(t) are decision variables. By substituting equations 1, 2, 3, 6, and 7 into equations 17 and 18, the cooling energy balance and thermal balance can be represented by the decision variables as follows:
According to equations 20 and 21, the day-ahead optimization model of the CCHP system with TV is a typical large-scale mixed integer nonlinear programming (MINLP) problem. As large-scale MINLP problems are very difficult to solve, it is essential to convert the MINLP problem to a mixed integer programming (MILP) problem.
Decision variable α(t) leads to nonlinearity of the model; thus, the output of the AC and HE, namely P ac (t) and P he (t), are introduced as the decision variables and α(t) is excluded from X (t). After the decision variables are updated, equation 12 can be expressed as
P cs,cha (t), P cs,dis (t), P ac (t), P he (t), Q ec (t), δ bt,dis (t), δ bt,cha (t), δ cs,dis (t), δ cs,cha (t), δ ice (t), δ ac (t)]
According to the HE model, α(t) can be expressed by decision variables Phe(t) and Pice(t); i.e.,
According to the AC model, α(t) can also be expressed by decision variables Pac(t) and Pice(t); i.e.,
Equations 24 and 25 should be equivalent; thus, a new equality constraint should be added to the model:
Valve opening constraints should also be considered according to equations 5, 24, and 25; thus, the new inequality constraints added to the optimization model can be expressed by equations 27, 28, and 29.
After performing the equivalent conversion described above, the objective and constraints expressions are both linear, so the day-ahead optimization model becomes a large-scale MILP problem, which can be rapidly solved by the commercial optimization solver Gurobi (Version 8.1.0) .
IV. REAL-TIME CORRECTION OPTIMIZATION
After the most recent data are measured, the error of the next time interval should be updated according to the predicted day-ahead and real-time data for wind power, PV energy, cooling load, thermal load, and power load:
where i indicates either wind power, PV energy, cooling load, thermal load, or power load and P new i (t) and P i (t) are the predicted values of the day-ahead and real-time stages, respectively.
A. OBJECTIVE FUNCTION
Real-time correction optimization is performed to adjust the output of units based on ultra-short-term predictions of the error. The decision variables in the correction optimization model can be described by Y (t) = [ P grid (t), P ice (t), P gb (t), P bt,cha (t), P bt,dis (t), P cs,cha (t), P cs,dis (t), Q ec (t), α(t)]
where P k is the adjustment of unit k (kW); α is the adjustment of valve opening of TV. The aim of the real-time correction optimization model is to minimize adjustments of the units in the next time interval and improve the reliability of the system. The weight coefficient ω 1 should be much greater than ω 2 because small fluctuations in cooling and thermal energy do not substantially affect resident comfort [25] .
B. MAIN CONSTRAINTS
The adjusted output of the units must still meet the constraints in Section II. Additionally, the following constraints expressed by the decision variables in Y (t) should be included.
1) POWER BALANCE
[P grid (t) + P grid (t)] + [P wt (t) + ε wt (t)] where the decision variables y denotes the variables in equation 31, -D(y) is the objective function, h(y) represents the equality constraints, and g(y) represents the inequality constraints. The objective and constraint expressions are both nonlinear; thus, the real-time correction optimization model is a nonlinear programming problem. Some classical mathematical programming methods, such as the interior point method, have a good performance to solve nonlinear convex optimization model, but for the mathematical model of this study, the variable size is not large, thus QGA can be used to solve the nonlinear optimization problem and obtain the global optimal value. Meanwhile, QGA can better adapt to other complex nonlinear optimization problems when objective function and constraints change considering other working conditions. QGA [26] has received considerable attention from scholars attempting to develop a more efficient algorithmic mechanism. QGA maximizes the overall fitness of the population, rather than that of single individuals, and is less likely to fall into a local maximum [27] . Thus, QGA is introduced to solve the constrained problem in this study. The important two parts of the QGA algorithm are quantum bits code and quantum rotation gate. The main steps of the QGA are described in [28] .
1) QUANTUM BITS CODE
Unlike other optimization algorithms, QGA uses quantum bits to represent each individual in a population. In quantum theory, the expression of a quantum qubit is
where |0 and |1 are the ground states of the quantum qubits, and α and β represent the quantum probability amplitudes of the corresponding ground states. The quantum probability amplitude must mathematically satisfy the following constraints:
Quantum bit coding is applied to the problem of polymorphism using binary coding in the genetic algorithm. The genes with m parameters encoded by multiple qubits are as follows (40), as shown at the bottom of the next page: where q t j represents the chromosome of the jth individual of the tth generation, k is the number of qubits encoding each gene, and m is the number of genes of the chromosome. The quantum bit code (α, β) of each individual of the population is initialized to (1/ √ 2, 1/ √ 2), which means that all possible states expressed by one chromosome are equally probable.
2) QUANTUM ROTATION GATE
The individual evolutionary update of QGA is mainly achieved by changing the quantum probability amplitude by adjusting the quantum rotation gate:
The process for updating individuals is as follows:
where (α i , β i ) T and (α i , β i ) T represent the probability amplitudes of the ith qubit of the chromosome before and after the quantum rotation gate is updated and θ i is the rotation angle. A general selection strategy of the rotation angle adopted in this study is shown in Table 1 , where y i is the ith bit of the current chromosome, best i is the ith bit of the current optimal chromosome, f (y) is the fitness function, and s(α i , β i ) is the direction of the rotation angle.
The adjustment strategy involves comparing the fitness value f (y) of the current measurement value of the individual q t j with the fitness value f (best) of the current optimal individual of the population. If f (y) > f (best), we adjust the qubit of the corresponding bit in q t j so that the probability amplitude (α i , β i ) evolves in a direction that favors the occurrence of y i . Conversely, if f (y) < f (best), the qubits of the corresponding bits in q t j are adjusted so that the probability amplitude (α i , β i ) evolves in a direction that favors the occurrence of best i . 
V. CASE STUDY A. BASIC DATA
To verify the superiority of the system structure and performance of the algorithm proposed in this study, a CCHP commercial building in Wuhan, China, was used as a case study. The structure of the CCHP system is shown in Fig. 1 . In order to study the coupling of three types of load demands (thermal energy, cooling energy, and electricity), the typical summer conditions of the system were selected for simulation analysis. The BP neural network method was applied to predict the cooling, thermal, and power load of the building and the RES power generation output on a typical summer day, which are shown in Fig.2 and Fig.3 , respectively [30] . Table 2 shows the peak-valley price, whereas the operation limits and running and maintenance costs of the units are shown in Table 3 and Table 4 , respectively [25] , [29] . Table 5 lists the remaining parameters used in this study [31] - [33] .
B. OPTIMIZATION RESULTS
When the weight coefficient ω 1 is 0.9, the electric, thermal, and cooling power scheduling results of the CCHP system for a typical summer day are shown in Fig. 4, Fig.5, and Fig. 6 , respectively. Fig. 4, Fig.5 and Fig.6 , from 01:00-08:00 and 22:00-24:00, the power load is low and predominantly satisfied by purchasing electricity and wind power. Moreover, the BT is in a charge state. During the peak purchase price period of 09:00-12:00 and 18:00-21:00, the power load is mainly satisfied by BT, ICE, and RES power. Due to a high coefficient of performance, the EC can meet the cooling load by consuming a small amount of power; therefore, the EC is on all day. From 05:00-07:00 and 23:00-24:00, the cooling load is low and the electricity price is relatively low, so the CS is in a charge state. Conversely, the CS is in a discharge state from 08:00-14:00. Power, cooling, and thermal loads are high from 09:00-18:00, so the ICE is operational. The electricity produced by the ICE is provided to the users. Meanwhile, the waste heat of the ICE is used to meet the cooling load demand and thermal load demand. The heat of the high-temperature flue gas of the ICE is supplied to AC from 09:00-18:00. The majority of jacket water heat is supplied to the AC, whereas the rest is fed to the HE. During the entire dispatch period, the BT stores electricity when the electricity price is low and discharges when the electricity price is high, whereas the CS stores cooling energy when the cooling load is low and outputs energy at the peak of the cooling load. Therefore, the BT and CS effectively adjust the peak-valley differences in the load and reduce the operating costs of the system. According to Fig. 7 , valve opening of the TV effectively distributes jacket water heat between the AC and the HE. From 09:00-10:00 and 12:00-13:00, the thermal load is high; thus, more jacket water heat is fed to the HE, which can lower the output of the GB to reduce the costs of the system. The system costs for cases with and without the TV are shown as Table 6 . Compared to that without the TV, the system proposed in this study reduces costs by 3.77%.
According to
q t j = α t 11 β t 11 α t 12 β t 12 · · · · · · α t 1k β t 1k α t 21 β t 21 α t 22 β t 22 · · · · · · α t 2k β t 2k α t m1 β t m1 α t m2 β t m2 · · · · · ·
C. ALGORITHM PERFORMANCE COMPARISON
In order to verify the superiority of the proposed realtime correction optimization method, it is compared with PSO [34] . The parameters of the QGA used in this study are shown in Table 7 . Fig. 8 compares the convergence rate between PSO and QGA. Whereas PSO reaches the best solution at 133 iterations, the QGA reaches the best solution at 148 iterations. The fitness values of the PSO and QGA are −397762.736 and −391190.372, respectively; i.e., the fitness value obtained by QGA is 1.65% higher than that of PSO. Thus, QGA exhibits better performance than PSO. Table 8 compares the best solutions for the PSO and QGA methods in terms of the system operating costs. It is clear that the proposed method more effectively detects the optimal solution. In summary, the method proposed in this study could provide a more economic multi-energy system for commercial buildings.
VI. CONCLUSION
A CCHP system combined with an SEMS based on the IoT was proposed in this study. The SEMS can be used to monitor and control CCHP system devices and interact with the main grid, thereby improving the energy efficiency and environmental benefits of the system. A two-stage optimal dispatch model of day-ahead and real-time scheduling for a CCHP system combined with a TV was also proposed and verified in this study. By combining the advantages of scheduling optimization and real-time correction optimization, the proposed method can handle uncertainties in the RES power and load and reduce the costs of the CCHP system. Furthermore, a linearization method was proposed for the nonlinear optimization scheduling model to decrease the computational time and a QGA was proposed to solve the correction optimization model, which exhibits excellent performance in terms of global optimization, accuracy, and convergence speed. The simulation results demonstrate that the proposed system structure exhibits better performance than the conventional system structure. Moreover, the proposed approach based on QGA performs better than the approach based on PSO and can reduce system operating costs and improve the utilization of ICE waste heat.
