An algebraic routine for the evaluation of analytical expressions for isoscalar factors ͑ISFs͒ of S f ʛS f Ϫ1 is formulated based on the linear equation method ͑LEM͒ and the analytical continuation of the rank f . As examples, ISFs of
I. INTRODUCTION
Clebsch-Gordan Coefficients ͑CGCs͒ of the symmetric groups S f are very important. First of all, by definition, they are transformation coefficients between uncoupled basis vectors of two irreducible representations ͑irreps͒ and a coupled inner product irrep of those two irreps. 1 Next, it has been shown [2] [3] [4] [5] that the CGCs of S f can be used to evaluate coupling coefficients for the U(mn)ʛU(m)ϫU(n), SU(mn)ʛSU(m)ϫSU(n) coefficients of fractional parentage ͑CFP͒, and so on, due to the Schur-Weyl duality relation between the symmetric group S f and the unitary group U(n).
There are many different ways to evaluate the CGCs of S f . [6] [7] [8] [9] [10] [11] Vanagas studied an extension of the tensor algebraic approach to the symmetric groups. 6 In this approach, one-and two-body operators are expressed in terms of irreducible tensor operators of symmetric groups. Hence, the Wigner-Racah tensor operator technique can be applied for evaluating matrix elements of the operators with CGCs and Racah coefficients of S f . Analytical expressions of the isoscalar factors ͑ISFs͒ for the inner product ͓ f Ϫ1͔•͓ f Ϫ1͔ were derived based on this method. However, this approach is not practical for deriving analytical expressions of other ISFs due to the fact that the order of the symmetric group S f increases dramatically with f and more complex Young shapes. As a consequence, numerical algorithms have been developed based on various routines for f р6. The Schindler and Mirman method for computing the CGCs of S f is based on the fact that the CG vectors of S f are the simultaneous eigenvectors of the two-cycle class operators of its subgroups. 10, 11 Chen et al. proposed the eigenfunction method, 7, 8 and pointed out that the CG vectors of S f can be much more easily obtained by diagonalizing a single matrix rather than by diagonalizing simultaneously the f Ϫ1 representation matrices of the f Ϫ1 two-cycle class operators used by Schindler and Mirman. Based on these considerations, two sets of tables of CGCs of S f for f р6 have been published; one was generated using the Schindler and Mirman algorithm, 11 while another was produced by Chen et al. based on the eigenfunction method. 7, 8 Very recently, ISFs of S f ʛS f Ϫ1 for f р6 have been calculated 12 based on Hamermesh's recursion relation. 1 CGCs or ISFs of the symmetric groups calculated by any of these methods quickly become intractable with increasing rank f . Furthermore, these methods only yield CGCs and ISFs for a specific f , implying the need for a large number of tables. But, upon close examination of the results one finds that many of the tables have common structures, suggesting that an analytical continuation in the rank f may be possible.
In this paper, the linear equation method ͑LEM͒ is used to evaluate ISFs of S f ʛS f Ϫ1 . The LEM has proven to be an effective method for dealing with coupling and recoupling coefficients of Hecke, Brauer, and Birman-Wenzl algebras in analytical form. [13] [14] [15] [16] [17] In Ref. 17 , tensor product reduction coefficients of Hecke algebras H f (q) are also discussed within the LEM framework. The tensor product reduction coefficients reduce to CGCs of S f when q→1. In Sec. II, the LEM for evaluating ISFs of S f ʛS f Ϫ1 will be outlined. Analytical expressions of ISFs of
II. THE LINEAR EQUATION METHOD
The symmetric group S f can be defined by f Ϫ1 generators ͕g i ; iϭ1,2,..., f Ϫ1͖, which are nothing but adjacent permutations that satisfy the following relations:
and the constraint
Consider two symmetric groups of the same rank S f (k) , kϭ1,2. The inner product S f
•S f (2) can be defined in terms of the generators of g i (k) S f (k) with 
denotes an irrep of S f , and the Yamanouchi basis ͓͔m operates on the indices of the basis vectors in the so-called decreasing page order of the Yamanouchi symbol. 13 There exist unitary transformations between the uncoupled basis vectors ͑5͒ and basis vectors for an irrep ͓͔ of S f , namely
where is a multiplicity label needed in the decomposition S f
appearing in ͑6͒ are the CGCs of S f
[]m;
and the following symmetry property: 
where d i is the axial distance from the box i to the box iϩ1 in the Young tableau Y m [] with movement upward and to the right being counted as positive.
Applying
where (G i ) m Ј m is a matrix element of G i in the standard basis given by ͑9͒. On the other hand, the right-hand side of ͑6͒ becomes 
These relations, together with unitary conditions ͑7͒, are sufficient to determine the
up to an overall phase factor, which can be fixed by requiring that the CGCs with smallest m and m 1 be positive Using this method, one can easily deduce the following simple results.
͑1͒ If both ͓ 1 ͔ and ͓ 2 ͔ are symmetric, ͓ 1 ͔ϭ͓ 2 ͔ϭ͓͔,
͑2͒ If ͓ 1 ͔ is symmetric, while ͓ 2 ͔ is neither symmetric nor antisymmetric
[]
The LEM stated above, however, can only be used to evaluate CGCs of S f for specific f . According to the Racah factorization lemma, 18, 19 the CGCs of S f can be written as
where ͓ 1 Ј͔, ͓ 2 Ј͔, and ͓Ј͔, are possible irreps occurring in the reductions
and ͓͔↓͓Ј͔ of S f ʛS f Ϫ1 , respectively,
is the CGCs of S f Ϫ1 , similar to S f , ͓ 1 Ј͔m 1 Ј , ͓ 2 Ј͔m 2 Ј , ͓Ј͔mЈ denote Yamanouchi basis of S f Ϫ1 , and Ј is the multiplicity label for the inner product ͓ 1 Ј͔•͓ 2 Ј͔↓͓Ј͔. In the multiplicity-free case, the multiplicity labels and Ј are redundant; one simply gets
͑17͒
The ISFs of S f ʛS f Ϫ1 satisfy the unitary conditions
Our method for evaluating analytical expressions of the ISFs of S f ʛS f Ϫ1 can be summarized as follows. First, we use linear relations among the CGCs of S f provided by ͑12͒ for inner product ͓ 1 ͔•͓ 2 ͔↓͓͔ with smallest f , as long as the irreps ͓ 1 ͔, ͓ 2 ͔, and ͓͔ exist. For example, irreps ͓ f ͔, ͓ f Ϫ1,1͔ exist when f у2, while irrep ͓ f Ϫ2,1,1͔ only exists when f у3, and ͓ f Ϫ2,2͔ only exists when f у4. Then, in the multiplicity-free cases, we use ͑17͒ together with ͑12͒ to get linear relations of the corresponding ISFs of S f ʛS f Ϫ1 . The ISFs of S f ʛS f Ϫ1 are f -dependent. One can replace the ISFs of S f ʛS f Ϫ1 for the specific f by those with general f . Actually, it can be shown that the relations among the ISFs of the same coupling are the same for any f value. Therefore, one can get analytical expressions for ISFs of S f ʛS f Ϫ1 from those for specific f . To do this, one has to use analytical expressions of the axial distance d f Ϫ1 in ͑12͒. Values of d f Ϫ1 for some irreps with different reductions of S f ʛS f Ϫ1 are shown in Fig. 1 . Finally, one can use the linear relations obtained together with the unitary condition
to derive all ISFs involved in these linear relations up to an overall phase. The phase convention used here is consistent with that chosen for the CGCs of S f shown in Ref. 20 . We will use the symbol ͓͔ p to denote ͓͔͓Ј͔ for the reduction ͓͔↓͓Ј͔ of S f ʛS f Ϫ1 , where p denotes the last number f in the pth row of the Young diagram ͓͔. For example, ͓ f Ϫ1,1͔͓ f Ϫ1͔ϵ͓ f Ϫ1,1͔ 2 , ͓ f Ϫ1,1͔͓ f Ϫ2,1͔ϵ͓ f Ϫ1,1͔ 1 , etc. This labeling scheme greatly simplifies the final results. In the following, we give an example to show how the method works.
A. Example 1. Deriving ISFs of S f ¤S fÀ1 for the inner product †fÀ1,1 ‡" †fÀ1,1 ‡` †f ‡ 1
In this case, we need to work with f ϭ3 because there are two reductions in S f ʛS f Ϫ1 for irrep ͓ f Ϫ1,1͔, namely ͓ f Ϫ1,1͔↓͓ f Ϫ2,1͔ and ͓ f Ϫ1͔, and the smallest f allowed for ͓ f Ϫ2,1͔ is f у3. Hence, we need to consider the following expansion:
Step 1. Acting with G 1 ϭg 1 (1) g 1 (2) on ͑20a͒, one gets
Other CGCs are obviously zero in this case according to the linear relations obtained from the results of the G 1 action.
Step 2. We need first to extend ͓3͔→͓ f ͔, and ͓21͔→͓ f Ϫ1,1͔. Hence, ͑20b͒ becomes
Step 3. By acting with G 2 →G f Ϫ1 on ͑20c͒, the left-hand side of ͑20c͒ is
and ͓ f Ϫ2,2͔ with different possible locations of the final two numbers f Ϫ1 and f in the corresponding Young tableau.
while the right-hand side of ͑20c͒ becomes
Combining ͑20d͒ and ͑20e͒, we obtain
Because of analyticity, ͑20f͒ should hold for f у3. Hence, for general f , ͑20c͒ should be written as
where
are the ISFs involved in the coupling.
Step 4. Finally, using the unitary condition ͑19͒, we obtain the recursion relation for C f 2 with
Starting with C 2 2 ϭ1, we finally get
where the overall phase is fixed with C f Ͼ0 which is consistent with the phase convention for the CGCs of S f set in Ref. 20 . ISFs of ͓ f Ϫ1,1͔•͓ f Ϫ1,1͔↓͓ f Ϫ1,1͔ 2 can be obtained by the unitary condition
or by the similar procedure. The results are shown in 
, respectively, of which the analytical expressions derived in the example 1 are used, and
are the corresponding ISFs. Similarly, we have
III. SOME MULTIPLICITY-FREE ISFS OF S f ¤S fÀ1
In this section, ISFs of S f ʛS f Ϫ1 for the inner products ͓ f Ϫ1,1͔•͓ f Ϫ1,1͔, ͓ f Ϫ1,1͔•͓ f Ϫ2,2͔, and ͓ f Ϫ2,1,1͔•͓ f Ϫ1,1͔, all of which are multiplicity-free, will be tabulated using the procedure outlined in Sec. II. Actually, we do not need the inner product reduction rule of ͑4͒ in the calculation because the LEM will automatically generate the product irreps. Some inner product reduction rules of S f are listed in Table I . One can check their validity by using the dimension formulas shown in Table II . The ISFs are tabulated in Tables III-IX . It should be noted that Table III should be evaluated with f ϭ3 and the f -continuation by the LEM; Tables IV and V should be evaluated with f ϭ4; Tables VI-IX with f ϭ5; and Table X with f ϭ6. The phase is chosen to be consistent with that of the CGCs of S f given in Ref. 20 . It is clear that one needs to work with higher rank cases for most other irreps. For example, one needs to work with f ϭ7 for the inner product reduction ͓ f Ϫ2,2͔•͓ f Ϫ2,2͔↓͓ f Ϫ4,3,1͔, and with f ϭ8 for ͓ f Ϫ2,2͔•͓ f Ϫ2,2͔↓͓ f Ϫ4,4͔. For any f у3, one can always derive some ISFs of S f ʛS f Ϫ1 analytically by using the LEM outlined in Sec. II. Some trivial ISFs involved in the inner product reduction considered are
IV. CONCLUSIONS
In this paper, an algebraic routine for the evaluation of analytical expressions for isoscalar factors ͑ISFs͒ of S f ʛS f Ϫ1 is formulated based on the linear equation method ͑LEM͒ and the analytical continuation of the rank f . As examples, ISFs of S f ʛS f Ϫ1 for the coupling ͓ f Ϫ1,1͔
•͓ f Ϫ1,1͔, ͓ f Ϫ1,1͔•͓ f Ϫ2,2͔ and ͓ f Ϫ2,1,1͔•͓ f Ϫ2,1,1͔ are tabulated. It is obvious that the number of ISF tables is greatly reduced in comparison with numerical results calculated using other methods. Though the method is only illustrated for multiplicity-free cases, the method can also be applied to cases with multiplicity. Similar to the LEM applied to the Hecke algebra case, 13 the same linear relation given by ͑12͒ hold for ISFs with different multiplicity labels in the case with multiplicity. The ISFs of S f ʛS f Ϫ1 with different multiplicity labels should be chosen to be orthogonal to each other. Therefore, the solution to the ISFs of S f ʛS f Ϫ1 will not be unique and depends on the phase convention and symmetry properties imposed on the ISFs. 13, 20 However, one can use the procedure with smallest f and f -continuation outlined in this paper to derive the ISFs with multiplicity. It can be seen from Table I that the multiplicity case occurs for f у6. Hence, one needs to work at least with f у6 for ISFs with multiplicity, which will be studied in our next paper.
