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ABSTRACT 
Let A E Iw”,” and B E Iw”,“. We suggest a new search algorithm for estimating 
the distance /.L(A, B) of a controllable pair (A, B) to the set of uncontrollable pairs 
by estimating the global minimum of the function a,,,([ A - Al, B]), h E @, where 
a,J.> denotes the smallest singular value of a matrix. Using simple properties of this 
function due to Ralph Byers, one first observes that, provided rank B < n, the 
minimization problem can be transformed to a minimization problem in the bounded 
region {(x, .z):lxl < JIA(Jg, 1.~1 Q llA112} in the two-dimensional real plane. The algo- 
rithm then progressively partitions this region into simplexes, and by determining 
whether their vertices (xj, zj) satisfy zj > minyE n a,,,([ A - (xj + iy)l, B]), it 
computes after a finite number of steps upper and lower bounds for p(A, B). The 
difference between the two is small if /.L(A, B) is small, while the lower bound is 
larger if p(A, B) is large, thus ensuring safe decisions. An error analysis, numerical 
examples, and an operation count are all presented. Only simple modifications of the 
search region are necessary to extend the applicability of the algorithm to the case 
when rank B < n. 
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1. INTRODUCTION 
Let A E iI%“,” and B E OX”,“. The differential system 
i=&AxBBu (1.1) 
is said to be controllable if for any initial state x0 and for any final state xi 
and any desired time t,, there exists a continuous control function u(t) such 
that x(t,> = xi. An identical way of referring to a controllable system is to say 
that the pair (A, B) is controllable. 
The controllability of (1.1) . 1s well known to be equivalent to the condition 
that for all h E C, the augmented matrix [A - hZ, B] satisfies 
rank[ A - hZ, B] = n, (l-2) 
a result due to Hautus [17]. It is further known, according to a result of 
Kalman [18], that the condition (1.2) is equivalent to the condition that the 
controllability matrix [B, AB, . . . , A”- lB] satisfies 
rank[ B, AB,. . . , A”-‘B] = n. (1.8) 
If the system (1.1) is nearly uncontrolhble, meaning that for some small 
perturbation (E, F) the pair (A + E, B + F) is uncontrollable, then the 
system is associated with ill-conditioned computational problems and the 
satisfaction of the condition (1.3) can be meaningless. We therefore require a 
measure of the nearness of a controllability pair to an uncontrollable one. The 
measure 
~(4 B) = inf I][ E, F]ll 
( A + E/B + F) uncontrollable 
(1.4) 
has been proposed by Paige [21].’ Eising [12] has shown that p( A, B) can be 
determined from the equality 
p( A, B) = ~2: umin([ A - AZ, B]) =: F$$ %i,(*), (I.51 
where umi,,(*) denotes the smallest singular value of a matrix. Most practition- 
’ Here and throughout the paper II . II will always signify the Euclidean norm. 
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ers who sought to compute /J( A, B) have used the right-hand side of (1.5) to 
compute (or, more properly, to estimate) this quantity. 
We shall briefly review now some of the methods which have been 
suggested for estimating p(A, B). Paige [21], Boley [5, 61, and Demmel [9] 
consider a reduction of the matrix [A, B] to a staircase form to obtain upper 
and lower bounds on p( A, B). The deficiency of their approach is that their 
methods tend to deliver upper bounds, and when they deliver lower bounds, 
there seems to be a big gap between the upper and lower bounds, thus 
leading to large overestimates for &A, B). 
Next come minimization methods. First, Eising [ll] considered minimiz- 
ing the right-hand side of (1.5). H e s h owed that the minimizing pair (E, F) is 
given by 
E = x[( x*Ax)x* - X*A] and F = -xx*B, 
where the vector x minimizes the functional 
f( sf) = (*A( Z - &*)A*( + c$*BB*t 
on the Euclidean unit sphere in @“. Boley [7] and Wicks and DeCarlo [25] 
proposed several optimization techniques with linear convergence for mini- 
mizing f or variants off. Furthermore, Boley goes on to suggest a Steffenson 
acceleration method for minimizing f which is locally quadratically conver- 
gent under some further restrictions. Recently, Elsner and He [13] developed 
a Newton algorithm for minimizing (1.5) whose convergence rate is quadratic. 
However, one problem with all the aforementioned minimization methods is 
that they are only certain to converge to a local minimum rather than a global 
minimum to (1.5). 
For systems (1.1) where A is a companion matrix and B is an n-vector, 
Kenney and Laub [19] p rovide an explicit representation of &A, I?), and for 
general A and B, Gahinet and Laub [16] connect /.L(A, B) with the behavior 
of the symmetric positive definite stabilizing solution of an associated alge- 
braic Riccati equation and derive from this upper and lower bounds on p( A, 
B). Finally we mention the work of Byers on the problem of computing p( A, 
B). He gives an excellent survey of the state of the art in [4]. In that paper he 
also develops several search methods for finding a global minimum for (1.5). 
Some of these methods guarantee obtaining good approximations to p( A, 
B), but require a large number of computations. The interested reader should 
also consult a related work of Byers [3] on the problem of computing the 
distance of a matrix from an unstable matrix. 
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The purpose of this paper is to develop a new search algorithm which 
approximates the global minimum of the right-hand side of (1.5) and hence of 
/_L( A, B). To this end we introduce the functions 
z = U,(y) = ~2: a,,([ A - (X + iy)Z> B]) 
and 
z = a,( X) = ;I: ami,([ A - (X + iy)Z, ~1) 
(1.6) 
(1.7) 
which are continuous real functions and which satisfy 
Next we partition the box {( X, z):\xl f l(All and IzI < IlAID into simplexes 
whose vertices ( xk, .zj) are assigned the value if 1 if zj is an upper bound of 
Z% = cr,Jxk) and the value 0 otherwise. A search is now performed along 
simplexes whose vertices do not all have the same values. We shall prove that, 
in theory, the algorithm always finds lower and upper bounds on /_L( A, B) 
which are close to each other if /.L( A, B) is small. Zf Z..L( A, B) is not small, 
then the algorithm produces a lower bound which itself is not small, thus 
leading us to the safe conclusion that (A, B) is not nearly uncontrollable. 
The structure of this paper is as follows. In Section 2, for a given (Y > 0, 
we reduce the problem of whether (Y is an upper bound on ZL( A, B) to a 
problem of deciding whether a certain matrix dependent on (Y and on a 
parameter h becomes singular for some value of h. If A is restricted to a line, 
then cr is an upper bound on min a,,,,(h) along the line if and only if the 
above matrix has a real or pure imaginary eigenvalue according to the value of 
h. The main algorithm of this paper (Algorithm 3.4) for approximating ZL( A, 
B), which we described briefly above, is laid out in Section 3 together with its 
proof of workability. 
In Section 4 we develop a bisection algorithm (Algorithm 4.1) for comput- 
ing a,(O) which converges as 0(2-k), where k is the number of eigenvalue 
solves. We conclude that section with several examples illustrating the 
performance of the algorithm. 
Section 5 is devoted to numerical examples illustrating our experience 
with the algorithm of Section 3. The examples show that the algorithm is very 
efficient when a,( X) is not too flat (meaning nearly horizontal) in a neighbor- 
hood of a small local minimum of a,(x). We also give examples to show that 
DISTANCE TO UNCONTROLLABILITY 309 
when there is flatness in the neighborhood of a small local minimum, the 
efficiency of the algorithm can deteriorate significantly. 
In Section 6 we perform error analyses for the algorithms of Sections 3 
and 4. In Section 7 we present some concluding remarks. 
We comment that in the algorithms presented in this paper we shall 
assume that rank B < n, a situation which occurs in many applications; see, 
for example, Demmel [lo] and references contained therein, or Miminis and 
Paige [2O] for th e case of the single-input system. With very slight modifica- 
tion our algorithms can be made applicable also to the case when rank B = n; 
see Gao [14]. 
2. PRELIMINARY RESULTS 
In this section we shall mainly be concerned with developing criteria 
which will help us to decide whether a positive number is an upper bound on 
pu(A, B) or an upper bound on min o”,,,(A) as A varies over a restricted 
subset of the complex numbers such as a line. 
We begin with the following characterization for cr to be an upper bound 
on &A, B). 
LEMMA 2.1. Let (A, B) be a controllable pair. Then the following are 
equivalent : 
(i> (Y > 0 is an upper bound on /.L ( A, B). 
(ii) There exists a A E C and a vector y E E”” such that 
( A S -1 B*B,,2z)Y = (y ;i”I),. (2-l) 
(iii) There exists a A E C such that 
0 E.J :=N( (~‘1 - (BB* + AA*) + (hA* + AA) - Ih/“Z). (2.2) 
Here, for a matrix D E @n,n, Jt/(D) := {x*Dx: x E @” and I[x/(~ = l), the 
so-called numerical range of D. 
Proof. (i) = (ii): Suppose (Y is an upper bound on /.L( A, B). Then, due 
to the continuity of the function a,i,(h) and because lim,,, u,,~“(A\) = 00, 
there must be at least one hi E C such that cy = q,i,(hi). But then, by a 
well-known relationship (cf. Golub and Van Loan [15]), there is a (2n + ml- 
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vector x partitioned as x* = [ x;, x,*, x,*1 such that - CYZ 0 
0 -al 
A-A,Z B -aI 
From the second entry of this equality for block vectors we see that 
x2 = (l/a)B*x,. Substituting x2 
the matrix-vector relation 
in the remaining two block entries yields 
(A - AZ) (l/a) BB* - al 
-al (A - AZ)* )(::) = (3 
Setting y* := [XT, l/ax,*], we further obtain the matrix-vector equality 
( A -I BB*;qy= (“,’ fziy, 
which is just (2.1). 
(ii) * (i): If there is a A E @ and a vector y E C”’ for which (2.1) holds 
then we can readily ascertain that 
BB” - cx2Z 
(A - AZ)* 
= det([ A - AZ, B][ A - AZ, B]* - a2Z), 
whence a! is a singular value of [ A - AZ, B] and so an upper bound on 
P(A, B). 
(ii) * (iii): Suppose there exists a A, E C such that (2.1) holds. Then 
0 = det 
(A - A,Z) B*B - a21 
-Z (A - A,Z)* 
= det( [ a21 - (BB* + AA*) + (ha A* + &A) - lA,j2Z]) 
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because of the commutativity of the (2,l) and (2,2) blocks of the matrix. 
Thus, clearly, 0 EN&. 
(iii) - (ii): Supp ose for some A, E @, 0 EJ&. As the numerical range of 
a Hermitian matrix is the convex hull of its spectrum, either 0 is an 
eigenvalue of the matrix 
a21 - (LIB* + AA*) + (&A* + %,,A) - &l”Z 
or the matrix is indefinite. In case of the former, (2.1) is true. Suppose then 
that this matrix is indefinite. As h -P w, all eigenvalues of the parameter 
dependent matrix 
tend to -a, and it follows, by the continuity of the eigenvalues as functions 
of the matrix entries, that there must be a number A’ such that 
det[ a21 - (BB* + AA*) + (A’A* + A*A) - Ih’l”Z] = 0, 
from which (2.1) obtains. n 
Next we consider when CY is an upper bound on min umi,(A) as h varies 
along a line. 
LEMMA 2.2. Let h, E C. Let p E @ be on the unit circle. Consider the 
straight line h = h, + tp, t E R. Then 
a 2 gl qmin( [ A - (‘0 + tp)Z, B]) (2.3) 
if and only if the matrix 
H(a) = 
ip( A - A,Z) ip( BB* - a2Z) 
ipZ ip( A* - &Z) 
(2.4) 
has a pure imaginary eigenvalue or, alternatively, the matrix 
G(a) = 
jT( A - A,Z) j5( BB* - cu2Z) 
-pZ p(A* - &I) 
(2.5) 
has a real eigenvalue. 
312 ME1 GAO AND MICHAEL NEUMANN 
Proof. Suppose H(a) has a pure imaginary eigenvalue, say ir, where 
r E R. Then there exists a vector x # 0 such that (H(a) - irZ)x = 0. On 
letting A = A,, + T, it can readily be ascertained using (2.4) that the 
following relation holds: 
I( A -Z RB*; aZZ) - (^d iz)lx =o. 
As in the proof of Lemma 2.1, cy is now a singular value of [ A - (A,, + rp)Z, 
B] and so (2.3) is valid. 
Conversely, suppose LY satisfies (2.3). As was argued in the proof of 
Lemma 2.1, there exists r E R such that (Y = a,,,,,([ A - (A, + rp)Z, B]). 
But, then there exists a vector x such that 
I A BB* - (Y2z _ (Aa+rp)Z 0 -Z A” ) ! 0 (h,+rp)z *=O* )I 
Thus H(a) has a pure imaginary eigenvalue. In a similar way we can show 
that (2.3) is equivalent to G(a) possessing a real eigenvalue. n 
The algorithms which we shall develop in the Sections 3 and 4 for 
computing &A, B) and o,(O), respectively, are based on the bisection 
method, meaning that at each stage of the algorithm we form averages of the 
newest available upper and lower bounds on these quantities. Hence to begin 
the algorithm we require some initial upper bounds, which we now obtain. 
LEMMA 2.3. Consider the control system given in (1.1). Suppose that 
rank B < n. Thenfor a,(y) and v~+,(x> given in (1.6) and (1.71, respectively, 
we have that 
pr := al(o) = ?i; q&[ A - AZ, Bl) 6 IIAk (2.6) 
Pim := a,(~> = ~2 umin([ A - ihI, B]) G IIAII, 
and 
A* := arg( Fi; a,,,([ A - AZ, B])) 
(2.7) 
(2.8) 
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satisfies Ih*l < llA112. Moreover, 
p( A, B) < min(llAll, IIBII}. (2.9) 
Proof. Since rank B < n, then with h = 0, 6A = -A, and SB = 0 we 
have that 
rank[ A + 6A - hZ, B + 6B] = rank[O, B] < n. 
This means that the pair (A + SA - AZ, B + SB) is uncontrollable and 
hence 
min ami,( [ A - hl, B]) < II[ SA, SBIll = ll AJl 
AER 
and 
min ummin([ A - ihl, B]) < 11[6A, SB]Il = IJAIl. 
AER 
This is just (2.6) and (2.7). 
Next, according to [25], h* = U: Au,, where the unit vector U, is a left 
singular vector corresponding to o;ni”([ A - AZ, B]). It follows that 
IA*1 = lu,*Au,l < h,*ll IIAII llu,jI = IIAII. 
Finally, on letting (&A, 6B) = (0, -B), we see that the pair (A + 6A, 
B + SB> = (A, 0) is uncontrollable, as the corresponding controllability 
matrix is rank deficient. Taking into account an earlier part of the proof now 
yields (2.9). n 
3. AN ALGORITHM FOR APPROXIMATING p(A, B) 
We begin by describing some notions, obtaining some further necessary 
preliminary results, and providing further motivation for our algorithm. 
Throughout it will be assumed that (A, B) is a controllable pair. 
We have already mentioned in the introduction that q,,,(A) = a,,,,([ A - 
hZ, B]) is a continuous function of h. In fact, as Byers [4] shows, the 
following hold: For A,, A, E @, 
Iu( A,) - v( &)I =G tl[ A - A,, B] - [A - A,Z, B]ll = IA, - A,/. 
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Moreover, for a,(y) of (1.6) and for a,(r) of (1.7), Byers also obtains that for 
all x1, x 2, yl, yz E R one has that 
and 
MYl) - dY2)l f IY1 - Y2l (3.10) 
We next make the following observations: 
OBSERVATION 3.1. (i> Let LY, x1, and x2 be real numbers such that 
0 < CI and x1 <x2. Zf 
a < min{u2( x1), a,( x2>], 
then 
ff - +( xg - Xl) < u2( x) vx E (Xl> x2). 
(ii)2 Let [a, b] be an interoal such that p(A, B) = uJx*) for some 
x* E [a, b], and let a = x1 < x2 < *** <x, = b be an equally spaced 
partitioning of the interval with d = xi - xi_ 1, i = 2, . . . , m. Then 
Proof. (i): Suppose there is a 2, x1 < 2 < x2, such that 
a,(:) < a - $(x, -x1). 
Without loss of generality we can assume that x’ - x1 < x2 - 2 so that 
x’ - x1 < $(X2 - x1). Then we can write that 
+(x2-x1) =a- [a-$(x2-x1)] <UZ(Xl> -u22(q> 
’ The authors wish to thank one of the referees for this observation. 
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because cr < os2(x1) and (Y - i(x, - x,) > a,(x’>. However, by (3.11) 
which means that 
+(x2 - x1) < 
a contradiction. 
(ii): Let E > 0, and set 
fcx2 - 4 
a, := yim& U2(Xj) - 8. 
. . 
Then (Y, < minlGjam a2(xj> so that a simple application of part (i) yields 
that 
a 
E 
- id < u,(x), x E [a,b]. 
On letting E -+ 0 we obtain that 
min 
lgjgm 
cr2( xj) - id d u2( x*) = p( A, B) Q ly~m 02( xj), 
. . 
and the proof is complete. n 
Our algorithm is partly motivated by Observation 3.1. As p(A, B) = 
min IER u~,(x>, if we know a rectangle in the complex plane which contains 
A* of (2.8) then we can attempt to approximate p( A, B) by using Lemma 
2.2 to find upper and lower estimates for a,(*> along vertical lines in the 
rectangle. In this way we reduce the problem of approximating p(A, B) to 
working with the minimization of functions in one variable. 
In reality what we do is this. Suppose x* minimizes a,(x), i.e. p( A, 
B) = 02(x*), and suppose r2, rl, t,, and t, are known values such that 
o<r,<p(A,B) <f-l, (3.12) 
t, <x* Q t,, (3.13) 
and 
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for some positive integer 7. Consider now the box in the real two-dimensional 
x, z plane given by 
[ ‘l,‘z,t,,t,]:={(x,z):t,~x~t,,r,~~z~r,), 
and partition the box as follows: 
according to 
‘i - ‘i+l = &-, - r,>, i = 1,2,..., 
t, = 1ck.l < Xk,Z < ‘-* < Xkxn, = t,, k = 1,2,..., 
and nk = 2”-% + 1, 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
and 
xk,i+ 1 - xk,i = zk_1 - zk - i=l > * . - 1 nk - 1. 
(3.18) 
Denote by sij the mesh points of the partition whose coordinates are (xi5, 
zi). In this way we can regard the box [rl, r2, t,, tz] as having been 
repartitioned into simplexes, each simplex being an isosceles right angle 
triangle. We use (si,,j,, si,,j,, .s& to denote the simplex whose vertices are 
s~,,~~, sizj2, siSj3. (See Figure 1.1 
Next we assign values Z(sij) to the vertices of the simplexes as follows: 
i 
0 
‘Csi,j) = 
if zi < a,( x~,~), 
1 if zi 2 ~a( x~,~). 
(3.19) 
Note that each vertex has a unique value. Several characteristics which the 
function I(*) has are given in the next statement: 
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2,5 
X 
FIG. 1. 
OBSERVATION 3.2. The function Z(e) defined in (3.19) has following 
properties : 
Property Ll. 
2’(j 
If Z(skJ) = 0, then Z(s,,,, ) = 0 for all pi = k + i, qi = 
- 1) + 1, i = 1, 2, . . . . This mxans that all vertices beneath skSj are 0 
valued. 
Property L2. Zf Z(skj) = 0, then Z(S~+~,~~_~) = 0 and Z(S~+~,~~) = 0, 
i.e., all vertices of the simplex whose top vertex is s~,~ are 0 valued. 
Property L3. Th ere are only a finite number of vertices sk j whose value 
is 1. 
Proof. Since Z(S~,~) = 0, we must have that xk < u~(x,,~>. Also, as 
x 
Pt.9i 
= xk,j, i = 1, 2,. . . , we must have too that zk < a,(~~,,~,), i = 1, 
2, . . . Hence zp, < zk < c~(x~,,~~), i = 1, 2,. . Thus Z(s,,,,,) = 0 and 
Property Ll holds. 
Next suppose z(sk+lz.) = 1. Then .z~+~ > 
we have zk < az(xk,j), s ‘r: 
@z(xk+l.zj). 
owing, by (3.11), that 
Since z(sk,i) = 0, 
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However, because the simplexes are isosceles, zk - zk+i = xk+1,2j - 
rk+i,Zj-1. But xk+1,2j - “k+l,2j-1 = “k+l,Zj - ‘k,j as ‘k,j = ‘k+1,2j-l. This 
is a contradiction. Thus Z(sk+ i,2j ) = 0. In a similar way we show that 
Z(s k+ i,2j_ 2) = 0, so that Property L2 is valid. 
We finally come to Property L3. Suppose that there are an infinite 
number of vertices sk,j such that Z(sk ,) = 1. By the partitioning of the box, 
viz. (3.14)~(3.18), on each horizontal me there are only a finite number of ‘1. 
vertices. Thus the number of horizontal lines which contain vertices valued 1 
must be infinite. Now the set {zk : l(skj) = 1) has at least one accumulation 
point. Since {zk : Z(S~,~) = 1) C {zk : k = 1,2,. . .} and {zk : k = 1,2,. . .) has 
only one accumulation point, namely, r2, then for any E > 0 there is a 
z, E {zk : z(sk,j) = 1) such that 2, < r2 + & and z, > r2. Let E = p(A, 
B) - r2. Then we have that 
z,<r2+&=r2+p(A,B) -r,=p(A,B). 
But then for at least one index ja, 
B), a contradiction. This completes 
Z(s, jo) = 1. Hence z, >, a,(~,,~~> z p( A, 
the proof. n 
With Property L3 at hand, we can now characterize the minimal quantity 
which zi attains among all vertices s’,~ for which Z(sif) = 1. 
THEOREM 3.3. Suppose s,,~ is a vertex whose coordinates are (x,,~, z,) 
with 
z = 
7 
min zi. 
z(s,,j)= 1 
(3.20) 
Then 
z 
7 
- +(z~-~ -zT) < p(A, B) <zT. (3.21) 
Proof. Since Z(s,,,) = 1, then 
Therefore p(A, B) < a2(x,,,> < z,. Now for all vertices s~+~,~, j = 1, 
2 ,...,n,+,, we have that Z(s,+, j) = 0 as z,+i < z,. Thus z,+i < ~a(x,+i,~) 
for j = 1, 2, . . . , n7+ 1. By Observation 3.1 (i), 
2 -1. 7+1 2(X T+l,j+l - x,+l,j) < u22(x> (3.22) 
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for any x satisfying 
x 7+ 1,j G x G x,+1 j+l> j = 1,2, 
But then, by (3.18), 
. . . 
and also 
x r+l,j+l - %+l,j = 2 +7-l 
- 
%+1 = 7 z - +(z,-l -q). 
Substitution of the above two displays in (3.22) gives that 
z T - $(z,_, - z7) < a,(x) 
for t, = x,+rr 
Hence ’ 
G x G %+1,n,,, = t,. Now according to (3.13), t, < x* < t,. 
z 7 - :( z,-l - z7) < a,( x*) = 14, A, B), (3.23) 
which completes the proof. a 
We are now ready to state our search algorithm for approximating p(A, 
B). According to Lemma 2.3, it suffices to search only in the box [I1 All, 0, 
-11 All, l]All]. It is convenient to split the box into two squares symmetric 
about the z-axis: 
boxi : [ tt At/, O,O, t/All] = {(x, z) : 0 G x < tt AlI, 0 < z < II All) (3.24) 
and 
box,:[IIAll,O,-IIAILO] = {(x,2): -lIAlI dx < 0,O <z < IlAll}. (3.25) 
Now partition box, according to (3.15)-(3.18), and in (3.14) choose ri = t, 
= IIAll, r2 = t, = 0. Next partition box2 as a reflection of the partitioning of 
box, about the z-axis. We start our search first in box, from left to right to 
find 
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Then we continue with the search in box, from right to left to find 
Obviously z, of (3.20) satisfies z, = min{z,,, z,~}. Since the manner of 
search in box, is similar to the manner of search in box,, without loss of 
generality we can state our algorithm under the assumption z, = z,,. Should 
it happen that a smaller bounding box for p( A, B) and A* is known, our 
algorithm can be modified to take advantage of this accordingly. Indeed, a 
modified form for the algorithm given below which takes advantage of 
better-known initial bounds on (3.14) is given in Gao [14]. 
Before we formally introduce our algorithm and prove it workability, we 
shall now informally describe how it progresses. We need to start from a 
vertex (x~,~, q) such that zi > o~(x~,~>. From Lemma 2.3 we know that 
zi = (1 A]( > a,(O), so that Z(s, r) = 1. Thus we start our search from the 
vertex sr i. We next find the value at the point s, 1 = (x~,~, z,>, which is 
done by computing the eigenvalues of matrix H( z,)‘[see (2.4)]. If H(z,) has 
a pure imaginary eigenvalue, then, according to Lemma 2.2, z2 is a upper 
bound, and so we set I(s~,~) = 1. Otherwise we set t(s,,,) = 0. If l(s,,,) = 1, 
we check the vertices sa,i, sq,i,. . . until we find a vertex st 1 = (x, 1, z,) 
whose value is zero or such that z, is smaller than the tolerance 6 of the 
algorithm. If zt is smaller than E, then the algorithm terminates with the 
message that the system is nearly uncontrollable. We comment that Observa- 
tion 3.2 guarantees that at least one of the two situations we have described 
will be encountered in a finite number of steps. 
Continuing, suppose that l(s,,,) = 0. We now check the value of Z(s,,,) by 
computing the eigenvalues of the appropriate matrix H(x,) [see (2.4)]. If 
Ks,,~) = I, then [Q, s, 2] is a different-valued edge (DV edge), meaning its 
endpoints do not have the same values. If KS, 2) = 0, then [s~_~,~, s,,~] must 
be a DV edge. We now cross the DV edge’into the simplex (st,*, s~-~,~, 
s,_ 1,2). In this simplex the only vertex whose value we do not know is s,_ 1,2, 
and so we check its value by computing the eigenvalues of the appropriate 
matrix [see (2.4)]. This allows us to determine a second DV edge of this 
simplex and so permits us to cross the DV edge into the next simplex, and SO 
on. We shall show that in this manner we eventually reach a DV edge which 
lies on the upper boundary or on the right vertical boundary of the box. The 
algorithm now computes the minimum of the second coordinate of all 
vertices si j such that Z(sij) = 1 which were encountered in the course of the 
algorithm. From this minimum we finally derive tight upper and lower 
bounds for &A, B). 
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ALGORITHM 3.4 [A search algorithm for finding pu( A, B)]. Given A E 
R n,n, B E Iw”,“, and small tolerance E > 0. With rl = t, = I( AlI and r2 = t, 
zz 0, partition (3.14) according to (3X)-(3.18) and note that according to 
(2.7), Z(s,.,) = 1. The following algorithm returns an approximation @(A, B) 
to /L( A, B): 
Stage 1. Set 
Zl := II All, 
k := 2. 
Stage 2. If 
set 
Z(Sk.1) = 1, 
k :=k + 1, 
Zk := +Zk_l, 
sk,l := (0, zk); 
if zk < E, 
then go to Output 1 
else repeat Stage 2; 
else set 
‘i,,j, ‘= ‘k.1 
and go to Stage 3. 
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Stage 3. If z, < E, go to Output 1. Else generate a further vertex s~,~ = 
(x~,~, zi) according to (3.15)-(3.18) and work on the simplex (s~,,~,, s~~,~,, 
si j>. If 
ri,j B IIAII or Xi > IIAII, 
then go to Output 2. Else, proceed to Stage 4. 
Stage 4. If 
then 
si* j, := s. . . 
’ >J 
Moreover, if 
then set z 7 := zi. Go to Stage 3. Else set 
‘i,,j, ‘= Si j. 
Go to Stage 3. 
Output 1. Print “The pair (A, B) is nearly uncontrollable.” 
Output 2. An upper bound for &A, B) is given by z,. A lower bound for 
/_L( A, B) is given by $ z,. An approximation for p( A, B) is given by the 
average of these bounds: 
fi( A, B) := gz,. 
We now embark on the task of proving that Algorithm 3.4 produces what 
it purports in its output portion. To this end we begin by introducing two 
sets: 
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and the subset of S given by 
Or ‘(‘i2,jp) # '('i3,j,) J 
We shall term an edge of a simplex which ends in vertices of different values 
a DV edge. 
OBSERVATION 3.5. The set T has the following properties: 
Property Tl. The number of the simplexes in T is finite. 
Property T2. No simplex in T has all its vertices equivalued. 
Property T3. All simplexes in T are connected. If a simplex in T is 
interior to (3.14, then at least two of its sides are adjacent to other simplexes 
in T. Zf a simplex in T has an edge on the boundary of (3.141, then at least 
one of its sides is adjacent to another simplex of T. 
Property T4. Each vertical mesh line contains at most one DV edge. 
Property T5. Excluding the bottom boundary of (3.14), its remaining 
boundaries contain at least two DV edges. However, no simplex of T touches 
the bottom boundary line z = 0. 
Property T6. lf we connect the centers of the two DV edges of each 
simplex in T by a straight line, there results a continuous piecewise linear 
nonintersecting curve S? whose endpoints lie on the boundary of (3.14). 
Moreover, as we traverse SF counterclockwise, all vertices to the left of %Y 
have value 1. All others have value 0. 
Proof. Property Tl follows immediately from the definition of the set T 
and Property L3 in Observation 3.2. Property T3 is really part of the 
definition of the set T. Next, since the entire box (3.14) is partitioned into 
simplexes and because of the defining properties of simplexes in T, Property 
T3 is also self-evident. Suppose now that Property T4 is not true. Then there 
is a vertical mesh line which contains at least two DV edges. This means that 
there must be a vertex valued 1 underneath a vertex valued 0, which 
contradicts Property Ll in Observation 3.2. For Property T5, note first that as 
,cL(A, B) > 0 and according to (3.15)-(3.181, the number of mesh points in 
(3.14) is infinite and generated in a downward direction. Thus, that no 
simplex of T can touch the horizontal line z = 0 follows from Property Tl. 
Next, as l(s,,,) = 1 and close to z = 0 the value of the vertices on the left 
boundary vertical mesh line must also be zero, the left vertical boundary 
contains exactly one DV edge. For similar reasons, the value of the vertices 
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close to z = 0 on the right vertical boundary line must be zero. Hence the 
union of the upper horizontal boundary line and the right vertical boundary 
line must contain at least one more DV edge. 
To prove Property T6 we first note that by Property T3, namely, by the 
adjacency of the simplexes in T, if we join by a straight line the centers of the 
(only) two DV edges of each simplex in T, there results a continuous 
piecewise curve %’ which must, by Property T5, have its endpoints lying on 
the boundaries of (3.14) except the bottom boundary line. Since %? goes 
through each simplex in T exactly once and since it never enters a simplex 
not in T, E’ cannot intersect itself. 
To prove the second parts of Property T6, suppose there is a vertex sk,j to 
the left of ‘8 valued 0. Then, due to Property L2, we have that Z(S~,,~,) = 0, 
where pi = k + i, qi = 2”(j - 1) + 1, i = 1, 2.. . . Since the curve %Y goes 
through DV edges and since it lies beneath the vertex sk ., it has to intersect 
a DV edge whose endpoints are vertices indexed s~,,~, an i sp,, ,,4.+, for some 
v. Thus either the vertex s~,,~ Y or the vertex s~,+,,~,+~ must be valued 1, a 
contradiction. Hence all vertices to the left of ‘8’ have value 1. Suppose now 
that there exists a vertex to the right of ‘8’ valued 1. Define the set W as 
follows: 
w = {si,j : l( qj) = 1 and si,j is to the right of g}. 
Let 
-% := min zi. 
si,, E w 
Then s,,, E W for some 21. There are two possibilities. Either the vertex 
s, + i 2v_ i is to the right or the left of %. If it is to the left of F:, then by the 
foregoing explanations it must have value 1, which is not possible, as %? 
passes through DV edges only. If, however, this vertex is to the right of %, 
then it must be valued 0, as z,+ i < z,. If such a situation were possible, then 
both vertices s,>, and s,+ 1,2v_ I could not be to the right of g. Property T6 
has now been proved. n 
We are now in a position to prove the correctness of Algorithm 3.4. 
THEOREM 3.6. Algorithm 3.4 is finitely terminating. It stops either if 
the pair (A, B) is nearly uncontrollable, viz, z, < E, or if, aside from s~,~, 
the algorithm has reached a vertex on the boundary of (3.14). In the latter 
case, Algorithm 3.4 is guaranteed to have found 
2, = min q ( = z,,). 
l&J= 1 
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Proof. Since /_L( A, B) > 0 and hence 0 < pirn Q (1 AlI, it is fairly simple 
to see from Stages 1 and 2 that Algorithm 3.4 will stop or find a DV edge on 
the left vertical boundary line after finite number of steps. Suppose now that 
the algorithm has found a DV edge on the left boundary line. Then each 
application of Stage 3 computes a vertex of a neighboring simplex in T 
previously not encountered. Since the number of simplexes in T is finite, the 
algorithm is clearly finitely terminating. Thus if the algorithm has not 
previously terminated because of an updated value of z, being less than E, 
then it must exhaust all simplexes of T, due to Properties T3 and T6. Finally, 
the fact that the algorithm computes z, = minlC,(,,)= i zi follows now from 
the updating which is done in Stage 4. n 
In the next result we derive bounds for the accuracy in exact arithmetic of 
the quantities which Algorithm 3.4 outputs. We shall actually assume now 
that Algorithm 3.4 has been readapted to search on both boxes (3.24) and 
(3.25), rather than search only box, as was previously assumed for the sake of 
simplicity. 
THEOREM 3.7. Suppose A E F!“~” and B E R”~“. Let E > 0 be gioen. lf 
q is an integer such that 
2-9(I~ll < p( A, B) G 2-9f’llAII, (3.26) 
then in exact arithmetic Algorithm 3.4 fin& upper and lower bounds b,,, 
and b,i,, respectively, for p( A, B) satisfying the following: 
bmin := 2-9-11)~11 < p( A, B) G 2-9+111All =: b,,, (3.27) 
or 
bmin := 2-9llAll < /.L( A, B) < 2-9+211AIl =: b,,, (3.28) 
or 
bmin := 0 < /_L( A, B) < E =: b,,, . (3.29) 
In the first and the second case, the approximate value for &A, B) 
returned by the algorithm, given by 
fi( A, B) = i (bmin + bma), 
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satisfaes 
I G( A, B) - /A( A, B)i =G 3(2-q-‘)hIli. (3.31) 
Moreover, if h is the number of times the algorithm requires to solve the 
eigenvalue problem during its execution, then 
h < 3(9’) + 9 + 3. (3.32) 
Proof. If the final value of z, from Algorithm 3.4 satisfies z, < E, then 
obviously the third case is true. So assume z, > E. We first claim that the 
final value of x, returned by Algorithm 3.4 satisfies x, = 2-q+1(1All or 
z = 2-q +‘I1 All. Suppose the contrary. We know from the construction of the 
Ggorithm, viz. Stages 2 and 3 [but see also (3.16)], that for some integer 
k > 3, z, = 2-9+kl(A((. Thus, by Theorem 3.3, 
z 7 - +7-l - z,l < p( A, B). (3.33) 
But z,_ 1 - z, = zT, and so substituting this difference in (3.33) gives that 
2, - $2, = +z, = 2-q-2+kllAll 2 2-4+1))All. 
Hence 
/.L( A, B) > 2-4+111A11, 
contradicting (3.26). 
Suppose now that z, = 2-q ’ ‘1) All. Then by Theorem 3.3, 
whence 
2-q-11(All < /_L( A, B) < z, = 2-q+111Al, 
which is just (3.27). 
Now assume that z, = 2 -q+ ’ 11 All. Then, proceeding in a similar way to 
the above, one obtains that 
2-qllAll < /L( A, B) < 2-4+211All, 
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which is just (3.28). The approximation fi(A, B) for E_L(A, B) given in (3.31) 
now follows from the definition for G( A, B) given in (3.30) and (3.31). 
To complete the proof we only need to show (3.32). Now Algorithm 3.4 
requires the maximal number of matrix eigenvalue solves when Z(S,,~) = 1, 
where j = 1, 2,. . . , n,. Examining Stage 4 of the algorithm, we see that in 
this case one has to evaluate not only all Z(s,, .), but also all Z(s,+ i,j), where 
j = 1,2 ,...>n,+,. Thus an upper bound on h t e number of matrix eigenval- 
ues solves required by the algorithm is given by 
where y is the number of vertices si 1 which are valued 1. As y < o and 
.zq < z,, (3.32) f o 11 ows from (3.17) because our algorithm works successively 
on both boxes (3.24) and (3.25) with 7~ = 1. n 
4. A BISECTION ALGORITHM FOR COMPUTING CL,. 
Suppose we are given upper and lower bounds on Z.L,. = min, E n Q,,([ A 
- AZ, B]) and a tolerance E > 0. The following algorithm estimates /_L,. to 
within a distance of E. In (2.5) set h, = 0 and p = 1. 
ALGORITHM 4.1 (A bisection algorithm for computing p,). Let A E 
Iw “J, B E OX”,“, and E > 0. Suppose a and b are positive numbers such that 
a < /_L,. < b. The following algorithm computes an approximation &,. of /.J, to 
within a tolerance of E: 
step 1. Let c = (a + b)/Z, and compute all eigenvalues of G(c), where 
G(e) is given in (2.5). 
Step 2. If G(c) h as a real eigenvalue, then set b := c; otherwise set a := c. 
Step 3. If b - a < E, then stop; else go to step 1. 
output: fir = c. 
On consideration, the proof that Algorithm 4.1 converges to pFL, follows 
quite simply from Lemma 2.2. We comment that the algorithm could be 
modified so that it also returns an approximation to A, E [w, where A, = 
arg a,(O). To achieve this, set ii E [w equal to any real eigenvalue of G(b) 
after the last instance in which step 2 has yielded an affirmative result. 
With the aid of MATLAB on a Sun 360/M we have used Algorithm 4.1 to 
test several examples with a = 0, b = IIAllz, and E = 10e6. We give here 
three examples. 
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EXAMPLE 1. Let 
I 3.28 -2.44 - 
- 1.58 - 1.02 
-4.06 3.54 
-4.15 3.96 
\ -1.76 0.29 - 
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1.54 -3.20 -3.34 
3.86 4.15 3.94 
1.65 1.79 2.15 
0.84 -2.70 -2.70 
1.14 - 1.64 -2.21 
\ 
and B = 
/ 
/ -2.80 
2.79 
1.88 
-0.48 
- 1.89 
The initial value for b was taken to be by 11 AlI = 10.5695449. The 
algorithm produced i;, = 0.2319102 after 24 steps. Note that here each step 
consisted in computing the eigenvalues of a 10 X 10 matrix [cf. (2.5)], which 
EXAMPLE 2. Let 
1 1 1 
3 5 
-1 -1 
was carried out using Ihe QR-algorithm. 
and B = 
Here the initial value for b was given by b = [[All = 6.1557115. This time 
the algorithm produced b, = 0.1724597 after 23 steps, each step involving 
the computation of the eigenvalues of a 6 X 6 matrices. 
EXAMPLE 3. Let 
( 0.91847229 0.44181824 0.18318176 0.13670349 0.24964905 0.04740906 
0.25875854 0.52001953 0.02761841 0.00225830 0.43026733 0.18859863 
A = 0.84495544 0.87391663 0.91581726 0.32417297 0.28062439 0.41993713 
0.44976807 0.70785522 0.93688965 0.15444946 0.51873779 0.45358276 
\ 0.09297180 6546936 0.44981384 27093506 0.19264221 4733 815 0.65934753 20141602 0.89094543 91 18677
0.25657653 
0.69537353 
and 
B= 
lo.25849915 
0.16983032 
0.45500183 
0.77343750 
0.07850647 
\ 0.41830444 
\ 
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In this example the initial value for b was b = )[A11 = 2.8630690. Now the 
algorithm generated ji,. = 0.100637770 after 22 steps, each step involving the 
computation of the eigenvalues of a 12 X 12 matrix. 
It is rather evident that the rate of convergence of Algorithm 4.1 is 
O(zek), where k is the number of major steps required by the algorithm. 
This is also apparent from the numerical experiments. 
5. NUMERICAL EXPERIENCE WITH ALGORITHM 3.4 
As in Section 4 we included numerical examples on the performance of 
Algorithm 4.1, we devote this section entirely to our numerical experience 
with the main algorithm of this paper. Algorithm 3.4. All our numerical work 
was carried out by using MATLAB on the Sun 360/M with the .s in the 
algorithm set to be 1O-4 and 10m7. We give here six examples including plots. 
The examples are indicative of our experience with the algorithm, which is 
that when the curve a,(x) = miny E Iw omi,([ A - (x + iy)l, B]) is not too 
flat in a neighborhood of a local minimum which is small, then the algorithm 
is efficient. This is illustrated in Examples 1-4. Examples 5 and 6 show how 
the performance of the algorithm can deteriorate when crz(r) is flat in a 
neighborhood of a local minimum and close to the x-axis. Example 6 in this 
respect is extreme in that we were not able to generate the graph of the 
approximate oz,(x> because it is so flat. 
EXAMPLE 1. 
i 
0 0.28597154 0 0 
A= 
0.00004003 - 0.58338194 - 0.55764453 0.00380342 
- 0.00007177 0.28597154 - 0.37748245 - 0.00680612 
- 0.16043003 0 0.10237781 - 0.07978606 
and 
0 0 0 
- 
B= 0.99686905 0.00120634 
- 
0.04993696 - .029 2477 21695 6 4448i * - - 
0 0.01982516 - 0.01612197 
Here the initial value of .zi is /[All = 0.83814677. The upper bound and 
lower bound of /_dA, B) returned by Algorithm 3.4 with E = 10e4 and with 
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E = 10e7 were identical: 0.20953669 and 0.05238417, respectively. This 
happened because in this example ZL( A, B) > 10V4. It took only 19 eigen- 
value solves to complete the computation. This is an example where the 
difference between the upper bound and lower bound which the algorithm 
returned is large. However, we see that Z_L(A, B) is also large, and so is the 
lower bound on &A, B) which our algorithm returned. Our conclusion 
therefore is that the pair (A, B) is far from being nearly uncontrollable. 
EXAMPLE 2. 
-0.01537537 0.00882608 0 0 0 
0.18354881 -0.29963711 0.13783026 0 0 
A= 0 0.22416567 -0.44256907 0.21741962 0 
0 0.00498926 0.36990848 -0.59829043 0.26070678 
0 0.00031903 0 0.02299279 -0.02283819 
and 
l 0 0 
0.22105292 0 
B = 0.29034853 - 0.48368319 
0.34786386 - 0.71374457 
0.02182811 - 0.04434917 I 
Now the initial value for zi is (IA11 = 0.877842513. The upper and lower 
bounds of p.(A, B) t re umed by the algorithm with both E = 10F4 and Oe7 
were 6.8581446 X 1O-3 and 1.7145362 X 10e3, respectively. Note that in 
this example too /..L(A, B) > 10-4. It took 50 eigenvalue solves to complete * 
the search for each of the tolerances. 
EXAMPLE 3. Consider the matrices 
‘11 23 
A= -11 45 
00 12 
\ 0 0 -2 1 ! 
(1 
and B = 
1 
0 
\O 1 
Here the pair (A, B) is uncontrollable as [A - AZ, B] is rank deficient for 
A = 1 + i2. We now chose A = A + 0.00001 X M, where ti is a random 
matrix generated by the computer. Then q,,,,([A - AZ, BI) has a global 
minimum at 1.00000126 + i1.99997279. When E = 10m4 the algorithm re- 
turned /.L( A, B) < E after 50 eigenvalue computations. When we decreased 
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the tolerance to E = lo- 7, the upper and lower bound of /L( A, B) which the 
algorithm computed were 7.4338482 X 10e6 and 1.8584621 X 1O-6 after 
170 eigenvalue solves. 
EXAMPLE 4. 
-0.32616458 -0.09430266 0.05207647 -0.08481401 0.05829280 
0.01158922 -0.39787419 -0.14901699 -0.01394125 -0.10626942 
A= 0.05623810 -0.03153954 -0.50160557 -0.05748511 -0.00552321 
0.07474298 0.01205259 -0.00249719 -0.26871590 0.23107147 
0.07829650 -0.19442017 -0.05631780 0.17761876 -0.45847313 
and 
I - 0.13705019 ’ 
- 0.18309206 
B= - 0.13735654 . 
0.80258791 
\ 0.53355446 / 
In this example the function a,(x) has four local minima. With a tolerance of 
& = 10-4, the algorithm needed 31 eigenvahre solves to give the result p(A, 
B) < E. When the tolerance was decreased to E = 10e7, the upper and 
lower bounds for ,u( A, B) returned by the algorithm were 1.3042737 X 10e6 
and 3.2606843 X 10m7, respectively, and 365 eigenvahre solves were required 
to complete the computation. 
EXAMPLE 5. - 0.22907968 0.08886286 -0.18085425 -0.03469234 -0.32819211 
0.11868229 -0.43816868 -0.27812914 -0.04200964 -0.07784618 
A= -0.02507663 0.30736050 -0.24819024 0.21852948 -0.06260819 
0.16055050 -0.00818190 -0.19591208 0.08940924 0.22683641 
-0.19138555 0.13088864 -0.22839105 -0.23175762 0.12274100 
and 
B= 
1 - 0.73491186 
- 0.35694241 
0.04637973 
0.52703303 
\ 0.22930713 
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In this example, when we choose E = 10e4, 238 eigenvalue solves were 
required by the algorithm. However, when we chose E = 10P7, the upper 
bound and the lower bound for k( A, B) returned by the algorithm, after 
1882 eigenvalue solves, were 7.4407864 X 10m5 and 1.8601966 X 10e5, re- 
spectively. The reason for the big jump in the number of eigenvalue solves 
required by the algorithm when we decreased the tolerance is that the 
function a,(x) is very flat in the neighborhood of the small global minimum. 
EXAMPLE 6. 
I -0.27422658 -0.21968089 -0.21065336 -0.22134064 0.19235875 -0.07210867 0.18848014 -0.29068998 0.28936270 0.10007703 A= -0.03547166 0.17931676 0.14590007 0.00556579 0.38838791 
0.00029995 0.14755893 -0.25420697 -0.12193382 -0.14071387 
-0.07780546 -0.29477373 0.01366200 0.32749991 -0.0131683 
and 
B= 
’ 0.81475593 ’
- 0.30523653 
- 0.34286610 . 
- 0.05815542 
0.34937688, 
Here the function a,(r) is very flat in the neighborhood of the small global 
minimum, which is about 10e7. When we let E = 10m4, the algorithm 
returned the result /&A, B) < E after only 28 eigenvalue solves. But when 
we took E = lo-‘, the algorithm required 19,204 eigenvalue solves to run its 
course. 
In Tables l-4 we summarize the numerical results found in this section 
and subsequently illustrate them graphically. The variable h is the number of 
eigenvalue solves required by the algorithm. In Table 1 and Table 2 we list 
TABLE 1 
& = 10-4 
Example Upper bound Lower bound ,%A, B) h 
1 0.20953669 0.05238417 0.13096043 19 
2 6.8581446 x 1O-3 1.7145362 X 1O-3 4.2863404 X 1O-3 50 
3 10-4 0 50 
4 10-4 0 31 
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TABLE 2 
E = 1o-7 
Example Upper bound Lower bound ,%A, B) h 
1 0.20953669 0.05238417 0.13096043 19 
2 6.8581446 x 1O-3 1.7145362 x 1O-3 4.2863404 x 1O-3 50 
3 7.4338482 x lO-‘j 1.8584621 X 1O-6 4.6461551 X 1O-6 170 
4 1.3042737 x lO-‘j 3.2606843 X 1O-7 8.1517109 X 1O-7 365 
the results for Examples 1-4 with tolerance E = 10m4 and E = lo-‘. The 
results show that the algorithm works well on these examples. This is in 
particular true if we use tolerances of 10-4-10-5, which are reported to be 
the tolerances used by engineers and practitioners. In Table 3 and Table 4 we 
list the results for Examples 5-6 for the tolerances E = 10e4 and E = lo-‘, 
respectively. The results show that Algorithm 3.4 works poorly on these 
examples when E = 10 -7. This is because now the function gz( X> is too flat 
in the neighborhood of the global minimum of oz,(x>. 
The graphs in Figures 2-6 represent the approximation to cz(x) obtained 
by the algorithm by joining the midpoints of all the (contiguous) DV edges of 
the simplexes in T. 
6. ERROR ANALYSIS 
In this section we shall analyze the effects of the roundoff error on the 
results returned by Algorithms 3.4 and 4.1. The major computational step in 
each of the algorithms consists of computing the eigenvalues of the matrices 
H(a) or G(o) given in (2.4) or (2.5) with p = i or p = 1, respectively. In 
these computations we are trying to decide whether the matrix H(a) has a 
pure imaginary eigenvalue or whether the matrix G( cy > has a real eigenvalue. 
Assuming that the eigenvalues computation is done by a numerically stable 
algorithm, e.g. the square reduced algorithm or the QR method, we can only 
expect the algorithm to give us the exact eigenvalues of H(a) + E or 
Example 
TABLE 3 
E = 10-4 
Upper bound Lower bound fi(A, B) h 
5 10-4 0 278 
6 10-4 0 28 
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TABLE 4 
E = 10-7 
Example Upper bound Lower bound fiL(A, B) h 
5 7.4407864 x 10-5 1.8601966 x lo-” 4.6504915 x 1O-5 1882 
6 1.2225752 X 1O-7 3.0156438 X 1O-8 7.6410950 x lo-’ 19204 
FIG. 2. 
0.5 
0.4 - 
0.3 - 
0.2 - 
0.1 - 
0 
-1 -0.5 0 0.5 1 
FIG. 3. 
FIG. 4. 
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0.2 - 
FIG. 5. 
G(a) + E’ for some small perturbation E or E’. In this respect two 
interrelated comments are in order. Firstly, roundoff errors do not accumu- 
late by our algorithms, as at each stage we determine the eigenvalues of 
H(o) or G(a) for a fresh (Y or a fresh A,, or both. Secondly, Properties Ll, 
L2, and L3 of Observation 3.2 imply that even when we make a wrong 
decision, such that H(a) + E has a pure imaginary eigenvalue when H(a) 
has none, the algorithm cannot slip into an infinite loop. 
We shall actually provide two sorts of error analyses, depending on 
whether the perturbation matrix has the same structure as the matrix whose 
eigenvalues we are trying to compute. The first sort will be applicable to 
the Hamiltonian matrix H(o), and hence it will be applicable to Algorithm 
3.4. Here, by Van Loan [24], it is known that the square reduced algo- 
0.35 
0.3 - 
0.25 - 
0.2 - 
0.15 - 
0.1 - 
0.05 - 
88 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 
FIG. 6. 
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rithm computes the exact eigenvalues of H( cu) + E, where E is small and 
Hamiltonian. In this case we shall show that a wrong decision concerning 
whether H(a) has a pure imaginary eigenvalue can only occur when (Y is 
close to pAO = minhE n w,,~” (A, + i A), A, E R. This, as we shall explain 
later, will not significantly affect the reliability of the final output of the 
algorithm. The second sort occurs in the case of the computation of the 
eigenvalues of G( a> using the QR method and hence will be applicable to 
Algorithm 4.1. Now we cannot guarantee that the small E’ has the same 
structure as G(a), viz., 
with E, and E, Hermitian. For this case we shall demonstrate that if G( (Y) 
does not have a real eigenvalue, but G(a) + E’ does, then, once again, (Y 
must be close to j& = mm, E n min (T (A, + A), A, pure imaginary. If, how- 
ever, G( cr > does have a real eigenvalue but G(a) + E’ does not, then, 
unfortunately, we cannot guarantee that CY will be close to fi*;\,. By means of 
the Bauer-Fike theorem we shall be able to show that provided G(cr ) + E’ is 
diagonalizable, it has at least one eigenvalue whose imaginary part is less than 
the product of IlE’ll and the condition number of the matrix G(a) + E’. As, 
in practice, we do not know a priori that G(a) has a real eigenvalue, we shall 
suggest a heuristic rule for decision which will result in j2( A, B) < p( A, B) 
whether the decision is correct or not. 
We begin by analyzing the error associate with Algorithm 3.4. Let A be a 
pure imaginary eigenvalue of the Hamiltonian matrix H(a). The det[ H( a) 
- AI ] = 0. This is equivalent to 
det[JH(O) - AJ - a’,%] = 0, 
where 
and 
L=i “I_ 
i 1 
(6.1) 
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Thus cr2 is a generalized eigenvalue of the Hermitian matrix pair (JH(O) - 
AJ, L). It follows that if H( CX) + E has an eigenvalue with zero real part, 
then c? is a generalized eigenvalue of the Hermitian matrix pair (JH(O) - 
AJ + JE, L). Recall that according to Stewart and Sun [231 a Hermitian 
matrix pair (P, Q) is said to be definite if 
min 
llXll=l,XE@2” 
Ix*(P + iQ)x( > 0. 
Stewart and Sun show that if (P, Q) is a definite pair, then the generalized 
eigenvalues of the matrix pair (P, Q> are all real. In the next result we show 
that the Hermitian pair (JH(O) - AJ, L) is definite. 
OBSERVATION 6.1. Let ] and L be as above. Define the function 
C(A) = ,,mi:l Ix*[]H(O) - A] + iL]xl, A E iR. (6.2) 
r 
Then there exists a number C > 0 such that 
C(A) >C>O for all A E i[w. 
Proof. First we shall show that C(A) > 0 for all A E i[w. Suppose this is 
not true. Then there is a unit vector x and a pure imaginary A such that 
x*[]H(O) - AJ]x = 0 
and 
x*Lx = 0. 
Write x* = ((x(l))*, (x@))*>*, where x (I), .#) E @“. Then r(‘) = 0 because 
x*Lx = 0. Thus 
x*[]ff(O) - A]]x = ((x(l))* O*)[]H(O) - A]] (‘;I) 
= _ ( xu))*xw = 0. 
This contradicts I( x (1 = 1. Therefore C(A) > 0. Now put 
(6.3) 
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As C(A) is a continuous function of A E ill8 and lim,,, C(A) = + m, there 
must exist A, E ilw such that 
0 < C(A,) = Ai$R C(A). 
Set C = C(A,), and the proof is complete. n 
Let E be a Hamiltonian matrix such that for C given in (6.3), llEl\ < C. 
It is a simple exercise to show that the perturbed pair (JH(0) - A] + JE, L) 
remains definite. 
LEMMA 6.2. Suppose E E @2nX2n is a Hamiltonian matrix. Zf I(Ell < 
min (1, C}, where C is given in (6.3), then there exists a real number LA0 > 0 
such that if (Y > 0 and H( cr) + E h as a pure imaginary eigenvalue, then 
cx > ji+ while if H(Q) + E has no pure imaginary eigenvalue, then a < F,\,,. 
Proof. Since I(E(I < C, then (JH(O) - A] + JE, L) is a definite pair and 
so all its generalized eigenvalue are real. Let A E iR. Now the pair (JH(0) - 
AJ + ]E, L) has only n generalized eigenvalues, each of which is finite and 
varies continuously with A. Suppose that 
is a unit eigenvalue of (JH(0) - Al + JE, L) corresponding to generalized 
eigenvalue 7: E 58. Then 
-(I + Ed (A - A,Z - AZ + El)* xi’) 
(A-A,Z-AZ+E,) BB* + E, )($~) = “(x;‘))’ 
and so 
and 
- ( I + E3) xi” + (A - A,Z - AZ + E1)*xr) = 0 (64 
(A - A,Z - AZ + E&i’) + (BB* + E,)xi2’ = $xy’. (6.5) 
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Premultiplying both side of (6.5) by (x$1* gives that 
(.i2))*( A -A,Z - AZ +E,)xK)+ (.i2))*(BB* +E2)ri2’= y2(xy))*xy). 
A substituion of (6.4) now yields that 
($‘)*( I + Et) xil) + ( xi2’)*BB*xi2’ + ( xi2))*E2ri2) = yA2( cc,))*@. 
On dividing both sides of this equality by IIIx’$‘II” we obtain that 
Yh” = 
a 
Hence 
IIx~)l12 + (x:~))*E;x~) + (xy))*E2x$) + I~B*x~~)/I~ 
II xy)l12 II xy)l12 II xpl12 ll”~2Y 
IIxy)l12 II B*xy)l12 
II x~2)l12 + IIxyl12 * 
- &(ll*!“ll”llE,ll + ll~~2’11211E211) 
1 - llxj\2)l12 
II x~2)l12 
- &(ll$lI” + Il~~‘II’)(IIEll) 
1 
II “~2)112 - l - )I :;:;I 
2’ 
- 1 > -llEll z -1. (6.6) 
Next we obtain an upper bound on IhJ I(xf)l12. From (6.4) we have that 
hxi2’ = +’ - E&l) + ( A - h, Z f E,)*ri2’. (6.7) 
Premultiplying both sides of (6.6) by (xi2’>* yields that 
AIIx~~)II~ < - ( .,))*x,) - ( x:~))*E& 
+ ( xi2))*( A - ,$,Z)*X~~’ + ( x~~‘)*E:x~‘. 
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I A( ll xi2)l12 < II xp)ll II $)I1 + II @II II E,li II +‘ll 
+ Il~~2)l1211E~Il 
< 1 + I&II + llElll + IIA - &lb 
< 1 + 2llEll + llA - &Ill 
< 3 + [IA - h,Zll. 
Now, as the rightmost expression bounding JAI IJxi2)l12 is itself bounded, 
we see that as IAl + +m, jlxp)II -+ 0. Thus, from (6.6), we see that when 
IAl + + 00, yA2 + + a. Again using the continuity of r,2 as function of A, 
there must be a pure imaginary number, say A,, such that 
i 
: A is a pure inaginary number; 
X” ’ = min yA2 y,,2 is a generalized eigenvalue of (JH(0) - AJ + JE, L) 
I ’ 
Moreover for each y2 E (~2, +m>, there is a pure imaginary A such that y2 
is a generalized eigenvalue of the matrix pair (JH(O) - AJ + J-E, L). Let 
jii, = max{Y~w,O]. (6.8) 
Then for any (Y > 0, if H(a) + E has a pure imaginary eigenvalue A, then 
(Y’ is a generalized eigenvalue of (JH(O) - AJ + JE, L), so that CY > ,G,+, by 
the definition of j&. On the other hand, if cx is not a generalized eigenvalue 
of (JH(0) - AJ + JE, L) f or any pure imaginary A, then we must have 
o < I4 0’ 
THEOREM 6.3. Suppose E E C 2nx2n is a Hamiltonian matrix and 
i 
c c 
IlEll < min 1, 
fi&iii%(llAll” + 1) ’ 1 + fi&2 + 1)2 + 1 ’ 
(6.9) 
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Let H(a) be the Hamiltonian matrix given in (2.4) with p = i and h, E [w 
satisfying pA0 = min,,n gm,(A, + ih) < IIAll. Zf H(cu) + E has a pure 
imagina y eigenvalue, then 
a2 a p; ” - O(llEIl). (6.10) 
Zf H(a) + E has no pure imagina y eigenvalue, then 
a2 < p;, + O( lIEIt>. (6.11) 
Proof. Consider the matrix H(a) given in (2.4) with p = i and CY = pAO 
= min,, n a,,,([ A - (h, + ih)Z, B]). By Lemma 2.2, H( /_Q> has a pure 
imaginary eigenvalue, say h. Then, as observed immediately after (6.11, & is 
a generalized eigenvalue of (JH(O) - hJ, L). By Corollary 3.3 in [231, there 
exists a finite generalized eigenvalue of (JH(O) - AJ + JE, L), say yk2, such 
that 
(6.12) 
In this case we must also have that A is a pure imaginary eigerdue of 
H(-yh) + E. Observe next that if x2 > 0, then for & used in the previous 
lemma, yA > fiA,. Continuing with the assumption that yA2 > 6, we can 
perform the following analysis. Since 
from (6.12), then 
Moreover if rA2 Q 1, then 
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Now if yf > 1, then 
so that 
Therefore on recalling that x > C;,,, we obtain that 
Suppose now that 7~ < 0. Then GA0 = 0 by (6.8) and clearly 
In summary, we have shown that 
(6.13) 
Following similar arguments to those used in the beginning of the proo_f, 
we can readily obtain that H( i;,,> + E has a pure imaginary eigenvalue A. 
On reversing the roles of H(a) and H(a) + E, we can further deduce that 
(]H(O) - AJ, L) h as a finite generalized eigenvalue, call it pt. such that 
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and such that /?i > pAO. In a similar manner to that which we used to derive 
(6.13) we can now derive the inequality 
aQ/zy= lIEI 
lIEIt C - lIEI I . (6.14) 1 - Jq-- c - l/El/ 
Next we replace &,O appearing in the braces in (6.14) by an upper bound. 
From the assumptions on E and the assumption that p,,, i II All we have that 
c c 
l/El1 Q 
&/~(llAll; + 1) ’ II”;~~(& + ‘1 
so that 
This implies that 
and 
Using (6.15) and (6.16) in (6.13) yields that 
(6.15) 
(6.16) 
(6.17) 
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Combining (6.17) with (6.14) now gives that 
I . (6.18) 
Suppose now that H( (Y) + E has a pure imaginary eigenvalue; then on 
using Lemma 6.2 we can write that 
which is just (6.10). If, h owever, both H(cr ) + E and H( a> have no pure 
imaginary eigenvalue, then again using Lemma 6.2, we must have that 
DISTANCE TO UNCONTROLLABILITY 345 
which is just (6.11). Finally, if H( (u) + E has no pure imaginary eigenvalue, 
but G(a) does, then we can write 
Again we obtain (6.11). This concludes the proof. n 
Theorem 6.3 shows that as E has the same structure as H(cz), Algorithm 
3.4 can possibly make a wrong decision only when (Y is close to ph,. As 
roundoff errors do not accumulate from one major step of the algorithm to 
the next, the value of .z, [see (3.20)] which the algorithm returns will be close 
to pL(A, B) if /_d A, B) 1s small, while the lower bound which the algorithm 
returns if p( A, B) is large will itself be sufficiently large for safely making 
the decision that the system is far from uncontrollable. 
We next consider the effect of the roundoff error on Algorithm 4.1. Recall 
that now G(a) is not Hamiltonian and that the application of the QR 
algorithm to determine the eigenvalues of G( (Y > does not necessarily result in 
the exact eigenvalues of G(o) + E’, with E’ having the same structure as 
G( a ). In case E ’ does have the same structure as G( (Y >, then we can prove a 
result which is very much in the spirit of Theorem 6.3. If however, E’ does 
not have the same structure as G(a), then we need to distinguish between 
two cases. The first case is when G( a> + E’ has a real eigenvalue, but G(a) 
does not. For this case we have the following result, which was motivated by 
a paper of Bunch, Demmel, and Van Loan [2]. 
LEMMA 6.4. Let A be a real eigenvalue of the matrix G((Y> + E’, where 
E’ is a perturbation of G( a >. Then there exists a Hermitian matrix F such 
that A is an eigenvalue of matrix G(a) + KF and II F II < II E’I(, where 
Proof. Let x be a unit eigenvector of G(a) + E’ corresponding to h, 
so that 
[KG(a) -hK+KE']x=O. 
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r = KE’x = [AK - KG(a)]x. 
Since T*X = X*T, there exists a Householder reflection matrix F’ such that 
Now let F = Ilrll$. Then F satisfies r = Fx and 
IlFll < lb-II ll~ll = llrll = IIE’xll f IIE’II llxll = IlE’lI. 
Hence 
[AK - KG(a)]x = Fx, 
and so 
(G(a) + KF)x = Ax. 
Thus A is a real eigenvalue of G( CZ) + KF. n 
COROLLARY 6.5. Suppose that E’ is a perturbation of the matrix G( cu> 
such that 
C c 
~~(llA112 + 1) ’ 1 + &(,lAll” + 1)2 + 1 ’ 
Zf G( CY) + E’ has real eigenvalue, then 
CY~ >j.i& - O(llE’ll). 
Proof Let A be a real eigenvalue of G(a) + E’. By Lemma 6.4 we 
know that there exists a Hermitian matrix F such that A is a real eigenvalue 
of G(o) + ZCF and such that llKFl[ = llFl\ < llE’l\. Since o2 is a generalized 
eigenvalue of the Hermitian matrix pair (KG(O) - AK + F, -I,), In a similar 
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manner to the proof of Theorem 6.3 we can show that 
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Next we need to consider the case when G(a) has a real eigenvalue A, 
but G( CY) + E’ does not. Here our results are not as satisfactory as in 
Lemma 6.4. Suppose G(a) + E’ is diago@izable. By the Bauer-Fike theo- 
rem [Xi], G(a) + E’ has a eigenvalue, say A, which satisfies 
IA - hl < IlTll IIT-1ll IIE’II, 
where T is a nonsingular matrix such that T-l(G(a) + E’)T is diagonal. 
Obviously, 
IIm xl Q IiTlI TellI IIE’II. 
In practice we do not know a priori that G(a) has a real eigenvalue, and SO 
we propose to use following heuristic rule: 
RULE. If G(a) + E’ has an eigenvalue i with 
IIm il Q IITII llT-lIl IlE’ll, 
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then decide that G(o) has a real eigenvalue. If G(a) + E has no eigenvalue 
with 
IIm il < IIT]] IIT-‘II IlE’ll, 
then G( cy > has no real eigenvalue. 
Let us examine the error which we could incur if we use the above 
heuristic rule to determine if_G(a> has a real eigenvalue or not. If any 
eigenvalue of G( CY> + E’, say A, satisfes 
IIm il > IWll IIT-‘II IIE’II, 
then G( cr) cannot have a real eigenvalue according to Bauer-Fike theorem. 
Thus the only mistake which could happen is that G(a) has no real 
eigenvalue, but we think it has. Suppose Z&, is the computed value of kAO. 
The? by Lemma 2.2, j&0 f ~~~ and there is a eigenvalue of G( &) + E’, 
say A,, such that 
IIm &I < lITI] IIT-‘II IIE’II. 
Let-E = -(Im $JZ + E’. Then ]lZ?l\ < (1 + lITI\ IIT-‘Ij)lIE’lI. Thus G(&) 
-t- E as a real eigenvalue and, by Corollary 6.5, if 
then 
7. CONCLUDING REMARKS 
The algorithm which we developed in Section 3 is reliable in the sense 
that it is guaranteed to find a good approximation to &A, B) provided that 
a,(x) has no small local minimum in whose neighborhood crJx> is flat. In 
the latter case, the algorithm requires considerably more computations. We 
believe that even in this case, the worst estimate for the number of eigen- 
value solves required by our algorithm, viz. (3.32), compares well with the 
estimate for the number of singular-value-decomposition solves, which would 
be required to estimate p( A, B) by the global minimum algorithms, called 
BFI methods, discussed in Byers [4]. 
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A further feature of Algorithm 3.4 is, as the error analysis developed in 
Section 6 shows, that the final result which the algorithm delivers is not 
significantly effected by wrong qualitative decisions made by the algorithm 
due to the presence of roundoff error. 
As a method for computing p,. = minA, n [A - Al, B], Algorithm 4.1 
seems very efficient. It usually requires 20-30 eigenvalue solves to deliver a 
satisfactory estimate. The main drawback of the algorithm is that without 
additional assumptions on the perturbations, we cannot guarantee a priori 
that a small roundoff error will not seriously effect the final result. 
In the case under consideration in this paper, namely, that A and B are 
real matrices, the function a(x + iy) = omin([A - (x + iy)l, B]) is a sym- 
metric surface about the (x, (T(X + iy>> plane. We have observed in many 
numerical experiments that the global minimum of cr(x + iy) frequently lies 
on the x-axis or close to it. Thus one modification of the approach which we 
have adopted in this paper is to use Algorithm 4.1 to compute /I~. If /.L~ < 6, 
then we know that p( A, B) < &.-Thus if E is sufficiently small, then the pair 
is nearly uncontrollable. If pr > E, then apply Algorithm 3.4. 
Finally, an obvious question which arises from this paper is how to handle 
efficiently the case when a,(x) has a small local minimum such that a,( X) is 
flat in its neighborhood. 
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