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Abstract 
This paper focuses on modelling the relationship between flow stress and strain, strain rate and temperature using Support 
Vector Regression technique. Data obtained for both the regions (non-Dynamic Strain Aging and Dynamic Strain Aging) is 
analysed using Support Vector Machine, where a nonlinear model is learned by linear learning machine by mapping it into 
high dimensional kernel included feature space. A number of semi empirical models based on mathematical relationships and 
Artificial Intelligence techniques were reported by researchers to predict the flow stress during deformation. This work 
attempts to show the prowess of Support Vector Regression based modelling applied to flow stress prediction, delineating the 
flexibility that the user is presented with, while modelling the problem. The model is successfully trained based on the 
training data and employed to predict the flow stress values for the testing data, which were compared with the experimental 
values. It was found that the correlation coefficient between the predicted and experimental data is 0.9978 for the non-
Dynamic Strain Aging regime and 0.9989 for the Dynamic Strain Aging regime showcasing the excellent predictability of 
this model when compared with other models that are prominently used for flow stress prediction. Data is trained at different 
values of insensitivity loss function of the Support Vector Regression for showcasing the unique features of this technique. 
The results produced are encouraging to the researchers for exploring this Artificial Intelligence technique for data 
modelling. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the Gokaraju Rangaraju Institute of Engineering and Technology (GRIET). 
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1. Introduction 
Austenitic Stainless Steel (ASS) 304 and its modifications have been used for nuclear fuel clads (Wang & Li 
2003) and fuel sub-assembly wrappers in the fast breeder reactors (Armas et. al 1988). This is due to their grander 
mechanical properties, compatibility with liquid sodium and corrosion resistance at elevated temperatures. As the 
usage is primarily at higher temperatures, study of the flow behaviour and properties at high temperatures is essential 
and important. The additional presence of manganese, silicon, phosphorous and sulphur ensures resistance to 
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corrosion and heat give it excellent weldability and machinability. Factors such as strain, temperature and strain rate 
influence the flow stress during the hot deformation. These factors are complex in nature and hence understanding 
their effect has been difficult.  
A critical review on the constitutive models has been done by Lin et. al (Lin & Chen 2011) who classified them 
mainly into three categories viz. phenomenological, physical and neural networks. Johnson and Cook (Johnson & 
Cook 1983) have put forward the Johnson Cook (JC) model, Zerrilli and Armstrong formulated the Zerrili-
Armstrong (ZA) model (Zerilli & Armstrong 1987) and Zener and Hollomon proposed the Arrhenious equation 
(Zener & Hollomon 1944). Due to the advancement in the science and newer findings these models have been 
modified and revised by Rule et. al (Rule & Jones 1998) and McQueen et. al (McQueen & Ryan 2002). These 
models involve a large number of material constants which have to be evaluated. These constitutive models are of 
great use in describing the properties in a form that can be used as an input to the finite element analysis and 
simulations. The accuracy of the simulated results mainly depends on the accuracy of the model’s description of the 
deformation behaviour.  
Due to the peculiar behaviour of the steels at high temperatures and low strain rates known as Dynamic Strain 
aging (DSA), the prediction of the flow stress is evaluated at two different regimes, independently determining the 
material constants in these regimes. Gupta et. al have calculated these results for the non-DSA (Sainath et. al 2012) 
and DSA (Gupta et. al 2013) regions for the models namely Johnson Cook (JC), modified Zerilli Armstrong (ZA), 
modified Arrhenius model (AR), and Artificial Neural Networks (ANN). In this paper we have compared these 
results with Support Vector Regression (SVR) technique. 
2. Experimental Study 
ASS 304 sheet of thickness 1mm has been used for this study. The composition of ASS304 is given in Table 1. 
The sheet is machined into samples of required shape using electro discharge wire cutting for high finish and 
accuracy. The experiments were carried out on universal testing machine (UTM), shown in Figure 1. It has a 
maximum load capacity of 100 kN and is capable of conducting experiments at high temperatures and is equipped 
with controlled system to perform experiments at constant true strain rates. Nickel based super alloy CM-247 is used 
to design pull rods, especially designed for testing at elevated temperatures. The experiments are conducted at strain 
rates of 0.1-0.0001 s-1 and at varying temperatures from 500C - 6500C at intervals of 500C. The data has been 
collected using a computer control system. The regions in which the experiments have been carried out are 
categorized into DSA and non-DSA and this has been summarized in Table 2. The identification of the DSA region 
is done by observing serrated region of the stress-strain graph which is shown in Figure 2. 
 Table 1: Chemical composition of Austenitic stainless steel 304 (wt. %) 
Element Fe C Mn Si Mo Co Cr  Cu Ni Others 
Composition (%) 70.780 0.025 1.140 0.410 0.360 0.210 18.400 0.180 8.190 0.305 
 
Figure 1: Computerized UTM of 100 kN capacity with resistance heating 3-zone split furnace 
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Table 2: Showing DSA and Non-DSA regimes 
Strain rate 
Temperatures(oc) 
non-DSA DSA 
0.0001 50 – 350 400 – 650 
0.001 50 – 350 400 – 650 
0.01 50 – 400 450 – 650 
0.1 50 – 650 -  
 
                                   (a)                                               (b) 
 
                                   (c)                                               (d) 
 
                                 (e)                                                               (f) 
Figure 2 (a)-(f): True Stress – True Strain curves of austenite stainless steel 304 in DSA regime at temperatures ranging from 400oC to 650oC 
3. Support Vector Regression 
Predictive modelling originates from the techniques of Artificial Intelligence like SVR and ANN. Researchers 
have used these techniques in the fields of medicine (Bergeron et. al 2005), Weather forecasting (Zarnani et. al 
2012) and Mechanical Engineering (Gupta 2010). The models developed are based on the research done in the areas 
of Machine Learning (Zahkar et. al 2011). In the area of manufacturing, this technique has been used in modelling 
surface roughness in face milling (Lela et. al 2009). In the area of predicting flow stress, researchers have used ANN 
(Gupta et. al 2012) and traditional constitutive models (Gupta et. al 2013). We found that the technique of SVR has 
not been explored by researchers especially in predicting flow stress and this work highlights the prowess of this 
technique and its uniqueness.   
The SVR is a learning technique with its origin in the theoretical foundations of statistical learning theory and 
structural risk minimization. First, the original input space x is transformed into a higher dimensional feature space 
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because selection of a set of non-linear features and expression of the data in new representation is required to learn 
non-linear relations with a linear machine. This non-linear mapping of the data to a feature space in which a linear 
machine can be used is achieved by non-linear regression models in a feature space. 
N training data {(xi, yi)} Ni=1 E Rm x R, with xi as the input vector is given to the SVR model and yi is the actual 
output value. Kecman (Kecman et. al 2001) expresses the SVR model as follows: 
   ݕ ൌ ݂ሺݔሻ ൌ σ ݓ௜׎௜ሺݔሻ ൅ே௜ୀଵ ܾ ൌ ݓ்׎௜ሺݔሻ ൅ ܾ    (1) 
Where the function fi(x) is called the non-linearly mapped feature from the input space x, w= [w1, w2...wN]T, and 
fi= [fi1, fiN]T 
The result of the model is a hyper-surface which is a non-linear surface hanging over the m-dimensional input 
space, thereby making Response Surface Modelling, a non-linear regression model. However, it is turned into a 
linear regression model by mapping the input vectors x to vectors fi(x) of a high dimensional kernel-induced feature 
space. The learning algorithm which is used by the linear learning machine to learn the non-linear function 
minimized the convex functional, which is expressed as the following regularized risk function, and the parameters 
w and b are support vector weight and a bias that are calculated by minimizing the risk function:  
ܴሺݓሻ ൌ ଵଶݓ்ݓ ൅ ߣσ ȁݕ௜ െ ݂ሺݔሻȁ௘ே௜ୀଵ     (2) 
ȁݕ௜ െ ݂ሺݔሻȁ௘ ൌ  ሼȁ௬೔ି௙ሺ௫ሻȁିఌǡ௢௧௛௘௥௪௜௦௘
଴ǡ௜௙ȁ௬೔ି௙ሺ௫ሻȁழఌ    (3) 
In SVR modelling, the data points which lie on the boundary lines (y= f(x) ± e) are the support samples or 
support vectors or support set, whereas the data points which lie inside the margin lines are called the remaining set 
and the data points which lie outside the boundary are called the error set. By increasing the insensitivity zone e, the 
accuracy of approximation is reduced, which decreases the number of support vectors, leading to data compression. 
In addition, while modelling highly noisy polluted data, increasing the insensitivity zone e has smoothing effect. 
Thus SVR gives the flexibility to vary the insensitivity one depending upon the necessity of the researcher as shown 
in Figure 3. 
 
     (a)        (b) 
Figure 3:(a) Linear e-insensitive loss function (b) Non-linear regression with e-insensitive band in SVR model 
The Online SVR toolbox for MATLAB application was developed by Parrella (Parrella 2007), which has been 
used for predicting the response parameters in turning operations. The input parameters have been normalized 
between 0 and 1. The training set X is the combined vector of all the three input parameters (temperature, strain and 
strain rate) and the training set Y is the response parameter (flow stress). The SVR model has been trained by using 
the 200 sets of input-output pairs in the case of DSA region and 442 pairs for the non-DSA region. The parameters 
are initialized as: cost function (C) =10; ε-insensitive loss function (e) =0.01; kernel type=radial basis function 
(RBF); kernel parameter =30. The data is trained one by one by adding each sample to the function simultaneously 
checking if the Karush-Kuhn-Tucker (KKT) conditions are verified. The stabilization technique dynamically 
changes the SVR parameters, cost function and epsilon insensitive loss function to optimize the values. 
In training any data, most important characteristics which define a good model are reliability and predictability. 
We find that most of the techniques from Artificial Intelligence have excellent predictability but lack in the aspect of 
reliability, as it cannot ensure that results can be replicated on multiple runs of the experiment. Similarly, the 
constitute models built were shown to have excellent reliability but showed very poor predictability.  
The strength and tenacity of the SVR can be summarized as follows: 
a) Repeatability of results is assured 
b) Degree of fitness can be defined by the user 
c) Computationally efficient and less time consuming 
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4. Results and Discussion 
In the non-DSA region, SVR could predict the flow stress very accurately with a correlation coefficient of 
0.9978. In the DSA region, the R value came out to be 0.9989. These results indicate that the developed SVR model 
is consistent with what is expected from the fundamental theory of hot deformation, which suggests that the present 
model possesses excellent capability to predict the strain hardening and flow softening stages.  
The model has been trained for ε-insensitive loss functions 0.01, 0.02 and 0.05. And the correlation graphs are 
shown in Figures 4 and 5 for the DSA and non-DSA regions respectively. The time taken for training the data is 
shown in Table 3. 
 
           (a)     (b)    (c) 
Figure 4: Graphs showing flow stress in their normalised values for the DSA Region, modelled by SVR at different ε-insensitivity loss 
functions  a) 0.01 b) 0.02 and c) 0.05 
 
           (a)     (b)    (c) 
Figure 5: Graphs showing flow stress in their normalised values for the non-DSA Region, modelled by SVR at different ϵ-insensitivity loss 
functions (a) 0.01 (b) 0.02 and (c) 0.05 
 
 Table 3: Training time for SVR Model with different ε -insensitivity loss function 
ε 0.01 0.02 0.05 
Time  40 minutes 25 minutes 10 minutes 
R value (Testing)  0.9989 0.9973 0.9885 
 
5. Comparison with other constitutive models 
 
Gupta et al developed constitutive models for both non-DSA (Sainath et. al 2012) and DSA (Gupta et. al 2013) 
region. In this section, these models are compared with the SVR model. This section presents the results of JC, m-
ZA, m-Arrhenius and ANN models and compares it with the SVR model for the non-DSA and DSA regions. 
JC Model:From the work done by Gupta et al (Sainath et. al 2012), the material constants for non-DSA region 
have been listed in Table 4; it is observed that is only capable of predicting flow stress in a narrow domain about the 
reference temperature and reference strain rate but not in high temperature domain. This is because the JC model 
assumes all the three affects i.e. thermal softening, strain rate hardening and strain hardening as three independent 
phenomena and  their coupling affects are not considered, which increases the error in prediction of flow stress for 
ASS 304 as we move away from reference temperature and reference strain rates for the evaluation of the constants. 
From the work done by Gupta et al (Gupta et. al 2013), the material constants for DSA region have been listed in 
Table 4. The poor R value of 0.7975 indicates that the JC model is not an accurate model to predict the flow 
behaviour, which is governed by more than three independent phenomena: strain rate hardening, thermal softening 
and isotropic strain hardening, in the non-DSA regime. 
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Table 4: Parameters of the Johnson Cook model for ASS304 
Parameters A (MPa) B (MPa) n C M 
Non-DSA 325.3 1531.5 0.8355 0.0010 0.8189 
DSA 209.696 1383.2 0.9151 -0.0095 0.5147 
 
Modified-ZA Model: From the work done by Gupta et al (Sainath et. al 2012), the material constants for non 
DSA region have been listed in Table 5; the final form of modified ZA model used to predict the flow stress for 
various processing conditions is shown in Eq. 5. It could predict the high temperature flow stress behaviour of ASS 
304 much better than JC model. The absolute average error almost reduces by 40%. The value of correlation factor 
improves to 0.9872 from 0.9710 of JC model.  This is because modified-ZA considers the coupled effects of 
temperature, strain and strain rates, which is not considered by JC model. 
Gupta et al (Gupta et. al 2013) calculated the constants for the governing equation for the DSA region, which are 
listed in Table 5. Again, the R value was reported to be 0.8889 which is clearly very less, which was a consequence 
of low strain rates even when the temperatures at which the experiments were carried out were lower than 10000C. 
Table 5: Parameters of the modified-ZA model for ASS 304 
Parameters C1 (MPa) C2 (MPa) N C3 C4 C5 C6 
Non-DSA 325.3 1467.5 0.8244 0.00095 -0.00074 0.0062 -0.000075 
DSA 209.696 1463.1 0.000475 0.0049 -0.0386 0.0010 0.9231 
 
Modified Arrhenius Model: For the non-DSA region, the constants are summarized in Table 6, the final form 
of the Modified Arrhenius model. After all the combined effects of the deformation temperature and strain rate on 
the flow stress at a particular strain is shown in Eq. 6. The Modified Arrhenius model shows almost similar 
prediction accuracy as modified-ZA model in terms of correlation coefficient and absolute average error. However, 
the Arrhenius-type equation could track the deformation behaviour more accurately than the modified-ZA model. 
The number of material constants involved in the Arrhenius-type equation model is more compared to modified-ZA 
model for high-temperature application. 
The constructed equation for the model constants are given in the Table 6. The correlation coefficient was reported 
to be 0.8491 which proves that modified-Arrhenius also can’t predict the flow behaviour at high temperatures and 
low strain rates, in the DSA region. 
 
Table 6(a): Parameters of the modified Arrhenius model for ASS 304 
Parameters )mol Q(KJ -1  )( 1SA  n D  
non-DSA 236.76 2610887.4 u  160.365 0.0015 
DSA 290.64 2.0173ൈ ͳͲଵ଼ 18.6278 0.0014969 
 
Table 6(b): Parameters of the modified Arrhenius model for ASS 304 
Parameters 
ߚ଴ ߚଵ ߚଶ 
a b c d u v 
non-DSA െͲǤͲͳͲ͵ ʹǤͲͳͲͻ െͲǤͲͲʹͶ ͲǤ͵ͻʹͷ െͲǤͲͳͷ͵ ͲǤͲͷͳ͸ 
DSA ͲǤͲ͵ͻͷ െͲǤͲͶͶͳ ͲǤͲͳͷͻ െͲǤ͵Ͳͺͺ െͲǤͲʹͳ͸ ͲǤͷͷͳͶ 
 
Artificial Neural Networks:For the non-DSA region a 3-15-1 ANN, shown in Figure 6 (a), architecture could 
predict the high temperature flow stress behaviour of ASS 304 with high accuracy, with a correlation factor of 
0.99735 for tested data and average absolute error of only 1.4490%.    
For the DSA region Gupta et al (Gupta et. al 2013) used a 3-8-1 ANN, shown in Figure 6 (b), architecture to predict 
the flow behaviour and the correlation coefficient reported was 0.999 which showcases the excellent prediction 
capability that ANN carries in modelling serrated flow and mechanical properties. 
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  (a)                (b) 
Figure 6: (a) ANN architecture (3-8-1) for DSA Region, (b) (3-15-1) ANN architecture for non-DSA region 
 
6. Discussion 
 
The techniques from Artificial Intelligence have excellent predictability but lack in reliability as we have seen in 
this paper. They cannot ensure that results can be replicated on multiple runs of the experiment. Similarly, the 
constitute models built were shown to have excellent reliability but showed very poor predictability especially in the 
DSA region.  
The ANN model overpowers all other constitutive models in both the DSA and non-DSA regions. However, 
results of ANN model may slightly vary even if the same data is re- simulated. This is because the training data and 
testing data were randomly chosen. Hence the results may vary for the same data. The high accuracy of ANN model 
is because the building blocks of the network strongly influence the performance of the network.  
When compared with ANN, SVR seems to be generating equivalent results but with respect to computational 
cost and the user’s perspective, SVR has many advantages and flexibilities. First, SVR offers the flexibility to 
choose the training error by allowing the user to tune the insensitive loss function (ε). Depending on the accuracy 
desired for training the data, the degree of fitness can be varied. Secondly results can be replicated, which is not 
possible in ANN because of the uncontrolled nature of initial random number generation. Thirdly training on SVR is 
much faster and less CPU-intensive when compared with ANN.  
The insensitive loss function was varied at values of 0.01, 0.02 and 0.05 and the time required to train the data and 
the accuracy of the output was analysed. Table 3 shows that as the value of ε was increased, the time required to 
train the model reduced drastically and the corresponding value of correlation coefficient also decreased. This shows 
that according to the user’s trade off requirement between accuracy and time, SVR can be accordingly configured. 
Table 7 shows comprehensively by comparing the absolute average error, standard deviation and the correlation 
coefficient of all the models under study that SVR produces better results than ANN, JC, m-ZA and m-Arrhenius 
models. These results prove the uniqueness of SVR in predicting flow stress values for alloys at elevated 
temperatures. 
 Table 7: Comparison of JC, ZA, Arrhenius, ANN and SVR models 
Region Performance Metrics Johnson Cook 
Modified-
ZA 
Modified-
Arrhenius ANN 
SVR at 
ε=0.01 
non-DSA 
Correlation-Coefficient (R) 0.9710 0.9872 0.9894 0.9976 0.9978 
Absolute Average error )(' % 5.4495 3.3219 3.0739 1.4490 0.22 
Std. Deviation (%) 5.1162 2.6957 2.3490 1.4810 0.012 
DSA 
Correlation-Coefficient (R) 0.7975 0.8889 0.8491 0.9990 0.9989 
Absolute Average error )('  33.0266 14.3916 15.1403 1.3746 0.059 
Std. Deviation 15.3367 11.8737 12.4363 1.2293 0.315 
 
7. Conclusion 
 
In this paper, the flow stress of austenitic stainless steel 304 is predicted using support vector regression with regard 
to both the non-DSA and the DSA regions. In the developed SVR model, the inputs are strain, strain rate and 
deformation temperature and the output is flow stress. The SVR model was trained with various values of 
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insensitivity loss function and the flexibility that it offers to the user was delineated. This model not only ensures the 
best predictability with a correlation coefficient of 0.9978 (for the non-DSA region) and 0.9989 (for the DSA 
region), but also assures reliable results upon multiple runs of the experiment. From this it can be concluded that 
Support Vector Regression model provides reliable, predictable and fast results making it superior to conventional 
mathematical models such as JC, m-ZA and m-Arrhenius and also even to the other Artificial Intelligence 
techniques such as ANN. 
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