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1 Introduction
1.1 Time-periodic Navier-Stokes equations
The flow of an incompressible, viscous, three-dimensional, Newtonian fluid in a domain
Ω ⊂ R3 is described in a time interval (0, T ) by the Navier-Stokes equations{
∂tu−∆u +∇p + u · ∇u = f in Ω× (0, T ),
div u = 0 in Ω× (0, T ), (1.1)
where u : Ω × (0, T ) → R3 denotes the Eulerian velocity field, p : Ω × (0, T ) → R the
corresponding pressure term, and f : Ω × (0, T ) → R3 an external force. If Ω has a
boundary, (1.1) should be supplemented with appropriate boundary conditions. In case
Ω is unbounded, also the limit lim|x|→∞ u of the velocity at spatial infinity should be
prescribed. For simplicity, in (1.1) both the density and viscosity constant have been
put equal to 1.
To date, the mathematical analysis of (1.1) has been focused primarily on the cor-
responding initial-value problem, that is, the problem of determining for a prescribed
force f and initial value u0 a solution (u, p) such that u(·, 0) = u0. In addition, also
the steady-state problem has been intensively studied, that is, the problem of finding a
time-independent solution (u, p) corresponding to a time-independent force f . In this
work, the time-periodic problem is investigated. More specifically, given a force that is
periodic in time with period T ,
f : Ω× R→ R3, ∀(x, t) ∈ Ω× R : f(x, t) = f(x, t+ T ), (1.2)
existence and structural properties of T -time-periodic solutions
u : Ω× R→ R3, ∀(x, t) ∈ Ω× R : u(x, t) = u(x, t+ T ),
p : Ω× R→ R, ∀(x, t) ∈ Ω× R : p(x, t) = p(x, t+ T ) (1.3)
are investigated.
To understand the challenges of the time-periodic problem it is worth comparing it to
the initial-value and steady-state problem. On one hand, it resembles the steady-state
problem in that no initial value is prescribed. On the other hand, it is a time-dependent
problem, so it would be natural to treat it as an evolution equation. Currently, most
treatments of the time-periodic problem are based on the latter viewpoint. Typically an
arbitrary initial value is introduced and the problem then analyzed as an initial-value
problem with the goal of a posteriori showing existence of one initial value that yields
a time-periodic solution. Such an investigation is necessarily carried out in a functional
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analytic setting dictated by the characteristics of the initial-value problem. In fact, as
will be described further below, with few exceptions such settings are the foundation in
most contributions to the time-periodic problem to date.
One of the main purposes of this work is to develop a functional analytic frame-
work that is optimal with respect to the characteristics of the time-periodic problem.
The intention is to construct function spaces with respect to which the linear operator
corresponding to the time-periodic problem enjoys what is referred to as “maximal reg-
ularity”. More specifically, for a prescribed time period T the linearized problem will be
formulated in terms of a linear operator
A : Xq → Lq(Ω× (0, T ))3
with the property that (u, p) ∈ Xq is a time-periodic solution to the linearization of
(1.1) corresponding to data f := A(u, p). The goal is then to identify the particular
space Xq with the property that A is a homeomorphism. In this case, A is said to
have maximal regularity. Functional analytic frameworks with maximal regularity are
available for both the steady-state and initial-value Navier-Stokes problem, but till now
have not been identified in the time-periodic case.
A classical application of a maximal regularity framework is to show existence of a
strong solution to the original nonlinear problem via the contraction mapping principle.
In the following, this will done for the time-periodic problem in the whole-space. Such
an existence result is already known in the case the prescribed velocity u∞ := lim|x|→∞ u
at spatial infinity is 0. In this work, focus will therefore be on the case u∞ 6= 0. By
employing the maximal regularity framework, one avoids introducing an initial value as
mentioned above.
As another important feature, the maximal regularity framework in an Lq-setting also
provides the means to extract valuable information on the asymptotic structure at spatial
infinity of the strong solutions. As one of the main results in this work, an asymptotic
expansion of the strong solution is obtained. More precisely, it will be shown that
u(x, t)− u∞ = Γ (x) · α+R(x, t),
where Γ : R3 → R3×3 is an explicitly known so-called asymptotic profile, α ∈ R3 a
constant that can be computed in terms of the data, and R(x, t) a remainder term that
decays faster than Γ (x) as |x| → ∞. Interestingly, the asymptotic profile turns out to
be the same as in the steady-state case, namely the Oseen fundamental solution when
u∞ 6= 0. An estimate of the remainder term will be given both in a pointwise sense and
in the sense of summability. The latter estimate is used to derive important information
on the kinetic energy of the fluid flow corresponding to the solution.
One can also observe in the theory of weak solutions that the classical setting for the
initial-value problem is not optimally suited for the time-periodic problem. To illustrate
this, consider the classical function space used to show existence of weak solutions u to
the initial-value problem corresponding to (1.1), namely the space1
L2
(
0, T ;D1,20 (Ω)
3
) ∩ L∞(0, T ;L2(Ω)3). (1.4)
1See Chapter 2 for the definition of the function spaces.
2
1.2 History
A weak solution to the initial-value problem in the class (1.4) is called a Leray-Hopf
solution. The standard techniques used to establish existence of a Leray-Hopf weak
solution are based on an a priori bound of the solution in the space above. While an
a priori estimate of a T -time-periodic solution to (1.1) in the space L2(0, T ;D1,20 (Ω)3)
can easily be obtained by the same methods, the absence of an initial value precludes
a bound in the norm of L∞
(
0, T ;L2(Ω)3). The inability to establish an a priori bound
in L∞
(
0, T ;L2(Ω)3) is by no means surprising though. It is namely well-known that
a steady-state solution to (1.1) in general does not belong to L2(Ω)3. Since a steady
state is trivially time-periodic, time-periodic solutions therefore cannot in general belong
to L∞
(
0, T ;L2(Ω)3). This observation is somewhat puzzling. It implies that a weak
time-periodic solution at the outset has less time regularity than a weak Leray-Hopf
solution to the initial-value problem. From a heuristic point of view, this is certainly not
expected. One might therefore question whether there is a setting better suited than
(1.4) for investigation of weak time-periodic solutions.
Motivated by this question, in this work a modified functional analytic setting for the
weak theory is presented. The new approach accommodates for the special character-
istics of the time-periodic problem. As a merit hereof, it will be possible to show that
weak solutions to the time-periodic problem do in a certain sense, after subtraction of
a possible steady-state part, belong to L∞
(
0, T ;L2(Ω)3
)
. This property is not only im-
portant in the context of regularity, but also yields significant information on the kinetic
energy of the fluid flow corresponding to a weak solution.
1.2 History
Starting with the celebrated works [41] and [42] of Leray, a vast amount of research
has gone into investigation of the steady-state and initial-value Navier-Stokes problem.
Leray was able to solve these problems in a weak sense, but several important questions
for both the steady-state and initial-value problem remain open till this date. For a
comprehensive overview of known results and open problems, the reader is referred to
the monograph [21], the papers [19] and [60], and all references cited there. Below,
an overview of results specifically concerning the time-periodic Navier-Stokes system is
given.
The weak solution to the initial-value problem established by Leray in [42] belongs
to the class (1.4). Such a solution is typically referred to as a Leray-Hopf weak solu-
tion. As described in Section 1.1, a weak solution to the time-periodic problem is more
appropriately classified as an element of the larger space L2
(
0, T ;D1,20 (Ω)
3
)
. If a solu-
tion u possess a certain amount of additional regularity, at least ∂tu and ∇2u should be
summable to some degree, we call it a strong solution.
The study of the time-periodic problem was initiated by Serrin in [52]. Serrin
argues that for a time-periodic force f and any initial value the solution u(x, t) to
the corresponding initial-value problem converges as t→∞ to some state which, when
considered as an initial value in the initial-value problem, yields a time-periodic solution.
The rationale behind Serrin postulate is that u(x, T n), T being the time period of f ,
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converges as n→∞ to a state on a periodical orbit. The result of Serrin is based on a
number of assumptions concerning the resolvability of the initial-value problem which,
even today, is known only to hold under special circumstances, for example, the domain
in his case must be bounded. Although Serrin did not present any rigorous proofs in
his very short paper, the method described to obtain a time-periodic solution has been
used by a number of authors later on. Below, we shall refer to this method as Serrin’s
method.
Another approach was introduced a year later by Yudovich in [62]. Yudovich
considers the Poincare´ map that takes an initial value into the state corresponding to
the solution of the corresponding initial-value problem evaluated at time T , where T
is the period of the prescribed force f . A time-periodic solution is then identified as a
fixed point of this Poincare´ map. The same technique was described around the same
time, and seemingly independently, by Prodi in [49]. As in the case of Serrin’s article,
neither the paper by Yudovich nor the paper by Prodi contain rigorous proofs, yet
their ideas have subsequently been used extensively by several other authors. We shall
refer to their method as the Prodi-Yudovich method.
The first to rigorously prove existence of a time-periodic solution was Prouse in [51],
where existence of a time-periodic solution in a bounded two-dimensional domain was
shown. In [50] the same author showed existence also in three- and higher-dimensional
bounded domains. The proofs of Prouse rely on the Prodi-Yudovich method. To treat
the initial-value problem, Prouse applied a Galerkin method technique, that is, an ap-
proximation of the problem in finite-dimensional function spaces. Originally introduced
by Hopf in [32], today this technique is part of the standard literature on the Navier-
Stokes problem. Applying the fixed-point iteration described by Prodi and Yudovich
on the finite dimensional level, Prouse showed existence of a weak time-periodic solution
for arbitrarily “large” data.
Existence of strong time-periodic solutions was established a few years later by Kaniel
and Shinbrot in [34]. Based on Serrin’s method, Kaniel and Shinbrot showed for a
three-dimensional bounded domain the existence of a strong solution when the data is
assumed sufficiently “small”.
Although Kaniel and Shinbrot claim their result also holds for two-dimensional
bounded domains, Takeshita treated rigorously the two-dimensional case in [55]. In
fact, Takeshita established existence of a strong time-periodic solution without any
restriction on the “size” of the data. Such a result was already known for the initial-
value problem in two-dimensional domain.
The existence theory for the time-periodic problem in bounded domains was supple-
mented by Morimoto in [48] and Miyakawa and Teramoto in [47] who investigated
time-dependent domains, both two- and three-dimensional, using the Prodi-Yudovich
method. A stability result in such a setting was obtained by Teramoto in [57].
At this point in time, the theory for the time-periodic problem in bounded domains had
reached a level where everything that could be proved for the initial-value problem could
also be shown for the time-periodic problem. However, no results had been obtained for
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unbounded domain. Recall that in the case of an unbounded domain the condition
lim
|x|→∞
u(x, t) = u∞ (1.5)
must be added to the system (1.1).
The first result for unbounded domains is due to Maremonti. In [44] Maremonti
treated the time-periodic problem in the whole-space R3 with u∞ = 0. Based on Serrin’s
method, he showed existence of a strong solution for “small” data. In addition, Mare-
monti also established stability of the solution. Stability properties in fact follow in a
natural way when Serrin’s method is employed. The solution found in [44] belongs to the
class L∞
(
0, T ;L3σ(R3)3
)
. Since a steady-state solution to the same whole-space problem
in general does not belong to L3σ(R3), and since a steady state is also time-periodic, such
a result can only be obtained if a structural condition is imposed on the data. In [44] it
is assumed that f = curlψ for an appropriate vector field ψ.
Similar results as in [44] were shown around the same time for the three-dimensional
half-space by the same author in [45]. A further extension of the result to other un-
bounded domains with non-empty boundaries is more complicated though.
The time-periodic problem in more general unbounded domains with u∞ = 0 was
investigated by Maremonti and Padula in [46]. In [46] existence of a weak solution in
arbitrary domains, including also the two-dimensional case, is established. The proof is
based on the “invading domain” technique (introduced by Heywood in [30]) combined
with the method of Prodi-Yudovich. More precisely, the problem is first solved in a
sequence of bounded domains using the Prodi-Yudovich method. By letting the sequence
tend to the original unbounded domain, one obtains the final solution as the limit of
the corresponding sequence of solutions in the bounded domains. Additional regularity
is established under the condition that the data is sufficiently “small”. Assuming that
both the force and the domain possess a certain amount of symmetry, Maremonti and
Padula further showed in the three-dimensional case the existence of a strong solution
in the function space L∞
(
0, T ;L3σ(Ω)
)
. For this part, they reverted to Serrin’s method.
As in the case of the three-dimensional whole-space, such a result cannot be shown for
arbitrary data without any structural condition imposed. In other words, the symmetric
structure of the data and the domain is crucial for this result. It is important to observe
that a uniformly bounded (in time) L3-norm is a significant information on the decay
of the solution at spatial infinity. Utilizing this information, Maremonti and Padula
established uniqueness of the solution in the class of strong solutions. Although the
half-space does not satisfy the symmetry conditions, Maremonti and Padula claim
the result can easily be extended to the half-space.
A new important contribution to the time-periodic problem was given by Kozono
and Nakao in [36] who, for the first time, presented a direct representation formula for
the solution. Although Kozono and Nakao established the same type of result that
was already known from [44] and [45], namely the existence of a strong solution in the
three-dimensional whole- or half-space for u∞ = 0 and sufficiently “small” data, their
direct method was a significant improvement. More precisely, Kozono and Nakao
observed that the solution to the time-periodic Stokes problem can be expressed as a
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convolution integral with the Stokes semi-group over the whole real line R, that is,
u(x, t) =
t∫
−∞
e−(t−s)A PHf(s) ds, (1.6)
where A denotes the Stokes operator and PH the Helmholtz projection. Based on prop-
erties of the Stokes semi-group, a solution to the time-periodic Navier-Stokes system can
then be obtained by successive approximation. An advantage of this approach is that
the representation formula
u(x, t) =
t∫
−∞
e−(t−s)A
(PHf(s)− PH(u · ∇u)) ds
for the solution follows. Compared to the methods of Serrin and Prodi-Yudovich, the
approach of Kozono and Nakao is much more direct. Similar to [44] and [45], Ko-
zono and Nakao obtained a strong solution in the space L∞
(
0, T ;L3σ(Ω)
)
. As already
mentioned, such a result necessarily requires a structural condition imposed on the data
f , which in [36] is PHf(s) = Aδg(s) for some appropriate constant δ > 0 and function
g : R → D(Aδ). Kozono and Nakao also showed uniqueness of the strong solution in
the class of strong solutions. Although the results in [36] in the three-dimensional case
hold only for the whole- and half-space, in dimension n ≥ 4 they are established for an
exterior domain.
A few years later, Yamazaki was able to employ in [61] the Kozono-Nakao method
to a three-dimensional exterior domain with u∞ = 0. The new idea of Yamazaki was
to use the space L∞
(
0, T ;L3,∞σ (Ω)
)
instead of L∞
(
0, T ;L3σ(Ω)
)
. Here, L3,∞σ (Ω) denotes
the Lorentz space weak-L3(Ω). Since a steady-state solution belongs to L3,∞σ (Ω) for a
large and natural class of data on the form f = divF , it seems more appropriate to
study the time-periodic problem in an L3,∞σ (Ω)-setting rather than in L3σ(Ω). Moreover,
in the case of an exterior domain the integral in (1.6) converges in L3,∞σ (Ω), but not in
L3σ(Ω). This explains why Yamazaki, in contrast to Kozono and Nakao in [36], was
able to treat three-dimensional exterior domains. More specifically, Yamazaki showed
existence of a so-called mild solution in L∞
(
0, T ;L3,∞σ (Ω)
)
for sufficiently “small” data
in the case that Ω is either an exterior domain, the whole-space, or the half-space in
Rn. Although not the same, a mild solution is, in the sense of regularity, close to a
weak solution. Interestingly, Yamazaki also established uniqueness of a mild solution
within the quite large class of mild solutions, provided still the magnitude of the data is
“small”.
In a further development, Galdi and Sohr investigated in [14] the time-periodic
problem in three-dimensional exterior domains and u∞ = 0. Galdi and Sohr showed
existence of strong solutions for sufficiently “small” data. These solutions are more reg-
ular than the mild solutions established by Yamazaki in [61], whence, since both results
require a restriction on the “size” of the data, their result constituted an important im-
provement. Similar to [61], Galdi and Sohr introduced a function space that contains
6
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the steady states for a large class of data on the form f = divF . More precisely, the
result in [14] is based on an investigation of solutions with values, for each time t, in the
weighted space
X (Ω) :=
{
v ∈ L1loc(Ω)3 | sup
x∈Ω
(|x|+ 1)|v(x)| <∞
}
.
Observe that for a three-dimensional exterior domain Ω the space X (Ω) is slightly larger
than L3(Ω)3, but smaller than the space L3,∞(Ω)3 used by Yamazaki in [61]. Galdi
and Sohr established existence of a time-periodic solution in L∞
(
0, T ;X (Ω)), provided,
as already mentioned, the data is sufficiently “small”. Under a similar condition they
showed uniqueness in a rather large subspace of L∞
(
0, T ;X (Ω)). Their proof is based
on Serrin’s method. An immediate advantage of their functional analytic setting is the
information obtained on the decay of the solution at spatial infinity, namely a decay rate
uniformly in time of 1/|x| as |x| → ∞ . At the time Galdi and Sohr published their
paper, this was the best result available on the asymptotic structure at spatial infinity
of a time-periodic solution.
Recently, the asymptotic profile of the solution was identified by Kang, Miura, and
Tsai in [33]. More precisely, Kang, Miura, and Tsai showed for a three-dimensional
exterior domain and u∞ = 0 that a time-periodic solution which belongs to the space
L∞
(
0, T ;L3,∞σ (Ω)
)
tends at spatial infinity to a so-called Landau solution, provided the
data is sufficiently “small”. We shall discuss this result in more detail in Section 1.6.
The asymptotic structure of the solution is closely connected with questions concern-
ing the kinetic energy of the corresponding fluid flow. One important question in this
respect is simply whether the kinetic energy is finite. In the very recent work [53],
Silvestre has established existence of strong solutions with finite kinetic energy un-
der suitable assumptions on the data. More specifically, Silvestre investigates the
whole-space problem with u∞ = 0. Assuming the data f is sufficiently small, has com-
pact support, and satisfies
∫
R3 f(x, t) dx = 0 for all times t, the existence of a solution
u ∈ L2(0, T ;L2(R3)3) is shown.
All results above concern the classical Navier-Stokes system as described in (1.1),
which models the flow of a viscous fluid in Ω under the action of an outer force f .
Many fluid flow problems, however, concern the motion of a body in a fluid. In such a
case the fluid domain is the exterior of some bounded domain B(t), which models the
body and hence moves in time. The fluid domain is then also time-dependent. In order
to mathematically investigate this problem, it is necessary to rewrite the equations of
motion for the fluid, that is, the Navier-Stokes system, in a frame of reference attached to
the body. A system is thereby obtained in a fixed (in time) domain, but with additional
terms appearing in the equations of motion. As a good reference for this type of problem,
the reader is referred to [20]. If the motion of the body is time periodic, the equations of
motion in the new frame of reference will have time-periodic coefficients and boundary
conditions. In other words, one then obtains a time-periodic Navier-Stokes problem in a
frame of reference that is given by the motion of the body, and which is not necessarily an
inertial frame. This special type of time-periodic Navier-Stokes problem was investigated
for the first time by Galdi and Silvestre in [25]. Galdi and Silvestre assumed a
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prescribed motion of the body given by a time-periodic translational velocity ξ(t) and
time-periodic angular velocity ω(t), which yields
∂tu−∆u +∇p + u · ∇u− (ξ + ω ∧ x) · ∇u + ω ∧ u = f in Ω× (0, T ),
div u = 0 in Ω× (0, T ),
u = ξ + ω ∧ x on ∂Ω× (0, T ),
lim
|x|→∞
u(x, t) = 0
(1.7)
as equations of motion in a frame attached to the body. Here, Ω is a three-dimensional ex-
terior domain. Using a combination of an “invading domain” technique and the Prouse-
Yudovich method, Galdi and Silvestre showed existence of a weak time-periodic so-
lution to (1.7). In addition, existence of a strong solution is established in [25] under
the assumption that the data ξ(t), ω(t), and f are sufficiently “small”. In a further
investigation of this problem, the same authors showed a few years later in [27] a similar
result for the unconstrained motion of a body under the influence of a time-periodic body
force, thereby extending a famous result of Weinberger [58, 59] to the time-periodic
case.
1.3 Time-periodic flow past a body
The main focus in this work will be the time-periodic Navier-Stokes system in an
unbounded domain with a prescribed non-zero constant velocity u∞ 6= 0 at spatial
infinity. As described in the previous section, few results are available for this particular
case.
In a three-dimensional exterior domain, the Navier-Stokes system with a prescribed
constant velocity u∞ 6= 0 at spatial infinity describes the flow of a viscous, incompressible
fluid past a rigid body moving with velocity−u∞. If, in addition to the condition u∞ 6= 0,
the data of the system is time periodic, we refer to a time-periodic solution as a time-
periodic flow past a body. If u∞ = 0, the solution is referred to as a time-periodic flow
around a body.
The Navier-Stokes system corresponding to a flow past or around a body is
∂tu−∆u +∇p + u · ∇u = f in Ω× (0, T ),
div u = 0 in Ω× (0, T ),
u = u∗ on ∂Ω× (0, T ),
lim
|x|→∞
u(x, t) = u∞,
(1.8)
where Ω ⊂ R3 is an exterior domain. The outer forces in the system are given in terms
of the force f acting on fluid, and the momentum flux through the body’s boundary
determined by u∗ and u∞. A common scenario is the self-propelled motion of an object
like an airplane or submarine, in which case the body would be driven solely via momen-
tum flux through the boundary. If the driving mechanism is of a time-periodic nature,
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for example a rotating propeller, the corresponding data u∗ in the model would be time
periodic. Thus, time-periodic flows past or around rigid bodies appear in connection
with several important models in engineering and physics.
Without loss of generality, we assume that u∞ is directed along the e1-axis, that is
u∞ = λ e1 for some λ ∈ R. If we instead of u consider the relative velocity u := u− u∞,
we obtain the equivalent system
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in Ω× (0, T ),
div u = 0 in Ω× (0, T ),
u = u∗ − λ e1 on ∂Ω× (0, T ),
lim
|x|→∞
u(x, t) = 0.
(1.9)
In this formulation, the difference between a flow past a body and a flow around a body
is the appearance of the so-called drift term λ∂1u in the field equation. Although this
term is of lower order, it has a significant impact on the asymptotic structure at spatial
infinity of a corresponding solution.
Many important properties of (1.9), in particular the asymptotic structure of the
solutions at spatial infinity, can be derived by studying the corresponding whole-space
problem 
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × (0, T ),
div u = 0 in R3 × (0, T ),
lim
|x|→∞
u(x, t) = 0.
(1.10)
The main objective in this work is to investigate time-periodic solutions to (1.10) for
a given time-periodic right-hand side f . One of the goals is to establish existence of
solutions and identify the asymptotic structure of these solutions at spatial infinity.
There are currently few results available for time-periodic solutions to (1.10) in the
case λ 6= 0. Due to the term λ∂1u, the linearization of the system is the so-called Oseen
system. In contrast, in the case u∞ = 0, that is, λ = 0, one obtains the Stokes system.
Most of the results mentioned in Section 1.2 concern the case u∞ = 0 and rely on
properties of the Stokes fundamental solution. These methods can therefore not easily
be adapted to the case u∞ 6= 0. Only the approach of Galdi and Silvestre from [25]
can be modified to show existence of a time-periodic solution in the case u∞ 6= 0. Their
approach yields existence of a weak solution in the space L2
(
0, T ;D1,20 (R3)3
)
, where T
denotes the time period of the data f .
In this work, time-periodic solutions to (1.10) are investigated. The following results
are obtained: In Theorem 3.6.9 maximal regularity in a general Lq-setting is established
for the linearized system. The existence of a strong solution in the maximal regularity
space is then shown in Theorem 4.1.5 for “small” data in the case λ 6= 0. A solution is
referred to as strong if all derivatives up to the order appearing in (1.10) are summable
in appropriate Lq(R3)-spaces. In Theorem 4.2.1 such solutions are shown to be “as
regular” as the data. In addition, uniqueness in a fairly large class is established in
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Theorem 4.4.5. In Theorem 5.1.6 and Theorem 5.2.2 an asymptotic expansion of the
solution as |x| → ∞ is carried out. In particular, an asymptotic profile is completely
identified. Finally, in Theorem 6.3.1 the existence of a weak T -time-periodic solution
in the space L2
(
0, T ;D1,20 (R3)3
)
is established for arbitrarily “large” data that are T -
periodic in time. In addition, it is shown that a certain part of this weak solution
belongs to L∞
(
0, T ;L2(R3)3). Since elements in L2(0, T ;D1,20 (R3)3) are not defined in
a pointwise sense, it is not possible at the outset to determine, or even define, T -time-
periodicity for the functions, or strictly speaking equivalence classes of functions, in this
space. To conclude that a weak solution is in fact time-periodic, it is therefore important
to establish additional regularity in time. This is done in Theorem 6.4.3, where it is
shown that the weak solution is continuous in an appropriate topology. Moreover, the
existence of a pressure term is shown in Theorem 6.5.1. Provided the data has additional
regularity, a more regular pressure is constructed in Theorem 6.5.3.
For convenience, we will always assume λ to be non-negative in (1.10). We shall
therefore only distinguish between the case λ = 0 and λ > 0. All results obtained for
the case λ > 0, however, are also true for λ < 0.
1.4 Time-periodic framework
The methods presented in this work are based on a functional analytic setting of
time-periodic functions. While this may seem a very natural approach, most of the
contributions mentioned in Section 1.2 rely on the functional analytic setting of an
initial-value problem. For example, both the methods of Serrin and Prodi-Yudovich are
based on an investigation of the initial-value Navier-Stokes system, and the time-periodic
property of the solutions only obtained a posteriori.
For any set Y , the time-periodic functions g : R → Y with period T , that is, the
functions satisfying g(t) = g(t + T ) for all t ∈ R, can be identified with the functions
g : T→ Y on the torus group T := R/T Z. When T is equipped in the canonical way with
a topology and a differentiable structure, the time-periodic Navier-Stokes system can be
equivalently formulated in a setting of functions defined on T. The main advantage
of such a setting is that all functions are by definition time periodic. The methods
introduced in the following are all based on functional analytical framework in which
the functions are defined on the torus group.
In Chapter 6 weak solutions to the time-periodic Navier-Stokes problem are studied
in Sobolev spaces W l,s(T;H) of T-defined vector fields. Here H denotes a Hilbert space.
In contrast to the classical Sobolev-spaces W l,s([0, T ];H) of functions defined on the
time-interval [0, T ], the space W l,s(T;H) possesses an orthonormal basis of the type
{ei T2pi kt ψj | k, j ∈ Z}, where {ei T2pi kt | k ∈ Z} is the set of characters on T, and {ψj | j ∈ Z}
some basis for H. The main idea behind the approach used in Chapter 6 is to apply a
Galerkin approximation based on a sequence of finite spans of these basis vectors.
To identify the maximal regularity function spaces, the group-theoretical approach is
taken one step further. In Chapter 3 the time-periodic Navier-Stokes problem is refor-
mulated on the group G := R3 × T. By equipping R3 × T with the canonical topology
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and differentiable structure from R3×R, the time-periodic Navier-Stokes system can be
equivalently formulated in a setting of G-defined vector fields. Since G is a locally com-
pact abelian group, the Fourier transform FG on G can then be employed. In fact, the
structure of G is such that a Schwartz space S (G) can be defined in a natural way, and
thus also the space S ′(G) of tempered distributions. Based on these tools, the linear
theory can be studied in terms of G-multipliers, that is, Fourier multipliers with respect
to the FG Fourier transform. In connection with a very powerful transference princi-
ple for group multipliers (originally introduced by de Leeuw in [4]) such an abstract
formulation turns out to be very useful.
1.5 Decomposition
Another important idea that is utilized throughout this work is to decompose the time-
periodic functions into a time-independent part, also referred to as the steady-state part,
and a time-dependent part with mean value zero, also referred to as the time-periodic
part.
To illustrate the motivation behind the decomposition, consider a T -time-periodic
solution (u, p) to the linear problem
∂tu−∆u− λ∂1u+∇p = f in R3 × [0, T ],
div u = 0 in R3 × [0, T ],
lim
|x|→∞
u(x, t) = 0
(1.11)
with respect to a T -time-periodic right-hand side f . Since u is T -time-periodic, it follows
that
T∫
0
∂tudt = 0.
Thus putting
us :=
1
T
T∫
0
udt, ps :=
1
T
T∫
0
pdt, fs :=
1
T
T∫
0
fs dt (1.12)
one obtains, by simply integrating both sides in (1.11) from 0 to T with respect to time,
that 
−∆us − λ∂1us +∇ps = fs in R3,
div us = 0 in R3,
lim
|x|→∞
us(x) = 0.
(1.13)
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This means that (us, ps) is a steady-state solution to (1.11) corresponding to the time-
independent data fs. We refer to (us, ps) as the steady-state part of (u, p). Put
up(x, t) := u(x, t)− us(x), pp(x, t) := p(x, t)− ps(x), fp(x, t) := f(x, t)− fs(x).
It is clear that the remaining part (up, pp) is a T -time-periodic solution to (1.11) cor-
responding to the T -time-periodic data fp. We call (up, pp) the time-periodic part of
(u, p). Observe that
T∫
0
up(x, t) dt = 0,
T∫
0
pp(x, t) dt = 0,
T∫
0
fp(x, t) dt = 0, (1.14)
that is, the time-periodic parts have a vanishing mean value with respect to time.
The decomposition described above will play a crucial role in the linear theory in
Chapter 3. In particular, it is fundamental to the identification of the space Xq with the
maximal regularity property that
A : Xq → Lq(R3 × [0, T ])3, A(u, p) := f (1.15)
is a homeomorphism, where A denotes the linear operator corresponding to (1.11). By
decomposing (u, p) into (us, ps) and (up, pp), and likewise f into fs and fp, one can split
the operator A into a steady-state part As and a time-periodic part Ap such that
As(us, ps) = fs, Ap(up, pp) = fp.
The task of establishing maximal regularity is then reduced to identifying function spaces
Xqs and X
q
p such that both
As : X
q
s → Lq(R3)3 and Ap : Xqp → Lq0(R3 × [0, T ])3
are homeomorphisms, where Lq0(R3 × [0, T ]) denotes the subspace of Lq(R3 × [0, T ]) of
functions with vanishing mean value with respect to time. In view of (1.14), the space
Xqp must also be restricted to vector fields with this property. One can now recognize the
operator As as the classical steady-state Oseen (λ 6= 0) or Stokes (λ = 0) operator. For
this operator maximal regularity results are already available. In other words, the space
Xqs is well-known. Thus, only the space X
q
p needs to be identified. It turns out, as will be
clear later, that the group-theoretical multiplier approach described in Section 1.4 works
particularly well in settings of vector fields with vanishing mean value with respect to
time. Consequently, the space Xqp will be identified with these methods. Finally, the
maximal regularity space Xq is then given by Xqs ×Xqp.
The existence of strong solutions is established in Chapter 4 by employing the linear
theory from Chapter 3. Consequently, also these strong solutions will be elements of the
space Xqs ×Xqp. More specifically, strong solutions are obtained with a steady-state part
and a time-periodic part belonging to different function spaces. In the investigation of
the asymptotic structure of the strong solutions at spatial infinity, this information plays
12
1.6 Asymptotic structure
an important role. It turns out that the time-periodic part decays faster as |x| → ∞
than the steady-state part. Thus, the asymptotic profile of the solution is determined
by the steady-state part in Xqs.
The decomposition described above will also be used to study weak time-periodic
solutions in Chapter 6. As mentioned in Section 1.1, it is known how to show exis-
tence of a weak solution u in the space L2
(
0, T ;D1,20 (R3)3
)
. Unlike solutions to the
corresponding initial-value problem, however, these solutions do not in general belong
to L∞
(
0, T ;L2(R3)3
)
, which raises the question whether weak solutions to the time-
periodic problem are less regular than corresponding weak solutions to the initial-value
problem. The decomposition of u into us and up yields an answer to this question. It
will namely be shown in Chapter 6 that up ∈ L∞
(
0, T ;L2(R3)3
)
. Thus, regularity-wise
the weak solutions to the time-periodic Navier-Stokes problem are at the outset as good
as the weak Leray-Hopf solutions to the initial-value problem.
1.6 Asymptotic structure
In order to put the asymptotic expansion in Theorem 5.1.6 and Theorem 5.2.2 properly
into context, a brief overview of similar results is presented below.
The investigation of the asymptotic structure of a solution to the steady-state problem
−∆v − λ∂1v +∇p = f in R3,
div v = 0 in R3,
lim
|x|→∞
v(x) = 0.
(1.16)
was initiated by Finn. In the case λ 6= 0, Finn showed in [12], see also [13], that a
solution with sufficient decay at infinity satisfies the asymptotic expansion
v(x) = Γ λO(x) ·
(∫
R3
f(x) dx
)
+R(x) (λ 6= 0), (1.17)
where Γ λO denotes the so-called Oseen fundamental solution, see also (5.30), and R(x) a
remainder term that decays faster as |x| → ∞ than Γ λO(x). The result of Finn was later
extended by Babenko, who proved in [2] that the asymptotic expansion is valid even
for weak solutions, more specifically for so-called Leray solutions. The proof provided
by Babenko, however, was not complete, and it was not until [15] that a full proof was
available; see also [10]. In the case λ = 0, an asymptotic expansion was available only
much later, and only for solutions corresponding to “small“ data. This result is due to
Korolev and Sˇverak, who showed in [35] that a Leray solution to (1.16) satisfies
v(x) = ΓαLandau(x) +R(x) (λ = 0), (1.18)
where ΓαLandau is a so-called Landau solution, and R(x) again a remainder that decays
faster as |x| → ∞ than ΓαLandau(x). A closed-form expression can be given for ΓαLandau.
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The expression depends on a parameter α ∈ R3, which for the specific Landau solution
in (1.18) is
∫
R3 f(x) dx. The Landau solution was originally constructed by Landau in
[40].
Very recently, as mentioned in Section 1.2, Kang, Miura, and Tsai [33] obtained in
the case λ = 0 an asymptotic expansion of a time-periodic solution to
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × (0, T ),
div u = 0 in R3 × (0, T ),
lim
|x|→∞
u(x, t) = 0.
(1.19)
More precisely, it is shown in [33] that a sufficiently ”small“ strong solution satisfies
u(x, t) = ΓαLandau(x) +R(x, t) (λ = 0), (1.20)
where ΓαLandau is the Landau solution determined by the parameter
α :=
1
T
T∫
0
∫
R3
f(x, t) dxdt.
In other words, a time-periodic solution satisfies in the case λ = 0 an asymptotic expan-
sion with a similar asymptotic profile as in the corresponding steady-state case.
In Theorem 5.1.6 and Theorem 5.2.2 the asymptotic structure of a time-periodic strong
solution is investigated in the case λ 6= 0. It is shown that a strong time-periodic solution
to (1.19) satisfies
u(x) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
f(x, t) dxdt
)
+R(x, t) (λ 6= 0), (1.21)
where R(x, t) decays faster than Γ λO as |x| → ∞. Consequently, also in the case λ 6= 0
does the asymptotic profile of a time-periodic solution coincide with the asymptotic pro-
file for the corresponding steady-state solution. Furthermore, the information obtained
on the asymptotic structure is used to conclude that a strong solution has finite energy
if and only if
1
T
T∫
0
∫
R3
f(x, t) dxdt = 0.
The expansions (1.20) and (1.21) are not entirely surprising. A special case of the
time-periodic Navier-Stokes problem has namely been studied extensively over the last
years, and similar results have been obtained with respect to the asymptotic structure
of the corresponding solutions. The special case in question is the Navier-Stokes system
describing a fluid flow around a body that is rotating with a constant angular velocity.
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If this system is written in a frame of reference attached to the rotating body, the
corresponding steady-state solutions are time-periodic when referred back to the inertial
frame. Depending on whether the body is translating or not, one has λ 6= 0 or λ = 0.
In the case λ = 0, an expansion similar to (1.20) was shown by Farwig and Hishida
in [8] with a decay estimate of the remainder term R given in the sense of summability.
In [7] a pointwise decay estimate was established by Farwig, Galdi, and Kyed. The
case λ 6= 0 was treated by Kyed in [39], where an asymptotic expansion similar to
(1.21) is established with a decay estimate of the remainder term R given in the sense
of summability. As an application of Theorem 5.1.6, we shall establish in Section 5.3 a
new proof of this result with a pointwise decay estimate of the remainder term.
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2.1 Basic notation
Points in domains R3 × (0, T ) are denoted by (x, t) with x ∈ R3 and t ∈ (0, T ). We
refer to x as the spatial variable, and to t as the time variable.
For any sufficiently regular function u : R3 × (0, T ) → R we put ∂iu := ∂xiu for
i = 1, 2, 3. In addition, for any multiindex α ∈ N30 we let
∂αxu := D
αu :=
3∑
j=1
∂
αj
j u,
and put |α| := α1 + α2 + α3. Moreover, for x ∈ R3 we let xα := xα11 xα22 xα33 .
We denote by ∆u the Laplacian of u with respect to the spatial variable, that is,
∆u : R3 × (0, T )→ R, ∆u :=
3∑
i=1
∂2i u.
For a vector field u : R3 × (0, T )→ R3 we denote by ∇u the tensor field
∇u : R3 × (0, T )→ R3×3, (∇u)ij := ∂jui.
In addition, we define the divergence of u as
div u : R3 × (0, T )→ R, div u :=
3∑
i=1
∂iui.
For u : R3 × (0, T ) → R3 and v : R3 × (0, T ) → R3 we let (u · ∇v) : R3 × (0, T ) → R3
denote the vector field
(u · ∇v)i :=
3∑
j=1
∂jviuj .
For two vectors a, b ∈ Rn we let a⊗ b ∈ Rn×n denote the tensor
a⊗ b ∈ Rn×n, (a⊗ b)ij := aibj .
For two second order tensors A,B ∈ Rn×n we let A : B := ∑ni,j=1AijBij . We denote by
I the identity I ∈ Rn×n.
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We use BR := {x ∈ Rn | |x| < R} to denote balls in Rn. Furthermore, for R1 < R2
we let BR2,R1 := {x ∈ Rn | R1 < |x| < R2}. In addition, we put BR := Rn \ BR.
For a sequence {xn}∞n=1 in a normed vector space X, we use xn → x to denote strong
convergence, and xn ⇀ x to denote weak convergence.
If X is a vector space and X ′ its dual, we use the notation 〈ϕ, x〉 to denote the pairing
of a functional ϕ ∈ X ′ and an element x ∈ X.
We will make use of the Landau symbols, that is, the Big-O and Small-o notation.
Recall that f(x) = O(g(x)) iff |f(x)| ≤ C|g(x)| as |x| → ∞, and f(x) = o(g(x)) iff
|f(x)|/|g(x)| → 0 as |x| → ∞.
For X a topological vector space and A,B ⊂ X, we write X = A⊕B iff A and B are
closed subspaces of X with A ∩B = {0} and X = A+B.
Constants in capital letters in the proofs and theorems are global, while constants in
small letters are local to the proof in which they appear.
2.2 Topological groups and the Fourier transform
We use G to denote a locally compact abelian group. We let
∫
G dg denote the Haar-
integral corresponding the Haar measure dg on the group. Recall that the Haar measure
is uniquely defined up-to multiplication by a constant. For a compact group we always
consider the normalized Haar measure. In particular, for a torus group T := R/T Z,
T > 0 some constant, we always have ∫T 1 dt = 1.
For a locally compact abelian group G, we denote by Ĝ the corresponding dual group
consisting of the continuous multiplicative characters χ : G → C. The dual group is
equipped with the compact-open topology. It is well-known that this topology turns Ĝ
into a locally compact abelian group.
For a complex Hilbert space H , the Fourier transform is defined by
F : L1(G;H )→ C (Ĝ;H ), F(f)(χ) := f̂(χ) :=
∫
G
f(χ)χ(g) dg, (2.1)
where the integral is understood as the Bochner integral in H with respect to the Haar
measure on G.
The inverse Fourier transform is formally defined by
F−1 : L1(Ĝ;H )→ C (G;H ), F−1(f)(g) := f∨(g) :=
∫
Ĝ
f(χ)χ(g) dχ.
By classical theory, the Fourier transform, viewed as a mapping
F : L1(G;H ) ∩ L2(G;H )→ C (Ĝ;H ),
extends uniquely to a unitary transformation
F : L2(G;H )→ L2(Ĝ;H ).
The inverse of this mapping coincides on L1(Ĝ) with F−1.
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Example 2.2.1. Consider G := T := R/T Z. Each k ∈ Z can then be identified with the
character t → ei 2piT kt. It is easy to verify that each character on G is of this type. We
thus have Ĝ = Z. The compact-open topology of Ĝ coincides with the discrete topology
on Z. Consequently, we recover from the Fourier transform (2.1) in this case the theory
of Fourier series.
Example 2.2.2. Consider G := R3. Each ξ ∈ R3 can then be identified with the character
x → eiξ·x. One may verify that each character on G is of this type. We thus have
Ĝ = R3. The compact-open topology of Ĝ coincides with the Euclidean topology on
R3. We therefore recover from the Fourier transform (2.1) in this case the theory of the
classical Fourier transform.
2.3 Function spaces
2.3.1 Sobolev spaces
For any domain Ω ⊂ Rn and k ∈ N0 we denote by Ck(Ω) the space of all functions
u : Ω→ R for which ∂αu exists and is continuous in Ω for all α ∈ N0 with |α| ≤ k. We
put C∞(Ω) :=
⋂∞
k=0C
k(Ω). By Ck0 (Ω) we denote the space of all functions in C
k(Ω)
with compact support.
By Lq(Ω) we denote for q ∈ [1,∞) the usual Lebesgue space with norm
‖f‖q :=
(∫
Ω
|f(x)|q dx
)1/q
.
For m ∈ N0 we denote by Wm,q(Ω) the inhomogeneous Sobolev space
Wm,q(Ω) := {u ∈ L1loc(Ω) | ∀α ∈ Nn0 with |α| ≤ m : ∂αu ∈ Lq(Ω)}
equipped with the norm
‖u‖m,q :=
( ∑
|α|≤m
∫
Ω
|∂αu(x)|q dx
) 1
q
.
By Dm,q(Ω) we denote the homogeneous Sobolev space
Dm,q(Ω) := {u ∈ L1loc(Ω) | ∀α ∈ N30 with |α| = m : ∂αu ∈ Lq(Ω)}
equipped with the semi-norm Dm,q(Ω)
|u|m,q :=
( ∑
|α|=m
∫
Ω
|∂αu(x)|q dx
) 1
q
.
We observe that |·|m,q defines a norm on C∞0 (Ω), and let
Dm,q0 (Ω) := C
∞
0 (Ω)
|·|m,q
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denote the closure with respect to this norm. We use the notation D−m,q0 (Ω) to denote
the dual space of Dm,q
′
0 (Ω), where q
′ := qq−1 is the Ho¨lder conjugate of q. We denote by
|·|−m,q the norm of D−m,q0 (Ω).
We use C∞0,σ(Ω) to denote the space of all smooth solenoidal vector fields, that is,
C∞0,σ(Ω) := {u ∈ C∞0 (Ω)n | div u = 0}.
We further introduce the spaces
Lqσ(Ω) := C
∞
0,σ(Ω)
‖·‖q
,
Dm,q0,σ (Ω) := C
∞
0,σ(Ω)
|·|m,q ,
Wm,q0,σ (Ω) := C
∞
0,σ(Ω)
‖·‖m,q
of solenoidal vector fields.
2.3.2 Sobolev embedding
For classical versions of Sobolev’s embedding theorem the reader is referred to litera-
ture such as [1]. Below, we recall some embedding theorems that are not always found
in standard literature.
Lemma 2.3.1. Let q ∈ [1, 3), r ∈ [q, 3q/(3− q)], and
λ :=
3(r − q)
rq
.
Then
∀u ∈ C∞0 (R3) : ‖u‖r ≤ C1‖u‖1−λq ‖∇u‖λq ,
with C1 = C1(λ, q, r).
Proof. See for example [17, Lemma II.2.2].
As a direct consequence of Lemma 2.3.1 it follows that
∀u ∈ D1,20 (R3) : ‖u‖L6(R3) ≤ C2 ‖∇u‖L2(R3). (2.2)
We shall make use of the following embedding property of the homogeneous Sobolev
spaces:
Lemma 2.3.2. Let q ∈ (1,∞) and r ∈ (3,∞). Then
∀u ∈ D1,r(R3) ∩ Lq(R3) : ‖u‖∞ ≤ C3
(|u|1,r + ‖u‖q) (2.3)
with C3 = C3(q, r).
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Proof. See [17, Remark II.7.2].
The following Hardy-type inequality shall later play an important role.
Lemma 2.3.3. Let q ∈ (1, 3), r ∈ (1,∞), and v ∈ D1,q(R3) ∩ Lr(R3). If |x0| = αR for
some α ≥ α0 > 1, then( ∫
BR
|v(x)|q
|x− x0|q dx
) 1
q
≤ C4
( ∫
BR
|∇v(x)|q dx
) 1
q
(2.4)
with C4 = C4(q, α0).
Proof. See [18, Theorem II.5.1].
2.3.3 Helmholtz-Weyl decomposition
For q ∈ [1,∞) we put
G q(Ω) :=
{
w ∈ Lq(Ω)3 | w = ∇p for some p ∈W 1,qloc (Ω)
}
.
The following lemma states the validity of the so-called Helmholtz-Weyl decomposition
of the space Lq(R3)3.
Lemma 2.3.4. For any q ∈ (1,∞) the decomposition
Lq(R3)3 = Lqσ(R3)⊕ G q(R3) (2.5)
is valid. The corresponding projection
PH : Lq(R3)3 → Lqσ(R3)
is called the Helmholtz projection.
Proof. See for example [17, Theorem III.1.2].
The Helmholtz projection in the whole-space can be expressed explicitly as a Fourier
multiplier. More specifically:
Lemma 2.3.5. For f ∈ C∞0 (R3)3 the Helmholtz projection is given by
PHf = F−1
[(
I − ξ ⊗ ξ|ξ|2
)
f̂
]
. (2.6)
Proof. According to (2.5) we have f = fσ +∇p with f ∈ Lqσ(R3) and p ∈ W 1,qloc (R3). It
follows that div f = ∆p in the sense of distributions. Applying the Fourier transform to
this identify yields (2.6).
21
2 Notation and preliminaries
2.3.4 Function spaces involving time
If X is a Banach space and S a measure space with positive measure µ, we let Lq(S;X),
q ∈ [1,∞), denote the usual Bochner-Lebesgue space of Bochner measurable functions
u : S → X for which
‖u‖Lq(S;X) :=
(∫
S
‖u(t)‖qX dµ
)1/q
<∞.
Similarly, L∞(S;X) is defined as the space of all Bochner-measurable functions u : S →
X for which
‖u‖L∞(S;X) := ess sup
t∈S
‖u(t)‖X <∞.
As is standard in the theory of classical Lq-space, we silently identify Lq(S;X) with the
quotient space of equivalence classes of functions that differ only on a set of measure
zero. Consequently,
(
Lq(S;X), ‖·‖Lq(S;X)
)
are Banach spaces, but elements of Lq(S;X)
do not have pointwise definitions. The latter is important to keep in mind since it
prevents us from introducing directly the notion of periodicity of elements in Lq(S;X).
If for instance S is the interval [0, T ], the requirement that u(0) = u(T ) does not make
sense for elements u ∈ Lq(S;X).
The Bochner spaces will be used to introduce function spaces involving time. More
precisely, we either take S to be a time interval [0, T ] equipped with the Lebesgue
measure, or the torus group T := R/T Z equipped with the normalized Haar measure.
In the latter case T > 0 will be some positive constant used to denote the period in a
setting of time-periodic functions.
2.4 Multiplier theory
We shall make use of the following multiplier theorem of Marcinkiewicz type:
Theorem 2.4.1. Let m : Rn → C be a bounded function with m ∈ Cn(Rn). Assume
there is a constant A such that
sup
ε∈{0,1}n
sup
ξ∈Rn
|ξε11 . . . ξεnn ∂ε1ξ1 . . . ∂εnξnm(ξ)| ≤ A. (2.7)
Then for any q ∈ (1,∞) there is a constant C such that
∀f ∈ L2(Rn) ∩ Lq(Rn) : ‖F−1[m · f̂]‖q ≤ C A ‖f‖q,
with C = C(q).
Proof. The result is originally due to Marcinkiewicz [43], who established the theorem
in the context of Fourier series. A proof of the version above can be found in, for example,
[28, Corollary 5.2.5] and [54, Chapter IV, §6].
Remark 2.4.2. Versions of the Marcinkiewicz multiplier theorem are available with
weaker assumptions on the regularity of m. The theorem as stated above, however,
suffices for the purposes we shall be using it for in the following.
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In this chapter a comprehensive investigation of the linearized time-periodic Navier-
Stokes problem is carried out. More specifically, the linear problem
∂tu−∆u− λ∂1u+∇p = f in R3 × R,
div u = 0 in R3 × R,
lim
|x|→∞
u(x, t) = 0,
u(·, t+ T ) = u(·, t)
(3.1)
with time-periodic data
f(·, t+ T ) = f(·, t) (3.2)
is considered. The problem is analyzed in an Lq-setting. More specifically, the resolvabil-
ity of the equations for a right-hand side f ∈ Lq(R3 × (0, T ))3 is investigated. Observe
that any element f ∈ Lq(R3 × (0, T ))3 can be trivially extended to a time-periodic
function satisfying (3.2).
The main purpose of the chapter is to identify a Banach space Xq such that for any
f ∈ Lq(R3 × (0, T ))3 there is a unique solution (u, p) in Xq with
‖(u, p)‖Xq ≤ C ‖f‖q. (3.3)
In other words, we shall seek to establish a functional analytic setting in which (3.1) can
be written on an operator form
A(u, p) = f
such that
A : Xq → Lq(R3 × (0, T ))3
is a homeomorphism. We refer to such a function space as a maximal regularity frame-
work in the Lq-setting for the linearized time-periodic Navier-Stokes system.
In order to identify the space Xq, we shall employ the theory of Fourier multipliers.
This may not seem surprising, as similar results for both the corresponding steady-state
and initial-value problem are traditionally established using Fourier multipliers. How-
ever, it is not directly clear how to employ the Fourier transform on the space-time
domain R3 × (0, T ). The main idea behind the approach presented in the following is
to identify R3 × (0, T ) with the group G := R3 × R/T Z. Equipped with the canonical
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topology, G is a locally compact abelian group. As such, there is a naturally defined
Fourier transform FG associated to G. Moreover, as G inherits a differentiable structure
from R3 ×R in a canonical way, we may view (3.1) as a system of differential equations
on G. Employing the Fourier transform FG, we then obtain a representation of the
solution in terms of a Fourier multiplier defined on the dual group Ĝ. Based on this
representation, the space Xq and corresponding a priori estimate (3.3) will be estab-
lished. Since multiplier theorems like the theorems of Mihlin, Lizorkin or Marcinkiewicz
are not available in the general case of group multipliers, we shall employ a so-called
transference principle. More specifically, we shall use a theorem, which in its original
form is due to de Leeuw [4], that enables us to study the properties of a multiplier
defined on Ĝ in terms of a corresponding multiplier defined on R4. As we shall see, the
time-averaging decomposition introduced in Section 1.5 will play an important role in
the ”transference“ of the multiplier between Ĝ and R4.
The chapter is organized as follows. In Section 3.1 the abstract approach based on
topological groups is motivated. In Section 3.2 we reformulate (3.1) as a system of
differential equations on the group G. In Section 3.3 we employ the corresponding
Fourier transform on the group to establish a representation formula for the solution u
in terms of a Fourier multiplier. In Section 3.4 the transference principle for multipliers
on groups is introduced. The time-averaging projection in the context of G-defined
vector fields is defined in Section 3.5. Finally, in Section 3.6 we identify Xq and show
the corresponding a priori estimate (3.3).
3.1 Fourier series expansion in time
The introduction of the groupG := R3×R/T Z is based on the simple idea of expanding
both the time-periodic data f and time-periodic solution (u, p) to (3.1) in a Fourier series
with respect to time, and subsequently applying the Fourier transform in R3 with respect
the spatial variable. In this way, a representation formula for the solution in terms of
the data can be derived. We shall here briefly discuss the challenges of deriving from
this formula the a priori estimate (3.3). In this context, the benefits of employing an
abstract approach based on topological groups becomes clear.
If the data f : R3×R→ R3 is time periodic with period T and sufficiently regular, we
can expand t→ f(·, t) in a Fourier series with respect to the Fourier basis {ei 2piT kt | k ∈ Z}.
We then have
f(x, t) =
∑
k∈Z
fk(x) e
i 2piT kt
with
fk : R3 → R3, fk(x) := 1T
T∫
0
f(x, t) e−i
2pi
T kt dt.
24
3.1 Fourier series expansion in time
Similarly, we can expand a time-periodic solution (u, p) in a Fourier series
u(x, t) =
∑
k∈Z
uk(x) e
i 2piT kt (3.4)
with
uk : R3 → R3, uk(x) := 1T
T∫
0
u(x, t) e−i
2pi
T kt dt,
and
p(x, t) =
∑
k∈Z
pk(x) e
i 2piT kt, pk(x) :=
1
T
T∫
0
p(x, t) e−i
2pi
T kt dt.
Inserting the Fourier series corresponding to f , u, and p in (3.1), we obtain for each
k ∈ Z the system 
i
2pi
T kuk −∆uk − λ∂1uk +∇pk = fk in R
3,
div uk = 0 in R3,
lim
|x|→∞
uk(x) = 0.
(3.5)
Thus, each Fourier coefficient (uk, pk) of the solution satisfies a resolvent-like Oseen
(λ 6= 0) or Stokes (λ = 0) system. If we in (3.5) employ the classical Fourier transform,
we obtain the representation formula
uk(x) = F−1R3
[
1
|ξ|2 + i(2piT k − λξ1)
(
I − ξ ⊗ ξ|ξ|2
)
f̂k
]
, (3.6)
where we recognize, recall Lemma 2.3.5, the symbol I − ξ⊗ξ|ξ|2 of the Helmholtz decompo-
sition.
Since (3.6) is a representation of uk in terms of a classical Fourier multiplier in R3,
it is possible at this point to employ the classical multiplier theorems of either Mihlin,
Lizorkin, or Marcinkiewicz to establish an estimate of uk in terms of fk. This would
lead to an estimate of the type
‖Dαuk‖p ≤ C‖fk‖q (3.7)
with a constant C depending on p, q, α, and k. The challenge is then to use the estimate
(3.7) of the Fourier coefficients to establish an estimate of u in terms of f . This will be
possible if C = C(k) decays sufficiently fast as k → ∞. It seems the best estimate one
can obtain in this respect is
‖uk‖q ≤ c|k|‖fk‖q. (3.8)
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Using for example the Hausdorff-Young inequality, it is in fact possible to derive from
(3.8) some estimate of u. However, it turns out that this bound is not optimal. For
the second order derivatives of uk, that is, the case |α| = 2, it seems (3.7) can only be
obtained with a constant C that does not decay at all as k →∞. In this case, it is not
possible to derive from (3.7) any meaningful estimate on Dαu. We thus observe that
classical multiplier theory applied to the Fourier coefficients uk does not achieve the goal
of identifying the maximal regularity space Xq. In other words, too much information
is lost by estimating each Fourier coefficient uk separately for each k ∈ Z. This insight
is main reason for introducing the group G := R3 × R/T Z. The Fourier transform FG
corresponding to G namely acts both in the time and space variable at the same time. If
we are therefore able to employ FG in (3.1), we can anticipate a representation of u itself
in terms of a G-multiplier. Although it is not clear how to obtain from an abstract group-
multiplier representation an estimate on u, if we do succeed, we can expect a sharper
estimate than can be obtained by estimating each Fourier coefficient of u separately.
Before moving on to the development of a multiplier approach based on the group G,
we briefly discuss an important property of the decomposition introduced in Section 1.5
of a time-periodic function into a steady-state and time-periodic part. In connection with
the Fourier series introduced above, it is easy to see that decomposition from Section 1.5
simply splits the zeroth order Fourier coefficient from the rest of the series. For example,
recalling (3.4) and the definition (1.12), we have
us = u0, up =
∑
k∈Z\{0}
uk(x) e
i 2piT kt .
Going back to (3.5), we see that u0 satisfies the classical steady-state Oseen (λ 6= 0) or
Stokes (λ 6= 0) problem. In terms of the multiplier representation (3.6), this means that
the multiplier
mk(ξ) :=
1
|ξ|2 + i(k − λξ1)
in the case k = 0 equals the characteristic multiplier of the Oseen (λ 6= 0) or Stokes
(λ 6= 0) problem. Note that the multiplier m0 has a singularity at ξ = 0. In the case
k 6= 0, however, the multiplier mk does not have any singularities. This observation is
crucial for understanding the merits of the decomposition. It namely means that uk,
k 6= 0, in general decays faster at infinity than u0, or, in other words, the generic estimate
one can obtain of uk, k 6= 0, in terms of the data is better than what can be obtained
for u0. This motivates the idea of decomposing the space X
q into a direct sum of two
spaces. One space to establish the maximal regularity of steady-state part us of the
solution, and another space to do the same for the time-periodic part up. As we shall
see in the following, this idea is crucial for the identification of the space Xq.
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3.2 Reformulation on a group
Here and in the rest of this chapter, we let G denote the group
G := R3 × R/T Z (3.9)
with addition as group operation. In order to study (3.1) in a setting of functions defined
on G, we must first introduce a topology and an appropriate differentiable structure on
G. It is then possible to define Lebesgue and Sobolev spaces on G. We will study (3.1)
in such spaces.
3.2.1 Differentiable structure
The topology and differentiable structure is inherited from R3 × R. More precisely,
we equip G with the quotient topology induced by the canonical quotient mapping
pi : R3 × R→ R3 × R/T Z, pi(x, t) := (x, [t]). (3.10)
Equipped with the quotient topology, G becomes a locally compact abelian group. More-
over, we define by
C∞(G) := {u : G→ R | ∃U ∈ C∞(R3 × R) : U = u ◦ pi} (3.11)
the space of smooth functions on G, and for u ∈ C∞(G) the derivatives
∀(α, β) ∈ N30 × N0 : ∂βt ∂αxu := ∂βt ∂αxU|R3×[0,T ),
where G is identified with R3 × [0, T ) via the canonical bijection. It is easy to verify for
u ∈ C∞(G) that also ∂βt ∂αxu ∈ C∞(G). We further introduce the subspace
C∞0 (G) := {u ∈ C∞(G) | suppu is compact}
of compactly supported smooth functions. Clearly, C∞0 (G) ⊂ C0(G), where C0(G)
denotes the space of continuous functions of compact support.
With a differentiable structure defined on G via (3.11), we can introduce the space
of tempered distributions on G. For this purpose, we first recall the Schwartz-Bruhat
space of generalized Schwartz functions; see for example [3]. More precisely, we define
for u ∈ C∞(G) the semi-norms
∀(α, β) ∈ N30 × N0 ∀γ ∈ N30 : ργ,α,β(u) := sup
(x,t)∈G
|xγ∂βt ∂αxu(x, t)|,
and put
S (G) := {u ∈ C∞(G) | ∀(α, β) ∈ N30 × N0 ∀γ ∈ N30 : ργ,α,β(u) <∞}.
Clearly, S (G) is a vector space, and ργ,α,β a semi-norm on S (G). We endow S (G)
with the semi-norm topology induced by the family
{
ργ,α,β | (α, β) ∈ N30×N0, γ ∈ N30
}
of
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semi-norms. The topological dual space S ′(G) of S (G) is then well-defined. We equip
S ′(G) with the weak* topology, and refer to it as the space of tempered distributions
on G.
It is clear that S (G) is closed under multiplication by finite polynomials in the spatial
variable, that is, for any finite polynomial of type p(x) :=
∑
α∈N30 aαx
α and ψ ∈ S (G) we
have p ·ψ ∈ S (G). By duality, S ′(G) also remains closed under multiplication by such
polynomials. Similarly, both S (G) and S ′(G) remain closed under multiplication by
smooth functions that have at most polynomial growth with respect to the spatial vari-
ables. In particular, S (G) and S ′(G) remain closed under multiplication by elements
ψ ∈ S (G).
For a tempered distribution u ∈ S ′(G), distributional derivatives ∂βt ∂αxu ∈ S ′(G) are
defined in the usual manner:
∀ψ ∈ S (G) : 〈∂βt ∂αxu, ψ〉 := 〈u, (−1)|(α,β)|∂βt ∂αxψ〉.
It is easy to verify that ∂βt ∂
α
xu is well-defined as an element in S
′(G).
For differentiable functions or tempered distributions on G, we keep the convention
that differential operators act only in the spatial variable unless otherwise indicated.
More specifically, for u : G→ Rn we let ∆u(x, t) := ∆xu(x, t), div u(x, t) := divx u(x, t),
∇u := ∇xu, etc.
The function spaces C∞(G), C∞0 (G), S (G), and S ′(G) were defined above as real
vector spaces of real functions. Clearly, we can define them analogously as complex
vector spaces of complex functions. In following, we shall employ the spaces in both
roles. If confusion can arise, we shall explicitly indicate if a given function space is real
or complex.
3.2.2 Function spaces
The Haar measure dg on G is given by the product of the Lebesgue measure on R3
and the Lebesgue measure on [0, T ). The Haar measure is unique up-to a normalization
factor, which we choose such that
∀u ∈ C0(G) :
∫
G
u(g) dg =
1
T
T∫
0
∫
R3
u(x, t) dxdt.
We let Lq(G) denote the usual Lebesgue space with respect to the Haar measure dg,
that is,
Lq(G) := {u ∈ L1loc(G) | ‖u‖q <∞},
‖u‖q :=
(
1
T
T∫
0
∫
R3
|u(x, t)|q dxdt
)1/q
.
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It is easy to show by a standard mollifier argument that C0(G) is a dense subset of
Lq(G). In fact, by choosing a smooth mollifier, one obtains that also C∞0 (G) is a dense
subset of Lq(G); see also the proof of Lemma 3.2.1 below.
Sobolev spaces are defined for k ∈ N0 and q ∈ [1,∞) by
W k,q(G) := {u ∈ Lq(G) | ‖u‖k,q <∞},
‖u‖k,q :=
( ∑
|(α,β)|≤k
‖∂βt ∂αxu‖qq
)1/q
.
Clearly, any u ∈ Lq(G) belongs to S ′(G), so ∂βt ∂αxu is well-defined as a tempered
distribution. In addition to the classical Sobolev spaces, we also introduce
W 1,2,q(G) := {u ∈ Lq(G) | ‖u‖1,2,q <∞},
‖u‖1,2,q :=
( ∑
|α|≤2,|β|≤1
‖∂αxu‖qq + ‖∂βt u‖qq
)1/q
.
Standard mollifier arguments yield that C∞0 (G) is dense in both W k,q(G) and W 1,2,q(G).
Identifying G with R3 × [0, T ), we see that
Wm,q(G) ⊂Wm,q(R3 × [0, T )). (3.12)
Consequently, classical Sobolev embedding theorems are available for the Sobolev spaces
of G-defined functions via the inclusion above.
We further define the following subspaces of solenoidal, that is, divergence free, vector
fields:
C∞0,σ(G) := {u ∈ C∞0 (G)3 | div u = 0}, (3.13)
Lqσ(G) := C
∞
0,σ(G)
‖·‖q
, (3.14)
W 1,2,qσ (G) := C
∞
0,σ(G)
‖·‖1,2,q
. (3.15)
We have the following characterization of the spaces above:
Lemma 3.2.1. For any q ∈ (1,∞) and k, l ∈ N0:
Lqσ(G) = {u ∈ Lq(G)3 | div u = 0}, (3.16)
W 1,2,qσ (G) = {u ∈W 1,2,q(G)3 | div u = 0}. (3.17)
The above identities are well-known if the underlying domain of the function spaces is,
for example, R3. A proof can be found in [17, Chapter III.4]. To show the identities in
the case where R3 is replaced with G, we need only to make some simple modifications
to the proof in [17, Chapter III.4]. For sake of completeness, we sketch the modified
proof here.
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Proof of Lemma 3.2.1. Let η : R4 → R be a function satisfying
η ∈ C∞0 (R4;R), supp η ⊂ BT /4(0), η ≥ 0,
∫
R4
η(y) dy = 1.
Let η˜ be the restriction of η to R3 × [−T2 , T2 ). By identifying [−T2 , T2 ) with the torus
T := R/T Z, we can then consider η˜ as function η˜ : G→ R. For 0 < ε < 1 we then define
ηε ∈ C∞0 (G), ηε(x, t) :=
1
ε4
η
(
1
ε
x,
1
ε
t
)
.
Clearly, ηε is a mollifier, that is, an approximate identity, on G. We also introduce a
”cut-off“ function γε with
γε ∈ C∞0 (R3;R), γε = 1 on B 1
2ε
(0), γε = 0 on R3 \ B 1
ε
(0), |∇γε(x)| ≤ c1ε.
Now consider f ∈ Lq(G)3 with div f = 0. In order to establish (3.16), we must show
that f can be approximated in the Lq-norm by functions from C∞0,σ(G). Put
gε(x, t) := γε(x) · f ∗ ηε(x, t).
Then gε ∈ C∞0 (G)3 and
div gε(x) = ∇γε(x) · f ∗ ηε(x, t).
Observe that gε approximates f in the L
q-norm as ε → 0, but gε is not necessarily
divergence free. We shall therefore add a correction term to gε. For this purpose we
introduce a ”Bogovski˘ı-kernel” N . Let ω : R3 → R be some function with
ω ∈ C0(R3;R), suppω ⊂ B1,
∫
B1
ω(y) dy = 1.
We then define the ”Bogovski˘ı-kernel” N by
N : R3 × R3 \ {(x, y) | x = y} → R3,
N (x, y) := x− y|x− y|3
∞∫
|x−y|
ω
(
y + λ
x− y
|x− y|
)
λ2 dλ.
The ”Bogovski˘ı-kernel” is used to define
κε : G→ R, κε(x, t) :=
∫
R3
∇γε(y) · f ∗ ηε(y, t)N (x, y) dy.
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For y ∈ supp∇γε ⊂ B1/2ε,1/ε the condition y + λ x−y|x−y| ∈ B1 implies |λ| < 1 + 1ε .
Consequently
|∇γε(y)||N (x, y)| ≤ c2
χB1/2ε,1/ε(y)
|x− y|2
1+ 1
ε∫
0
λ2dλ ≤ c3χB1/2ε,1/ε(y)
1
|x− y|2 ,
with c3 = c3(ε). Thus y → |∇γε(y)||N (x, y)| has compact support and belongs to
L1(R3). Consequently, we can differentiate κε with respect to time and see that in fact
t → κε(x, t) is smooth. From the properties of N it is well-known that x → κε(x, t) is
also smooth; see for example [17, Proof of Lemma III.3.1]. It is therefore possible to
conclude that κε ∈ C∞(G). By further well-known properties of the ”Bogovski˘ı-kernel”
N , see again [17, Proof of Lemma III.3.1], we have
div κε(x, t) = ∇γε(x) · f ∗ ηε(x, t),
suppκε ⊂ B1/ε(0)× R/T Z,
‖∇κε(·, t)‖q ≤ c4‖∇γε(·) f ∗ ηε(·, t)‖q,
‖∇κε(·, t)‖1,q ≤ c5‖∇γε(·) f ∗ ηε(·, t)‖1,q,
(3.18)
with c4 and c5 independent on ε. We now estimate, using first Poincare´’s inequality and
then (3.18),
‖κε‖qLq(G) =
∫
T
∫
B1/ε
|κε(x, t)|qq dxdt
≤ c6
∫
T
(
1
ε
)q
‖∇κε(·, t)‖qq dt
≤ c7
∫
T
(
1
ε
)q
‖∇γε(·) f ∗ ηε(·, t)‖qq dt
≤ c8
∫
T
∫
B1/2ε,1/ε
∣∣∣∫
G
f(y, s) ηε(x− y, t− s) dyds
∣∣∣q dxdt,
where we in the last inequality used that |∇γε| ≤ c1ε. Employing Ho¨lder’s inequality,
we then find
‖κε‖qLq(G) ≤ c8
∫
T
∫
B1/2ε,1/ε
∫
G
|f(y, s)|q ηε(x− y, t− s) dydsdxdt
= c8
∫
G
|f(y, s)|q
∫
T
∫
B1/2ε,1/ε
ηε(x− y, t− s) dxdtdyds,
which by the Lebesgue’s dominated convergence theorem yields limε→0‖κε‖Lq(G) = 0.
We conclude that
‖(gε − κε)− f‖q ≤ ‖gε − f‖q + ‖κε‖q → 0 as ε→ 0.
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Since gε−κε ∈ C∞0,σ(G), we have thereby established (3.16). The characterization (3.17)
can be shown in a similar manner.
Finally, we shall define the Helmholtz projection on the Lebesgue space Lq(G)3 of
vector fields defined on G. This can be done in two ways. Either we decompose Lq(G)3
in a similar manner as in Lemma 2.3.4, and define the Helmholtz projection as the
projection induced by the decomposition, or we define it via a Fourier multiplier as in
(2.6). We choose the latter.
Definition 3.2.2. For f ∈ L2(G)3 we let
PHf := F−1G
[(
I − ξ ⊗ ξ|ξ|2
)
f̂
]
, (3.19)
and call PH the Helmholtz projection.
It is not immediately clear from the definition of the Helmholtz projection via the
Fourier multiplier in (3.19) that PHf is a real function if f is real. This, however, is a
simple consequence of the fact that the multiplier in question is even.
Since the multiplier on the right-hand side in (3.19) is bounded, it is natural to initially
define PH on L2(G)3. If namely f ∈ L2(G)3, by Plancherel’s theorem, also PHf ∈
L2(G)3. We state in the following lemma that PH can be extended to Lq(G)3, and that
it is a projection with the desired properties of a Helmholtz projection.
Lemma 3.2.3. Let q ∈ (1,∞). Then PH extends uniquely to a continuous projection
PH : Lq(G)3 → Lq(G)3. Moreover, PHLq(G)3 = Lqσ(G).
Proof. It is easy to see that we can define on G := R3 × R/T Z the partial Fourier
transforms FR3 : S ′(G) → S ′(G) and FR/T Z : S ′(G) → S ′(G) in the canonical way,
and that FG = FR3 ◦ FR/T Z. Consequently, for f ∈ L2(G)3 ∩ Lq(G)3
F−1G
[(
I − ξ ⊗ ξ|ξ|2
)
f̂
]
= F−1R3
[(
I − ξ ⊗ ξ|ξ|2
)
FR3
[
f
]]
.
In view of (2.6), it follows that ‖PHf‖q ≤ ‖f‖q. Thus, PH extends uniquely to a
continuous map PH : Lq(G)3 → Lq(G)3. One readily verifies that PH is a projection,
that is, PH = P2H , and that divPHf = 0. By Lemma 3.2.1, PHLq(G)3 ⊂ Lqσ(G) follows.
On the other hand, since div f = 0 implies ξj f̂j = 0, we have PHf = f for f ∈ Lqσ(G).
Hence we conclude PHLq(G)3 = Lqσ(G).
Since PH : Lq(G)3 → Lq(G)3 is a continuous projection, it decomposes Lq(G) into a
direct sum
Lq(G) = Lqσ(G)⊕ G q(G) (3.20)
with
G q(G) :=
[
Id−PH
]
Lq(G)3. (3.21)
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3.2.3 Fourier transform
As previously mentioned, G := R3 × R/T Z is a locally compact abelian group. We
identify each (ξ, k) ∈ R3 × Z with the character
χ : G→ C, χ(x, t) := eix·ξ+ik 2piT t
on G. It is standard to verify all are characters are of this form, and we can thus identify
Ĝ = R3 × Z.
One readily checks that the compact-open topology on Ĝ coincides with the product of
the Euclidean topology on R3 and the discrete topology on Z.
The Fourier transform FG on G is given by
FG : L1(G)→ C (Ĝ), FG(u)(ξ, k) := û(ξ, k) := 1T
T∫
0
∫
R3
u(x, t) e−ix·ξ−ik
2pi
T t dxdt.
If no confusion can arise, we simply write F instead of FG.
We now introduce the generalized Schwartz-Bruhat space corresponding to the dual
group Ĝ. More specifically, we let
∀α, β ∈ N30, κ ∈ N0 : ρˆα,β,κ(w) := sup
(ξ,k)∈Ĝ
|kκ||ξα||∂βξ w(ξ, k)|,
and put
S (Ĝ) := {w ∈ C (Ĝ) | ∀k ∈ Z : w(·, k) ∈ C∞(R3),
∀α, β ∈ N30, κ ∈ N0 : ρˆα,β,κ(w) <∞}.
Clearly, S (Ĝ) is a vector space. We endow S (Ĝ) with the semi-norm topology induced
by the family of semi-norms {ρˆα,β,κ | α, β ∈ N30, κ ∈ N0}. The topological dual space of
S (Ĝ) is denoted by S ′(Ĝ). We equip S ′(Ĝ) with the weak* topology. We can define
S (Ĝ) and S ′(Ĝ) both as real and complex vector spaces, but will only use then as
complex vector spaces in the following.
We observe that S (Ĝ) is closed under multiplication by finite polynomials of type
p(ξ, k) :=
∑
α∈N30,κ∈N0 aα,κξ
αkκ. By duality, S ′(Ĝ) also remains closed under multi-
plication by such polynomials. Similarly, both S (Ĝ) and S ′(Ĝ) remain closed under
multiplication by functions that are smooth in the ξ-variable and have at most poly-
nomial growth with respect to both ξ and k. In particular, S (Ĝ) and S ′(Ĝ) remain
closed under multiplication by elements ψ ∈ S (Ĝ).
It is easy to verify that
F : S (G)→ S (Ĝ) (3.22)
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continuously. The inverse Fourier transform is formally defined by
F−1 : L1(Ĝ)→ C (G), F−1(w)(x, t) := w∨(x, t) :=
∑
k∈Z
∫
R3
w(ξ, k) eix·ξ+ik
2pi
T t dξ.
One readily checks that
F−1 : S (Ĝ)→ S (G)
continuously. Provided the Lebesgue measure dξ is normalized appropriately, it is stan-
dard to show that F−1 is the inverse of the mapping (3.22). Thus, the Fourier transform
F : S (G)→ S (Ĝ) is a homeomorphism.
By duality, F extends to a mapping S ′(G)→ S ′(Ĝ). More precisely,
F : S ′(G)→ S ′(Ĝ), ∀ψ ∈ S (Ĝ) : 〈F(u), ψ〉 := 〈u,F(ψ)〉.
Similarly,
F−1 : S ′(Ĝ)→ S ′(G), ∀ψ ∈ S (G) : 〈F−1(u), ψ〉 := 〈u,F−1(ψ)〉.
Clearly,
F : S ′(G)→ S ′(Ĝ)
homeomorphically. To avoid confusion, we shall sometimes denote the above Fourier
transform and its inverse by FG and F−1G , respectively.
The Fourier transform in the setting above provides us with a calculus between differ-
ential operators on G and the polynomials on Ĝ. As one easily verifies, for u ∈ S ′(G)
and α ∈ N30, l ∈ N0 we have
F(∂lt∂αxu) = il+|α| (2piT )l kl ξαF(u) (3.23)
as an identity in S ′(Ĝ).
3.2.4 Reformulation
Since the topology and differentiable structure on G is inherited from R3 × R, we
obtain the following equivalent formulation of (3.1) as a system over G-defined vector
fields: 
∂tu−∆u− λ∂1u+∇p = f in G,
div u = 0 in G,
lim
|x|→∞
u(x, t) = 0
(3.24)
with unknowns
u : G→ R3, p : G→ R
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and data
f : G→ R3.
Observe that in this formulation the periodicity condition u(x, t + T ) = u(x, t) is not
needed anymore. On the same token, we do not need to require time periodicity of
the data either. Indeed, all functions defined on G are by definition time-periodic with
period T .
We shall investigate (3.24) in an Lq(G)-setting, that is, we will study the resolvability
of (3.24) for data f ∈ Lq(G)3. In this context, the Sobolev spaces defined in Section 3.2.2
are used to describe the corresponding function spaces of the solution. Employing the
Fourier transformation introduced in Section 3.2.3, we will be able to show the required
estimates via a multiplier ansatz.
3.3 Representation formula
If we apply the Fourier transform FG on both sides of the equations in (3.24), we
obtain the equivalent system1
(i
2pi
T k)û+ |ξ|
2û− λiξ1û+ ip̂ ξ = f̂ in Ĝ,
ξj ûj = 0 in Ĝ,
lim
|x|→∞
u(x, t) = 0.
(3.25)
Dot-multiplying the first equation with ξ, we obtain the relation
−ξhξhp̂ = iξj f̂j , (3.26)
and thus (
(i
2pi
T k) + |ξ|
2 − λiξ1
)
û =
(
I − ξ ⊗ ξ|ξ|2
)
f̂ . (3.27)
Formally, we can therefore deduce
u = F−1G
[
1
(i2piT k) + |ξ|2 − λiξ1
(
I − ξ ⊗ ξ|ξ|2
)
f̂
]
. (3.28)
Since the multiplier
(ξ, k)→ 1
(i2piT k) + |ξ|2 − λiξ1
(
I − ξ ⊗ ξ|ξ|2
)
is well-defined as an element of S ′(Ĝ), the representation formula (3.28) is valid at the
outset as an identity in S ′(G) for all f ∈ S (G).
1We make use of the Einstein summation convention and implicitly sum over all repeated indices.
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3.4 Transference of multipliers
We shall utilize (3.28) to estimate u in terms of the Lq(G)-norm of f . Since (3.28)
is a representation of u by means of a Fourier multiplier, we shall seek to use standard
theory of Fourier multipliers to obtain the estimates. However, standard multiplier
theory such as the theorems of Mihlin, Lizorkin, and Marcinkiewicz only applies to
multipliers in Rn. In order to nevertheless employ these powerful theorems, we will use
a so-called transference principle for Fourier multipliers which enables us to “transfer”
multipliers from one group setting into a different group setting. More precisely, we shall
“transfer” the G-multiplier from (3.28) into a R4-setting, then analyze the multiplier in
this setting using one of the standard multiplier theorems, and finally “transfer” the
resulting estimates back to the G-setting. The transference principle is expressed in
following theorem. The theorem is originally due to de Leeuw [4]; the version below is
due to Edwards and Gaudry [5].
Theorem 3.4.1. Let G and H be locally compact abelian groups. Moreover, let
Φ : Ĝ→ Ĥ
be a continuous homomorphism and q ∈ [1,∞]. Assume that m ∈ L∞(Ĥ;C) is a
continuous Lq-multiplier, that is, there is a constant C5 such that
∀f ∈ L2(H) ∩ Lq(H) : ‖F−1H
[
m · f̂]‖q ≤ C5‖f‖q.
Then m ◦ Φ ∈ L∞(Ĝ;C) is also an Lq-multiplier with
∀f ∈ L2(G) ∩ Lq(G) : ‖F−1G
[
m ◦ Φ · f̂]‖q ≤ C5‖f‖q.
Proof. See Theorem B.2.1 and the proof hereof in [5].
Theorem 3.4.1 will play a fundamental role in the following, where we shall employ it
with G := R3 ×R/T Z, H := R3 ×R, and Φ : R3 ×Z→ R3 ×R, Φ(ξ, k) := (ξ, 2piT k). For
the sake of completeness, a full proof of this special case of the theorem will be given
below. We shall follow the proof of [28, Theorem 3.6.7]. We start with a lemma.
Lemma 3.4.2. Let q ∈ (1,∞). Then
Cper := span
{
ϕ(x) ei
2pi
T kt | ϕ ∈ C∞0 (R3), k ∈ Z
}
(3.29)
is a dense subset of Lq(R3 × R/T Z;C).
Proof. By a standard argument based on mollifiers, see for example the proof of Lemma
3.2.1, it is easy to show that C∞0 (R3 × R/T Z) a dense subset of Lq(R3 × R/T Z). It is
therefore enough to show that any Ψ ∈ C∞0 (R3 × R/T Z) can be approximated in the
Lq(R3 × R/T Z)-norm by functions from Cper. For this purpose we expand Ψ(x, t) in a
Fourier series with respect to the t-variable. We then have
Ψ(x, t) =
∑
k∈Z
Ψk(x) e
i 2piT kt, Ψk(x) :=
∫
R/T Z
Ψ(x, t) e−i
T
2pi
kt dt.
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Clearly Ψk ∈ C∞0 (R3). We now claim that
∑
|k|≤N Ψk(x) e
i 2piT kt ∈ Cper converges in the
Lq(R3 × R/T Z)-norm to Ψ as N → ∞. In fact, employing twice Minkowski’s integral
inequality we see that
‖Ψ−
∑
|k|≤N
Ψk(x) e
i 2piT kt‖q =
(∫
R3
∫
R/T Z
∣∣ ∑
|k|>N
Ψk(x) e
i 2piT kt
∣∣q dtdx) 1q
≤
∑
|k|>N
(∫
R3
|Ψk(x)|q dx
) 1
q
≤
∑
|k|>N
(∫
R3
∣∣ ∫
R/T Z
Ψ(x, t) e−i
T
2pi
kt dt
∣∣q dx) 1q
≤
∑
|k|>N
c1
k2
‖∂2t Ψ(x, t)‖q,
from which the convergence follows.
The following lemma is a modified version of [28, Lemma 3.6.8].
Lemma 3.4.3. Let α ∈ (0, 1) and q ∈ (1,∞). For a function m ∈ L∞(R3×R;C) define
M : R3 × Z→ C by M(ξ, k) := m(ξ, 2piT k). If m is continuous, then
∀ϕ,ψ ∈ C∞0 (R3) ∀k, l ∈ Z :
lim
ε→0
ε
1
2
∫
R3
∫
R
F−1R3×R
[
mFR3×R
[
ϕ(x) ei
2pi
T kt e−αεt
2 ]] · ψ(x) ei 2piT lt e−(1−α)εt2 dtdx
=
∫
R3
∫
R/T Z
F−1R3×R/T Z
[
M FR3×R/T Z
[
ϕ(x) ei
2pi
T kt
]] · ψ(x) ei 2piT lt dtdx.
(3.30)
Proof. Let ϕ,ψ ∈ C∞0 (R3) and k, l ∈ Z. Employing Parseval’s identity, we find that
ε
1
2
∫
R3
∫
R
F−1R3×R
[
mFR3×R
[
ϕ(x) ei
2pi
T kt e−αεt
2 ]] · ψ(x) ei 2piT lt e−(1−α)εt2 dtdx
= ε
1
2
∫
R3
∫
R
m(ξ, η)FR3×R
[
ϕ(x) ei
2pi
T kt e−αεt
2 ] · FR3×R[ψ(x) ei 2piT lt e−(1−α)εt2 ]dηdξ
= ε−
1
2
(
α(1− α))− 12 ∫
R3
∫
R
m(ξ, η) ϕ̂(ξ) ψ̂(ξ) e−
|η− 2piT k|
2
εα e
− |η−
2pi
T l|
2
ε(1−α) dηdξ.
(3.31)
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If k = l, the right-hand side above equals∫
R3
ϕ̂(ξ) ψ̂(ξ)
∫
R
m(ξ, η)
(
εα(1− α))− 12 e− |η− 2piT k|2εα(1−α) dηdξ.
We now recall the well-known fact that η → ε− 12 e− η
2
ε is an approximate identity on
R. Employing Lebesgue’s dominated convergence theorem and exploiting that m is
continuous, we thus obtain
lim
ε→0
∫
R3
ϕ̂(ξ) ψ̂(ξ)
∫
R
m(ξ, η)
(
εα(1− α))− 12 e− |η− 2piT k|2εα(1−α) dηdξ
=
∫
R3
ϕ̂(ξ) ψ̂(ξ)m
(
ξ,
2pi
T k
)
dξ.
(3.32)
If, on the other hand, k 6= l, then the integral on the right-hand side in (3.31) can be
estimated by
ε−
1
2
(
α(1− α))− 12 ∣∣∣∣ ∫
R3
∫
R
m(ξ, η) ϕ̂(ξ) ψ̂(ξ) e−
|η− 2piT k|
2
εα e
− |η−
2pi
T l|
2
ε(1−α) dηdξ
∣∣∣∣
≤ c1 ‖m‖∞ ε− 12
∫
R3
( ∫
{|η− 2piT l|> piT }
|ϕ̂(ξ)||ψ̂(ξ)| e− 14ε(1−α) e−
|η− 2piT k|
2
εα dη
+
∫
{|η− 2piT k|> piT }
|ϕ̂(ξ)||ψ̂(ξ)| e− 14εα e−
|η− 2piT l|
2
ε(1−α) dη
)
dξ
≤ c2 ‖m‖∞
(
e
− 1
4ε(1−α) + e−
1
4εα
) ∫
R3
|ϕ̂(ξ)||ψ̂(ξ)| dξ
→ 0 as ε→ 0.
(3.33)
Combining (3.31), (3.32), and (3.33), we see that the left-hand side in (3.30) equals
∫
R3
ϕ̂(ξ) ψ̂(ξ)m(ξ,
2pi
T k) dξ if k = l,
0 if k 6= l.
(3.34)
Employing again Parseval’s identity, we see that the right-hand side in (3.30) equals∫
R3
∑
h∈Z
M(ξ, h) ϕ̂(ξ) δk(h) ψ̂(ξ) δl(h) dξ, (3.35)
where δk and δl denotes the Kronecker delta function on Z with respect to k and l,
respectively. Clearly, (3.35) and (3.34) coincide, which concludes the lemma.
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The following identity is fundamental in the transference of multipliers between R and
R/T Z.
Lemma 3.4.4. If F ∈ L1(R/T Z) then
lim
ε→0
ε
1
2
∫
R
F ◦ pi(t) e−εt2 dt =
∫
R/T Z
F (t) dt. (3.36)
Proof. Observe that
ε
1
2
∫
R
F ◦ pi(t) e−εt2 dt = ε 12
∑
k∈Z
T∫
0
F ◦ pi(t− kT ) e−ε(t−kT )2 dt. (3.37)
Since
T∫
0
∣∣∑
k∈Z
e−ε(t−kT )
2 ∣∣ dt = ∫
R
e−εt
2
dt <∞
the function
H : R/T Z→ R, H(t) :=
∑
k∈Z
ε
1
2 e−ε(t−kT )
2
belongs to L1(R/T Z). In fact H ∈ C∞(R/T Z), and the Fourier coefficients Hl of H can
be estimated, after integration by parts, by
|Hl| ≤ | 1T
T∫
0
H(t) e−i
2pi
T lt dt| ≤ c1 l−2
∫
R
(1 + t2) e−εt
2
dt ≤ c2 l−2.
Hence {Hl}l∈Z ∈ `1(Z). We can thus utilize both Fubini’s theorem and the Fourier
inversion formula in (3.37) to deduce that
ε
1
2
∫
R
F ◦ pi(t) e−εt2 dt =
T∫
0
F (t)H(t) dt =
T∫
0
F (t)
∑
l∈Z
Hl e
i 2piT lt dt
=
T∫
0
F (t)
∑
l∈Z
(
1
T
T∫
0
∑
k∈Z
ε
1
2 e−ε(s−kT )
2
e−i
2pi
T ls ds
)
ei
2pi
T lt dt
=
∫
R/T Z
F (t)
∑
l∈Z
(∫
R
ε
1
2 e−εs
2
e−i
2pi
T ls ds
)
ei
2pi
T lt dt
=
∫
R/T Z
F (t)
∑
l∈Z
e−
(
2pi
T l
)2
/ε ei
2pi
T lt dt
=
∫
R/T Z
F (t) dt+
∫
R/T Z
F (t)
∑
l 6=0
e−
(
2pi
T l
)2
/ε ei
2pi
T lt dt.
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Since∣∣∣∣ ∫
R/T Z
F (t)
∑
l 6=0
e−
(
2pi
T l
)2
/ε ei
2pi
T lt dt
∣∣∣∣ ≤ ( ∫
R/T Z
|F (t)|dt
)∑
l 6=0
e−
(
2pi
T l
)2
/ε → 0 as ε→ 0,
the identity (3.36) follows.
We can finally establish the following special case of Theorem 3.4.1.
Theorem 3.4.5. Let q ∈ (1,∞). Assume that m ∈ L∞(R3 × R;C) is a continuous
Lq(R3 × R)-multiplier, that is, there is a constant C6 such that
∀f ∈ L2(R3 × R) ∩ Lq(R3 × R) : ‖F−1R3×R
[
m · f̂]‖q ≤ C6‖f‖q.
Then M : R3 × Z→ C, M(ξ, k) := m(ξ, 2piT k) is an Lq(R3 × R/T Z)-multiplier with
∀f ∈ L2(R3 × R/T Z) ∩ Lq(R3 × R/T Z) : ‖F−1R3×R/T Z
[
M · f̂]‖q ≤ C6‖f‖q.
Proof. It is enough to show
∀f ∈ Lq(R3 × R/T Z), g ∈ Lq′(R3 × R/T Z) :∣∣∣∣ ∫
R3
∫
R/T Z
F−1[M · f̂] · g dxdt∣∣∣∣ ≤ C6 ‖f‖q ‖g‖q′ , (3.38)
with q′ := q/(q − 1) the Ho¨lder conjugate of q. By Lemma 3.4.2 if suffices to establish
(3.38) for all f, g ∈ Cper. For such functions Lemma 3.4.3 yields∣∣∣∣ ∫
R3
∫
R/T Z
F−1[M · f̂] · g dxdt∣∣∣∣
=
∣∣∣∣ limε→0 ε 12
∫
R3
∫
R
F−1R3×R
[
mFR3×R
[
f e
− 1
q
εt2 ]] · g e− 1q′ εt2 dtdx∣∣∣∣
≤ C6 lim
ε→0
ε
1
2
(∫
R3
∫
R
|f |q e−εt2 dtdx
) 1
q
(∫
R3
∫
R
|g|q′ e−εt2 dtdx
) 1
q′
= C6 lim
ε→0
(∫
R
ε
1
2
(∫
R3
|f |q dx
)
e−εt
2
dt
) 1
q
(∫
R
ε
1
2
(∫
R3
|g|q′ dx
)
e−εt
2
dt
) 1
q′
.
We can now conclude (3.38) from Lemma 3.4.4.
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3.5 Time averaging
Recall the decomposition described in Section 1.5 of a time-periodic function u into a
steady-state and a time-periodic part. Formally, the decomposition is given in (1.12) by
simply computing the time average of u. Here, we shall define a similar time-averaging
operator in the setting of vector fields defined on the group G := R3 × R/T Z.
Definition 3.5.1. We let
P : C∞0 (G)→ C∞0 (G), Pf(x) :=
1
T
T∫
0
f(x, t) dt,
P⊥ : C∞0 (G)→ C∞0 (G), P⊥ := Id−P.
Both P and P⊥ extend naturally to the space vector fields C∞0 (G)3. We collect the
basic properties of P and P⊥ in the following lemma.
Lemma 3.5.2. Let q ∈ (1,∞). P extends uniquely to a continuous projection
P : Lq(G)→ Lq(G), P : W 1,2,q(G)→W 1,2,q(G). (3.39)
Restricted to solenoidal fields, P extends uniquely to a continuous projection
P : Lqσ(G)→ Lqσ(G), P : W 1,2,qσ (G)→W 1,2,qσ (G). (3.40)
The same statements are true for P⊥.
Proof. Clearly, P is a projection, that is, P2 = P. Moreover, employing first Minkowski’s
integral inequality and then Ho¨lder’s inequality we find that
‖Pf‖Lq(G) =
(
1
T
T∫
0
∫
R3
∣∣∣∣ 1T
T∫
0
f(x, s) ds
∣∣∣∣q dxdt)1/q
=
(∫
R3
∣∣∣∣ 1T
T∫
0
f(x, s) ds
∣∣∣∣q dx)1/q
≤ 1T
T∫
0
(∫
R3
|f(x, s)|q dx
)1/q
ds ≤ ‖f‖Lq(G).
Thus, by density P extends uniquely to a continuous projection P : Lq(G) → Lq(G).
Estimating derivatives of Pf in same manner, we find that P is also bounded with respect
to the W 1,2,q(G)-norm. Consequently, P extends uniquely to a continuous projection
P : W 1,2,q(G) → W 1,2,q(G). Finally, since divPf = P div f for any f ∈ C∞0 (G)3, we
have P : C∞0,σ(G) → C∞0,σ(G). Employing the density properties from Lemma 3.2.1, we
deduce (3.40). Since (3.39) and (3.40) hold for P, it follows trivially that the same is
true for P⊥.
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As described in Section 1.5, we shall use P and P⊥ to decompose Lq(G) and W 1,2,q(G)
into direct sums of functions that are time-independent, i.e., steady states, and functions
that have vanishing time-average.
Lemma 3.5.3. Let q ∈ (1,∞). The projection P induces the decompositions
Lq(G) = Lq(R3)⊕ Lq⊥(G), (3.41)
Lqσ(G) = L
q
σ(R3)⊕ Lqσ,⊥(G), (3.42)
W 1,2,qσ (G) = W
2,q
σ (R3)⊕W 1,2,qσ,⊥ (G) (3.43)
with
Lq⊥(G) := P⊥Lq(G), (3.44)
Lqσ,⊥(G) := P⊥Lqσ(G), (3.45)
W 1,2,qσ,⊥ (G) := P⊥W 1,2,qσ (G). (3.46)
Proof. Since, by Lemma 3.5.2, P : Lq(G)→ Lq(G) is a continuous projection, it follows
that
Lq(G) = PLq(G)⊕ P⊥Lq(G).
Consequently, to show (3.41) we need only to verify that PLq(G) = Lq(R3). This,
however, is an easy consequence of the fact that Pf is independent on t and thus
‖Pf‖Lq(R3) = ‖Pf‖Lq(G). The decompositions (3.42) and (3.43) follow analogously.
It will be convenient to extend the projections P and P⊥ to the space L1loc(G).
Lemma 3.5.4. P and P⊥ extend uniquely to projections
P : L1loc(G)→ L1loc(G), P⊥ : L1loc(G)→ L1loc(G). (3.47)
Proof. The projection P : C∞0 (G)→ C∞0 (G) extends naturally to elements u ∈ L1loc(G)
by defining Pu in L1(BR×R/T Z) for any R > 0. Then Pu and thus also P⊥u are
well-defined as elements in L1loc(G). Clearly, the extensions (3.47) are projections.
Lemma 3.5.5. Let f, g ∈ L1loc(G). Then
1
T
T∫
0
Pf(x, t) · P⊥g(x, t) dt = 0 for a.e. x ∈ R3. (3.48)
Proof. Since Pf is independent on t, we have
1
T
T∫
0
Pf(x, t) · P⊥g(x, t) dt = Pf(x) · 1T
T∫
0
[
Id−P]g(x, t) dt = 0
for almost every x ∈ R3.
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Next, we compute the symbols of P and P⊥ with respect to the Fourier transform
on G. These symbols will play a very important role later on, so even though the
computation is trivial we state the result in a lemma.
Lemma 3.5.6. For f ∈ S (G)
Pf = F−1G
[
κ0 · f̂
]
, (3.49)
P⊥f = F−1G
[
(1− κ0) · f̂
]
(3.50)
with
κ0 : Ĝ→ C, κ0(ξ, k) :=
{
1 if k = 0,
0 if k 6= 0.
Proof. We simply observe that
F[Pf](ξ, k) = 1T
T∫
0
∫
R3
1
T
T∫
0
f(x, s) ds e−ix·ξ−i
2pi
T kt dxdt
= κ0(ξ, k)
∫
R3
1
T
T∫
0
f(x, s) ds e−ix·ξ dx
= κ0(ξ, k) f̂(ξ, 0) = κ0(ξ, k) f̂(ξ, k).
As one may recall, the compact-open topology of Ĝ = R3 × Z simply reduces to the
product of the Euclidean topology of R3 and the discrete topology of Z. Thus κ0 : Ĝ→ C
is in fact a continuous and bounded Fourier multiplier. Moreover, S ′(Ĝ) is clearly closed
under multiplication by κ0. Thus, both (3.49) and (3.50) can be extended to the case
f ∈ S ′(G).
Definition 3.5.7. For f ∈ S ′(G) we define
Pf := F−1G
[
κ0 · f̂
]
, P⊥f := F−1G
[
(1− κ0) · f̂
]
.
As another trivial consequence of Lemma 3.5.6, we see that:
Corollary 3.5.8. P commutes with the Helmholtz projection PH from Lemma 3.2.3.
3.6 Maximal regularity
We are now in a position to identify the function spaces that establish maximal regular-
ity for the linearized time-periodic Navier-Stokes system (3.1). We recall the formulation{
∂tu−∆u− λ∂1u+∇p = f in G,
div u = 0 in G
(3.51)
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of (3.1) in a setting of vector fields defined on G. Here we shall study the resolvability
of (3.51) for arbitrary f ∈ Lq(G)3.
For simplicity, the condition
lim
|x|→∞
u(x, t) = 0 (3.52)
has been omitted in (3.51). We will investigate the system in a setting with u belonging
to a subspace of Lq(G) and thus automatically vanish at spatial infinity in the sense that
it is Lq-summable over R3.
In the first step, we utilize the Helmholtz decomposition to eliminate the pressure
term in (3.51). More specifically, by applying PH to both sides in (3.51) we reduce the
investigation of (3.51) to the investigation of{
∂tu−∆u− λ∂1u = PHf in G,
div u = 0 in G.
(3.53)
The pressure term p can be recovered as
[
Id−PH
]
f .
One of the key ideas used in the following is to utilize the decomposition (3.41) to
split (3.53) into two separate systems. More precisely, we use the projection P to express
PHf as
PHf = PPHf + P⊥PHf ∈ Lqσ(R3)⊕ Lqσ,⊥(G),
and seek a solution u to (3.53) as a sum
u = v + w (3.54)
of a solution v to {
−∆v − λ∂1v = PPHf in R3,
div v = 0 in R3
(3.55)
and a solution w to {
∂tw −∆w − λ∂1w = P⊥PHf in G,
divw = 0 in G.
(3.56)
Recall that PPHf is t-independent, whence (3.55) reduces to a steady-state problem.
We recognize (3.55) as the steady-state Oseen (λ 6= 0) or steady-state Stokes (λ = 0)
system in the whole space.
We will study (3.53), (3.55), and (3.56) in a setting of linear operators. We therefore
put
ATP : S
′(G)3 → S ′(G)3, ATPu := ∂tu−∆u− λ∂1u.
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As will be clear shortly, in the study of (3.55) it will be necessary to treat the Oseen
case (λ 6= 0) and Stokes case (λ = 0) separately. We therefore define for λ 6= 0
AOseen : S
′(R3)3 → S ′(R3)3, AOseenv := −∆v − λ∂1v,
and let
AStokes : S
′(R3)3 → S ′(R3)3, AStokesv := −∆v.
Restricted to a setting of solenoidal vector fields, AOseen is known as the Oseen operator,
and AStokes as the Stokes operator.
2
In the next step, we shall identify subspaces Xqσ,Oseen(R
3) and Xqσ,Stokes(R
3) of Lqσ(R3),
and Xqσ,⊥(G) of L
q
σ(G) such that
AOseen : X
q
σ,Oseen(R
3)→ Lqσ(R3),
AStokes : X
q
σ,Stokes(R
3)→ Lqσ(R3),
ATP : X
q
σ,⊥(G)→ Lqσ,⊥(G)
are homeomorphisms. The identification of these function space is the cornerstone in
the maximal regularity result for the time-periodic linearized Navier-Stokes system.
The properties of the Oseen and Stokes operators are well-known. For the Oseen
operator we have:
Theorem 3.6.1. For q ∈ (1, 2) and λ > 0 define
Xqσ,Oseen(R
3) :=
{
v ∈ L1loc(R3)3 | div v = 0, ‖v‖q,λ,Oseen <∞
}
,
‖v‖q,λ,Oseen := λ
1
2 ‖v‖ 2q
2−q
+ λ
1
4 ‖∇v‖ 4q
4−q
+ λ‖∂1v‖q + ‖∇2v‖q.
Then Xqσ,Oseen(R
3) is a Banach space and
AOseen : X
q
σ,Oseen(R
3)→ Lqσ(R3)
a homeomorphism. Moreover
‖A−1Oseen‖ ≤ C7 (3.57)
with C7 independent on λ.
Proof. See [17, Theorem VII.4.1].
In addition, we recall the following well-known property:
Lemma 3.6.2. Let v ∈ Lq(R3) for some q ∈ [1,∞). If
−∆v − λ∂1v = 0 in R3, (3.58)
then v = 0.
2Usually, the restriction of the Stokes and Oseen operator to a subspace of solenoidal vector fields is
achieved by defining AStokes := −PH∆ and AOseen := PH(−∆− λ∂1).
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Proof. Applying the Fourier transform FR3 on both sides in (3.58), we see that(|ξ|2 − λiξ1)v̂ = 0.
It follows that supp v̂ ⊂ {0}, whence v is a polynomial. Since v ∈ Lq(R3)3, we must
have v = 0.
The Stokes operator enjoys the following mapping properties:
Theorem 3.6.3. For q ∈ (1, 3/2) define
Xqσ,Stokes(R
3) :=
{
v ∈ L1loc(R3)3 | div v = 0, ‖v‖q,Stokes <∞
}
,
‖v‖q,Stokes := ‖v‖ 3q
3−2q
+ ‖∇v‖ 3q
3−q
+ ‖∇2v‖q.
Then Xqσ,Stokes(R
3) is a Banach space and
AStokes : X
q
σ,Stokes(R
3)→ Lqσ(R3)
a homeomorphism.
Proof. See [17, Theorem IV.2.1].
The main challenge is now to characterize the space Xqσ,⊥(G). We start with the
following lemma.
Lemma 3.6.4. If u ∈ S ′(G) with Pu = 0 satisfies
∂tu−∆u− λ∂1u = 0 in G, (3.59)
then u = 0.
Proof. Applying the Fourier transform FG on both sides in (3.59), we deduce(
i
2pi
T k + |ξ|
2 − λiξ1
)
û = 0.
Since
|ξ|2 + i
(
2pi
T k − λξ1
)
= 0 ⇐⇒ (ξ, k) = (0, 0),
we conclude that supp û ⊂ {(0, 0)}. However, since Pu = 0 we have κ0û = 0, whence
(ξ, 0) /∈ supp û for all ξ ∈ R3. Consequently, supp û = ∅. It follows that û = 0 and thus
u = 0.
In the following theorem, we finally characterize the space Xqσ,⊥(G).
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Theorem 3.6.5. Let q ∈ (1,∞). Then
ATP : W
1,2,q
σ,⊥ (G)→ Lqσ,⊥(G)
homeomorphically. Moreover
‖A−1TP‖ ≤ C8 P (λ, T ), (3.60)
where C8 = C8(q) and P (λ, T ) is a polynomial in λ and T .
Proof. By construction, ATP maps W
1,2,q
σ (G) into L
q
σ(G). Clearly
ATP : W
1,2,q
σ (G)→ Lqσ(G)
is bounded. Moreover, as one may easily verify, the diagram
W 1,2,qσ (G)
ATP−−−−→ Lqσ(G)
P⊥
y yP⊥
W 1,2,qσ (G)
ATP−−−−→ Lqσ(G)
commutes. Thus also
ATP : W
1,2,q
σ,⊥ (G)→ Lqσ,⊥(G) (3.61)
is a bounded map.
We shall now show that the mapping (3.61) is onto. To this end, consider first some
f ∈ P⊥C∞0,σ(G). Clearly, f ∈ S (G)3. In view of (3.28), we put
u := F−1G
[
1
i2piT k + |ξ|2 − λiξ1
f̂
]
.
At the outset, u is well-defined as an element of S ′(G)3. It is easy to verify that
ATPu = f.
The challenge is now to show that u ∈W 1,2,qσ,⊥ (G) and establish the estimate
‖u‖1,2,q ≤ c ‖f‖q (3.62)
for some constant c. Since f = P⊥f , we recall (3.50) and deduce
u = F−1G
[ (
1− κ0(ξ, k)
)
i2piT k + |ξ|2 − λiξ1
f̂
]
. (3.63)
For convenience, we put
M : Ĝ→ C, M(ξ, k) := 1− κ0(ξ, k)|ξ|2 + i(2piT k − λξ1)
(3.64)
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and write
u = F−1G
[
M(ξ, k) · f̂]. (3.65)
We shall use the transference principle for multipliers, that is, Theorem 3.4.1, to establish
(3.62). For this purpose, let χ be a “cut-off” function with
χ ∈ C∞0 (R;R), χ(η) = 1 for |η| ≤
1
2
, χ(η) = 0 for |η| ≥ 1.
We then define
m : R3 × R→ C, m(ξ, η) := 1− χ(
T
2piη)
|ξ|2 + i(η − λξ1)
. (3.66)
We can consider R3 ×R as a group H with addition as group operation. Endowed with
the Euclidean topological, H becomes a locally compact abelian group. It is well-known
that the dual group Ĥ can also be identified with R3 × R equipped with the Euclidean
topology. We can thus consider m as mapping
m : Ĥ → C.
In order to employ Theorem 3.4.1, we let
Φ : Ĝ→ Ĥ, Φ(ξ, k) = (ξ, 2piT k). (3.67)
Clearly, Φ is a continuous homomorphism. Moreover,
M = m ◦ Φ. (3.68)
Consequently, if we can show that m is a continuous Lq(R3 × R)-multiplier we may
conclude from Theorem 3.4.1, or Theorem 3.4.5, that M is a Lq(G)-multiplier. To see
that m is a continuous Lq-multiplier, we recall that
|ξ|2 + i(η − λξ1) = 0 ⇐⇒ (ξ, η) = (0, 0). (3.69)
Thus, the only zero of the denumerator in (3.66) is (0, 0). Since the numerator (ξ, η)→
1 − χ( T2piη) in (3.66) vanishes in a neighborhood of (0, 0), however, we see that m is
continuous; in fact m is smooth. We shall now apply Marcinkiewicz’s multiplier theorem
to show thatm is an Lq(R3×R)-multiplier. Note that Marcinkiewicz’s multiplier theorem
can be employed at this point since m is a Fourier multiplier in an Rn setting (R4 to be
precise). We must show, recall Theorem 2.4.1, that
sup
ε∈{0,1}4
sup
(ξ,η)∈R3×R
∣∣ξε11 ξε22 ξε33 ηε4∂ε11 ∂ε22 ∂ε33 ∂ε4η m(ξ, η)∣∣ ≤ c1. (3.70)
Given the structure of m, this is in fact quite easy to verify. Since m is smooth, we only
need to show that all functions of type
(ξ, η)→ ξε11 ξε22 ξε33 ηε4∂ε11 ∂ε22 ∂ε33 ∂ε4η m(ξ, η). (3.71)
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stay bounded as |(ξ, η)| → ∞. As these functions are rational functions away from (0, 0),
this is easy to verify. Consequently, we conclude (3.70). If we analyze the bound on the
functions more carefully, we find that c1 can be chosen such that
c1 = P1(λ, T ),
with P1(λ, T ) a polynomial in λ and T . By Theorem 2.4.1, m is an Lq(R4)-multiplier.
In turn, due to (3.68) it follows from Theorem 3.4.1, or Theorem 3.4.5, that M is an
Lq(G)-multiplier. Recalling (3.65), we thus obtain
‖u‖q ≤ c2 P1(λ, T ) ‖f‖q, (3.72)
with c2 = c2(q). Differentiating u with respect to time and space, we obtain from (3.65)
the representation formulas
∂tu = F−1G
[
(i
2pi
T k)M(ξ, k) · f̂
]
and
∂αxu = F−1G
[
(iξ)αM(ξ, k) · f̂],
respectively. We can now repeat the argument above with (i2piT k)M(ξ, k) in the role of
the multiplier M , and (i2piT η)m(ξ, η) in the role of m, to conclude
‖∂tu‖q ≤ c3 P2(λ, T ) ‖f‖q, (3.73)
with c3 = c3(q). Similarly, for |α| ≤ 2 we repeat the argument above with (iξ)αM(ξ, k)
in the role of M , and (iξ)αm(ξ, η) in the role of m, and obtain
‖∂αxu‖q ≤ c4 P3(λ, T ) ‖f‖q. (3.74)
Collecting (3.72), (3.73), and (3.74), we thus conclude
‖u‖1,2,q ≤ c5 P4(λ, T )‖f‖q, (3.75)
with c5 = c5(q). Recalling (2.6), (3.50), and the fact that PHf = f and P⊥f = f ,
we see directly from (3.63) that also PHu = u and P⊥u = u. Thus u ∈ W 1,2,qσ,⊥ (G).
Consequently, we have constructed for arbitrary f ∈ P⊥C∞0,σ(G) a vector field u ∈
W 1,2,q(G) such that ATPu = f and for which (3.75) holds. Since C
∞
0,σ(G) is a dense
subset of Lqσ(G), recall Lemma 3.2.1, it follows that P⊥C∞0,σ(G) is dense in Lqσ,⊥(G).
Thus, by a standard density argument, we can find for any f ∈ Lqσ,⊥(G) a vector field
u ∈W 1,2,qσ,⊥ (G) that satisfies ATPu = f and satisfies (3.75). In particular, we have verified
that the map (3.61) is onto.
Finally, we must verify that the map in (3.61) is injective. This, however, follows
directly from Lemma 3.6.4.
Since the map in (3.61) is bounded and bijective, it is a homeomorphism by the open
mapping theorem. The bound (3.60) follows from (3.75).
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Remark 3.6.6. The key reason the argument above works is that the numerator 1 − χ
in the fraction that defines the multiplier m in (3.66) vanishes in a neighborhood of the
only zero of the denumerator
(ξ, η)→ |ξ|2 + i(η − λξ1).
As a consequence, m is bounded and smooth. If we did not have 1−χ in the numerator
of m, that is, if the multiplier under investigation was
m˜ : R3 × R→ C, m˜(ξ, η) := 1|ξ|2 + i(η − λξ1)
,
the multiplier would have a singularity at (ξ, η) = (0, 0). It is easy the see that m˜ is not
an Lq-multiplier. The appearance of 1− χ in the numerator of m is therefore crucial to
the proof of Theorem 3.6.5. The reason we can put 1− χ in the numerator of m is due
to the restriction of ATP to the subspace W
1,2,q
σ,⊥ (G) = P⊥W 1,2,qσ (G). More precisely, it is
a consequence of 1− κ0 being the Fourier multiplier of P⊥. This observation illustrates
the importance of the decomposition of the function spaces induced by the projections
P and P⊥.
The combination of Theorem 3.6.1 and Theorem 3.6.5 establish maximal regularity of
the time-periodic linearized Navier-Stokes in the case λ 6= 0. Similarly, the combination
of Theorem 3.6.3 and Theorem 3.6.5 establish maximal regularity in the case λ = 0. We
manifest this in the following theorem:
Theorem 3.6.7. If q ∈ (1, 2) and λ > 0, then
Aλ,σ : X
q
σ,Oseen(R
3)×W 1,2,qσ,⊥ (G)→ Lqσ(G),
Aλ,σ(v, w) := ∂tw −∆
(
v + w
)− λ∂1(v + w) (3.76)
is a homeomorphism and
‖A−1λ,σ‖ ≤ C9 P (λ, T ), (3.77)
where C9 = C9(q) and P (λ, T ) is a polynomial in λ and T .
If q ∈ (1, 32), then
Aσ : X
q
σ,Stokes(R
3)×W 1,2,qσ,⊥ (G)→ Lqσ(G),
Aσ(v, w) := ∂tw −∆
(
v + w
) (3.78)
is a homeomorphism and
‖A−1σ ‖ ≤ C10 P (λ, T ), (3.79)
where C10 = C10(q) and P (λ, T ) is a polynomial in λ and T .
50
3.6 Maximal regularity
Proof. Consider first q ∈ (1, 2) and λ > 0. Clearly, Aλ,σ is a bounded linear mapping
from Xqσ,Oseen(R
3) × W 1,2,qσ,⊥ (G) into Lqσ(G). To see that Aλ,σ is injective, consider an
element (v, w) ∈ kerAλ,σ. Then
∂tw −∆
(
v + w
)− λ∂1(v + w) = 0.
Applying the projection P to this identity yields AOseenv = 0. Since, by Theorem 3.6.1,
AOseen : X
q
σ,Oseen(R
3) → Lqσ(R3) is a homeomorphism, we must have v = 0. It then
follows that ATPw = 0, which, since by Theorem 3.6.5 also ATP : W
1,2,q
σ,⊥ (G)→ Lqσ,⊥(G)
is a homeomorphism, implies w = 0. We conclude that Aλ,σ is injective. To see that
Aλ,σ is onto, consider an element f ∈ Lqσ(G). We can decompose
f = Pf + P⊥f ∈ Lqσ(R3)⊕ Lqσ,⊥(G)
according to (3.42). Letting
(v, w) :=
(
A−1Oseen
(Pf), A−1TP(P⊥f)),
we see that Aλ,σ(v, w) = f . Consequently, Aλ,σ is onto. Moreover, since
‖v‖Xqσ,Oseen(R3) + ‖w‖W 1,2,qσ,⊥ (G) ≤ ‖A
−1
Oseen‖‖Pf‖q + ‖A−1TP‖‖P⊥f‖q
≤ (‖A−1Oseen‖+ ‖A−1TP‖) ‖f‖q,
we deduce from (3.57) and (3.60) that A−1λ,σ is bounded and satisfies (3.77). This con-
cludes the first part of the theorem. Employing Theorem 3.6.3 instead of Theorem 3.6.1,
the second part can be shown by the same arguments.
Theorem 3.6.7 yields maximal regularity for the system (3.53) in a setting of solenoidal
vector fields. To establish maximal regularity for the original system (3.51), we must
include the pressure term p in the function spaces. For this purpose, we need the
following lemma:
Lemma 3.6.8. Let q ∈ (1, 3). Put
XqP(G) := {p ∈ L1loc(G) | ‖p‖XqP(G) <∞},
‖p‖XqP(G) :=
(
1
T
T∫
0
‖p(·, t)‖q3q
3−q
dt+ ‖∇p‖qq
)1/q
.
(3.80)
Then
grad : XqP(G)→ G q(G), grad p := ∇p (3.81)
is a homeomorphism.
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Proof. Clearly, grad is a bounded linear map. Consider p ∈ ker grad. Then ∇p = 0 in G
and thus p(x, t) = c(t). Since ‖p‖XqP(G) < ∞, we must have p = 0. Consequently, grad
is injective. To show that grad is onto, we consider the mapping
I : S (G)3 → S ′(G), I(f) := F−1R3
[
ξj
|ξ|2 · FR3
[
fj
]]
,
where FR3 : S (G)→ S (G) denotes the partial Fourier transform. Observe that
∇I(f) = [ Id−PH]f. (3.82)
By well-known properties of the Riesz potential (see for example [29, Theorem 6.1.3]),
we find that
1
T
T∫
0
‖I(f)(·, t)‖q3q
3−q
dt ≤ c1 1T
T∫
0
‖f(·, t)‖qq dt = c1 ‖f‖qq.
In combination with (3.82), this estimate yields
‖I(f)‖XqP(G) ≤ c2 ‖f‖q.
By a density argument, we can extend I uniquely to a bounded map
I : Lq(G)3 → XqP(G)
that satisfies (3.82) for all f ∈ Lq(G)3. We can now show that grad is onto. If namely
f ∈ G q(G), then ∇I(f) = f . We conclude by the open mapping theorem that grad is a
homeomorphism. In fact, the inverse is given by I.
Combining Theorem 3.6.7 and Lemma 3.6.8, we obtain:
Theorem 3.6.9. If q ∈ (1, 2) and λ > 0, then
Aλ : X
q
σ,Oseen(R
3)×W 1,2,qσ,⊥ (G)×XqP(G)→ Lq(G)3,
Aλ(v, w, p) := ∂tw −∆
(
v + w
)− λ∂1(v + w)+∇p (3.83)
is a homeomorphism and
‖A−1λ ‖ ≤ C11 P (λ, T ), (3.84)
where C11 = C11(q) and P (λ, T ) is a polynomial in λ and T .
If q ∈ (1, 32), then
A : Xqσ,Stokes(R
3)×W 1,2,qσ,⊥ (G)×XqP(G)→ Lq(G)3,
A(v, w, p) := ∂tw −∆
(
v + w
)
+∇p
(3.85)
is a homeomorphism and
‖A−1‖ ≤ C12 P (λ, T ), (3.86)
where C12 = C12(q) and P (λ, T ) is a polynomial in λ and T .
Proof. We simply recall from Lemma 2.3.4 the decomposition Lq(G) = Lqσ(G)⊕ G q(G)
and combine Theorem 3.6.7 and Lemma 3.6.8.
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3.7 Flow past a rotating body
We end the chapter with an application of the maximal regularity results in the pre-
vious section to the analysis of a linearized flow past a rotating obstacle. In particular,
we shall give simple proofs of certain Lq-estimates originally established by Farwig,
Hishida, and Mu¨ller in [9] and by Farwig in [6].
Consider a rigid body in a Navier-Stokes liquid that fills the whole three-dimensional
space outside the body. Assume the body’s center of mass is moving with constant
velocity λ e1 ∈ R3, and that the body is rotating with constant angular velocity ω e1 ∈ R3.
Here, λ ∈ R and ω ∈ R are constants. We assume ω 6= 0, that is, the angular velocity is
non-zero. If we denote the domain exterior to the body by Ω, the equations of motion
for the liquid written in a frame attached to the body’s center of mass are
∂tv −∆v +∇p+ v · ∇v − λ∂1v − ω
(
e1 ∧x · ∇v − e1 ∧v
)
= f in Ω× (0,∞),
div v = 0 in Ω× (0,∞),
v = λ e1 +(ω e1) ∧ x on ∂Ω× (0,∞),
lim
|x|→∞
v(x, t) = 0,
(3.87)
where v : Ω × (0,∞) → R3 and p : Ω × (0,∞) → R denote the Eulerian velocity and
pressure of the liquid, respectively, and f : Ω × (0,∞) → R3 is an external force. The
reader is referred to [20] and [21] for the derivation of (3.87) and further details on the
physical background.
In the following, we are interested in the steady-state solutions to (3.87), that is,
time-independent solutions (v, p) corresponding to a time-independent external force f .
A fundamental component in the analysis of these solutions is an investigation of the
corresponding linearized, steady-state, whole-space problem{
−∆v +∇p− λ∂1v − ω
(
e1 ∧x · ∇v − e1 ∧v
)
= f in R3,
div v = 0 in R3.
(3.88)
The above system is the classical steady-state Oseen (λ > 0) or Stokes (λ = 0) problem
in the whole-space with the additional term ω
(
e1 ∧x · ∇v− e1 ∧v
)
in the field equation.
The additional term stems from the rotating frame of reference and represents the main
challenge of the problem. Due to the unbounded coefficient e1 ∧x, the term cannot in
general be treated as a perturbation to the Oseen or Stokes operator.
Maximal regularity in an Lq-setting of the system (3.88) was established for the first
time in the Stokes case (λ = 0) by Farwig, Hishida, and Mu¨ller in [9], and in the
Oseen case (λ 6= 0) by Farwig in [6]. More specifically, in [9, Theorem 1.1] the following
result was obtained:
Theorem 3.7.1. Let q ∈ (1,∞), λ = 0, and ω > 0. For any f ∈ Lq(R3)3 there exists a
solution (v, p) ∈ D2,q(R3)3 ×D1,q(R3) to (3.88) that satisfies
‖∇2v‖q + ‖∇p‖q + ‖ω
(
e1 ∧x · ∇v − e1 ∧v
)‖q ≤ C13‖f‖q. (3.89)
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If (v˜, p˜) ∈ D2,r(R3)3 ×D1,r(R3), r ∈ (1,∞), is another solution to (3.88), then
v˜ = v + α e1 +β e1 ∧x+ σ(−2x1, x2, x3), p˜ = p+ γ (3.90)
for some α, β, σ, γ ∈ R.
In [6, Theorem 1.1 and Corollary 1.2] similar results were obtained the Oseen case:
Theorem 3.7.2. Let q ∈ (1,∞), λ > 0, and ω > 0. For any f ∈ Lq(R3)3 there exists a
solution (v, p) ∈ D2,q(R3)3 ×D1,q(R3) to (3.88) that satisfies
‖∇2v‖q + ‖∇p‖q ≤ C14‖f‖q. (3.91)
Moreover,
‖λ∂1v‖q + ‖ω
(
e1 ∧x · ∇v − e1 ∧v
)‖q ≤ C15‖f‖q. (3.92)
If 1 < q < 4, then
‖∇v‖ 4q
4−q
≤ C16‖f‖q. (3.93)
If 1 < q < 2, then
‖v‖ 2q
2−q
≤ C17‖f‖q. (3.94)
If (v˜, p˜) ∈ D2,r(R3)3 ×D1,r(R3), 1 < r <∞, is another solution to (3.88), then
v˜ = v + α e1 +β e1 ∧x, p˜ = p+ γ (3.95)
for some α, β, γ ∈ R.
The proofs of Theorem 3.7.1 and Theorem 3.7.2 presented in [9] and [6], respectively,
are very technical and rely on a non-trivial application of the Littlewood-Paley decompo-
sition. Here, simple proofs based on the maximal regularity results for the time-periodic
problem obtained in the previous section will be presented.
Before proceeding with the proofs, we briefly examine the connection between system
(3.88) and the time-periodic problem (3.24) treated in the previous section. For this
purpose, we introduce the rotation matrix
Q(t) :=
 1 0 00 cosωt − sinωt
0 sinωt cosωt
 ∈ SO(3), t ∈ R. (3.96)
Clearly, Q(t) is 2piω -periodic. We now choose
T := 2pi
ω
, (3.97)
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and let G denote the group G := R3 × R/T Z as in (3.9). We introduce the operator
K : S (G)3 → S (G)3, Ku(x, t) := Q(t)u(Q(t)>x, t).
Clearly, K is a homeomorphism with inverse
K−1 : S (G)3 → S (G)3, K−1u(x, t) = Q(t)>u(Q(t)x, t).
Both K and its inverse K−1 extend by duality to homeomorphisms
K : S ′(G)3 → S ′(G)3, K−1 : S ′(G)3 → S ′(G)3.
The fundamental observation concerning the connection between system (3.88) and
(3.24) are the identities
∂tKu = K∂tu−K
[
ω
(
e1 ∧x · ∇u− e1 ∧u
)]
, (3.98)
∆Ku = K∆u, (3.99)
∂1Ku = K∂1u, (3.100)
all of which one may verify by a direct computation. It follows from these identities that
K−1ATPKu = ATPu− ω
(
e1 ∧x · ∇u− e1 ∧u
)
,
whence
PK−1ATPKu = −∆Pu− λ∂1Pu− ω
(
e1 ∧x · ∇Pu− e1 ∧Pu
)
. (3.101)
Restricted to time-independent vector fields, the differential operator in the field equation
of (3.88) thus coincides with the conjugate by K of ATP , that is, coincides with the
conjugate by K of the differential operator appearing in (3.24). Based on this relation,
we can utilize the maximal regularity result for ATP established in Theorem 3.6.5 to
give simple proofs of Theorem 3.7.1 and Theorem 3.7.2. We first collect some useful
identities in a lemma.
Lemma 3.7.3. The following identities are true as equations for operators on S ′(G)3:
PKP = KPKP = K−1PKP, (3.102)
PK−1P⊥KP = (Id−PK)P, (3.103)
PK−1ATPPKP =
(−∆− λ∂1)PKP = PKP(−∆− λ∂1), (3.104)
(PKP)2 = PKP, (3.105)
∆PK = PK∆, (3.106)
PK−1ATPK = K−1ATPKP. (3.107)
Moreover,
∀u ∈ S ′(G)3 : div u = 0⇒ div Ku = divPKu = 0. (3.108)
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Proof. All identities can be verified by a direct computation.
Proof of Theorem 3.7.1. Let f ∈ Lq(R3)3. In view of (3.101), the goal is first to find a
vector field v ∈ D2,q(R3)3 satisfying
PK−1ATPKv = PHf, div v = 0. (3.109)
In view of (3.108), we clearly have PKPHf ∈ Lqσ(R3). It is therefore well-known, see for
example [17, Theorem IV.2.1], that there is a solution u0 ∈ D2,q(R3)3 to the whole-space
Stokes problem
−∆u0 = PKPHf, div u0 = 0. (3.110)
Since λ = 0, PPHf = PHf , and Pu0 = u0, applying PKP to both equations in (3.110)
and utilizing (3.102),(3.104)–(3.105) as well as (3.108) we find that
PK−1ATPKPKu0 = PKPHf, divPKu0 = 0. (3.111)
Using (3.106) we also find that
‖∆PKu0‖q = ‖PK∆u0‖q = ‖PKPHf‖q ≤ ‖PHf‖q. (3.112)
In the next step we observe that P⊥KPHf ∈ Lqσ,⊥(G) and put
u1 := PK−1A−1TPP⊥KPHf,
which is well-defined as an element in W 2,q(R3)3 with div u1 = 0 by Theorem 3.6.5.
Utilizing (3.103) and (3.107), we can express u1 as
u1 = K
−1A−1TPK(Id−PK)PHf. (3.113)
It follows that
PK−1ATPKu1 = (Id−PK)PHf, div u1 = 0. (3.114)
Recalling (3.106), we see that
‖∆u1‖Lq(R3) = ‖PK−1∆A−1TPP⊥KPHf‖Lq(R3)
≤ ‖∆A−1TPP⊥KPHf‖Lq(G)
≤ ‖A−1TPP⊥KPHf‖W 1,2,q(G).
(3.115)
From Theorem 3.6.5 we thus obtain the estimate
‖∆u1‖Lq(R3) ≤ c1‖P⊥KPHf‖Lq(G) ≤ c1‖PHf‖Lq(R3). (3.116)
We now put
v := PKu0 + u1.
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Combining (3.111) and (3.114), we conclude that v ∈ D2,q(R3)3 is a solution to (3.109).
By Lemma 2.3.5 there is p ∈ D1,q(R3) with ∇p = (Id−PH)f . We see from (3.101)
that (v, p) solves (3.88). Moreover, from (3.112) and (3.116) we obtain ‖∆v‖q ≤ c2‖f‖q,
which implies ‖∇2v‖q ≤ c3‖f‖q. Clearly ‖∇p‖q ≤ ‖f‖q. Since
ω
(
e1 ∧x · ∇v − e1 ∧v
)
= f + ∆v −∇p,
we can thus conclude (3.89).
It remains to show the uniqueness property. Assume (v˜, p˜) ∈ D2,r(R3)3 × D1,r(R3)
is another solution to (3.88). Put (V, P ) = (v − v˜, p − p˜). Then (V, P ) satisfies (3.88)
with a homogeneous right-hand side. Applying div to both sides of the first equation
in (3.88), we thus see that ∆P = 0. Since P ∈ D1,q(R3) + D1,r(R3), it follows that
P = γ for some constant γ ∈ R. Next, we consider V as an element of S ′(G)3 and
conclude from (3.98)–(3.100) that ATPKV = 0. Applying P and P⊥ to this equation
yields ∆PKV = 0 and ATPP⊥KV = 0, respectively. By Lemma 3.59, the latter identity
implies P⊥KV = 0. Consequently KV = PKV , whence the former identity implies
V = K−1
(
Ax + b
)
for some constants A ∈ R3×3 and b ∈ R3. Combined with the fact
that div V = 0, we conclude that
V (x) = Q(t)>
(
AQ(t)x+ b
) ∧ TrA = 0. (3.117)
Choosing first t = 0 in (3.117) immediately yields V = Ax+ b. Choosing then x = 0 in
(3.117) implies that t → Q(t)>b is independent on t. Consequently, b = α e1 for some
α ∈ R. Finally, inserting combinations of the values t = 0, t = T4 , t = 2T4 , t = 3T4 and
x = e1, x = e2, x = e3 one obtains A = β e1 ∧x+ σ(−2x1, x2, x3) for some β, σ ∈ R. We
thus conclude (3.90).
Proof of Theorem 3.7.2. The proof is similar to the proof of Theorem 3.7.1. More specif-
ically, we construct the solution v as a sum v := PKu0 + u1 with u0 a solution to the
Oseen problem
−∆u0 − λ∂1u0 = PKPHf, div u0 = 0 (3.118)
and
u1 := PK−1A−1TPP⊥KPHf.
Moreover, we choose p ∈ D1,q(R3) with ∇p = (Id−PH)f . Clearly ‖∇p‖q ≤ ‖f‖q. It
is well-known, see for example [17, Theorem VII.4.1], that the solution u0 to the Oseen
problem satisfies the estimate
‖∇2u0‖q ≤ c1‖PKPHf‖q ≤ c1‖f‖q.
In addition, u0 can be chosen such that it also satisfies (3.93) and (3.94). It is easy to
verify that the same estimates are also true for PKu0. As in (3.115), we utilize Theorem
3.6.5 to estimate
‖u1‖W 2,q(R3) ≤ c2‖f‖q.
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By Sobolev’s embedding theorem it follows that u1 also satisfies (3.93) and (3.94). We
conclude that the solution (v, p) satisfies (3.91), (3.93) and (3.94). It remains to show
(3.92). We recall (3.98) and (3.102) to deduce
0 = ∂tPKu0 = ∂tKPKu0 = ω
(
e1 ∧x · ∇PKu0 − e1 ∧PKu0
)
. (3.119)
We also see that
∂tKu1 = −K
[
ω
(
e1 ∧x · ∇u1 − e1 ∧u1
)]
.
From (3.113) we recall
Ku1 = A
−1
TPK(Id−PK)PHf,
whence we can employ Theorem 3.6.5 to estimate
‖ω( e1 ∧x · ∇u1 − e1 ∧u1)‖Lq(R3) = ‖∂tKu1‖Lq(G)
≤ ‖A−1TPK(Id−PK)PHf‖W 1,2,q(G)
≤ c3‖K(Id−PK)PHf‖Lq(G)
≤ c3‖f‖Lq(R3).
(3.120)
Combining (3.119) and (3.120) we conclude
‖ω( e1 ∧x · ∇v − e1 ∧v)‖Lq(R3) ≤ c3‖f‖Lq(R3).
Since
λ∂1v = −∆v +∇p− ω
(
e1 ∧x · ∇v − e1 ∧v
)− f,
we can finally conclude (3.92).
To show the uniqueness statement, we proceed as in the proof of Theorem 3.7.1 and
put (V, P ) = (v − v˜, p − p˜). As in the proof of Theorem 3.7.1, we immediately deduce
P = γ for some constant γ ∈ R. Also as in the proof of Theorem 3.7.1, we deduce
ATPKV = 0, from which
[
∆ + λ∂1
]PKV = 0 and ATPP⊥KV = 0 follow by applying
P and P⊥, respectively. From
[
∆ + λ∂1
]PKV = 0 we infer that PKV = Ax + b with
A e1 = 0 for some constants A ∈ R3×3 and b ∈ R3. By Lemma 3.6.4 it follows from
ATPP⊥KV = 0 that P⊥KV = 0, which then implies KV = PKV . Recalling that also
div V = 0, we thus have
V (x) = Q(t)>
(
AQ(t)x+ b
) ∧ A e1 = 0 ∧ TrA = 0. (3.121)
Inserting in (3.121) combinations of the values t = 0, t = T4 , t =
2T
4 , t =
3T
4 and x = 0,
x = e1, x = e2, x = e3, one obtains b = α e1 and A = β e1 ∧x for some α, β ∈ R. We
thus conclude (3.95).
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Remark 3.7.4. Recently, simple proofs of Theorem 3.7.1 and Theorem 3.7.2 based on
a different approach than above have been established by Galdi and Kyed in [24].
In [31] Hishida established Lq-estimates of weak solutions to (3.88) in the Stokes case
(λ = 0) in terms of data f in the homogeneous Sobolev space D−1,q0 (R3)3 of negative
order. Similar estimates for weak solutions in the Oseen case (λ 6= 0) were established
in [37] and [38] by Kracˇmar, Necˇasova´, and Penel. The results in [31] and [37], [38]
were obtained using the same very technical approach that was used in [9] and [6] based
on the Littlewood-Paley decomposition. Simple proofs of these estimates were recently
made available by Galdi and Kyed in [22].
Remark 3.7.5. In Theorem 3.7.1 and Theorem 3.7.2 we have stayed silent on how the
various constants in the estimates depend on the parameters λ and ω. In fact, the
constant C13 in Theorem 3.7.1 and C14 Theorem 3.7.2 are independent on λ and ω. This
was already shown in [9], [6] and [24]. In the proof presented above, the independence is
not clear. To establish it, one must analyze how the constant c1 in the estimate (3.116)
depends on λ and ω. This constant stems from Theorem 3.6.5 and ultimately from the
application of Marcinkiewicz’s multiplier theorem, or some other multiplier theorem, to
the multiplier
m : R3 × R→ C, m(ξ, η) := |ξ|
2 · (1− χ( T2piη))
|ξ|2 + i(η − λξ1)
.
In the Stokes case (λ = 0) it is easy to verify from Marcinkiewicz’s multiplier theorem
that the constant is independent on λ and ω. In the Oseen case (λ 6= 0) this is not
obvious, and a more delicate investigation of the multiplier is required. The constants
C15, C16, and C17 in Theorem 3.7.2 do depend on λ and ω. To determine the dependence
more accurately, in addition to the constant c1 in (3.116) also the constant c3 in (3.120)
and the corresponding multiplier originating from Theorem 3.6.5 must be analyzed. It
seems difficult, however, to obtain with this approach the same sharp estimates that
were obtain by simple means in [24].
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In this chapter, existence of strong solutions to the fully non-linear time-periodic
Navier-Stokes system is established for sufficiently small data. More precisely, we shall
show existence of a solution to
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × R,
div u = 0 in R3 × R,
lim
|x|→∞
u(x, t) = 0,
u(·, t+ T ) = u(·, t)
(4.1)
for time-periodic data
f(·, t+ T ) = f(·, t). (4.2)
The solution will be strong in the sense that the solution itself and all its derivatives of
the order appearing in (4.1), that is, order one in time and two in space for u and one
in space for p, are summable in certain Lq-spaces. Moreover, if f is smooth also the
solution is smooth.
We shall focus on the case λ 6= 0, as the case λ = 0 has already been treated by other
authors; see Section 1.2. We will employ the function spaces and maximal regularity
results from the linear theory presented in Chapter 3 to establish existence of a solution
to (4.1) by means of the contraction mapping principle.
4.1 Existence
As in Section 3.2, we reformulate (4.1) in a setting of G-defined vector fields. More
specifically, we let G denote the group G := R3 × R/T Z and investigate for data f ∈
Lq(G)3 resolvability of the system{
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in G,
div u = 0 in G
(4.3)
in the function spaces corresponding to the maximal regularity of the linearized problem
established in Theorem 3.6.9. The main challenge will be to introduce the nonlinear
term u · ∇u into the setting of these function spaces.
In (4.3) we have omitted the condition lim|x|→∞ u(x, t) = 0. This condition will
be incorporated into the functional analytic setting. Observe also that the periodicity
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condition u(·, t + T ) = u(·, t) is rendered redundant in a setting of G-defined vector
fields.
In order to estimate the nonlinear term u·∇u in the functional analytic setting dictated
by the linear theory of Chapter 3, we need the following function spaces:
Definition 4.1.1. For q ∈ (1, 2) and r ∈ (1,∞) we put
Xq,rσ,Oseen(R
3) := Xqσ,Oseen(R
3) ∩D2,r(R3)3,
‖·‖Xq,rσ,Oseen(R3) := ‖·‖Xqσ,Oseen(R3) + |·|2,r.
(4.4)
Note that
(
Xq,rσ,Oseen(R
3), ‖·‖Xq,rσ,Oseen(R3)
)
is a Banach space. Moreover, we let
W 1,2,q,rσ,⊥ (G) := W
1,2,q
σ,⊥ (G) ∩W 1,2,rσ,⊥ (G),
‖·‖1,2,q,r := ‖·‖1,2,q + ‖·‖1,2,r.
(4.5)
Observe that also
(
W 1,2,q,rσ,⊥ (G), ‖·‖1,2,q,r
)
is a Banach space. We further put
Xq,rP (G) := {p ∈ L1loc(G) | ‖p‖Xq,rP (G) <∞},
‖p‖Xq,rP (G) := ‖p‖XqP(G) + ‖∇p‖r.
(4.6)
Finally, we define
Lq,r(G) := Lq(G) ∩ Lr(G),
‖·‖q,r := ‖·‖q + ‖·‖r,
(4.7)
and put
Lq,rσ (G) := L
q
σ(G) ∩ Lrσ(G),
G q,r(G) :=
[
Id−PH
]
Lq,r(G)3.
(4.8)
We shall need the following embedding properties:
Lemma 4.1.2. Let q ∈ (1, 43] and r ∈ (4,∞). Then every v ∈ Xq,rσ,Oseen(R3) satisfies
‖∇v‖∞ ≤ C18‖v‖Xq,rσ,Oseen(R3), (4.9)
‖∇v‖r ≤ C19‖v‖Xq,rσ,Oseen(R3), (4.10)
‖v‖∞ ≤ C20‖v‖Xq,rσ,Oseen(R3), (4.11)
‖∇v‖2 ≤ C21‖v‖Xq,rσ,Oseen(R3). (4.12)
Moreover, every w ∈W 1,2,q,rσ,⊥ (G) satisfies
‖w‖∞ ≤ C22‖w‖1,2,q,r. (4.13)
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Proof. Recall (2.3) and observe that
‖∇v‖∞ ≤ C3
(
|v|2,r + ‖∇v‖ 4q
4−q
)
≤ C3‖v‖Xq,rσ,Oseen(R3),
which implies (4.9). It follows that ∇v ∈ L 4q4−q (R3) ∩ L∞(R3) and consequently, since
4q
4−q < r <∞, by interpolation that
‖∇v‖r ≤ c1
(‖∇v‖∞ + ‖∇v‖ 4q
4−q
) ≤ c1‖v‖Xq,rσ,Oseen(R3).
This shows (4.10). With (4.10) at our disposal, we again employ (2.3) and find that
‖v‖∞ ≤ C3
(‖∇v‖r + ‖v‖ 2q
2−q
) ≤ c2‖v‖Xq,rσ,Oseen(R3).
Thus (4.11) follows. To show (4.12), observe, since q ≤ 43 and thus 4q4−q ≤ 2, that
‖∇v‖2 ≤ c3
(‖∇v‖ 4q
4−q
+ ‖∇v‖∞
) ≤ c4‖v‖Xq,rσ,Oseen(R3).
Finally, the Sobolev embedding W 1,r(G) ↪→ L∞(G) for r > 4 implies (4.13).
In the context of the function spaces in Definition 4.1.1, we can state the following
modified version of Theorem 3.6.7:
Theorem 4.1.3. If q ∈ (1, 2), r ∈ (4,∞), and λ > 0, then
Aλ,σ : X
q,r
σ,Oseen(R
3)×W 1,2,q,rσ,⊥ (G)→ Lq,rσ (G),
Aλ,σ(v, w) := ∂tw −∆
(
v + w
)− λ∂1(v + w) (4.14)
is a homeomorphism, and
‖A−1λ,σ‖ ≤ C23 P (λ, T ), (4.15)
where P (λ, T ) is a polynomial in λ and T , and C23 = C23(q).
Proof. We only need to verify that AOseen maps X
q,r
σ,Oseen(R
3) homeomorphically onto
Lq,rσ (R3). The rest of the proof follows exactly the proof of Theorem 3.6.7. Recalling
(4.10), we have ‖∂1v‖r ≤ c1‖v‖Xq,rσ,Oseen(R3). It is therefore easy to verify that AOseen is
a continuous map from Xq,rσ,Oseen(R
3) into Lq,rσ (R3). It is well-known, see for example
[17, Theorem VII.4.1], that the map is onto. By Lemma 3.6.2, the map is injective.
Hence, AOseen maps X
q,r
σ,Oseen(R
3) homeomorphically onto Lq,rσ (R3) by the open mapping
theorem.
We further state the following simple modification of Lemma 3.6.8.
Lemma 4.1.4. Let q ∈ (1, 3) and r ∈ (1,∞). Then
grad : Xq,rP (G)→ G q,r(G), grad p := ∇p (4.16)
is a homeomorphism.
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Proof. The proof follows the proof of Lemma 3.6.8.
Based on Theorem 4.1.3, we can now establish existence of a strong solution to (4.3)
by employing the contraction mapping principle.
Theorem 4.1.5. Let q ∈ (1, 43], r ∈ (4,∞), and λ > 0. There is a constant ε0 > 0 such
that for all f ∈ Lq(G)3 ∩ Lr(G)3 with
‖f‖q + ‖f‖r ≤ ε0 (4.17)
there is a solution (u, p) to (4.3) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G). (4.18)
Proof. We can use the Helmholtz projection, see Definition 3.2.2 and Lemma 3.2.3, to
eliminate the pressure term ∇p in (4.3). More precisely, we shall first study{
∂tu−∆u− λ∂1u+ PH
[
u · ∇u] = PHf in G,
div u = 0 in G.
(4.19)
After solving (4.19), a pressure term p can be constructed such that (u, p) solves (4.3).
We first show that any pair of vector fields (v, w) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G) satisfies
(v + w) · ∇(v + w) ∈ Lq,r(G)3. Recalling (4.11) and (4.10), we find that
‖v · ∇v‖r ≤ ‖v‖∞ ‖∇v‖r ≤ c1‖v‖2Xq,rσ,Oseen(R3). (4.20)
Moreover, employing Ho¨lder’s inequality and recalling (4.12) we deduce
‖v · ∇v‖q ≤ ‖v‖ 2q
2−q
‖∇v‖2 ≤ c2‖v‖2Xq,rσ,Oseen(R3). (4.21)
We also observe that
‖v · ∇w‖r ≤ ‖v‖∞ ‖∇w‖r ≤ c3‖v‖Xq,rσ,Oseen(R3) ‖w‖1,2,q,r (4.22)
and
‖v · ∇w‖q ≤ ‖v‖∞ ‖∇w‖q ≤ c4‖v‖Xq,rσ,Oseen(R3) ‖w‖1,2,q,r. (4.23)
Similarly, we can estimate
‖w · ∇v‖r ≤ ‖w‖r ‖∇v‖∞ ≤ c5‖w‖1,2,q,r ‖v‖Xq,rσ,Oseen(R3) (4.24)
and
‖w · ∇v‖q ≤ ‖w‖q ‖∇v‖∞ ≤ c6‖w‖1,2,q,r ‖v‖Xq,rσ,Oseen(R3). (4.25)
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By (4.13) it follows that also
‖w · ∇w‖r ≤ ‖w‖∞ ‖∇w‖r ≤ c7‖w‖21,2,q,r (4.26)
and
‖w · ∇v‖q ≤ ‖w‖∞ ‖∇v‖q ≤ c8‖w‖21,2,q,r. (4.27)
Combining (4.20)–(4.27), we conclude
‖(v + w) · ∇(v + w)‖q,r ≤ c9‖(v, w)‖2Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G). (4.28)
We can now define the map
L : Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)→ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G),
L(v, w) := A−1λ,σ
(PHf − PH[(v + w) · ∇(v + w)]).
Clearly, a fixed point (v, w) of L induces a solution u := v+w to (4.19). We shall employ
Banach’s fixed point theorem to show existence of such a fixed point. To this end, we
recall (4.15) and estimate
‖L(v, w)‖ ≤ C23P (λ, T )
(‖PHf‖q,r + ‖PH[(v + w) · ∇(v + w)]‖q,r)
≤ c10P (λ, T )
(
ε0 + ‖(v, w)‖2Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)
)
.
(4.29)
Consequently, L is a self-mapping on the ball Bρ ⊂ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G) provided
ρ and ε0 satisfy
c10P (λ, T )
(
ε0 + ρ
2
) ≤ ρ.
The above inequality is satisfied if we, for example, choose
ρ :=
1
4c10P (λ, T ) , ε0 :=
1
16c102P (λ, T )2 . (4.30)
With this choice of parameters, we further have for (v1, w1), (v2, w2) ∈ Bρ:
‖L(v1, w1)− L(v2, w2)‖ ≤ c10P (λ, T ) ‖(v1, w1)− (v2, w2)‖2
≤ c10P (λ, T ) 2ρ ‖(v1, w1)− (v2, w2)‖
≤ 1
2
‖(v1, w1)− (v2, w2)‖.
Thus, L becomes a contractive self-mapping. By Banach’s fixed point theorem, L then
has a unique fixed point in Bρ.
Finally, we construct the pressure. By (4.28), u · ∇u ∈ Lq,r(G)3. Recalling Lemma
4.1.4, the function
p := grad−1
([
Id−PH
](
f − u · ∇u))
belongs to Xq,rP (G). Clearly, (u, p) is a solution to (4.3).
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4.2 Regularity
We shall now show for a strong solution that additional regularity of the data translates
into a similar degree of additional regularity for the solution. More specifically, we have
Theorem 4.2.1. Let λ > 0, q ∈ (1, 43], r ∈ (8,∞), m ∈ N0, and
f ∈Wm,q(G)3 ∩Wm,r(G)3. (4.31)
If (u, p) is a solution to (4.3) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G), (4.32)
then
∀(α, β, κ) ∈ N30 × N30 × N0, |α| ≤ m, |β|+ |κ| ≤ m :
(∂αx v, ∂
β
x∂
κ
t w, ∂
β
x∂
κ
t p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G).
(4.33)
Proof. Observe that ∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w] in G,
divw = 0 in G.
(4.34)
We shall first “take half a derivative in time” on both sides of (4.34). We therefore
introduce the pseudo-differential operator
∂
1
2
t : S (G)→ S (G), ∂
1
2
t ψ := F−1G
[(
i
2pi
T k
) 1
2 ψ̂
]
,
which, by duality, extends to an operator
∂
1
2
t : S
′(G)→ S ′(G).
Note that w · ∇w = divw ⊗ w. We thus find that
∂
1
2
t
[P⊥[w · ∇w]]j = F−1G [
(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξl)
|ξ|2 + i2piT k
(|ξ|2 + i2piT k) ŵjwl
]
= F−1G
[
Ml(ξ, k)FG
[
(∂t −∆)[wjwl]
]] (4.35)
with
Ml : Ĝ→ C, Ml(ξ, k) :=
(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξl)
|ξ|2 + i2piT k
.
Observe that the only zero of the polynomial denumerator of Ml is (ξ, k) = (0, 0). When
k = 0, however, the numerator vanishes due to the term
(
1−κ0(ξ, k)
)
. Consequently, we
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see that Ml ∈ C∞(Ĝ) and that Ml is bounded. Using the same argument based on the
transference principle of multipliers that was employed in the proof of Theorem 3.6.7, it
follows that Ml is an L
p(G)-multiplier for all p ∈ (1,∞). More specifically, let χ be a
“cut-off” function with
χ ∈ C∞0 (R;R), χ(η) = 1 for |η| ≤
1
2
, χ(η) = 0 for |η| ≥ 1,
and define
ml : R3 × R→ C, m(ξ, η) :=
(
1− χ( T2piη)
)(
iη
) 1
2 ξl
|ξ|2 + iη .
Since ml vanishes in a neighborhood of {η = 0}, we see that ml is smooth. Moreover, as
one readily verifies, ml satisfies condition (2.7) in Marcinkiewicz’s multiplier theorem.
Consequently, ml is an L
p(R3 × R)-multiplier. Introducing the continuous homomor-
phism Φ : Ĝ → R3 × R as in (3.67), and observing that Ml = ml ◦ Φ, we obtain from
Theorem 3.4.1 that Ml is an L
p(G)-multiplier. It follows from (4.35) that
∀p ∈ (1,∞) : ‖∂
1
2
t
[P⊥[w · ∇w]]‖p ≤ c1 ‖(∂t −∆)[w ⊗ w]‖p. (4.36)
Due to w ∈W 1,2,q,rσ,⊥ (G) and the fact that, by (4.13), w ∈ L∞(G), we have
∂twjwl ∈ Lq(G) ∩ Lr(G), ∆wjwl ∈ Lq(G) ∩ Lr(G).
Moreover, since r2 > q we observe that
∇wj · ∇wl ∈ Lq(G) ∩ L
r
2 (G). (4.37)
Computing
(∂t −∆)[wjwl] = ∂twjwl + wj∂twl − (∆wjwl + wj∆wl + 2∇wj · ∇wl),
we conclude by (4.36) that
∂
1
2
t
[P⊥[w · ∇w]] ∈ Lq(G) ∩ L r2 (G). (4.38)
We now recall (4.9), (4.11), and (4.13) to deduce
∂twjvl ∈ Lq(G) ∩ Lr(G),
∆wjvl ∈ Lq(G) ∩ Lr(G),
∆vjwl ∈ Lq(G) ∩ Lr(G),
∇wj · ∇vl ∈ Lq(G) ∩ Lr(G).
By the same argument as above, we obtain
‖∂
1
2
t
[
w · ∇v + v · ∇w]‖q ∈ Lq(G) ∩ Lr(G) ⊂ Lq(G) ∩ L r2 (G).
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We now apply ∂
1
2
t to both sides in (4.34). Clearly, all differential operators commute
with ∂
1
2
t . Recalling Definition 3.2.2 of the Helmholtz projection in terms of a Fourier
multiplier, we also see that ∂
1
2
t commutes with PH . Similarly, ∂
1
2
t commutes with P⊥.
Consequently, after applying ∂
1
2
t to both sides in (4.34), we obtain
∂t
[
∂
1
2
t w
]−∆[∂ 12t w]− λ∂1[∂ 12t w] ∈ Lqσ,⊥(G) ∩ L r2σ,⊥(G).
Combining now Theorem 3.6.5 and Lemma 3.6.4, we conclude
∂
1
2
t w ∈W 1,2,qσ,⊥ (G) ∩W
1,2, r
2
σ,⊥ (G). (4.39)
Since
∂t∂jw = F−1G
[(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξj)
|ξ|2 + i2piT k
FG
[
(∂t −∆)∂
1
2
t wj
]]
,
we deduce, by analyzing the multiplier
(ξ, k)→
(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξj)
|ξ|2 + i2piT k
in same way as we analyzed Ml, that
∀p ∈ (1,∞) : ‖∂t∂jw‖p ≤ c2‖(∂t −∆)∂
1
2
t wj‖p.
In view of (4.39), we thus have
∂t∂jw ∈ Lq(G) ∩ L r2 (G). (4.40)
Combined with the fact that w ∈ W 1,2,q,r(G), it follows that ∇w ∈ W 1, r2 (G). Since
r
2 > 4, classical Sobolev embedding yields W
1, r
2 (G) ↪→ L∞(G). Thus
∇w ∈ L∞(G). (4.41)
With this information, we return to (4.37) and conclude that in fact
∇wh · ∇wm ∈ Lq(G) ∩ Lr(G). (4.42)
We therefore obtain improved regularity in (4.38), namely
∂
1
2
t
[P⊥[w · ∇w]] ∈ Lq(G) ∩ Lr(G). (4.43)
Repeating the argument leading up to (4.40), we then deduce
∂t∂jw ∈ Lq(G) ∩ Lr(G). (4.44)
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We shall now take a full derivative in time on both sides in (4.34). Concerning the terms
that will then appear on the right-hand side, we observe, recalling (4.41), (4.13), (4.9)
and (4.11), and (4.44) that
∂tw · ∇w ∈ Lq(G) ∩ Lr(G),
w · ∇∂tw ∈ Lq(G) ∩ Lr(G),
∂tw · ∇v ∈ Lq(G) ∩ Lr(G),
v · ∇∂tw ∈ Lq(G) ∩ Lr(G).
Consequently, we have
∂t
[
∂tw
]−∆[∂tw]− λ∂1[∂tw] ∈ Lqσ,⊥(G) ∩ Lrσ,⊥(G).
Combining again Theorem 3.6.5 and Lemma 3.6.4, we conclude the improved regularity
∂tw ∈W 1,2,qσ,⊥ (G) ∩W 1,2,rσ,⊥ (G) (4.45)
of the time derivative of w. We can establish the same improved regularity of spatial
derivatives of w. For this purpose we simply observe that
∂jw · ∇w ∈ Lq(G) ∩ Lr(G),
w · ∇∂jw ∈ Lq(G) ∩ Lr(G),
∂jw · ∇v ∈ Lq(G) ∩ Lr(G),
w · ∇∂jv ∈ Lq(G) ∩ Lr(G),
∂jv · ∇w ∈ Lq(G) ∩ Lr(G),
v · ∇∂jw ∈ Lq(G) ∩ Lr(G),
which implies, by applying ∂j on both sides in (4.41), that
∂t
[
∂jw
]−∆[∂jw]− λ∂1[∂jw] ∈ Lqσ,⊥(G) ∩ Lrσ,⊥(G).
Employing yet again Theorem 3.6.5 and Lemma 3.6.4, we obtain
∇w ∈W 1,2,qσ,⊥ (G) ∩W 1,2,rσ,⊥ (G). (4.46)
We now turn our attention to v. Note that −∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v] in R3,
div v = 0 in R3.
(4.47)
Recalling (4.41), (4.13), (4.9) and (4.11), one readily verifies
P[∂jw · ∇w] ∈ Lq(R3) ∩ Lr(R3),
P[w · ∇∂jw] ∈ Lq(R3) ∩ Lr(R3),
∂jv · ∇v ∈ Lq(R3) ∩ Lr(R3),
v · ∇∂jv ∈ Lq(R3) ∩ Lr(R3).
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Thus, applying ∂j on both sides in (4.47) we obtain
−∆[∂jv]− λ∂1[∂jv] ∈ Lqσ(R3) ∩ Lrσ(R3).
By Theorem 3.6.1 and Lemma 3.6.2, we conclude that
∇v ∈ Xq,rσ,Oseen(R3). (4.48)
Summarizing (4.45), (4.46), and (4.48), we have established similar regularity for the
first order derivatives of w and v as we had originally for w and v. More precisely, we
have
∀ |α| ≤ 1, |β|+ |κ| ≤ 1 : (∂αx v, ∂βx∂κt w) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G).
Iterating the argument above with (∂αx v, ∂
β
x∂κt w) in the role of (v, w), we obtain the same
regularity for all higher order derivatives as well, that is,
∀|α| ≤ m, |β|+ |κ| ≤ m : (∂αx v, ∂βx∂κt w) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G). (4.49)
Concerning the pressure term p, we clearly have
∇p = ( Id−PH)[f − u · ∇u]. (4.50)
From (4.49) one easily deduces
∀|β|+ |κ| ≤ m : ∂βx∂κt
[
u · ∇u] ∈ Lq,r(G).
Taking derivatives in (4.50) and recalling Lemma 4.1.4, we thus obtain
∀|β|+ |κ| ≤ m : ∂βx∂κt p ∈ Xq,rP (G),
which concludes the theorem.
Provided the data f is smooth, one can use Theorem 4.2.1 to show that a strong
solution to (4.3) is also smooth.
Corollary 4.2.2. Let λ > 0, q ∈ (1, 43], r ∈ (8,∞), and
f ∈ Lr,q(G)3 ∩ C∞(G). (4.51)
If (u, p) is a solution to (4.3) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G), (4.52)
then u ∈ C∞(G)3 and p ∈ C∞(G).
Proof. The corollary follows from Theorem 4.2.1 by a standard localization argument
combined with classical Sobolev embedding.
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Improved regularity in the sense of integrability can be established for a solution to
(4.3) in the same way we showed additional differentiability in Theorem 4.2.1. We state
one such result in the following lemma.
Lemma 4.2.3. Let λ > 0, q0 ∈
(
1, 43
)
, r ∈ (4,∞), and
∀q ∈ (1, q0] : f ∈ Lq,r(G)3. (4.53)
If (u, p) is a solution to (4.3) with u = v + w and
(v, w, p) ∈ Xq0,rσ,Oseen(R3)×W 1,2,q0,rσ,⊥ (G)×Xq0,rP (G), (4.54)
then
∀q ∈ (1, q0] : (v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G). (4.55)
Proof. As in the proof of Theorem 4.2.1, we consider w and v separately. More precisely,
we utilize that w solves ∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w] in G,
divw = 0 in G,
(4.56)
and that v solves −∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v] in R3,
div v = 0 in R3.
(4.57)
Recalling Lemma 4.1.2, one can easily verify that
w · ∇w ∈ L1(G) ∩ Lq0(G), w · ∇v ∈ L1(G) ∩ Lq0(G), v · ∇w ∈ L1(G) ∩ Lq0(G).
Thus, from Theorem 3.6.5 and Lemma 3.6.4 it follows that
∀q ∈ (1, q0] : w ∈W 1,2,q,rσ,⊥ (G).
Based on (4.57), we shall show improved regularity of v in the same way. The critical
term in this context is v · ∇v. Observe for v ∈ Xq,rσ,Oseen(R3) that
s =
4q
8− 3q =⇒ v · ∇v ∈ L
s(G).
Employing Theorem 3.6.1 and Lemma 3.6.2 in a bootstrapping argument along the
sequence
qn+1 :=
4qn
8− 3qn , n ∈ N0
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yields the desired property of v. Note that since q0 ∈
(
1, 43
)
the sequence is strictly
decreasing towards zero. It follows that
∀q ∈ (1, q0] : v ∈ Xq,rσ,Oseen(R3).
The statement concerning the pressure follows from Lemma 4.1.4 and the fact that
∇p = ( Id−PH)[f − w · ∇w − w · ∇v − v · ∇w − v · ∇v].
4.3 Energy equation
The fluid flow corresponding to the strong solution from Theorem 4.1.5 satisfies a
certain balance of energy. The energy being dissipated in the fluid due to viscosity over
a period of time equals the energy added to the fluid from the external force. This
property is expressed in the energy equation in the following theorem.
Theorem 4.3.1. Let q ∈ (1, 43], r ∈ (4,∞), λ > 0, and f ∈ Lq(G)3∩Lr(G)3. A solution
(u, p) to (4.3) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G) (4.58)
satisfies
1
T
T∫
0
∫
R3
|∇u|2 dxdt = 1T
T∫
0
∫
R3
f · udxdt. (4.59)
Proof. The proof relies on the summability properties of the solution being sufficient to
multiply (4.3) with u itself and subsequently integrate over space and time. Due to the
dissimilar summability properties of v and w, it is more convenient to carry out this
process for v and w separately. More specifically, we first multiply
∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w] (4.60)
with w and integrate over G. We can easily verify that the product of w with each term
in (4.60) is integrable over G. For example, we observe that
1
T
T∫
0
∫
R3
∣∣∂tw · w∣∣dxdt ≤ ‖∂tw‖4‖w‖ 4
3
≤ ‖w‖21,2,q,r.
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Similarly, one can verify for all the other terms in (4.60) that the product with w can
be integrated over G. We thus conclude that
1
T
T∫
0
∫
R3
∂tw · w −∆w · w − λ∂1w · w dxdt
=
1
T
T∫
0
∫
R3
P⊥f · w − P⊥
[
w · ∇w] · w − (w · ∇v) · w − (v · ∇w) · w dxdt,
(4.61)
where the Helmholtz projection PH can be omitted since w is solenoidal. Since w = P⊥w,
we can, recalling (3.48), also omit the projection P⊥ in the first two terms on the right-
hand side. Moreover, the summability properties of w are sufficient to integrate by parts
in each term above. Consequently, we obtain
1
T
T∫
0
∫
R3
∇w : ∇w dxdt = 1T
T∫
0
∫
R3
f · w − (w · ∇v) · w dxdt. (4.62)
We now repeat the procedure with v in the role of w, that is, we multiply
−∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v] (4.63)
with v and integrate over R3. Again it should be verified that the product of the terms
in (4.63) with v is integrable over R3. This, however, is standard to show. For example,
in view of (4.11) and the fact that 2q2−q ≤ qq−1 it follows that∣∣∫
R3
∆v · v dx∣∣ ≤ ‖∆v‖q‖v‖ q
q−1
≤ ‖v‖2Xq,rσ,Oseen(R3).
Similarly, one can verify for all the other terms in (4.63) that the product with v can be
integrated over R3. We thus conclude that∫
R3
−∆v · v − λ∂1v · v dx =
∫
R3
f · v − (w · ∇w) · v − (v · ∇v) · v dx. (4.64)
One may also verify that the summability properties of v are sufficient to integrate by
parts in (4.64). We thereby obtain∫
R3
∇v : ∇vdx =
∫
R3
f · v + (w · ∇v) · w dx. (4.65)
Adding together (4.62) and (4.65) we deduce
1
T
T∫
0
∫
R3
|∇w|2 + |∇v|2 dxdt = 1T
T∫
0
∫
R3
f · (v + w) dxdt. (4.66)
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Since
1
T
T∫
0
∫
R3
∇v : ∇w dxdt = 0,
we finally conclude (4.59).
4.4 Uniqueness
We shall now show that the strong solution to (4.3) from Theorem 4.1.5 is unique in
a very large class of vector fields. The class coincides with a natural function space for
weak solutions. In fact, in Chapter 6 the existence of at least one weak solution in this
class will be shown without imposing any restrictions on the data.
In order to characterize the class in which uniqueness can be established, we introduce
to notion of a physically reasonable weak solution.
Definition 4.4.1. Let q ∈ (1, 54], r ∈ (4,∞), and λ > 0. For f ∈ Lq(G)3 ∩ Lr(G)3 we
say that U ∈ L1loc(G)3 is a physically reasonable weak solution to (4.3) if
1. U ∈ L2(T;D1,20,σ(R3)),
2. P⊥U ∈ L∞
(
T;L2(R3)3
)
,
3. U is a generalized solution to (4.3), that is, for all Φ ∈ C∞0,σ(G)
1
T
T∫
0
∫
R3
−U · ∂tΦ +∇U : ∇Φ− λ∂1U · Φ + (U · ∇U) · Φ dxdt = 1T
T∫
0
∫
R3
f · Φ dxdt.
(4.67)
4. U satisfies the energy inequality
1
T
T∫
0
∫
R3
|∇U|2 dxdt ≤ 1T
T∫
0
∫
R3
f · U dxdt. (4.68)
Remark 4.4.2. The integral on the right-hand side of (4.68) is well-defined as consequence
of Lemma 4.4.4 below.
Remark 4.4.3. The characterization of a solution satisfying 1–4 as a physically reasonable
weak solution is justified by the properties concerning the energy of the corresponding
fluid flow that can be derived from P⊥U ∈ L∞
(
T;L2(R3)3
)
and (4.68). More precisely,
the former property implies that the kinetic energy of the time-dependent part of the
flow is bounded, while the latter states that the energy dissipated due to the viscosity
of the fluid is less than the input of energy from the external forces. It is not clear
at the outset if a generalized solution satisfies these physically reasonable properties.
However, in Chapter 6 the existence of at least one generalized solution that satisfies
these properties will be shown.
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Employing the linear theory from Chapter 3, we can establish additional regularity
for weak solutions.
Lemma 4.4.4. Let U ∈ L2(T;D1,20,σ(R3)) with P⊥U ∈ L∞(T;L2(R3)3) be a generalized
solution to (4.3) with λ > 0, that is, it satisfies (4.67). If for some q ∈ (1, 54
]
f ∈ Lq(G)3 ∩ L 32 (G)3 (4.69)
then
P⊥U ∈W 1,2,qσ,⊥ (G). (4.70)
If for some q˜ ∈ (1, 32
]
f ∈ Lq˜(G)3 ∩ L 32 (G)3 (4.71)
then
PU ∈ Xq˜σ,Oseen(R3). (4.72)
Proof. We first assume (4.69) for some q ∈ (1, 54
]
. Put V := PU and W := P⊥U . By
assumption W ∈ L2(G)3 and ∇W ∈ L2(G)3, whence
W · ∇W ∈ L1(G)3. (4.73)
Ho¨lder’s inequality together with Lemma 2.3.1 invoked with q = 2 and r = 103 yields
1
T
T∫
0
∫
R3
|W · ∇W| 54 dxdt ≤ 1T
T∫
0
‖∇W(·, t)‖
5
4
2 ‖W(·, t)‖
5
4
10
3
dt
≤ c1 1T
T∫
0
‖∇W(·, t)‖
5
4
2
(
‖∇W(·, t)‖
3
5
2 ‖W(·, t)‖
2
5
2
) 5
4
dt
≤ c2
(
ess sup
t∈T
‖W(·, t)‖2
) 1
2 · 1T
T∫
0
‖∇W(·, t)‖22 dx <∞,
(4.74)
whence
W · ∇W ∈ L 54 (G)3. (4.75)
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We further deduce, by employing first Minkowski’s integral inequality then Ho¨lders in-
equality and finally (2.2), that
(∫
R3
∣∣∣∣ 1T
T∫
0
W · ∇W dt
∣∣∣∣ 32 dx) 32 ≤ 1T
T∫
0
(∫
R3
|W · ∇W| 32 dx
) 3
2
dt
≤ 1T
T∫
0
(∫
R3
|W|6 dx
) 1
6
(∫
R3
|∇W|2 dx
) 1
2
dt
≤ 1T
T∫
0
∫
R3
|∇W|2 dxdt <∞.
Consequently, we have
P[W · ∇W] ∈ L 32 (G)3. (4.76)
Recalling Lemma 3.5.5, it is easy to verify from the weak formulation (4.67) that∫
R3
−V · ∂tΦ +∇V : ∇Φ− λ∂1V · Φ +
(
V · ∇V + P[W · ∇W]) · Φ dx = ∫
R3
Pf · Φ dx
(4.77)
for all Φ ∈ C∞0,σ(R3). This means that V ∈ D1,20,σ(R3) is a generalized solution to the
steady-state problem{
−∆V − λ∂1V + PH
[V · ∇V] = PHPf − PHP[W · ∇W] in R3,
divV = 0 in R3. (4.78)
From (4.73), (4.76), and assumption (4.69), we deduce the summability property
Pf − P[W · ∇W] ∈ Lq(R3)3 ∩ L 32 (R3)3
for the right-hand side in (4.78). Know results for the steady-state Navier-Stokes problem
(4.78) then imply
V ∈ Xqσ,Oseen(R3) ∩X
3
2
σ,Oseen(R
3). (4.79)
More specifically, we can employ [21, Lemma X.6.1]1 which, although formulated for a
three-dimensional exterior domain, also holds for solutions to the whole space problem
(4.78). By the additional regularity for V implied by (4.79), it follows that∇V ∈ L2(R3)3.
1Lemma X.6.1 is new in the latest edition of the monograph [21].
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Since by assumption W ∈ L2(G)3, we thus have W · ∇V ∈ L1(G)3. In addition, we can
deduce as in (4.74) that W · ∇V ∈ L 54 (G)3. Consequently, by interpolation
W · ∇V ∈ Lq(G)3. (4.80)
From (4.79) we further obtain V ∈ L 2q2−q (R3)3, which combined with ∇W ∈ L2(G)3×3
yields
V · ∇W ∈ Lq(G)3. (4.81)
We have now derived enough summability properties for the terms appearing in (4.3)
to finalize the proof. Recalling again Lemma 3.5.5, it is easy to verify from the weak
formulation (4.67) that
1
T
T∫
0
∫
R3
−W · ∂tΦ +∇W : ∇Φ− λ∂1W · Φ
+
(
P⊥[W · ∇W] +W · ∇V + V · ∇W
)
· Φ dxdt = 1T
T∫
0
∫
R3
P⊥f · Φ dxdt
(4.82)
for all Φ ∈ C∞0,σ(G). The summability ofW and∇W together the summability properties
obtained for W · ∇W, W · ∇V, and V · ∇W above enables us to extend (4.82) to all
Φ ∈ S (G). Thus the system ∂tW −∆W − λ∂1W = PHP⊥f − PH
[
P⊥
[W · ∇W]+W · ∇V + V · ∇W] in G,
divW = 0 in G
is satisfied as an identity in S ′(G). From (4.73), (4.75), (4.80), (4.81), and the assump-
tions on f , we conclude that
PHP⊥f − PH
[
P⊥
[W · ∇W]+W · ∇V + V · ∇W] ∈ Lq(G)3.
Consequently, Theorem 3.6.5 combined with Lemma 3.6.4 implies (4.70).
Finally, assume (4.71) for some q˜ ∈ (1, 32
]
. In view of (4.73) and (4.76), we deduce
Pf − P[W · ∇W] ∈ Lq˜(R3)3 ∩ L 32 (R3)3.
Recalling that V solves (4.78), utilizing once more [21, Lemma X.6.1] we conclude (4.72).
We are now in a position to show that the strong solution to (4.3) from Theorem 4.1.5
is unique in the class of physically reasonable weak solutions. More specifically, with a
minor restriction on the class of the data the following extension of Theorem 4.1.5 that
includes the aforementioned uniqueness of the solution can be established.
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Theorem 4.4.5. Let q ∈ (1, 65
]
, r ∈ (4,∞), λ > 0, and f ∈ Lq(G)3 ∩ Lr(G)3. There is
a constant ε1 > 0 such that if
‖f‖q + ‖f‖r ≤ ε1 (4.83)
there is a solution (u, p) to (4.3) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G). (4.84)
Moreover, u is unique in the class of physically reasonable weak solutions characterized
by Definition 4.4.1.
Proof. Choosing ε1 ≤ ε0 we obtain a solution (u, p), u = v + w in the class (4.84) from
Theorem 4.1.5. From the proof of Theorem 4.1.5, in particular (4.30), we recall that
u ∈ Bρ ⊂ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G) with ρ := ε1
1
2 , which means that
‖(v, w)‖
Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G) ≤ ε1
1
2 . (4.85)
Now consider a physically reasonable weak solution U corresponding to the same data f ,
that is, a weak solution to (4.3) that satisfies 1–4 of Definition 4.4.1. Put V := PU and
W := P⊥U . We shall verify that the regularity of V and W ensured by Lemma 4.4.4
enables us to use u = v + w as a test function in the weak formulation for U = V +W.
Observe for example that (4.72) implies V ∈ L 2q2−q (R3)3, from which it follows, since the
Ho¨lder conjugate
( 2q
2−q
)′
= 2q3q−2 belongs to the interval (q, r), that
V · ∂tw ∈ L1(G). (4.86)
Moreover, since by assumption W ∈ L2(G)3, we also have
W · ∂tw ∈ L1(G). (4.87)
In a similar manner, one may verify that
∇V : ∇v, ∇V : ∇w, ∇W : ∇v, ∇W : ∇w ∈ L1(G)3. (4.88)
From (4.72) and the initial regularity of V, we obtain ∂1V ∈ Lq(R3)3 ∩ L2(R3)3. Thus,
since v ∈ L 2q2−q (R3)3 and the Ho¨lder conjugate ( 2q2−q)′ = 2q3q−2 belongs to the interval
(q, 2), we deduce
∂1V · v ∈ L1(R3)3. (4.89)
In view of (4.70), the same argument yields
∂1W · v ∈ L1(R3)3. (4.90)
It is easy to see that
∂1V · w, ∂1W · w ∈ L1(G)3. (4.91)
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By Lemma 4.1.2, we have v ∈ L 2q2−q (R3)3 ∩ L∞(R3)3. Moreover, recalling (2.2), we find
that V ∈ L 2q2−q (R3)3 ∩ L6(R3)3. We thus see that v, w,V ∈ L4(G)3, from which one can
deduce that
(V · ∇V) · v, (V · ∇V) · w, (V · ∇W) · v, (V · ∇W) · w ∈ L1(G)3. (4.92)
Lemma 4.1.2 also yields w ∈ L∞(G)3, whence
(W · ∇V) · v, (W · ∇V) · w, (W · ∇W) · v, (W · ∇W) · w ∈ L1(G)3. (4.93)
Finally, recalling that
( 2q
2−q
)′
= 2q3q−2 ∈ (q, 2), the summability of f implies
f · v, f · w ∈ L1(G)3. (4.94)
From the summability properties (4.86)–(4.94), we conclude, by a standard approxima-
tion argument, that u = v + w can be used as a test function in the weak formulation
for U = V +W and thus obtain
1
T
T∫
0
∫
R3
−W · ∂tw +∇U : ∇u− λ∂1U · u+ (U · ∇U) · udxdt = 1T
T∫
0
∫
R3
f · udxdt.
(4.95)
We now consider the equation
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in G (4.96)
satisfied by the strong solution. We shall multiply (4.96) with U and integrate over G.
With the aid of Lemma 4.4.4 and Lemma 4.1.2, one can verify as above that the resulting
integral is well-defined. We thus obtain
1
T
T∫
0
∫
R3
∂tw · W −∆u · U − λ∂1u · U +∇p · U + (u · ∇u) · U dxdt = 1T
T∫
0
∫
R3
f · U dxdt.
Recalling (4.88)–(4.93), we see that the following integration by parts is valid
1
T
T∫
0
∫
R3
∂tw · W +∇u : ∇U + λu · ∂1U − (u · ∇U) · udxdt = 1T
T∫
0
∫
R3
f · U dxdt.
(4.97)
Adding together (4.95) and (4.97), we deduce
2
1
T
T∫
0
∫
R3
∇U : ∇u dxdt = 1T
T∫
0
∫
R3
f · U dxdt+ 1T
T∫
0
∫
R3
f · udxdt
+
1
T
T∫
0
∫
R3
(
(u− U) · ∇U) · udxdt.
(4.98)
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Since
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt = 1T
T∫
0
∫
R3
∣∣∇U∣∣2 + ∣∣∇u∣∣2 dxdt− 2 1T
T∫
0
∫
R3
∇U : ∇udxdt
we can utilize (4.98) in combination with the energy equality (4.59) satisfied by u and
the energy inequality (4.68) satisfied by U to deduce
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ 1T
T∫
0
∫
R3
(
(U − u) · ∇U) · udxdt. (4.99)
Recalling (4.12), we see that ∇u ∈ L2(G)3. We already observed that u,V ∈ L4(G)3.
Thus, an integration by parts yields
1
T
T∫
0
∫
R3
(V · ∇u) · udxdt = 0. (4.100)
Since W ∈ L2(G)3 and u ∈ L∞(G), it further follows that
1
T
T∫
0
∫
R3
(W · ∇u) · udxdt = 0. (4.101)
Adding together (4.100) and (4.101) we obtain
1
T
T∫
0
∫
R3
(U · ∇u) · udxdt = 0. (4.102)
Consequently, we can rewrite (4.99) as
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ 1T
T∫
0
∫
R3
(
(U − u) · ∇(U − u)) · udxdt. (4.103)
Recalling (2.2), we estimate
∣∣∣ 1T
T∫
0
∫
R3
(
(U − u) · ∇(U − u)) · udxdt∣∣∣
≤ 1T
T∫
0
‖U(·, t)− u(·, t)‖6 ‖∇U(·, t)−∇u(·, t)‖2 ‖u(·, t)‖3 dt
≤ ess sup
t∈T
‖u(·, t)‖3 1T
T∫
0
‖∇U(·, t)−∇u(·, t)‖22 dt.
(4.104)
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Now we finally need the assumption q ≤ 65 , which implies that 2q2−q ≤ 3. Consequently,
the fact that ‖v‖ 2q
2−q
≤ ‖v‖Xq,rσ,Oseen(R3) and ‖v‖∞ ≤ C20‖v‖Xq,rσ,Oseen(R3), the latter inequal-
ity due to Lemma 4.1.2, implies
‖v‖L3(R3)) ≤ c1‖v‖Xq,rσ,Oseen(R3). (4.105)
Since w ∈ W 1,2,r,qσ,⊥ (G) ↪→ W 1,3(G)3 ↪→ W 1,3
(
T;L3(R3)3
)
, standard Sobolev embedding
yields w ∈ L∞(T;L3(R3)3) with
‖w‖L∞(T;L3(R3)) ≤ c2‖w‖W 1,2,q,rσ,⊥ (G). (4.106)
Combining (4.105) and (4.106), we obtain
‖u‖L∞(T;L3(R3)) ≤ c3‖(v, w)‖Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G).
This estimate together with (4.103), (4.104), and (4.85) finally yields
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ c3 ε1 12 1T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt.
We conclude that U = u if ε1 < c3− 12 .
Remark 4.4.6. The proof of Theorem 4.4.5 follows an idea introduced by Galdi in [16].
The same method was also used in [53] to show a uniqueness result for the time-periodic
Navier-Stokes problem in the case λ = 0.
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5 Asymptotic structure
In this chapter, an asymptotic expansion as |x| → ∞ is carried out for a solution to
the time-periodic Navier-Stokes problem
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × R,
div u = 0 in R3 × R,
lim
|x|→∞
u(x, t) = 0,
u(·, t+ T ) = u(·, t)
(5.1)
for time-periodic data
f(·, t+ T ) = f(·, t). (5.2)
More precisely, for a strong solution as the one found in Chapter 4 an asymptotic ex-
pansion
u(x, t) = Γ (x) · α+R(x, t) (5.3)
is established. Here, Γ is an explicitly known tensor field, α ∈ R3 a constant that
depends on the data f , and R(x, t) a remainder term that decays faster than Γ as
|x| → ∞. We shall focus on the case λ 6= 0 as the case λ = 0 has already been dealt
with by other authors; see Section 1.2.
In Section 5.1 we establish an asymptotic expansion of a solution to (5.1). We shall
then, in Section 5.2, discuss an important property concerning the kinetic energy of the
fluid flow corresponding to u. As we shall see, properties of this energy can be derived
from the asymptotic expansion. Finally, in Section 5.3, we apply the results from Section
5.1 to derive an asymptotic expansion of flow past a rotating body.
5.1 Asymptotic expansion
Once more, we reformulate the system (4.1) in a setting of G-defined vector fields,
that is, we consider the group G := R3 × R/T Z and study the system{
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in G,
div u = 0 in G.
(5.4)
We start by showing the following mild, yet very significant, decay property of ∇u in
the case f has compact support. The lemma below, including the proof, is a modified
version of [18, Lemma IX.8.2].
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Lemma 5.1.1. Let f ∈ C0(G)3 and (u, p) be a solution to (5.4) with
u ∈ C2(G)3, p ∈ C1(G), ∇u ∈ L2(G)3×3 ∩ L 32 (G)3×3,
∀s ∈ (2, 3] : u ∈ Ls(G)3, ∃s′ ∈ [3/2, 2) : p ∈ Ls′(G).
(5.5)
Then
∀ε > 0 : 1T
T∫
0
∫
BR
|∇u|2 dxdt ≤ C24R−1+ε. (5.6)
Proof. The proof follows the proof of [18, Lemma IX.8.2]. We put
G(R) := 1T
T∫
0
∫
BR
|∇u|2 dxdt = 1T
T∫
0
∞∫
R
∫
∂ Br
|∇u|2 dSdrdt.
By assumption ∇u ∈ C (G), whence G ∈ C1(0,∞). Multiplying both sides in (5.4) by u
and subsequently integrating over BR∗,R×[0, T ], we obtain
1
T
T∫
0
∫
BR∗,R
|∇u|2 dxdt = 1T
T∫
0
∫
∂ BR∗,R
λ
2
|u|2n1 − 1
2
|u|2u · n+ u · (∇u · n)− pu · n dSdt.
(5.7)
From the assumptions in (5.5) it follows that the function
r → 1T
T∫
0
∫
∂ Br
|u|3 +
∣∣∣−1
2
|u|2u · n+ u · (∇u · n)− pu · n∣∣∣ dSdt (5.8)
is summable, that is, it belongs to L1
(
(1,∞)). Consequently, there is a sequence
{Rk}∞k=1 ⊂ (0,∞) with limk→∞Rk =∞ and the property
lim
k→∞
Rk
1
T
T∫
0
∫
∂ BRk
|u|3 +
∣∣∣−1
2
|u|2u · n+ u · (∇u · n)− pu · n∣∣∣ dSdt = 0.
Employing Ho¨lder’s inequality, we observe that
1
T
T∫
0
∫
∂ BR
|u|2 dSdt ≤ c1 1T
T∫
0
( ∫
∂ BR
|u|3 dS
) 2
3
R
2
3 dt ≤ c1
(
R
1
T
T∫
0
∫
∂ BR
|u|3 dSdt
) 2
3
.
(5.9)
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It follows that
lim
k→∞
1
T
T∫
0
∫
∂ BRk
λ
2
|u|2n1 − 1
2
|u|2u · n+ u · (∇u · n)− pu · n dSdt = 0.
Put
F (R) :=
1
T
T∫
0
∫
∂ BR
λ
2
|u|2n1 − 1
2
|u|2u · n+ u · (∇u · n)− pu · n dSdt.
Choosing R∗ = Rk in (5.7) and letting k →∞, we see that
G(R) = F (R). (5.10)
By a similar estimate as in (5.9), we find for q ∈ (1,∞)
1
T
T∫
0
∫
∂ BR
|u|2 dSdt ≤ c2R
2(q−1)
q
(
1
T
T∫
0
∫
∂ BR
|u|2q dSdt
) 1
q
.
Employing Young’s inequality, we then deduce
R−ε
1
T
T∫
0
∫
∂ BR
|u|2 dSdt ≤ c3
(
R
2−ε q
q−1 +
1
T
T∫
0
∫
∂ BR
|u|2q dSdt
)
. (5.11)
Now fix q ∈ (1, 33−ε). Then 2−ε qq−1 < −1. Moreover, by assumption (5.5), u ∈ L2q(G)3.
Thus
R→ R−ε 1T
T∫
0
∫
∂ BR
|u|2 dSdt ∈ L1((1,∞)).
This information together with the summability of the function in (5.8) implies that
R→ R−εF (R) ∈ L1((1,∞)). Recalling (5.10), we deduce
R→ R−εG(R) ∈ L1((1,∞)). (5.12)
Combining (5.12) with the fact that
G′(R) = − 1T
T∫
0
∫
∂ BR
|∇u|2 dSdt ≤ 0,
we finally conclude, by [18, Lemma IX.8.1], that
G(R)R1−ε ≤ c4,
which yields (5.6)
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We observe in the following corollary that the decay property established for u in
Lemma 5.1.1 also holds for Pu and P⊥u separately.
Corollary 5.1.2. Under the same assumptions as in Lemma 5.1.1, it holds that
∀ε > 0 : 1T
T∫
0
∫
BR
|∇P⊥u|2 dxdt+
∫
BR
|∇Pu|2 dx ≤ C25R−1+ε. (5.13)
Proof. We simply observe that
1
T
T∫
0
∫
BR
|∇u|2 dxdt
=
1
T
T∫
0
∫
BR
|∇P⊥u|2 dxdt+
∫
BR
|∇Pu|2 dx+ 2 1T
T∫
0
∫
BR
∇Pu : ∇P⊥udxdt
and
1
T
T∫
0
∫
BR
∇Pu : ∇P⊥udxdt =
∫
BR
∇Pu :
(
1
T
T∫
0
∇P⊥udt
)
dx = 0.
We will utilize the representation formula introduced in Section 3.3 to establish the
desired asymptotic expansion of a solution u to (5.4). More specifically, we shall express
u in terms of a fundamental solution to the corresponding linearized problem, that is, a
solution (Γ,Π) ∈ S ′(G)3×3 ×S ′(G)3 to{
∂tΓjl −∆Γjl − λ∂1Γjl + ∂jΠl = δjlδ in G,
∂jΓjl = 0 in G.
(5.14)
Here, δlj denotes the Kronecker delta, and δ the delta distribution on G. In (3.28) we
have already encountered an expression, given in terms of a Fourier multiplier, of the
fundamental solution Γjl.
In the following lemmas we shall derive a point-wise estimate of Γjl. We will use the
time-averaging projection introduced in Section 3.5 to decompose Γ = PΓ + P⊥Γ and
estimate PΓ and P⊥Γ separately. For this purpose, we need the following lemma.
Lemma 5.1.3. Let λ > 0, k ∈ Z, and
Γ λ,kSOR : R
3 \ {0} → C, Γ λ,kSOR(x) :=
1
4pi|x| e
−
(
i 2piT k+(
λ
2
)2
) 1
2 |x|−λ
2
x1 . (5.15)
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Then
|Γ λ,kSOR(x)| ≤
1
4pi|x| e
−C26|k|
1
2 |x|, (5.16)
with C26 = C26(λ, T ). Moreover, for q ∈ [1,∞)( ∑
k∈Z\{0}
∣∣Γ λ,kSOR(x)∣∣q) 1q ≤ C27|x|−(1+ 2q ) e−C28|x| (5.17)
with C27 = C27(q, λ, T ) and C28 = C28(q, λ, T ) > 0.
Proof. We first observe that
Re
[(
i
2pi
T k + (λ/2)
2
) 1
2
]
=
∣∣i2piT k + (λ/2)2∣∣ 12 cos
(
1
2
arctan
( 2pi
T k
(λ/2)2
))
=
(
(
2pi
T )
2k2 + (λ/2)4
) 1
4
1√
2
(
1 + cos
(
arctan
( 2pi
T k
(λ/2)2
))) 1
2
=
(
(
2pi
T )
2k2 + (λ/2)4
) 1
4
1√
2
(
1 +
(
1 +
(2piT )
2k2
(λ/2)4
)− 1
2
) 1
2
=
1√
2
(λ/2)
((
1 +
(2piT )
2k2
(λ/2)4
) 1
2
+ 1
) 1
2
.
It follows that
∀k ∈ Z \ {0} : Re
[(
i
2pi
T k + (λ/2)
2
) 1
2 − (λ/2)
]
> 0
and
lim
|k|→∞
Re
[(
i2piT k + (λ/2)
2
) 1
2 − (λ/2)]
|k| 12
=
√
2pi
T
2
.
Consequently, there is a constant c1 = c1(λ, T ) > 0 such that
∀k ∈ Z \ {0} : Re
[(
i
2pi
T k + (λ/2)
2
) 1
2 − (λ/2)
]
≥ c1|k|
1
2 ,
from which we conclude that
Re
[
− (i2piT k + (λ/2)2) 12 |x| − (λ/2)x1
]
≤ −Re
[(
i
2pi
T k + (λ/2)
2
) 1
2 − (λ/2)
]
|x| ≤ −c1|k|
1
2 |x|.
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We can now estimate
|Γ λ,kSOR(x)| ≤
1
4pi|x| e
Re
[
−
(
i 2piT k+(λ/2)
2
) 1
2 |x|−(λ/2)x1
]
≤ 1
4pi|x| e
−c1|k|
1
2 |x|,
(5.18)
and conclude (5.16). Estimate (5.18) further implies∑
k∈Z\{0}
∣∣Γ λ,kSOR(x)∣∣q ≤ c2|x|−q ∑
k∈Z\{0}
e−qc1|k|
1
2 |x|
≤ c3|x|−q
∞∑
j=1
(j+1)2−1∑
k=j2
e−qc1j|x|
≤ c4|x|−q
∞∑
j=1
j e−qc1j|x|
= c4|x|−q e
−qc1|x|(
1− e−qc1|x| )2
≤ c5|x|−q |x|−2 e− 12 qc1|x|,
with c5 = c5(q, λ, T ). We have thus shown (5.17).
We can now establish a pointwise estimate of P⊥Γ .
Lemma 5.1.4. Let λ > 0 and define
Γ⊥ ∈ S ′(G)3×3, Γ⊥ := F−1G
[
1− κ0(ξ, k)
|ξ|2 + i(2piT k − λξ1)
(
I − ξ ⊗ ξ|ξ|2
)]
. (5.19)
Then
Ψ : S (G)3 → S ′(G)3, Ψj(f) := Γ⊥jl ∗ fl (5.20)
extends uniquely for any q ∈ (1,∞) to a bounded linear operator
Ψ : Lq(G)3 → Lq(G)3. (5.21)
Moreover,
∀|x| ≥ 2 :
(
1
T
T∫
0
|Γ⊥jl (x, t)|
2
dt
) 1
2
≤ C29|x|3 , (5.22)
with C29 = C29(λ, T ), and
∀r ∈ [1, 3/2) : Γ⊥jl ∈ Lr(G). (5.23)
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Proof. Recalling the proof of Theorem 3.6.5, in particular definition (3.64) of the multi-
plier M : Ĝ→ C, and definition (3.19) of the Helmholtz decomposition, we recognize
Ψ(f) = F−1G
[
M P̂Hf
]
.
In the proof of Theorem 3.6.5 we already showed that M is an Lq(G) multiplier. In view
of Lemma 3.2.3, we thus conclude (5.21).
Now consider k ∈ Z \ {0}. Put
Γ kjl := F−1R3
[
ξjξl
|ξ|2 ·
1
|ξ|2 + i(2piT k − λξ1)
]
∈ S ′(R3).
A direct computation yields
Γ kjl = ∂j∂lF−1R3
[FR3(ΓL) · FR3(Γ λ,kSOR)] (5.24)
with
ΓL : R3 \ {0} → C, ΓL(x) := 1
4pi|x|
and Γ λ,kSOR given by (5.15). In view of (5.16), we see that both ΓL and Γ
λ,k
SOR are “regular”
enough to express the right-hand side of (5.24) in terms of a classical convolution integral.
More precisely, we have
Γ kjl(x) = ∂j∂l
∫
R3
ΓL(x− y)Γ λ,kSOR(y) dy. (5.25)
We introduce at this point a cut-off function χ ∈ C∞0 (R;R) with
χ(x) =
 0 if 0 ≤ |x| ≤
1
2
or 4 ≤ |x|,
1 if 1 ≤ |x| ≤ 3,
and define for R > 0
χR ∈ C∞0 (R3;R), χR(x) := χ(|x|/R).
Now consider an x ∈ R3 with |x| > 2. Put R := |x|2 . Note that this implies x ∈ B3R,R.
We use χR to split the convolution integral in (5.25) as follows:
Γ kjl(x) = ∂j∂l
∫
R3
ΓL(x− y)Γ λ,kSOR(y)χR(y) dy + ∂j∂l
∫
R3
ΓL(x− y)Γ λ,kSOR(y)
(
1− χR(y)
)
dy
= ∂j∂l
∫
B4R,R/2
ΓL(x− y)Γ λ,kSOR(y)χR(y) dy
+ ∂j∂l
∫
B3R
ΓL(x− y)Γ λ,kSOR(y)
(
1− χR(y)
)
dy
+ ∂j∂l
∫
BR
ΓL(x− y)Γ λ,kSOR(y)
(
1− χR(y)
)
dy =: I1(x) + I2(x) + I3(x).
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We can estimate
|I1(x)| ≤
∫
B4R,R/2
1
4pi|x− y|2
∣∣∂j[Γ λ,kSOR(y)χR(y)]∣∣dy. (5.26)
After computing ∂j
[
Γ λ,kSOR(y)
]
, we can estimate, in view of (5.16),
∣∣∂j[Γ λ,kSOR(y)]∣∣ ≤ c1( 1|y|2 + |k|
1
2
|y|
)
e−C26|k|
1
2 |y| .
Hence, for y ∈ B4R,R/2 and arbitrary h ∈ N0∣∣∂j[Γ λ,kSOR(y)]∣∣ ≤ c2 1|k|(h−1)/2Rh+2 ,
with c2 = c2(h, λ, T ). Similarly, we see for y ∈ B4R,R/2 that∣∣Γ λ,kSOR(y)∣∣ ≤ c3 1|k|h/2Rh+1 ,
with c3 = c3(h, λ, T ). It now follows from (5.26) that
|I1(x)| ≤ c4 1|k|(h−1)/2Rh
.
Choosing h = 3, we thus obtain
|I1(x)| ≤ c5 1|k|R3 , (5.27)
with c5 = c5(λ, T ). Similarly, we estimate
|I2(x)| ≤ c6
∫
B3R
1
|x− y|3
∣∣Γ λ,kSOR(y)∣∣ dy
≤ c7
∫
B3R
1
|x− y|3
1
|y| e
−C26|k|
1
2 |y| dy
≤ c8
∫
B3R
1
R3
1
|y|
1
|k| 32 |y|3
dy
≤ c9 1|k|R3 ,
(5.28)
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with c9 = c9(λ, T ), and
|I3(x)| ≤ c10
∫
BR
1
|x− y|3
∣∣Γ λ,kSOR(y)∣∣dy
≤ c11
∫
BR
1
R3
1
|y| e
−C26|k|
1
2 |y| dy
= c12
1
R3
R∫
0
r e−C26|k|
1
2 r dr
≤ c12 1|k|R3
∞∫
0
s e−C26s ds
= c13
1
|k|R3 ,
(5.29)
with c13 = c13(λ, T ). Combining (5.27), (5.28), and (5.29), we deduce∣∣Γ kjl(x)∣∣ ≤ c14 1|k||x|3 ,
with c14 = c14(λ, T ). By Plancherel’s identity, it follows that1
(
1
T
T∫
0
|Γ⊥jl (x, t)|
2
dt
) 1
2
=
(
1
T
T∫
0
∣∣∣F−1R/T Z[(1− κ0(k))(δjlΓ khh(x)− Γ kjl(x))]∣∣∣2 dt) 12
= ‖(1− κ0(k))(δjlΓ khh(x)− Γ kjl(x))‖`2(Z)
≤ c15
( ∑
k∈Z\{0}
1(|k||x|3)2
) 1
2
≤ c16 1|x|3 ,
which yields (5.22).
It remains to show (5.23). For this purpose, we recall that the Riesz transform
Rj : S (R3)→ S ′(R3), Rj(f) := F−1R3
[
ξj
|ξ| f̂
]
extends for all q ∈ (1,∞) to a bounded linear operator
Rj : L
q(R3)→ Lq(R3);
1Recall that we make use of Einstein’s summation convention and implicitly sum over all repeated
indices.
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see for example [28, Corollary 4.2.8]. Observe that
Γ⊥jl =
[
δjl(Rh ◦Rh)−Rj ◦Rl
](F−1R/T Z[(1− κ0(k))Γ λ,kSOR]).
It follows that
1
T
T∫
0
∫
R3
∣∣Γ⊥jl ∣∣r dxdt ≤ c17 1T
T∫
0
∫
R3
∣∣∣∣F−1R/T Z[(1− κ0(k))Γ λ,kSOR]∣∣∣∣r dxdt.
If r ∈ (1, 2) we can employ Ho¨lder’s inequality to obtain
1
T
T∫
0
∫
R3
∣∣Γ⊥jl ∣∣r dxdt ≤ c18 ∫
R3
(
1
T
T∫
0
∣∣∣∣F−1R/T Z[(1− κ0(k))Γ λ,kSOR]∣∣∣∣2 dt) r2dx.
By Plancherel’s theorem, we then find that
1
T
T∫
0
∫
R3
∣∣Γ⊥jl ∣∣r dxdt ≤ c19 ∫
R3
( ∑
k∈Z\{0}
∣∣∣∣Γ λ,kSOR∣∣∣∣2) r2dx.
Thus, (5.17) implies
1
T
T∫
0
∫
R3
∣∣Γ⊥jl ∣∣r dxdt ≤ c20 ∫
R3
(
|x|−2 e−C28|x|
)r
dx,
from which (5.23) follows.
We are now in a position to establish the desired asymptotic expansion of a solution
to (5.4). The asymptotic profile in the expansion will be given in terms of the classical
Oseen fundamental solution
Γ λO : R3 \ {0} → R3×3,
[
Γ λO(x)
]
ij
:= (δij∆− ∂i∂j)Φλ(x),
Φλ(x) :=
1
4piλ
λ(|x|+x1)/2∫
0
1− e−τ
τ
dτ.
(5.30)
See also [17, Chapter VII.3] for a closed-form expression of Γ λO. The Oseen fundamental
solution solves, in terms of distributions,{ −∆Γ λOij + ∂i∂jΓL − λ∂1Γ λOij = δijδ in R3,
∂iΓ
λ
Oij = 0 in R
3.
(5.31)
We recall the following well-known properties of Γ λO:
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Lemma 5.1.5. Let λ > 0. The Oseen fundamental solution Γ λO satisfies
∀|x| > 0 : ∣∣Γ λO(x)∣∣ ≤ C30 |x|−1, (5.32)
∀|x| > 1 : ∣∣∇Γ λO(x)∣∣ ≤ C31 |x|− 32 , (5.33)
∀r > 0 :
∫
∂ Br
∣∣∇Γ λO(x)∣∣ dS ≤ C32 r− 12 . (5.34)
Moreover, Γ λO enjoys the summability properties
∀q ∈ (2,∞) : Γ λO ∈ Lq(R3 \ Br)3×3 for any r > 0, (5.35)
∀q ∈ [1, 3) : Γ λO ∈ Lqloc(R3)3×3, (5.36)
∀q ∈ (4/3,∞) : ∇Γ λO ∈ Lq(R3 \ Br)3×3×3 for any r > 0, (5.37)
∀q ∈ [1, 3/2) : ∇Γ λO ∈ Lqloc(R3)3×3×3. (5.38)
Proof. We refer to [17, Chapter VII: (3.24), (3.28), (3.32), (3.33)] for (5.32), (5.35),
(5.33), and (5.37). Estimate (5.34) follows from [17, Exercise VII.3.1]. Finally, (5.36)
and (5.38) are direct consequences of (5.32) and (5.34), respectively.
We can now state and prove the main theorem of the chapter.
Theorem 5.1.6. Let λ > 0, f ∈ C∞0 (G)3, and (u, p) be a solution to (5.4) with u = v+w
satisfying for some r ∈ (8,∞):
(v, w, p) ∈ X
6
5
,r
σ,Oseen(R
3)×W 1,2,
6
5
,r
σ,⊥ (G)×X
6
5
,r
P (G). (5.39)
Then
u(x, t) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
f dxdt
)
+R(x, t) (5.40)
with
∀ε > 0 : |R(x, t)| ≤ C33 |x|−
4
3
+ε for |x| ≥ 1, (5.41)
where C33 = C33(ε).
Proof. By Corollary 4.2.2, u is a smooth vector field. Since Γ λO is smooth away from the
origin, it is enough to show the estimate in (5.41) for large |x|.
In view of the fact that f ∈ C∞0 (G)3, it follows from the regularity obtained in
Lemma 4.1.2, Theorem 4.2.1, and Lemma 4.2.3, together with the aid of classical Sobolev
embedding theorems, that the solution (u, p) satisfies condition (5.5) in Lemma 5.1.1.
Observe in particular that v ∈ X
6
5
,r
σ,Oseen(R
3) implies v ∈ L3(R3)3. Consequently, we have
the estimate from Lemma 5.1.1 and thus also Corollary 5.1.2 at our disposal.
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We will now utilize that w satisfies ∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w] in G,
divw = 0 in G.
(5.42)
From Lemma 5.1.4 we known that convolution with the fundamental solution Γ⊥ extends
to a bounded operator on Lq(G)3 for all q ∈ (1,∞). As in the proof of Theorem 4.1.5,
one can verify that the right-hand side in (5.42) belongs to L
6
5
,r(G)3. Thus, convolution
of Γ⊥ with the right-hand side in (5.42) is well-defined in a classical sense. Recalling
the uniqueness statement of Lemma 3.6.4, we therefore obtain
w = Γ⊥ ∗
(
f − w · ∇w − w · ∇v − v · ∇w
)
, (5.43)
with componentwise convolution with respect to the variables in G. Put
I1(x, t) := Γ
⊥ ∗ [w · ∇w](x, t),
I2(x, t) := Γ
⊥ ∗ [w · ∇v](x, t),
I3(x, t) := Γ
⊥ ∗ [v · ∇w](x, t),
I4(x, t) := Γ
⊥ ∗ f(x, t).
(5.44)
We shall give a pointwise estimate of I1, I2, I3, and I4. Let |x| = 2R. We first split
I1(x, t) =
1
T
T∫
0
∫
BR
Γ⊥(x− y, t− s) [w · ∇w](y, s) dyds
+
1
T
T∫
0
∫
BR
Γ⊥(x− y, t− s) [w · ∇w](y, s) dyds
=: I11 + I12.
Employing Ho¨lder’s inequality and recalling (5.22), we deduce
|I11| ≤
∫
BR
(
1
T
T∫
0
∣∣Γ⊥(x− y, s)∣∣2 ds) 12( 1T
T∫
0
∣∣w · ∇w∣∣2 ds) 12 dy
≤ c1 1
R3
( ∫
BR
1 dy
) 1
2
(
1
T
T∫
0
∫
BR
∣∣w · ∇w∣∣2 dyds) 12
≤ c2R− 32 ,
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where we in the last inequality use that w · ∇w ∈ L2(G)3. Consider α ∈ [1, 32) and
β ∈ (1,∞), and let α′ and β′ denote the corresponding Ho¨lder conjugates. We find,
recalling again (5.23), that
|I12| ≤
(
1
T
T∫
0
∫
BR
∣∣Γ⊥(x− y, s)∣∣α dyds) 1α( 1T
T∫
0
∫
BR
|w|α′ |∇w|α′ dyds
) 1
α′
≤ c3
(
1
T
T∫
0
∫
BR
|∇w| 2β |∇w|α′− 2β dyds
) 1
α′ ‖w‖∞,BR
≤ c4
(
1
T
T∫
0
∫
BR
|∇w|2 dyds
) 1
βα′
(
1
T
T∫
0
∫
BR
|∇w|β′(α′− 2β ) dyds
) 1
β′α′ ‖w‖∞,BR .
Since
1
βα′
→ 1
3
and β′
(
α′ − 2
β
)→∞ as (α, β)→ (3
2
, 1),
it follows, using Corollary 5.1.2 and recalling the summability of∇w ensured by Theorem
4.2.1, that
∀ε > 0 : |I12| ≤ c5R− 13+ε ‖w‖∞,BR .
We thus conclude
∀ε > 0 : |I1| ≤ c6
(
R−
3
2 +R−
1
3
+ε ‖w‖∞,BR
)
. (5.45)
Similarly, we estimate
∀ε > 0 : |I2| ≤ c7
(
R−
3
2 +R−
1
3
+ε ‖w‖∞,BR
)
, (5.46)
and
∀ε > 0 : |I3| ≤ c8
(
R−
3
2 +R−
1
3
+ε ‖v‖∞,BR
)
. (5.47)
Due to (5.22) and the fact that supp f is compact, we deduce
|I4| ≤ c9
∫
supp f
(
1
T
T∫
0
∣∣Γ⊥(x− y, s)∣∣2 ds) 12 dy ≤ c10R−3 (5.48)
for R sufficiently large. It follows from (5.43) and (5.45)-(5.48) that
∀ε > 0 : |w(x, t)| ≤ c11
(
R−3 +R−
3
2 +R−
1
3
+ε(‖v‖∞,BR + ‖w‖∞,BR)
)
. (5.49)
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We now turn our attention to v. Observe that v satisfies −∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v] in R3,
div v = 0 in R3.
(5.50)
To establish a pointwise estimate of v, we follow essentially the proof of [18, Theorem
IX.8.1]. By the summability properties (5.35) and (5.36) of the Oseen fundamental
solution Γ λO, and the summability properties obtained from the assumptions on v and
w, it follows that convolution of Γ λO with the right-hand side in (5.50) is well-defined in
a classical sense. Recalling Lemma 3.6.2, we thus deduce that
v = Γ λO ∗
(Pf − P[w · ∇w]− v · ∇v). (5.51)
We again put |x| = 2R. Recalling (5.32) and that f has compact support, we see for R
sufficiently large that∣∣Γ λO ∗ Pf(x)∣∣ ≤ c12 ∫
suppPf
1
|x− y| dy ≤ c13R
−1.
Moreover, we can estimate
∣∣Γ λO ∗ P[w · ∇w](x)∣∣ = ∣∣∣∫
R3
Γ λO(x− y)
1
T
T∫
0
w(y, t) · ∇w(y, t) dt dy
∣∣∣
≤ 1T
T∫
0
∫
BR
1
R
|w · ∇w| dydt+ 1T
T∫
0
∫
BR
|w(y, t)|
|x− y| |∇w(y, t)| dydt
≤ c14R−1 + 1T
T∫
0
( ∫
BR
|w(y, t)|2
|x− y|2 dy
) 1
2
( ∫
BR
|∇w(y, t)|2 dy
) 1
2
dt,
where we use in the last estimate that w · ∇w ∈ L1(G). We can use the Hardy-type
inequality from Lemma 2.3.3 to increase the remaining integral on the right-hand side
above by
1
T
T∫
0
( ∫
BR
|w(y, t)|2
|x− y|2 dy
) 1
2
( ∫
BR
|∇w(y, t)|2 dy
) 1
2
dt ≤ c15 1T
T∫
0
∫
BR
|∇w(y, t)|2 dydt,
whence by Corollary 5.1.2 we obtain
∀ε > 0 : ∣∣Γ λO ∗ P[w · ∇w](x)∣∣ ≤ c16R−1+ε.
In a similar manner we show
∀ε > 0 : ∣∣Γ λO ∗ P[v · ∇v](x)∣∣ ≤ c17R−1+ε.
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We conclude that
∀ε > 0 : |v(x)| ≤ c18R−1+ε. (5.52)
Inserting (5.52) into (5.49), we then find
∀ε > 0 : |w(x, t)| ≤ c19
(
R−
1
3
+ε‖w‖∞,BR +R−
4
3
+ε
)
. (5.53)
In particular
∀ε > 0 : |w(x, t)| ≤ c20R− 13+ε. (5.54)
Inserting now (5.54) into (5.53), we deduce
∀ε > 0 : |w(x, t)| ≤ c21
(
R−
2
3
+ε‖w‖∞,BR +R−
4
3
+ε
)
. (5.55)
Iterating this argument, we finally obtain
∀ε > 0 : |w(x, t)| ≤ c22 |x|−
4
3
+ε. (5.56)
We now return to the representation formula (5.51) of v. Recalling the summability
properties (5.37) and (5.38) of ∇Γ λO, we estimate
∣∣Γ λO ∗ P[w · ∇w](x)∣∣ = ∣∣∣ 1T
T∫
0
∫
R3
Γ λO(x− y) div
[
w ⊗ w](y, t) dydt∣∣∣
≤ c23 1T
T∫
0
∫
R3
∣∣∇Γ λO(x− y)∣∣ |w(y, t)|2 dydt.
We then use (5.33) to estimate
1
T
T∫
0
∫
BR
∣∣∇Γ λO(x− y)∣∣ |w(y, t)|2 dydt ≤ c24R− 32 1T
T∫
0
∫
BR
|w(y, t)|2 dydt
≤ c25R− 32 ,
where we in the last inequality recall that w ∈ L2(G). Moreover, in view of (5.34) and
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(5.56), we see that
1
T
T∫
0
∫
B3R,R
∣∣∇Γ λO(x− y)∣∣ |w(y, t)|2 dydt ≤ c26R− 83+ε ∫
B3R,R
∣∣∇Γ λO(x− y)∣∣dy
≤ c26R− 83+ε
∫
B6R
∣∣∇Γ λO(y)∣∣ dy
≤ c27R− 83+ε
6R∫
0
∫
∂ Br
∣∣∇Γ λO(y)∣∣ dSdr
≤ c28R− 83+ε
6R∫
0
r−
1
2 dr
≤ c29R− 83+ 12+ε
for all ε > 0. Finally, employing again (5.33) and the fact that w ∈ L2(G), we estimate
1
T
T∫
0
∫
B3R
∣∣∇Γ λO(x− y)∣∣ |w(y, t)|2 dydt ≤ c30R− 32 .
We thus conclude that ∣∣Γ λO ∗ P[w · ∇w](x)∣∣ ≤ c31|x|− 32 .
The other terms in the representation formula (5.51) for v also appear in the analogous
representation formula for a solution to the classical, steady-state Navier-Stokes system.
We can therefore estimate them using well-known methods. More specifically, in view
of (5.52) we can use the arguments from the proof of [18, Theorem IX.8.1] to obtain
∀ε > 0 : ∣∣Γ λO ∗ [v · ∇v](x)∣∣ ≤ c32|x|− 32+ε
and ∣∣∣Γ λO ∗ Pf(x)− Γ λO(x) · (∫
R3
Pf
)∣∣∣ ≤ c33|x|− 32 .
We therefore finally deduce, recalling (5.51) and (5.56), that
u(x, t) = v(x) + w(x, t)
= Γ λO(x) ·
(∫
R3
Pf
)
+R(x, t)
with R(x, t) satisfying (5.41).
98
5.2 Energy
Remark 5.1.7. The conditions on the solution in Theorem 5.1.6 are clearly satisfied by
the solution established in Theorem 4.1.5. We have thus obtained both existence and an
asymptotic expansion of a strong solution to the time-periodic Navier-Stokes problem
in the case λ 6= 0. Observe that, in contrast to Theorem 4.1.5, no smallness condition
is needed on the data in Theorem 5.1.6. Further observe, by going through the proof of
Theorem 5.1.6, that the assumptions in Theorem 5.1.6 could be weakened. The condition
(5.39) has been chosen only to keep a connection with the class of strong solutions from
Theorem 4.1.5.
Remark 5.1.8. It is well-known, see for example [17, Chapter VII.3], that the Oseen
fundamental solution Γ λO has order of decay |x|−1+σ in a parabolic so-called wake region
in the direction e1, where σ depends on the angle of the specific parabolic region under
consideration. More precisely, σ is zero if the angle is zero, and increases as the angle
increases. From the asymptotic expansion established in (5.40) one can therefore con-
clude the existence of such a wake region also for a strong solution to the time-periodic
Navier-Stokes system in the case λ 6= 0. Note that the size of the manifested wake
region is determined by the decay rate obtained for the remainder term R(x, t). The
rate |x|−4/3+ε shown in Theorem 5.1.6 is probably not optimal. In the steady-state case,
which as we recall is a special case of the time-periodic problem, the uniform decay rate
|x|−3/2+ε can be shown; see for example [18, Theorem IX.8.1]. Going through the proof
of Theorem 5.1.6, we see that the decay rate of R(x, t) is determined by estimate (5.22)
of the fundamental solution Γ⊥. We observe that an improvement in estimate (5.22)
immediately implies a similar improvement in the decay of R(x, t), but leave it as an
open question if this is actually possible to obtain.
5.2 Energy
An asymptotic expansion of a solution to (5.1) can be used to study the physical
properties of the flow. One such property is the kinetic energy. For a steady-state flow it
is known in the case λ 6= 0 that the kinetic energy is infinite unless the (time-independent)
data f satisfies ∫
R3
f(x) dx = 0.
In this section, we shall generalize this result to the time-periodic Navier-Stokes problem.
More precisely, we shall show in the case λ 6= 0 that the kinetic energy of a strong solution
to (5.1) is infinite unless
1
T
T∫
0
∫
R3
f(x, t) dxdt = 0
is satisfied for the (time-periodic) data f .
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Although the asymptotic expansion (5.40) established in Theorem 5.1.6 indicates the
aforementioned property of the kinetic energy, it is not possible to derive the property
directly from (5.40). This is due to the pointwise estimate of the remainder term R(x, t),
which does not reveal any information on the L2(R3)-norm, that is, the kinetic energy of
R(x, t). Below, we shall therefore investigate more carefully the summability of R(x, t).
We start with a lemma.
Lemma 5.2.1. If
∀q ∈ (1,∞) : H ∈W 1,q(R3)3×3, (5.57)
then
∀q ∈ (4/3,∞) : Γ λO ∗ divH ∈ Lq(R3)3. (5.58)
Proof. By (5.35), (5.36), and Young’s inequality, the convolution Γ λO ∗ divH is well-
defined. Taking into account (5.37) and (5.38), we further see that
Γ λO ∗ divH = ∇Γ λO ∗H ∈ Lq(R3)3
for all q ∈ (4/3,∞).
We shall now determine the summability of the term R(x, t) in (5.40). The result is
important in its own right, so we state it as a theorem.
Theorem 5.2.2. Let λ > 0, f ∈ C∞0 (G)3, and (u, p) be a solution to (5.4) with u = v+w
satisfying for some q ∈ (1, 43) and r ∈ (4,∞):
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 1,2,q,rσ,⊥ (G)×Xq,rP (G). (5.59)
Then
u(x, t) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
f dxdt
)
+R(x, t) (5.60)
with
∀s ∈ (4/3,∞) : R ∈ L∞((0, T );Ls(R3 \ B1)3), (5.61)
∀s ∈ (4/3, 3) : R ∈ L∞((0, T );Ls(R3)3). (5.62)
Proof. Observe first, since w belongs to W 1,2,q(G), that classical Sobolev embedding
implies w ∈ L∞((0, T );Lq(R3)3). From Lemma 4.1.2 we already know that w ∈
L∞
(
(0, T );L∞(R3)3). It follows that
∀s ∈ (q,∞) : w ∈ L∞((0, T );Ls(R3)3). (5.63)
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Consequently, (5.60) can be established by expanding v appropriately. As in the proof
of Theorem 5.1.6, we find that
v = Γ λO ∗
(Pf − P[w · ∇w]− v · ∇v).
Recall that P[w · ∇w] = divP[w ⊗ w] and v · ∇v = div v ⊗ v. From the summability
of w and v ensured by assumption (5.59), it therefore follows that both P[w · ∇w] and
v · ∇v have the form divH with H satisfying (5.57). Consequently
∀s ∈ (4
3
,∞) : Γ λO ∗
(P[w · ∇w]+ v · ∇v) ∈ Ls(R3)3. (5.64)
Finally, it is well known, see for example [17, Chapter VII.3, p.373], that
Γ λO ∗ Pf(x) = Γ λO(x) ·
(∫
R3
Pf(y) dy
)
+O
(∇Γ λO(x)) as |x| → ∞,
from which we infer, by the summability property (5.37) of ∇Γ λO, that
∀s ∈ (4
3
,∞) : Γ λO ∗ Pf − Γ λO ·
(∫
R3
Pf(y) dy
)
∈ Ls(R3 \ B1)3. (5.65)
Hence, the identity
u = v + w = Γ λO ·
(∫
R3
Pf(y) dy
)
+ Γ λO ∗ Pf − Γ λO ·
(∫
R3
Pf(y) dy
)
− Γ λO ∗
(P[w · ∇w]+ v · ∇v)+ w
together with (5.63), (5.64), (5.65), and the fact that
∫
R3
Pf(y) dy = 1T
T∫
0
∫
R3
f dxdt
enables us to conclude
u(x, t) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
f dxdt
)
+R(x, t)
with R satisfying (5.61). Due to the local summability (5.36) of Γ λO and the summability
(4.11) and (5.63) of v and w, respectively, we further deduce (5.62).
Remark 5.2.3. The asymptotic expansion (5.60) can be obtained under assumptions on
the solution that are weaker than (5.59). The stronger condition (5.59) is chosen here
only because the solutions established in Theorem 4.1.5 clearly belong to this class.
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In view of (6.9) in the following chapter, it is even likely that the weak solution from
Theorem 6.3.1 satisfies an expansion of type
u(x, t) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
f dxdt
)
+R(x, t)
with R ∈ L∞((0, T );L2(R3)3). This conjecture will be the source of investigation in a
forthcoming paper. We leave it at this point as an open question.
Finally, we can conclude the following property of the kinetic energy of the fluid flow
corresponding to the strong solution found in Theorem 4.1.5.
Theorem 5.2.4. Let q ∈ (1, 43), r ∈ (4,∞), f ∈ C∞0 (G)3, and (u, p) be the solution
from Theorem 4.1.5. The kinetic energy of u is finite, that is,
‖u‖
L∞
(
(0,T );L2(R3)
) <∞, (5.66)
if and only if
1
T
T∫
0
∫
R3
f(x, t) dxdt = 0.
Proof. Recall, see for example [17, Chapter VII.3, (3.30)], that no entries of the tensor
Γ λO belong to L
2(R3). More precisely, ‖[Γ λO]jk‖2 =∞ for all j, k = 1, 2, 3. The theorem
therefore follows directly from (5.60) and (5.62).
5.3 Flow past a rotating body
We can apply Theorem 5.1.6 to establish an asymptotic expansion at spatial infinity
of a Navier-Stokes flow past a rotating body that is steady in a frame attached to the
body. The equations of motion for a Navier-Stokes liquid flowing past a rotating body,
written in a frame attached to the body, are given by (3.87). Thus, a flow that is steady,
i.e. time independent, with respect to this frame is governed by the system
−∆v +∇p+ v · ∇v − λ∂1v − ω
(
e1 ∧x · ∇v − e1 ∧v
)
= 0 in Ω,
div v = 0 in Ω,
v = λ e1 +(ω e1) ∧ x on ∂Ω,
lim
|x|→∞
v(x) = 0,
(5.67)
where v : Ω→ R3 and p : Ω→ R denote the Eulerian velocity and pressure of the liquid,
respectively. Recall that Ω ⊂ R3 is an exterior domain with R3 \ Ω being the domain
occupied by the body. Moreover, ω e1 ∈ R3 is the angular and λ e1 ∈ R3 the translational
velocity of the body, which we take to be directed along the same axis. This assumption
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can be made without loss of generality, provided the angular and translational velocity
are not orthogonal. In the general case, one can apply a simple transformation to obtain
(5.67); see for example [26]. For simplicity, we have assumed that no external forces act
on the liquid. In this case, the only driving force of the flow is the motion of the body.
In the case both angular and translational velocity of the body are nonzero, that
is, the body both translates and rotates, we can employ Theorem 5.1.6 to identify the
asymptotic profile as |x| → ∞ of the velocity field v(x) in terms of the Oseen fundamental
solution Γ λO introduced in (5.30).
Theorem 5.3.1. Let Ω ⊂ R3 be a C2-smooth exterior domain, and λ, ω > 0. A solution
(v, p) ∈ D1,2(Ω)3 ∩ L6(Ω)3 ∩W 2,2loc (Ω)3 ×W 1,2loc (Ω) (5.68)
to (5.67) satisfies the asymptotic expansion
v(x) = Γ λO(x) ·
(F · e1 ) e1 +R(x), (5.69)
with
∀ε > 0 : |R(x)| ≤ C34|x|−
4
3
+ε for |x| ≥ 1 (5.70)
and
F :=
∫
∂Ω
T(v, p) · n dS. (5.71)
Here, T(v, p) := ∇v +∇v> − pI denotes the Cauchy stress tensor of the liquid.
Proof. Asymptotic properties of a solution (v, p) to (5.67) in the class (5.68) have been
studied extensively in [23]. In [23, Theorem 4.4] it is shown for sufficiently large ρ > 0
that
∀q ∈ (1, 2) : v ∈ Xqσ,Oseen(Bρ). (5.72)
Moreover, in [23, Theorem 5.1 and Theorem 5.2] pointwise decay estimates of v and ∇v
are established. From these estimates it follows that
v ∈ L∞(Bρ)3 and ∇v ∈ L∞(Bρ)3×3. (5.73)
In addition, putting the lower order terms −λ∂1v − ω
(
e1 ∧x · ∇v − e1 ∧v
)
in the first
equation in (5.67) on the right-hand side, we obtain by a boot-strapping argument uti-
lizing standard regularity theory for the classical Navier-Stokes system, see for example
[17, Theorem VIII.5.1], that
(v, p) ∈ C∞(Bρ)3 × C∞(Bρ). (5.74)
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We shall transform (v, p) into a solution to a whole-space problem. For this purpose,
choose ρ > 0 so large that (5.72)–(5.74) are satisfied and R3 \Ω ⊂ Bρ. Let χρ ∈ C∞(R3)
be a “cut-off“ function with χρ = 0 in Bρ and χρ = 1 in R3 \ B2ρ. We then define
w : R3 → R3, w(x) := χρ(x)v(x)−B[∇χρ · v](x),
pi : R3 → R, pi(x) := χρ(x)p(x),
(5.75)
where B denotes the so-called “Bogovski˘ı operator”, that is, an operator
B : C∞0 (B2ρ)→ C∞0 (B2ρ)3
with the property that divB(f) = f whenever
∫
B2ρ
f(x) dx = 0. We refer to [17,
Theorem III.3.2] for details on this operator. Observe that∫
B2ρ
∇χρ · v dx =
∫
B2ρ
div(χρv) dx
=
∫
∂ B2ρ
v · n dx
=
∫
∂Ω
v · n dS
=
∫
∂Ω
(λ e1 +(ω e1) ∧ x) · n dS =
∫
R3\Ω
div(λ e1 +(ω e1) ∧ x) dx = 0.
(5.76)
It follows that (w, pi) is a smooth solution to the whole-space problem{
−∆w +∇pi − λ∂1w − ω
(
e1 ∧x · ∇w − e1 ∧w
)
= h− w · ∇w in R3,
divw = 0 in R3,
(5.77)
where h is a function with
h ∈ C∞0 (R3)3, supph ⊂ B2ρ . (5.78)
Due to (5.72)–(5.74), we clearly have
∀q ∈ (1, 2) : w ∈ Xqσ,Oseen(R3), w ∈ L∞(R3)3, and ∇w ∈ L∞(R3)3×3.
From these properties it is easy to verify for any r ∈ (8,∞) that
w · ∇w ∈ L 65 (R3)3 ∩ Lr(R3)3. (5.79)
In the next step, we transform (w, pi) into a solution to a time-periodic problem. For
this purpose, we recall the definition of the 2piω -periodic rotation matrix Q(t) in (3.96),
put T := 2piω , and define
u : G→ R3, u(x, t) := Q(t)w(Q(t)>x),
p : G→ R, p(x, t) := pi(Q(t)>x),
H : G→ R3, H(x, t) := Q(t)h(Q(t)>x),
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where we as usual put G := R/T Z. Then (u, p) is a smooth solution to{
∂tu−∆u− λ∂1u+∇p = H − u · ∇u in G,
div u = 0 in G.
(5.80)
Moreover, (5.78) and (5.79) yield
H + u · ∇u ∈ L 65 (G)3 ∩ Lr(G)3
for any r ∈ (8,∞). Utilizing Theorem 4.1.3 in combination with the uniqueness proper-
ties from Lemma 3.6.2 and Lemma 3.6.4, we obtain
(Pu,P⊥u) = A−1λ,σPH
(
H + u · ∇u) ∈ X 65 ,rσ,Oseen(R3)×W 1,2, 65 ,rσ,⊥ (G).
In view of Lemma 4.1.4, we let p˜ = grad−1[Id−PH ]
(
H + u · ∇u) ∈ X 65 ,rP (G) and observe
that (u, p˜) also solves (5.80), although p˜ may differ from p. Finally, we are now in a
position where we can apply Theorem 5.1.6 to (u, p˜) and obtain
u(x, t) = Γ λO(x) ·
(
1
T
T∫
0
∫
R3
H(y, t) dydt
)
+R(x, t), (5.81)
with R(x, t) satisfying (5.41). In order to compute the integral in (5.81), we isolate h in
(5.77) and integrate the resulting identity. Recalling (5.78), we thus deduce∫
R3
hdx
=
∫
B2ρ
div
[− T(w, pi)− λw ⊗ e1−ωw ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ w + w ⊗ w]dx
=
∫
∂ B2ρ
[− T(w, pi)− λw ⊗ e1−ωw ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ w + w ⊗ w] · n dS
=
∫
∂ B2ρ
[− T(v, p)− λv ⊗ e1−ωv ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ v + v ⊗ v] · n dS
= −
∫
∂Ω
[− T(v, p)− λv ⊗ e1−ωv ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ v + v ⊗ v] · n dS
+
∫
Ω∩B2ρ
div
[− T(v, p)− λv ⊗ e1−ωv ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ v + v ⊗ v]dx
= −
∫
∂Ω
[− T(v, p)− λv ⊗ e1−ωv ⊗ (e1 ∧x) + ω(e1 ∧x)⊗ v + v ⊗ v] · n dS,
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where the last equality is due to the fact that (v, p) solves (5.67). Inserting the boundary
values from (5.67) for v on ∂Ω, we verify by elementary calculations similar to (5.76)
that all but the first term in the last integral above vanish. Thus∫
R3
hdx =
∫
∂Ω
T(v, p) · n dS = F .
We can now deduce
1
T
T∫
0
∫
R3
H(y, t) dydt =
1
T
T∫
0
∫
R3
Q(t)h
(
Q(t)>y
)
dydt
=
1
T
T∫
0
Q(t)
(∫
R3
h(y) dy
)
dt
=
1
T
T∫
0
Q(t)F dt = (F · e1) e1 .
We then return to (5.81) and find that
w(x) = Q>(t)Γ λO
(
Q(t)x
) · (F · e1) e1 +Q>(t)R(Q(t)x, t).
The first column of the Oseen Fundamental solution, i.e., the vector field Γ λO · e1, is
invariant with respect to rotation around the axis e1; a property one may verify directly
or simply from the fact that the system (5.31) is invariant with respect to such a rotation.
Consequently,
w(x) = Γ λO(x) · (F · e1) e1 +Q>(t)R(Q(t)x, t). (5.82)
Incidentally, the term Q>(t)R(Q(t)x, t) is t-independent. As a consequence of R satis-
fying (5.41), we find for any ε > 0 and |x| ≥ 1 that
|Q>(t)R(Q(t)x, t)| = |R(Q(t)x, t)| ≤ C33 |Q(t)x|−
4
3
+ε = C33|x|−
4
3
+ε.
Since v(x) = w(x) for |x| ≥ 2ρ, the asymptotic expansion (5.69) therefore follows from
(5.82).
Remark 5.3.2. Note that F in (5.71) equals the total force exerted by the liquid on the
body. Since we in (5.67) consider the no-slip boundary condition, there is no contribution
to the total force from momentum flux via the liquid-structure boundary.
Remark 5.3.3. The class (5.68) is the natural class of weak solutions for (5.67). In fact,
existence of such a weak solution can be shown without any restrictions on the “size” of
the data; see for example [21, Chapter XI].2
2Chapter XI is new in the latest edition of the monograph [21].
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Remark 5.3.4. The asymptotic expansion (5.69) has already been shown in [39]. In [39],
however, the decay of the remainder term R(x) as |x| → ∞ is only established in terms
of summability. More precisely, (5.69) is established in [39, Theorem 1.1] with
∀q ∈ (4/3,∞) : R ∈ Lq(Ω)3. (5.83)
Since Γ λO · e1 /∈ Lq(Ω) for any q ∈ [4/3, 2], it follows from (5.83) that R in a sense has a
faster decay as |x| → ∞ than the leading term in (5.69). This manifestation of R’s decay
property does not reveal any information on the pointwise behavior of R as |x| → ∞,
though. In this respect, Theorem 5.3.1 constitutes an improvement. Observe that (5.83)
actually follows by the same proof as above if we in (5.81) instead of Theorem 5.1.6
employ Theorem 5.2.2.
Remark 5.3.5. An asymptotic expansion of a solution to (5.67) has been established in
the case λ = 0, ω > 0 by Farwig and Hishida in [8]. In this case, the leading term is
not the Oseen fundamental solution, but the so-called Landau solution that was already
mentioned in Section 1.6. In [8], the expansion is shown with a remainder term decaying
faster than the leading term only in the sense of summability. In [7], a pointwise estimate
of the remainder term was established by Farwig, Galdi, and Kyed.
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In this chapter, an investigation of weak solutions to the time-periodic Navier-Stokes
system 
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × R,
div u = 0 in R3 × R,
lim
|x|→∞
u(x, t) = 0,
u(·, t+ T ) = u(·, t)
(6.1)
is carried out. For a time-periodic right-hand side f the existence of a weak time-periodic
solution u is shown. Moreover, by decomposing u into a steady-state and time-periodic
part, u = us + up, additional regularity properties will be established by studying us
and up separately. In particular, we shall show that up ∈ L∞
(
R;L2(R3)3
)
, which is a
fundamental new result. We emphasize that the result presented in this chapter requires
no restriction on either the “size” or the structure of the data f .
The chapter is organized as follows: We first introduce in Section 6.1 a weak formu-
lation of (6.1) on the torus group, including a definition of a weak solution. In Section
6.2 we briefly define the projection operator used to decompose functions into a steady
and time-periodic part. In Section 6.3 we then show existence of at least one weak solu-
tion. To conclude that this solution is time periodic in a classical pointwise fashion, we
establish in Section 6.4 continuity of the solution in an appropriate topology.
6.1 Weak formulation on the torus group
As mentioned in the introduction, we will use a functional analytic setting based solely
on time-periodic functions. To accomplish this, we employ function spaces in which the
time interval is replaced with the torus group T := R/T Z, where T denotes the period
of the data.
In a weak formulation, it turns out convenient to formulate the time-periodic prob-
lem in terms of the torus group. If the right-hand side f : R → D−1,20 (R3)3 is T -
periodic, the appropriate function space for the data in a classical weak formulation
will be L2
(
0, T ;D−1,20 (R3)3
)
. The corresponding function space for the weak solution u
is then L2
(
0, T ;D1,20 (R3)3
)
. However, since the elements of L2
(
0, T ;D1,20 (R3)3
)
do not
have a pointwise definition, it does not make sense to require u(0) = u(T ). In other
words, care must be taken in the weak formulation to obtain a setting in which the
time-periodicity of the solution can be appropriately expressed. One way to achieve this
is to work with the torus group T := R/T Z instead of the time interval [0, T ]. Assume
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namely we can find a weak solution u ∈ L2(T;D1,20 (R3)3), then proper T -periodicity of u
can simply be established by showing additional time regularity of u. More specifically,
one needs u ∈ C(T;X) for some topological space X to conclude u(0) = u(T ).
6.1.1 Function spaces
Throughout the chapter we let T denote the torus group R/T Z endowed with the
canonical quotient topology. In addition, T is equipped with the normalized Haar-
measure, which is equivalent to the normalized Lebesgue measure on [0, T ). More pre-
cisely,
∀ϕ ∈ C0(T) :
∫
T
ϕdt :=
1
T
T∫
0
ϕ(t) dt.
For simplicity, we use dt to denote both the normalized Haar-measure on G and the
Lebesgue measure on [0, T ).
Since T is a measure space, the Bochner spaces L2
(
T;D1,20,σ(R3)
)
and L2
(
T;D−1,20 (R3)3
)
are well-defined; see Chapter 2.
We shall also need Bochner-Sobolev spaces of fractional order. We employ the Fourier
transform to introduce these space. Recall that for any complex Hilbert space H the
Fourier transform F extends to an isomorphism
F : L2(G;H)→ L2(Ĝ;H),
which is isometric with respect to the inner products in L2(G;H) and L2(Ĝ;H). We
can now define the Bochner-Sobolev space with respect to the torus group T. Recall
that T is a locally compact abelian group, and that T̂ can be identified with Z. We can
therefore define for α ∈ (0,∞) the space
Wα,2
(
T;H
)
:= {u ∈ L2(T;H) | |k|αû(k) ∈ L2(Z;H)}
and norm
‖u‖Wα,2(T;H) :=
(∑
k∈Z
(1 + |k|α)2 ‖û(k)‖2H
)1/2
.
It is easy to see that Wα,2
(
T;H
)
equipped with this norm is a Hilbert space.
If H is a real Hilbert space, we define Wα,2
(
0, T ;H
)
and Wα,2
(
T;H
)
by using first
the complexification of H, and subsequently restrict the elements to their real parts.
The weak formulation on the torus group requires smooth, solenoidal, test functions
of compact support on the domain R3×T. As in Section 3.2.1, we use the quotient map
(3.10) to define
C∞(R3 × T) := {u : R3 × T→ R | ∃U ∈ C∞(R3 × R) : U = u ◦ pi}. (6.2)
Introducing on R3 × T the canonical product topology, we can then define
C∞0,σ(R3 × T) := {u ∈ C∞(R3 × T) | div u = 0, suppu is compact}, (6.3)
which will serve as the space of test functions in the weak formulation.
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6.1.2 Weak formulation
We define a weak time-periodic solution to (6.1) as follows:
Definition 6.1.1. Let f ∈ L2(T;D−1,20 (R3)3). A vector field u ∈ L2(T;D1,20,σ(R3)) is
called a weak time-periodic solution to (6.1) if
∀Φ ∈ C∞0,σ(R3 × T) :∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ− λ∂1u · Φ + (u · ∇u) · Φ dxdt =
∫
T
〈f,Φ〉 dt. (6.4)
Remark 6.1.2. Recalling (2.2), we observe for u and Φ as in Definition 6.1.1 that∫
T
∫
R3
|(u · ∇u) · Φ|dxdt ≤
∫
T
‖u(t)‖6‖∇u(t)‖2 ‖Φ(t)‖3 dt ≤ sup
t∈T
‖Φ(t)‖3
∫
T
‖∇u(t)‖22 dt.
Thus, the integral in (6.4) is well-defined.
Remark 6.1.3. In Section 6.5 we shall show existence of a pressure term p that turns
a weak solution in the sense of Definition 6.1.1 into a standard solution in the sense
of distributions. Thus, (6.4) is an appropriate weak formulation. Definition 6.1.1 is
equivalent to the definition of a weak time-periodic solution introduced in [25].
Remark 6.1.4. The function space L2
(
T;D−1,20 (R3)3
)
used to describe the data f in
Definition 6.1.1 is chosen mainly because we shall later show existence of a weak solution
for data in this class. The definition of a weak solution is valid also for data in other
function spaces. The only requirement on the data is essentially that the right-hand side
in (6.4) remains meaningful.
6.2 Time-averaging projection
We will show existence of a weak solution u to (6.1) in the sense of Definition 6.1.1.
In order to obtain better regularity than merely u ∈ L2(T;D1,20,σ(R3)), we need to de-
compose u into a steady-state part us and a time-periodic part up, and analyze each
part separately. For this purpose, we need the time-averaging projection P introduced
in Section 3.5. We shall briefly reintroduce the projection in the setting of the Bochner
spaces used in the weak setting.
For a Banach space X we define the projection P on Lq(T;X), q ∈ [1,∞), by
P : Lq(T;X)→ Lq(T;X), Pg := ∫
T
g(s) ds, (6.5)
where the integral above is understood as a Bochner integral in X. As in the proof of
Lemma 3.5.2, one can verify that P is continuous. Clearly, P is idempotent, and thus a
continuous projection. Put
P⊥ : Lq
(
T;X
)→ Lq(T;X), P⊥g := Id−Pg. (6.6)
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Of course, P⊥ is also a continuous projection.
Observe that Pg time-independent. More precisely, PLq(T;X) = X. Consequently,
P induces that decomposition
Lq
(
T;X
)
= X ⊕ Lq⊥
(
T;X
)
, (6.7)
where Lq⊥
(
T;X
)
= P⊥Lq
(
T;X
)
. For u ∈ Lq(T;X) we will refer to Pu as the steady-
state part, and P⊥u as the time-periodic part of u.
6.3 Existence
We shall now show existence of a weak time-periodic solution u to (6.1). The proof
uses a Galerkin approximation based on an appropriately chosen basis.
In addition to existence, it will be shown that P⊥u ∈ L∞
(
T;L2(R3)3
)
. The impli-
cations of this result are discussed in Remark 6.3.5. In contrast to the initial-value
problem, it is in general not possible to show u ∈ L∞(T;L2(R3)3) for a solution to the
time-periodic problem. This issue is discussed further in Remark 6.3.3. The absence
of a prescribed initial-value makes the task of showing P⊥u ∈ L∞
(
T;L2(R3)3
)
in the
time-periodic case more delicate than one would perhaps expect from the the relatively
simple argument used to establish u ∈ L∞(T;L2(R3)3) for the initial-value problem. We
briefly discuss this matter in Remark 6.3.4.
We can now state and prove the main theorem on existence of weak solutions to (6.1).
Theorem 6.3.1. Let f ∈ L2(T;D−1,20 (R3)3) and λ ≥ 0.1 There exists a weak time-
periodic solution u ∈ L2(T;D1,20,σ(R3)) to (6.1) that satisfies
Pu ∈ D1,20,σ(R3), (6.8)
P⊥u ∈ L2
(
T;D1,20,σ(R
3)
) ∩ L∞(T;L2σ(R3)). (6.9)
Moreover,
∀α ∈ [0, 1
3
) : P⊥u ∈Wα,2
(
T;L2σ(R3)
)
. (6.10)
Proof. We let {ψj}j∈N ⊂ C∞0,σ(R3)3 be an orthonormal basis for the Hilbert space
W 1,20,σ (R3). Since W
1,2
0,σ (R3) is separable and C∞0,σ(R3) dense herein, it is possible to find
such a basis. For j, k ∈ N put
Ψ#jk : R
3 × T→ R, Ψ#jk(x, t) :=
1√
2
ψj(x) cos
(2pi
T kt
)
,
Ψ∗jk : R3 × T→ R, Ψ#jk(x, t) :=
1√
2
ψj(x) sin
(2pi
T kt
)
,
Ψ0j : R3 × T→ R, Ψ0jk(x, t) := ψj(x).
1For convenience we consider only non-negative λ. The theorem holds for any λ ∈ R.
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Clearly, {Ψ#jk,Ψ∗jk,Ψ0j}k,j∈N is an orthonormal basis for L2
(
T;W 1,20,σ (R3)
)
. For n ≥ m we
let
Xmn := span
{
Ψ#jk,Ψ
∗
jk,Ψ
0
j | j ≤ m, k ≤ n
}
denote a finite linear span of these basis vectors. More precisely, we consider Xmn as a
subspace of L2
(
T;W 1,20,σ (R3)
)
.
We say that U ∈ Xmn is an approximate solution in Xmn to (6.1) if
∀Φ ∈ Xmn :∫
T
∫
R3
−U · ∂tΦ +∇U : ∇Φ− λ∂1U · Φ + (U · ∇U) · Φ dxdt =
∫
T
〈f,Φ〉 dt. (6.11)
We start by showing existence of such an approximate solution. Interestingly, we can
use the same method that is employed in [18, Chapter IX.4] to treat the steady-state
case. Let
∀ξ = (ξ#, ξ∗, ξ0) ∈ Rm×n × Rm×n × Rm : Uξ := ∑
j≤m,k≤n
ξ#jkΨ
#
jk + ξ
∗
jkΨ
∗
jk + ξ
0
jΨ
0
j .
Define the mapping
P : Rm×n × Rm×n × Rm → Rm×n × Rm×n × Rm, P (ξ) = (P#(ξ), P ∗(ξ), P 0(ξ))
by
P#jk(ξ) :=
∫
T
∫
R3
(
∂tUξ −∆Uξ − λ∂1Uξ + Uξ · ∇Uξ
) ·Ψ#jk dxdt− ∫
T
〈f,Ψ#jk〉 dt,
P ∗jk(ξ) :=
∫
T
∫
R3
(
∂tUξ −∆Uξ − λ∂1Uξ + Uξ · ∇Uξ
) ·Ψ∗jk dxdt− ∫
T
〈f,Ψ∗jk〉 dt,
P 0j (ξ) :=
∫
T
∫
R3
(
∂tUξ −∆Uξ − λ∂1Uξ + Uξ · ∇Uξ
) ·Ψ0j dxdt− ∫
T
〈f,Ψ0j 〉 dt.
Clearly, P is continuous. Moreover,
P (ξ) · ξ =
∫
T
∫
R3
∂tUξ · Uξ −∆Uξ · Uξ − λ∂1Uξ · Uξ +
(
Uξ · ∇Uξ
) · Uξ dxdt− ∫
T
〈f, Uξ〉dt
=
∫
T
∫
R3
|∇Uξ|2 dxdt−
∫
T
〈f, Uξ〉dt
≥ ‖Uξ‖2L2(T;D1,20,σ(R3)) − ‖f‖L2(T;D−1,20 (R3)) ‖Uξ‖L2(T;D1,20,σ(R3)).
(6.12)
113
6 Weak solutions
Since the family of vectors
{
Ψ#jk,Ψ
∗
jk,Ψ
0
j | j ≤ m, k ≤ n
}
is linearly independent in the
space L2
(
T;W 1,20,σ (R3)
)
, it is also linearly independent as a family of vectors in the space
L2
(
T;D1,20,σ(R3)
)
. Consequently, there are constants A,B > 0 such that
∀ξ ∈ Rm×n × Rm×n × Rm : A|ξ| ≤ ‖Uξ‖L2(T;D1,20,σ(R3)) ≤ B|ξ|.
It follows that
P (ξ) · ξ ≥ A2|ξ|2 −B‖f‖
L2(T;D−1,20 (R3))
|ξ|,
whence P (ξ) · ξ > 0 for all ξ ∈ Rm×n×Rm×n×Rm with |ξ| = 2 B
A2
‖f‖. Thus, P satisfies
the condition in [18, Lemma VIII.3.1] from which the existence of ξ0 ∈ Rm×n×Rm×n×Rm
with the property
P (ξ0) = 0 (6.13)
then follows. We conclude that Uξ0 is an approximate solution in X
m
n . We put U
m
n :=
Uξ0 . By a similar computation as in (6.12), we find
0 = P (ξ0) · ξ0 =
∫
T
∫
R3
|∇Umn |2 dxdt−
∫
T
〈f, Umn 〉dt,
and thus conclude
‖Umn ‖L2(T;D1,20,σ(R3)) ≤ ‖f‖L2(T;D−1,20 (R3)). (6.14)
Summarizing, we have found for all m,n ∈ N an approximate solution Umn ∈ Xmn to
(6.1) that satisfies (6.14).
In the next step, we seek to establish a similar bound on the norm of P⊥Umn in the
space Wα,2
(
T;L2σ(R3)
)
. For this purpose, it will be convenient to express Umn (x, ·) in
terms of the basis {ei 2piT kt | k ∈ Z} of the complex Hilbert space L2(T;C). More precisely,
we put
∀k ∈ Z : uk(x) :=
∫
T
Umn (x, t) e
−i 2piT kt dt ∈ C∞0,σ(R3). (6.15)
Clearly, uk = 0 for all |k| > n. Since {uk(x) | k ∈ Z}, are the Fourier coefficients of
Umn (x, ·), we have
Umn (x, t) =
∑
k∈Z
uk(x) e
i 2piT kt =
∑
|k|≤n
uk(x) e
i 2piT kt . (6.16)
Observe that
PUmn (x, t) = u0(x),
P⊥Umn (x, t) =
∑
k∈Z\{0}
uk(x) e
i 2piT kt =
∑
|k|≤n,k 6=0
uk(x) e
i 2piT kt . (6.17)
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For any l ∈ Z \ {0} and γ ∈ R, γ > 0 we will now use2 (−i) sgn(l)|l|−γul e−i 2piT lt as a test
function in the weak formulation (6.11). We therefore compute∫
T
∫
R3
∂tU
m
n · (−i) sgn(l)|l|−γul e−i
2pi
T lt dxdt
=
∫
T
∫
R3
(∑
k∈Z
i
2pi
T kuk(x) e
i 2piT kt
)
· (−i) sgn(l)|l|−γul e−i
2pi
T lt dxdt
=
∫
R3
2pi
T l sgn(l)|l|
−γulul dx
=
2pi
T |l|
1−γ
∫
R3
|ul|2 dx.
(6.18)
Similarly, we compute∫
T
∫
R3
∇Umn : ∇
[
(−i) sgn(l)|l|−γul e−i
2pi
T lt
]
dxdt = (−i) sgn(l)|l|−γ
∫
R3
|∇ul|2 dx,
(6.19)
and∫
T
∫
R3
λ∂1U
m
n · (−i) sgn(l)|l|−γul e−i
2pi
T lt dxdt = (−i) sgn(l)|l|−γλ
∫
R3
∂1ulul dx. (6.20)
Since Umn is a real function, it follows that uk = u−k. Consequently∫
T
∫
R3
(Umn · ∇Umn ) · (−i) sgn(l)|l|−γul e−i
2pi
T lt dxdt
=
∫
T
∫
R3
(( ∑
|k|≤n
uk(x) e
i 2piT kt
) · ∇( ∑
|h|≤n
uh(x) e
i 2piT ht
)) · (−i) sgn(l)|l|−γul e−i 2piT lt dxdt
=
∫
T
∫
R3
∑
|k|,|h|≤n
(uk · ∇uh) ·
(
(−i) sgn(l)|l|−γu−l ei
2pi
T (k+h−l)t
)
dxdt
= (−i) sgn(l)|l|−γ
∫
R3
∑
|k|≤n
(uk · ∇ul−k) · u−l dx.
(6.21)
For |l| ≤ n it is easy to see that the function (−i) sgn(l)|l|−γul e−i 2piT lt belongs to the
complexification Xmn ⊕ iXmn of Xmn . Consequently, we can use it as a test function in
2 By sgn(l) we denote the sign of l, and by u the complex conjugate of u.
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the weak formulation (6.11). From (6.11) and (6.18)–(6.21) it therefore follows that
2pi
T |l|
1−γ
∫
R3
|ul|2 dx = −(−i) sgn(l)|l|−γ
∫
R3
|∇ul|2 dx
+ (−i) sgn(l)|l|−γλ
∫
R3
∂1ulul dx
− (−i) sgn(l)|l|−γ
∫
R3
∑
|k|≤n
(uk · ∇ul−k) · u−l dx
+ (−i) sgn(l)|l|−γ
∫
T
〈f, ul〉 e−i
2pi
T lt dt.
(6.22)
We shall estimate the terms on the right-hand side above. To estimate the second term,
we employ first Ho¨lder’s and then Young’s inequality to obtain
∣∣∣|l|−γλ∫
R3
∂1ulul dx
∣∣∣ ≤ |l|−γλ(∫
R3
|∇ul|2 dx
) 1
2
(∫
R3
|ul|2 dx
) 1
2
≤ |l|−γ
(
1
2
2pi
T
∫
R3
|ul|2 dx+ c1
∫
R3
|∇ul|2 dx
)
≤ |l|1−γ 1
2
2pi
T
∫
R3
|ul|2 dx+ c1
∫
R3
|∇ul|2 dx,
(6.23)
where c1 = c1(λ, T ). Recalling (2.2), we estimate, employing Ho¨lder’s inequality, the
third term on the right-hand side in (6.22) by∣∣∣|l|−γ ∫
R3
∑
|k|≤n
(uk · ∇ul−k) · u−l dx
∣∣∣
≤ |l|−γ
∑
|k|≤n
(∫
R3
|uk|6 dx
) 1
6
(∫
R3
|∇ul−k|2 dx
) 1
2
(∫
R3
|ul|3 dx
) 1
3
≤ c2 |l|−γ
∑
|k|≤n
(∫
R3
|∇uk|2 dx
) 1
2
(∫
R3
|∇ul−k|2 dx
) 1
2
(∫
R3
|ul|3 dx
) 1
3
≤ c3 |l|−γ
(∫
R3
|ul|3 dx
) 1
3
( ∑
|k|≤n
∫
R3
|∇uk|2 dx
) 1
2
( ∑
|k|≤n
∫
R3
|∇ul−k|2 dx
) 1
2
.
Employing Lemma 2.3.1 to estimate the first integral on the right-hand side above, we
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further obtain∣∣∣|l|−γ ∫
R3
∑
|k|≤n
(ul−k · ∇uk) · u−l dx
∣∣∣
≤ c4 |l|−γ
(∫
R3
|ul|2 dx
) 1
4
(∫
R3
|∇ul|2 dx
) 1
4
(∑
k∈Z
∫
R3
|∇uk|2 dx
)
,
whence, by Plancherel’s equality,∣∣∣|l|−γ ∫
R3
∑
|k|≤n
(uk · ∇ul−k) · u−l dx
∣∣∣
≤ c5 |l|−γ
(∫
R3
|ul|2 dx
) 1
4
(∫
R3
|∇ul|2 dx
) 1
4
(∫
T
∫
R3
|∇Umn |2 dxdt
)
.
(6.24)
We can estimate the last term on the right-hand side in (6.22) by∣∣∣|l|−γ ∫
T
〈f, ul〉 e−i
2pi
T lt dt
∣∣∣ ≤ ‖fl‖2D−1,20 (R3) + ‖∇ul‖22, (6.25)
where fl denotes the l’th Fourier coefficient of f . Collecting (6.22)–(6.25) and recalling
(6.14), we can now deduce
|l|1−γ
∫
R3
|ul|2 dx
≤ c6
(∫
R3
|∇ul|2 dx+ |l|−γ
(∫
R3
|ul|2 dx
) 1
4
(∫
R3
|∇ul|2 dx
) 1
4
+ ‖fl‖2D−1,20 (R3)
)
,
where c6 = c6(‖f‖, T , λ). Finally, we employ Young’s inequality to estimate
|l|−γ
(∫
R3
|ul|2 dx
) 1
4
(∫
R3
|∇ul|2 dx
) 1
4
= |l|−γ− 14 (1−γ)
(∫
R3
|l|1−γ |ul|2 dx
) 1
4
(∫
R3
|∇ul|2 dx
) 1
4
≤ c7|l|−2(
3
4
γ+ 1
4
) +
1
2c6
∫
R3
|l|1−γ |ul|2 dx+ c8
∫
R3
|∇ul|2 dx,
and conclude
|l|1−γ
∫
R3
|ul|2 dx ≤ c9
(∫
R3
|∇ul|2 dx+ |l|−2(
3
4
γ+ 1
4
) + ‖fl‖2D−1,20 (R3)
)
. (6.26)
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We have derived the above inequality for l ∈ Z \ {0} with |l| ≤ n. However, since ul = 0
for |l| > n, the above inequality holds for all l ∈ Z \ {0}. We will now sum both sides
over l. For γ > 13 we have
−2
(
3
4
γ +
1
4
)
< −1 (6.27)
whence, using again Plancherel’s equality, it follows that∑
l∈Z\{0}
|l|1−γ‖ul‖2L2(R3) dx ≤ c10
(∑
l∈Z
∫
R3
|∇ul|2 dx+ 1 + ‖f‖2L2(T;D−1,20 (R3))
)
= c10
(∫
T
∫
R3
|∇Umn |2 dxdt+ 1 + ‖f‖2L2(T;D−1,20 (R3))
)
,
where c10 = c10(‖f‖, γ, T , λ). Recalling (6.14), we deduce
∀γ ∈ (1
3
,∞) :
∑
l∈Z\{0}
|l|1−γ‖ul‖2L2(R3) dx ≤ c10,
with c10 independent on m and n. Recalling (6.17), we conclude for all α ∈ [0, 13) that
P⊥Umn ∈Wα,2
(
T;L2σ(R3)
)
with
∀α ∈ [0, 1
3
) : ‖P⊥Umn ‖Wα,2(T;L2σ(R3)) ≤ c11, (6.28)
where c11 = c11(α, ‖f‖, T , λ) is independent on m and n.
In the next step of the proof, we wish to establish an estimate of the approximate
solution in the L∞
(
T;L2(R3)3
)
-norm. For this purpose, we choose again an appropriate
test function and utilize that Umn satisfies (6.11). We shall also need to pass to the limit
n→∞. We therefore denote now the Fourier coefficients of Umn (x, ·) by {unk}k∈Z. Thus,
we have
Umn (x, t) =
∑
k∈Z
unk(x) e
i 2piT kt =
∑
|k|≤n
unk(x) e
i 2piT kt . (6.29)
We choose for j, l ∈ Z with |j|, |l| ≤ n the function unj e−i
2pi
T lt ∈ Xmn ⊕ iXmn as test
function in (6.11) and obtain∫
T
∫
R3
−Umn ·
(
− i2piT lu
n
j e
−i 2piT lt
)
+∇Umn : ∇unj e−i
2pi
T lt
− λ∂1Umn · unj e−i
2pi
T lt +(Umn · ∇Umn ) · unj e−i
2pi
T lt dxdt =
∫
T
〈f, unj 〉 e−i
2pi
T lt dt.
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Inserting the Fourier series (6.29) for Umn in the above identity, we find∫
R3
i
2pi
T lu
n
l u
n
j +∇unl : ∇unj − λ∂1unl · unj +
∑
|k|≤n
(unl−k · ∇unk) · unj dx
=
∫
T
〈f, unj 〉 e−i
2pi
T ls ds.
Multiplying both sides above with ei
2pi
T (l+j)t and summing over j and l, we further deduce∑
|j|,|l|≤n
j 6=0
∫
R3
i
2pi
T lu
n
l u
n
j e
i 2piT (l+j)t dx =
∑
|j|,|l|≤n
j 6=0
∫
R3
−∇unl : ∇unj ei
2pi
T (l+j)t dx
+
∑
|j|,|l|≤n
j 6=0
∫
R3
λ∂1u
n
l · unj ei
2pi
T (l+j)t dx
−
∑
|k|,|j|,|l|≤n
j 6=0
∫
R3
(unl−k · ∇unk) · unj ei
2pi
T (l+j)t dx
+
∑
|j|,|l|≤n
j 6=0
∫
T
〈f, unj 〉 e−i
2pi
T ls ds ei
2pi
T (l+j)t .
(6.30)
In the sums in (6.30) we recognize familiar quantities. For example, we compute, recalling
that P⊥Umn is a real function,
∂t
∫
R3
|P⊥Umn (x, t)|2 dx = ∂t
∫
R3
∑
|l|,|j|≤n
l,j 6=0
unl u
n
j e
i 2piT (l+j)t dx
=
∑
|l|,|j|≤n
l,j 6=0
∫
R3
i
2pi
T (l + j)u
n
l u
n
j e
i 2piT (l+j)t dx
=
∑
|l|,|j|≤n
j 6=0
∫
R3
i
2pi
T lu
n
l u
n
j e
i 2piT (l+j)t dx
+
∑
|l|,|j|≤n
l 6=0
∫
R3
i
2pi
T ju
n
l u
n
j e
i 2piT (l+j)t dx
= 2
∑
|l|,|j|≤n
j 6=0
∫
R3
i
2pi
T lu
n
l u
n
j e
i 2piT (l+j)t dx.
(6.31)
We have hereby identified the left-hand side in (6.30) with 12∂t
∫
R3 |P⊥Um(x, t)|2 dx.
Similar identifications can be made for the terms on the right-hand side as well. We
immediately see that∑
|l|,|j|≤n
j 6=0
∫
R3
∇unl : ∇unj e−i
2pi
T (l+j)t dx =
∫
R3
∇Umn : ∇P⊥Umn dx (6.32)
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and ∑
|l|,|j|≤n
j 6=0
∫
R3
λ∂1u
n
l · unj e−i
2pi
T (l+j)t dx =
∫
R3
λ∂1U
m
n · P⊥Umn dx. (6.33)
We also see that∑
|l|,|j|≤n
j 6=0
∫
T
〈f, unj 〉 e−i
2pi
T ls ds ei
2pi
T (l+j)t =
∑
|l|≤n
〈fl,P⊥Umn 〉 ei
2pi
T lt,
(6.34)
where fl denotes the l’th Fourier coefficient of f . Combining (6.30)–(6.34), we conclude
that
1
2
∂t
∫
R3
|P⊥Umn (x, t)|2 dx = −
∫
R3
∇Umn : ∇P⊥Umn dx+
∫
R3
λ∂1U
m
n · P⊥Umn dx
−
∑
|k|,|j|,|l|≤n
j 6=0
∫
R3
(unl−k · ∇unk) · unj ei
2pi
T (l+j)t dx
+
∑
|l|≤n
〈fl,P⊥Umn 〉 ei
2pi
T lt .
(6.35)
Observe that we now have a pointwise identity for ∂t
∫
R3 |P⊥Umn (x, t)|2 dx. To capitalize
on this information, we compute for h ∈ Z the h’th Fourier coefficient on both sides in
(6.35) to find that∫
T
(−i2piT h)
(
1
2
∫
R3
|P⊥Umn (x, t)|2 dx
)
e−i
2pi
T ht dt
=
∫
T
(∫
R3
−∇Umn : ∇P⊥Umn dx+ λ∂1Umn · P⊥Umn dx
)
e−i
2pi
T ht dt
−
∑
|k|,|j|≤n
j 6=0,|h−j|≤n
∫
R3
(unh−j−k · ∇unk) · unj dx+ 〈fh,P⊥Umn 〉.
(6.36)
For the purpose of expressing the sum on the right-hand side above in terms of more
well-known quantities, we shall pass to the limit n→∞. First put
Y m := span
{
ψj | j ≤ m
} ⊂W 1,20,σ (R3).
Since Y m is a finite dimensional vector space, all norms on Y m are equivalent. From
(6.14) and (6.28) we thus deduce that {Umn }∞n=1 is bounded in the space L2(T;Y m) and
{P⊥Umn }∞n=1 in W γ,2(T;Y m) for all γ ∈ [0, 13). Consequently, there is a Um ∈ L2(T;Y m)
with P⊥Um ∈W γ,2(T;Y m) and a subsequence of {Umn }∞n=1, which we for simplicity still
denote by {Umn }∞n=1, such that
Umn ⇀ U
m in L2(T;Y m) as n→∞, (6.37)
∀γ ∈ [0, 1
3
) : P⊥Umn ⇀ P⊥Um in W γ,2(T;Y m) as n→∞. (6.38)
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It follows from (6.37) that PUmn ⇀ PUm in Y m, which, since Y m is finite dimensional,
implies strong convergence PUmn → PUm in Y m as n→∞. Moreover, again due to the
fact that Y m is finite dimensional, W γ1,2(T;Y m) is compactly embedded in W γ2,2(T;Y m)
for γ1 > γ2 ≥ 0. Consequently, (6.38) implies strong convergence P⊥Umn → P⊥Um in
W γ,2(T;Y m) as n→∞ for every γ ∈ [0, 1/3). We thus have
∀γ ∈ [0, 1
3
) : Umn → Um in W γ,2(T;Y m) as n→∞. (6.39)
Finally, in view of (6.14) and (6.28), we have
∀γ ∈ [0, 1
3
) : ‖Um‖
L2(T;D1,20,σ(R3))
+ ‖P⊥Um‖W γ,2(T;L2(R3)3) ≤ c12 (6.40)
with c12 independent on m. We shall now pass to the limit n → ∞ in (6.36). We start
by verifying that
lim
n→∞
∑
|k|,|j|≤n
j 6=0,|h−j|≤n
∫
R3
(unh−j−k · ∇unk) · unj dx =
∫
T
(∫
R3
Um · ∇Um · P⊥Um dx
)
e−i
2pi
T ht dt.
(6.41)
Observe that the right-hand side of (6.41) is well-defined since W
1
4
,2(T;Y m) is embedded
in L4(T;Y m) and thus Um,∇Um ∈ L4(T;Y m). In fact, letting {uk}k∈Z ⊂ Y m denote
the Fourier coefficients of Um we have the identity∫
T
(∫
R3
Um · ∇Um · P⊥Um dx
)
e−i
2pi
T ht dt =
∑
k,j∈Z
j 6=0
∫
R3
(uh−j−k · ∇uk) · uj dx.
We further observe, recalling that unk = 0 for |k| > n, that∑
|k|,|j|≤n
j 6=0,|h−j|≤n
∫
R3
(unh−j−k · ∇unk) · unj dx
=
∑
k,j∈Z
j 6=0,|h−j|≤n
∫
R3
(unh−j−k · ∇unk) · unj dx
=
∑
j∈Z
j 6=0
∫
R3
(∑
k∈Z
unh−j−k · ∇unk
)
·
(
unj χ
n
h(j)
)
dx
with
χnh(j) :=
{
1 if |h− j| ≤ n,
0 if |h− j| > n.
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We can thus estimate∣∣∣ ∑
|k|,|j|≤n
j 6=0,|h−j|≤n
∫
R3
(unh−j−k · ∇unk) · unj dx−
∫
T
(∫
R3
Um · ∇Um · P⊥Um dx
)
e−i
2pi
T ht dt
∣∣∣
≤
∣∣∣∑
j∈Z
j 6=0
∫
R3
(∑
k∈Z
[
unh−j−k − uh−j−k
] · ∇unk) · (unj χnh(j))dx∣∣∣
+
∣∣∣∑
j∈Z
j 6=0
∫
R3
(∑
k∈Z
uh−j−k · ∇
[
unk − uk
]) · (unj χnh(j))dx∣∣∣
+
∣∣∣∑
j∈Z
j 6=0
∫
R3
(∑
k∈Z
uh−j−k · ∇uk
)
·
(
unj χ
n
h(j)− uj
)
dx
∣∣∣
=: S1 + S2 + S3.
In order to estimate S1, we utilize the embedding of W
1
4
,2(T;Y m) into L4(T;Y m) in
combination with (6.39) to conclude that Umn → Um in L4(T, Y m) as n→∞. Moreover,
we recall that
FT
([
Umn (x, ·)− Um(x, ·)
] · ∇Umn (x, ·))(j) = ∑
k∈Z
[
unj−k(x)− uj−k(x)
] · ∇unk(x).
Employing also Plancherel’s identity, we deduce
S1 ≤ c13
∥∥∥∑
k∈Z
[
unh−j−k − uh−j−k
] · ∇unk∥∥∥
`2(Ym)
∥∥∥unj ∥∥∥
`2(Ym)
= c14
∥∥∥[Umn − Um] · ∇Umn ∥∥∥
L2(T;Ym)
∥∥∥Umn ∥∥∥
L2(T;Ym)
≤ c15
∥∥∥Umn − Um∥∥∥
L4(T;Ym)
∥∥∥Umn ∥∥∥
L4(T;Ym)
∥∥∥Umn ∥∥∥
L2(T;Ym)
→ 0 as n→∞,
where we in the last inequality once more exploit that all norms on Y m are equivalent.
In a similar manner, we verify that S2 → 0 as n → ∞. To estimate S3, we proceed as
above and obtain
S3 ≤ c16‖Um‖2L4(T;Ym)‖unj χnh(j)− uj‖`2(Ym)
≤ c16‖Um‖2L4(T;Ym)
(
‖unj − uj‖`2(Ym) + ‖uj
(
1− χnh(j)
)‖`2(Ym))
= c17‖Um‖2L4(T;Ym)
(∥∥∥Umn − Um∥∥∥
L2(T;Ym)
+ ‖uj
(
1− χnh(j)
)‖`2(Ym))
→ 0 as n→∞.
We conclude (6.41). We are now able to pass to the limit n → ∞ in (6.36). The limit
of the sum on the right-hand side in (6.36) is computed in (6.41). Employing (6.39) to
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pass to the limit n→∞ in the other terms, we conclude that∫
T
(−i2piT h)
(
1
2
∫
R3
|P⊥Um(x, t)|2 dx
)
e−i
2pi
T ht dt
= −
∫
T
(∫
R3
∇Um : ∇P⊥Um dx+ λ∂1Um · P⊥Um dx
)
e−i
2pi
T ht dt
−
∫
T
(∫
R3
Um · ∇Um · P⊥Um dx
)
e−i
2pi
T ht dt+ 〈fh,P⊥Um〉.
(6.42)
Since ∫
R3
(Um · ∇Um) · P⊥Um dx
=
∫
R3
(PUm · ∇PUm) · P⊥Um dx+
∫
R3
(P⊥Um · ∇PUm) · P⊥Um dx,
we obtain from (6.42) that
(i
2pi
T h)
∫
T
1
2
(∫
R3
|P⊥Um|2 dx
)
ei
2pi
T ht dt =
∫
T
∫
R3
∇Um : ∇P⊥Um dx ei
2pi
T ht dt
− λ
∫
T
∫
R3
∂1U
m · P⊥Um dx ei
2pi
T ht dt
+
∫
T
∫
R3
(PUm · ∇PUm) · P⊥Um dx ei
2pi
T ht dt
+
∫
T
∫
R3
(P⊥Um · ∇PUm) · P⊥Um dx ei
2pi
T ht dt
−
∫
T
〈f,P⊥Um〉 ei
2pi
T ht dt
(6.43)
for any h ∈ Z. Now put
G(t) :=
1
2
∫
R3
|P⊥Um(x, t)|2 dx
and
H(t) :=
∫
R3
∇Um : ∇P⊥Um dx− λ
∫
R3
∂1U
m · P⊥Um dx+
∫
R3
(PUm · ∇PUm) · P⊥Um dx
+
∫
R3
(P⊥Um · ∇PUm) · P⊥Um dx− 〈f,P⊥Um〉.
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From (6.40) we already know that G ∈ L1(T) with ‖G‖L1(T) ≤ c122. From (6.43) we
see that H is the distributional derivative of G. We shall verify that H ∈ L1(T) and
estimate ‖H‖L1(T). For this purpose, we estimate, recalling (6.40),∫
T
∣∣∣∫
R3
∇Um : ∇P⊥Um dx
∣∣∣dt ≤ ‖Um‖2
L2(T;D1,20,σ(R3))
≤ c122 (6.44)
and∫
T
∣∣∣∫
R3
∂1U
m · P⊥Um dx
∣∣∣ dt ≤ ‖Um‖L2(T;D1,20,σ(R3))‖P⊥Um‖L2(T;L2(R3)) ≤ c122. (6.45)
Employing Lemma 2.3.1, (2.2), and Ho¨lder’s inequality, we find, recalling again (6.40),
that ∫
T
∣∣∣∫
R3
(PUm · ∇PUm) · P⊥Um dx
∣∣∣dt
≤
∫
T
‖PUm‖6‖∇PUm‖2‖P⊥Um(t)‖3 dt
≤ ‖∇PUm‖22
∫
T
‖∇P⊥Um(t)‖
1
2
2 ‖P⊥Um(t)‖
1
2
2 dt
≤ ‖∇PUm‖22‖P⊥Um‖
1
2
L2(T;D1,20,σ(R3))
‖P⊥Um‖
1
2
L2(T;L2(R3))
≤ c123.
(6.46)
Similarly, we estimate∫
T
∣∣∣∫
R3
(P⊥Um · ∇PUm) · P⊥Um dx
∣∣∣ dt
≤ ‖∇PUm‖2
∫
T
‖P⊥Um(t)‖24 dt
≤ ‖∇PUm‖2
∫
T
‖P⊥Um(t)‖
1
2
2 ‖∇P⊥Um(t)‖
3
2
2 dt
≤ ‖∇PUm‖2‖P⊥Um‖
1
2
L2(T;L2(R3))‖P⊥Um‖
3
2
L2(T;D1,20,σ(R3))
≤ c123.
(6.47)
Finally, we observe that∫
T
∣∣∣〈f,P⊥Um〉∣∣∣ dt ≤ ‖f‖L2(T;D−1,20 (R3))‖P⊥Um‖L2(T;D1,20,σ(R3))
≤ c12‖f‖L2(T;D−1,20 (R3)).
(6.48)
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By (6.44)–(6.48), it follows that H ∈ L1(T). We thus deduce G ∈W 1,1(T) with
‖G‖W 1,1(T) ≤ c122 + λc122 + c123 + c12‖f‖L2(T;D−1,20 (R3)).
Since W 1,1(T) is continuously embedded in L∞(T), we conclude that
‖P⊥Um‖L∞(T;L2(R3)) = 4‖G‖
1
2
L∞(T) ≤ c18 (6.49)
with c18 = c18(λ, ‖f‖) independent on m.
We now verify that Um is an approximate solution to (6.1). For any Φ ∈ Xmn0 we have∫
T
∫
R3
−Umn · ∂tΦ +∇Umn : ∇Φ− λ∂1Umn · Φ + (Umn · ∇Umn ) · Φ dxdt =
∫
T
〈f,Φ〉 dt
(6.50)
for n ≥ n0. We can pass to the limit n → ∞ in (6.50) in the same manner we derived
(6.43) by passing to the limit n → ∞ in (6.36). In particular, we can utilize (6.39) to
show
∀Φ ∈
⋃
n0∈N
Xmn0 :∫
T
∫
R3
−Um · ∂tΦ +∇Um : ∇Φ− λ∂1Um · Φ + (Um · ∇Um) · Φ dxdt =
∫
T
〈f,Φ〉 dt.
(6.51)
We summarize at this point that Um ∈ L2(T;D1,20,σ(R3)) is an approximate solution to
(6.1) that satisfies (6.40) and (6.49).
To obtain a proper weak solution to (6.1), we let m → ∞. By (6.40), the sequence
{Um}∞m=1 is bounded in L2
(
T;D1,20,σ(R3)
)
. Thus, there is a U ∈ L2(T;D1,20,σ(R3)) and
a subsequence of {Um}∞m=1, which we for simplicity still denote by {Um}∞m=1, that
converges weakly towards U as m→∞. In view of (6.40) and (6.49), we see that
γ ∈ [0, 1
3
) : P⊥U ∈W γ,2
(
T;L2(R3)3
) ∩ L∞(T;L2(R3)3), (6.52)
and we can pick any γ ∈ (0, 13) and choose the subsequence in such a way that
Um ⇀ U in L2
(
T;D1,20,σ(R
3)
)
,
P⊥Um ⇀ P⊥U in W γ,2
(
T;L2(R3)3
)
,
P⊥Um ⇀∗ P⊥U in L∞
(
T;L2(R3)3
)
, as m→∞,
(6.53)
where ⇀∗ denotes convergence with respect to the weak*-topology of L∞
(
T;L2(R3)3
)
.
For K ⊂ R3 a compact set, W γ,2(T;L2(R3)3)∩L2(T;D1,20 (R3)3) is compactly embedded
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in L2
(
T;L2(K)3
)
; see for example [56, Chapter II, §2, Theorem 2.2]. Moreover, D1,20,σ(R3)
is compactly embedded in L2(K)3. We therefore also have
∀K ⊂ R3, K compact : P⊥Um → P⊥U in L2
(
T;L2(K)3
)
,
∀K ⊂ R3, K compact : PUm → PU in L2(K)3. (6.54)
By virtue of (6.51) and (6.53)–(6.54), it can now be shown that U is a weak solution to
(6.1). Consider first Φ ∈ Xm0n0 for some n0,m0 ∈ N. With this test function fixed, we
pass to the limit m→∞ in (6.51). It is easy to pass to the limit in the terms that are
linear in Um. To verify that we can also pass to the limit in the nonlinear term, we first
compute ∫
T
∫
R3
(Um · ∇Um) · Φ dxdt =
∫
T
∫
R3
(PUm · ∇Φ) · PUm dxdt
+
∫
T
∫
R3
(PUm · ∇Φ) · P⊥Um dxdt
+
∫
T
∫
R3
(P⊥Um · ∇Φ) · PUm dxdt
+
∫
T
∫
R3
(P⊥Um · ∇Φ) · P⊥Um dxdt.
(6.55)
We can estimate∣∣∣∫
T
∫
R3
(PUm · ∇Φ) · PUm dxdt−
∫
T
∫
R3
(PU · ∇Φ) · PU dxdt
∣∣∣
≤ c19‖PUm − PU‖L2(K)
(‖PU‖L2(K) + ‖PUm‖L2(K))
with K :=
⋃
j≤m0 suppψj , and c19 independent on m. Similarly, we estimate∣∣∣∫
T
∫
R3
(PUm · ∇Φ) · P⊥Um dxdt−
∫
T
∫
R3
(PU · ∇Φ) · P⊥U dxdt
∣∣∣
≤ c20
(
‖PUm − PU‖L2(K)‖P⊥Um‖L2(T;L2(K))
+ ‖PU‖L2(K)‖P⊥Um − P⊥U‖L2(T;L2(K))
)
,
and ∣∣∣∫
T
∫
R3
(P⊥Um · ∇Φ) · PUm dxdt−
∫
T
∫
R3
(P⊥U · ∇Φ) · PU dxdt
∣∣∣
≤ c21
(
‖PUm − PU‖L2(K)‖P⊥Um‖L2(T;L2(K))
+ ‖PU‖L2(K)‖P⊥Um − P⊥U‖L2(T;L2(K))
)
.
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Finally, we also have∣∣∣∫
T
∫
R3
(P⊥Um · ∇Φ) · P⊥Um dxdt−
∫
T
∫
R3
(P⊥U · ∇Φ) · P⊥U dxdt
∣∣∣
≤ c22‖P⊥Um − PU‖L2(T;L2(K))
(‖P⊥U‖L2(T;L2(K)) + ‖P⊥Um‖L2(T;L2(K))).
Clearly, K ⊂ R3 is compact. Thus, the estimates above together with (6.54) imply that
we can pass to the limit m→∞ in (6.55) to obtain
lim
m→∞
∫
T
∫
R3
(Um · ∇Um) · Φ dxdt =
∫
T
∫
R3
(U · ∇U) · Φ dxdt.
Returning to (6.51), we find after letting m→∞ that
∀Φ ∈
⋃
n0,m0∈N
Xm0n0 :∫
T
∫
R3
−U · ∂tΦ +∇U : ∇Φ− λ∂1U · Φ + (U · ∇U) · Φ dxdt =
∫
T
〈f,Φ〉 dt.
(6.56)
To finalize to proof, we need to extend the identity above to all Φ ∈ C∞0,σ(R3 × T). For
this purpose, we put
Φj,k(x, t) :=
(
1 +
(2pi
T
)2|k|2)− 12 ei 2piT kt ψj(x)
and utilize that
{
Φj,k | k, j ∈ Z
}
is an orthonormal basis in W 1,2
(
T;W 1,20,σ (R3)
)
. Con-
sider Φ ∈ C∞0,σ(R3 × T). Let 〈·, ·〉W 1,2(T;W 1,2(R3)3) denote the canonical inner product of
W 1,2(T;W 1,2(R3)3) and define
Φm(x, t) :=
∑
|k|,|j|≤m
〈Φ,Φj,k〉W 1,2(T;W 1,2(R3)3)Φj,k.
We then use Φm as a test function in (6.56) and pass to the limit m→∞. Observe that∣∣∣∫
T
∫
R3
U · ∂tΦ− U · ∂tΦm dxdt
∣∣∣ = ∣∣∣∫
T
∫
R3
P⊥U · ∂tΦ− P⊥U · ∂tΦm dxdt
∣∣∣
≤ ‖P⊥U‖L2(T;L2(R3))‖Φ− Φm‖W 1,2(L2(R3)),
whence
lim
m→∞
∫
T
∫
R3
U · ∂tΦm dxdt =
∫
T
∫
R3
U · ∂tΦ dxdt.
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We also note that∣∣∣∫
T
∫
R3
(U · ∇U) · Φ− (U · ∇U) · Φm dxdt
∣∣∣
≤
∫
T
‖U(t)‖6‖∇U(t)‖2‖Φ(t)− Φm(t)‖3 dt
≤ c23 ‖U‖2L2(T;D1,20,σ(R3)) supt∈T‖Φ− Φm‖W 1,20,σ (R3)
≤ c24 ‖U‖2L2(T;D1,20,σ(R3)) ‖Φ− Φm‖W 1,2(W 1,20,σ (R3)),
which implies
lim
m→∞
∫
T
∫
R3
(U · ∇U) · Φm dxdt =
∫
T
∫
R3
(U · ∇U) · Φ dxdt.
It is now easy to verify, after inserting Φm as a test function in (6.56) and passing to
the limit m → ∞, that U and Φ satisfy (6.4). Thus, recalling (6.52), we have shown
that U ∈ L2(T;D1,20,σ(R3)) is a weak time-periodic solution to (6.1) that satisfies (6.8)–
(6.10).
Remark 6.3.2. Observe that the condition γ > 13 needed to conclude (6.27) is not dictated
by the regularity of the data f . In other words, assuming more regularity on the data
f will not lead to any improvement in (6.10) and thereby to better regularity of the
solution u, at least not in the proof above.
Remark 6.3.3. We shall briefly compare Theorem 6.3.1 with the similar well-known result
for the the initial-value Navier-Stokes problem
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × (0, T ),
div u = 0 in R3 × (0, T ),
u(·, 0) = u0 in R3.
(6.57)
Existence of a weak solution u ∈ L2(0, T ;D1,20,σ(R3)) to (6.57) was originally shown by
Leray in [42]. A proof based on a Galerkin approximation was given by Hopf in
[32]. Compared to the proof of Theorem 6.3.1 above, which, of course, is also based
on a Galerkin approximation, it is much simpler in the proof Hopf to obtain u ∈
L∞
(
0, T ;L2(R3)3
)
. Indeed, multiplying (6.57)1 with u and performing for arbitrary
t ∈ (0, t) the formal integration
t∫
0
∫
R3
∂tu · u−∆u · u− λ∂1u · u+∇p · u+ (u · ∇u) · udxdt =
t∫
0
∫
R3
f · udxdt,
one finds, after a formal integration by parts and a simple estimate, that
‖u(t)‖2 ≤ ‖u(0)‖2 + 2‖f‖L2(0,T ;D−1,20 (R3))‖u‖L2(0,T ;D1,20,σ(R3)). (6.58)
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The computation above can only be performed formally at first, but since it is valid
on the finite-dimensional level in the Galerkin approximation, it eventually leads to the
validity of (6.58) also for the final weak solution u. Since ‖u(0)‖2 equals the prescribed
quantity u0, (6.58) implies that ‖u(t)‖2 is bounded independently on t and thus u ∈
L∞
(
0, T ;L2(R3)3
)
. In contrast, in the time-periodic case there is no information avail-
able on ‖u(0)‖2. Consequently, the simple argument that yields u ∈ L∞
(
0, T ;L2(R3)3
)
for the initial-value problem cannot be used in the time-periodic case.
Remark 6.3.4. It may seem surprising at first that Theorem 6.3.1 only establishes that
the projection P⊥u lies in L∞
(
0, T ;L2(R3)3) and not u itself, which, as shown above, can
be proved rather easily for the corresponding initial-value problem. A short investigation,
however, reveals that u cannot in general belong to L∞
(
0, T ;L2(R3)3) in the time-
periodic case. If, for example, the prescribed data f is time independent, the Galerkin
method employed in the proof of Theorem 6.3.1 may yield a time-independent weak
solution u, that is, a steady-state solution to{
−∆u− λ∂1u+∇p + u · ∇u = f in R3,
div u = 0 in R3.
(6.59)
Indeed, it is easy to verify that the vector ξ0 = (ξ
#, ξ∗, ξ0) ∈ Rm×n×Rm×n×Rm in (6.13)
may be chosen such that ξ# = ξ∗ = 0 if f is time independent. By explicitly choosing
ξ0 in this way, the existence part of the proof reduces completely to the proof of [18,
Theorem IX.4.1], which yields a weak so-called Leray solution to (6.59). Provided f is
of compact support and possesses a certain amount of regularity, it was shown by Finn
[11] in the case λ 6= 0 that such a solution does not belong to L2(R3)3 when ∫R3 f dx 6= 0;
see also [18, Theorem IX.7.2]. Consequently, u /∈ L∞(0, T ;L2(R3)3) in this case. If we
further assume that f is sufficiently small, we can use a recent result by Korolev and
Sˇvera´k [35] to derive u /∈ L∞(0, T ;L2(R3)3) also in the case λ = 0.
Remark 6.3.5. There are two important implications of the property
P⊥u ∈ L∞
(
0, T ;L2(R3)3). (6.60)
In physical terms, (6.60) implies that the weak time-periodic solution u can be written
as a sum of a steady-state part Pu and a time-dependent part P⊥u with finite kinetic
energy. In mathematical terms, (6.60) is important to allow for development of further
regularity properties. Experience from the initial-value problem, which has been studied
much more intensively over the years, shows that additional regularity for u in time
is the most difficult to establish. Since u = Pu + P⊥u and Pu is time-independent,
P⊥u ∈ L∞
(
0, T ;L2(R3)3) is just as good a starting point for an investigation into further
time regularity as u ∈ L∞(0, T ;L2(R3)3) is for the initial-value problem. In other words,
(6.60) “levels the playing field” for the time-periodic and initial-value Navier-Stokes
problem in this respect.
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6.4 Regularity properties
The purpose of this section is to show that the weak solution from Theorem 6.3.1 is
continuous in time with respect an appropriate topology. Continuity in time is needed
to conclude that the solution is in fact time-periodic in a classical pointwise fashion.
Obviously, a statement of continuity in time concerning an element u ∈ L2(T;D1,20,σ(R3))
can be made only up to a modification of the function on a set of measure zero.
From the weak formulation (6.4), time regularity of the solution in a relatively weak
topology can be derived almost directly. More specifically, we have:
Lemma 6.4.1. Let f ∈ L2(T;D−1,20 (R3)3) and λ ≥ 0. The weak time-periodic solution
u ∈ L2(T;D1,20,σ(R3)) from Theorem 6.3.1 satisfies
∀N ∈ N : u ∈W 1,1(T;D−1,20,σ (BN )) (6.61)
with
∀ϕ ∈ D1,20,σ(BN ) :
− 〈∂tu(t), ϕ〉 =
∫
R3
∇u(t) : ∇ϕ− λ∂1u(t) · ϕ+
(
u(t) · ∇u(t)) · ϕ− 〈f(t), ϕ〉 dx (6.62)
for a.e. t ∈ T.
Proof. Let N ∈ N. For t ∈ T we let g(t) ∈ D−1,20,σ (BN ) denote the functional
〈g(t), ϕ〉 :=
∫
R3
∇u(t) : ∇ϕ− λ∂1u(t) · ϕ+
(
u(t) · ∇u(t)) · ϕdx− 〈f(t), ϕ〉.
We can estimate
|〈g(t), ϕ〉|
≤ ‖∇u(t)‖2‖∇ϕ‖2 + λ‖∇u(t)‖2‖ϕ‖2 +
∣∣∣∫
R3
(
u(t) · ∇ϕ) · u(t) dx∣∣∣+ |f(t)|−1,2‖∇ϕ‖2
≤ c1
(‖∇u(t)‖2 + ‖u(t)‖2L4(BN ) + |f(t)|−1,2)‖∇ϕ‖2
≤ c2
(‖∇u(t)‖2 + ‖∇u(t)‖22 + |f(t)|−1,2)‖∇ϕ‖2,
with c2 = c2(N). It follows that g ∈ L1
(
T;D−1,20,σ (BN )
)
. Since u ∈ L2(T;D1,20,σ(R3)),
we immediately obtain u ∈ L1(T;D−1,20,σ (BN )). To show (6.61) and (6.62), we therefore
only need to verify −∂tu = g. For this purpose, we want to use, for arbitrary k ∈ Z and
ϕ ∈ D1,20,σ(BN ), Φ(x, t) := ϕ(x) ei
2pi
T kt as a test function in the weak formulation (6.4).
Since Φ(x, t) is not admissible as a test function, we first approximate ϕ ∈ D1,20,σ(BN ) by
a sequence {ϕn}∞n=1 ⊂ C∞0,σ(BN ) in the |·|1,2-norm. Using Φn(x, t) := ϕn(x) ei
2pi
T kt as a
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test function and subsequently letting n→∞, it is easy to verify that
i
2pi
T k
∫
T
∫
R3
u(x, t) · ϕ(x) dx ei 2piT kt dt
=
∫
T
(∫
R3
∇u : ∇ϕ− λ∂1u · ϕ+ (u · ∇u) · ϕdx
)
ei
2pi
T kt−〈f, ϕ〉 ei 2piT kt dt.
We deduce that
i
2pi
T k
∫
T
u(t) ei
2pi
T kt dt =
∫
T
g(t) ei
2pi
T kt dt
as identity in D−1,20,σ (BN ). Since k ∈ Z is arbitrary, injectivity of the Fourier transform
implies −∂tu = g.
From Lemma 6.4.1 and the embedding of W 1,1
(
T;D−1,20,σ (BN )
)
in C
(
T;D−1,20,σ (BN )
)
,
we have at this point already established a continuity property of the solution from
Theorem 6.3.1. We can, however, improve on this property. For this purpose, we need
the following lemma:
Lemma 6.4.2. Assume that u ∈ L∞(T;L2σ(R3)) satisfies
∀N ∈ N : u ∈W 1,1(T;D−1,20,σ (BN )). (6.63)
Then there is a subset N ⊂ T of measure zero such that
∀ϕ ∈ D1,20,σ(R3) ∀s, t ∈ T \ N : 〈u(t), ϕ〉 − 〈u(s), ϕ〉 =
t∫
s
〈∂tu(τ), ϕ〉dτ (6.64)
and u ∈ C(T \ N ;L2w(R3)3), where L2w(R3)3 denotes the space L2(R3)3 endowed with
the weak topology.
Proof. It is well-known that for any function u ∈ W 1,1(T;D−1,20,σ (BN )) there is a subset
NN ⊂ T of measure zero such that
∀s, t ∈ T \ NN : u(t)− u(s) =
t∫
s
∂tu(τ) dτ (6.65)
as identify in D−1,20,σ (BN ). It follows that u ∈ C
(
T \ NN ;D−1,20,σ (BN )
)
. We now put
N := ⋃N∈NNN . It is easy to see that (6.64) is a consequence of (6.65). We shall verify
that u ∈ C(T \ N ;L2w(R3)3). For this purpose, let h ∈ L2(R3)3 and consider u(t),
which by assumption lies in L2σ(R3), as a linear functional on L2(R3)3. According to the
Helmholtz-Weyl decomposition (2.5), we can write h as h = H +∇p with H ∈ L2σ(R3)
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and p ∈ W 1,2loc (R3). Let {ϕn}∞n=1 ⊂ C∞0,σ(R3) with limn→∞ ϕn = H in L2(R3)3. For any
t ∈ T \ N and sequence {tm}∞m=1 ⊂ T \ N with limm→∞ tm = t, we deduce∣∣〈u(tm), h〉 − 〈u(t), h〉∣∣ = ∣∣〈u(tm), H〉 − 〈u(t), H〉∣∣
≤ ∣∣〈u(tm), H − ϕn〉∣∣+ ∣∣〈u(tm)− u(t), ϕn〉∣∣+ ∣∣〈u(t), ϕn −H〉∣∣
≤ 2‖u‖L∞(T;L2(R3))‖H − ϕn‖2 + ‖u(tm)− u(t)‖D−1,20,σ (BN )|ϕn|1,2
provided N is so large that suppϕn ⊂ BN . For arbitrary ε > 0 we can now choose n
sufficiently large and subsequently utilize that u ∈ C(T \ NN ;D−1,20,σ (BN )) to deduce∣∣〈u(tm), h〉 − 〈u(t), h〉∣∣ < ε
for sufficiently large m.
Finally, we can show that the solution u from Theorem 6.3.1 can in fact be modified
on the null set N in such a way that u becomes continuous on the whole torus. Since
u = Pu + P⊥u and Pu is time independent, if suffices to establish continuity only for
P⊥u.
Theorem 6.4.3. Let f ∈ L2(T;D−1,20 (R3)3) and λ ≥ 0. The weak time-periodic solution
u ∈ L2(T;D1,20,σ(R3)) from Theorem 6.3.1 can be modified on a set of measure zero such
that
P⊥u ∈ C
(
T;L2w(R3)3
)
, (6.66)
where again L2w(R3)3 denotes the space L2(R3)3 endowed with the weak topology.
Proof. Theorem 6.3.1 yields P⊥u ∈ L∞
(
T;L2σ(R3)
)
. Thus, after possibly modifying P⊥u
on a set of measure zero, we may assume that K := {P⊥u(t) | t ∈ T} is a bounded subset
of L2σ(R3). Consequently, by Alaoglu’s theorem, K is a compact subset of L2w(R3)3. By
Lemma 6.4.1, P⊥u satisfies (6.63) and we can thus employ Lemma 6.4.2. We letN denote
the null set from Lemma 6.4.2 and consider some t ∈ N . Since N is a null set, there is
a sequence {tn}∞n=1 ⊂ T \ N with limn→∞ tn = t. Compactness of K implies existence
of an element ut⊥ ∈ L2σ(R3) and a subsequence of {tn}∞n=1, for simplicity still denoted
{tn}∞n=1, such that limn→∞ P⊥u(tn) = ut⊥ in L2w(R3)3. Let {sm}∞m=1 ⊂ T\N be another
sequence with limm→∞ sm = t. We shall verify that also limm→∞ P⊥u(sm) = ut⊥ in
L2w(R3)3. Consider for this purpose an arbitrary h ∈ L2(R3)3, which by the Helmholtz-
Weyl decomposition (2.5) can be decomposed as h = H + ∇p with H ∈ L2σ(R3) and
p ∈W 1,2loc (R3). Let {ϕk}∞k=1 ⊂ C∞0,σ(R3) with limk→∞ ϕk = H in L2(R3)3. We have
〈P⊥u(sm)− ut⊥, h〉 = 〈P⊥u(sm)− ut⊥, H〉
= 〈P⊥u(sm)− ut⊥, H − ϕk〉
+ 〈P⊥u(sm)− P⊥u(tn), ϕk〉
+ 〈P⊥u(tn)− ut⊥, ϕk〉.
(6.67)
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Let ε > 0. Recalling (6.64) to estimate the second term on the right-hand side in (6.67),
we choose first k and then n so large that
|〈P⊥u(sm)− ut⊥, h〉| < ε
for sufficiently large m. We conclude that limm→∞ P⊥u(sm) = ut⊥ in L2w(R3)3. We
have thereby identified ut⊥ as the unique limit lims∈T\N , s→t P⊥u(s) in L2w(R3)3. Conse-
quently,
u⊥(t) :=
{
P⊥u(t) if t ∈ T \ N ,
ut⊥ if t ∈ N
is well-defined. We verify that u⊥ ∈ C
(
T;L2w(R3)3
)
. Let t ∈ T, h ∈ L2(R3)3, and
{tn}∞n=1 ⊂ T with limn→∞ tn = t. If tn ∈ T \ N , put t˜n := tn. If tn ∈ N , we choose
t˜n ∈ T \ N such that
∣∣〈u⊥(tn)− u⊥(t˜n), h〉∣∣ < 1n . Then∣∣〈u⊥(tn)− u⊥(t), h〉∣∣ ≤ ∣∣〈u⊥(tn)− u⊥(t˜n), h〉∣∣+ ∣∣〈u⊥(t˜n)− u⊥(t), h〉∣∣→ 0 as n→∞.
Hence, u⊥ ∈ C
(
T;L2w(R3)3
)
. Since u⊥ is a modification of P⊥u on a null set, we conclude
the lemma.
Remark 6.4.4. It was originally shown by Hopf in [32] that the weak solution to the
Navier-Stokes initial-value problem established by Leray in [42] belongs to the space
C
(
[0, T );L2w(R3)3
)
. The proof Theorem 6.4.3 follows essentially the proof in [32]; see
also [19, Lemma 2.2].
6.5 Existence of a pressure
We end the chapter by constructing a pressure term p associated to the weak solution
to (6.1) from Theorem 6.3.1. The existence of such a pressure term implies that the
weak solution is in fact a solution in a standard sense of distributions.
Two methods for constructing the pressure will be given. The first method presented
in Theorem 6.5.1 below is very general. It requires no more regularity on the data than
was needed in Theorem 6.3.1 to show existence of a weak solution. Moreover, it does
not exploit that (6.1) is a whole-space problem and can thus easily be adapted to more
general domains. It does, however, only produce a pressure with very little regularity in
the time variable. In contrast, in Theorem 6.5.3 we assume more regularity on the data,
and take advantage of the possibility in the whole-space case to express the pressure
in terms of an explicit formula. We then employ the linear theory from Chapter 3 to
construct a pressure that is more regular.
Theorem 6.5.1. Let f ∈ L2(T;D−1,20 (R3)3) and λ ≥ 0. Let u ∈ L2(T;D1,20,σ(R3)) be a
weak solution to (6.1) that satisfies
Pu ∈ D1,20,σ(R3), (6.68)
P⊥u ∈ L2
(
T;D1,20,σ(R
3)
) ∩ L∞(T;L2σ(R3)). (6.69)
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Then there is3
p ∈ D′(R3 × T) (6.70)
such that
∀Φ ∈ C∞0 (R3 × T)3 :∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ− λ∂1u · Φ + (u · ∇u) · Φ dxdt =
∫
T
〈f,Φ〉 dt− 〈∇p,Φ〉.
(6.71)
Remark 6.5.2. We use D′(R3×T) to denote the dual space of D(R3×T), which is defined
as the vector space C∞0
(
R3×T) equipped with the canonical inductive limit topology. In
other words, D′(R3×T) is the space of distributions on R3×T. For p ∈ D′(R3×T) the
gradient ∇p is defined in the standard distributional sense. We shall not need specific
properties of the space D′(R3 × T) as it is only used to characterize the pressure in
(6.70).
Proof of Theorem 6.5.1. In the proof we shall utilize the Fourier transform. The function
spaces in the following will therefore all be complexified. As a consequence, the pressure
term p that will be constructed may be a complex-valued distribution. It is obvious,
however, that the real part of p will also satisfy (6.71).
We proceed with the proof. Put v := Pu and w := P⊥u. As was already observed
in the proof of Lemma 4.4.4, the fact that u is a weak solution to (6.1) implies that w
satisfies
∀Φ ∈ C∞0,σ(R3 × T) :∫
T
∫
R3
−w · ∂tΦ +∇w : ∇Φ− λ∂1w · Φ
+
(
P⊥[w · ∇w] + w · ∇v + v · ∇w
)
· Φ dxdt =
∫
T
〈P⊥f,Φ〉 dt
(6.72)
and v satisfies
∀ϕ ∈ C∞0,σ(R3) :∫
R3
∇v : ∇ϕ− λ∂1v · ϕ+
(
v · ∇v + P[w · ∇w]) · ϕdxdt = 〈Pf, ϕ〉. (6.73)
We shall construct a pressure term for the weak formulations (6.72) and (6.73) separately.
3See Remark 6.5.2 for definition of the space D′(R3 × T).
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We start with (6.72). Observe that∫
T
|w · ∇w|−1,2 dt =
∫
T
sup
ϕ∈C∞0 (R3)3
|ϕ|1,2≤1
∣∣∣∫
R3
(
w · ∇w) · ϕdx∣∣∣dt
=
∫
T
sup
ϕ∈C∞0 (R3)3
|ϕ|1,2≤1
∣∣∣∫
R3
w ⊗ w : ∇ϕdx
∣∣∣ dt
≤ c1
∫
T
‖w(t)‖24 dt
≤ c2
∫
T
‖w(t)‖
1
2
2 ‖∇w(t)‖
3
2
2 dt
≤ c3 ‖w‖
1
2
L∞(T;L2(R3)) ‖w‖L2(T;D1,20,σ(R3)),
where the second-last inequality is due to Lemma 2.3.1. It follows that
w · ∇w ∈ L1(T;D−1,20 (R3)3). (6.74)
By a similar computation we find that∫
T
|w · ∇v|−1,2 dt =
∫
T
sup
ϕ∈C∞0 (R3)3
|ϕ|1,2≤1
∣∣∣∫
R3
v ⊗ w : ∇ϕdx
∣∣∣dt
≤ c4
∫
T
‖v‖6 ‖w(t)‖3 dt
≤ c5 ‖∇v‖2
∫
T
‖w(t)‖
1
2
2 ‖∇w(t)‖
1
2
2 dt
≤ c6 |v|1,2 ‖w‖
1
2
L∞(T;L2(R3)) ‖w‖L2(T;D1,20,σ(R3))
and thus
w · ∇v ∈ L1(T;D−1,20 (R3)3). (6.75)
Analogously, we deduce
v · ∇w ∈ L1(T;D−1,20 (R3)3). (6.76)
We now expand u ∈ L2(T;D1,20,σ(R3)) in a Fourier series
{uk}k∈Z ∈ `2
(
Z;D1,20,σ(R
3)
)
. (6.77)
Observe that v = u0. Consequently, {uk}k 6=0 is the Fourier series of w, whence
{uk}k 6=0 ∈ `2
(
Z;L2(R3)3
)
. (6.78)
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We further put4
H := P⊥
[
u · ∇u] = P⊥[w · ∇w] + w · ∇v + v · ∇w.
In view of (6.74)–(6.76), H ∈ L1(T;D−1,20 (R3)3). We can thus expand H into a Fourier
series
{Hk}k∈Z ∈ `∞
(
Z;D−1,20 (R
3)3
)
. (6.79)
Observe that H0 = FT[H](0) = PH = 0. Finally, we also expand f into a Fourier series
{fk}k∈Z ∈ `2
(
Z;D−1,20 (R
3)3
)
. (6.80)
For k ∈ Z \ {0} and N ∈ N define
LNk : W 1,20 (BN )3 → C,
LNk (ϕ) :=
∫
R3
−ik2piT u−k · ϕ+∇u−k : ∇ϕ− λ∂1u−k · ϕdx+ 〈H−k, ϕ〉 − 〈f−k, ϕ〉.
(6.81)
Recalling that uk = FT[w](k) and thus uk ∈ L2(R3)3, it is easy to see that LNk is a
bounded linear functional on W 1,20 (BN )
3. Consider now an element ϕ ∈ C∞0,σ(R3). The
function Φ(x, t) := ϕ(x) e
2pi
T kt is then admissible as test function in (6.72), which implies
that LNk (ϕ) = 0. Thus LNk vanishes on C∞0,σ(R3). By a well-known theorem, see for
example [17, Corollary III.5.1] which easily extends by linearity to complexified vector
spaces, it follows that there is pNk ∈ L2(BN ) such that LNk = ∇pNk , that is,
∀ϕ ∈ C∞0 (BN )3 : LNk (ϕ) = −
∫
R3
pNk · divϕdx. (6.82)
Clearly, pNk can be chosen such that ∫
BN
pNk dx = 0.
Consequently, see for example [17, Theorem III.3.1], there is a ϕ ∈W 1,20 (BN )3 with the
properties divϕ = −pNk and |ϕ|1,2 ≤ c7‖pNk ‖2. Inserting this particular ϕ in (6.82), we
find that ‖pNk ‖22 = LNk (ϕ). It follows that
‖pNk ‖2 ≤ c8
( |k|‖u−k‖2 + ‖∇u−k‖2 + |H−k|−1,2 + |f−k|−1,2)
4The definition of H requires that we identify u · ∇u as an element of a function space on which P⊥ is
well-defined. For this purpose we may, for example, choose L1
(
T;W−1,20 (R
3)3
)
.
136
6.5 Existence of a pressure
with c8 = c8(N). Recalling (6.77)–(6.80), we see that{1
k
pNk
}
k 6=0 ∈ `2
(
Z;L2(BN )
)
.
We can thus define
PN := −i T
2pi
F−1T
[{1
k
pNk
}
k 6=0
]
∈ L2(T;L2(BN )). (6.83)
Consider now N,M ∈ N with N < M . For any ϕ ∈ C∞0 (BN )3 it follows from (6.82)
that 〈PN (·), divϕ〉L2(BN ) = 〈PM (·), divϕ〉L2(BN ) as equality in L2(T;C). Consequently,
∇PN (t) = ∇PM (t) in D−1,20 (BN )3 for almost all t ∈ T. We therefore find that PN (t) =
PM (t) + c(N,M, t) in L2(BN ) for some function c(N,M, ·) ∈ L2(T). Letting
P˜1(t) := P1(t), P˜N+1(t) := PN+1(t) + c(N,N + 1, t) +
(
P˜N (t)−PN (t)),
we inductively obtain a sequence {P˜N}∞N=1 with P˜M = P˜N in L2
(
T;L2(BN )
)
for M ≥
N . At this point, we can define an element in P ∈ L2(T;L2loc(R3)) via P(t, x) :=
P˜N (t, x) if |x| ≤ N . We can consider P as an element in D′(R3 × T) and put
pi := ∂tP ∈ D′
(
R3 × T). (6.84)
We shall now verify that pi as defined above is a valid pressure term corresponding to
the weak formulation (6.72). For this purpose consider Φ ∈ C∞0 (R3 × T)3 and observe
that
〈∇pi,Φ〉 = 〈P, ∂t div Φ〉 =
∫
T
∫
R3
P(x, t) · ∂t div Φ(x, t) dxdt
=
∫
T
∫
R3
PN (x, t) · ∂t div Φ(x, t) dxdt
for N ∈ N with supp(Φ) ⊂ BN ×T. Recalling (6.83), it follows that
〈∇pi,Φ〉 = −i T
2pi
∫
T
〈
F−1T
[{1
k
pNk
}
k 6=0
]
, ∂t div Φ(·, t)
〉
L2(BN )
dt.
Recall that we in this proof regard L2(BN ) as a vector space over C, which is the reason
the complex conjugation of ∂t div Φ(x, t) appears in the equation above. By Parseval’s
identity, we deduce that
〈∇pi,Φ〉 =
∑
k∈Z\{0}
−i T
2pi
〈1
k
pNk ,−i
2pi
T k div Φk
〉
L2(BN )
,
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where {Φk}k∈Z ∈ `2
(
Z;L2(R3)3
)
is the Fourier transform FT
[
Φ
]
of Φ with respect to the
t-variable. Clearly, Φk enjoys the same regularity as Φ with respect to the x-variable.
In other words, Φk ∈ C∞0 (R3)3. Recalling (6.82), we therefore see that
〈∇pi,Φ〉 =
∑
k∈Z\{0}
〈
pNk ,−div Φk
〉
L2(BN )
=
∑
k∈Z\{0}
LNk (Φk)
=
∑
k∈Z\{0}
∫
R3
−ik2piT u−k · Φk +∇u−k : ∇Φk − λ∂1u−k · Φk dx
+ 〈H−k,Φk〉 − 〈f−k,Φk〉.
(6.85)
A Parseval-type identity holds for all terms on the right-hand side above. For exam-
ple, utilizing Fubini’s theorem and the fact that the Fourier series
∑
k∈Z\{0}Φk e
i 2piT kt
converges pointwise for each t ∈ T towards P⊥Φ in the topology of D1,20 (R3), we obtain∑
k∈Z\{0}
〈H−k,Φk〉 =
∑
k∈Z\{0}
〈∫
T
H(t) ei
2pi
T kt dt,Φk
〉
=
∫
T
〈
H(t),
∑
k∈Z\{0}
Φk e
i 2piT kt
〉
dt =
∫
T
〈H(t),P⊥Φ〉 dt.
Recalling that PH = 0, the above identity implies∑
k∈Z\{0}
〈H−k,Φk〉 =
∫
T
〈H(t),Φ〉 dt
=
∫
T
∫
R3
(P⊥[w · ∇w] + w · ∇v + v · ∇w) · Φ(x, t) dxdt.
Applying a similar computation in the other terms on the right-hand side in (6.85), we
obtain
〈∇pi,Φ〉 =
∫
T
∫
R3
−w · ∂tΦ +∇w : ∇Φ− λ∂1w · Φ
+
(
P⊥[w · ∇w] + w · ∇v + v · ∇w
)
· Φ dxdt−
∫
T
〈P⊥f,Φ〉dt.
(6.86)
We have thus constructed in pi a pressure term for the weak formulation (6.72). The
existence of a pressure term for the weak formulation (6.73) follows a by standard ar-
gument. More specifically, define on the real-valued vector space C∞0 (R3)3 the linear
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functional
L : C∞0 (R3)3 → R,
L(ϕ) :=
∫
R3
∇v : ∇ϕ− λ∂1v · ϕ+
(
v · ∇v + P[w · ∇w]) · ϕdxdt− 〈Pf, ϕ〉.
In view of (6.68) and (6.74), it is standard to show for each bounded domain Ω ⊂
R3 that the restriction L|C∞0 (Ω)3 extends to a bounded linear functional on D
1,2
0 (Ω)
3.
Consequently, see for example [17, Corollary III.5.1], there is p ∈ L2loc(R3) such that
L = ∇p in the sense of distributions. We can trivially extend p to a time-independent
element of L2loc(R3 × T). Then ∇p ∈ D′(R3 × T)3 and for each Φ ∈ C∞0 (R3 × T)3 we
have 〈∇p,P⊥Φ〉 = 0. Thus,
〈∇p,Φ〉 = 〈∇p,PΦ〉
=
∫
R3
∇v : ∇PΦ− λ∂1v · PΦ +
(
v · ∇v + P[w · ∇w]) · PΦ dxdt− 〈Pf,PΦ〉.
(6.87)
We finally put
p := pi + p
and observe for arbitrary Φ ∈ C∞0 (R3 × T)3, by recalling u = v + w and (6.86)–(6.87),
that∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ− λ∂1u · Φ + (u · ∇u) · Φ dxdt−
∫
T
〈f,Φ〉dt
=
∫
T
∫
R3
−(v + w) · ∂tΦ + (∇v +∇w) : ∇Φ− λ(∂1v + ∂1w) · Φ
+
(
(v + w) · ∇(v + w)) · Φ dxdt
−
∫
T
〈P⊥f,Φ〉 dt−
∫
T
〈Pf,Φ〉dt
=
∫
T
∫
R3
−w · ∂tΦ +∇w : ∇Φ− λ∂1w · Φ
+
(
P⊥[w · ∇w] + w · ∇v + v · ∇w
)
· Φ dxdt−
∫
T
〈P⊥f,Φ〉dt
+
∫
R3
∇v : ∇PΦ− λ∂1v · PΦ +
(
v · ∇v + P[w · ∇w]) · PΦ dxdt− 〈Pf,PΦ〉
= 〈∇pi,Φ〉+ 〈∇p,Φ〉
= 〈∇p,Φ〉.
We have thus established (6.71) and thereby the theorem.
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In the next theorem we show existence of a more regular pressure by assuming more
regularity on the data f . In contrast to Theorem 6.5.1, the proof of Theorem 6.5.3 below
utilizes the linear theory from Chapter 3, in particular Lemma 3.6.8. Consequently,
Theorem 6.5.3 is less adaptable to more general domains than Theorem 6.5.1.
Theorem 6.5.3. Let λ ≥ 0 and u ∈ L2(T;D1,20,σ(R3)) be a weak solution to (6.1) that
satisfies
Pu ∈ D1,20,σ(R3), (6.88)
P⊥u ∈ L2
(
T;D1,20,σ(R
3)
) ∩ L∞(T;L2σ(R3)). (6.89)
If for some q ∈ (1, 54 ]
f ∈ Lq(T× R3)3 + L 32 (T× R3)3, (6.90)
then there is a pressure
p ∈ Lq(T;L 3q3−q (R3))+ L 32 (T;L3(R3)),
∇p ∈ Lq(T× R3)3 + L 32 (T× R3)3
(6.91)
such that (u, p) is a solution to (6.1) in the standard sense of distributions, that is, for
all Φ ∈ C∞0 (T× R3)3:∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ +∇p · Φ− λ∂1u · Φ + (u · ∇u) · Φ dxdt =
∫
T
∫
R3
f · Φ dxdt.
(6.92)
If λ > 0 and for some q ∈ (1, 54 ]
f ∈ Lq(T× R3)3 ∩ L 32 (T× R3)3, (6.93)
then there is a pressure
p ∈ Lq(T;L 3q3−q (R3)), ∇p ∈ Lq(T× R3)3 (6.94)
such that (u, p) is a solution to (6.1) in the standard sense of distributions.
Proof. Put v := Pu and w := P⊥u. By Ho¨lder’s inequality, (2.2), and (6.88)–(6.89), it
follows that∫
T
∫
R3
|v · ∇w| 32 dxdt ≤
∫
T
‖v‖
3
2
6 ‖∇w(t)‖
3
2
2 dt ≤ c1 ‖v‖
3
2
D1,20,σ(R3)
‖w‖
L2(T;D1,20,σ(R3))
<∞.
Hence v·∇w ∈ L 32 (T×R3)3. Similarly, we also verify that v·∇v ∈ L 32 (T×R3)3. Recalling
Lemma 3.2.3 and the decomposition (3.20), we can apply the Helmholtz projection to
both these terms and deduce that
[Id−PH ]
(
v · ∇v + v · ∇w) ∈ G 32 (T× R3).
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Thus, by Lemma 3.6.8 there is p1 ∈ L 32
(
T;L3(R3)
)
with ∇p1 ∈ L 32 (T× R3)3 such that
v · ∇v + v · ∇w = PH
(
v · ∇v + v · ∇w)+∇p1. (6.95)
As in the proof of Lemma 4.4.4, recall in particular (4.73) and (4.75), we further find that
w ·∇w ∈ L 54 (T×R3)3∩L1(T×R3)3. Since q ∈ (1, 54 ] we thus have w ·∇w ∈ Lq(T×R3)3.
Similarly, it follows that also w · ∇v ∈ Lq(T× R3)3. Employing again Lemma 3.6.8, we
find p2 ∈ Lq
(
T;L
3q
3−q (R3)
)
with ∇p2 ∈ Lq(T× R3)3 such that
w · ∇w + w · ∇v = PH
(
w · ∇w + w · ∇v)+∇p2. (6.96)
From (6.95) and (6.96) we infer
u · ∇u = PH
(
u · ∇u)+∇p3 (6.97)
with p3 := p1 + p2 satisfying (6.91). By the same argument, the assumption (6.90) on f
implies that
f = PHf +∇p4 (6.98)
with a pressure p4 satisfying (6.91). Now consider some Φ ∈ C∞0 (T × R3)3. Recalling
Lemma 3.2.3, we can apply the Helmholtz decomposition and obtain PHΦ ∈ Lrσ(T×R3)
for all r ∈ (1,∞). Moreover, by Lemma 3.6.8 [Id−PH ]Φ = ∇Π with Π ∈ XrP(T × R3)
for all r ∈ (1,∞). Similarly, ∇Φ = PH∇Φ + [Id−PH ]∇Φ with PH∇Φ ∈ Lrσ(T × R3)3
and [Id−PH ]∇Φ = ∇Π with Π ∈ XrP(T × R3)3 for all r ∈ (1,∞). Consequently, since
for t ∈ T the vector fields v(t), w(t), ∇v(t), and ∇w(t) all belong to some solenoidal
function space Lsσ(R3) for an appropriately chosen s ∈ (1,∞), it is easy to verify that∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ− λ∂1u · Φ dxdt
=
∫
T
∫
R3
−u · PH∂tΦ +∇u : PH∇Φ− λ∂1u · PHΦ dxdt
=
∫
T
∫
R3
−u · ∂tPHΦ +∇u : ∇PHΦ− λ∂1u · PHΦ dxdt,
(6.99)
where the last equality is due to the fact that for sufficiently regular vector fields defined
on the whole-space, for instance vector fields in W 1,s(T×R3)3, s ∈ (1,∞), the Helmholtz
projection PH commutes with ∇ and ∂t. This is an easy consequence of, for example,
Lemma 2.3.5. Clearly PHΦ ∈ W 1,s0,σ(T × R3) for all s ∈ (1,∞). Thus PHΦ can be
approximated by elements {Ψn}∞n=1 from C∞0,σ(T× R3) in any W 1,s(T× R3)-norm. We
can thus utilize that u is a weak solution to (6.1), that is, it satisfies (6.4) for all Ψn, to
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conclude from (6.99) that∫
T
∫
R3
−u · ∂tΦ +∇u : ∇Φ− λ∂1u · Φ dxdt
=
∫
T
∫
R3
f · PHΦ− (u · ∇u) · PHΦ dxdt
=
∫
T
∫
R3
f · Φ− (u · ∇u) · Φ− f · ∇Π + (u · ∇u) · ∇Π dxdt
=
∫
T
∫
R3
f · Φ− (u · ∇u) · Φ−∇p4 · ∇Π +∇p3 · ∇Π dxdt
=
∫
T
∫
R3
f · Φ− (u · ∇u) · Φ−∇(p4 − p3) · Φ dxdt.
(6.100)
Since p := p4 − p3 satisfies (6.91), we deduce (6.92).
Assume now that λ > 0. We then obtain from Lemma 4.4.4 that v ∈ Xqσ,Oseen(R3). It
follows that v ∈ L 2q2−q (R3)3, which by Ho¨lders inequality implies that v · ∇v ∈ Lq(R3)3
and also v · ∇w ∈ Lq(T×R3)3. We can now repeat the proof above to obtain a pressure
p that satisfies (6.94). More specifically, since v · ∇v + v · ∇w ∈ Lq(R3)3 we can find a
pressure term p1 satisfying (6.94) such that (6.95) holds. Consequently, we obtain (6.97)
with p3 also satisfying (6.94). The rest of the proof follows as above.
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