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Abstract The CRS (chemical reaction system) formalism by Hordijk and
Steel is a versatile method to model self-sustaining biochemical reaction net-
works. Its distinguishing feature is the explicit assignment of catalytic function
to chemicals that are part of the network. In this work, we show the introduc-
tion of subsequent and simultaneous catalytic functions gives rise to an alge-
braic structure of a semigroup with additional compatible data of idempotent
addition and a partial order. The aim of this paper is to demonstrate that such
semigroup models are a natural setup to treat the emergence of autocatalytic
biochemical reaction networks. We establish the basic algebraic properties of
the algebraic models and show that it is natural to define the function of any
subnetwork on the whole reaction network in a mathematically correct way.
This leads to a natural discrete dynamics on the network, which results from
iteratively considering the self-action on a subnetwork by its own function.
Finally, we demonstrate that the identification of the maximal self-sustaining
subnetwork of any reaction network is very straightforward in our setup. This
leads to an algebraic characterization of the lattice of self-sustaining subsets
for any CRS. Moreover, we show that algebraic models for reaction networks
with a self-sustaining subnetwork cannot be nilpotent, thus establishing a link
to the combinatorial theory of finite semigroups.
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21 Introduction
Chemical reaction networks play an important role in the study of biochemical
processes. Classical models use ordinary differential equations to describe the
time-evolution of the concentrations for all chemical species involved in the
process. The theory of such models is highly developed [1,2,3] and has been
successfully applied to numerous biological phenomena [4,5,6,7,8].
However, such detailed models are not feasible for very large reaction net-
works because of the high computational cost and unavailability of kinetic pa-
rameters. Several other approaches have been proposed with the primary aim
of capturing general and universal properties of biochemical reaction networks
in self-replicating living systems. Examples of such models include (M,R)-
systems [9], hypercycles [10], autopoetic systems [11], chemotons [12], auto-
catalytic sets [13] and chemical reaction systems [14]. The common property of
such models is that they focus on the catalysis of network reactions by chem-
icals, which are themselves produced by reactions within the network. They
usually do not require kinetic details, but only the knowledge of all reactions.
An in-depth discussion and comparison of such approaches can be found in [15].
This work is based on the formalism of chemical reaction systems (CRS)
introduced by Hordijk and Steel [14,16], which is a generalization of Kauff-
man’s autocatalytic sets [13] and is broad enough to encompass several of the
aforementioned approaches [15]. More precisely, a CRS uses the datum of a
chemical reaction network, i.e. a finite set of chemicals X together with a fi-
nite set of reactions R = {ri}i∈I given by maps ri : X → Z, which assign the
stochiometric coefficients of the reaction to each chemical in X. In addition, a
set of catalyzed reactions C ⊂ X ×R is specified by stipulating that for each
(x, r) ∈ C, the reaction r is catalyzed by the chemical x. Note that the kinetic
rate constants of the chemical reaction network are not part of the datum of
a CRS. To model supply of chemicals from the environment, one specifies a
food set F ⊂ X of constantly supplied chemicals. A CRS is said to be RAF
(reflexively autocatalytic and food-generated) if each chemical in the CRS can
be generated from the food set F by a series of catalyzed reactions. The notion
of RAF formalizes self-sustaining reaction networks in the language of CRS.
Details on CRS are presented in section 2.
In section 3, we show that the catalytic function of chemicals has the struc-
ture of a semigroup, which is additionally equipped with a partial order and an
idempotent addition. In this regard, we discard the stochiometric coefficients
of each reaction r ∈ R by assigning to it a function φr defined as a set-map
φr : P(X) → P(X) on the power set P(X) of chemicals that gives the set of
products if and only if the set of substrates is contained in its argument. Such
functions have an idempotent addition via (φr + φr′)(Y ) = φr(Y ) ∪ φr′(Y )
for any Y ⊂ X and any r, r′ ∈ R. The function φx of any chemical x ∈ X is
defined as the sum of functions catalyzed by it, i.e.
3φx =
∑
(x,r)∈C
φr.
The semigroup model
S = 〈φx〉x∈X
for a CRS is generated by the functions {φx}x∈X through addition + and com-
position of functions ◦. S is a semigroup with respect to both + and ◦, hence
we have chosen the terminology semigroup model. For any subset Y ⊂ X, we
define the semigroup model S(Y ) of Y as S(Y ) = 〈φx〉x∈Y . S is endowed with
a partial order defined by φ ≤ ψ iff φ(Y ) ⊂ ψ(Y ) for all Y ⊂ X. In section 3.1,
we establish basic lemmata showing that the partial order respects the two
operations on S. A central object is the function ΦY of any subset Y ⊂ X,
which is defined as the maximal element of S(Y ). In section 3.2, we perform
an analogous construction for CRS with a specified food set F yielding semi-
group models SF . In the main text, we continue to work with SF , but for
notational convenience, S is used in this introduction instead, because both
objects satisfy the same properties.
In section 4, we use the semigroup models to derive theorems characterizing
CRS that are RAF and/or have RAF subsets, and find a simple expression
for the maximal RAF set. Theorem 4.3 characterizes RAF sets in a simple
manner, stating that a CRS is RAF if and only if the function ΦX of the
whole network is the constant function X, i.e.
ΦX(∅) = X.
As a corollary, it is shown that ΦX(∅) contains the maximal RAF subset. In
particular, this implies that CRS with nilpotent semigroup models contain
no RAF subsets, thus establishing a link between the combinatorial theory of
non-nilpotent semigroups and self-sustaining reaction networks. We introduce
a discrete dynamics on the phase space P(X) given by the self-action of the
chemicals on themselves, i.e. by Y 7→ ΦY (Y ) for Y ∈ P(X). For the initial
condition Y0, if ΦY0(Y0) ⊂ Y0, then the dynamics leads to a fixed point, which
we denote by Y ∗0 . In particular, it follows that the dynamics with initial con-
ditions X and ΦX(∅) always have fixed points. Moreover, the fixed point X∗
contains the maximal RAF subset of a CRS (proposition 4.14). As a combina-
tion of all methods developed in this article, we prove that the maximal RAF
set of any CRS is ΦX(∅)∗, i.e. the fixed point of the dynamics with initial
condition ΦX(∅) (theorem 4.18). Finally, corollary 4.19 provides an algebraic
classification of the lattice of RAF subsets of a CRS given by
{RAF subsets of the CRS (X,R,C, F )} 1-to-1←−−→ {cY ∈ S such that ΦY (∅)∗ = Y } ,
such that the partial order of RAF sets by inclusion coincides with the partial
order of functions ΦY on S.
42 The CRS formalism
We introduce the chemical reaction system (CRS) formalism following [14].
A classical chemical reaction network (CRN) is a finite set of chemicals X
together with a set of reactions R = {ri}i∈I indexed by a finite set I each
equipped with a reaction rate constant. A reaction r ∈ R is usually denoted
as
a1A1 + a2A2 + ...+ anAn −→ b1B1 + b2B2 + ...+ bmBm,
where ai, bj ∈ N and Ai, Bj ∈ X, Ai 6= Bj for i = 1, ..., n and j = 1, ...,m. We
will use a more concise notation and view r as a map r : X → Z given by
r(x) =

−ai, if x = Ai
bj , if x = Bj
0, else.
For any J ⊂ I, linear combinations of reactions (∑i∈J µiri) : X → Z, µi ∈ Z
are defined via
(
∑
i∈J
µiri)(x) :=
∑
i∈J
µiri(x).
It is useful to define the domain dom(r) and range ran(r) of a reaction as
dom(r) = {x ∈ X, r(x) < 0}
and
ran(r) = {x ∈ X, r(x) > 0}.
Classically, the set of rate constants together with the stoichiometry of
each r ∈ R would lead to a system of coupled ordinary differential equations
for the time evolution for the concentration of each chemical x ∈ X resulting
from the law of mass action. However, the CRS formalism does not utilize this
detailed kinetic information, but instead emphasizes the catalytic function of
the chemicals in X.
Definition 2.1. A chemical reaction system (CRS) is a triple (X,R,C), where
X is a finite discrete set of chemicals, R is the finite set of reactions r : X → Z
and C ⊂ X×R is a set of reactions catalyzed by chemicals of X. For any pair
(x, r) ∈ C, the reaction r is said to be catalyzed by x.
Definition 2.2. A subnetwork (X ′, R|X′ , C|X′) of a CRS (X,R,C) is given by
the subset X ′ ⊂ X with the maximal possible sets of reactions and catalyzed
reactions:
R|X′ = {r|X′ such that r ∈ R,dom(r) ⊂ X ′, ran(r) ∩X ′ 6= ∅},
5where r|X′ denotes the restriction of r : X → Z to X ′ and
C|X′ = {(x, r|X′) such that ∃(x, r) ∈ C with r|X′ ∈ R′ and x ∈ X ′}.
Note that the subnetwork (X ′, R|X′ , C|X′) is fully determined by X ′ ⊂ X.
It is possible to have a some reaction r included in R, but not its reverse −r.
This can be justified by the fact that many reactions proceed along a large
chemical potential gradient and are therefore essentially irreversible.
Following [17] a CRS can be graphically represented by a graph with two
kinds of vertices and two kinds of directed edges. As an example, consider
the graph in figure 1. The solid disks correspond to the chemicals X and the
circles correspond to reactions R. The chemicals participating in a reaction
are shown by solid arrows. If the reaction is catalyzed by some chemical, this
is indicated by a dashed arrow. Usually, the stochiometry of a reaction is not
explicitly shown in the graph.
a b
c
d
e
Fig. 1 Example of a graphical representation of a CRS. The CRS consists of five chemicals
X = {a, b, c, d, e} and three reactions a + b → c, c + b → d and c + d → e. The first two
reactions are catalyzed by d and a, respectively, whereas the last reaction is not catalyzed.
The notion of a RAF set is designed to capture the essence of a self-
sustaining reaction network and is defined as follows.
Definition 2.3. A reflexively autocatalytic network (RA network) is a CRS
(X,R,C), such that each reaction r ∈ R is catalyzed by some chemical x ∈ X,
or, equivalently, such that the natural projection C → R is surjective.
Definition 2.4. A CRS with food set F is a quadruple (X,R,C, F ), where
(X,R,C) is a CRS and F ⊂ X. A subnetwork of a CRS (X,R,C, F ) with food
set F is a CRS with food set (X ′, R|X′ , C|X′ , F |X′) such that F |X′ = X ′ ∩ F
and (X ′, R|X′ , C|X′) is a subnetwork of (X,R,C) by definition 2.2.
Definition 2.5. A food-generated network (F network) is a CRS with food set
such that each x ∈ X is generated by some sequence of reactions from F . The
CRS (X,R,C) is said to be generated from the food set F . More precisely,
(X,R,C) is generated from F if the following two conditions are satisfied:
6(F1) For every x ∈ X there is a finite index set J such that the linear combi-
nation r := (
∑
i∈J µiri) of reactions {ri}i∈J ⊂ R with positive coefficients
µi ∈ N satisfies x ∈ ran(r) and dom(r) ⊂ F and the index set J satisfies
the condition:
(F2) There is a partition of J
J =
n∐
j=1
Jj
and reactions r˜j := (
∑
i∈Jj µiri), j = 1, ..., n such that dom(r˜1) ⊂ F and
dom(r˜j+1) ⊂ ∪jk=1ran(r˜k) for j = 1, ..., n− 1.
Example 2.6. The subnetwork shown in figure 1 given by {a, b, c, d} is RA,
because all its reactions are catalyzed. Choosing the food set F = {a, b} makes
it into a RAF network as all chemicals in the network are generated from F .
However, for F = {a} the network is no longer RAF, because b cannot be
generated from the food set. The RA property is a property of the network
(X,R,C), whereas the F property is not inherent to the network, but depends
on the choice of food set.
The RA property allows each chemical to be formed by reactions catalyzed
by the network itself and the generation from a food set implies that every
chemical in the network can be regenerated from resources taken up from the
environment.
Intuitively, condition (F1) is enough to capture the notion of generation
from a food set. However, condition (F2) makes the definition given here equiv-
alent to the original definition given by Hordijk and Steel [14].
In [14], a RAF network is defined as follows: A RAF network is an F net-
work (X,R,C, F ) where (X,R,C) is RA. This definition requires all possible
reactions between chemicals in the food set F to be catalyzed. This is redun-
dant, because these chemicals are supplied from the environment. Therefore
we prefer to use a slightly modified definition of a RAF network taking this
minor detail into account (definition 3.17). Otherwise, our definition agrees
with the definition given above.
Note that each CRS (X,R,C) can be made into an F network by taking
F = X. Due to the finiteness of X there exist minimal (not necessarily unique)
food sets F for every CRS making it an F network.
3 The semigroup model of a CRS
The catalytic function of chemicals can be imposed with a natural algebraic
structure, namely, the subsequent function and simultaneous function as well
as combinations thereof. In this section, we make this structure mathematically
precise.
73.1 Basic Construction
Throughout this section, let (X,R,C) be a CRS. The state of the CRS is
defined by the presence or absence of the chemicals, i.e. by giving the subset
Y ⊂ X of chemicals that are present. Thus the state space X of the CRS is the
power set P(X) = {0, 1}X . The elements of X can be represented by finite tu-
ples (xa1 , ..., xan) labeled by the set X, i.e. xai ∈ {0, 1}, and X = {a1, ..., an}.
Such tuples (xa1 , ..., xan) are in one-to-one correspondence with the subsets of
X via Y 7→ (xa1(Y ), ..., xan(Y )) , where xai(Y ) = 1 iff ai ∈ Y .
A reasonable way to define the function of some given chemical x ∈ X is
via the reactions it catalyzes, i.e. by the way it acts on the state space X. This
definition is motivated by the work of Rhodes [18].
Definition 3.1. Let (X,R,C) be a CRS with the state space X = {0, 1}X .
The function φr of a reaction r ∈ R is defined as
φr : X→ X
φr((xA1 , ..., xAn))Ai =
{
1 if Ai ∈ ran(r) and xAj = 1 for all Aj ∈ dom(r)
0 else
or, equivalently
φr(Y ) =
{
ran(r) if dom(r) ⊂ Y
∅ else
for all Y ⊂ X. The sum (φ + ψ) : X → X of two functions φ, ψ : X → X is
given by
(φ+ ψ)(Y ) = φ(Y ) ∪ ψ(Y ) (3.1)
for all Y ⊂ X. The function φx : X → X of x ∈ X is defined as the sum over
all reactions catalyzed by x, i.e.
φx =
∑
(x,r)∈C
φr.
Two functions φx and φy with x, y ∈ X can be composed via
(φx ◦ φy)(Y ) := φx(φy(Y )) for any Y ⊂ X.
This composition ◦ is the usual composition of maps and therefore associative.
The addition is defined for arbitrary functions via the formula (3.1). It is
associative, commutative and idempotent. Recall that the full transformation
semigroup T (A) of a finite discrete set A is the set of all maps {f : A → A},
where the semigroup operation ◦ is the composition of maps. This leads to the
definition of the semigroup model for a CRS.
8Definition 3.2. Let (X,R,C) be a CRS. Its semigroup model S is defined
as the semigroup of maps φ : X → X under composition ◦ generated by the
{φx}x∈X through the operations of composition ◦ and union +, i.e. S is the
smallest subsemigroup of the full transformation semigroup T (X) closed under
◦ and + that contains {φx}x∈X and the zero function 0(Y ) = ∅ for all Y ⊂ X.
We write
S = 〈φx〉x∈X
As a subsemigroup of T (X), S is automatically a finite semigroup.
Remark 3.3. We call S semigroup model, because S is a semigroup with
respect to ◦ and +. The correct description of S in the sense of universal
algebra is an algebra of type (2, 2, 0) [19]. However, to avoid confusion with
the more commonly used notion of an algebra over a ring in commutative
algebra (e.g. matrix algebras over fields), we avoid this terminology. When
referring to the actual semigroups (S, ◦) and (S,+), we will use the term
semigroup instead of semigroup model.
Remark 3.4. In [18], Rhodes has introduced and studied similar semigroup
models for chemical reaction networks. These semigroups were constructed as
subsemigroups of the full transformation semigroup on a set of metabolites
induced by functions of enyzmes similar to our definition. However, in the
work of Rhodes, the catalysts were not part of the network. More importantly,
Rhodes did not define and use the operation of addition and also did not
consider the natural partial order we introduce in remark 3.7. Therefore, the
main results of our work (section 4) cannot be obtained with the construc-
tion of Rhodes. Moreover, in our definition the chemicals not produced by a
function φ ∈ S disappear after the application of the function to any Y ∈ X,
whereas they are retained in the model of Rhodes.
Remark 3.5. Generally, a map φ : X → X is to be defined on all subsets
Y ⊂ X, i.e. the assignment Y 7→ φ(Y ) needs to be given independently for all
Y ⊂ X. However, in the case of the constructed semigroup models, all maps
φ ∈ S respect the partial order on X given by inclusion of sets, i.e.
Z ⊂ Y ⊂ X =⇒ φ(Z) ⊂ φ(Y ) (3.2)
holds for all Y,Z ⊂ X. This follows directly from the definition 3.1. Therefore,
it is enough to specify any map φ ∈ S on some finite set I of generating sets
{Yi}i∈I with Yi ⊂ X by explicitly giving φ(Yi) for all i ∈ I and by defining
φ(Y ) =
⋃
Yi⊂Y
φ(Yi).
for an arbitrary Y ⊂ X. The {Yi}i∈I and {φ(Yi)}i∈I are thereby required to
satisfy the condition (3.2). Usually, the generators {Yi}i∈I for some Yi ⊂ X
will be taken as the sets of substrates of the functions included in φ. This is a
convenient notational simplification as the state space X grows exponentially
with the number of chemicals in the network.
9Example 3.6. As an example, consider the CRS A in figure 2. Its semigroup
model is generated by the maps φa, φd : X → X. Using the previous remark,
the maps will only be specified on their generating sets. The generating set
for φa in the example is {c, b} with φa({c, b}) = {d}. Similarly φd is generated
by {a, b} via φd({a, b}) = {c}. The element φa + φd has both {a, b} and {c, b}
as generating sets with (φa + φd)({c, b}) = {d} and (φa + φd)({a, b}) = {c}.
All possible concatenations ◦ of any of the maps φa, φd and φa + φd yield the
zero map 0 : X → X defined as 0(Y ) = ∅ for all Y ⊂ X. This determines the
semigroup model S of the CRS A as
S = {0, φa, φd, φa + φd} such that a ◦ b = 0 for all a, b ∈ S
and the obvious definition of addition. (S, ◦) is both a left- and right-zero
semigroup. The chemical interpretation is that no possible combination of
reactions in the CRS produces enough substrates to enable any other reaction
within the network. In this particular case, the chemical b is required for all
reactions, but is never produced.
a b
c
d
A
a
b
c
d
B
e
f
Fig. 2 Examples of some simple CRS with nilpotent semigroup models.
The CRS B has a nonzero concatenation corresponding to the produc-
tion of d and e from a, b and c followed by the production of f . In the
introduced language, the map φa ◦ (φe + φf ) is generated by {a, b, c} via
φa ◦ (φe + φf )({a, b, c}) = {f}.
Note that the semigroup models in this example are nilpotent semigroups
with respect to ◦, i.e. SN = {0} for some N ∈ N, where Sn = {a1 ◦ a2 ◦ ... ◦
an|ai ∈ S} for any n ∈ N. For the CRS A one has S2 = {0} and for B one
finds S3 = {0}.
We now establish the basic properties of semigroup models used throughout
this article.
Remark 3.7. There is a natural partial order on S, which is given by φ ≤
ψ ⇔ φ(Y ) ⊂ ψ(Y ) for all Y ⊂ X and any φ, ψ ∈ S. We write (S,≤) for S
endowed with this partial order.
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The partial order of a semigroup model S of a CRS possesses the following
property that is not always valid for general transformation semigroups.
Lemma 3.8. Let S be a semigroup model of a CRS. The partial order (S,≤)
as defined above is preserved under the operation of composition, i.e. for any
φ, ψ, χ ∈ S the following properties hold true
φ ≤ ψ ⇒ φ ◦ χ ≤ ψ ◦ χ, (3.3)
φ ≤ ψ ⇒ χ ◦ φ ≤ χ ◦ ψ. (3.4)
Proof. φ ≤ ψ implies φ(Y ) ⊂ ψ(Y ) for all Y ⊂ X and a fortiori (φ ◦ χ)(Y ) ⊂
(ψ ◦ χ)(Y ). This proves (3.3). (3.4) follows by remark 3.5 from φ(Y ) ⊂ ψ(Y ).
Lemma 3.9. Let S be a semigroup model of a CRS. Then the following
properties hold true:
(I) Any φ, ψ ∈ S satisfy
φ ≤ φ+ ψ. (3.5)
(II) Any φ, ψ, χ ∈ S such that φ ≤ χ and ψ ≤ χ satisfy
φ+ ψ ≤ χ. (3.6)
Proof. This follows directly from remark 3.5 and the definition of a sum of
two functions.
The operations ◦ and + on S have the following distributivity properties.
Lemma 3.10. Let φ, ψ, χ ∈ S. Then
φ ◦ χ+ ψ ◦ χ = (φ+ ψ) ◦ χ, (3.7)
χ ◦ φ+ χ ◦ ψ ≤ χ ◦ (φ+ ψ). (3.8)
Proof. Using the definitions of the operations, one obtains (φ◦χ+ψ◦χ)(Y ) =
(φ◦χ)(Y )∪(ψ◦χ)(Y ) = φ(χ(Y ))∪ψ(χ(Y )) = (φ+ψ)(χ(Y )) = ((φ+ψ)◦χ)(Y )
for all Y ⊂ X proving the equality (3.7).
Lemma 3.8 and lemma 3.9(I) imply χ◦φ ≤ χ◦(φ+ψ) and χ◦ψ ≤ χ◦(φ+ψ).
(3.8) now follows from lemma 3.9(II).
Remark 3.11. We note that the inequality in (3.7) can be strict. In example
3.6B, the function φa ◦ (φe + φf ) is non-zero, while φa ◦ φe + φa ◦ φf is the
zero function.
11
The two operations ◦ and + have obvious interpretations in terms of the
function of enzymes on a CRS: The sum of two functions φx + φy, x, y ∈ X
describes the joint or simultaneous function of two enzymes x and y on the
network - it captures the reactions catalyzed by both x and y at the same time.
The composition of two functions φx ◦ φy, x, y ∈ X describes the subsequent
function on the network: first y and then x act by their respective catalytic
function. Interestingly, using the partial order introduced in remark 3.7, the
property (3.8) reads: The result of applying a test function χ to the sum of
two functions φ and ψ can be larger the result of applying the test function to
the individual functions and then taking the sum. This is reminiscent of the
prevalent characterization of emergence (the whole is larger than the sum of
its parts), surprisingly clearly exhibited in such simple algebraic models.
By definition, the semigroup S captures all possibilities of joint and subse-
quent functions of elements of the network on the network itself. In particular,
this allows to determine the actions of arbitrary subsets Y ⊂ X on the whole
network via the following definition.
Definition 3.12. Let (X,R,C) be a CRS and Y ⊂ X. The semigroup model
S(Y ) < S of the functions of Y is defined as
S(Y ) = 〈φx〉x∈Y
and the function ΦY of Y on X is given by
ΦY =
∑
φ∈S(Y )
φ.
The function ΦY is characterized by the following property.
Proposition 3.13. ΦY is the unique maximal element of S(Y ).
Proof. It suffices to show that any element ψ ∈ S(Y ) satisfies ψ ≤ ΦY . But
this is a direct consequence of lemma 3.9(I) as ΦY = ψ +
∑
φ∈S(Y )\{ψ} φ by
construction.
Remark 3.14. In particular, S has a unique maximal element ΦX .
Remark 3.15. If Y ⊂ Z ⊂ X, then lemma 3.9(I) implies ΦY ≤ ΦZ .
3.2 Semigroup Models for CRS with Food Set
In this section, the semigroup models for CRS (X,R,C), will be adapted to
CRS with food sets F ⊂ X. To do this, we first mention that it is not necessary
to include the chemicals from the food set in the state space X = {0, 1}X ,
because the chemicals from the food set should always be present. Moreover,
chemicals that are produced from the food set under reactions catalyzed by
the food set need not be included in the state space either, because they will
automatically be externally supplied. This can be achieved by defining the
closure of the food set:
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Definition 3.16. Let (X,R,C, F ) be a CRS with food set F . The closure F¯
is defined as the smallest set containing F such that any reaction r with range
outside of F¯ requires either a catalyst or a reactant that is not in F .
It is convenient to define the restriction of X to F as XF := X \ F¯ and the
state space XF := {0, 1}XF as the power set of XF . We now define a RAF set.
Definition 3.17. A CRS (X,R,C) with food set F is RAF if (X,R,C) is
an F¯ network according to definition 2.5 such that for each element x ∈ XF
there is a set I of reactions {ri}i∈I producing x and satisfying the conditions
(F1) and (F2) from definition 2.5 and such that each reaction ri is catalyzed
by some chemical in X.
A RAF subset is defined as follows.
Definition 3.18. Let (X,R,C, F ) be a CRS with food set F . A subsetX ′ ⊂ X
is RAF if (X ′, R|X′ , C|X′ , F |X′) is RAF by definition 3.17 and if
(R1) F¯ ⊂ X ′
(R2) X ′ contains all chemicals fromX generated by the reactions in R|X′ applied
to the full CRS (X,R,C, F ).
If a CRS (X,R,C, F ) has a RAF subnetwork, it has a maximal RAF sub-
network as the union of all RAF subnetworks. If its maximal RAF subnetwork
is F¯ , one defines that the CRS (X,R,C, F ) has no RAF subnetworks.
To take into account the constant presence of the food set in a semigroup
model, it is not possible to just replace X by XF and to restrict all maps in S
to XF , because the reactions catalyzed by the food set still need to be included
in the model and chemicals in the food set are needed to produce chemicals
in XF , yet they do not occur explicitly in XF . The following definition takes
this into account.
Definition 3.19. Let (X,R,C) be a CRS with semigroup model S. Let F ⊂ X
be some food set. For each map φ ∈ S, the F -modification φF is defined using
the generating sets introduced in remark 3.5. Let {Yi}i∈I with Yi ⊂ X be the
generating sets for φ. Then {Yi ∩XF }i∈I are the generating sets for φF via
φF (Yi ∩XF ) :=
(
φ(Yi ∪ F¯ ) ∪ ΦF¯ (Yi ∪ F¯ )
) ∩XF ,
where ΦF¯ ⊂ S is the function of F¯ by definition 3.12.
The semigroup model SF of a CRS (X,R,C, F ) with food set F is a sub-
semigroup of the transformation semigroup T (XF ) on XF generated by the
elements φF and the zero function under the operations + and ◦, i.e.
SF = 〈φF 〉φ∈S
with the operations ◦ and + as introduced for S.
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In the definition of the F -modification φF of φ, the term φ(Yi ∪ F¯ ) takes
into account the constant presence of all elements of F¯ as reactants and the
term ΦF¯ (Yi ∪ F¯ ) ensures their catalytic action.
Example 3.20. As an example for semigroup models with food set, the CRS
A from example 3.6 is reexamined with food set F = {a, b} as shown in figure
3 and the corresponding semigroup model SF with food set is constructed.
The maps φa, φd and φa + φd have been determined using the generating sets
provided in example 3.6. Using the definition 3.19, the F -modifications φF are
constructed. Afterwards, the closure under + and ◦ must be established.
a b
c
d
F
Fig. 3 CRS A from example 3.6 with food set F = {a, b}.
The definition 3.16 of the closure of the food set yields F¯ = F and XF = {c, d}.
The F -modifications (φa)F , (φd)F and (φa + φd)F are given by generating
sets as (φa)F ({c}) = {d}, (φd)F (∅) = {c} and (φa + φd)F (∅) = {c}; (φa +
φd)F ({c}) = {c, d}. In contrast to example 3.6, the concatenations give new
elements. It is convenient to introduce a notation for constant maps cY : XF →
XF defined by cY (Z) = Y for all Z ⊂ XF (with this notation, the zero map
0 is c∅). Note that (φd)F = c{c}. Other concatenations lead to the constant
elements (φa+φd)
2
F = c{c,d}, and (φa)F ◦(φd)F = c{d}, and (φa)F ◦(φa)F = 0.
The elements {0, (φa)F , (φd)F , (φa + φd)F , c{d}, c{c,d}} are closed under the
operations + and ◦ as can be seen in the tables 1 and 2. Thus the semigroup
model S{a,b} is the set
S{a,b} = {0, (φa)F , (φd)F , (φa + φd)F , c{d}, c{c,d}}
equipped with the operations ◦ and + given in tables 1 and 2.
For the semigroups SF of CRS with food set, the remark 3.7 and lemmata
3.8, 3.9 and 3.10 remain valid and the analogous proofs hold. Moreover, the
definition 3.12 of the function (ΦY )F supported on a subset Y ⊂ X carries
over verbatim and it satisfies the proposition 3.13.
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◦ (φa)F (φd)F (φa + φd)F c{d} c{c,d}
(φa)F 0 c{d} c{d} 0 c{d}
(φd)F (φd)F (φd)F (φd)F (φd)F (φd)F
(φa + φd)F (φd)F c{c,d} c{c,d} c{d} c{c,d}
c{d} c{d} c{d} c{d} c{d} c{d}
c{c,d} c{c,d} c{c,d} c{c,d} c{c,d} c{c,d}
Table 1 The multiplication table for S{a,b}. The order of composition is row ◦ column.
+ (φa)F (φd)F (φa + φd)F c{d} c{c,d}
(φa)F (φa + φd)F (φa + φd)F c{d} c{c,d}
(φd)F (φa + φd)F c{c,d} c{c,d}
(φa + φd)F c{c,d} c{c,d}
c{d} c{c,d}
c{c,d}
Table 2 The addition table for S{a,b}. All functions φ satisfy φ+ φ = φ giving the corre-
sponding elements on the diagonal. The commutativity of addition yields the lower left half
of the table.
4 Characterization of self-sustaining networks
This is the main section of this paper. In section 4.1, we use the concepts from
the previous section to derive an explicit representation of the elements of a
semigroup model SF . It is then shown that a CRS with food set is RAF if and
only if its function ΦXF is the constant function cXF . In section 4.2, a discrete
dynamics on a CRS is introduced, which complements the results of section
4.1 and yields a straightforward characterization of the maximal RAF set of a
CRS provided theorem 4.18. As a corollary 4.19, an algebraic characterization
of the lattice of RAF subsets of a CRS is derived. Throughout this section, let
(X,R,C, F ) be a CRS with food set, SF be its semigroup model and S be the
semigroup model of (X,R,C).
4.1 Preliminary Results
We begin with an explicit representation of elements of S and SF .
Lemma 4.1. Any element φ ∈ S can be written as a nested sum
φ =
∑
y1∈Y
φy1 ◦
 ∑
y2∈Yy1
φy2 ◦
 ∑
y3∈Yy1y2
φy3 ◦ ... ◦
 ∑
yn∈Yy1y2...yn−1
φyn
 ...

(4.1)
for some n ∈ N, where Y, Yy1 ..., Yy1y2...yn−1 are multisets (possibly empty) of
elements in X and each Yy1y2...yj with j < n depends on the elements y1 ∈
Y, y2 ∈ Yy1 , ..., yj ∈ Yy1y2...yj−1 . This statement applies verbatim to elements
of SF .
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Proof. For notational convenience, only elements of S are considered, because
the proof for SF is analogous.
The elements of S are generated via the operations + and ◦ from the
functions {φx}x∈X of individual chemicals and can be constructed iteratively.
Denote by S0 = {φx}x∈X and let
S◦i =
{∏
finite
aj |aj ∈ Si−1
}
for i ≥ 1
be the set of all possible finite products of elements from Si−1. Let Si be the
set of all possible finite sums of elements from S◦i
Si =
{∑
finite
ak|ak ∈ S◦i
}
for i ≥ 1.
Because S is a finite semigroup, this construction yields all elements of S after
a finite number of iterations, i.e. there is some N ∈ N such that
S = S◦N .
Tracing the construction backwards and using the distributivity property (3.7)
gives the desired representation. More explicitly, let S = S◦N be written as
φ = a1 ◦ a2 ◦ ... ◦ an,
where all aj are elements of SN−1, i.e.
aj =
∑
ij
ajij , ajij ∈ S◦N−1.
In particular,
a1 =
∑
i1
a1i1 , a1i1 ∈ S◦N−1.
Distributivity (equation (3.7)) gives
φ =
∑
i1
(a1i1 ◦ a2 ◦ ... ◦ an),
where a1i1 ∈ S◦N−1. Repeating this at most N − 1 more times for the leftmost
factor gives
φ =
∑
y1∈Y
φy1 ◦ ay12 ◦ ... ◦ ay1ky , (4.2)
where φy1 are functions of single chemicals for some multiset Y with elements in
X, ay1i ∈ S◦N−1 and the ky1 natural numbers. The same sequence of operations
can be repeated for ay12 giving
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ay12 =
∑
y2∈Yy1
φy2 ◦ ay1y23 ◦ ... ◦ ay1y2ky1y2
for some multiset Yy1 with elements in X, a
y1y2
i ∈ S◦N−2 and the ky1y2 natural
numbers. Plugging this into the expression (4.2) leads to
φ =
∑
y1∈Y
φy1 ◦
 ∑
y2∈Yy1
φy2 ◦ ay1y23 ◦ ... ◦ ay1y2ky1y2
 ◦ ay13 ◦ ... ◦ ay1ky1 .
Using distributivity and relabeling the ayi , i ≥ 3 gives
φ =
∑
y1∈Y
φy1 ◦
 ∑
y2∈Yy1
φy2 ◦ ay1y23 ◦ ... ◦ ay1y2k′y1y2
 .
Continuing this reasoning for all the remaining functions and taking into ac-
count that φ was generated by a finite number of operations of taking sums and
products implies that φ has the claimed form (4.1) consisting of consecutive
sums of products of functions of single chemicals.
Remark 4.2. The previous lemma implies that each element φ ∈ S can be
represented as a tree with edges labeled by functions φy and the vertices repre-
senting sums over the underlying edges. The sums are then multiplied with the
function on the edge above the respective vertex. Figure 4A gives an example
of such a representation.
The representation of a function by a tree implies a correspondence to re-
action pathways in the CRS, where the leafs of the tree correspond to starting
reactions and vertices correspond to joining reaction pathways. As an exam-
ple, figure 4B shows the pathways corresponding to the tree from figure 4A.
However, the mapping of functions to reaction pathways is not injective in
general. For example, the reaction pathway shown in figure 4B corresponds to
the function φ represented in figure 4A, but it is also the reaction pathway of
the function φ+ φg.
Now we have the tools to formulate and proof the following statements
connecting the maximal function ΦXF to the RAF property of the network.
Theorem 4.3. Let (X,R,C, F ) be a CRS with food set F and semigroup
model SF . (X,R,C, F ) is RAF if and only if ΦXF is the constant function
cXF , i.e.
ΦXF (∅) = XF . (4.3)
17
a b c
d e f
g
A B
c
b
fd
g
e
a
Fig. 4 The tree A shows the function φ = φa ◦ (φd ◦ φg + φe) + φb ◦ φf + φc (point
before line calculation to avoid brackets) as an example of an explicit representation of a
general element of S as discussed in the text. B shows the reaction pathway within a CRS
corresponding to the function represented in A. As the root of the tree A has three branches,
the pathway has three components that are not interconnected. Note that the pathway B
does not represent a unique function. For example, it is also the pathway corresponding to
the function φ+ φg .
Proof. If (X,R,C, F ) is RAF, each chemical is produced by a sequence of
catalyzed reactions from F¯ , i.e. for each x ∈ XF there is a function ψx such
that x ∈ ψx(∅). The function Ψ := ∑x∈XF ψx then satisfies Ψ(∅) = XF . The
maximality of ΦXF yields ΦXF = Ψ showing the sufficiency of the condition
(4.3).
To see the necessity, note that ΦXF (∅) = XF implies that each chemical in
XF can be formed from F¯ by a sequence of reactions catalyzed by elements
in X. The representation of ΦXF as a tree discussed in remark 4.2 implies
that there is a sequence of reactions satisfying the conditions (F1) and (F2).
Thereby, the partition of the index set required in (F2) is given by the distance
of the function to the root of the tree.
Corollary 4.4. ΦXF (∅) contains the maximal RAF.
Proof. Let (X ′, R′, C ′, F ) be the maximal RAF subnetwork with semigroup
model S ′F of the CRS (X,R,C, F ) with semigroup model SF . By definition,
both CRS have the same food set. As the closure of a food set only depends on
the food set, both CRS have the same closure of the food sets. Thus X ′F ⊂ XF
and subsets of X ′F are subsets of XF and the functions in S ′F extend to
functions on XF as follows: Let φ be a function in S ′F , i.e. φ : X′F → X′F and
define the extension φe : XF → XF as φe(Y ) = φ(Y ∩X ′F ) for all Y ⊂ XF . In
particular, this gives ΦeX′F
≤ ΦXF . Now theorem 4.3 implies that ΦX′F (∅) = X ′F .
By construction ΦX′F (∅) = ΦeX′F (∅) and therefore X
′
F = ΦX′F (∅) = ΦeX′F (∅) ⊂
ΦXF (∅), that completes the proof.
Corollary 4.5. A CRS (X,R,C, F ) with a nilpotent semigroup SF has no
RAF subnetworks.
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Proof. Should the CRS possess a maximal RAF subnetwork (X ′, R′, C ′, F ),
then ΦXF would be bounded from below by the constant function cX′ by
corollary 4.4. Then all powers of ΦXF would be bounded by cX′ as well and
therefore SF could not be nilpotent.
4.2 Dynamics on a Semigroup Model
We define a discrete dynamics on a CRS with food set by using its semigroup
model. The constructions given here are analogously applicable for CRS with-
out a specified food set, which will therefore not be mentioned explicitly.
Let (X,R,C, F ) be a CRS with food set F and semigroup model SF .
Starting with any set of chemicals Y0 ⊂ XF , there is a maximal function
ΦY0 (definition 3.12) that is supported on this set. This function acts on Y0
giving the maximal set Y1 = ΦY0(Y0) that can be produced from Y0 by using
functionality supported only on Y0 and the food set. The same argument
applies to Y1 and leads to the following definition.
Definition 4.6. The discrete dynamics on a CRS (X,R,C, F ) with food set
F ⊂ X with initial condition Y0 is generated by the propagator D
D : XF → XF (4.4)
Y 7→ ΦY (Y ),
where ΦY is the function of Y ⊂ XF . Analogously, the dynamics is parametrized
by N as
Yn+1 = ΦYn(Yn) for all n ∈ N.
Note that the propagator (4.4) deletes all elements that are in Y , but not in
ΦY (Y ).
Remark 4.7. Because the state space XF is finite, for the sequence (Yn)n∈N
generated by D from some Y0 there exist minimal natural numbers k and m
such that Yk = Yk+m. As the dynamics generated by D is memoryless, it
necessarily gives rise to periodic behavior, i.e. Yk+i = Yk+i+nm for all i =
0, ...,m − 1 and all n ∈ N. If m = 1, Yk is a fixed point and we say that the
dynamics stabilizes at Yk. We denote a fixed point with initial condition Y0 by
Y ∗0 . If m > 1, we say that the dynamics has period m and is oscillatory. Both
behaviors are possible in CRS.
Remark 4.8. According to theorem 4.3, if (X,R,C, F ) is RAF, then XF is
a fixed point for the dynamics with initial condition Y0 = XF .
Example 4.9. Figure 5 shows a CRS with X = XF = {a, b, c}, F = F¯ = ∅
and the respective reactions shown in the figure. If the initial condition Y0 is
a proper subset of XF , the dynamics has period 3. For example, the dynamics
generated by Y0 = {a} is
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{a} 7→ {b} 7→ {c} 7→ {a} 7→ ...
a b
c
Fig. 5 Example of a CRS with possible oscillatory dynamics.
In the following propositions, we formulate and prove the basic properties
of the discrete dynamics.
Proposition 4.10. Let (X,R,C, F ) be a CRS with food set and let (Yn)n∈N
be the discrete dynamics with initial condition Y0. If the semigroup SF of the
CRS is nilpotent, then the dynamics stabilizes at ∅, i.e. there exists a natural
number N such that
Yn = ∅ for all n ≥ N.
Proof. By definition Yn = ΦYn−1 ◦ΦYn−2 ◦ ...◦ΦY0(Y0). Because SF is nilpotent,
there exists an index N such that SNF = {0}. This implies that Yn = ∅ for all
n ≥ N .
A useful result is that the dynamics with initial condition XF cannot have
periodic behavior, but always has a fixed point. It is a consequence of the
following stronger result.
Proposition 4.11. Let (X,R,C, F ) be a CRS with dynamics (Yn)n∈N. If
Y1 ⊂ Y0, then
Yn+1 ⊂ Yn for all n ≥ N.
Proof. The proof proceeds by induction. By hypothesis Y1 ⊂ Y0 is satisfied. Let
Yn ⊂ Yn−1. This implies the ordering of the respective functions ΦYn ≤ ΦYn−1
by remark 3.15. Together with remark 3.5 this gives
Yn+1 = ΦYn(Yn) ⊂ ΦYn−1(Yn) ⊂ ΦYn−1(Yn−1) = Yn,
which completes the proof.
Corollary 4.12. With the hypothesis of the previous proposition, the dy-
namics (Yn)n∈N stabilizes.
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Proof. By the previous proposition, the dynamics is a descending chain of sets
Y0 ⊃ Y1 ⊃ ... ⊃ Yn ⊃ Yn+1.... Because XF is finite, the chain stabilizes.
Corollary 4.13. A dynamics (Yn)n∈N with initial condition Y0 = XF always
leads to a fixed point.
Proof. This follows from ΦXF (XF ) ⊂ XF and the previous corollary.
It is convenient to denote the fixed point of the dynamics with initial
condition Y0 = XF as X
∗
F and to refer to X
∗
F as the fixed point of the CRS. If
the CRS is RAF, then X∗F = XF by theorem 4.3. Intuitively it is clear that X
∗
F
contains the maximal RAF set of the CRS, because any RAF will constantly
reproduce itself. This statement is now made precise.
Proposition 4.14. The fixed point X∗F of a CRS (X,R,C, F ) contains the
maximal RAF set.
Proof. Let (Yn)n∈N be the discrete dynamics with Y0 = XF and (X ′, R′, C ′, F )
be the maximal RAF subset of (X,R,C, F ). If Y ⊂ XF contains X ′F , then
ΦX′F ≤ ΦY by remark 3.15. In particular, ΦX′F (∅) ⊂ ΦY (∅) ⊂ ΦY (Y ). From
theorem 4.3 it follows that X ′F ⊂ ΦX′F (∅) and thus
X ′F ⊂ ΦY (Y ). (4.5)
X ′F is contained in Y0 = XF and from (4.5) it follows inductively that X
′
F ⊂ Yn
for all n ∈ N. By the previous corollary the dynamics stabilizes and thus
X ′F ⊂ X∗F .
4.3 Identification of RAF Subnetworks
This final section uses the tools from the two previous sections to determine
the maximal RAF subnetwork of any given CRS.
As in the previous section, let (X,R,C, F ) be a CRS with food set and
semigroup model SF . In corollary 4.4 and lemma 4.14, it was established that
both ΦXF (∅) and X∗F contain the maximal RAF subset. As shown in the
following example, there is no general relation between these two sets and the
inclusion of the maximal RAF subset can be strict in both cases. However,
theorem 4.18 will show that a combination of the methods used in corollary
4.4 and proposition 4.14 leads to a simple description of the maximal RAF
subset of the CRS.
Example 4.15. Figure 6 depicts two networks with ΦXF (∅) and X∗F given
in table 3. This shows that the containment of the maximal RAF set is not
necessarily strict and that in general neither ΦXF (∅) nor X∗F is contained in
the other.
The CRS 6A has two branches {c, d} and {e, f} that are not connected by
chemical reactions. Only the {c, d} branch is connected to the food set and
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d
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F
d
B
F
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b
c
e
f
Fig. 6 Two CRS with food sets demonstrating that there is no relationship between ΦXF (∅)
and X∗F .
Network ΦXF (∅) X∗F maximal RAF set
A {c, d} ∅ ∅
B ∅ {a, b, c} ∅
Table 3 ΦXF (∅), X∗F and the maximal RAF subset of the networks from figure 6.
all reactions in this branch are catalyzed by ΦXF . Therefore, ΦXF (∅) = {c, d}.
The discrete dynamics starting with the full set {c, d, e, f} leads to a depletion
of e, then of f and c and then of d giving the empty set as the fixed point.
The system 6B has a cyclic arrangement that is self-sustaining and as such
X∗F = XF = {a, b, c}. However, none of the chemicals is produced from the
food set alone and therefore the network possesses no F subnetwork network,
which implies ΦXF (∅) = ∅.
This example shows the essence of the failure for ΦXF (∅) and X∗F to be the
maximal RAF subset. X∗F contains self-sustaining cycles that involve chemicals
not produced from the food set alone and as such do not match the definition of
an F set. ΦXF contains functions that are provided by chemicals not produced
from the food set. A combination of the two examples where the {e, f} branch
of network A is replaced by network B would provide a CRS where both
ΦXF (∅) and X∗F are strictly larger than the maximal RAF subset.
The maximal F network of the CRS 6B is ∅ and this implies ΦXF (∅) = ∅
by the following lemma.
Lemma 4.16. ΦXF (∅) is contained in the maximal F network, i.e. it is an F
subnetwork of the CRS.
Proof. Each chemical in ΦXF (∅) is produced solely from chemicals in F¯ . These
are by definition produced solely from F .
22
In the CRS 6B, the obstruction for X∗F to be equal to the maximal RAF
set is that the discrete dynamics has an initial condition Y0 not contained in
the maximal F network as is implied by the following lemma.
Lemma 4.17. Let (X,R,C, F ) be a CRS with discrete dynamics (Yn)n∈N
with a fixed point Y ∗ such that Y0 is contained in the maximal F network.
Then Y ∗ is contained in the maximal RAF network.
Proof. Because Y0 is contained in the maximal F network, one sees inductively
that Y ∗ is contained in the maximal F network. Y ∗ = ΦY ∗(Y ∗) implies that
all reactants are produced from F by some sequence of catalyzed reactions
and thus Y ∗ is RA.
The main theorem on the maximal RAF subset now follows from the pre-
vious results.
Theorem 4.18 (on the maximal RAF subset). For any CRS (X,R,C, F ),
the maximal RAF subset is the fixed point of the dynamics (Yn)n∈N with initial
condition Y0 = ΦXF (∅), i.e. PhiXF (∅)∗.
Proof. First note that
Y1 = ΦY0(Y0) ⊂ ΦXF (Y0) = Φ2XF (∅) ⊂ ΦXF (∅) = Y0,
where the containments follow from the maximality of ΦXF . By proposition
4.11, the dynamics has a fixed point Y ∗.
By lemma 4.16, Y0 is contained in the maximal F network and thus Y
∗ is
contained in the maximal RAF network by lemma 4.17.
ΦXF (∅) contains the maximal RAF network by corollary 4.4. By the same
argument as in the proof of proposition 4.14 all Yn contain the maximal RAF
network and so does Y ∗. This shows the reverse inclusion.
This approach is not limited to the maximal RAF subset of a CRS, but
can be applied to establish a correspondence between RAF subsets and their
functions as follows.
Corollary 4.19. There is a one-to-one correspondence between RAF subsets
of a CRS (X,R,C, F ) and constant functions cY of SF , where Y satisfies
ΦY (∅)∗ = Y,
i.e. there is a bijection of sets
{RAF subsets of (X,R,C,F)} 1-to-1←−−→ {cY ∈ SF such that ΦY (∅)∗ = Y }
given by Y 7→ cY .
Proof. If Y ⊂ X is RAF, then Y ⊂ ΦY (∅)∗ by theorem 4.18. The inverse
inclusion ΦY (∅)∗ ⊂ Y is follows from definition 3.18(R2) of a RAF subset.
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We note that the partial order of the functions ΦY is precisely the partial
order of the corresponding sets Y , i.e. ΦY ≤ ΦY ′ if and only if Y ⊂ Y ′.
Moreover, if ΦY < ΦY ′ , then the inclusion Y ⊂ Y ′ is proper. More details
on the correspondence of the partial orders on subnetworks and semigroup
elements can be found in [20], section 5.6.2.
5 Discussion
In this work, we have shown that the CRS formalism has a natural algebraic
structure induced by the simultaneous and subsequent functions of catalysts.
The constructed semigroups contain all possible functional combinations and
thus faithfully reflect the catalytic properties of the network. As such, they
are equipped with additional structure that behaves well: There is an idempo-
tent addition (reflecting simultaneous function) that obeys left-distributivity.
Moreover, the partial order inherited from the full transformation semigroup
on the set of chemicals allows to assign a well-defined catalytic function to
any subset of chemicals. These functions respect the partial order on subsets
of chemicals via inclusion and lead to the definition of a discrete dynamics on
the CRS. Finally, the interplay of these structures yields several sufficient and
necessary conditions for a CRS to be RA, F and RAF. A combination of all de-
veloped tools allows to prove that the maximal RAF subset of a CRS is is the
fixed point of the dynamics (Yn)n∈N with initial condition Y0 = ΦXF (∅). More-
over, all RAF subsets Y ∈ X are characterized by the condition ΦY (∅)∗ = Y
and that the partial order of the functions ΦY respects the partial order of the
RAF subsets.
Self-sustaining chemical reaction networks are an important area of re-
search and this work provides a new possibility to treat this field with very
powerful methods from semigroup theory. For example, corollary 4.5 shows
that a CRS with nilpotent semigroup cannot contain any RAF subnetworks.
This is an important fact by itself as most semigroups are nilpotent (any
magma with the product of any three elements equal to zero is automatically
a semigroup) and this weeds out these objects in the study of self-sustaining
networks. In semigroup theory, combinatorial problems are an important and
developed field [21] and with the construction provided in this article, such
methods can now be applied to the combinatorics of RAF networks.
Moreover, there is an equivalence between finite semigroups and finite au-
tomata [22]. Thus the semigroup models developed here suggest to investigate
the computational capabilities of catalytic reaction systems as a future direc-
tion of research. In this regard, it is interesting to study the inverse problem,
i.e. to determine which finite semigroups can be realized as semigroup models
of CRS and what are their computational properties. It is clear that not all
semigroups can be interpreted as semigroup models of some CRS, because for
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a general finite semigroup a partial order satisfying lemma 3.8 does not exist.
Further interesting questions in this direction arise for the semigroups of
infinite reaction networks and the classification of their computational prop-
erties. The definitions given here extend directly to infinite networks, but the
arguments based on finiteness of SF , XF and XF used in many proofs then
require modification and in some cases the analogous results do not hold. For
example, the discrete dynamics can lead to a steadily growing network instead
of a fixed point or periodic orbit. Another possibility is the extension of the
state space from {0, 1}XF to RXF≥0 by taking into account the concentrations
of the chemicals. In this case, the dynamics is governed by the classical kinetic
rate equations and following the line of though presented in this work could
lead to the development of a notion of function and causality for such classical
models.
The main motivation for the construction of algebraic models for chemi-
cal reaction networks is a natural possibility of coarse-graining trough taking
quotients by congruences. In this approach, the possible coarse-graining pro-
cedures are given by the lattice of congruences on the algebraic structure. This
has the advantage that the coarse-grained model is naturally equipped with
the same structure as the original model and that consecutive coarse-graining
procedures over several scales are feasible. This is investigated in detail in a
forthcoming publication.
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