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Abstract
Under general multivariate regular variation conditions, the extreme Value-at-Risk of a portfolio can
be expressed as an integral of a known kernel with respect to a generally unknown spectral measure
supported on the unit simplex. The estimation of the spectral measure is challenging in practice and
virtually impossible in high dimensions. This motivates the problem studied in this work, which is to find
universal lower and upper bounds of the extreme Value-at-Risk under practically estimable constraints.
That is, we study the infimum and supremum of the extreme Value-at-Risk functional, over the infinite
dimensional space of all possible spectral measures that meet a finite set of constraints. We focus on
extremal coefficient constraints, which are popular and easy to interpret in practice. Our contributions
are twofold. Firstly, we show that optimization problems over an infinite dimensional space of spectral
measures are in fact dual problems to linear semi-infinite programs (LSIPs) – linear optimization prob-
lems in an Euclidean space with an uncountable set of linear constraints. This allows us to prove that the
optimal solutions are in fact attained by discrete spectral measures supported on finitely many atoms.
Second, in the case of balanced portfolia, we establish further structural results for the lower bounds
as well as closed form solutions for both the lower- and upper-bounds of extreme Value-at-Risk in the
special case of a single extremal coefficient constraint. The solutions unveil important connections to the
Tawn-Molchanov max-stable models. The results are illustrated with a real data example.
Keywords: value-at-risk, extreme value-at-risk, distributionally robust, regular variation, Tawn-Molchanov,
linear semi-infinite programming, extremal coefficients.
1 Introduction
Value-at-Risk (VaR) is one of the predominant risk measures used in determining minimum capital require-
ments placed upon financial institutions in order to cover potential losses in the market. In essence, VaR is
the largest loss having a ‘reasonable chance’ of occurring through the placement of a risky bet. Formally, if
the random variable X ∈ R represents a loss (negative return) on an asset after a fixed holding period, and
q ∈ (0, 1) is a probability representing ‘reasonable chance’, we have the following definition
Definition 1.1. The Value-at-Risk of a random variable X ∈ R at the level q ∈ (0, 1), denoted VaRq(X) is
defined as
VaRq(X) := inf{x ∈ R : P(X ≤ x) ≥ q}.
That is, VaRq(X) is the (generalized) 100× q-th percentile of the loss distribution.
In practice, financial institutions deal with a multi-dimensional portfolio of statistically dependent losses
X = (X1, X2, . . . , Xd)
> ∈ Rd. In this case capital requirements should be determined by the value-at-risk
for the sum of losses VaRq(S), where S := X1 +X2 + · · ·+Xd. In these scenarios it is essential to account for
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tail dependence in the components of X, see e.g., Embrechts et al [11]. Furthermore, regulatory guidelines
such as Basel III [1] typically prescribe q ≥ .99. Hence, the scenario of extreme losses where q is close to the
value 1 is of great interest. Specifically, one is interested in extreme VaR. Namely, fix a reference asset X1.
Mild multivariate regular variation conditions on the distribution of X, imply the existence of the limit:
X ≡ X(S,X1) := lim
q↗1
VaRq(S)
VaRq(X1)
.
(see Section 2.1, for more details.) We shall refer to the limit ratio X(S,X1) as to extremal VaR. It is
desirable to be able to bound the extremal VaR coefficient X since it provides the first order approximation
of value-at-risk:
VaRq(S) ≈ X(S,X1) ×VaRq(X1), for q ≈ 1.
As shown in [11], we have that
X ≡ X(S,X1) = ρ(HX)ξ, with ρ(HX) =
∫
S+
(uξ1 + · · ·+ uξd)1/ξHX(dx), (1.1)
where ξ is the tail-index of regular variation and HX is a finite measure on the unit simplex S+ = {u =
(ui)
d
i=1 : ui ≥ 0,
∑d
i=1 ui = 1}. Here, HX , referred to as the spectral measure of X, characterizes the
extremal dependence structure of the vector of losses. In principle, HX could be an arbitrary finite measure
on S+, making the problem of estimating X(S,X1) very challenging.
The case for distributionally robust inference. Ultimately, in order to compute the extremal VaR
coefficient X , one needs to evaluate the above integral ρ with respect to the unknown spectral measure HX .
For a handful of dependence models this can be done but, in reality, the infinite-dimensional parameter HX
needs to be either estimated from data, which is often virtually impossible due to either data scarcity, or the
relatively high dimension d, or both. Alternatively, one can fit a finite-dimensional model for HX using the
available data and then numerically evaluate ρ and X . This approach may be practical, however the choice
of the model often imposes artificial constraints and may lead to under- or over-estimating X . Ideally, one
wants to be as immune as possible to model assumptions, that is, robust to the joint distribution structure
imposed by a model. Our work can be classified as part of the active area on distributionally robust inference
where optimization is used to obtain universal model-agnostic bounds on statistics of interest. The same
philosophy in many different contexts is pursued by [19, 12, 4, 7, 3], among others.
Here, we consider a large family H of spectral measures and posit the optimization problems
Lρ(H) := inf
H∈H
ρ(H) and Uρ(H) := sup
H∈H
ρ(H). (1.2)
Then, in view of (1.1), we obtain the following universal lower and upper bounds for extremal VaR:
Lξρ(H) ≤ X(S,X1) ≤ Uξρ (H). (1.3)
If the class H includes all admissible (normalized) spectral measures, these bounds can be rather wide (See
relation 2.7) which may limit their practical value in establishing capital requirements. In practice, however,
a number of natural constraints can be imposed on the measures H, thereby reducing class H and the range
of all possible extremal VaR values.
In this work, we focus on so-called extremal coefficient constraints, which capture (in a rough sense) the
strength of tail dependence amongst a given subset of assets in the portfolio X. This includes, for example,
the d-variate extremal coefficient
ϑd ≡ ϑ({1, . . . , d}) = lim
x→∞
P(maxi=1,...,dXi > x)
P(X1 > x)
takes values in the range [1, d]. It quantifies the degree to which all assets in the portfolio experience an
extreme loss. For example, ϑd equals 1 under perfect asymptotic dependence (e.g., X1 = · · · = Xd) and
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it equals d if the assets are asymptotically independent. Figure 1 demonstrates that the knowledge of this
single constraint can dramatically reduce the range of all possible extreme VaR X , even in dimensions as
high as d = 100.
Figure 1: Upper and lower bounds on extreme VaR ρξ when given a single fixed d-variate extremal coefficient
ϑd constraint.
Summary of our contributions. In this paper, we focus on regularly varying portfolia with tail-index
0 < ξ < 1. This is the most relevant case in practice, where the losses have finite expectations (see Section
2.1 below). We consider classes H of all possible spectral measures H, which satisfy given extremal coefficient
constraints, such as:
ϑ(J) ≡
∫
S+
max
j∈J
ujH(du) = cJ ,
where J belongs to a collection of non-empty subsets of {1, . . . , d}. The constants cJ can be either estimated
or assigned by a domain expert. We then consider the infinite dimensional optimization problems in (1.2),
which amount to minimization and maximization of the objective function:
ρ(H) =
∫
S+
(uξ1 + · · ·+ uξd)1/ξH(du). (1.4)
Observe that both the objective function and the constraints are linear in the parameter H. The caveat is,
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however, that H takes values in an infinite-dimensional space of measures. Our findings can be summarized
by three main themes:
Optimal measures have finite support. We establish structural results showing that the infimum
and supremum of ρ are attained by discrete measures that are supported on a finite set of atoms. In each
case, the number of atoms is not more than the number of constraints (Theorem 3.2). Thus, in principle, the
linear infinite-dimensional problems reduce to non-linear finite-dimensional optimization problems. These
results stem from a fundamental connection with the theory of linear semi-infinite optimization outlined in
Section 2.3 below.
A Tawn-Molchanov minimizer and a convex maximizer. Surprisingly, the infimum of ρ and
in turn the lower bound on X is attained by measures with the same support as the celebrated Tawn-
Molchanov models in Strokorb and Schlather [28]. This allows us to further reduce the optimization to a
linear program, which can be solved exactly for moderate dimension. We also establish that the maximization
problem reduces to an ordinary convex optimization problem which can be solved in polynomial time within
arbitrary precision. Efficient solvers for these optimization problems have yet to be implemented, nevertheless
our theoretical results suggest that they can be efficiently solved.
Closed form solutions. Finally, in the case of a single d-variate constraint, we establish closed form
expressions for both the lower- and upper-bounds, which are valid in arbitrary dimensions. These formulae
were used in Figure 1.
The paper is structured as follows. Section 2 provides background on multivariate regular variation
and optimization needed for the formal statement of our problem. Section 3 details the main results summa-
rized above. It starts with a general characterization of the spectral measures attaining the minimum and
maximum extremal VaR. It then proceeds with more detailed results on in the cases of the Tawn-Molchanov
minimizer and our closed form solutions. The proofs and auxiliary facts from optimization are collected in
the Appendix.
2 Problem formulation and background
In this section we briefly review theory and notation needed for the precise formulation of our problem.
2.1 Extreme Value-at-Risk and regular variation
Regular variation. The random vector X = (Xi)
d
i=1 is multivariate regularly varying (RV), if there exists
a non-zero Borel measure µ on Rd \ {0} and a sequence an ↗∞, such that
nP(a−1n X ∈ A)−→µ(A), as n→∞, (2.1)
for all µ-continuity sets A bounded away from the origin (cf Definition A.1, below). In this case, it follows
that there exists an exponent ξ > 0, such that
µ(cA) = c−1/ξµ(A), ∀c > 0.
We shall write X ∈ RV1/ξ({an}, µ) and refer to 1/ξ as the exponent of regular variation of the portfolio X.
It also follows that the normalization sequence {an} is regularly varying with index ξ, i.e., for all t > 0, we
have a[tn]/an → tξ, n → ∞. More details on the fundamental connections between multivariate extremes
and regular variation are given in Appendix A.
Assumption 2.1. Suppose that X ∈ RV1/ξ({an}, µ), where the measure µ is not entirely supported on the
hyper-planes {x = (xi)di=1 : xj = 0}, j = 1, . . . , d.
Assumption 2.1 implies that each of the components Xi is heavy-tailed with the same tail exponent
1/ξ > 0. Indeed, by choosing A := Ai(s) = {x ∈ Rd+ : xi > s}, s > 0, in Relation (2.1), and using the
scaling of µ, we obtain that for all s > 0,
nP(Xi > ans) −→ ϑX(i)s−1/ξ, as n→∞, (2.2)
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where ϑX(i) := µ(Ai(1)) > 0 is the asymptotic scale coefficient of Xi. Relation (2.2) implies in particular
that the moment E|Xi|p is infinite if p > 1/ξ and finite if 0 < p < 1/ξ.
The finite-mean case where 0 < ξ < 1 is of primary interest in practice. Therefore, we shall assume
throughout that
0 < ξ ≤ 1.
In the infinite-mean case ξ > 1 an intriguing anti-diversification phenomenon arises, discussed in Appendix
A.4 below.
Consider the norm ‖x‖ = ∑di=1 |xi| and let S+ = {x ≥ 0, : ‖x‖ = 1} be the unit simplex in Rd. We
standardize the assets to have equal, unit scales such that (2.2) holds with
ϑX(i) = 1, i = 1, . . . , d. (2.3)
This standardization does not restrict generality since one can consider the weighted portfolio
S(w) := w1X1 + · · ·+ wdXd,
with suitable positive weights wi, i = 1, . . . , d. Relation (A.10) and Proposition A.3 imply
X(S(w),X1) = ρξ with ρ ≡ ρw(H, ξ) :=
∫
S+
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
H(du), (2.4)
where H(du) = d · σZ(du) and σZ denotes the standardized spectral measure of the vector
Z := (X
1/ξ
1 , X
1/ξ
2 , · · · , X1/ξd )>. (2.5)
The measure H could be any finite measure on S+ satisfying marginal moment constraints
1 =
∫
S+
ujH(du), j = 1, . . . , d. (2.6)
Note that since
∑d
j=1 uj = ‖u‖ = 1, u ∈ S+ we have H(S+) = d.
Well-known universal bounds on the value of ρ = ρ(H, ξ) are given by
d∑
i=1
w
1/ξ
i ≤ ρ(H, ξ) ≤
( d∑
i=1
wi
)1/ξ
(0 < ξ ≤ 1) (2.7)
(see e.g. Corollary 4.2 in Embrechts et al [11]). These inequalities follow from the general Fre´chet bounds
on cumulative distribution functions.
Remark 2.2. The lower bound ρ =
∑d
i=1 w
1/ξ
i in (2.7) corresponds to (asymptotic) independence and the
upper bound ρ =
(∑d
i=1 wi
)1/ξ
to complete tail dependence, where all components of the vector X are
asymptotically identical. This agrees with our intuition about diversification, where holding independent
assets leads to the lowest value of extremal VaR, while complete dependence corresponds to the worst case
of risk. (Surprisingly, this intuition is reversed in the super-heavy-tailed regime ξ > 1 – see Appendix A.4
below.)
2.2 Constraints and Problem Formulation
The spectral measure H is an infinite dimensional parameter, which must be estimated from a limited
portion of extreme observations in sample (see, e.g., [9]). Therefore, in high and even moderate dimensions,
the accurate statistical estimation of H virtually impossible. In contrast, one can estimate well, in practice,
various finite dimensional functionals, which summarize the tail-dependence of X. Popular such functionals
are the extremal coefficients (see e.g [27], [25] and [6]).
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Suppose that the portfolio X = (Xj)
d
j=1 satisfies Assumption 2.1 and let J ⊂ {1, . . . , d} be a subset of
assets. Their extremal coefficient is defined as the asymptotic scale of maxj∈J Xj , that is
ϑX(J) := lim
n→∞nP(maxj∈J Xj > an).
Note the asymptotic scales in (2.2) are in fact the first-order extremal coefficients ϑX({j}) = 1, j = 1, . . . , d,
which are assumed to be standardized (2.3). The set of higher order extremal coefficients ϑX(J), J ⊂
{1, . . . , d} capture various characteristics of the tail dependence among the assets. They can be either
estimated from data or prescribed by an expert (see Appendix A.2, below). We shall assume that the
extremal coefficients as well as the tail index ξ are known.
In view of (A.7) and (2.5) it follows that
ϑX(J) = ϑH(J) :=
∫
S+
max
j∈J
{uj}H(du),
where H(du) = d× σZ(du), is the rescaled version of σZ by the factor d.
Remark 2.3. A set of non-negative constants c = (cJ)J⊂{1,...,d} ∈ R2
d−1
+ can be the extremal coefficients of
a random vector X, if and only if they satisfy the consistency relationships
c ∈ Θ :=
ϑ ∈ R2d−1+ : ∑
L : J⊆L
(−1)|L\J|+1ϑ(L) ≥ 0, for all J ( {1, . . . , d}
 .
See Corollary 5 in [25] and [28] for more details.
Extremal coefficients are only summary, moment-type functionals, and they alone do not fully characterize
the spectral measure H, except in special cases [28]. In general, however, it is not known to what extent the
full or partial knowledge of the extremal coefficients confine the set of possible values of ρ and hence extreme
VaR. This is precisely the motivation for our work.
Problem formulation. We want to solve the pair of optimization problems:
(Lρ) inf
H
ρw(H, ξ) (2.8)
(Uρ) sup
H
ρw(H, ξ) (2.9)
subject to:
∫
S+
max
j∈J
{uj}H(du) = cJ , for all J ∈ J , (2.10)
where J ⊂ 2{1,··· ,d}, is a collection of non-empty subsets of indices {1, · · · , d}; the functional ρw is in
(2.4); and the supremum and infimum are taken over all finite measures H on S+ that satisfy the extremal
coefficient constraints in (2.10).
Assumption 2.4. We assume that the marginal constraints (2.6) are always included in (2.10) by requiring
that the singletons {1}, . . . , {d} belong to J and c{j} = 1 for j = 1, . . . , d. To avoid further situations that
result in trivial optimization problems, we also assume J is sufficiently rich such that
1 =
d∑
j=1
uj <
∑
J∈J
max
j∈J
{uj}, for all u ∈ S+.
In particular, this holds if J includes all pairs or the set {1, . . . , d} ∈ J .
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2.3 Linear semi-infinite programming
The purpose of this section is to review definitions and notations from the field of linear semi-infinite
programming (LSIP) that we will use throughout this paper (see also Appendix B.1). Our main contributions
in the following Section 3 such as the existence of solutions to (Lρ) and (Uρ) with finite support (reducibility)
and and exact formulae for the optimum will leverage powerful results from this established theory. Those
interested in a more comprehensive treatment is referred to the monograph of Goberna and Lopez [14] as
well as the review by Shapiro [26]. See also [15] for a survey of recent advancements in LSIP.
Formulation. Linear semi-infinite programs are formulated as follows:
(P ) inf
x∈Rp
c>x
subject to: b(t)− a(t)>x ≤ 0, t ∈ T,
where T is a (possibly infinite) index set. For a given mathematical program, say (P˜ ), we use the notation
val(P˜ ), to denote its optimal value while sol(P˜ ) denotes the solution set, i.e. the set of feasible points that
yield optimal values. Generally, val(P˜ ) may be infinite and sol(P˜ ) my be empty. If sol(P˜ ) = ∅, then by
convention val(P˜ ) =∞ and we say (P˜ ) is unsolvable.
The following assumption establishing the continuity of (P ) (in the language of LSIPs) has far reaching
consequences in terms of the structure of solutions to (P ).
Assumption 2.5. In (P ), we suppose T is a compact subset of Rd and a : T 7→ Rp, b : T 7→ R are
continuous and hence bounded on T .
Thus, we define the Lagrangian of problem (P ) as the function
L : Rp × Ω 7→ R
L(x, ω) = c>x+
∫
T
(
b(t)− a(t)>x)ω(dt), (2.11)
where Ω is the space of finite (non-negative) Borel measures on T .
Remark 2.6. Assumption 2.5 allows us to express the Lagrangian function as (2.11). This follows from the
fact that the topological dual space of continuous functions on the compact set T ⊂ Rp is indeed the space
of Borel measures on T . For more details see e.g. Ch. 2 of [14].
Remark 2.7. While Assumption 2.5 appears as a rather strong condition in the literature of LSIP, will show
in Section 3 that Assumption 2.5 is naturally satisfied for our main motivating problems (Uρ) and (Lρ).
Duality. We define the dual function g : Ω 7→ R as
g(ω) = inf
x∈Rp
L(x, ω).
The dual function yields a lower bound on the optimal value of (P ). Indeed, by (P ), for any feasible x˜ ∈ Rp,
it follows that ∫
T
(
b(t)− a(t)>x˜)ω(dt) ≤ 0,
which implies
g(ω) = inf
x∈Rp
L(x, ω) ≤ c>x˜+
∫
T
(
b(t)− a(t)>x˜)ω(dt) ≤ c>x˜. (2.12)
The fact that the feasible x˜ was arbitrary implies g(ω) ≤ val(P ). This inequality is trivial unless ∫
T
a(t)ω(dt) =
c. Indeed, otherwise if
∫
T
a(t)ω(dt) 6= c, then for some x0, we have c>x0−
∫
T
a(t)>x0ω(dt) < 0, and hence
by Assumption 2.5, it follows that g(ω) = infx∈Rp L(x, ω) = −∞.
Therefore, only measures ω ∈ Ω for which ∫
T
a(t)ω(dt) = c holds are of interest and they are referred to
as dual feasible. Thus we arrive at the following dual problem:
(D) sup
ω∈Ω
∫
T
b(t)ω(dt)
subject to:
∫
T
a(t)ω(dt) = c.
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In view of (2.12), we have that
sup
ω∈Ω
inf
x∈Rd
L(x, ω) = val(D) ≤ val(P ). (2.13)
A common task with many optimization problems is to determine the existence (or non-existence) of a duality
gap, |val(P )− val(D)|. If val(P ) = val(D), then it suffices to solve either (P ) or (D) to obtain the optimal
value, so long as both problems are solvable. The condition val(P ) = val(D) with sol(D) 6= ∅ is known
as strong duality. If (P ) is solvable, i.e. val(P ) < ∞, then under assumption 2.5, a sufficient condition for
strong duality of (P,D) is Slater’s Condition, i.e. there exists x˜ ∈ Rp such that
b(t)− a(t)>x˜ < 0, for all t ∈ T. (2.14)
See Theorem 2.3 in [26] for further details on Slater’s condition and strong duality for LSIPs.
The above discussion reveals a fundamental connection between the two optimization problems in (2.8)
and (2.9) and the theory of LSIP. Specifically, with conditions that are verified in the sequel, the problem of
finding the upper bound (Uρ) in (2.9) under the extremal coefficient constraints (2.10) is the dual to an LSIP
problem (P ), where T = S+, b(t) = (
∑d
i=1 wit
ξ
i )
1/ξ and aJ(t) = maxj∈J tj , J ∈ J . The same connection can
be drawn between the problem of finding the lower bound (Lρ) in (2.8) and an LSIP involving maximization.
(Note that formally ‘sup’ can be reduced to ‘inf’ by changing the sign of the objective function).
Reducibility. The following discussion lays the groundwork for establishing the finite support of optimal
solutions to (Lρ) and (Uρ). Consider a finite index set Tm ⊂ T with |Tm| ≤ m. Solving problem (P ) when
the constraints are restricted to the finite set Tm reduces to a standard linear program
(Pm) inf
x∈Rp
c>x
subject to: b(ti)− a(ti)>x ≤ 0, ti = Tm, i = 1, . . . ,m,
which yields the corresponding dual
(Dm) sup
ω∈Rm+
m∑
i=1
b(ti)ωi
subject to:
m∑
i=1
a(ti)ωi = c, ti = Tm, i = 1, . . . ,m.
Problem (Pm) is called a discretization of (P ). The feasible set for (P ) is contained in the feasible set for
(Pm). Hence, val(Pm) ≤ val(P ). If for every ε > 0, there exists (Pm(ε)) such that val(P ) − val(Pm(ε)) ≤ ε
than we say (P ) is discretizable. Whereas, if there exists (Pm) such that val(Pm) = val(P ) then (P ) is said
to be reducible. In this case, on the language of measures, the optimum is attained by a discrete measure
ω(dt) =
∑m
i=1 νiδ{ti}(dt) with a finite support {t1, . . . , tm} ⊂ T .
Remark 2.8. Even if an LSIP is theoretically reducible, however, it may be challenging to find the actual
support set of an ω ∈ sol(D). This is because finding the support amounts to solving a non-linear optimization
problem.
The following proposition establishes conditions for the reducibility of the LSIP (P ).
Proposition 2.9 (Theorem 3.2 in [26]). Suppose that for problem (P ), Assumption 2.5 holds and val(P ) <
∞. If for any {t1, t2, . . . tp+1} ⊂ T , there exists x ∈ Rp such that
a(tk)
>x > b(tk), k = 1, . . . , p+ 1. (2.15)
Then there exists {t1, . . . , tm} = Tm ⊂ T with m ≤ p such that for corresponding discretizations (Pm) and
(Dm)
val(P ) = val(Pm) = val(Dm) = val(D).
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Note that if Slater’s condition holds for (P ), then (2.15) is satisfied. Which yields the following corollary
Corollary 2.10. If Assumption 2.5 holds for (P ), val(P ) < ∞ and Slater’s condition holds, then there
exists a (strong) dual pair (P,D) and ω ∈ sol(D) ⊂ Ω such that ω is finitely supported on at most p atoms
{t1, t2, . . . , tp} ⊂ T .
3 Main results
3.1 Optimal measures with finite support
In this section, we establish general structural results for problems (Lρ) and (Uρ) by exploiting their duality
to linear semi-infinite programs (LSIPs). We show that the optimum are attained by measures with finite
support and we prove that (Uρ) is equivalent to a finite dimensional convex optimization problem which can
be solved in polynomial time.
Theorem 3.1. If Assumption 2.4 holds, then there exist (primal) linear semi-infinite programs (L′ρ) and
(U ′ρ), whose dual problems are (Lρ) and (Uρ), respectively. Furthermore, for (L′ρ) and (U ′ρ), we have:
(i) Assumption 2.5 is satisfied.
(ii) The Slater condition holds.
(iii) The optimal values are finite.
(iv) Strong duality holds for the pairs (Lρ,L′ρ) and (Uρ,U ′ρ).
(v) The problems are reducible.
(vi) There exists solutions to (Lρ) and (Uρ) that are supported on at most |J | atoms.
Proof. We consider only problems (Uρ) and (U ′ρ). The arguments for (Lρ) and (L′ρ) are similar.
Let p = |J | and c = (cJ)J∈J ∈ Rp+. Define the continuous functions b : S+ 7→ R+, a : S+ 7→ Rp+
b(u) =
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
and a(u) =
(
max
j∈J
{uj}
)
J∈J
.
Consider the linear semi-infinite program
(U ′ρ) inf
x∈Rp
c>x (3.1)
subject to: b(u)− a(u)>x ≤ 0, u ∈ S+.
Letting H denote the space of finite Borel measures on S+, by the Lagrangian duality theory discussed
in Section 2.3, it follows that the dual of (U ′ρ) is
sup
H∈H
∫
S+
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
H(du)
subject to:
{∫
S+
max
j∈J
{uj}H(du) = cJ
}
J∈J
,
which is in fact problem (Uρ) in (2.9). This establishes the desired duality of (Uρ) to the above LSIP (U ′ρ).
Now, observe that (U ′ρ) satisfies Assumption 2.5, since S+ ⊂ Rd is compact and the functions b and a
are continuous on S+. This proves (i).
We next show (ii). Observe that for all u ∈ S+, we have
b(u) =
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
≤
(
max
j=1,...,d
w
1/ξ
j
) d∑
j=1
uj
=: Cw
d∑
j=1
uj < Cwa(u)
>1, (3.2)
9
where inequality in (3.2) follows from Assumption 2.4. Hence x˜ ≡ Cw1 ∈ Rp is primal feasible for the LSIP
program (U ′ρ) and the Slater condition (2.14) holds.
In view of (2.7), (2.13), and (3.2), we obtain
−∞ <
( d∑
i=1
wi
)1/ξ
≤ val(Uρ) ≤ val(U ′ρ) ≤ Cw
∑
J∈J
cJ <∞,
which proves (iii).
Finally, by Proposition 2.9 (c.f. Corollary 2.10), (i), (ii), and (iii) are sufficient for (iv), (v), and (vi).
The fact that Theorem 3.1(vi) implies that the optimal values of (Lρ) and (Uρ) can be achieved by
measures concentrated on at most |J | atoms leads to the following characterization of val(Lρ) and val(Uρ).
Theorem 3.2. Recall the extremal coefficient constraints c = (cJ)J∈J ∈ R|J |+ in (2.10) for problems (Lρ)
and (Uρ). Define the set of non-negative d× |J | matrices
Ac :=
{
A ∈ Rd×|J |+ :
∑
K∈J
max
j∈J
{ajK} = cJ , J ∈ J
}
. (3.3)
Then, by letting f(A) :=
∑
K∈J
(
w1a
ξ
1K + · · ·+ wdaξdK
)1/ξ
, we have
val(Lρ) = inf
A∈Ac
f(A) and val(Uρ) = sup
A∈Ac
f(A).
Proof. Theorem 3.1(vi) implies that there exists a discretization (Lmρ ) with m ≤ |J | such that val(Lmρ ) =
val(Lρ) <∞. The last statement means that there exist uk ∈ S+, hk, k = 1, . . . ,m such that
val(Lρ) = inf
uk∈S+
hk≥0
m∑
k=1
(
w1u
ξ
1k + · · ·+ wduξdk
)1/ξ
hk
subject to :
{
m∑
k=1
max
j∈J
{ujk}hk = cJ
}
J∈J
. (3.4)
making the change of variables ajk = ujkhk gives
val(Lρ) = inf
ajk≥0
m∑
k=1
(
w1a
ξ
1k + · · ·+ wdaξdk
)1/ξ
subject to :
{
m∑
k=1
max
j∈J
{ajk} = cJ
}
J∈J
.
Thus we have proved the result for (Lρ). The proof for (Uρ) follows by replacing supA∈Ac f(A) with
infA∈Ac −f(A).
The consequence of Theorem 3.2 is that the linear semi-infinite optimization problems (Lρ) and (Uρ)
may be reduced to finite yet non-linear optimization problems. Fundamentally, there is tradeoff between
linearity in the semi-infinite case, versus non-linearity in the finite case, amounting to having to search for
the finite support of the optimal measures in sol(Lρ) and sol(Uρ).
In the case of (Uρ), ξ < 1 implies that −f(A) is a convex function. This, together with the fact that
Ac is a convex set means that infA∈Ac −f(A) is a convex optimization problem. Hence infA∈Ac −f(A) can
be solved to within arbitrary precision in polynomial time. In-practice, an exact and efficient solver for
infA∈Ac −f(A) still needs to be developed and is outside the scope of this work.
In the case of (Lρ), ξ < 1 implies infA∈Ac f(A) is non-convex and generally more challenging. However, if
one makes a further assumption of balanced portfolio, i.e. the weights in f are equal w1 = w2 = · · · = wd = 1,
then further solutions are readily available as discussed in the following section.
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3.2 Solutions for balanced portfolia
In this section, we provide further structural results and closed form solutions in the important special case
of balanced portfolia, where
w1 = w2 = · · · = wd = 1. (3.5)
Remark 3.3. Under assumption (3.5), the universal dependence bounds for extreme VaR X(S,X1) = ρξ given
by (2.7) simplify to
dξ ≤ X(S,X1) ≤ d.
We show first that the minimization problem (Lρ) reduces to a standard linear program. Interestingly,
val(Lρ) is attained by spectral measures corresponding to the celebrated Tawn-Molchanov max-stable models
[28]. This leads to efficient and exact solutions in practice for moderate number of constraints and dimensions.
The second contribution are exact formulae for both the lower and upper bounds on ρ in the case when
we impose only one constraint on the d-variate extremal coefficient
ϑ = ϑX({1, . . . , d}),
in addition to the standard marginal extremal coefficient constraints. These results are possible thanks to the
symmetry in the objective function when all portfolio weights are equal. Their proofs are given in Appendix
B.
Theorem 3.4 (Tawn-Molchanov Minimizer). Under assumption (3.5), we have
val(Lρ) = inf
β∈R2d−1+
∑
J⊂{1,...,d}, J 6=∅
|J |1/ξβJ (3.6)
subject to :
 ∑
K⊂{1,...,d}, K 6=∅
I {(K ∩ J) 6= ∅}βK = cJ

J∈J
.
This result shows that obtaining the lower bound for extreme VaR in the case of a balanced portfolio amounts
to solving a high-dimensional but standard linear program.
Remark 3.5. From the proof of Theorem 3.4, it follows that the lower bounds for extremal VaR in balanced
portfolia are attained by spectral measures supported on the set of vectors{|J |−1(1J(j))dj=1 : J ⊂ {1, . . . , d}} ⊂ S+.
Such types of spectral measures correspond to the Tawn-Molchanov max-stable model [28]. This is an
interesting finding since, as shown in the last reference, the Tawn-Molchanov max-stable models are maximal
elements with respect to the lower orthant stochastic order, for the set of all max-stable distributions sharing
a fixed set of extremal coefficients. Theorem 3.4, however, is not a consequence of the lower orthant order
dominance and its proof is based on optimization results.
Closed form solutions. Next, we focus on the case of a single constraint, involving the extremal
coefficient associated with the entire set D = {1, . . . , d}. That is, the extremal coefficient constraints (2.10)
in (Lρ) and (Uρ) are given by
J = Jd := {{1}, {2}, . . . , {d}, D} and c = cϑ := (1, 1, . . . , 1, ϑ) ∈ Rd+1+ , (3.7)
where ϑ = ϑX(D) ∈ [1, d]. The following results show that in this special case, exploiting the symmetry in
the constraints yields closed form solutions for both val(Lρ) and val(Uρ).
Theorem 3.6 (lower bounds). Let Bk = [d(k + 1)
−1, dk−1), k = 1, . . . , d− 1. Under assumption (3.7), for
all ϑ ∈ [1, d], we have that val(Lρ) is given by the piecewise linear function:
val(Lρ) = L(ϑ) :=
∑
k=1
1Bk(ϑ)
{
k1/ξ−1 − (k + 1)1/ξ−1
k−1 − (k + 1)−1
(
ϑ− d
k + 1
)
+ d(k + 1)1/ξ−1
}
. (3.8)
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Theorem 3.7 (upper bounds). Under assumption (3.7), for all ϑ ∈ [1, d], we have
val(Uρ) = U(ϑ) :=
{
ϑξ + (d− 1)1−ξ(d− ϑ)ξ}1/ξ ≡ sup
u∈S+
d
 d∑
j=1
uξj
1/ξ : max
j∈D
{uj} = ϑ
d
 . (3.9)
The bounds in (3.8) and (3.9) can be computed for arbitrary dimension and all tail index values ξ ∈
(0, 1]. The results shown in Figure 1 show that the information about extreme VaR provided by a single d-
variate extremal coefficient increases with the tail index ξ and decreases with dimension d. More concretely,
computing the maximum width of the bounds supϑ∈[1,d] |val(Uρ)ξ−val(Lρ)ξ| using the closed form solutions
and comparing to the width of the universal dependance bounds |d− dξ| allow us to show that even in the
high-dimensional setting of d = 100, with realistic tail exponent ξ0.7, the knowledge of a single d-variate
extremal coefficient always reduces the range of uncertainty of extreme VaR by at least 29%. This is a
remarkable fact given that no other assumptions on the asymptotic dependence are imposed.
4 An illustration: Scale-balanced industry portfolia
In this section, we briefly sketch an application of the above general results using a d = 10-dimensional
portfolio of daily returns for 10 industries available in [13]. The portfolio is obtained by assigning each of
the stocks in NYSE, AMEX, and NASDAQ to one of the ten industries and then their average is computed.
Then, a vector time-series of daily returns in percent are computed. We shall focus on the vector time-series
Xt = (Xt(j))
d
j=1 of losses (negative returns) and study their extreme value-at-risk. We first argue that it is
reasonable to model the (multivariate) marginal distribution as regularly varying. To this end, we briefly
recall the standard peaks-over-threshold methodology used to estimate the tail index and scale of the losses.
Let the random variable X represent the loss of an asset. The Pickands-Balkema-de Haan Theorem (see
e.g. Theorem 3.4.13 and page 166 in [10]) implies that under general conditions, there exist normalizing
constants σ(u) > 0, such that
P
(
X − u
σ(u)
> x
∣∣∣X > u)→ (1 + ξx)−1/ξ+ ,
as u → x∗, where x∗ := sup{x : P(X > x) > 0} ∈ (−∞,+∞] is the upper end-point of the distribution
of X. Here ξ ∈ R is a shape parameter referred to as the tail index and (x)+ := max(0, x). This result
suggests that the conditional distribution of the distribution of the excess X − u over a large threshold u
can be approximated with the so-called Generalized Pareto (GP) distribution, i.e.,
P(X − u > x|X > u) ≈
(
1 + ξ
x
σ(u)
)−1/ξ
+
.
The case ξ > 0 corresponds to heavy, power-law tails; ξ = 0 (interpreted by continuity) is the Exponential
distribution and ξ < 0 is a distribution with bounded right tail. In practice, one picks a large threshold u,
focuses on the part of the sample exceeding u, and estimates the tail index ξ and scale parameter σ = σ(u) via
maximum likelihood applied to the excesses. (In the presence of significant temporal dependence, extremes
tend to cluster, i.e., losses occur in batches. In this case, an important methodological step is to de-cluster
the exceedances, i.e., to pick one observation from each cluster or otherwise reduce the dependence (see, e.g.,
[5]). In our case, declustering had virtually no effect on the estimates.
Table 1 shows the tail index and scale estimates along with their standard errors for each of the 10
industries. They were obtained by fitting a GP model via the method of maximum likelihood to the excesses
over the 0.98th empirical quantile, for each of the 10 daily loss time series. The first important observation
is that all losses are heavy tailed, where the tail index estimates are not significantly different. Indeed, the
p-value of a chi-square test for equality of means applied to the 10 tail index estimates (assuming normal
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approximation) is 0.81. On the other hand, the scales are significantly different with p-value 1.7 × 10−12.
While these marginal estimators are dependent and the chi-square test is likely to be conservative. Therefore,
with some confidence we can assume that the daily losses have a common tail index ξ and are multivariate
regularly varying. Furthermore, the GP tail asymptotics entail
P(Xt(j) > x) ∼ p0
(
σj
ξ
)1/ξ
x−1/ξ, as x→∞, (4.1)
where p0 := 1− 0.98 = 0.02.
Table 1: Tail index and scale estimates based on a MLE of a GPD model to peaks over the 0.98-th marginal
quantiles of industry losses.
ξ̂ s.e.(ξ̂) σ̂ s.e.(σ̂)
NoDur 0.21 0.06 0.77 0.05
Durbl 0.18 0.06 1.32 0.10
Manuf 0.22 0.06 1.06 0.08
Enrgy 0.19 0.05 1.05 0.07
HiTec 0.13 0.05 1.29 0.09
Telcm 0.22 0.05 0.84 0.06
Shops 0.20 0.06 0.92 0.07
Hlth 0.25 0.06 0.92 0.07
Utils 0.14 0.05 1.21 0.08
Other 0.14 0.06 1.25 0.09
In order to apply our closed-form solutions from Section 3.2, we consider the balanced portfolio
St :=
d∑
j=1
wjXt(j), with wj ∝ 1/σ̂j ,
where
∑d
j=1 wj = 1. Thus, the scales of all assets are balanced so that P(wjXt(j) > x) ∼ P(w1Xt(1) > x)
as x → ∞. Figure 2 (left) shows the time series of daily losses for the scale-balanced portfolio. The right
panel therein shows the empirical value-at-risk as a function of α := 1− q for the balanced as well as for the
equally weighted portfolio S˜t := d
−1∑d
j=1Xt(j).
Observe that the VaR of the balanced portfolio is always lower (by about 1% to 4.5%) for a wide range of
risk levels q. This difference is significant and indicates that the balanced portfolio is preferable in practice.
The reduction of risk may be explained by the fact that the extremal dependence in the assets is relatively
balanced. Had there been a group of industries which were significantly more dependent than the rest, the
scale-balanced portfolio might not have outperformed the equally weighted one. In such a case, one should
balance the marginal risk (through the scales) as well as consider diversification due to extremal dependence.
Such portfolio optimization problems can be considered with the same tools that we employed here but they
go beyond the scope of the present study.
Now, for the scale-balanced portfolio, the marginal constraints are met and one has
VaRq(St) ∼ χ×VaRq(w1Xt(1)), as q → 1, (4.2)
where χ = ρξ with ρ as in (1.4). Theorems 3.6 and 3.7 yield closed-form expressions for the upper and lower
bounds on ρ as a function of the single d-variate extremal index ϑ. On the other hand, Theorem 3.4 shows
that the lower bound on ρ can be obtained by solving a linear program. We used empirical estimates of the
d-variate and all bi-variate extremal coefficients of the scale-balanced portfolio based on the 0.98th empirical
quantiles (see Table 4 below and Section A.2 for more details). The resulting bounds are given in Table 2.
Observe that the additional information in the bi-variate extremal coefficients substantially narrows the gap
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Figure 2: Left panel: Time series of daily losses for the scale-balanced portfolio. Right panel: empirical
value-at-risk as a function of α = 1− q for the scale-balanced and equally weighted portfolia.
Table 2: Bounds on the extremal VaR coefficient χ = ρξ, ξ := 0.1981 for the scale-balanced portfolio with
d = 10.
Constraints Lower bound Upper bound
Single d-variate 4.1219 9.7818
All bi-variate 6.6852 –
Fre´chet bounds (no constraints) 1.5782 10
between the bounds based on a single constraint. At the same time, relative to the wide Fre´chet bounds,
the improvement in the bounds due to single d-variate extremal coefficient is remarkable.
Finally, to obtain the estimate of VaRq(St) in (4.2), one needs to calculate the baseline VaRq(w1Xt(1)).
We did so using empirical quantiles and also from the Generalized Pareto tail approximation in (4.1), which
entails
VaRq(w1Xt(1)) ≈ w1ξ̂
σ̂1
(
1− q
p0
)−ξ̂
,
where σ̂1 = 0.77 and ξ̂ = 0.198 is obtained through ML by assuming that the excess losses of all 10 time
series have a common tail index but different scales.
Figure 3 shows the upper and two types of lower bounds on VaRq(St) as a function of α = 1 − q.
The empirical portfolio VaR is also given (solid line). The bounds in the left panel are relative to the
baseline value-at-risk computed from the Generalized Pareto model approximation, while in the right panel
VaRq(w1Xt(1)) is replaced by the corresponding empirical quantile. Relative to the GP-fit baseline, the
empirical portfolio VaR is within the upper and the larger lower bound (green dashed line) for extreme loss
levels α < 0.001. It falls slightly below the lower bound based on bi-variate extremal coefficient constraints
for less-extreme loss levels, which can be attributed to both variability in the constraints estimates and
uncertainty in the GP model. Nevertheless, the agreement is remarkable, especially for extreme loss levels
where the asymptotic approximation kicks-in. In the right panel the bounds are relative to the empirical
value-at-risk baseline. In this case, the portfolio VaR is always enclosed between the bi-variate lower bound
and the d-variate upper bound and in fact the gap between them is more narrow relative to that in the left
panel. This illustrates that the asymptotic approximation is in fact quite accurate for a wide range of extreme
quantiles and that the extremal coefficient constraints capture well the extremal dependence between the
assets in the portfolio. One advantage of the GP-fit baseline however is that one can extrapolate the bounds
on the portfolio VaR beyond the historically available quantile levels. Indeed, Table 3 provides bounds on the
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Figure 3: Upper and lower bounds on VaR as a function of α = 1 − q based on single d-variate and all
bi-variate extremal coefficient constraints. The solid line indicates the empirical VaR. Left panel: bounds
are relative to the Generalized Pareto model-fit baseline. Right panel: bounds are relative to the empirical
VaR of the non-durable goods industry.
Table 3: Bounds on the return levels for the scale-balanced portfolio. VaRq with 1 − q = 1/(252 ×m) is
exceeded on the average once in every m years.
Return levels (years) 10 100 1000
d-variate upper 10.90 17.20 27.14
d-variate lower 4.59 7.25 11.44
bi-variate lower 7.45 11.75 18.55
10, 100 and 1000-year return levels, where a year is assumed to have 252 trading days. These results indicate
for example that one should expect to encounter daily losses exceeding 4.59% once in 10 years on the average,
even for the relatively diversified scale-balanced portfolio, but daily losses of 17.2% or more are unusual 1-
in-a-100 year type events. Even though these results hinge on the assumption of stationarity in the extremal
dependence structure, they provide novel distributionally robust bounds of extreme portfolio or insurance
risk and can be used to validate most if not all other model-based estimators of extreme value-at-risk.
A Multivariate regular variation and extremes
For convenience of the reader, here we review some facts and technical results on multivariate regular
variation and extremes. For more details, see the comprehensive monographs [21, 8, 22] and the recent
general approach to regular variation in metric spaces [18]. Some applications and extensions can be found
in [20] and [24].
Definition A.1. A random vector X = (Xi)
d
i=1 in Rd is said to be multivariate regularly varying (MRV),
if there exist a sequence an ≥ 0, an ↑ ∞ and a Borel measure µ on Rd \ {0}, such that:
(i) µ(A) < ∞, for all Borel sets A, bounded away from the origin, i.e., such that A ⊂ Rd \ B(0, ), for
some  > 0, where B(0, ) denotes a ball centered at 0 with radius .
(ii) For all Borel sets A, bounded away from 0 and such that µ(∂A) = 0, we have
nP(a−1n X ∈ A) −→ µ(A), as n→∞. (A.1)
In this case, we write X ∈ RV ({an}, µ).
15
Table 4: Empirical estimates for the bivariate extremal coefficients θ̂({i, j}) for the scale-balanced 10-
industry potfolio based on exceedances over the 0.98th quantiles. See (A.8). The single d-variate extremal
coefficient estimate based on the same quantile is θ̂{1, . . . , d}) = 3.15.
NoDur Durbl Manuf Enrgy HiTec Telcm Shops Hlth Utils Other
NoDur 1.00 1.46 1.37 1.50 1.48 1.54 1.38 1.44 1.48 1.40
Durbl 1.46 1.00 1.30 1.50 1.46 1.58 1.44 1.57 1.46 1.35
Manuf 1.36 1.29 1.00 1.43 1.40 1.53 1.36 1.49 1.40 1.26
Enrgy 1.49 1.50 1.43 1.00 1.60 1.61 1.52 1.60 1.54 1.47
HiTec 1.48 1.45 1.40 1.60 1.00 1.55 1.43 1.55 1.47 1.45
Telcm 1.53 1.58 1.54 1.61 1.55 1.00 1.55 1.60 1.61 1.52
Shops 1.37 1.44 1.36 1.52 1.43 1.55 1.00 1.48 1.47 1.38
Hlth 1.43 1.56 1.49 1.60 1.55 1.60 1.48 1.00 1.60 1.54
Utils 1.47 1.46 1.40 1.55 1.47 1.61 1.47 1.60 1.00 1.44
Other 1.39 1.35 1.26 1.47 1.45 1.52 1.38 1.54 1.44 1.00
It can be shown that if X ∈ RV ({an}, µ), the sequence an is necessarily regularly varying, i.e. there exist
a positive constant ξ > 0, such that a[tn]/an → tξ, as n→∞, for all t > 0. Furthermore, the limit measure
µ has the scaling property µ(cA) = c−1/ξµ(A), for all c > 0. Different choices for the normalization sequence
{an} are possible, however, the exponent ξ is uniquely defined, given a random vector X. To indicate that,
we sometimes write X ∈ RV1/ξ({an}, µ).
An alternative, equivalent approach to multivariate regular variation is through polar coordinates. Namely,
let ‖ · ‖ be an arbitrary norm in Rd (In fact, one can consider any positive and 1-homogeneous continuous
function on Rd \ {0} as the radial component see, e.g., [24].) Then, X ∈ RV ({an}, µ), if and only if, for any
(all) s > 0,
nP(a−1n ‖X‖ > s, X/‖X‖ ∈ ·) w−→ cs−1/ξσ(·), as n→∞, (A.2)
for some probability measure σ defined on the unit sphere S‖·‖ := {x : ‖x‖ = 1}. It can be easily seen from
(A.1) and (A.2), by setting s = 1, that
c = µ({‖x‖ > 1}) and, in fact, σ(B) = µ({‖x‖ > 1,x/‖x‖ ∈ B})
µ({‖x‖ > 1}) .
for a Borel set B ⊂ S‖·‖. Relation (A.2) can be interpreted in terms of polar coordinates as follows. Letting
X (R,U) with R := ‖X‖ and U := X/‖X‖, we have that
nP(a−1n R > s)→ cs−1/ξ and P(U ∈ ·|R > an) w−→ σ(·),
as n→∞. This means, that the vector X (R,U) is MRV if and only if its radial component is regularly
varying and the conditional distribution of its angular component, given that the radius is extreme, converges
weakly to the probability measure σ (see, e.g., [18] and Prop 3.9 in [24]). The probability measure σ is referred
to as the spectral measure of X. Observe that, depending on the choice of the normalizing sequence {an},
the measure µ in (A.1) and correspondingly, the constant c in (A.2), may change. The spectral measure σ
and the exponent 1/ξ, however, are uniquely defined, given a RV vector X.
The measure µ has the polar coordinate representation µ(dx) = cν1/ξ(dr)σ(du), where is ν1/ξ is a measure
on (0,∞), such that ν1/ξ(c,∞) = c−1/ξ, c > 0. More precisely, we have the disintegration formula:
µ(A) = c
∫
S‖·‖
∫ ∞
0
1A(ru)(1/ξ)r
−1−1/ξdrσ(du). (A.3)
A.1 Multivariate extremes
In the context of extreme value theory, the spectral measure σ can be used to express the cumulative
distribution function of the asymptotic distribution of independent component-wise maxima. Specifically,
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let X = (Xi)
d
i=1, X(k), k = 1, . . . , n be iid RV({an}, µ). For simplicity, assume that the Xi’s are non-
negative. Then, the measure µ concentrates on [0,∞)d\{0}. Consider the component-wise maxima Mi(n) :=
maxk=1,...,nXi(k), i = 1, . . . , d. Then, it can be shown that for all x = (xi)
d
i=1 ∈ [0,∞)d \ {0},
P
(
a−1n Mi(n) ≤ xi, i = 1, . . . , d
)
−→ Gµ(x) := exp
{
− µ([0,x]c)
}
, as n→∞. (A.4)
That is, a−1n Mn := a
−1
n (Mi(n))
d
i=1 converges in distribution to a vector Y with the cumulative distribution
function Gµ given above. Indeed, by the independence of the X(k)’s, we have
P
(
a−1n M(n) ≤ x
)
= P
(
a−1n X ≤ x
)n
=
(
1− nP(a
−1
n X ∈ A)
n
)n
, (A.5)
where A = [0,x]c, M(n) = (Mi(n))
d
i=1 and the above inequalities are considered component-wise. By
using the scaling property of µ, it can be shown that A is a regularity set, and hence (A.1) implies that
nP(a−1n X ∈ A)→ µ(A), as n→∞. Hence, the right-hand side of (A.5) converges to exp{−µ(A)}, which is
in fact the right-hand side of (A.4).
Consider now the disintegration formula (A.3) with A = [0,x]c. Notice that ru ∈ A if rui > xi, for some
i = 1, . . . , d, or equivalently r > mini=1,...,d xi/ui. Therefore, by (A.3), we have
µ(A) = c
∫
S‖·‖
∫
mini=1,...,d xi/ui
(1/ξ)r−1−1/ξdrσ(du) = c
∫
S‖·‖
(
max
i=1,...,d
ui
xi
)1/ξ
σ(du).
That is, we obtain the following well-known expression of the distribution function Gµ:
P(Y ≤ x) ≡ Gµ(x) = exp
{
− c
∫
S‖·‖
(
max
i=1,...,d
ui
xi
)1/ξ
σ(du)
}
, (A.6)
x ∈ Rd+ \ {0} (see, e.g., Ch. 5 in [21]).
A.2 Extremal coefficients
Let J ⊂ {1, . . . , d} be a non-empty subset of coordinates of the random vector Y in (A.6). Recall that the
extremal coefficient ϑ(J) is defined as follows
P
(
max
j∈J
Yj ≤ 1
)
=: exp{−ϑ(J)}.
In view of (A.6), we have
ϑ(J) = c
∫
S‖·‖
(
max
j∈J
u
1/ξ
i
)
σ(du). (A.7)
Moreover, by (A.4) one can show that
nP
(
max
j∈J
Xj > anx
)
−→ ϑ(J), as n→∞.
Therefore, modulo a common scaling factor, all these extremal coefficients can be readily estimated via the
asymptotic scale coefficients of the heavy-tailed distributions maxj∈J Xj . Specifically, we have
lim
x→∞
P(maxj∈J Xj > x)
P(X1 > x)
=
ϑ(J)
ϑ({1}) , J ⊂ {1, . . . , d}.
By suitable rescaling of the reference asset X1 (or equivalently, the normalization sequence {an}), without
loss of generality, we may assume that θ({1}) = 1. Given independent copies Xi, i = 1, . . . , n of X, define
the self-normalized estimators
θ̂x(J) :=
∑n
i=1 I(maxj∈J Xj(i) > x)∑n
i=1 I(X1(i) > x)
. (A.8)
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Remark A.2. It can be shown that the estimators in (A.8) are weakly consistent for any choice of a regularly
varying sequence x = xn → ∞ such that nP(X1(i) > xn) → ∞, as n → ∞, i.e., we have θˆxn(J) → θ(J) in
probability. This is true for example for the sequence xn := n
1/(1/ξ+δ), for any δ > 0. The consistency of
θˆxn(J) follows by applying Theorem 5.3.(ii) in [22] to both the numerator and denominator in (A.8), viewed
as empirical measures of the type b−1n
∑n
i=1 I{Y (i)/xn}(·), where Y (i) stands for either X1(i) or maxj∈J Xj(i).
The sequence bn ↗ ∞ herein is chosen such that (n/bn)P(X1(i) > xns) → s−1/ξ, as n → ∞, for all s > 0.
The fact that such a sequence bn can be found follows from the regular variation property of xn and the
distribution of X1(i).
A.3 On Extreme VaR for homogeneous risk functionals
Let X ∈ RV1/ξ({an}, µ) be a vector of losses. It is convenient to write X = (Zξi )di=1, where Z = (Zi)di=1 ∈
RV1({bn}, ν), with bn := a1/ξn and ν(A) = µ(Aξ).
Consider a set of positive portfolio weights wi > 0, i = 1, . . . , d for the d assets. Then, the cumulative
portfolio loss S =
∑d
i=1 wiXi can be expressed as
S = hw(Z), where h(z) =
d∑
i=1
wiz
ξ
i ≡
d∑
i=1
wiz
ξ
i ,
is a positive, ξ-homogeneous function of Z.
The asymptotic scale of the loss S relative to a reference asset is the key ingredient in computing extreme
Value-at-Risk. Indeed, if
ρ := lim
x→∞
P(S > x)
P(X1 > x)
, (A.9)
then by Lemma 2.3 in [11], we have that
lim
q↗1
V aRq(S)
V aRq(X1)
= ρξ. (A.10)
The following result is extends the formulae in [2] (see also Theorem 4.1 of [11]), which address only the case
of equal portfolio weights and tail-equivalent losses.
Proposition A.3. Let Z = (Zi)
d
i=1 := (X
1/ξ
i )
d
i=1 ∈ RV1({bn}, ν) be a non-negative regularly varying random
vector with exponent equal to 1. Fix a norm ‖ · ‖ in Rd and let σZ be the spectral measure of Z induced on
the positive unit sphere S+‖·‖ := {x ≥ 0 : ‖x‖ = 1}. That is,
ν(dx) = cr−2drσZ(du), (A.11)
where c = ν{‖x‖ > 1} and (r, u) := (‖x‖,x/‖x‖) are the polar coordinates in [0,∞)d \ {0}.
For ρ = ρ(S,X1) in (A.9), we have
ρ(S,X1) =
1
σ1
∫
S+‖·‖
( d∑
i=1
wiu
ξ
i
)1/ξ
σZ(du), (A.12)
where σ1 :=
∫
S+‖·‖
u1σZ(du).
The proof is a direct consequence of the next lemma, which establishes the asymptotic scale of h(Z) for
a general ξ-homogeneous risk functional h.
Lemma A.4. Let Z be as in Proposition A.3 and h : [0,∞)d → [0,∞) be an arbitrary non-negative
ξ−homogeneous function, i.e. h(cx) = cξh(x), ∀c > 0. Then, for all s > 0, we have
nP(b−1/ξn h(Z) > s) −→ c× ρ(h)s−1/ξ, as n→∞,
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where
ρ(h) =
∫
S+‖·‖
h(u)1/ξσZ(du). (A.13)
This result shows that h(Z) is regularly varying (provided ρ(h) > 0) and in fact it identifies its asymptotic
scale coefficient in terms of the spectral measure H.
Proof of Lemma A.4. By Theorem 6 and Remark 7 of [17], we have that
nP(h(b−1n Z) > s) −→ ν ◦ h−1(s,∞), as n→∞. (A.14)
Note that the above convergence is valid for all s > 0 since the by the scaling property of ν and the
homogeneity of h, all sets h−1(s,∞) = s1/ξh−1(1,∞) are in fact continuity sets of ν. It remains to express
the right-hand side of (A.14) in terms of the spectral measure σZ. In view of (A.11) and by using the
ξ-homogeneity of h, we obtain
ν ◦ h−1(s,∞) = c
∫
S+‖·‖
∫ ∞
0
1h−1(s,∞)(ru)r−2drσZ(du)
= c
∫
S+‖·‖
∫ ∞
0
1(s,∞)(rξh(u))r−2drσZ(du)
= c
∫
S+‖·‖
∫ ∞
0
1((s/h(u))1/ξ,∞)(r)r
−2drσZ(du)
= c
∫
S+‖·‖
(s/h(u))−1/ξσZ(du).
The last expression equals cρ(h)s−1/ξ, where ρ(h) is given in (A.13).
Remark A.5. By using Lemma 2.3 of [11] and our Lemma A.4, one can establish the asymptotic value-at-risk
for more complicated instruments, which are non-linear homogeneous functions of the underlying assets. For
example, one can consider h(u) := mini=1,...,d u
ξ
i . Thus, h(Z) = mini=1,...,dXi represents the minimum loss
of a portfolio and bounds on its extreme VaR may be of interest. Note that in this case
lim
x→∞
P(mini=1,...,dXi > x)
P(X1 > x)
=
1
σ1
∫
S+‖·‖
(
min
i=1,...,d
ui
)
σZ(du)
does not depend on ξ.
A.4 On the role of the tail index in risk diversification
Here, we briefly comment on an intriguing phase transition in the Fre´chet-type bounds for the coefficient ρ
in (2.7) occurring in the case when ξ > 1. Recall that extreme VaR equals ρξ, where 1/ξ is the tail exponent
of the portfolio X.
The case 0 < ξ < 1 corresponds to a finite-mean model for the losses. In the case ξ > 1, we have an
infinite mean model, which may be viewed as ‘catastrophic’ since one has to have infinite capital in order to
guard against such losses in the long-run. The bounds on ρ can be interpreted as follows:
• In the light-tailed case 0 < ξ < 1 the means of the losses are finite and then the lower bound
ρ =
∑d
i=1 wi is achieved by the asymptotically independent portfolio. This agrees with the general
intuition that accumulating independent assets leads to diversification and lower risk. On the other
hand, the worst case scenario, naturally, corresponds to perfect (asymptotic) dependence where all
assets are asymptotically identical or no diversification at all.
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• In the boundary case ξ = 1, the two bounds coincide, regardless of the asymptotic portfolio depen-
dence.
• In the extreme heavy-tailed setting ξ > 1 the means of the losses are infinite and it turns out that
the bounds in (2.7) are reversed. Indeed, by the triangle inequality, for the Lξ−norm, we obtain:
ρ =
∫
S+
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
H(du) ≤
d∑
i=1
w
1/ξ
i
∫
S+
uiH(du) =
d∑
i=1
w
1/ξ
i ,
where in the last relation we used the moment constraints in (2.6). Thus, the expression for the
lower bound in the case 0 < ξ < 1 in (2.7) now, in the case ξ > 1, becomes the upper bound.
On the other hand, by the Jensen’s inequality, for the concave function x 7→ x1/ξ, we have(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
≥
( d∑
i=1
wi
)1/ξ d∑
i=1
w˜iui,
where w˜i := wi/(
∑d
j=1 wj), so that
∑d
i=1 w˜i = 1. By integrating the last bound with respect to
H(du), and using the moment constraints (2.6), we obtain
ρ ≡
∫
S+
(
w1u
ξ
1 + · · ·+ wduξd
)1/ξ
H(du) ≥
( d∑
i=1
wi
)1/ξ
.
This shows that the expression for the upper bound in (2.7) (for the case 0 < ξ < 1) now (in the
case ξ > 1) yields the lower bound.
In summary, for the case ξ > 1, we obtain the following universal bounds on ρ (see also (2.7))( d∑
i=1
wi
)1/ξ
≤ ρ ≤
d∑
i=1
w
1/ξ
i .
The bounds are sharp. The upper bound corresponds to asymptotic independence, and the lower
to complete (asymptotic) dependence. This contradicts with our intuition about diversification. It
shows that in the infinite-mean scenario, of potentially catastrophic losses, it is best to just hold
a single asset rather than to ‘diversify’ among independent ones. The following argument provides
some explanation of this counter-intuitive phenomenon.
Let Xi, i = 1, 2, . . . , be non-negative independent and identically distributed random variables
modeling losses. Suppose that P(Xi > x) ∼ cx−1/ξ, x → ∞, c > 0, with ξ > 1 so that we are in
the extreme heavy tailed regime of infinite expected loss E(Xi) =∞. Suppose that unit investment
is distributed evenly among n such potentially catastrophic assets resulting in a portfolio loss
Sn :=
1
n
n∑
i=1
Xi.
Then, by the heavy-tailed version of the central limit theorem, we have
1
nξ
n∑
i=1
Xi =
Sn
nξ−1
d−→ Z, as n→∞,
where Z is a non-trivial totally skewed, (1/ξ)-stable random variable [23]. In this case, since (ξ−1) >
0, the total loss Sn
d≈ nξ−1Z stochastically grows to infinity as the number of independent assets in
the portfolio increases. This counter-intuitive phenomenon where distributing an investment among
multiple independent assets is in fact detrimental is due the extreme heavy-tailed nature of the
model. Although such catastrophic models may not be practically relevant, the above argument
shows that during regimes of very extreme losses our intuition about diversification may fail.
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B Proofs
B.1 Karush–Kuhn–Tucker Conditions
The following proposition establishes sufficient conditions for optimal solutions to an LSIP (P ). This version
of the classic Karush–Kuhn–Tucker (KKT) optimality conditions for the case of LSIPs will be used in the
proofs for Theorems 3.4, 3.6 and 3.7.
Proposition B.1 (KKT conditions). Suppose Assumption 2.5 is satisfied and val(P ) <∞. Fix x ∈ Rp. If
there exists dual variables (y1, y2, . . . , yp)
> ∈ Rp+ and {t1, . . . , tp} ⊂ T such that
p∑
k=1
yka(tk) = c, (B.1)
a(tk)
>x = b(tk), k = 1, . . . , p, (B.2)
and
a(t)>x ≥ b(t), for all t ∈ T. (B.3)
Then x ∈ sol(P ).
Proof. For every x ∈ Rp, define the set of active indices T (x) := {t ∈ T : a(t)>x = b(t)}. By Theorem
7.1.(ii) of [14] (see also Section 11.2 therein), a primal feasible vector x˜ ∈ Rp is optimal for (P ) whenever
c ∈ cone {a(t) : t ∈ T (x˜)} , (B.4)
where cone{C} denotes the smallest convex cone containing C ⊂ Rp. This is true in our setting. Indeed,
Relation (B.2) implies that {t1, . . . , tp} ⊂ T (x), which in view of (B.1) entails (B.4).
B.2 Proof for the Tawn-Molchanov minimizer
In this section, let D = {1, . . . , d}. Denote 2D as the power set of D and Kc = D\K. We shall need two
auxiliary lemmas.
Lemma B.2. Let 0 ≤ u(1) ≤ u(2) ≤ · · · ≤ u(d) ≤ 1 be the order statistics for arbitrary u ∈ Sd−1+ Fix ξ > 0
and define u(0) = 0. The following equality holds∑
J∈2D\∅
max
j∈J
{uj}
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ =
d∑
j=1
(d+ 1− j)1/ξ (u(j) − u(j−1)) . (B.5)
Proof. We will prove (B.5) under the assumption that there are no ties, i.e., u(1) < u(2) · · · < u(d). Since
both the left- and right-hand sides of (B.5) are continuous functions of the ui’s, the general result will follow
by continuity for all u ∈ Sd−1+ .
We have∑
J∈2D\∅
max
j∈J
{uj}
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ
=
d∑
i=1
u(i)
 ∑
J∈2D\∅
I
(
max
j∈J
{uj} = u(i)
) |J|∑
k=0
(|J |
k
)
(−1)k+1(d− |J |+ k)1/ξ

=
d∑
i=1
u(i)

i∑
`=1
∑
J∈2D\∅
|J|=`
I
(
max
j∈J
{uj} = u(i)
)∑`
k=0
(
`
k
)
(−1)k+1(d− |J |+ k)1/ξ

=
d∑
i=1
u(i)
{
i∑
`=1
(
i− 1
`− 1
)∑`
k=0
(
`
k
)
(−1)k+1(d− (`− k))1/ξ
}
. (B.6)
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The second relation above follows from the fact that due to lack of ties, only sets J containing at most i
indices will contribute to the inner sum therein. The last relation follows by a simple counting argument
since
(
i−1
`−1
)
is the number of sets J with |J | = ` ≤ i, for which maxj∈J uj = u(i). Indeed, due to lack of ties,
the latter equality holds only if the set J contains the (unique!) index of u(i) and (`−1) other indices among
those of u(1), . . . , u(i−1).
Now fix i ∈ D and consider
i∑
`=1
(
i− 1
`− 1
)∑`
k=0
(
`
k
)
(−1)k+1(d− (`− k))1/ξ
= d1/ξ
i∑
k=1
(
i− 1
k − 1
)
(−1)k+1 +
i∑
q=1
(d− q)1/ξ
i−q∑
k=0
(
i− 1
q + k − 1
)(
q + k
k
)
(−1)k+1. (B.7)
By using the fact that
(
q+k
k
)
=
(
q+k−1
k
)
+
(
q+k−1
k−1
)
, where by convention
(
q+k−1
k−1
)
= 0 if k = 0, we obtain(
i− 1
q + k − 1
)(
q + k
k
)
=
(
i− 1
q − 1
)(
i− q
k
)
+
(
i− 1
q
)(
i− q − 1
k − 1
)
.
Now, by using the Newton’s binomial expansion of (1 + (−1))i−q and (1 + (−1))i−q−1, for the inner sum in
the right-hand side of (B.7), we obtain that
i−q∑
k=0
(
i− 1
q + k − 1
)(
q + k
k
)
(−1)k+1 =
(
i− 1
q − 1
) i−q∑
k=0
(
i− q
k
)
(−1)k+1 +
(
i− 1
q
) i−q∑
k=1
(
i− q
k − 1
)
(−1)k+1
= (−1)I(i− q = 0) + I(i− q = 1) = (−1)i−q+1I(0 ≤ i− q ≤ 1).
By substituting in (B.7), we finally obtain
i∑
`=1
(
i− 1
`− 1
)∑`
k=0
(
`
k
)
(−1)k+1(d− (`− k))1/ξ = d1/ξI (i = 1) +
i∑
q=1
(d− q)1/ξ(−1)i−q+1I (i− q ≤ 1)
= (d+ 1− i)1/ξ − (d− i)1/ξ. (B.8)
Substituting (B.8) into (B.6) gives (B.5), which completes the proof.
The next lemma establishes analytical solutions to the dual of problem (Lρ) in (3.6) in the case where
the set of constraints includes the entire set of extremal coefficients ϑ = (ϑJ)J∈2D\∅ ∈ R2
d−1
+ :
(L′ρ(ϑ)) inf
x∈Rp
−ϑ>x
subject to: −
(uξ1 + · · ·+ uξd)1/ξ − ∑
J∈2D\∅
max
j∈J
{uj}xJ
 ≤ 0, u ∈ Sd−1+ .
Observe that the dual to the minimization problem (Lρ) is a maximization problem. For convenience, we
encode it equivalently as a minimization of the negative objective.
Lemma B.3. The vector x˜ = (x˜J)J∈2D\∅ with elements
x˜J :=
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ (B.9)
is optimal for Problem (L′ρ(ϑ)) with
val(L′ρ(ϑ)) =
∑
K∈2D\∅
|K|1/ξβK ,
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where (βK)K∈2D\∅ ∈ Rp+ is the unique solution to∑
K∈2D\∅
I {(J ∩K) 6= ∅}βK = ϑJ , J ∈ 2D\∅. (B.10)
Proof. Fix p = 2d − 1. We prove x˜ ∈ sol(L′ρ(ϑ)) by verifying the KKT optimality conditions of Proposition
B.1. That is, we need to show there exists (yK)K∈2D\∅ ∈ Rp+ and {uK = (ujK)dj=1, K ∈ 2D\∅} ⊂ Sd−1+
such that the following conditions hold:
Dual feasibility: ∑
K∈2D
max
j∈J
{ujK}yK = ϑJ , J ∈ 2D\∅, (B.11)
Complementary slackness:∑
J∈2D\∅
max
j∈J
{ujK}x˜J =
(
uξ1K + u
ξ
2K + · · ·+ uξdK
)1/ξ
, K ∈ 2D\∅, (B.12)
Primal feasibility:(
uξ1 + u
ξ
2 + · · ·+ uξd
)1/ξ
≥
∑
J∈2D\∅
max
j∈J
{uj}x˜J , for all u ∈ Sd−1+ . (B.13)
Theorem 4 of [25] asserts that for a consistent set of extremal coefficients Relation (B.10) holds for some
non-negative βK , ∅ 6= K ⊂ D. Define yK := |K|βK and uK := |K|−1(1K(i))di=1 ∈ Sd−1+ . We will show that
the KKT conditions (B.11)-(B.13) hold. This will complete the proof.
Dual feasibility (B.11): We have∑
K∈2D\∅
max
j∈J
{ujK}yK =
∑
K∈2D\∅
max
j∈J
{|K|−11K(j)}|K|βK
=
∑
K∈2D\∅
I {(J ∩K) 6= ∅}βK = ϑJ ,
where the last equality follows from (B.10).
Complementary slackness (B.12): With x˜J as in (B.9), we have∑
J∈2D\∅
max
j∈J
{ujK}x˜J =
∑
J∈2D\∅
I {(J ∩K) 6= ∅} |K|−1
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ
= |K|−1
∑
J∈2D\∅
I {(J ∩K) 6= ∅}
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ
= |K|−1|K|1/ξ =
(
uξ1K + u
ξ
2K + · · ·+ uξdK
)1/ξ
, K ∈ 2D\∅.
The third equality above follows from the Mo¨bius inversion formula (see Theorem 4 of [25]) and the
last one from the definition of the ujK ’s.
Primal feasibility (B.13): For (u1, . . . , ud)
> ∈ Sd−1+ , define fk(j) = I{k ≤ j}
(
u(k) − u(k−1)
)
where
0 = u(0) ≤ u(1) ≤ · · · ≤ u(d),
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are the order statistics of (0, u1, . . . , ud). Observe that u(j) =
∑d
k=1 fk(j). Hence,
(
uξ1 + · · ·+ uξd
)1/ξ
=

d∑
j=1
(
f1(j) + · · ·+ fd(j)
)ξ
1/ξ
≥

d∑
j=1
fξ1 (j)

1/ξ
+ · · ·+

d∑
j=1
fξd (j)

1/ξ
=
d∑
j=1
(d+ 1− j)1/ξ (u(j) − u(j−1)) , (B.14)
where the last relation follows from the definition of the fk(j)’s and the bound follows from the
reverse Minkowski inequality valid in the case 0 < ξ ≤ 1 (see, e.g., inequality No. 198 of [16]).
Now, Lemma B.2 implies that the the right-hand side of (B.14) equals∑
J∈2D\∅
max
j∈J
{uj}
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ =
∑
J∈2D\∅
max
j∈J
{uj}x˜J .
which in view of (B.14), implies (B.13).
Hence, x˜ ∈ sol(L′ρ(ϑ)) and
val(L′ρ(ϑ)) = ϑ>x˜ =
∑
J∈2D\∅
x˜J
∑
K∈2D\∅
I {(J ∩K) 6= ∅}βK
=
∑
J∈2D\∅
∑
K∈2D\∅
I {(J ∩K) 6= ∅}βK
∑
L⊂J
(−1)|L|+1|Jc ∪ L|1/ξ
=
∑
K∈2D\∅
|K|1/ξβK .
This completes the proof of Lemma B.3.
Proof of Theorem 3.4. Let Hc denote the space of finite Borel measures on Sd−1+ satisfying{∫
Sd−1+
max
j∈J
{uj}H(du) = cJ
}
J∈J
.
Likewise, denote Hϑ as the space of finite Borel measures on Sd−1+ satisfying{∫
Sd−1+
max
j∈J
{uj}H(du) = ϑJ
}
J∈2D\∅
.
Hence, we may write Problem (Lρ) as
val(Lρ) = inf
H∈Hc
∫
Sd−1+
(
uξ1 + · · ·+ uξd
)1/ξ
H(du)
= inf
ϑ∈Θc
{
inf
H∈Hϑ
∫
Sd−1+
(
uξ1 + · · ·+ uξd
)1/ξ
H(du)
}
, (B.15)
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where Θc = {ϑ ∈ Θ : ϑJ = cJ , for all J ∈ J }. (Recall Θ is the space of consistent extremal coefficients).
Now Lemma B.3 together with strong duality for (L′ρ(ϑ)) imply
val(L′ρ(ϑ)) = inf
H∈Hϑ
∫
Sd−1+
(
uξ1 + · · ·+ uξd
)1/ξ
H(du)
=
∑
K∈2D\∅
|K|1/ξβK , (B.16)
where (βK)K∈2D\∅ ∈ Rp+, with p := 2d − 1, is the unique solution to∑
K∈2D\∅
I {(J ∩K) 6= ∅}βK = ϑJ , J ∈ 2D\∅.
(Uniqueness follows by Mo¨bius inversion, see e.g. Theorem 4 of [25].) Substituting (B.16) into (B.15) gives
val(Lρ) = inf
β∈Rp+
∑
J∈2D\∅
|J |1/ξβJ ,
subject to :
 ∑
K∈2D\∅
I {(K ∩ J) 6= ∅}βK = cJ

J∈J
,
which completes the proof of Theorem 3.4.
B.3 Proofs for the closed form solutions in Section 3.2
Proof of Theorem 3.6. Let k ∈ {1, . . . , d− 1} be such that
d
k + 1
≤ ϑ < d
k
. (B.17)
That is, Bk = [d(k + 1)
−1, dk−1) is the (unique) set in (3.8), such that ϑ ∈ Bk. One can then write
ϑ = λ
d
k
+ (1− λ) d
k + 1
, where λ =
ϑd−1 − (k + 1)−1
k−1 − (k + 1)−1 ∈ [0, 1). (B.18)
In view of Theorem 3.4, the lower bound val(Lρ) is the value of a standard linear program (3.6). This
linear program is the dual to the following primal linear program:
sup
x=(xJ , J∈J )∈Rp
c>x
subject to: |K|1/ξ ≥
∑
J∈J
I{J ∩K 6= ∅}xJ , for all K ∈ 2D \ ∅,
where D := {1, . . . , d},
c = (1, · · · , 1, ϑ)> ∈ Rd+1 and J = {{1}, . . . , {d}, {1, . . . , d}}.
We will exhibit a primal feasible vector x = (xJ , J ∈ J ) and a dual feasible vector β = (βK , K ∈ 2D \ ∅},
for which
c>x =
∑
∅6=K⊂{1,...,d}
|K|1/ξβK = L(ϑ)
with L(ϑ) as in in (3.8). This, will complete the proof by the strong duality between the standard linear
programs.
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Primal vector. For each J ∈ J , let
xJ =
{
(k + 1)1/ξ − k1/ξ , |J | = 1
(k + 1)k1/ξ − k(k + 1)1/ξ , |J | = d, (B.19)
where k is as in (B.17).
Dual vector. Now, define the components of the dual vector as:
βK =

λd
k
(
d
k
)−1 |K| = k
(1−λ)d
(k+1)
(
d
k+1
)−1 |K| = k + 1
0 |K| 6∈ {k, k + 1},
where λ is defined in (B.18).
Dual feasibility. We will first verify that β is dual feasible. We need to verify, that for all J ∈ J ,
∑
K⊂D, K 6=∅
I{K ∩ J 6= ∅}βK = cJ =
{
1 |J | = 1
ϑ |J | = d. (B.20)
Indeed, when |J | = d (i.e., J = {1, . . . , d}) we have
∑
K⊂D, K 6=∅
I{K ∩ J 6= ∅}βK = λd
k
∑
K⊂D
|K|=k
(
d
k
)−1
+
(1− λ)d
(k + 1)
∑
K⊂D
|K|=k+1
(
d
k + 1
)−1
= λ
d
k
+ (1− λ) d
k + 1
= ϑ,
in view of (B.18). Let now |J | = 1, that is, J = {j}, for some arbitrary fixed j ∈ D. Then,
∑
K⊂D,K 6=∅
I{K ∩ {j} 6= ∅}βK = λd
k
∑
K⊂D : j∈K
|K|=k
(
d
k
)−1
+
(1− λ)d
k + 1
∑
K⊂D : j∈K
|K|=k+1
(
d
k + 1
)−1
= λ
d
k
(
d
k
)−1(
d− 1
k − 1
)
+ (1− λ) d
k + 1
(
d
k + 1
)−1(
d− 1
k
)
= λ+ (1− λ) = 1.
This completes the proof of (B.20), i.e., the dual feasibility of β.
Primal feasibility. For all ∅ 6= K ⊂ {1, . . . , d}, we need to show
|K|1/ξ ≥
∑
J∈J
I{K ∩ J 6= ∅}xJ
Since ξ ∈ (0, 1), the function t 7→ t1/ξ is convex on t ∈ (0,∞) and hence for any s and t1 ≤ t2 ∈ R+ such
that s 6∈ (t1, t2) it follows that
s1/ξ ≥ t
1/ξ
2 − t1/ξ1
t2 − t1 (s− t1) + t
1/ξ
1 .
We shall apply this inequality with t1 := k, t2 := k + 1 and s := |K| 6∈ (k, k + 1). (Note that |K| is an
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integer, and hence we always have |K| 6∈ (k, k + 1).) We have:
|K|1/ξ ≥ (k + 1)
1/ξ − k1/ξ
k + 1− k (|K| − k) + k
1/ξ
= |K|
[
(k + 1)1/ξ − k1/ξ
]
+ k1/ξ − k
[
(k + 1)1/ξ − k1/ξ
]
= |K|
[
(k + 1)1/ξ − k1/ξ
]
+
k1/ξ−1 − (k + 1)1/ξ−1
k−1 − (k + 1)−1
=
∑
J∈J
I{K ∩ J 6= ∅}xJ ,
where the last equality follows from (B.19), since there are precisely |K| singleton sets J ∈ J with K∩J 6= ∅.
This establishes the primal feasibility of x = (xJ , J ∈ J ).
Optimality. Finally, we will verify that the objective functions of the primal and dual linear programs
coincide. In view of (B.18), with straightforward manipulations, we obtain
c>x =
∑
J∈J
|J|=1
[
(k + 1)1/ξ − k1/ξ
]
+ ϑ
[
(k + 1)k1/ξ − k(k + 1)1/ξ
]
= d(k + 1)1/ξ − dk1/ξ + λd
[
(k + 1)k1/ξ−1 − (k + 1)1/ξ
]
+ (1− λ)d
[
k1/ξ − dk(k + 1)1/ξ−1
]
= d(k + 1)1/ξ−1 + λd
[
k1/ξ−1 − (k + 1)1/ξ−1
]
= d
{
λk1/ξ−1 + (1− λ)(k + 1)1/ξ−1
}
= L(ϑ). (B.21)
Next, we consider the value of the dual objective. We have,∑
K⊂D
|K|1/ξβK =
∑
K⊂D
|K|1/ξβK
= dλ
∑
K⊂D
|K|=k
k1/ξ−1
(
d
k
)−1
+ d(1− λ)
∑
K⊂D
|J|=k+1
(k + 1)1/ξ−1
(
d
k + 1
)−1
= d
{
λk1/ξ−1 + (1− λ)(k + 1)1/ξ−1
}
= L(ϑ). (B.22)
Relations (B.21) and (B.22) show that the values of the primal and dual objectives are both equal to L(ϑ)
in (3.8). This completes the proof of Theorem 3.6.
Proof of Theorem 3.7. We need the following elementary result.
Lemma B.4. Let 0 < ξ < 1, c > 0 and uc(θ) := (θ
ξ + c · (d− θ)ξ)1/ξ. Then, for all θ ∈ [0, d], we have:
(i) uc(θ)− θu′c(θ) ≥ 0
(ii) u′′c (θ) ≤ 0
(iii) For all z, z′ ∈ [0, d], we have uc(z′) ≤ u′c(z)(z′ − z) + uc(z).
Proof. Parts (i) and (ii) can be verified with straightforward differentiation. Part (ii) implies that the
function uc is concave, which entails part (iii).
Recall the primal-dual correspondence established in Theorem 3.1 between the problems (Uρ) and (U ′ρ).
That is, problem (Uρ) is the dual of the LSIP problem (U ′ρ) in (3.1).
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We call problem (U ′ρ) ‘primal’ and (Uρ) ‘dual’. We will construct a primal feasible vector x ∈ Rp and a
dual feasible measure H, such that
v := c>x =
∫
S+
(uξ1 + · · ·+ uξd)1/ξH(du), (B.23)
then v = val(U ′ρ) = val(Uρ) will be the (common) optimal value of the two problems.
Let p = d+ 1 and D = {1, . . . , d} and define the measure H(du) = ∑dk=1 δuk(du), where uk = (ujk)dj=1
are such that
ukk =
ϑ
d
and ujk =
d− ϑ
d(d− 1) , j ∈ D \ {k}.
Notice that uk ∈ S+ and also the measure H is dual feasible. Indeed,∫
S+
ujH(du) =
d∑
k=1
ujk = 1,
which shows that the marginal extremal index constraints are met. On the other hand, since
ϑ
d
≥ d− ϑ
d(d− 1) , for all 1 ≤ ϑ ≤ d,
for each k, we have maxj∈D ujk = ϑ/d. This implies that∫
S+
max
j∈D
ujH(du) =
d∑
k=1
ϑ
d
= ϑ,
and hence the d-variate extremal index constraint is satisfied. We have thus shown that the measure H is
dual feasible, i.e., meets the constraints of (Uρ).
Let now z ∈ [1, d] and consider the function
U(z) := max
u∈S+, dmaxj∈D uj=z
(uξ1 + · · ·+ uξd)1/ξ.
A straightforward calculation using Lagrange multipliers yields that
U(z) =
1
d
(
zξ + (d− 1)1−ξ(d− z)ξ)1/ξ , z ∈ [1, d].
Observe that for all uk in the support of H, we have
(uξ1k + · · ·+ uξdk)1/ξ = U(ϑ).
Therefore, the value of the dual problem at H is:∫
S+
(uξ1 + · · ·+ uξd)1/ξH(du) =
d∑
k=1
U(ϑ) = dU(ϑ) = (ϑξ + (d− 1)1−ξ(d− ϑ)ξ)1/ξ. (B.24)
Let us now deal with the primal problem. Consider the vector x = (xi)
p
i=1, where
x1 = · · · = xd = U(ϑ)− ϑU ′(ϑ), and xd+1 = dU ′(ϑ).
We will show that x is primal feasible. That is, with a(u) = (u1, · · · , ud,maxj∈D uj)> and b(u) = (uξ1 +
· · ·+ uξd)1/ξ, we have
b(u) ≤ a(u)>x, for all u ∈ S+.
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Observe that by the definition of the function U , we have
b(u) ≤ U(dmax
j∈D
uj), for all u = (uj)
d
j=1 ∈ S+. (B.25)
Now, by applying Lemma B.4.(iii), to uc(z) = U(z) with c := (d− 1)1−ξ, z := ϑ and z′ := dmaxj=1,...,d uj ,
we obtain that
U(d max
j=1,...,d
uj) ≤ U ′(ϑ)
[
dmax
j∈D
uj − ϑ
]
+ U(ϑ)
=
d∑
j=1
uj(U(ϑ)− ϑU ′(ϑ)) + max
j∈D
ujdU
′(ϑ)
=
d∑
j=1
ujxj + max
j∈D
ujxd+1 ≡ a(u)>x. (B.26)
Since the last inequality is true for all u ∈ S+, Relations (B.25) and (B.26), imply the primal feasibility of
the point x.
Finally, we compute the value of the primal objective at x:
c>x =
d∑
j=1
1× xj + ϑ× xd+1
= d× (U(ϑ)− ϑU ′(ϑ)) + ϑ× dU ′(ϑ) = dU(ϑ),
which in view of (B.24) coincides with the evaluation of the dual problem objective at the measure H. This
completes the proof of Theorem 3.7
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