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ABSTRACT
We introduce a sampling theoretic framework for the recovery
of smooth surfaces and functions living on smooth surfaces
from few samples. The proposed approach can be thought
of as a nonlinear generalization of union of subspace models
widely used in signal processing. This scheme relies on an
exponential lifting of the original data points to feature space,
where the features live on union of subspaces. The low-rank
property of the features are used to recover the surfaces as
well as to determine the number of measurements needed to
recover the surface. The low-rank property of the features
also provides an efficient approach which resembles a neu-
ral network for the local representation of multidimensional
functions on the surface; the significantly reduced number
of parameters make the computational structure attractive for
learning inference from limited labeled training data.
Index Terms— machine learning; inference
1. INTRODUCTION
Machine learning algorithms often exploit the extensive struc-
ture present in natural datasets, for visualization or to learn
inference. For example, manifold embedding methods model
data as points on simpler objects such as smooth curves or
surfaces/manifolds in high dimensional spaces for visualiza-
tion [1]. In practice, the measured real world data is often
scarce, corrupted by extensive noise, missing data, and other
measurement errors. Thus, the recovery of noise-free data
and/or learning of inference on the data from few noisy mea-
surements are key problems in machine learning applications.
The main focus of this work is to introduce a sampling
theory for (a) recovery of high dimensional surfaces, and (b)
local representation of functions that live on surfaces, from
few measurements. In this work, we model the surface to
be the zero set of a multidimensional band-limited function.
As expected, a more band-limited function will translate to a
smoother surface/curve; the bandwidth of the function serves
as a measure of the regularity or complexity of the curve. Un-
der this assumption, we show that the nonlinear features of
any arbitrary point on such a curve, obtained by lifting of the
points using an exponential map can be annihilated by the
inner product with the coefficients of the level-set function.
This work is supported by NIH 1R01EB019961-01A1.
We show that the feature matrix is low-rank, which is used to
estimate the surface from few of its samples. We introduce
sampling conditions that will guarantee the recovery of the
surface with high probability, when the surface is irreducible
or when it is the union of several irreducible surfaces.
We generalize the above results to the local representa-
tion and recovery of band-limited multidimensional functions
as the interpolation of a few samples on the surface. We also
introduce sampling conditions that guarantee the perfect re-
covery of the function on the surface. Specifically, the low-
rank nature of the exponential features of the surface pro-
vides an elegant approach to locally represent the function
using considerably lower number of parameters. This sig-
nificant reduction in the number of free parameters offered
by this local representation makes the learning of the func-
tion from finite samples tractable. We note that the computa-
tional structure of the representation is essentially a two layer
kernel network. Note that the approximation is highly lo-
cal; the true function and the local representation match only
on the curve/surface, while they may deviate significantly on
points not on the curve/surface. This behavior of the network
may explain the sensitivity of practical machine learning al-
gorithms to adversarial attacks. Specifically, the function ap-
proximation can be exact as long as the inputs are constrained
to the data manifold; an adversarial attack designed to move
the input away from the surface can result in unexpected func-
tion values.
This work builds upon our prior work [2, 3, 4], where we
considered the recovery of planar curves from several of the
samples. This work in this paper extends the above results in
three important ways (i). The planar results are generalized to
the high dimensional setting in this work. (ii). The worst case
sampling conditions are replaced by high-probability results,
which are far less conservative, and are in good agreement
with experimental results. (iii). The sampling results are ex-
tended to the local representation of functions in this work.
In particular, we show that the function can be evaluated
as the interpolation of the function values on admissible an-
chor points on the curve/surface by a Dirichlet kernel func-
tion.
2. BACKGROUND
In this work, we model the surface as the zero level-set
S = {x ∈ Rn : ψ(x) = 0} (1)
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of the bandlimited function ψ:
ψ(x) =
∑
k∈Λ
ck exp(j2pik
Tx), x ∈ [0, 1)n. (2)
The cardinality of the set Λ, which is denoted by |Λ| is the
number of free parameters in the surface representation. Note
that the complexity of S grows with the bandwidth of ψ; |Λ| is
hence a measure of the complexity of the surface. We denote
the ψ satisfying (1), whose coefficient set {ck : k ∈ Λ} has
the minimal support , as the minimal polynomial.
We now consider an arbitrary point x on the surface S. By
(1), we have ψ(x) = 0. Using the bandlimited representation
in (2), we have∑
k∈Λ
ck exp(j2pik
Tx) = cTφΛ(x) = 0. (3)
Here, φΛ : Rn → C|Λ| is a nonlinear feature map, which lifts
a point x ∈ [0, 1)n to a higher dimensional space:
φΛ(x) = [exp(j2pik
T
1 x) · · · exp(j2pikT|Λ|x)]T .
Using the one-to-one correspondence between the trigono-
metric polynomials in (2) and complex polynomials estab-
lished by the one in [4, 5], we define the irreducibility of
the trigonometric polynomials. Specifically, we say that the
trigonometric polynomial η(x) is irreducible if the corre-
sponding complex polynomial P[η] is an irreducible polyno-
mial in C[z1, · · · , zn].
Definition 1. A surface is termed as irreducible, if it is the
zero set of an irreducible trigonometric polynomial.
Lemma 2. The zero set of an irreducible minimal trigono-
metric polynomial can only have one connected component.
3. SURFACE RECOVERY FROM SAMPLES
Assume that we have N samples on the curve. We define the
the feature matrix of the sampling set X = {x1, · · · ,xN}
as ΦΛ(X) = [φΛ(x1) · · · φΛ(xN )]. Since all of these
points satisfy (1), we have
cT ΦΛ(X) = 0. (4)
One can use the above null space relation to recover the co-
efficient vector c from the samples X. Note that there is a
one-to-one correspondence (up to scaling) between the coef-
ficient set and the curve. Hence, to uniquely determine the
zero level-set of ψ(x), we require
rank(ΦΛ(X)) = |Λ| − 1. (5)
The following result tells us when the feature matrix satisfy
this rank condition, and thus guarantee the recovery of S.
3.1. Irreducible surfaces
We first focus on the recover case, where S is an irreducible
surface. These results generalize the recovery of subspaces or
low-rank matrices from few samples.
Theorem 3. Let S be an irreducible surface, which is the
zero level-set of an irreducible trigonometric polynomial
ψ(x) whose bandwidth is given by Λ. Let {x1, · · · ,xN} ∈ S
be N samples, drawn randomly in an independently fash-
ion. Then, the feature matrix ΦΛ(X) satisfies (5) with high
probability, provided N ≥ |Λ| − 1.
(a) Curve (b) 7 samples (c) 8 samples
Fig. 1: Illustration of Theorem 3 in the planar setting. The
irreducible curve C, shown in (a) is the zero level-set of a
trigonometric polynomial whose bandwidth is 3×3. Accord-
ing to Theorem 3, we will need at least 8 samples to recover
the curve. In (b), we randomly choose 7 samples (the red dots)
on the original curve (the gray curve) and the blue dashed
curve shows the recovery curve from this 7 samples. Since
the sampling condition is not satisfied, the recovery failed. In
(c), we randomly choose 8 points (the red dots). From (c), we
see that the blue dashed curve (recovery curve) overlaps the
gray curve (the original curve), suggesting perfect recovery.
When n = 2, the surface reduces to a planar curve, which
is the case considered in [2, 3]. Specifically, if the bandwidth
Λ = k1×k2 is specified by a rectangular region, the results in
[2, 3] shows that it can be recovered from (k1 +k2)2 samples.
By contrast, the above recovery guarantees reduces the sam-
pling requirement to |Λ|−1 = k1 ·k2−1, which is essentially
the degrees of freedom of the curve. This quite significant
reduction in the number of samples is obtained by relaxing
the recovery conditions from worst case to high probability.
Specifically, it is possible to come up with k1 · k2− 1 or more
samples on C, such that the rank of the feature matrix is less
than |Λ| − 1; however, the probability for such a choice is
zero, when the samples are chosen randomly. Note that the
gain in sampling is considerably more significant in high di-
mensional setting, where the direct extension of the results in
[2, 3] suggests (
∑n
i=1 ki)
n samples, while the proposed ap-
proach only requires (
∏n
i=1 ki) − 1 samples. For example,
when ki = 5; i = 1, 2, 3, the worst case guarantee requires
3375 points, while the high probability guarantee only needs
124 samples.
Once the feature matrix ΦΛ(X) is constructed with the
sufficient number of points, one can uniquely identify the co-
efficient vector c satisfying (4) using eigen decomposition.
Here, we assume that the bandwidth Λ is perfectly known.
The recovered curves and surfaces using sampling result is il-
lustrated in 2-D in Fig. 1, while the demonstration in 3-D is
shown in Fig. 2.
In practice, the exact bandwidth of the surface specified
by Λ is unknown. In this case, we propose to over-estimate
(a) Surface (b) 25 samples (c) 26 samples
Fig. 2: Illustration of Theorem 3 in 3-D. The irreducible surface
given by (a) is the original surface, which is given by the zero level-
set of a trigonometric polynomial whose bandwidth is 3 × 3 × 3.
According to Theorem 3, we will need at least 26 samples to recover
the surface. In (b), we randomly choose 25 samples, indicated by
the blue dots on the original surface shown in gray. Note that the
recovered surface shown in red differs significantly from the gray
one. In (c), we randomly choose 26 points denoted by the blue dots.
From (c), we see that the recovered red surface overlaps the gray
surface perfectly, suggesting perfect recovery.
the bandwidth as Γ ⊃ Λ. In this case, (5) gets modified as
rank(ΦΛ(X)) = |Γ| − |Γ : Λ|, (6)
where Γ : Λ denotes the set of all possible shifts of the set Λ
within Γ. See [2, 3] for details. We do not give a sampling
condition for this case in this paper.
3.2. Union of irreducible surfaces
Theorem 3 focused on sampling of an irreducible surface. In
practice, one often has composite surfaces, which is the zero
level-set of ψ = ψ1 ·ψ2 · · ·ψM , where ψi : i = 1, · · · ,M are
irreducible polynomials. Here, the composite curve/surface
is the union of irreducible curves/surfaces, specified by
S = ⋃Mi=1 Si, where Si is the irreducible curve/surface
corresponding to ψi of bandwidth Λi. The product relation in
space domain translates to convolution relation in the Fourier
domain, which gives c = c1 ∗ c2 ∗ · · · ∗ cM . The band-
width of ψ denoted by Λ is thus related to the individual
bandwidths Λi. We now consider the recovery of S from its
samples, which is a non-linear generalization of the results in
the context of of union of subspaces.
Theorem 4. Let S = ⋃Mi=1 Si be a union of irreducible sur-
faces, where Si : i = 1, · · · ,M is the zero level-set of the
irreducible bandlimited function ψi of bandwidth Λi. Assume
that each of the surface Si are randomly sampled with Ni
points, chosen independently on the zero level-set of ψi. Then,
the surface S can be uniquely recovered with high probability
iff
Ni ≥ |Λi| − 1; i = 1, · · · ,M (7)
and
N =
M∑
i=1
Ni ≥ |Λ| − 1. (8)
This theorem is true for any dimensions, including the pla-
nar setting. Note that unlike the sampling results in Theorem
3, the samples cannot be randomly chosen on the curve. The
number of samples on each irreducible component should be
proportional to the complexity of the curve. The interest-
ing observation is that the sampling of each curve propor-
tional to its complexity specified by (7) is not alone sufficient
for perfect recovery. For example, we consider a planar set-
ting in Fig. 3, where the curve is the union of two curves,
each of bandwidth 3 × 3. According to the above result, we
require each component to be sampled with a minimum of
|Λi|−1 = 8 points, while the total number of samples should
be |Λ| − 1 = 24, which exceeds 2(|Λi| − 1) = 18.
(a) Curve (b) 7+17 (c) 8+16
(d) 17+7 (e) 16+8 (f) 8+8
Fig. 3: Illustration of Theorem 4. The original curve (a) is C =
C1
⋃
C2, which is the union of two irreducible curves, each of band-
width 3 × 3. According to Theorem 4, we totally need at least 24
samples and each of the component need to be sampled at least 8
samples. We consider the recovery of the curve from 24 points,
where each irreducible curve is sampled with different number of
points as described in the subfigure captions; the first number de-
notes the number of samples on C1, while the second number in-
dicates the number of samples on C2. We note that the sampling
conditions are satisfied in (c) and (e), when recovery succeeds. By
contrast, the recovery fails when any of the components are sampled
with fewer points, as shown in (b) and (d). In (f), we choose 8 sam-
ples on each of the component. While the recovery still fails since
the total number of samples is not satisfied.
4. LOCAL REPRESENTATION OF FUNCTIONS
We now consider the efficient representation of complex func-
tions in high dimensional spaces. We note that learning such
functions from measured data is a key problem in machine
learning applications. The direct representation of such func-
tions suffers from the curse of dimensionality. The large num-
ber of parameters needed for such a representation makes it
difficult to learn such functions from few labeled data points.
Fortunately, natural data often lies on simpler constructs
such as surfaces in high dimensional space. We now show
that a bandlimited multidimensional function can be perfectly
represented over a union of surfaces with a fraction of func-
tion samples. We will focus on bandlimited multidimensional
functions of the form
f(x) =
∑
k∈Γ
ak exp(j2pik
Tx) = aT ΦΓ(x) (9)
Note that the direct representation of the function requires |Γ|
coefficients, which suffers from the curse of dimensionality.
We now use (6), which suggests that the rank of the fea-
ture matrix will be at most |Γ| − |Γ : Λ|, which is far smaller
than |Γ|, to come up with an efficient representation. Note
that the rank property specified by (6) is valid only when the
points are located on S. Similar to Theorem 3, we have that if
we randomly distribute points on S, the feature matrix will
satisfy (6) with high probability. The above results imply
that the feature vector for any point on S can be computed as
the linear combination of feature vectors ΦΓ(xi); i = 1, .., P ,
where xi are P = |Γ| − |Γ : Λ| points on the curve. Solving
for the coefficients and using the ”kernel-trick”, we obtain the
following result.
Proposition 5. Suppose S is an irreducible surface with
bandwidth Λ. Consider an arbitrary bandlimited function
specified by f(x) = aTφΓ(x) with bandwidth Γ such that
Γ ⊃ Λ. For any arbitrary point on S, f(x) can be exactly
represented as
fˆ(x) = pT κ(X),
wherepT =
[
f(x1) f(x2) · · · f(xP )
]
K−1 and κ(X) =[
k(x,x1) · · · k(x,xP )
]T
. Here, x1, · · · ,xP are P =
|Γ|− |Γ : Λ| points on S. kΓ(·, ·) denotes the Dirichlet kernel
of bandwidth Γ specified by
k(x,y) = φΛ(x)
H · φΛ(y).
K is the P ×P kernel matrix with entries Ki,j = kΓ(xi,xj).
The above proposition is illustrated in Fig. 4 in the 2-D
setting. Specifically, the local representation in (e) matches
the original function in (b) on the curve. This local represen-
tation reduces the number of parameters in the representation
from 169 parameters to 48 parameters. The reduction in num-
ber of free parameters will be even more significant in high
dimensions.
5. CONCLUSION
In this paper, we considered the recovery of surfaces from
few of their samples. We showed that the exponential feature
maps of the data points on surfaces lie in low-dimensional
subspaces. The low-rank structure of the feature matrix is
used to recover the surface from few measurements. Our re-
sults show that the surface can be uniquely recovered with
high probability if the curves are sampled at a rate higher
than the degrees of freedom. These results also provide an
efficient approach for the local representation of multidimen-
sional functions on surfaces from few measurements.
(a) Curve (b) BL function (c) Function on curve
(d) Samples (e) Approximation (f) Approx on curve
Fig. 4: Illustration of Proposition 5 on local representation of func-
tions. We consider the local approximation of the bandlimited func-
tion in (a) with a bandwidth of 13 × 13, on the bandlimited curve
shown in (b). The bandwidth of the curve is 3 × 3. The curve is
overlaid on the function in (a) in yellow color. The restriction of the
function to the vicinity of the curve is shown in (c). Our results in
Proposition 5 suggests that the local function approximation requires
132 − 112 = 48 anchor points. We randomly select the points on
the curve, as shown in (d). The interpolation of the function values
at these points yields the global function shown in (e). The restric-
tion of the function to the curve in (f) shows that the approximation
is good.
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