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Segmentace scény do oblastí s podobným pohybem je důležitá pro oddělení pohybujících
se objektů od pozadí. Většina používaných přístupů ale předpokládá pozadí statické, kdy
se kamera nehýbe. Existují i jiné, jejich nevýhodou je však obvykle velmi vysoká výpočetní
náročnost. Tato práce obsahuje návrh řešení metody pro online segmentaci obrazu do oblastí
s podobným pohybem, která nepředpokládá žádné apriorní znalosti o scéně. Základem je
opačná aplikace tvrzení, že body, které patří jednomu objektu, se pohybují podobně. Použitý
přístup je založen na sledování výrazných bodů a hledání skupin bodů s podobným pohybem
pomocí metody založené na algoritmu RANSAC. Pro zvýšení robustnosti sledování je apli-
kována oprava přerušených trajektorií. Nalezené shluky bodů jsou následně zpracovávány
do skupin představující samostatné objekty, které jsou dále sledovány.
Abstract
Motion segmentation is an important process for separating moving objects from the back-
ground. Common methods usually assume fixed camera, other approaches exist as well, but
they are usually very computational intensive. This work presents an approach for scene seg-
mentation to regions with coherent motion, which works faster than similar methods and it
is capable of online processing with no prior knowledge of objects or camera. The main
assumption is that the points belonging to a single objects are moving together and this
applies as well in the opposite direction. The proposed method is based on tracking of feature
points and searching for groups with similar motion by using RANSAC-based algorithm.
Short-range repair of broken tracks is applied to increase the overall robustness of tracking.
Found clusters are subsequently processed to represent separate moving objects.
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Tato práce se zabývá analýzou pohybu ve videu s cílem provést automatickou segmentaci
obrazu do oblastí s podobným pohybem, které by pak měly odpovídat jednotlivým samostat-
ným pohybujícím se objektům. To je důležitá činnost, pokud je potřeba objekty oddělit
od pozadí, což bývá často první krok pro řadu dalších metod počítačového vidění a algo-
ritmů pracujících na vyšší úrovni abstrakce. Běžně používané přístupy pro detekci pohybu-
jících se objektů obvykle pracují na principu odečtení obrazu od modelu pozadí, případně
jiných podobných postupech, které ale fungují pouze tehdy, je-li pozadí relativně neměnné,
tedy video musí být natočeno statickou kamerou.
Cílem bylo navrhnout robustní postup pro segmentaci pohybu a detekci pohybujících se
objektů. Požadavek na robustnost chápu tak, aby navrženou metodou bylo možno zpraco-
vat širokou škálu videí s různými situacemi a scénami, například natočených i pohyblivou
kamerou. V současné době existují přístupy, které tento úkol zvládnou, nicméně lze říci,
že jejich společnou vlastností je většinou značná výpočetní náročnost. Takové metody jsou
navrženy pro off-line zpracování v úlohách, jako je indexace pro vyhledávání, detekce kopií
videa na základě obsahu, získávání sémantických informací a další aplikace, které nejsou
časově kritické. Není ale možné je například nasadit do robota pohybujícího se v prostředí
v reálném čase.
Ze zmíněných důvodů jsem se v této práci rozhodl zaměřit na návrh postupu, který bude
umět segmentaci pohybu provádět výrazně rychleji a dále rovněž umožňovat on-line proces
zpracování, tedy že výpočet musí být proveden ihned bez znalosti budoucích snímků. Toho
by mělo být docíleno využitím obrazových příznaků s relativně nízkou výpočetní náročností
a celkovou adaptací existujících přístupů pro splnění výše uvedených požadavků. Za cenu
zvýšení rychlosti zpracování lze ale očekávat zhoršení některých vlastností. Výstupem práce
bude knihovna pro detekci pohybujících se objektů ve videu realizovanou navrženým pos-
tupem.
Možnou aplikací navržené metody může být například oblast robotiky. Detekce objektů
v tomto případě totiž není založena na tom, jak vypadají, ale pouze na jejich odlišnosti
od okolí způsobené jejích pohybem, takže lze i neznámé typy objektů. V kombinaci s dalším
detektorem, který je schopen se průběžně doučovat, by pak bylo možné vytvořit způsob,
jak rozpoznat dříve zaregistrovaný objekt. Dalším zajímavým uplatněním může být i již
zmíněné vizuální vyhledávání objektů ve videu. Problémem je, že hledaný objekt se může
velmi různorodě měnit v závislosti na úhlu pohledu a jsou tak nalezeny pouze výskyty
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velmi podobné vzoru. Pokud se však bude ve videu měnit postupně, tato metoda by při
indexaci měla seskupit všechny jeho pohledy, ze kterých následně může být vybráno několik
reprezentativních. Totéž lze dobře využít rovněž například při skenování objektu pomocí
jeho obkroužení kamerou kolem dokola za účelem vytvoření jeho modelu.
Účelem tohoto dokumentu je podat přehled o aktuálním stavu výzkumu metod segmentace
videa pomocí pohybu, uvést použitá teoretická východiska, popsat návrh a implementaci
vlastního systému a provést jeho vyhodnocení. V kapitole 2 jsou zmíněny základní informace
o segmentaci pohybu, přístupy jiných autorů v této oblasti a dále popsány některé možnosti
extrakce potřebných obrazových příznaků a jejich popisu. Návrh samotné metody obsahuje
kapitola 3. Nejprve je představen postup pro sledování význačných bodů v obraze, dále se
kapitola věnuje především rozdělení bodů do skupin se stejným pohybem a jejich násled-
nému zpracování. Představen je také způsob, jak získat segmentaci celé scény. Kapitola 4
pak stručně podává informace o způsobu implementace. Dosažené výsledky a zhodnocení
zjištěných vlastností metody obsahuje kapitola 5.
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Kapitola 2
Analýza videa a jeho segmentace
podle pohybu
Tato kapitola obsahuje nejdůležitější teoretické poznatky a východiska potřebná při poz-
dějším návrhu systému pro segmentaci videa podle pohybu. Nejprve jsou popsány základní
vlastnosti a rozdělení takových systémů a stručně představeny možné přístupy, které byly
použity k řešení v různých doposud existujících pracích. Dále se kapitola zabývá extrakcí
lokálních obrazových příznaků, především význačných bodů, možností jejich popisu pomocí
deskriptorů a způsobem určování korespondence a sledování pohybu těchto příznaků v čase.
Na závěr je představena metoda teselace, která bude použita pro získání segmentace celého
obrazu z jeho řídkého pokrytí sledovanými body.
2.1 Segmentace videa podle pohybu
Segmentace podle pohybu je postup, při kterém zkoumáme pohyb bodů v obraze a rozdělu-
jeme jej na takové disjunktní části, které v čase vykazují koherentní pohyb. Jednotlivé
segmenty mohou, ale nemusí, představovat samostatné pohybující se objekty, algoritmy
pro jejich extrakci pak staví nad segmentací podle pohybu a pomocí slučování nalezených
regionů získávají objekty. Ty jsou následně sledovány v průběhu celého videa. Podle [25]
můžeme algoritmy pro segmentaci pohybu rozdělit na základě jejich hlavních vlastností,
které jsou:
1. Hustost nebo řídkost – Objekty jsou reprezentovány omezeným množstvím bodů
(řídká metoda), například rohy atd. Hustá metoda počítá se všemi body v obraze.
2. Překážky – schopnost vyrovnat se s překrytím sledovaného objektu.
3. Více objektů – metoda umožňuje souběžné sledování více než jednoho pohybujícího
se objektu v obraze.
4. Prostorová spojitost – předpoklad využití prostorové spojitosti objektů ve videu.
Objekty se pohybují plynule a neskáčou.
5. Dočasné zastavení – schopnost sledovat objekt i v případě, že se jeho pohyb na urči-
tou dobu zastaví.
6. Robustnost – míra správné funkčnosti při analýze zašuměných, rozmazaných, či
z jiného hlediska nekvalitních dat.
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7. Sekvenční zpracování – algoritmus pracuje postupně, tj. online, aktuální stav
výpočtu je dán pouze současnými a minulými daty.
8. Chybějící data – schopnost vyrovnat se s chybějícími daty, například pokud dojde
k výpadku snímku atd.
9. Nerigidní objekty – metoda dokáže korektně sledovat nerigidní objekty a chápat
je jako jeden celek obsahující jeho jednotlivé části.
10. Model kamery – algoritmus předpokládá některé apriorní znalosti o kameře.
Některé algoritmy dále mohou vyžadovat apriorní znalosti o objektech v obraze, jako jejich
počet, různá omezení pohybu, atd., a rovněž může být nutná fáze trénování. Příkladem může
být například přístup popsaný v [7], kde autoři měří inerciálními senzory pohyb kamery,
tuto znalost využívají pro kompenzaci jejího pohybu a pohybující se objekty již pak lze
detekovat pomocí metody založené na modelu pozadí. Vzhledem k obvyklému požadavku,
aby metody byly co nejobecnější a pracovaly na libovolných datech, jsou takovéto vlastnosti
považovány za nevýhodné.
Co se týče hlavních používaných metod, shrnuje je autor v [25] do několika kategorií, ty
navíc nemusí být nutně disjunktní, protože některé algoritmy je možné zařadit do více
z nich. Jedná se o skupiny algoritmů založených na následujících přístupech:
1. Rozdíl obrazů je nejjednodušším řešením, založeným na prahování rozdílu inten-
zity bodů mezi dvěma snímky. Je velmi náchylný na šum a nedokáže se vypořádat
s pohybující se kamerou. Vylepšené verze pracují s dynamicky budovaným modelem
pozadí.
2. Statistický přístup nahlíží na segmentaci jako na otázku klasifikace do dvou skupin
– pozadí a popředí. Využívá se zde MAP klasifikátorů v kombinaci s různými příznaky,
dále například částicového filtru modelování pravděpodobností v obraze, nebo také
EM algoritmu (Expectation Maximization), Markovových procesů a dalších.
3. Metody založené na optickém toku patří ke klasickým a hojně používaným, i přes
poměrně vysokou výpočetní náročnost. Optický tok popisuje distribuci směrových
vektorů v obraze, segmentace je pak založená na hledání výrazných nespojitostí. Dají
se sem zařadit i přístupy, které používají jakýkoliv jiný způsob sledování bodů.
4. Wavelety nejsou používány pro segmentaci přímo, ale spíše v kombinaci s jinou
metodou. Mohou sloužit pro redukci šumu, analýzu v různých stupních rozlišení,
odhad rychlosti, orientace, měřítka, atd.
5. Chápání obrazu v hloubce jako vrstvy s jednotlivými objekty a jejich částmi je
záležitost používaná spíše ve stereovizi, v současné době by mohla nalézt další využití
ve spojení s Kinectem. Detekce objektů se značně zjednoduší se znalostí hloubkové
informace.
6. Faktorizace je metoda pro řešení úlohy typu struktura z pohybu (structure from
motion). Provádí dekompozici matice popisující trajektorie do dvou různých matic,
oddělujících jejich strukturu a pohyb. Přístup popsaný v původním článku [13] ne-
segmentuje obraz, ale předpokládá jeden statický rigidní objekt. Existují i rozšíření
schopné sledovat více objektů a jiná.
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2.2 Existující přístupy segmentace pohybu pomocí sledování
bodů nebo oblastí
Pro svůj další výzkum jsem si zvolil metody založené obecně na sledování řídkých bodů
či oblastí v obraze. Ty umožňují analýzu jakéhokoliv obecného pohybu a díky omezení se
pouze na velmi malou množinu ze všech bodů v obraze jsou vhodné i pro úvahy o rychlém
zpracování.
Systém využívající sledování celých oblastí je představen v [20]. Zde autoři pracují se dvěma
typy afinně-kovariantních oblastí, které mají výhodu v tom, že jsou velmi robustní a in-
variantní vůči změně pohledu, ale za cenu obrovské výpočetní náročnosti. Korespondence
oblastí je určována pomocí několika kritérií, jsou použity algoritmy pro vyřazení co nejvíce
outliers a opravu přerušených trajektorií. Segmentace pohybu probíhá ve dvou krocích,
nejprve je odděleno velké množství oblastí metodou RANSAC a ty jsou dále slučovány
na základě hledání spojených komponent na kookurenční matici. Jejich řešení dále umí
i propojit různé výskyty jednoho objektu ve videu. Průměrnou dobu zpracování jednoho
snímku uvádí přes 130 s, což je přijatelné pro jejich aplikaci sloužící k oﬄine indexaci a vyh-
ledávání ve videu (popsané v [21]).
Stejný přístup pro počáteční segmentaci je zvolen v [1], kde rovněž využívají metodu
RANSAC. Náhodně jsou voleny čtveřice trajektorií, z nich je vypočtena homografie a po-
mocí ní určena množina inliers. Ty jsou prohlášeny za novou skupinu a odstraněny, stejný
výpočet pak probíhá znovu, dokud zbývá dostatečný počet bodů pro výpočet homografie.
Dále je řešen způsob sledování rozdělení a sloučení objektů v průběhu videa a jejich označení
na základě dvou průchodů, vpřed a vzad v čase. Celý systém pracuje nad body nalezenými
a popsanými pomocí SIFT a rovněž zahrnuje podobný napojení dočasně přerušených tra-
jektorií.
Využití metody RANSAC se zdá být poměrně časté, což dokazují například i systémy před-
stavené v [10] nebo [12], kde jej modifikovali pro použití při detekci objektů sestávajících
ze na sobě závisle se pohybujících částí. V mnoha přístupech je také vidět snaha o získání
co nejpřesnějších a pokud možno bezchybných trajektorií, na což se dále spoléhá při jejich
analýze. Jenže trajektorie se mohou poškodit, například nesprávně určenou korespondencí
nebo chybějícím bodem v některém snímku. Autoři v [18] zvolili naprosto opačný přístup
a přítomnost porušených trajektorií očekávají, jejich metoda pro oddělení různých pohybů
je vůči nim dostatečně robustní.
Většina z doposud publikovaných metod je navržena pro zpracování off-line a není u nich
kladen důraz na rychlost výpočtu. Doba zpracování jednoho snímku se u nich typicky po-
hybuje v minutách až hodinách, čemuž pak odpovídají aplikace těchto metod, jako jsou
extrakce dat a indexování videa. Jedna z metod, která zpracovává jeden snímek průměrně
v řádu vteřin, je navržena v [23]. Popsaný přístup uvažuje pouze několik sousedních snímků,
takže je schopen efektivně zpracovávat dlouhé videosekvence. Pro každý bod je uvažována
množina možných trajektorií, které jsou ohodnoceny, a segmentace je prováděna na základě
pravděpodobností.
Existující přístupy se liší v hustotě sledovaných bodů, od velmi hustých (jako jsou například
[9], [5], [8], po relativně řídké (příkladem mohou být již zmíněné metody [20] a [1]). Výhoda
6
řídkého přístupu spočívá ve výrazně nižším množství zpracovávaných bodů obrazu, takže
výpočet (v závislosti na konkrétní metodě) obvykle trvá kratší dobu, což je vykoupeno
vyšším množstvím, ve kterých o jejich pohybu není žádná informace.
2.3 Extrakce obrazových příznaků
Obraz obvykle popisujeme pomocí příznaků, které mají za cíl abstrahovat od nepodstatných
částí a charakterizovat pouze danou vlastnost, která je pro nás důležitá. Z hlediska rozsahu
popisované oblasti je podle [18] můžeme rozdělit na:
1. Globální, které popisují celý obraz najednou. Můžeme sem zařadit například barevné
histogramy, distribuci gradientů v obraze, různé texturní příznaky a jiné. Pro každý
obraz je tak vytvořen jeden, vždy stejný, příznakový vektor.
2. Lokální popisující pouze určitou oblast v obraze, respektive okolí nějakého význam-
ného bodu. Této definici vyhovují například výstupy detektorů hran, rohů, různých
oblastí, atd. a jejich deskriptory. Příznakový vektor je pro každý obraz obecně jinak
velký.
Příznaky musí být opakovatelně a stabilně nalezitelné, robustní vůči co největšímu počtu
vlivů (například změna osvětlení), měly by být dostatečně diskriminativní a invariantní
vůči různým transformacím (translace, rotace, změna měřítka, změna pohledu). Podle [15]
každý z těchto druhů příznaků nese oproti druhému nezávislé informace, ale je komplikované
je sloučit dohromady v jednom přístupu. Při segmentaci obrazu podle podobnosti pohybu
potřebujeme pracovat pouze s lokálními příznaky pro detekci význačných bodů, případně
oblastí a jinými (podle [24]):
1. Hrany – jsou body na hranici mezi dvěma oblastmi v obraze, obvykle jsou definovány
pomocí výrazného gradientu v daném místě. Příkladem může být Sobelův operátor,
Cannyho detektor a další.
2. Rohy, význačné body – jedná se o samostatné stabilní body, jejichž okolí je výrazně
diskriminativní a bohaté na informace. Patří sem například Harrisův detektor, SIFT
(Scale-invariant feature transform), SURF (Speeded Up Robust Feature), FAST (Fea-
tures from Accelerated Segment Test), SUSAN (Smallest Univalue Segment Assimi-
lating Nucleus) a jiné.
3. Bloby, oblasti – jsou takové plochy v obraze, které se výrazně liší v některých
vlastnostech (intenzita, barva a jiné) oproti bodům, které je obklopují. Můžeme sem
zařadit například MSER (Maximally stable extremal regions) a jiné metody. Tyto
regiony obecně mohou mít libovolný tvar.
2.4 Detektory význačných bodů
V dalším textu se zaměřím pouze na popis detektorů význačných bodů, vzhledem k tomu,
že na nich bude založena navržená metoda segmentace. Detektorů význačných bodů exis-
tuje poměrně velké množství, lišící se rychlostí, robustností, vlastnostmi nalezených bodů




Harrisův detektor je založen na myšlence, že pokud po obraze posouváme malé čtvercové
okno, pak změna intenzity bodů pod ním by měla být při posunu ve všech směrech velká.
Podle směrů, ve kterých dochází k této (výrazné) změně, pak můžeme rozlišit několik typů
oblastí v obraze (dle [11]). Ilustrace je na obr. 2.1.
(A) Plocha (B) Hrana (C) Roh
Obrázek 2.1: Různé druhy oblastí v obraze. Šipkami je vyznačeno, ve kterých směrech
dochází při posunu okna k výrazné změně intenzity. U ploch (A) není změna v žádném
směru, u hran (B) v jednom a rohy (C) tuto změnu vyvolávají ve všech směrech. Ilustrace
je vytvořena podle [11].
Následující vzorce jsou převzaty z [11]. Intenzitu změny při posunu o [u, v] (ve vodorovném




w(x, y)[I(x+ u, y + v)− I(x, y)] (2.1)
w(x, y) je funkce okna, která má hodnotu 1 uvnitř a 0 mimo něj. Pro malé hodnoty posunu
[u, v] můžeme intenzitu změny nahradit bilineární aproximací:
















Důležitá jsou vlastní čísla λ1, λ2 matice M, určují totiž intenzitu změny v jednotlivých
směrech. Dále je z nich vytvořena funkce R:
R = λ1λ2 − k(λ1 + λ2)2 (2.4)
k je konstanta, jejíž hodnota se volí empiricky, obvykle v rozsahu 0.04 – 0.06. Ovlivňuje
“kvalitu” nalezených bodů, myšleno jako jejich výraznost. Při hledání rohů se vypočte
R pro celý obraz, jednotlivým nalezeným bodům pak odpovídají lokální maxima větší
než zadaný práh, která se hledají v okolí určené velikosti.
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FAST feature detektor
Jedná se o detektor ze skupiny AST (Accelerated Segment Test), což jsou algoritmy za-
ložené na extrémně rychlém testu pro vyloučení kandidátních bodů, které detekovány být
nemají. Následující popis je založen na [19].
Mějme kandidátní bod p a body q ∈ Q na Bressenhamově kružnici se středem v p o poloměru
r, které jej obklopují. Bod p je prohlášen za roh (detekovaný význačný bod), pokud na kruž-
nici existuje spojitá oblast R ⊂ Q bodů o počtu alespoň n takových, že intenzita I všech
bodů z R splňuje podmínku:
∀r ∈ R : (Ir > Ip + T ∨ Ir < Ip − T ) (2.5)
Tedy musí platit, že intenzita všech těchto bodů je menší nebo větší než intenzita p o zvo-
lený práh T . Jedná se o zjednodušený test použitý u detektoru SUSAN, který podobným
způsobem testuje všechny body uvnitř kruhu. Obvykle se používají parametry o hodnotách:
Minimální počet souvislých vyhovujících bodů n = 12 a poloměr kružnice r = 3. Takže na ní
leží 16 bodů, které je potřeba ověřit. Detektor dobře funguje i pro n = 9, ale v takovém
případě nelze použít rychlé vyloučení, jak uvidíme dále.
Rychlé vyloučení je založeno na postupném testování, na obr. 2.2 vidíme očíslované testo-
vané body na kružnici. V základní verzi algoritmu je nejprve ověřena intenzita bodů 1, 5, 9
a 13 vůči Ip. Pro existenci rohu při n = 12 musí být splněna podmínka vždy alespoň u třech,
jinak je bod zahozen. V opačném případě jsou vyšetřeny intenzity zbývajících. U vylepšené
verze algoritmu je rychlost dále zvýšena nasazením strojového učení, pomocí kterého byl
vytvořen pro trénovací data optimální rozhodovací strom pro postupné otestování všech
bodů s cílem provést zahození bodu co nejdříve, nejedná-li se o význačný bod.
Obrázek 2.2: Testované body na kružnici při detekci pomocí FAST detektoru. Ilustrace
převzata z [19].
9
Detektory SIFT a SURF
SIFT (Scale-invariant feature transform) je systém jak pro detekci význačných bodů,
tak pro jejich popis pomocí deskriptorů. Pojďme si nyní stručně představit detektor, podle
popisu v [16], na kterém je následující text založen.
Detektor hledá takové body, které mají lokální extrémy v rozdílové funkci dvou Gaussovsky
rozostřených obrazů (ukázka na obr. 2.3) s různým poloměrem a které jsou navíc stabilní
v určitém rozsahu měřítek obrazu (detektor v podstatě prohledává okolí kandidátního bodu
v různě zmenšených vyhlazených obrazech). Rozdílová funkce D(x, y, σ) je dána:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) = L(x, y, kσ)− L(x, y, σ) (2.6)
Kde L(x, y, σ) = G(x, y, σ)∗I(x, y) je obraz ve scale-space,G(x, y, σ) standardní Gaussovské
konvoluční jádro a I(x, y) původní obraz. Tato funkce aproximuje druhou derivaci (respek-
tive Laplacián) a je efektivní pro výpočet. Extrémy jsou hledány tak, že jednak je každý
bod porovnán s jeho okolím v bloku 3x3 a jednak s pixely ve stejném bloku v obrazech se
sousedními měřítky. V podstatě se tak jedná o hledání na 3D kostce 3x3x3, kandidátní bod
musí být maximem ze všech.
Obrázek 2.3: Základní princip detektoru SIFT. Vlevo nahoře je vstupní obraz, dole
vpravo a vlevo jeho dvě různá rozostření Gaussovým filtrem s různým poloměrem a vpravo
nahoře rozdílová funkce s některými vyznačenými extrémy. Obrázky převzaty z [17].
Nalezené body mohou být určeny se subpixelovou přesností pomocí proložení okolí tro-
jrozměrnou kvadratickou funkcí a nalezením extrému. Dalším krokem je, že z nalezených
10
bodů jsou odstraněny nekontrastní nebo umístěné na hranách. Nakonec je výsledným
bodům přiřazena orientace a velikost, které jsou vypočítány z první derivace v rozostřeném
obrazu.
Podobným systémem je SURF (Speeded-Up Robust Features), který také sestává
z detektoru bodu a způsobu pro určení jejich deskriptorů. Je inspirován SIFTem, rovněž
hledá body jako extrémy ve scale-space, ale snaží se o vyšší výpočetní rychlost. Toho je
dosaženo použitím integrálního obrazu a aproximací Gaussovského konvolučního jádra ob-
délníkovou funkcí (podrobněji popsáno v[2]).
2.5 Deskriptory
Obrazové příznaky popisujeme pomocí deskriptorů. To jsou vektory hodnot (obvykle kon-
stantní délky), které vyjadřují podstatné vlastnosti daného příznaku, respektive jeho okolí.
Deskriptory jsou potřebné například při určení míry shody dvou příznaků (určí se jednoduše
jako vzdálenost dvou vektorů), také mohou sloužit jako vstup klasifikátoru nebo při vyh-
ledávání v obrazovém slovníku, protože každý objekt je charakteristický právě typem a roz-
místěním svých deskriptorů. Podle [14] by měl dobrý deskriptor vykazovat tyto vlastnosti:
1. Charakterističnost – měl by dobře charakterizovat příznak a minimalizovat možnost
shody dvou různých.
2. Efektivita – výpočty deskriptoru i porovnání by měly být rychlé a deskriptor by měl
pro uložení spotřebovat co nejméně místa.







V této práci deskriptory využívám pro určení vzájemné korespondence příznaků, což je
nutné pro jejich sledování. Pojďme si nyní představit několik příkladů takových běžně použí-
vaných deskriptorů.
BRIEF
Jedná se o deskriptor navržený s ohledem na velmi rychlý výpočet a porovnávání, jeho




2i−1τ(p, xi, yi) (2.7)
Kde τ(p, x, y) je funkce testu taková, že je rovna 1, pokud p(x) < p(y), jinak 0. Test probíhá
na vyhlazené oblasti p o velikosti S×S. Vyhlazení se používá kvůli snížení citlivosti na šum,
11
proto je volba jádra k jeho provedení poměrně důležitá. Autoři v článku dále uvádějí několik
možných prostorových rozložení testů.
Používají se deskriptory o počtu nd = 128, 256, 512 testů, ty se ale běžněji označují po řadě
jako BRIEF-16, BRIEF-32, BRIEF-64. Bitový řetězec je rovněž výhodný v tom, že lze
provést srovnání dvou deskriptorů na základě Hammingovy vzdálenosti, kterou lze vypočí-
tat velmi efektivně pomocí bitových operací.
SIFT
Založeno na [16]. Pro každý detekovaný bod SIFT je určena orientace a měřítko, výpočet
deskriptoru probíhá relativně vůči nim, takže zabezpečuje invarianci vůči rotaci a změně
velikosti. V okolí 8×8 je pro každý bod vypočten gradient (velikost a směr), ty jsou
ještě váhovány Gaussovou funkcí. Deskriptor pak tvoří histogram gradientů v jednotlivých
směrech v podblocích 4×4, kde příspěvek pro každý směr je tvořen velikostí gradientu.
Ukázka je na obr. 2.4, konkrétní hodnoty byly zvoleny pouze jako příklad, běžně se používá
okolí 16×16 s podbloky 4×4.
Obrázek 2.4: Deskriptor SIFT. Váhování Gaussovou funkcí je naznačeno modrým kruhem.
Obrázek převzat z [16].
SURF
Založeno na popisu v [14]. Stejně jako při detekci bodů, i pro výpočet deskriptorů SURF
se používá integrální obraz, princip je založen na odezvě Haarových příznaků. Nejprve se
určí měřítko a vypočtou se odezvy Haarových vlnek v kruhovém okolí bodu, navíc vážené
Gaussovou funkcí. Odezvy jsou chápány jako body v prostoru a procházeny postupně oknem
po kružnici. Odezvy v obou směrech bodů v okně jsou sečteny, čímž vznikne vektor a je
hledán největší, čímž se zajišťuje invariance vůči rotaci.
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Hodnota se deskriptoru se také určuje pomocí Haarových příznaků. Kruhové okolí bodu
o velikosti odpovídající měřítku je rozděleno do oblastí 4×4 a pro každou jsou vypočítány
odezvy Haarových vlnek a ty jsou opět váhovány Gaussovou funkcí. Každá oblast se dělí












2.6 Sledování příznaků v čase
Segmentaci pohybu nelze provést na základě jediného snímku, ten je totiž statický a neob-
sahuje informaci o pohybu jeho bodů. Segmentace se provádí na základě trajektorií, které
jsou získány pomocí sledování změny polohy bodů v čase. Trajektorie se získává tak,
že pro každý sledovaný bod objektu v obraze se zjistí jeho odpovídající pozice ve dvou
po sobě jdoucích snímcích, čímž je určena korespondence a takto se postupuje pro všechny
dvojice snímků, což postupně generuje trajektorii pohybu bodu v čase. Sledování lze provádět
dvěma základními přístupy, které si nyní ve stručnosti představíme.
Využití detektoru bodů a určování jejich vzájemné korespondence
Tato metoda sledování bodů je založena na jejich detekci v každém snímku. Trajekto-
rie je získána popsaným postupem nad dvojicemi snímků, klíčová je zde metoda určení
vzájemné korespondence bodů mezi dvěma množinami bodů získaných ze dvou po sobě
jdoucích snímků. Korespondence se obvykle určuje na základě vzdálenosti deskriptorů,
jako odpovídající je označen bod s nejnižší vzdáleností (typ vzdálenosti se liší v závislosti
na daném deskriptoru). Pokud je u sledovaných bodů předpokládán pouze malý pohyb mezi
jednotlivými snímky, pak jsou kandidátní body, pro které je prováděno porovnání deskrip-
torů, většinou vyhledávány pouze v omezené geometrické vzdálenosti od referenčního bodu.
To má za následek zvýšení výkonu, protože je prováděn menší počet výpočtů vzdáleností
deskriptorů, a rovněž snižuje množství nesprávných korespondencí (outliers). Ty mohou být
omezeny také pomocí srovnání malého okolí obou bodů, například pomocí normalizované
vzájemné korelace.
Sledování bodů pomocí optického toku
Hlavním rozdílem oproti předchozímu přístupu je, že detektor bodů se použije pouze pro vy-
tvoření množiny sledovaných bodů a její průběžné doplňování body novými. Neurčuje se
korespondence mezi dvěma množinami bodů, ale výskyt každého bodu je hledán v obraze
přímo, a to na základě jeho minulé pozice. Cílem je pro každý sledovaný bod najít vektor
posunutí (u, v) jeho pozice mezi dvěma snímky. Jedním z přístupů, které k tomu lze použít,
je algoritmus KLT (Kanade-Lucas-Tomasi), jehož základ byl představený v r. 1981. Vychází
ze třech základních předpokladů (dále volně převzato z [4]):
1. Jas sledovaných bodů se s pohybem nemění.
2. Pohyb bodů mezi jednotlivými snímky je relativně malý.
3. Sousední body patřící stejné ploše se pohybují po podobných trajektoriích.
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Základní charakteristikou algoritmu je, že vektor posunutí je nejprve odhadnut a dále je
postupně iterativně zpřesňován. To umožňuje dosáhnout logaritmické časové složitosti. Po-
dle předpokladu č. 1 platí:
I(x+ u·dt, y + v·dt, t+ dt) = I(x, y, t) (2.9)
Optický tok je pak získán minimalizací funkce udávající metriku pro rozdíl obou obrazů:∑
x,y
[I(x+ u·dt, y + v·dt, t+ dt)− I(x, y, t)]2 → min. (2.10)
Přístup použitý v algoritmu Lucas-Kanade využívá gradientní metodu pro minimalizaci.
Podrobnější vysvětlení tohoto algoritmu lze nalézt například v [4] nebo [22]. Důležité je,
že vzhledem k tomu, že pohyb mezi snímky je malý (ideálně nulový, předpoklad č. 2),
hledání bodu může být omezeno na malé okolí jeho aktuální pozice dané oknem M .
Vylepšení algoritmu lze provést použitím pyramid ([4]). Ta vznikne jako množina obrazů
podvzorkovaný na poloviční rozlišení. Vrchol pyramidy pak tvoří obraz s rozlišením nej-
nižším – zde začíná výpočet. Je vypočten optický tok a ten je promítnut na další úroveň
pyramidy, tento krok se opakuje, dokud není výpočet proveden v obraze s nejvyšším roz-
lišením. Takový přístup umožňuje sledovat i body, které se mezi snímky od sebe poměrně
hodně vzdálí, tedy které se pohybují velkou rychlostí.
2.7 Voronoi diagram a teselace
Navržený systém pro segmentaci pohybu je založen na sledování velmi malého počtu ze všech
bodů v obraze. To je vhodné z hlediska výpočetní rychlosti, ale neposkytuje úplnou seg-
mentaci obrazu, protože informace o pohybu je známa pouze v místech výskytu sledovaných
bodů. K rozšíření segmentace na celý obraz lze využít například konstrukcí Voronoi dia-
gramu nad množinou sledovaných bodů. Následující text je založen na [3].
Mějme množinu bodů P = {p1, p2, . . . , pn} z R2. Voronoi diagram V(P ) představuje roz-
klad prostoru R2 na n uzavřených či otevřených oblastí V(P ) = {V(p1),V(p2), . . . ,V(pn)}
takových, že každý bod q ∈ V(pi) je blíže k bodu pi, než k jakémukoliv jinému bodu pj ∈ P .
Uzavřenou oblast V(pi) pak nazýváme Voronoiovou buňkou. Pro libovolný bod q ∈ V(pi)
a libovolnou buňku V(pj) platí:
d(q, pi) ≤ d(q, pj) (2.11)
Kde d(pi, pj) je vzdálenost bodů pi a pj . Body pi se nazývají generátory a každému z nich
přísluší právě jedna Voronoiova buňka. Jinými slovy, každá buňka obsahuje právě ty body,
které jsou blíže ke generátoru této buňky než k libovolnému jinému generátoru. Proces
tvorby V(P ) se nazývá Voronoi teselace, alternativně pak také Thiessenova nebo Dirichle-
tova teselace. Ukázka Voronoi diagramu s vyznačením generátorů je na obr. 2.5.
Voronoi buňky jsou rozšiřitelné na libovolný jiný prostor, na kterém je definována vzdálenost,
ale termín Voronoi diagram je obvykle používán právě při jeho konstrukci nad dvourozměrným
prostorem. Tak je využitý i dále v této práci. Voronoi diagram může být zkonstruován
různými způsoby, například pomocí inkrementální konstrukce (uvedena v [3]). Ta je za-
ložena na bisekci trojúhelníků, konstrukce probíhá postupným přidávání bodů do V(P ).
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Obrázek 2.5: Ukázka Voronoi diagramu na dvourozměrném Eukleidovském prostoru.
V každé buňce je vyznačen její generátor, různé buňky jsou barevně odlišeny. Lze vidět,
že dělící linie prochází vždy středem spojnice příslušných dvou bodů.
Snadno se algoritmizuje, ale časová složitost je O(n2), přičemž jiné algoritmy dosahují
složitosti O(nlog(n)) (např. algoritmus Plane Sweep [3]). Problém řazení je redukovatelný
na problém Voronoi teselace, tedy taková časová složitost je nejnižší dosažitelná.
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Kapitola 3
Návrh systému pro segmentaci
pohybu
Tato kapitola obsahuje popis návrhu systému pro segmentaci videa a extrakci objektů
na základě podobnosti pohybu jejich bodů. Nejprve jsou představeny základní principy
a systém je popsán pomocí blokového schématu, dále následuje podrobný popis činnosti
jednotlivých bloků. Jako první z nich je popsána metoda pro sledování výrazných deteko-
vaných bodů ve videu a také přístupy pro zvýšení celkové robustnosti a omezení výskytu
chybných trajektorií. Dále je navržen způsob, jak navázat dočasně přerušené trajektorie
a především, jak provést rozdělení bodů do skupin s podobným pohybem, což tvoří stěžejní
část celého systému. Navíc je představen způsob následného zpracování takto nalezených
skupin, aby byla zohledněna prostorová lokalita a skupiny tvořily prostorově kompaktní
celky. Rovněž je řešen fakt, že informace o pohybu jsou k dispozici pouze v místě výskytu
sledovaných bodů, nikoliv v celém obraze.
3.1 Základní princip
Základním předpokladem celé této práce je, že body, které patří jednomu objektu, se po-
hybují podobným způsobem, přesněji po podobných trajektoriích. Navržená metoda je
založena na aplikaci tohoto předpokladu v opačném směru, tedy že body pohybující se
podobně patří jednomu objektu. To ale samozřejmě vždy nemusí platit ani v jednom směru
a s omezeními plynoucími z tohoto faktu je třeba počítat.
V kap. 2.2 byly podrobněji popsány dva existující přístupy pro segmentaci pohybu, na kte-
rých je tato práce založena. Jejich společnou nevýhodou je velmi vysoká výpočetní náročnost,
která znemožňuje jejich použití v aplikacích vyžadujících rychlé zpracování dat. V [20]
využívají sledování afinně-kovariantních oblastí, které výpočetní náročnost výrazně zvyšují,
celková doba zpracování je uvedena průměrně přes 130 s na jeden snímek. Cílem mnou
navrženého přístupu je, aby vzniklý systém umožňoval online analýzu (tedy výpočet musí
být proveden pouze z aktuálního a minulých snímků) a jeho rychlost by měla být dostatečná
pro zpracování dat v časově náročnějších aplikacích. Toho se docílilo využitím sledování
pouze samostatných bodů a navržením jiných metod zpracování.
Blokové schéma navrženého systému je na obr. 3.1. Na nejvyšší úrovni abstrakce lze systém




3. Segmentace celého obrazu pomocí teselace
Vstupem systému je videosekvence, ve které jsou detekovány význačné body, a ty jsou v čase
sledovány, čímž se získají jejich trajektorie potřebné pro segmentaci pohybu. Pro zvýšení ro-
bustnosti sledování je přítomna oprava přerušených trajektorií, která ale není pro funkčnost
nutná. Výstupem prvního bloku jsou tedy trajektorie, které obecně mají různou délku
i počátek. Druhým blokem je samotná segmentace pohybu, výstupem jsou pak trajektorie
z předchozích kroků rozdělené do skupin takových, že trajektorie v rámci stejné skupiny by
měly odpovídat segmentu v obraze, který se svým pohybem liší od ostatních skupin. Seg-
mentace probíhá tak, že nejprve jsou ustaveny počáteční skupiny, ty jsou dále upravovány
a nakonec je vyřešena korespondence mezi jednotlivými snímky. Dochází tak vlastně ke sle-
dování pohybu jednotlivých segmentů v čase. Poslední blok, teselace, pak zajišťuje rozšíření
segmentace na celý obraz, nikoliv pouze na body sledovaných trajektorií. Výstupem jsou





















Sledování bodů Segmentace pohybu Teselace
Obrázek 3.1: Blokové schéma navrženého systému pro segmentaci pohybu. Ve schématu
jsou vyznačeny tři hlavní bloky činností – sledování bodů, segmentace pohybu, teselace.
3.2 Sledování význačných bodů
Z důvodu velké výpočetní náročnosti nelze při požadavcích na rychlé zpracování provádět
analýzu pohybu všech bodů obrazu, ale je nutné se omezit pouze na ty výrazné a stabilní,
tedy dobře opakovaně detekovatelné na různých snímcích. Některé vhodné detektory jsou
popsány v kap. 2.4. Pro další zpracování je potřeba mít u každého z těchto bodů informaci
o jeho pohybu, což v ideálním případě představuje jeho kompletní trajektorii. V průběhu
návrhu se mi osvědčily dva možné způsoby získání trajektorií bodů, každý s jinými vlast-
nostmi, proto se v této práci budu věnovat oběma. Ve schématu na obr. 3.1 se jedná o různé
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varianty bloku “sledování bodů” s možným vynecháním bloku “oprava přerušených trajek-
torií”, jak bude popsáno dále.
Body jsou detekovány v každém snímku, jejich sledování pak probíhá tak, že je postupně
určována korespondence vždy mezi dvojící snímků (aktuálním a minulým. Tak se postupně
získává trajektorie (ukázky na obr. 3.2). Pro další úvahy je rovněž zaveden předpoklad,
že geometrická vzdálenost bodů na sousedních snímcích je relativně malá, tedy že body
se pohybují buď dostatečně pomalu, nebo je snímkovací frekvence dostatečně vysoká. Pak
lze odpovídající bod v druhém snímku hledat pouze v malém okolí jeho původní pozice.
Pomocí sledování bodů lze také řešit detekci střihů a jiných přechodů ve videu, které se
projeví tak, že velké množství sledovaných bodů naráz zmizí.
Obrázek 3.2: Ukázka částí trajektorií sledovaných bodů na scénách se statickou (levý
sloupec) a pohyblivou kamerou (pravý sloupec). Pohledem není příliš obtížné rozlišit
skupiny bodů pohybujících se odlišně od pozadí, jedná se o poměrně dobře rozlišující faktor.
Sledování pomocí shody deskriptorů
První ze způsobů sledování bodů je založen na využití deskriptorů k popisu bodů. Vzájemná
korespondence je určována mezi dvěma množinami bodů, detekovaných ve dvou po sobě
jdoucích snímcích. S využitím předpokladu o omezeném pohybu mezi snímky, je pro každý
bod nalezena množina možných korespondujících bodů takových, které jsou od minulé pozi-
ce ve vzdálenosti maximálně d pixelů. Protože takových bodů bude v závislosti na konkrétní
scéně hodně a většina z nich bude nesprávná, jsou zavedena další omezení:
1. Shoda deskriptorů – určí se vzdálenost vektorů deskriptorů a body se vzdáleností
vyšší než zvolený práh se odstraní.
2. Normalizovaná vzájemně-korelační funkce – vypočte se hodnota normalizované
vzájemně-korelační funkce pro malé okolí obou bodů a opět se vyřadí body, které mají
hodnotu korelace nižší, než je zvolený práh.
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Pokud množina možných odpovídajících bodů poté obsahuje více než jeden prvek, je nej-
vhodnější z nich vybrán na základě nejmenší vzdálenosti deskriptorů. Další zajímavý přístup,
jak vyřadit nesprávně určené korespondence bodů, spočívá podle [20] ve využití metody
RANSAC, která je použita jako poslední krok následující po určení korespondence bodů
způsobem popsaným výše. Princip je takový, že pro celou množinu sledovaných bodů se
pomocí algoritmu RANSAC vypočte homografie mezi odpovídajícími dvěma snímky s re-
lativně velkým prahem pro určení inliers. Takový práh pak zachová různé nezávislé (mezi
snímky dostatečně malé) pohyby, ale odstraní část chybných přiřazení, které se projeví
velkým skokem ve vzdálenosti bodů, nicméně stále dostatečně malým, aby splnil omezení
vzdálenosti při prvotním přiřazení bodů.
Sledování pomocí KLT trackeru
Druhou možností, využitou v navrženém systému pro získání trajektorií bodů, je využití
KLT trackeru stručně popsaném v 2.6. Výhodou tohoto přístupu je, že nehledá korespon-
dence mezi dvěma množinami bodů, ale odpovídající bod hledá v obraze přímo, na základě
podobnosti malého okolí. To má za následek vyšší robustnost vůči stabilitě detektoru bodů,
předchozí postup je totiž přímo závislý na správné detekci výskytu daného bodu v obou
snímcích. Detekce bodů sice rovněž probíhá v každém snímku, ale ty jsou používány pouze
pro doplňování množiny sledovaných bodů novými. To navíc není nutné provádět v každém
snímku, čímž dojde k malé úspoře výkonu, pokud by byl použit výpočetně náročný detektor
bodů.
Aby byla segmentace pohybu robustní, jako vstup jsou vyžadovány “dobré” trajektorie.
To v tomto případě znamená, že neobsahují chybně určené body a jsou co nejdelší. Za-
tímco první požadavek ovlivňuje činnost samotného algoritmu segmentace, na délce trajek-
torií závisí schopnost určit korektní korespondenci mezi nalezenými pohybovými segmenty
v různých snímcích. Po provedení předchozích kroků navrženého sledování by již trajektorie
téměř neměly obsahovat chybné body, nicméně ve srovnání s [20] je sledování význačných
bodů méně robustní, protože okolí takového bodu je mnohem méně diskriminující, než celá
oblast.
3.3 Oprava přerušených trajektorií
Představené způsoby sledování bodů mohou selhat, čímž dojde k přerušení trajektorie
daného bodu. To může nastat z několika příčin, mezi hlavní patří:
1. Detektor nenalezne v danémmístě bod – nedostatečná odezva detektoru v daném
místě, neplatí v případě sledování pomocí KLT. K tomuto dojde, pokud nastane
některá situace, vůči které není detektor invariantní, respektive dostatečně robustní.
Příkladem může být změna osvětlení, nebo také pohybová neostrost.
2. Okolí bodu se příliš změní – ten je pak následně vyřazen na základě příliš nízké
hodnoty vzájemně-korelační funkce.
3. Bod je překrytý – překážka může být poměrně úzká a může rychle dojít k opě-
tovnému odkrytí, nebo bod může být zakrytý delší dobu. Oprava pak nemusí být
jednoznačná a proveditelná.
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Uvažujme nyní sledování bez použití opravy přerušených trajektorií. Pokud dojde v místě
původního, “ztraceného” bodu k jeho nové detekci, je následná trajektorie klasifikována
jako nová, začínající, namísto toho, aby byla přiřazena ke staré, dočasně přerušené trajek-
torii. Proto je tedy vhodné, aby při přerušení trajektorie nedošlo ihned k jejímu zahození,
ale naopak k propagaci do dalších snímků a pokusu o opětovné navázání a obnovení trajek-
torie. Až teprve pokud nedojde k obnově ve stanovených omezujících podmínkách, je poté
definitivně považována za ukončenou. Způsob opravy přerušených trajektorií lze rozdělit
na dva přístupy v závislosti podle časové vzdálenosti výskytu navazovaných bodů:
1. Krátkodobá – pro navázání v několika snímcích, typicky 2-5. Oprava probíhá pomocí
propagace odhadované pozice do dalších snímků a hledání bodu v předpokládaném
místě. Vyřeší příčiny 1 a 2, částečně 3, ale pouze při velmi krátké době překrytí.
2. Dlouhodobá – neprovádí se obvykle pouze s jedním bodem, ale s celou skupinou
odpovídající pohybujícímu se objektu, a to přes libovolně vzdálené snímky. Je potřeba
při dlouhodobém překrytí, nespojitosti videa (přechody - střihy apod.), případně
pokud se objekt dostane mimo záběr a po čase se opět objeví. V takové situaci typic-
ky celá skupina podobně pohybujících se bodů naráz zmizí a zase se objeví. Svázání
těchto skupin se musí řešit na vyšší úrovni zpracování a není předmětem navrženého
systému. Korespondenci takových skupin lze řešit například jako detekci objektů, po-
mocí lokálních příznaků, s využitím obrazových slovníků, či na základě jiných metod.
Na základě postupu představeného v [20] jsem navrhl podobnou metodu pro krátkodobou
opravu, jejíž popis nyní následuje. Odhadovaná pozice bodu s přerušenou trajektorií je
propagována do dalších n snímků a v každém z nich se provádí hledání odpovídajícího
bodu nalezeného detektorem, případně pomocí KLT trackeru. Předpokládaná pozice může
být určena pomocí:
1. Dosavadní trajektorie daného bodu – z vývoje polohy bodu lze odhadnout
rychlost a zrychlení a pomocí těchto veličin se vypočte nová pozice bodu. Dobré
výsledky by měla poskytovat predikce pomocí Kalmanova filtru. Nebude fungovat,
pokud se objekt pohybuje náhodně, což by ale pro většinu reálných situací nemělo
být příliš omezující.
2. Okolí daného bodu – lze očekávat, že body v okolí opravovaného bodu se budou
pohybovat podobně, protože pravděpodobně patří stejnému objektu. V [20] pro odhad
uvažují prostorově nejbližších 5 trajektorií, které pokračují do dalšího snímku. K určení
nové pozice bodu se pak k původní pozici přičte odhadnutá translace, ta ja získána
jako medián z translací bodů okolních trajektorií, nezávisle v obou osách x, y.
Hledaný bod může být buď očekáván jako nově nalezený bod z detektoru, případně určený
pomocí optického toku KLT trackerem. Pokud je daný bod nalezen a v jeho blízkém okolí
(daném minimální vzdáleností bodů) se již sledovaný bod nachází, jsou oba body po-
važovány za shodné a obě trajektorie musí být sloučeny, případně zahozena kratší z nich.
Nedojde-li k obnově trajektorie v n po sobě jdoucích snímcích, je definitivně považována
za ukončenou. Na obr. 5.3 vidíme histogram délek ukončených trajektorií bez opravy
a s opravou přerušených trajektorií, vliv tohoto kroku je znatelný a velmi výrazný.
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3.4 Segmentace pohybu
Je k dispozici množina bodů s informací o jejich trajektoriích (obecně různých délek).
Úkolem segmentace pohybu je nalézt takové navzájem disjunktní skupiny bodů, které se
pohybují podobným způsobem, tedy že mají alespoň část trajektorie “podobnou”. K řešení
jsem navrhl metodu založenou na [1], kterou jsem dále upravil, jak bude zmíněno v násle-
dujícím popisu, což má za následek zvýšení rychlosti.
Základem je postupné hledání jednotlivých výrazných pohybů bodů v obraze. Jednotlivé
pohyby jsou popsány pomocí homografií, což jsou matice, které pro trajektorie popisují
jejich transformaci mezi dvěma snímky. Vzdálenost m těchto snímků v čase může být
různá, ale musí být volena s ohledem na průměrnou délku trajektorií, aby takové transfor-
mace mohly být vůbec vypočteny. Pro korektní funkci segmentace postačí nejmenší možná
vzdálenost m = 2, tedy že homografie jsou počítány jako transformace mezi minulým a ak-
tuálním snímkem. Homografie pro dvourozměrný prostor (pohyb bodů uvažujeme pouze



























Obrázek 3.3: Algoritmus pro segmentaci pohybu.
Metoda využívá algoritmus RANSAC, který v každém kroku i slouží pro nalezení nejdomi-
nantnější transformace Hi, způsobem robustním například vůči přítomnosti chybných bodů
v trajektoriích. Blokové schéma celého algoritmu segmentace pohybu je na obr. 3.3. Mějme
množinu Ti, kterou inicializujeme všemi trajektoriemi procházejícími aktuálně zpracová-
vaným snímkem v čase t, které začínají v libovolných časech tx ≤ t −m, tím vznikne T0.
Prvním krokem každé iterace i = 0, 1, . . . , N je náhodný výběr čtyř (nutno pro výpočet ho-
mografie) trajektorií z Ti, čímž vznikne TH = {th1, th2, . . . , th4}. Z těchto čtyř trajektorií jsou
















odpovídající jejich pozicím sledovaných bodů ve snímcích v časech t−m a t. Tyto dvojice
pak slouží pro výpočet homografie, kterou z nich lze jednoduše určit přímo jako geometric-
kou transformaci. Vzniklá transformační matice pak tedy popisuje pohyb bodů ze snímku
v čase t−m do snímku v čase t.
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Pomocí nalezené homografie se promítnou body p(t−m)x , x ∈ Ti zbývajících (viz dále) trajek-
torií z Ti, čímž vzniknou body pˆ
(t)
x . Podle vzdálenosti těchto projekcí od skutečně zjištěných
pozic bodů
∣∣∣p(t)x − pˆ(t)x ∣∣∣ jsou body rozděleny na inliers (vzdálenost je menší nebo rovna




∣∣∣p(t)x − pˆ(t)x ∣∣∣ (3.1)
Transformace nalezená v tomto kroku ale nemusí být nejdominantnější, proto tento výpočet
probíhá opakovaně, až do dosažení jednoho z těchto kritérií k zastavení:
1. Dosažení maximálního počtu iterací – při překročení je jako dominantní oz-
načena homografie s nejnižší celkovou chybou reprojekce.
2. Dosažení požadované chyby reprojekce – ta už může být nižší, než je od domi-
nantní transformace požadováno, proto může dojít k zastavení.
Druhé kritérium je oproti [1] přidáno, zlepšuje výkonnost algoritmu. Trajektorie obsahu-
jící inliers jsou následně vyčleněny jako skupina odpovídající jednomu výraznému pohybu
v obraze. Tyto trajektorie jsou pak odstraněny z množiny Ti a celý postup (náhodné
vzorkování za účelem nalezení dominantní transformace) se opakuje znovu v kroce i + 1,
pokaždé je tak získána jedna skupina trajektorií. Algoritmus se zastaví v případě, že v Ti
zbývá pouze nízký počet trajektorií ke zpracování, případně pokud několik po sobě nale-
zených homografií netvoří žádné inliers. Zbylé trajektorie jsou následně vyčleněny rovněž
jako samostatná skupina, což je vhodné díky dalšímu zpracování, jak je popsáno v kap. 3.5.
Ukázka výstupu představeného algoritmu je na obr. 3.4.
Obrázek 3.4: Ukázka skupin trajektorií s podobným pohybem nalezených popsaným
algoritmem pro segmentaci pohybu. Snímky jsou totožné s obr. 3.2.
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3.5 Zpracování nalezených skupin trajektorií
Popsaný algoritmus segmentace pohybu nijak nezohledňuje prostorovou pozici bodů v ob-
raze. Pokud se ve scéně vyskytuje více objektů, které se pohybují podobně, jsou trajektorie
všech jejich sledovaných bodů sdruženy do jediné skupiny, ačkoliv se tyto objekty mohou
v obraze nacházet velmi daleko od sebe a pro člověka mohou být snadno rozlišitelné. To
nemusí být považováno za chybu, ale protože chceme oddělit samostatné objekty, není to
v této konkrétní aplikaci žádané. Řešením je zavést do každé skupiny prostorové omezení
bodů takové, aby tvořila prostorově kompaktní celek. To je provedeno tak, že se stanoví
maximální vzdálenost mezi každým bodem a jeho nejbližším sousedem ze stejné skupiny
a trajektorie, které toto omezení nesplňují, jsou vyřazeny jako nová, samostatná skupina.
Ta je poté zpracována stejným způsobem a případně opět rozdělena.
Toto rozdělování může způsobit přesegmentaci, kdy se jeden objekt rozpadne na více skupin,
protože obsahuje místa, ve kterých nejsou žádné sledované body (ukázka na obr. 3.5). Tato
situace typicky nastává u pozadí, které může být velmi různorodé. Někdy dokonce toto
chování lze považovat za žádoucí, protože vlastně dochází k další segmentaci. Pokud není
tato přesegmentace stabilní, měla by být vyřešena díky použitému způsobu určování kore-
spondence mezi skupinami popsanému dále, v kap. 3.6.
V kap. 3.4 bylo zmíněno, že trajektorie, které se nepodaří přiřadit do žádné skupiny při seg-
mentaci pohybu, jsou společně vyčleněny jako skupina nová. Tyto trajektorie se ale obvykle
vyskytují v obraze náhodně a vzdáleně od sebe, takže popsané rozdělování způsobí vznik
množství skupin, které obsahují jedinou, nebo jen několik málo trajektorií. Takové skupiny
rovněž mohou vzniknout i díky přítomnosti chybných bodů v trajektoriích, kdy nesprávně
dojde k jejich přiřazení k některému výraznému pohybu. Důležité ale je, že (v závislosti
na použitém detektoru a způsobu sledování) skupiny odpovídající objektům ve scéně ob-
vykle obsahují počet trajektorií výrazně vyšší. Proto je vhodné velmi malé skupiny zahodit,
čímž jsou nakonec získány pouze ty výrazné.
Obrázek 3.5: Ukázka přesegmentace vlivem rozdělování skupin pro splnění omezené
vzdálenosti jejich bodů. Skupiny 1 a 14 (v levém dolním a pravém horním rohu) byly
po segmentaci pohybu součástí skupiny 0 s pozadím, nicméně v obraze jsou odděleny
jednobarevnou zdí, respektive silnicí, na které nejsou detekovány žádné body, a proto je
rozdělování skupin vyčlenilo jako samostatné.
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3.6 Určení korespondence skupin mezi snímky
Předchozím postupem bylo získáno rozdělení trajektorií podle podobnosti pohybu, vzniklé
skupiny jsou ale platné pouze v rámci jednoho snímku. Lze je tedy chápat jen jako “lokální”.
Hlavním cílem tohoto kroku je určit vzájemnou korespondenci skupin mezi snímky, čímž
vlastně dojde k jejich sledování (každá skupina má jako celek vlastní trajektorii). Vedlejším
produktem pak je slučování některých skupin – výsledek tedy lze považovat za extrakci
pohybujících se objektů, ačkoliv, jak bylo zmíněno v kap. 3.1, se o celé objekty jednat
nemusí a je vhodnější je tak označovat spíše jako segmenty. V průběhu jejich sledování
mohou nastat následující výjimečné situace:
1. Jeden objekt se rozdělí do dvou nebo více samostatných objektů. To může nas-
tat například tehdy, pokud se dva objekty pohybovaly vedle sebe (tedy byly touto
metodou nerozlišitelné) a oddělily se. Je spornou otázkou, zda je pak považovat
za dva nové objekty, nebo za jeden původní a jeden nový.
2. Dva různé objekty se spojí do jednoho, což nastane, pokud se objekty příliš přiblíží
k sobě, nebo se dokonce částečně překryjí. V takovém případě dojde k jejich sloučení
do jednoho, protože pro segmentaci pohybu se stanou nerozlišitelnými.
3. Kombinace předchozích dvou, kdy se objekty spojí, následně rozdělí, atd.
Vstupem tohoto kroku jsou dvě množiny skupin bodů, jedna z minulého a druhá z aktuálně
zpracovávaného snímku. Skupiny z minulého snímku jsou opatřeny štítky odpovídajícími
jednotlivým pohybujícím se segmentům a úkolem je označit druhou množinu skupin tak,
aby vzájemně korespondujícím skupinám byl přiřazen stejný štítek a nekorespondujícím
různý. Tím dojde k propojení výskytů sledovaného objektu v obou snímcích. Korespon-
denci je navíc nutno uvažovat jako relaci 1:N, protože v aktuálním snímku mohlo dojít
ke sloučení některých skupin; rozdělování se naopak řeší vygenerováním štítku nového.
icantly. This is possible due to the type of the volume fea-
tures used. We compute features using both sparse (SIFT
descriptors and motion) and dense (color and texture)
video information. The former type does not depend on
the kind of the object boundary. On the other hand, color
and texture features are more sensitive to the type of
boundary. However, it has been observed that the actual
object is dominant in the region, so features extracted do
not change substantially. If extraction of tighter boundary
is desirable, then techniques like snakes [24] and level sets
can be used.
2.3. Region tracking
At this stage every frame has a set of detected regions
with local labels. We solve region correspondence across
frames by using maximum common trajectories between
the regions. The motivation for our approach is based on
the fact that multiple trajectories from a given region pro-
vide several constraints for tracking this region in the fol-
lowing frames.
We start with an initial set of region labels from the first
frame. These labels are propagated through the following
frames by using a trailing temporal window. For a partic-
ular region in the current frame, the member trajectories
vote for the labels in the previous frames. Each trajectory
votes for the most common label it belongs to. The label
with the maximum votes is chosen as the region label in
the current frame. Intuitively, one region is matched to
another based on the highest frequency of common trajec-
tories. A new label is generated if the maximum vote is by a
set of new trajectories starting from the current frame. This
is only the forward labeling pass of the correspondence
algorithm. A second pass of ackward labeling is proposed
to handle split and merge scenarios explained in the follow-
ing. During the second pass, labels from the last frame are
propagates to the first frame similar to the forward
labeling.
This two pass algorithm is able to assign the same label
to both boxes as they split from one region and later merge
into a common region. This kind of region split-and-merge
typically occurs for only a short number of frames at a
time. Split only and merge only are other two possible sce-
narios, which occur for instance when two objects moving
together move away from each other or two objects moving
separately come together. Fig. 4 shows an illustration of
these three types of scenarios. Recall that we used the spa-
tial proximity constraint to detect regions and that can
cause oversegmentation (see Section 2.2). An example of
this can be observed with multiple regions in the second
frame of the airplane video in Fig. 8. This can happen in
cases of objects with large size and sparse feature points.
The backward labeling is useful in handling these cases.
Labels from both labeling directions are merged into one
final set of labels. This is done at every frame by consider-
ing a pair of regions at a time. The rectangles are assigned
the sa e final label only if they have common local labels
in both the sets. This particular case signifies the split-and-
merge scenario. On the ther hand, in case of split only the
two regions will not get the s me final label because they
get a commo label o ly in forward labeling. Similarly,
for split only the wo regions will not get the same final
label because they get a common label only in backward
labeling. These scenarios, and the final l beling is shown
in Fig. 4. Note in this figur there is a merge only event
right before the split-and-merge event which is correctly
detected by the proposed two pass algorithm.
Fig. 3c presents consistent region correspondence across
frames. Fig. 2e shows a volume extracted using the tracked
region. Fig. 8 also shows the result of consistent object
tracking through various stages of the video sequence
and finally the spatiotemporal volume is extracted from
every video sequence.
3. Volume features extraction
Once the volumes are available for a complete video
shot, we extract features that are used for the video match-
ing step. We use features that capture interest point
descriptors, color, texture, and motion of video volumes.
The features are local for the video volu e as opposed to
using the global video features. A common representation
of these features has been used in form of a group set of




(a) Original (b) Forward Labeling (c) Backward Labeling (d) Final Labeling
Fig. 4. Effect of the two pass tracking algorithm on three scenarios of objects splitting and merging. (a) Types of relative motion of two segments in a
video. (b) Forward labeling generates first set of labels by progressing the labels from the first to the last frame of the video. (c) Backward labeling is
applied in the reverse direction to produce another set of labels. (d) Two sets of labels are merged to produce the final labels. (see Section 2.3 for details).
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Obrázek 3.6: Různé případy rozdělení a slouč ní pohybujících se segmentů a jejich analýzy
pomocí průchodu vpřed a vz d v čase. Zobrazené křivky znáz rňují jejich trajektorie, oz-
načení stejnou barvou znamená jeden objekt a naopak. Obrázek převzat z [1].
Vhodný postup, který je schopný zvládat všechny výjimečné situace popsané výše, je
navržen v [1]. Je založený na propagaci štítků v obou směrech v čase. Nejprve dochází
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k dopředné propagaci, kdy štítky jsou postupně propagovány od prvního snímku dopředu
v čase a korespondence skupin je vytvářena na základě počtu společných trajektorií. Druhý
průchod pak probíhá od posledního snímku směrem k prvnímu a výsledky obou jsou nakonec
sloučeny. Na obr. 3.6 je znázorněno, jak různé průchody zpracovávají popsané situace.
Popsaný postup korektně zpracuje i kombinaci rozdělení a sloučení, protože zpracovává
video jako jeden celek. Má tedy k dispozici informaci i z budoucích snímků o tom, že později
dojde k opětovnému sloučení segmentů, takže mají mít stejný štítek. Nicméně zpětný prů-
chod porušuje podmínku on-line zpracování, kdy je výstup vypočítán pouze na základě
aktuálního a minulých snímků. Zpětný průchod je nicméně nutný pro rozdělování segmentů
(bez něj by byl všem segmentům vzniklým rozdělením původního přiřazován stále stejný
štítek), takže jej nelze úplně vypustit. Proto jsem jej upravil do podoby, kdy propagace














Dopředná propagace Zpětná propagace Výsledné štítky skupin
Obrázek 3.7: Ilustrace propagace štítků v obou směrech a výsledné označení. Obdélníky
znázorňují jednotlivé skupiny. Byl vygenerován nový štítek (13), protože oba směry propa-
gace přiřadily dané skupině korespondenci s odlišnými skupinami z předchozího snímku.
Naopak druhá skupina (10) dostala přiřazen štítek stávající, protože se korespondence z jed-
notlivých směrů nelišily.
Ilustrace navrženého principu přiřazování štítků je na obr. 3.7. Při dopředné propagaci je
každé skupině z aktuálního snímku přiřazen takový štítek, který odpovídá skupině z minulé-
ho snímku, se kterou má nejvyšší počet společných trajektorií. Následuje propagace zpětná,
kdy je každé skupině z aktuálního snímku vygenerován nový, dočasný štítek, a ty jsou ste-
jným způsobem (na základě počtu společných trajektorií) přiřazovány skupinám z minulého
snímku. Oba průchody jsou sloučeny tak, že stávající štítek (z dopředné propagace) je dané
skupině přidělen pouze tehdy, pokud jí v obou směrech propagace byla přiřazena kore-
spondence se stejnou skupinou. Jinak je vygenerován štítek nový, stejně tak pokud některá
z nových skupin nemá s žádnou stávající ani jednu společnou trajektorii.
Dále jsem zjistil, že vlivem chyb vzniklých při segmentaci pohybu jsou občas některé skupině
přiřazeny trajektorie, které v minulém snímku patřily do skupiny jiné. Protože určování ko-
respondence probíhá na základě společných trajektorií, může takovéto skupině pak být
přiřazen nesprávný štítek. Tyto chyby ale nejsou příliš stabilní a nejčastěji se vyskytují
právě v jediném snímku a v dalším zmizí. Proto je vhodné, pokud má být stávající skupina
označena jiným existujícím štítkem, nepřiřazovat jej hned, ale opožděně, pokud je toto oz-
načení stabilní alespoň pod 2-3 snímky. Navržený celkový postup korektně zvládne popsané
situace č. 1 a 2, u kombinace obou (č. 3) dojde po rozdělení k přidělení nového štítku,
protože v době zpracování není k dispozici informace, že se obě skupiny později opět spojí.
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3.7 Rozšíření segmentace na celý obraz
Nevýhodou navrženého přístupu je, že z celého obrazu jsou sledovány pouze vybrané body
a informace o pohybu jsou tak obsaženy pouze v nich. Není tedy k dispozici kompletní
segmentace obrazu, ani tvary detekovaných pohybujících se objektů. Předpokládejme ale,
že hustota bodů na objektu bude dostatečně vysoká, takže se vždy alespoň několik bodů
bude vyskytovat v dostatečné hustotě na všech částech objektu. Pak lze přibližný tvar
objektu získat pomocí některého z následujících přístupů:
1. Ohraničující obdélník (bounding box) je nejjednodušší variantou. Obdélník se
v každém snímku vypočte tak, aby uvnitř zahrnoval všechny body patřící k danému
segmentu. Rozdělování skupin na základě vzdálenosti bodů z kap. 3.5 zabraňuje nad-
měrnému roztažení obdélníku v případě výskytu chybně přiřazených trajektorií.
2. Voronoi teselace, jak byla popsána v kap. 2.7. Generátory buněk jsou body trajek-
torií, které prochází daným snímkem a mají přiřazeny štítky. Všechny body uvnitř
buňky jsou označeny stejným štítkem jako trajektorie, která buňku generuje. Výhodou
tohoto přístupu je, že poskytuje segmentaci celého obrazu, na druhou stranu, v místech,
kde je hustota sledovaných bodů malá, bude segmentace velmi nepřesná.
Obrázek 3.8: Detekované pohybující se objekty, znázorněné pomocí ohraničujících ob-
délníků a odpovídající segmenty získanými pomocí Voronoi teselace. U buněk jsou rovněž




Implementaci navrženého systému jsem provedl v jazyce C++ za využití knihovny OpenCV
ve verzi 2.3, která mi poskytla většinu základních operací potřebných pro zpracování obrazu
na nižší úrovni abstrakce. Práce spočívala ve třech hlavních krocích: Jádro projektu před-
stavuje realizace knihovny obsahující detektor a jeho potřebné komponenty. Druhým
krokem bylo vytvoření jednoduché demonstrační aplikace používající detektor z kni-
hovny. Poslední implementační část spočívala ve vytvoření softwarové podpory pro prove-
dení testů a vyhodnocení, kdy bylo potřeba kód upravit, aby z něj mohly být získány
potřebné veličiny a data ve formátu pro vyhodnocení.
Tato kapitola obsahuje popis návrhu, struktury a použití detektoru, vysvětlení nejdůleži-
tějších tříd a některých zajímavých implementačních detailů. Návrh i implementace byla
provedena za využití objektového přístupu, proto struktura bude dále demonstrována zej-
ména pomocí diagramů tříd. Na každém diagramu jsou zobrazeny pouze nejdůležitější třídy
související s ilustrovanou částí programu. Rovněž metody, atributy a další údaje nemusí být
zobrazeny důsledně všechny, ale opět pouze takové, které jsou nutné pro pochopení nebo
demonstraci daného řešení.
4.1 Struktura detektoru
Jádro detektoru bylo navrženo modulárně s ohledem na budoucí rozšiřitelnost. Při návrhu
jsem vycházel z myšlenky životního cyklu detektoru, kdy jeho činnost lze popsat rámcově
v několika následujících krocích:
1. Inicializace.
2. Předání dalšího snímku z videa ke zpracování, v obraze jsou detekovány význačné
body a vypočteny jejich deskriptory.
3. Sledování stávajících bodů, které jsou k dispozici z minulého snímku. Z nově
detekovaných bodů jsou ke sledování dále přidány ty, které se nachází v oblastech,
ve kterých není žádný z doposud sledovaných bodů.
4. Oprava ztracených trajektorií, kdy pro každý bod, který byl při sledování vyhod-
nocen jako v aktuálním snímku nenalezený a není v tomto stavu již příliš dlouho, je
odhadnuta jeho pozice v příštím snímku.
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5. Ustanovení základní segmentace pohybu, které znamená rozdělení trajektorií
procházejících aktuálním snímkem do skupin pomocí algoritmu RANSAC popsaného
v kap. 3.4.
6. Následné zpracování skupin, při kterém může dojít k jejich rozdělení, sloučení,
nebo obecně libovolným dalším operacím, při kterých se může změnit rozdělení přísluš-
nost každé trajektorie do skupiny.
7. Určení korespondence skupin mezi aktuálním a předchozím snímkem, dochází
tak k jejich sledování.
8. Segmentace celého obrazu a získání pohybujících se segmentů (objektů) –
tento krok se provádí pouze tehdy, jsou-li některá z těchto dat požadována systémem
zpracovávajícím výstup tohoto detektoru. V opačném případě není potřeba tento krok
vykonávat, protože nemá vliv na vnitřní stav detektoru.
9. Činnost se opakuje od bodu 2, jsou-li k dispozici další snímky videosekvence.






























































Obrázek 4.1: Přehled nejdůležitějších tříd navrženého systému pro segmentaci pohybu.
Celková struktura detektoru je uspořádána do oddělených bloků, které při výpočtu po sobě
postupně následují. Při návrhu byl využit zejména návrhový vzor Strategy, díky kterému je
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pak možné jednoduchým způsobem změnit algoritmus, jakým je výpočet v každém bloku
proveden. Toho jsem v této práci využil nejvíce při testování detektoru s využitím různých
příznaků, ale struktura je celkově navržena pro další vývoj, kdy může být snadno změněna
například metoda segmentace. Každý funkční blok detektoru je představován abstraktní
třídou, od které musí být odvozeny příslušné konkrétní implementace daných částí, je-
jich obsluhu a vzájemnou spolupráci pak zajišťuje centrální kontejner implementovaný jako
třída MotionSegmentator, ten zároveň představuje celý detektor a obsahuje veškeré metody
nutné k jeho použití uživatelem vzniklé knihovny. Přehled hlavních tříd detektoru je zo-
brazen na obr. 4.1, jednotlivé komponenty budou popsány dále v této kapitole.
Veškeré parametry navrženého systému zapouzdřuje třída MotionSegmentatorParams, kte-
rá slouží k jejich uchování a lze podle ní detektor inicializovat, případně za běhu rekonfi-
gurovat. Protože je těchto parametrů poměrně velké množství, pro pohodlnější manipu-
laci s nimi jsem vytvořil podporu pro jejich uložení a načtení z/do souboru ve formátech
podporovaných v OpenCV Persistence, tedy XML a YAML. Při návrhu nastal problém
vyplývající z modularity, kdy pro jeden blok detektoru existuje více implementací, které
ale mají jiné parametry, čímž pro uživatele vzniká nejasnost, která implementace bude
při inicializaci detektoru zvolena. Řešení jsem zvolil takové, že pro každou součást je v třídě
s parametry k dispozici jedna struktura, jejímž jedním prvkem je (kromě všech parametrů
použité metody) příznak, zda má být daná součást použita. Při inicializaci detektoru je pak
ověřeno, že pro každý blok byla zvolena právě jedna implementace. Toto řešení je výhodné
v tom, že zápis parametrů v externím soboru zůstává poměrně přehledný.
4.2 Extrakce příznaků
Při extrakci příznaků je třeba vyřešit detekci bodů ve zpracovávaném snímku a výpočet
jejich deskriptorů. K oběma činnostem jsem využil součásti knihovny OpenCV implemen-
tující rozhraní FeatureDetector, respektive DescriptorExtractor. V této knihovně je
k dispozici podpora pro několik různých obrazových příznaků, výčet některých konkrétních
tříd je zobrazen v diagramu tříd na obr. 4.2. Deskriptory jsou využity pouze ke sledování
bodů na základě jejich shody, při použití sledování pomocí metody KLT by jejich výpočet
byl zbytečný. Proto jsem implementoval třídu NoneDescriptorExtractor, která pro li-
bovolný obraz vrací prázdnou matici deskriptorů. Navazující bloky (především sledování
bodů) s tím však musí v implementaci počítat. Zároveň musí být zajištěno, že při použití
prázdných deskriptorů bude použito sledování bodů takové, které deskriptory nevyužívá –
v implementované knihovně je to možné pouze pomocí metody KLT.
4.3 Reprezentace sledovaných bodů
Každý sledovaný bod (v této práci jej dále často označuji jako trajektorii, která je ale přes-
něji však pouze jednou z jeho součástí) je reprezentován instancí třídy Track, která uchovává
kompletní trajektorii, deskriptor, časové značky prvního a posledního výskytu a další data.
Trajektorie je reprezentována jako pole bodů KeyPoint, které odpovídají výskytu sle-
dovaného bodu v jednotlivých snímcích. Může být uložena pro celou dobu výskytu daného
bodu, případně ji lze omezit, aby program teoreticky mohl běžet neustále (pro segmentaci
pohybu stačí mít k dispozici pouze pozice v aktuálním a minulém snímku). Zatímco u tra-














































Obrázek 4.2: Abstraktní třídy jako rozhraní detektoru bodů a extraktoru deskriptorů,
přehled některých tříd implementující konkrétní algoritmy.
by měly zůstávat stejné. Nicméně přesto může docházet k jeho malým změnám, proto je
uchovávána vždy nejnovější vypočtená hodnota.
Všechny body jsou uchovávány v kolekci implementované jako třída TrackContainer. Zá-
kladní funkčností je uložení množiny těchto bodů, obecně může být každý bod zároveň
součástí více takovýchto kolekcí (například pokud je potřeba vyčlenit pouze podmnožinu
dané kolekce a dočasně s ní pracovat samostatně). Důležitou součástí je podpora pro od-
straňování množiny z kolekce bodů na základě určitého kritéria. K tomu jsem opět využil
návrhový vzor Strategy, kdy jednotlivé třídy odvozené od TrackContainer::Test pak právě
toto kritérium odstranění určují, vše je tedy snadno rozšiřitelné. Při implementaci jsem
využil kritéria zobrazená na obr. 4.3, odstraněné body jsou vráceny jako nová kolekce a lze






















Obrázek 4.3: Kolekce pro uchování množiny sledovaných bodů a konkrétní kritéria
k jejich odstraňování: NotMatched – bod nebyl při sledování znovu nalezen, ShorterThan
– trajektorie bodu je kratší než zadaná délka, UpdatedBefore – bod nebyl nalezen alespoň
po zadaný počet snímků.
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4.4 Sledování bodů a oprava přerušených trajektorii
Blok provádějící sledování bodů je reprezentován abstraktní třídou TrackMatcher. Úkolem
tohoto bloku je pro každý bod z minulého snímku najít odpovídající výskyt ve snímku
aktuálním a ten přidat do jeho stávající trajektorie, vstupem i výstupem jsou tedy kolekce
bodů. Ke sledování pomocí shody deskriptorů jsem vytvořil třídu OcvTrackMatcher za-
pouzdřující instanci obecně třídy DescriptorMatcher z OpenCV, která potřebnou funkcio-
nalitu poskytuje. Při výpočtu vzájemné korespondence bodů je zohledněno omezení vzdá-
lenosti, což snižuje výpočetní náročnost, protože se prověřuje výrazně menší počet dvojic.
Sledování bodů pomocí optického toku metodou KLT naopak provádí implementace v třídě
OpticalFlowMatcher.
Obě zmíněné třídy jsou ještě navíc odvozeny od společného předka BaseTrackMatcher,
který reprezentuje společnou funkcionalitu, protože oba způsoby sledování umožňují modi-
fikovat způsob určování vzájemné korespondence bodů pomocí několika stejných omezení –
na základě stanovení maximální vzdálenosti mezi body, minimální hodnoty normalizované
vzájemné korelace, případně lze povolit vyloučení části nesprávných korespondencí metodou


















       prevFrame)
OpticalFlowMatcher
+match(currentTracks,detectedTracks,currentFrame,
       prevFrame)
DescriptorMatcher
+match(queryDescriptors,trainDescriptors,


















       prevFrame)
OpticalFlowMatcher
+match(currentTracks,detectedTracks,currentFrame,
       prevFrame)
DescriptorMatcher
+match(queryDescriptors,trainDescriptors,
       matches,mask)
Obrázek 4.4: Diagram tříd pro blok vykonávající sledování bodů.
Algoritmy pro opravu přerušených trajektorií musí být implementovány v třídě odvozené
od TrackRepairer. V implementované knihovně je nicméně k dispozici pouze jedna metoda
31
vykonávající tuto činnost, která je zapouzdřena v třídě PropagationTrackRepairer. Ta
novou pozici bodu odhaduje na základě pohybu okolních, prostorově nejbližších trajektorií.
Při tom je potřeba najít N nejbližších trajektorií, což je provedeno procházením všech,
výpočtem vzdálenosti a postupným přidáváním do seřazeného pole o velikosti N , které
udržuje právě daný počet nejbližších trajektorií. Druhou implementací bloku pro opravu
přerušených je NoneTrackRepairer, který ve skutečnosti ale nic nedělá a používá se v pří-
padě, kdy má být tato oprava vypnuta.
4.5 Získání skupin trajektorií
Stěžejní část systému, samotné prvotní rozdělení trajektorií do skupin s podobným po-
hybem, provádí blok, jehož konkrétní chování musí být implementováno v třídě odvozené
od MotionGroupEstimator. Vstupem je kolekce sledovaných bodů (respektive trajektorií,
protože právě ty jsou využivány při segmentaci pohybu) a výstupem množina instancí
MotionGroup, které právě reprezentují nalezené skupiny trajektorií. Každá tato skupina
má kromě množiny trajektorií také přidělen identifikátor (ID), které odpovídá jejímu ak-
tuálnímu štítku, jak byly popisovány v kap 3.6. Nicméně výstupem tohoto kroku jsou
štítky pouze lokální, které budou při určování korespondence mezi skupinami zahozeny
a nahrazeny štítky z minulého snímku, případně úplně novými. Samotný algoritmus seg-
mentace přímo reflektuje blokové schéma postupu představeného v kap 3.4.
4.6 Zpracování skupin trajektorií
V kap. 3.5 byl popsán způsob rozdělování skupin trajektorií na základě omezení nejdelší
vzdálenosti mezi body. Tento koncept jsem rozšířil a zobecnil, výsledkem je abstraktní třída
MotionGroupProcessor, která slouží jako rozhraní pro implementaci jakýchkoliv metod
pro změnu skupin trajektorií uložených v kolekci MotionGroupContainer. První imple-
mentací je právě třída PartitionGroupProcessor pro jejich rozdělování, kdy na základě
predikátu, který pro každou dvojici trajektorií určuje, zda mohou patřit do stejné skupiny,
dochází k oddělování některých trajektorií jako skupiny nové.
Přímým opakem je pak třída MergeGroupProcessor, která slouží ke slučování skupin tra-
jektorií, a to opět na základě predikátu. V implementaci jsou iterativně procházeny všechny
dvojice skupin, nad nimi je případně provedeno sloučení a celý postup se opakuje. Aby bylo
možno za sebe řetězit více operací nad skupinami, implementoval jsem dále ještě třídu
MotionGroupProcessorPipeline, která slouží jako kontejner pro MotionGroupProcessor
a jednotlivé instance jsou pak volány postupně. Tato sada tříd se používá uvnitř detek-
toru, nicméně protože jeho výstupem jsou stejné datové struktury, jsou tyto třídy obecně
použitelné i pro další zpracování výstupu z detektoru, což může využít programátor, který
tuto knihovnu využívá. Všechny třídy související s popsaným zpracováním skupin jsou zo-
brazeny na obr. 4.5.
4.7 Korespondence skupin
Posledním krokem je určení korespondence skupin mezi aktuálním a předchozím snímkem.
K tomu slouží třídy odvozené od ObjectExtractor, v této knihovně jsou k dispozici dvě



































































Obrázek 4.5: Diagram tříd sloužících ke změně skupin sledovaných bodů, zobrazeny jsou
i konkrétní predikáty pro jejich rozdělování a slučování.
reprezentuje nulovou korespondenci skupin mezi snímky a každé skupině tak pokaždé
přiřazuje nový identifikátor. To se hodí v případě, kdy není nutné sledovat pohybující se
objekty, ale je požadována pouze segmentace scény podle pohybu.
Druhou implementací je třída VotingObjectExtractor, jejíž chování přesně odpovídá po-
pisu v kap. 3.6, zajišťuje tedy určení korespondence skupin při průchodu oběma směry
v čase, na základě počtu společných trajektorií. Zpožděné přidělování nového identifikátoru
je možné díky tomu, že součástí trajektorie každého bodu je i informace o tom, ve skupině
s jakým identifikátorem byl v čase přítomen. Pokud tedy má dojít k přidělení nového
identifikátoru, z jejich historie za poslední 3 snímky se vypočítá histogram a na základě
převažující hodnoty se rozhodne. Protože je korespondence určována s násobností 1:N,
po dokončení tohoto kroku může mít více skupin stejný identifikátor, k jejich sloučení je




Velmi důležitou součástí realizace systému je následné zjištění a ověření jeho vlastností.
Tato kapitola se věnuje právě této oblasti. Nejprve jsou představeny použité datové sady,
u každé z nich je stručně nastíněna charakteristika, stejně jako podmínky k použití a způsob,
jakým byly tyto datové sady konkrétně v této práci použity k vyhodnocení. Dále se tato
kapitola zabývá vyhodnocením různých aspektů navrženého systému, které jsou rozděleny
do několika hlavních skupin: První z nich je sledování bodů, které tvoří základ pro násled-
nou segmentaci pohybu. U něj je diskutována použitelnost různých příznaků a stabilita
jejich sledování, dále vliv opravy přerušených trajektorií a některých dalších parametrů.
Stěžejní částí je pak vyhodnocení samotné segmentace pohybu, které je provedeno na dvou
úrovních. Tou základní, které je věnován větší prostor, je schopnost rozdělení trajektorií
bodů do skupin s podobným pohybem. Další úroveň pak tvoří rozšíření segmentace na celou
plochu obrazu. Na závěr je diskutována výpočetní náročnost a rychlost zpracování.
5.1 Použité datové sady
Exaktní vyhodnocení segmentace pohybu je poměrně náročná úloha. Ke správnému prove-
dení je totiž potřeba datová sady obsahující videosekvence, ve kterých jsou jednotlivé pohy-
bující se objekty anotovány pomocí masek, nejlépe s pixelovou přesností. Jejich vytvoření
je ale velmi pracné a časově náročné, proto takových datových sad k dispozici příliš mnoho
není. Druhou možností je mít datovou sadu, ve které jsou trajektorie význačných bodů
pevně dané, anotace je pak prováděna na úrovni těchto trajektorií, kdy jsou ručně rozděleny
do skupin, které odpovídají jednotlivým pohybujícím se objektům. Tímto způsobem ano-
tovanou datovou sadu je pak ale možné použít pouze k vyhodnocení samotného algoritmu
pro segmentaci pohybu, protože vlastní detekce a sledování bodů se zde již neuplatní.
Při vyhodnocení jsem, kromě malého množství vlastnoručně pořízených videosekvencí,
použil zejména dvě datové sady, které budou v následujícím textu představeny. Avšak jen
jediná z nich je opatřena potřebnou anotací, takže exaktní vyhodnocení probíhalo pouze
na jedné.
Datová sada pro segmentaci pohybu z Berkeley
Tuto datovou sadu vytvořili autoři [5], vzhledem k tomu, že v době vzniku nebyla k dispozici
žádná jiná sada, na které by bylo možno všechny algoritmy pro segmentaci pohybu vzá-
jemně porovnávat. Tato datová sada zahrnuje záběry skutečných scén (nikoliv například
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šachovnice, jaké jsou nejčastější v druhé používané datové sadě, Hopkins 155), obsahuje
celkem 26 videosekvencí, mezi které patří následující typy:
• 10 videí jedoucích automobilů. Jedná se o rigidní objekty s velmi dobře předvídatel-
ným pohybem.
• 13 videí z detektivních příběhů, které obsahují zejména pohybující se osoby. Ty
jsou charakteristické tím, že se pohybují poměrně pomalu, často svůj pohyb dokonce
zastavují, a dále některými částmi, které se pohybují nezávisle (končetiny).
• 2 videa jdoucích lidí, pro které platí v podstatě stejná charakteristika jako pro typ
videí z detektivních příběhů.
• 1 video z tenisového zápasu. Obsahuje rychlý a dynamický pohyb, opět podobná
charakteristika jako předchozí dva typy.
Je vidět, že jako typy objektů v této datové sadě dominují zejména pohybující se lidé.
Obecně jsou obsaženy objekty různých velikostí, převažují ale spíše takové, které zabírají
alespoň přibližně 20 % (pouze odhad) obrazu a více. V jednotlivých videosekvencích se příliš
nemění osvětlení, objekty se ale mohou přibližovat a vzdalovat od kamery, případně se mo-
hou na krátkou dobu úplně zastavit. Videa neobsahují střihy ani jiné přechody, ale jsou často
natočeny pohybující se kamerou. Ukázky několika snímků a jejich anotací jsou na obr. 5.1.
Obrázek 5.1: Ukázky snímků z videosekvencí z datové sady pro segmentaci pohybu
z Berkeley. Nalevo je vždy ukázán snímek a napravo jeho anotace pomocí masky jed-
notlivých pohybujících se objektů. Masky jsou velmi pečlivě vytvořeny s pixelovou přesností,
různé objekty jsou rozlišeny pomocí různých odstínů šedé.
35
Tato datová sada obsahuje celkem 4243 snímků, z nichž 189 je anotováno pomocí masky
pohybujících se objektů, která byla vytvořena s pixelovou přesností. Anotace je tedy řídká
v čase (nejsou anotovány všechny snímky) a hustá v prostoru (každému obrazovému bodu
v daném snímku je přiřazena anotace). Větší množství anotovaných snímků se nachází
blíže začátku, aby se dalo provést i testování metod, které neumí dobře pracovat s dlouhými
videosekvencemi. Rozlišení snímků se pohybuje od 350x288 (detektivní příběhy) po 640x480
obrazových bodů (auta, lidé).
Velkou výhodou je, že autoři této datové sady vypracovali i podrobnou metodiku na vyhod-
nocení segmentace pohybu a rovněž přiložili potřebné nástroje. Podrobnější popis metodiky
obsahuje kap. 5.3, která se zabývá vyhodnocením, a jsou v ní také prezentovány získané
výsledky. Datová sada je volně použitelná právě za podmínky, že bude-li na ní prováděno
vyhodnocení, musí být použit přiložený nástroj, který zaručí dodržení metodiky, a získané
výsledky rovněž musí být prezentovány předepsanou formou. Propojení mezi tímto nástro-
jem a vlastní implementací segmentace pohybu je provedeno tak, že trajektorie všech bodů
opatřené štítky, které odpovídají výskytu konkrétního objektu, se uloží do souboru, z něj
si pak nástroj obsah načte a celý proces vyhodnocení pak probíhá nezávisle.
Datová sada pro vyhledávání tříd objektů
Druhou velkou datovou sadu jsem získal z [1], kde ji autoři používají při vyhodnocení
vyhledávání různých tříd objektů ve videu pomocí systému, který je rovněž založen na seg-
mentaci pohybu. Proto je tato datová sada výhodná v tom, že obsahuje pohybující se
objekty, navíc je poměrně rozsáhlá, celkem se v ní nachází 335 videosekvencí následujících
čtyř tříd objektů:
• 72 videí lodí
• 80 videí aut
• 148 videí letadel
• 35 videí tanků
Tato datová sada obsahuje velmi rozličné scény, jak co se týče obsahu, tak parametrů. Pře-
važují scény s konstantním osvětlením, natočené pohybující se kamerou, velikost objektů
je přibližně stejná jako u předchozí datové sady. Videosekvence jsou poměrně krátké, je-
jich nejčastější délka se pohybuje v rozmezí 5-10 vteřin, neobsahují žádné střihy ani jiné
přechody. Rozlišení snímků se pohybuje od 320x240 po 720x576, převažují videa blížící se
spíše většímu udanému rozlišení. Technická kvalita videí je poměrně nízká, celkově mají
horší ostrost a je znatelná komprese, uprostřed každého snímku je navíc umístěn průhledný
vodoznak. Ilustrace této datové sady je na obr. 5.2.
Datová sada je uzpůsobena pro vyhledávání různých tříd objektů, proto se v ní vyskytují
vždy některé videosekvence se stejnými objekty v mírně jiném prostředí. Problémem je, že
ze stejného důvodu tato sada neobsahuje anotaci pro segmentaci pohybu, u každého videa
je pouze uvedena třída vyskytujících se objektů. Proto jsem tuto datovou sadu používal
spíše při vývoji k testování různých typických situací. Výhodné by bylo její použití, pokud
by se mnou navržený systém také použil jako základ vyhledávání objektů ve videu, pak by
byly výsledky přímo srovnatelné s [1].
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Obrázek 5.2: Ukázky snímků z datové sady pro vyhledávání tříd objektů. Obrázek převzat
z [1], pro úsporu místa z něj ale byly použity jen některé snímky.
5.2 Úspěšnost sledování bodů
Jak již bylo zmíněno, segmentace pohybu využívá trajektorie, které jsou výstupem bloku
zajišťujícího detekci a sledování význačných bodů v obraze. V kap. 3.2 byly popsány dva
principy sledování bodů, nebyly však zmíněny konkrétní příznaky, které by se ke sledování
musely využít. Je totiž možné použít příznaky různé, následující text se zabývá jejich
srovnáním, jak vyhovují pro sledování a jak ovlivňují následnou segmentaci pohybu.
Nejprve jsem provedl vyhodnocení stability různých příznaků při jejich sledování. Ta by
měla odpovídat délce trajektorií sledovaných bodů, kdy stabilnější příznaky je možné sle-
dovat robustněji, takže trajektorie těchto bodů jsou delší. Otestoval jsem jednak klasické
příznaky SIFT a SURF (detekor bodů i deskriptory), tak i kombinace těchto detektorů
bodů s deskriptory BRIEF, dále kombinaci FAST+BRIEF – všechny tyto příznaky byly
sledovány pomocí shody deskriptorů. Pro sledování pomocí metody KLT jsem využil body
získané Harrisovým detektorem rohů. Výsledky jsou shrnuté v tab. 5.1.
Při vyhodnocení jsem sledoval jednak průměrnou délku trajektorií a také histogram délek
všech trajektorií, na kterém je dobře vidět vliv opravy přerušených trajektorií. Z výsledků
je vidět, že SIFT a SURF jsou, dle očekávání, velmi robustní příznaky, průměrná délka
trajektorií je výrazně větší než u FAST+BRIEF. Tato kombinace je však velmi výhodná
z hlediska výpočetní náročnosti, která je naopak výrazně nižší než pro SIFT nebo SURF.
Sledování metodou KLT je rovněž poměrně robustní, s nízkou výpočetní náročností. Kombi-
nace detektorů bodů SIFT a SURF s deskriptory BRIEF úspěšnost sledování nijak výrazně
neovlivní, ale zisk v rychlosti zpracování rovněž není příliš výrazný.
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Průměrná délka trajektorie (bez opravy) Rel. rychlost
SIFT 67,3 (13,4) snímků 1,0x
SURF 64,8 (17,2) snímků 1,8x
SURF+BRIEF 63,0 (17,0) snímků 2,1x
SIFT+BRIEF 52,8 (12,5) snímků 2,2x
Harris+KLT 67,5 (10,4) snímků 6,1x
FAST+BRIEF 38,4 (7,4) snímků 6,6x
Tabulka 5.1: Průměrné délky trajektorií při sledování různých druhů příznaků.
Při výpočtu hodnot byly uvažovány pouze trajektorie delší než 2 snímky, aby se vyloučilo
velké množství bodů, které nejsou vhodné pro sledování, a přesto byly detekovány. Všechny
detektory byly nastaveny tak, aby poskytly přibližně průměrně 1000 sledovaných bodů
v každém snímku. Minimální hodnota normalizované vzájemné korelace okolí bodů 10x10 px
byla 0,8, maximální posun bodů mezi snímky 40 px, byly použity deskriptory BRIEF-64.
Oprava trajektorií zahrnovala trajektorie alespoň 3 snímky dlouhé, odhad zjišťován na zá-
kladě mediánu z 5 okolních trajektorií. Měření bylo provedeno na náhodně zvolené sadě videí
obsahující jedoucí vozidla. Průměrnou dobu výskytu jednotlivých pohybujících se objektů





























Histogram délek trajektorií před opravou a po opravě
Po opravě
Před opravou
Obrázek 5.3: Histogram délek trajektorií před opravou a po opravě při sledování bodů
získaných FAST detektorem, pomocí shody BRIEF deskriptorů. Data jsou diskrétní, spoj-
nicový graf byl zvolen pouze z důvodu lepší přehlednosti. Parametry sledování jsou stejné
jako u tab. 5.1.
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Vliv opravy přerušených trajektorií je velmi značný u sledování všech testovaných příznaků.
Po zavedení opravy se průměrná délka trajektorií zvýšila 4-5x, průměrně 4,7x. Na obr. 5.3 je
zobrazen histogram délek při sledování příznaku FAST+BRIEF, ktrý byl zvolen pouze jako
příklad, u ostatních je vliv podobný. Je vidět, že díky opravě se výrazně zvýšil podíl delších
trajektorií a také stoupla jejich maximální délka. Podle tab. 5.1 jsou účinky na všechny
příznaky přibližně podobné, největší je u sledování metodou KLT, kde se průměrná délka
trajektorií zvýšila 6,5x. Zde je vliv maximální zejména proto, že metoda KLT je robustní
vůči tomu, zda odhadovaná pozice bodu odpovídá skutečnosti nebo ne – pomocí optic-
kého toku lze velmi dobře sledovat i různé oblasti v obraze. Opravené body tedy nemusí
odpovídat těm původním, což sice není korektní, nicméně vliv na segmentaci pohybu stále
zůstává pozitivní, protože pomocí KLT jsou získány neporušené trajektorie. Sledování po-
mocí shody deskriptorů by v tomto případě selhalo.
Dále jsem zjišťoval, jaký vliv na sledování má vyřazování poškozených trajektorií (takových,
které obsahují nesprávné body, které se projeví různými skoky a podobně) na základě vzá-
jemné korelace malého okolí sledovaných bodů. Sledoval jsem opět průměrnou délku tra-
jektorií v závislosti na minimální požadované hodnotě normalizované vzájemné korelace.
Výsledky jsou na obr. 5.4, úspěšnost sledování se v širokém spektru hodnot nijak výrazně
nemění, proto je vhodné použít hodnotu co nejvyšší. Za optimální jsem zvolil hodnotu 0,8,
která bude dále v této práci bez uvedení používána u všech provedených testů. Použití
vysoké hodnoty je nutné zejména u FAST+BRIEF, v opačném případě jsou získány značně
porušené trajektorie. Naopak u sledování pomocí KLT je možné tento krok zcela vypustit,























Minimální požadovaná normalizovaná vzájemná korelace (NCC)
Závislost délky trajektorií na minimální hodnotě NCC
Harris+KLT
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Obrázek 5.4: Vliv hodnoty minimální požadované normalizované vzájemné korelace
malého okolí bodů (10x10 px) na délku trajektorií při sledování různých příznaků.
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Obrázek 5.5: Ukázka rozdílu důležitosti vyloučení nesprávných bodů v trajektoriích
na základě normalizované vzájemné korelace u různých příznaků. V tomto případě
bylo u obou snímků vyloučení vypnuto. Vlevo jsou vykresleny trajektorie při sledování
FAST+BRIEF, vpravo Harris+KLT. Je vidět, že v levém snímku je značné množství
porušených trajektorií, zatímco v pravém snímku nejsou výrazné chyby příliš viditelné.
5.3 Segmentace pohybu na úrovni trajektorií
Vyhodnocení přesnosti segmentace pohybu jsem prováděl na datové sadě z Berkeley. Nej-
prve jsem však otestoval chování algoritmu pro segmentaci pohybu při změně důležitých
parametrů, abych jej při samotném experimentu pro vyhodnocení přesnosti segmentace co
nejoptimálněji nastavil.
Vlastnosti algoritmu pro segmentaci pohybu
Algoritmus pro segmentaci pohybu má několik parametrů: Protože je založen na konceptu
metody RANSAC, základem je práh vzdálenosti pro určení bodů, které náleží nalezenému
modelu, v tomto případě homografii popisující pohyb mezi dvěma snímky. Vzdálenost těchto
snímků je rovněž volitelná, nicméně pro všechny následující experimenty bude rovna jedné,
tedy pohyb se bude vyhodnocovat mezi aktuálním a předchozím snímkem. Protože je al-
goritmus iterační, je potřeba určit podmínky jeho zastavení, což jsou další dva parametry
– maximální počet iterací a požadovaná průměrná chyba reprojekce, při jejímž dosažení
rovněž dojde k zastavení iterování. Chyba reprojekce se počítá stejně, jako byla popsána
v kap. 3.4, průměrná je pak normována celkovým počtem bodů.
Parametrů je poměrně velké množství, proto je náročné navrhnout korektní experimenty
k ověření jejich vlivu. Nejprve jsem otestoval, jakým způsobem hodnota prahu ovlivňuje
počet nalezených segmentů s různým pohybem, výsledky jsou shrnuty na obr. 5.6. Se zvyšu-
jícím se prahem počet segmentů dle očekávání klesá, protože některé různé pohyby se tak
stanou nerozlišitelné. Počet segmentů nicméně klesá i při příliš nízkém prahu, což přisuzuji
jevu, kdy se pro část pohybů nenajde příslušná transformace, která splní tak nízký práh.
Zbylé body jsou totiž (po 10 iteracích, kdy nedojde k vyloučení žádné nové skupiny bodů)
vyloučeny jako jediný segment. Při hodnotách prahu blízým k nule toto chování způsobí,
že algoritmus přestane segmentovat úplně. Z výsledků je vidět, že algoritmus není extrémně
citlivý na hodnotu prahu, nejvyšší počet segmentů je v intervalu přibližně 2-4 px a je v celém
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rozsahu podobný. Za optimální práh tedy volím hodnotu 3 px, vzhledem k povaze dalších
experimentů bude výhodné získat co největší počet segmentů. Tato hodnota bude dále
























































Obrázek 5.6: Závislost průměrného počtu segmentů na velikosti prahu algoritmu
RANSAC. Vyhodnocení provedeno na datové sadě z Berkeley, pomocí metody KLT sle-
dovány body získané Harrisovým detektorem, počet iterací omezen na 500, požadovaná
průměrná chyba reprojekce max. 1,0 px, pohyb vyhodnocován mezi aktuálním a předchozím
snímkem. Práh byl měněn s krokem 0,1 px.
Dále jsem zjišťoval, jaký je průměrný počet iterací, než se algoritmu RANSAC podaří najít
takovou transformaci, která splňuje požadovanou maximální průměrnou chybu reprojekce.
Experiment je časově velmi náročný, proto jsem jej provedl pouze s několika různými hod-
notami průměrné chyby reprojekce, výsledky jsou uvedeny v tab. 5.2. Na počtu iterací
závisí rychlost zpracování, proto je nutné, aby byl co nejmenší. Dle tohoto kritéria se jako
optimální jeví hodnota 1,0 px, při které segmentace pohybu funguje dobře (viz dále).
Maximální chyba reprojekce 0,1 0,25 0,5 0,75 1,0 1,5 2,0 2,5 3,0
Průměrný počet iterací 79,1 75,9 34,9 21,2 10,9 8,0 5,6 3,8 3,7
Tabulka 5.2: Závislost průměrného počtu iterací, ve kterém dojde k nalezení vyhovující
transformace, na velikosti maximální požadované průměrné chyby reprojekce. Vyhovující
transformace je taková, která má průměrnou chybu reprojekce nižší, než je požadovaná
hodnota. Vyhodnocení provedeno na datové sadě z Berkeley, pomocí metody KLT sledovány
body získané Harrisovým detektorem, počet iterací omezen na 1000, nedošlo k překročení.
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Popis experimentu pro vyhodnocení přesnosti segmentace pohybu
Vyhodnocení přesnosti segmentace pohybu jsem prováděl na datové sadě z Berkeley, pomocí
jejich metodiky a přiložených nástrojů. Výsledky jsou tedy přímo porovnatelné s jinými
metodami publikovanými v [5], které byly otestovány stejným způsobem. Následující text
je založen na popisu metodiky vyhodnocení v [5]. Přiložený nástroj pro vyhodnocení načte
oštítkované trajektorie ze souboru a automaticky určí korespondenci štítků se segmenty
vymezenými v anotaci. Pokud je potřeba, provede i sloučení segmentů, které pravděpodobně
vznikly přesegmentací. Testování probíhá ve čtyřech bězích, kdy je vyhodnocováno pouze
prvních 10, 50 a 200 snímků, v posledním pak všechny. Nástroj umožňuje zjistit následující
veličiny:
• Hustota – poměr počtu bodů, kterým algoritmus segmentace pohybu přiřadil štítek,
vůči celkovému počtu bodů obrazu. Vyšší hustota znamená více získané informace
o pohybu v celkové ploše obrazu, ale obecně zvyšuje riziko přiřazení špatného štítku.
• Celková chyba segmentace – poměr počtu bodů s nesprávnými štítky k celkovému
počtu bodů, kterým byl nějaký štítek přiřazen (tj. body v obraze, které nejsou sle-
dovány, se nepočítají). Za správně přiřazený štítek se považuje situace, kdy daný bod
leží v obraze uvnitř oblasti, která danému štítku odpovídá, v opačném případě se
jedná o štítek nesprávný. Tato veličina se počítá z bodů všech regionů vymezených
v anotaci dohromady.
• Průměrná chyba segmentace – je podobná jako celková chyba. Ta je nejprve určena
pro každou oblast samostatně a ze všech je poté vypočten aritmetický průměr. Tato
chyba je obvykle výrazně větší než celková, protože například malé objekty jsou těžko
detekovatelné a do průměru se v případě nenalezení počítají jako 100% chyba, zatímco
u předchozí veličiny způsobí jenom malé zvýšení, protože počet jejich bodů je vůči
větším objektům mnohem menší.
• Penalizace za přesegmentaci – průměrný počet sloučených segmentů nástrojem
pro vyhodnocení při určování korespondence štítků s anotací.
• Počet získaných objektů – počet regionů, které byly určeny s chybou menší než 10 %.
Pro každou videosekvenci je jeden region odečten, protože pozadí se do tohoto údaje
nepočítá.
Pro detektory bodů a jejich deskriptory jsem při následujících experimentech použil vý-
chozí parametry, tak jak jsou definovány v knihovně OpenCV verze 2.3, pouze u deskrip-
torů BRIEF jsem zvolil rozměr 64, aby byly co nejvíce diskriminující. Minimální vzdálenost
v obraze mezi sledovanými body jsem měnil v rozsahu 1-3 px, podle požadované hustoty.
Při sledování bodů jsem stanovil maximální pohyb mezi dvěma snímky 40 px, minimální
požadovanou normalizovanou vzájemnou korelaci na 0,8, vyloučení nesprávných korespon-
dencí pomocí algoritmu RANSAC jsem ponechal vypnuté. Byla použita oprava přerušených
trajektorií s délkou alespoň 3 snímky, odhad pozice se prováděl z 5 nejbližších trajektorií.
Zahození trajektorie pak bylo nastaveno po neúspěšné opravě v 5 následujících snímcích.
Pohyb se vyhodnocoval mezi aktuálním a předchozím snímkem, práh algoritmu RANSAC
pro segmentaci pohybu byl nastaven na 3,0 px, maximální počet iterací omezen na 200, zas-
tavení při nalezení transformace s průměrnou chybou reprojekce nižší než 0,5 px. Dále bylo




Výsledky vyhodnocení úspěšnosti segmentace pohybu na datové sadě z Berkeley jsou shrnuty
v tab. 5.3. Metodu jsem otestoval při zpracování trajektorií získaných z různých příznaků,
které byly použity i při vyhodnocení jejich samostatného sledování, pouze s výjimkou SIFT.
Ten jsem z důvodu velmi vysoké výpočetní náročnosti vynechal, nicméně lze předpokládat
podobné výsledky jako s ostatními příznaky. Pro srovnání jsem do tabulky s výsledky









Zpracování prvních 10 snímků (26 videosekvencí)
Tato metoda – Harris+KLT 0,14 % 19,68 % 40,37 % 3,87 14
Tato metoda – FAST+BRIEF 0,14 % 18,73 % 41,24 % 4,19 12
Tato metoda – SURF 0,11 % 19,27 % 43,83 % 4,03 11
Brox and Malik 3,34 % 7,75 % 25,01 % 0,54 24
GPCA 2,98 % 14,28 % 29,44 % 0,65 12
LSA 2,98 % 19,69 % 39,76 % 0,92 6
RANSAC 2,98 % 13,39 % 26,11 % 0,50 15
ALC corrupted 2,98 % 7,88 % 24,05 % 0,15 26
ALC incomplete 3,34 % 11,20 % 26,73 % 0,54 19
Zpracování prvních 50 snímků (15 videosekvencí)
Tato metoda – Harris+KLT 0,13 % 20,22 % 52,39 % 2,40 3
Tato metoda – FAST+BRIEF 0,12 % 20,14 % 50,04 % 3,07 2
Tato metoda – SURF 0,10 % 22,83 % 50,98 % 2,93 3
Brox and Malik 3,27 % 7,13 % 34,76 % 0,53 9
ALC corrupted 1,53 % 7,91 % 42,13 % 0,36 8
ALC incomplete 3,27 % 16,42 % 49,05 % 6,07 2
Zpracování prvních 200 snímků (7 videosekvencí)
Tato metoda - Harris+KLT 0,17 % 19,39 % 46,89 % 4,29 3
Tato metoda - FAST+BRIEF 0,17 % 19,91 % 48,10 % 6,57 1
Tato metoda - SURF 0,14 % 21,05 % 50,44 % 4,86 1
Brox and Malik 3,43 % 7,64 % 31,14 % 3,14 7
ALC corrupted 0,20 % 0,00 % 74,52 % 0,40 1
ALC incomplete 3,43 % 19,33 % 50,98 % 54,57 0
Zpracování všech snímků (26 videosekvencí)
Tato metoda – Harris+KLT 0,13 % 17,41 % 41,53 % 3,54 13
Tato metoda – FAST+BRIEF 0,14 % 16,50 % 41,69 % 4,88 12
Tato metoda – SURF 0,10 % 18,70 % 45,51 % 4,35 10
Brox and Malik 3,31 % 6,82 % 27,34 % 1,77 27
ALC corrupted 0,99 % 5,32 % 52,76 % 0,10 15
ALC incomplete 3,29 % 14,93 % 43,14 % 18,80 5
Tabulka 5.3: Výsledky úspěšnosti segmentace pohybu získané pomocí vyhodnocení na da-
tové sadě z Berkeley. Ostatní metody jsou převzaté z [5], kde lze nalézt bližší popis.
43
Z výsledků je vidět, že celková i průměrná chyba segmentace je u navrženého postupu vyšší,
než u ostatních metod. Výhodou je však vyšší výpočetní rychlost, která je dále rozebrána
v kap. 5.5. Zvýšení chyby je z části způsobeno tím, že navržená metoda je vhodná spíše
pro detekci rigidních a zvláště rychleji se pohybujících se objektů. V použité datové sadě
tvoří většinu objektů lidé (skupiny videí marple, people, tennis), které právě tyto podmínky
nesplňují. Navíc v některých částech videí se dočasně nepohybují vůbec, vzhledem k on-line
zpracování je pak není možné detekovat, protože chybí informace o jejich pohybu v bu-
doucnu. Tyto aspekty se projevují i na vyšší průměrné chybě při zpracování prvních 50
a 200 snímků, kdy takto dlouhé videosekvence jsou v datové sadě výhradně ty téměř pouze
s pohybujícími se lidmi.
Výsledky navržené metody při použití různých příznaků se nijak významně neliší, z toho
lze usoudit, že metoda není výrazně citlivá na způsob získání zpracovávaných trajektorií,
alespoň tedy pokud neobsahují významný podíl trajektorií porušených. Ty v tomto pří-
padě byly vyloučeny pomocí normalizované vzájemné korelace. Z hlediska výpočetních
nároků jsem experimenty provedl s nižší hustotou sledovaných bodů, ta je dána jednak
nastavením detektorů bodů a také stanovenou minimální vzdáleností mezi nimi. Úpravou
parametrů je možné hustotu zvýšit, proto jsem otestoval její vliv na výsledky. Údaje jsou
uvedeny v tab. 5.4, pro demonstraci postačí pouze hodnoty při zpracování všech snímků









Zpracování všech snímků (26 videosekvencí)
Tato metoda – Harris+KLT 0,06 % 15,22 % 40,40 % 3,96 15
Tato metoda – Harris+KLT 0,13 % 17,41 % 41,53 % 3,54 13
Tato metoda – Harris+KLT 0,46 % 17,04 % 37,94 % 4,65 14
Tabulka 5.4: Výsledky úspěšnosti segmentace pohybu při různých hustotách bodů.
5.4 Detekce a lokalizace pohybujících se objektů
Dále jsem vyhodnocoval rozšíření segmentace na všechny body snímku pomocí Voronoi
teselace, jakým způsobem ovlivní vlastnosti detekce pohybujících se objektů a jaké do-
sahuje přesnosti. Toto vyhodnocení bylo provedeno na datové sadě z Berkeley na úrovni
jednotlivých objektů z anotace, kdy jejich detekci lze chápat jako klasifikaci všech bodů
snímku do dvou tříd: “bod patří danému objektu” a “bod nepatří danému objektu”. Po-
tom mohou nastat následující případy (z důvodů jednoznačnosti ponechávám jejich názvy
v anglickém jazyce):
• True positive (TP) – bod je označen jako příslušející danému objektu a opravdu
mu přísluší. Tento případ znamená správnou detekci objektu.
• False positive (FP) – bod je označen jako příslušející danému objektu, ale ten
ve skutečnosti patří objektu jinému. Jedná se o chybnou detekci.
• False negative (FN) – bod je označen jako příslušející jinému než hledanému objektu,
ten ale hledanému objektu patří. V tomto případě část objektu nebyla detekována.
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• True negative (TN) – bod byl označen, že hledanému objektu nenáleží a toto oz-
načení je správné. Tato situace je zmíněna pouze pro úplnost.
Pro vyhodnocení výsledků se pak používají následující veličiny. Jednotlivé proměnné ve vzor-
cích odpovídají počtům bodů, které dané situaci odpovídají. Názvy veličin pro jednoznač-
nost opět ponechávám v angličtině:
• Precision= TPTP+FP . Odpovídá pravděpodobnosti, že náhodně vybraný bod označený
jako patřící danému objektu, mu opravdu patří.
• Recall = TPTP+FN . Odpovídá pravděpodobnosti, že náhodně vybraný bod patřící
danému objektu bude detektorem označen, jako že mu patří.
• Accuracy = TP+TNTP+TN+FP+FN . Odpovídá poměru správně označených bodů vůči všem
bodům.
• F-measure = 2 · precision·recallprecision+recall . Kombinuje precision i recall dohromady a vyjadřuje
tak celkové skóre detekce. V tomto případě je oběma veličinám přisouzena stejná
váha, ale je možné vzorec upravit a váhy změnit. Obecně se jedná o Fβ-measure, kde
β právě odpovídá váze, tento konkrétní případ je tedy F1-measure.
Je zřejmé, že hodnoty těchto veličin spadají do intervalu <0; 1>. Recall 1,0 znamená,
že všechny body patřící danému objektu takto byly označeny, ale nic neříká o počtu dalších
bodů, které byly označeny nesprávně. Naopak precision 1,0 vyjadřuje, že všechny označené
body daného objektu jsou určeny správně, ale opět bez ohledu na hodnotu recall. Proto je
nutné posuzovat vždy obě veličiny společně, k tomu právě slouží F-measure.
Následující experimenty jsem prováděl tak, že jsem nejprve zjistil počty bodů odpovídající
jednotlivým situacím pro každý objekt v každém snímku a videosekvenci zvlášť, dále jsem
je sečetl dohromady a vypočítal z nich výše popsané veličiny. Zahrnuty byly detekované
i nedetekované objekty. Výsledky tak vyjadřují celkovou schopnost detekce pohybujících se
objektů, vše je shrnuto v tab. 5.5. Veškerá měření jsem navíc provedl s několika různými
hustotami sledovaných bodů, abych zjistil, jak tento parametr ovlivňuje přesnost segmen-
tace, ale pouze s jedním typem příznaku, vzhledem k tomu, že výsledky na něm nejsou
příliš závislé.
Hustota Precision Recall Accuracy F-measure
0,06 % 0,52 0,71 0,76 0,60
0,13 % 0,56 0,73 0,77 0,63
0,46 % 0,61 0,69 0,82 0,65
Tabulka 5.5: Výsledky experimentů pro ověření úspěšnosti segmentace pomocí Voronoi
teselace. Provedeno na datové sadě z Berkeley, sledování bodů Harris+KLT, parametry jsou
stejné jako při experimentu v kap. 5.2.
Výsledky potvrdily subjektivní pozorování, kdy segmenty vzniklé teselací opravdu pokrý-
vají poměrně velkou část objektů, nicméně velmi zasahují i mimo ně. Výsledky jsou zhoršeny
díky množství objektů, které vůbec nebyly detekovány. Zároveň je vidět, že hustota sle-
dovaných bodů v otestovaném rozsahu celkovou schopnost detekce nijak výrazně neovlivňuje.
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Při větší hustotě je sice sledováno více bodů, zejména na hranách objektů, takže segmenty
lépe kopírují jejich obrysy, ale vzhledem k principu teselace (hranice prochází uprostřed
mezi dvěma body) se přesnost příliš nezvyšuje. Problémy také způsobují okraje obrazu
a především plochy, na kterých nejsou detekovány žádné body. V takovém případě získané
segmenty skutečnému tvaru objektů příliš neodpovídají, ukázka je na obr. 5.7.
Obrázek 5.7: Vliv ploch bez sledovaných bodů na přesnost, s jakou segmenty získané
teselací kopírují tvary objektů. Takové plochy způsobí, že segmenty velmi značně zasahují
mimo daný objekt. Oproti tomu, ohraničující obdélník obklopuje objekt poměrně přesně.
Metoda funguje lépe spíše na rigidních objektech, důležité také je, aby se objekt pohy-
boval. Je zřejmé, že navrženým způsobem nelze detekovat objekty, které se nepohybují
vůbec, případně velmi pomalu, vzhledem k frekvenci, kterou je video snímáno. Stejné pro-
blémy také působí objekty pohybující se přímo proti kameře, což se v obraze projeví tak,
že body takových objektů se zdánlivě nepohybují a nelze je tedy detekovat. Dále nelze
odlišit různé objekty, které se pohybují podobným směrem a rychlostí a jsou velmi blízko
u sebe. Pokud se nachází v dostatečně velké vzdálenosti, pak jsou odlišitelné díky rozdělování
skupin pro omezení vzdáleností mezi jejich body. Ukázka všech těchto situací je na obr. 5.8.
Obrázek 5.8: Rozdělování skupin bodů umožní rozlišení podobně se pohybujících objektů.
Skupina 8 vpravo obsahuje dva objekty příliš blízko sebe, nelze je tedy rozlišit. Vozidla vlevo
nahoře nejsou detekována, protože jsou příliš daleko, jejich pohyb ve snímku je malý.
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5.5 Rychlost zpracování
Vyhodnocení rychlosti zpracování jsem prováděl na počítači s procesorem Intel Core2
Duo T7100 na frekvecni 1,8 Ghz, 4 GB paměti RAM, použitý operační systém byl Win-
dows 7 Professional x64, bez akcelerace algoritmů pomocí grafické karty. Aby výsledky
nebyly závislé na parametrech zpracovávaného videa (rozlišení), testoval jsem průměrný
počet trajektorií, který je metoda schopna za vteřinu zpracovat. To zahrnuje všechny kroky
navrženého systému – detekci a sledování příslušného množství bodů, segmentaci pohybu,
získání korespondence mezi jednotlivými skupinami, i závěrečnou Voronoi teselaci. Tuto
veličinu jsem zjišťoval tak, že jsem postupně měnil nastavení detektoru (zejména práh),
abych otestoval chování při různých hodnotách průměrného počtu sledovaných trajektorií,




























Průměrný počet sledovaných bodů v jednom snímku
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Obrázek 5.9: Počet zpracovaných trajektorií za sekundu při sledování různých přízna-
ků a různém průměrném počtu sledovaných bodů. Testy byly provedeny na videosekvenci
marple1 z datové sady z Berkeley. Parametry metody jsou stejné jako při experimentu
v kap. 5.3. Každý experiment byl proveden 10x, výsledek je aritmetickým průměrem.
Z grafu je vidět, že nejpomalejší zpracování je při použití SIFT a SURF (detektory bodů
i deskriptory), počet zpracovaných trajektorií za vteřinu je výrazně nižší, než u zbylých
dvou. Při nízkém počtu sledovaných bodů klesne počet zpracovaných trajektorií za vteřinu,
protože režie použitých algoritmů má tehdy mnohem výraznější vliv, zpracování je méně
efektivní. Metoda je schopna poměrně efektivně pracovat přibližně při 700 sledovaných
bodů s jakýmkoliv z těchto příznaků, s některými i při množství menším. Počet zpracova-
ných trajektorií za vteřinu se snižuje i při velmi velkém počtu sledovaných bodů, což je dáno
z největší části zvyšující se dobou trvání opravy přerušených trajektorií. Z většího množství
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bodů se totiž větší podíl nepodaří sledovat, ty se tak hromadí a výpočet zpomalují. Každý
příznak je ovlivněn jinak, například kombinace FAST+BRIEF je nejméně robustní a hodí
se tak spíše přibližně do 700 sledovaných bodů, při větším počtu je výhodnější použít KLT.
Pokud uvažujeme videosekvenci s rozlišením přibližně televizního vysílání v PAL (rozlišení
vyhovující pro široké spektrum úloh, zároveň ho obvykle lze rychle zpracovávat), pro detekci
pohybujících se objektů postačuje přibližně 500-1000 sledovaných bodů v každém snímku.
V takovém případě je pak rychlost zpracování 1-1,5 snímků/sekundu. Tato rychlost sice
nepostačuje pro zpracování v reálném čase, ale jedná se o zlepšení oproti ostatním metodám
ve srovnání z [5], [20] a dalším. Například nejrychlejší metoda z [5], která zvládla zpracovat
všechna data, je schopna zpracovat přibližně 312 trajektorií/sekundu, zatímco navržený
systém při stejném průměrném počtu sledovaných bodů dosahuje hodnoty blížící se k 900
trajektoriím/sekundu (Harris+KLT). V tab. 5.6 je zobrazen procentuální podíl jednotlivých
částí navrženého systému pro různé počty sledovaných bodů. Je vidět, že s jejich rostoucím
množstvím podíl segmentace pohybu klesá, nicméně pořád zůstává nejvýznamnější.
Průměrný počet sledovaných bodů
178 538 1336 3749
Detekce bodů 0.54 % 0.52 % 0.41 % 0.28 %
Výpočet deskriptorů 1.01 % 1.31 % 1.28 % 0.83 %
Sledování bodů 1.34 % 3.89 % 8.00 % 12.26 %
Oprava přerušených trajektorií 1.80 % 6.65 % 16.10 % 27.74 %
Segmentace pohybu 94.49 % 85.98 % 71.81 % 55.61 %
Zpracování skupin 0.28 % 1.05 % 1.87 % 2.98 %
Voronoi teselace 0.54 % 0.61 % 0.53 % 0.32 %
Tabulka 5.6: Procentuální podíl jednotlivých částí navrženého systému při sledování
různého počtu bodů. Průměrný počet sledovaných bodů je v jednom snímku. Zpracování
skupin zahrnuje dělení skupin a určování jejich vzájemné korespondence mezi snímky. Testy
byly provedeny na videosekvenci marple1 z datové sady z Berkeley při sledování příznaků
FAST+BRIEF, parametry jsou stejné jako při experimentu v kap. 5.2. Pro SIFT nebo





Hlavním cílem této práce bylo navrhnout a implementovat systém pro segmentaci video-
sekvence do oblastí s podobným pohybem, které pak mohou, ale obecně vždy nemusí, ko-
respondovat s pohybujícími se objekty. Tento úkol se podařilo splnit, přestože představená
metoda obsahuje řadu nedostatků. Před návrhem systému jsem nejprve prostudoval dos-
tupnou literaturu z této oblasti a seznámil jsem se s některými přístupy, především s těmi,
které jsou založené na sledování bodů a jejich trajektoriích. Na základě získaných znalostí
jsem pak provedl návrh postupu vlastního, částečně s ohledem na rychlost zpracování.
Představený systém jsem navrhl tak, aby ho bylo možné využít s různými obrazovými pří-
znaky. Nejprve jsem se zaměřil na sledování bodů, které tvoří základ pro další zpracování. Je
realizované dvěma možnými způsoby, pro vyšší robustnost je přítomna oprava přerušených
trajektorií, která významně zvyšuje délku trajektorií. Samotný postup pro segmentaci po-
hybu je založen algoritmu RANSAC, pomocí kterého jsou postupně hledány a vyřazovány
skupiny bodů s podobným, výrazným pohybem. Ty pak odpovídají jednotlivým pohybu-
jícím se segmentům v obraze. Jejich sledování probíhá pomocí určování vzájemné korespon-
dence těchto segmentů, které je založeno na hledání společných trajektorií. Pro rozšíření
segmentace na celý obraz je nakonec využita Voronoi teselace. Celý systém jsem implemen-
toval jako knihovnu v jazyce C++ s využitím OpenCV.
Pro vyhodnocení segmentace pohybu je dostupné pouze velmi omezené množství testo-
vacích dat, pravděpodobně zejména kvůli velmi náročnému vytváření anotace. Proto jsem
navržený systém vyhodnotil pouze na datové sadě pro segmentaci pohybu z Berkeley.
Na druhou stranu, díky pevně dané metodice a přiloženým nástrojům pro vyhodnocení, jsou
takto získané výsledky velmi cenné, protože umožňují přímé srovnání s metodami jiných
autorů, které byly otestovány stejným způsobem. Provedenými experimenty jsem jednak
zjistil vhodné hodnoty některých parametrů a také otestoval vlastnosti navrženého systému.
Navržená metoda se hodí spíše pro detekci rigidních a rychleji se pohybujících objektů. Jako
vstup pro segmentaci pohybu jsem vyzkoušel použít trajektorie získané sledováním různých
příznaků, testování ale ukázalo, že všechny dosahují velmi podobných výsledků, alespoň co
se týče chyby segmentace. Ta je oproti jiným existujícím metodám ze srovnání vyšší, což
lze považovat za daň pro zvýšení rychlosti zpracování. Popsaným přístupem je totiž možno
zpracovat až 3x vyšší počet trajektorií za sekundu. Při zpracování videa s rozlišením tele-
vizního vysílání PAL tak lze dosáhnout přibližně frekvence 1-2 snímky/sekundu, bohužel
tato rychlost nepostačuje pro zpracování v reálném čase. Segmentace pohybu je výpočetně
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nejnáročnější částí, v závislosti na počtu sledovaných bodů může zabrat i přes 90 % času.
Použití Voronoi teselace pro vytvoření husté segmentace se neukázalo jako vhodné, takto
získané tvary objektů jsou totiž pouze velmi přibližné a hrubé.
Možné budoucí rozšíření vidím v několika směrech. Jedním z nich je zlepšení postupu
pro vytvoření husté segmentace, nabízí se například využití hranového detektoru k získání
přesnějších obrysů detekovaných objektů. Další možností je propojení s nějakou z metod
segmentace provedené pomocí jiných kritérií, než je pohyb. Rovněž by mohl být zajímavý
pravděpodobnostní přístup, kdy by hranice jednotlivých segmentů nebyly přesně vymezené,
ale ty by se navzájem prolínaly. Druhým rozšířením, které by bylo užitečné, je oprava
přerušených trajektorií v dlouhodobém měřítku, kdy by systém byl schopen k sobě přiřazo-
vat jednotlivé výskyty objektu i poté, co například úplně zmizel ze scény a zase se objevil.
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