We consider a tight-binding model on the regular honeycomb lattice with uncorrelated on-site disorder. We use two independent methods (recursive Green's function and self-consistent Born approximation) to extract the scattering mean free path, the scattering mean free time, the density of states and the localization length as a function of the disorder strength. The two methods give excellent quantitative agreement for these single-particle properties. Furthermore, a finite-size scaling analysis reveals that all localization lengths for different lattice sizes and different energies (including the energy at the Dirac points) collapse onto a single curve, in agreement with the oneparameter scaling theory of localization. The predictions of the self-consistent theory of localization however fail to quantitatively reproduce these numerically-extracted localization lengths.
I. INTRODUCTION
Anderson localization (AL) of waves [1] in disordered media is a ubiquitous phenomenon which has been observed both for classical and quantum waves, e.g. light [2, 3] , acoustics [4, 5] , water waves [6] , ultracold atoms [7, 8] , polaritons [9] and quantum Hall system [10] . The scaling theory of localization [11] predicts that a three-dimensional (3D) system exhibits a metal-insulator transition while 1D and 2D systems always display localization at any finite disorder strength. Approximate analytical expressions for the localization length in terms of the transport mean free path can be derived within the framework of the self-consistent theory of localization [12, 13] . Dimension two is in fact the critical dimension for AL and symmetry considerations can play an important role. Indeed, while localization is expected to take place for spinless time-reversal invariant systems (albeit with an exponentially large localization length), perturbative renormalization group studies on non-linear σ-models suggest that a metal-insulator transition may occur in 2D if chirality is present [14, 15] . Such a disordered system with different chiral classes could be realized with the honeycomb lattice. The successful isolation of graphene flakes in 2004 [16] , and the discovery that graphene samples exhibit a finite electronic conductivity at half-filling although the density of states (DoS) vanishes [17, 18] , has thus spurred interest in studying electronic transport in graphene in the presence of disorder, see [19] and references therein.
However, even though graphene is a readily-available physical realization of a honeycomb lattice, its properties are invariably affected by the combined effects of interaction, disorder and phonons. The controlled study of disorder alone in graphene sheets is thus difficult, notwithstanding the fact that engineering disorder with given statistical properties seems out of reach. In that respect, ultracold atoms loaded on a graphene-like optical lattice [20] [21] [22] offer an alternative route and have already proven their key impact in weak and strong localization studies [7, [23] [24] [25] [26] [27] . Furthermore, key transport quantities, like the scattering and transport mean free paths or the localization length, have already been analyzed for speckle optical potentials in the Born approximation in Ref. [13] while engineering disorder with different correlation properties is possible.
The aim of this paper is to study transport in a disordered honeycomb lattice. We first stick to the simpler case of the tight-binding model for the regular honeycomb lattice in the presence of uncorrelated on-site disorder characterized by a symmetric box distribution. The more interesting (but more complicated) case of correlated on-site disorder will be the scope of a forthcoming publication. The novelty of our work lies in the generalization of two known methods, the recursive Green's function method and the self-consistent Born approximation, (i) to extract single-particle properties, such as the scattering mean free time τ , the scattering mean free path ℓ, the density of state (DoS) ν, and the localization length ξ, and (ii) to relate them to experimentally-controlled parameters, such as the tunneling amplitude J and the disorder strength W . The numerical data obtained from these two methods show remarkable agreement and give an accurate estimation of these single-particle properties. Our results further confirm the one-parameter scaling hypothesis [11] for localization but also reveal a quantitative disparity with the predictions of the self-consistent theory of localization [12, 13] . This disparity is yet to be understood.
Currently, there are three pieces of numerical works that are technically relevant to ours. Using a transfer matrix technique, Schreiber and Ottomeier [28] have shown that the localization lengths for various lattices (square, honeycomb and triangular) at the energy band centre E = 0 -thus including the Dirac point of the honeycomb lattice -and for various disorder strengths obey the same scaling laws. Using the same method, Xiong and Xiong concluded that all states are localized but found that the scaling behavior at the charge neutrality point is different from the one at different energies [29] . On the other hand, Lherbier et al. considered the time dynamics of a ran-dom phase wave packet using a real space order-N Kubo method [30] . They subsequently extracted the diffusion constant, and hence the scattering mean free path (which coincides with the transport mean free path as scattering by our δ-correlated potential is isotropic), from the time evolution of the spatial spread of the wave packet. This extracted scattering mean free path was then used to deduce the semi-classical conductivity through EinsteinKubo relation [31] and the localization length through the self-consistent theory of localization, a procedure that our numerical data question.
The paper is organized as follows. Sec. II gives the essential ingredients of our model and the eigenstructure of the disorder-free honeycomb lattice in the tightbinding regime. In Sec. III, we introduce the self-energy and detail the Born and self-consistent Born approximations (SCBA). We further derive analytical expressions for the self-energy at some particular energies in the weak-disorder limit. In Sec. IV, we introduce the recursive Green's function (RGF) method which is designed to compute exact matrix elements of the Green's function for large system sizes, with the caveat that actual computations can take months on a computer cluster. A faster but more restricted variant is the recursive transfer matrix method. Together with a finite-size analysis, these methods allow us to extract the localization length of the disordered honeycomb lattice at any given energy. In Sec. V, we perform a finite-size analysis of the localization lengths. We show that they can be simultaneously scaled for all energies, including the charge neutrality point. Furthermore, our results indicate that this universal curve is valid for all lattice types, all energies within the energy band and possibly for all types of uncorrelated disorders, which is not surprising from the viewpoint of the one-parameter scaling hypothesis. In addition to the localization length, we also extract the scattering mean free path and the DoS from the recursive Green's function method evaluated at complex energies. The extracted quantities show remarkable agreement with our results from the self-consistent Born approximation. The comparison of the numerically computed localization length to the prediction of the self-consistent theory of localization shows a fair qualitative agreement, but marked quantitative differences. We finally conclude in Sec. VI. Additional details are given in the Appendices.
II. MODEL
We consider here a tight-binding Hamilton operator acting on a regular honeycomb lattice with on-site disorder H = H 0 + V = −J i,j |i j| + |j i| + i ε i |i i|, (1) where |i refers to a Wannier state localized on site i and i, j denotes a sum over nearest neighbors. The hopping parameter J is usually positive and it fixes the energy scale. Throughout the paper, we assume the diagonal elements ε i to be independent random variables characterized by the same symmetric box probability distribution
where W is the disorder strength. The disorder has thus zero mean average ε i = 0 and its two-point correlator is then C ij = ε i ε j = W 2 12 δ ij , where the bar denotes averaging over disorder configurations. The disorder being spatially δ-correlated, scattering is isotropic; the scattering and transport mean free paths are consequently equal.
We now briefly review the eigenstructure of the disorder-free Hamiltonian H 0 . We refer to Ref. [20] for more details. The regular honeycomb lattice being a triangular Bravais lattice with a two-site basis cell, it can be pictured as two shifted triangular sublattices denoted by a and b, see Fig. 1 . As a consequence, the coordination number of the honeycomb lattice is three. We denote by c l (l = 1, 2, 3) the link vectors connecting a site i ∈ a to its three nearest-neighbors j l ∈ B (|c l | = a, a being the lattice constant). We next define the structure factor of the honeycomb lattice for nearest-neighbor hopping as
For the honeycomb lattice depicted in Fig. 1 , where c 1 points along the y-axis, we have
The first Brillouin zone B (in grey) of the honeycomb lattice shown in Fig. 1 and the associated reciprocal lattice vectors (arrows). The two empty circles mark the Dirac points, around which the energy dispersion is linear. By using convenient reciprocal lattice translations, the first Brillouin zone can be mapped onto the shown rectangle which is then used as the integration space in all integrals in the paper.
As shown in Ref. [20] , the eigenstructure of H 0 is defined by
where B is the first Brillouin zone of the honeycomb lattice (see Fig. 2 ), s is the band index (s = +1 for the upper, or conduction, band; s = −1 for the lower, or valence, band) and N c is the number of Bravais cells of the lattice. The full spectrum span the energy interval [−3J, 3J] and band crossing can only occur at zero energy since ε + (k) = ε − (k) implies that f (k) = 0. This happens at the Dirac points K and K ′ = −K where
for the honeycomb lattice in Fig. 1 . In the solid-state community, the energy at the Dirac points is usually referred to as the charge neutrality (energy) point because the number of energy states above and below this point are equal. As a consequence, when the gate voltage is fixed at ε ± (K) = 0 in a graphene sample, the graphene sheet is charge neutral since the particle and hole states are balanced.
In the rest of the paper, we will be mainly interested in the different localization properties of our model for energies E lying near the band edges, E ≈ ±3J, and near the band centre, E ≈ 0. In the first case, k lies near the centre of the Brillouin zone (ka ≪ 1, where k = |k|), while in the second case k lies near the Dirac points (qa ≪ 1, where q = k − K, and similarly around K ′ ). Near the band edges E = ±3J, the dispersion relation is quadratic, thus representing free massive particles
the effective mass m s = −s 2 2 /(3Ja 2 ) being negative for the upper band and positive for the lower band.
Near the charge neutrality point E = 0, the dispersion relation is linear, thus representing the celebrated "relativistic" massless Dirac particles propagating with a velocity c playing the role of an effective speed of light,
III. SELF-ENERGY
An initial Bloch state |ks propagating in the lattice will suffer scattering by the disorder fluctuations and thus will be depleted, decaying exponentially over time with a time constant which is the scattering mean free time τ ks . This coherent propagation and decay are described by the disorder-averaged Green's function G which obey the Dyson's equation
z being a point in the complex energy plane. Within our model, the disorder-free Green's function is given by
The Dyson equation features the self-energy Σ which is a central quantity given by a perturbative sum of irreducible diagrams [32] . As the disorder average restores the lattice translation symmetries and characteristics, one has
where the dependence of Σ ks (z) on k is usually smooth. Due to particle-hole symmetry, the spectrum of H 0 is symmetric with respect to E = 0. Since the onsite energies are themselves independent symmetricallydistributed random variables, it is easy to show that ks|G(z)|ks * = − k, −s|G(−z * )|k, −s , where the star stands for complex conjugation. In turn, the self-energy satisfies
Furthermore, because of time-reversal invariance, the self-energy is the same at ±k. This means that it is sufficient to study the negative energy sector and forward propagation (k x ≥ 0). The scattering mean free time, defined through
is independent of the band index.
A. Born approximation
An analytical expression for Σ ks (z) is generally not available and one has to resort to approximations to find the self-energy. For weak disorder, the simplest approximation is the Born approximation which consists in discarding all terms of the full diagrammatic perturbative expansion in Fig. 3 except the first one. Its lattice matrix elements are (18) with
where
) is the area of the first Brillouin zone. For uncorrelated on-site disorder, the self-energy at the Born approximation is a scalar:
The average Green's function then reads
(21) The expression of I(z) in terms of elliptic integrals [33, 34] is given in Appendix A.
B. Self-consistent Born approximation (SCBA)
This approximation scheme builds on the Born approximation by replacing G 0 by G in Eq. (18) . It is more powerful as it amounts to sum the infinite subclass of "rainbow" diagrams given in Fig. 3 . It gives the following self-consistent equation:
which is easy to solve numerically.
In the following we will use the parametrization Σ SCBA (z) = γJe −iθ with γ positive. For the scattering time to be positive, we must have ImΣ ks < 0, which = + + + . . .
FIG. 3.
The "rainbow" subclass of diagrams retained to compute the self-energy in the self-consistent Born approximation. The double line with arrow denotes an averaged Green's function G while a single line with arrow denotes a disorder-free lattice Green's function G0. Two vertices (solid dots) connected by a dashed line represent a 2-point correlator Cij = εiεj. The Born approximation consists in computing the self-energy with the first "rainbow" diagram only. For uncorrelated disorder, the connected vertices correspond thus to the same site. In this case the self-energy is a scalar operator depending only on the energy and the disorder strength.
This implies θ(0, W ) = π/2 for any disorder strength W .
Figs. 4 and 5 show the E-dependence of θ and γ in the SCBA for some particular disorder strengths W , while Figs. 6 and 7 show the W -dependence of θ and γ in the SCBA at some particular energies E. In the following subsection, we investigate SCBA analytically in the weak disorder regime.
C. Weak disorder limit
In the weak disorder regime W ≪ J, one expects γ ≪ 1. Several analytical results can then be derived in this limit. Some details are exposed in Appendix B.
Charge neutrality point
At the charge neutrality point, we have z = E = 0 and the function I in (22) is thus evaluated at the dimensionless complex number Z = −Σ SCBA (0, W )/J. Furthermore, because of Eq. (16), θ(0, W ) = π/2, and Σ SCBA (0, W ) = −iγ(0, W )J is purely imaginary. Equations (22) and (A3) have two solutions. One is the trivial solution γ(0, W ) = 0 while the nontrivial solution solves 
, the figure shows the amplitude γ as a function of the energy E in the SCBA for various disorder strengths. As W → 0, the peak at E = J develops into the van Hove singularity.
An expansion of the elliptic integrals appearing in the first line of Eq. (A3) for |Z| ≪ 1 leads to
Shon et al. found essentially the same type of result γJ = ε c exp(−A 1 /W 2 ), see Eq. (3.21) in [35] . The difference between their parameter values and ours arises from their introduction of the cut-off energy ε c . In our treatment, we use the exact dispersion relation, beyond the linear approximation around the Dirac points, making the introduction of an artificial cut-off unnecessary.
Van Hove singularities
At the van Hove singularities, the disorder-free DoS diverges. For our honeycomb tight-binding model, this occurs at z = E = ±J [20] and the function I in (22) is now evaluated at the dimensionless complex number (22) and (A3) around Z = 1 now leads to
One sees that, at lowest order, the self-energy at the van Hove singularities is purely imaginary too, θ ≈ π/2.
Band edges
At the disorder-free band edges, z = E = ±3J. By the same token, we evaluate the function I in (22) at the dimensionless complex number Z + = 3−Σ SCBA (3J, W )/J. A small-parameter expansion around Z = 3 now leads to
Anticipating results displayed and discussed in Paragraph V C, within the SCBA scheme, the DoS vanishes outside a finite energy band, with a square-root behavior near the band edge. This SCBA band edge is approximately given by the solution of the equation E − ReΣ SCBA (E) = 3J and does not coincide with the exact band edge 3J + W/2 found for the box disorder. Note also that the Lifshitz tail between 3J and 3J + W/2 is completely missed by the SCBA scheme.
IV. RECURSIVE GREEN'S FUNCTION METHOD
The RGF method is based upon the division of the system in smaller sections for which the Green's functions can be calculated more easily [36] . These sections are then "glued together" one after one and Dyson's equation [37] is repeatedly used to derive the full Green's function in terms of the Green's functions of the smaller sections. To study localization, we will use a generalized version [38, 39] of the RGF method. This generalized version enables us to extract any lattice matrix element of the Green's function conveniently and with high numerical stability.
Applying the RGF scheme to our case amounts to consider a finite quasi-1D lattice strip and to divide it into N vertical slices, the two open ends being along the horizontal direction, see Fig. 8 . Denoting by H N −1 the nearestneighbor tight-binding Hamilton operator for a strip with (N −1) slices, the Hamilton operator H N obtained by gluing an additional slice N can be split into three terms, 
coupling slice l to slice n at energy E can be obtained through the following recursion relations,
with 1 ≤ l ≤ n ≤ (N − 1), see Appendix C for a short derivation.
In the following subsections, we explain how we chose to slice the honeycomb lattice for the zigzag and arm- chair geometries. Once the stacking is properly defined, each lattice site i ≡ (n, m) will then be labelled by two integers. The first one 1 ≤ n ≤ N corresponds to the slice it belongs to from left to right, N being the total number of such slices. The second one 1 ≤ m ≤ M corresponds to its position along the slice from bottom to top, M being the total number of sites per slice. For both geometries we have checked that the matrix elements of the Green's function obtained through the recursive algorithm agree well with those computed by direct inversion of the operator (E + i0
+ − H N ).
A. Zigzag configuration
We first consider the zigzag (ZZ) configuration depicted in Fig. 9 , where L vertical zigzag chains of the honeycomb lattice are stacked along the horizontal direction. In the following we will be essentially interested in the case of periodic boundary conditions in the vertical direction and open boundary conditions in the horizontal one. This imposes the number of sites in each zigzag chain to be an even integer 2M . For each zigzag chain, one can define a-type (resp. b-type) vertical slices containing only a-sites (resp. b-sites). Each of these vertical slices contain M sites and there are N = 2L such slices, a-type slices alternating with b-type slices. Lattice sites are thus parametrized by (n, m) with 1 ≤ n ≤ N = 2L and 1 ≤ m ≤ M , see Fig. 9 . The width and length of this honeycomb ZZ strip are
With this slicing choice, the Hamiltonian H slice n associated to the isolated slice n is simply a M × M diagonal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . matrix with entries given by the M on-site disorder elements {ε n,m }. Furthermore, one can easily see that
where the T-superscript means matrix transposition and D is the M × M matrix given by
When periodic boundary conditions in the vertical direction are used (which is our case), p = 1. For open boundary conditions in the vertical direction, one would have p = 0. An astute reader may have noticed that the determinant of D vanishes for M even and periodic boundary conditions. In this case the transfer matrix method [36] cannot be implemented as it would require the inversion of D or D T . To avoid this pitfall, one can nevertheless always choose M odd. Note however that the RGF scheme is perfectly immune to this breakdown and its implementation does not suffer any flaw as we have duly checked. We now turn to the honeycomb armchair configuration where M horizontal zigzag chains, each containing N sites, are stacked along the vertical direction, see Fig. 10 . When periodic boundary conditions are imposed along the vertical direction, M must be even. The left vertical boundary of the lattice is now reminiscent of the shape of an armchair. Using the same recipe, we slice the lattice with vertical lines. There are now N such vertical slices, each containing M sites. The width and length of this honeycomb AC strip are L M = 3M a/2 and L N ≈ √ 3N a/2 (N ≫ 1). In the armchair configuration, it is easy to see that the M × M hop matrices satisfy H hop n,n+1 = H hop n+1,n = −J 1, while H slice n = −J X n + ε n where ε n is a M × M diagonal matrix with entries equal to the M on-site disorder {ε n,m } in slice n. X n is a M × M sparse matrix that couples each site to its nearest neighbors within slice n, namely 
V. NUMERICAL RESULTS

A. Localization length ξ
Localized wave functions are expected to decrease exponentially at large distances. We thus compute the localization length along the horizontal direction as
where the bar indicates the average over disorder configurations. Note that it corresponds to the log-averaged transmission in quasi-1D systems which has the nice property of being additive and self-averaging when new slices are added [40] . This finite-size localization length λ M depends on the energy E and the disorder strength W , but also on the lattice configuration (ZZ or AC) and width L M . In all our simulations, we have used a sufficiently large number of randomly-generated disorder configurations for each set of parameters (E, W , M and lattice configuration) such that the estimated relative error in computing 1/λ M is less than 0.2%. Furthermore 1/λ M is always computed with lengths L N greater than 5λ M . This means that larger number of samples are required as λ M increases. To avoid numerical underflow, a rescaling of G approximately. RGF equations require one matrix inversion per slice. To speed up the computation for the AC lattice we switched to the recursive transfer matrix method [36] where a true matrix inversion is carried out only after the transfer matrix equation is applied for 10 slices.
Based on ideas of the renormalization group [36] and the scaling theory of localization [11] , it was conjectured that all data points in a λ M /L M versus ξ/L M plot should collapse onto the same universal curve,
where the infinite-lattice localization length ξ depends only on energy E and disorder strength W . Our results in Fig. 11 fully supports this conjecture for sufficiently large L M . When L M ≫ ξ, the system becomes insensitive to the vertical boundary conditions and one expects λ M ≈ ξ. The scaling function should thus satisfy F (x) ≈ x for small x. We chose the honeycomb AC configuration at E = 3J and W = 10J as the reference data set for this limiting behavior, therefore fixing ξ = (2.46 ± 0.01)a in this case, see black data at the bottom left corner in Fig. 11 . At finite system width, we nevertheless expect the computed localization length λ M to be slightly shorter than the true infinite-lattice localization length ξ. This behavior is accounted for by a Taylor expansion of the scaling function
. From our data we infer α = (1.11 ± 0.01).
Starting from the situation at small x, the full scaling function F (x) is then built by finding, for each of our data sets, the corresponding ξ allowing to patch them on a single smooth curve. This procedure has been done with our AC data sets obtained in the range E ∈ [0.1J, 3J] and W ∈ [1.2J, 10J]. We have also checked that AC data sets obtained for E slightly larger than 3J and various W , as well as ZZ data sets obtained at different energies (E = 0.4J, J, 2.9J ) and W = 1.6J, all collapse onto this very same curve too. In particular, we numerically confirm that at E = 0.4J, E = 2.9J, and W = 1.6J, we get the same ξ for the ZZ and AC configurations. This might be understood as a consequence of the isotropic dispersion relation in the two energy ranges, see Eqs. (9) and (11) . On the other hand, at E = J, the extracted ξ are slightly different for the two honeycomb configurations.
For the AC configuration, an important finding is that data sets obtained at the charge neutrality point (E = 0) for W ≥ 2.5J can all be scaled by F (x). Fig. 12 shows the collapsed data for W = 2.5J, 4J and 6J (ξ = 500a, 70.9a and 16.9a respectively). Performing similar calculations for different lattice models (honeycomb, square and triangular), Schreiber and Ottomeier also found that their data obtained at E = 0 and W ≥ 4J could be collapsed onto a single universal curve [28] . Since our data at W = 4J and 6J with M = 46 agree with theirs at M = 40 (after proper unit conversion), we infer that we indeed found the same universal curve.
While it is difficult to numerically confirm that data at E = 0 and W < 2.5J can be scaled by F (x) (see analysis below for the reason of this difficulty), there is no apparent reason why they should not. Therefore, our results, combined with those in Ref. [28] , imply that all curves λ M /L M as a function of 1/L M can be collapsed onto the same universal curve by an appropriate one-parameter scaling, independently of the lattice type and disorder strength, at least for uncorrelated box-distributed on-site disorder and energies within (and slightly outside of) the energy band of the clean system. This is in marked contrast with the findings of Ref. [29] , which claim a different scaling behavior at E = 0 (see below for a possible explanation of this apparent contradiction).
For the clean system near E = 0, the energy shell slices the band structure near the Dirac points, defining two circles of allowed wavevectors centred on K and −K. The initial state |ks belongs to one of these circles, say the one around K. Introducing the deviation wavevector q = k − K, the circles have radius |q|. In the presence of disorder, the two circles are broadened in the energy shell and form rings of allowed wavevectors with mean radius |q|. Since disorder is uncorrelated in space, the two rings are coupled by scattering. However, the scattering processes being elastic, starting from the initial state q, only these two rings around the Dirac points will be populated in the course of time. Loosely speaking, if scattering does change the direction of q, it cannot change its modulus. Around E = 0, the dynamics is thus characterized by small wavevectors, i.e. by long distances in real space. This is why we expect finite-size effects to be larger around E = 0. This can be seen in Fig. 13 where the dependence of λ M on L M shows a damped oscillatory behavior when L M /a is not large enough. As explained below, the very existence of oscillations can be traced back to the opening of new scattering channels when L M increases whereas the damping can be traced back to disorder broadening.
Consider the finite-size AC configuration. For periodic boundary conditions, the allowed values for the wavevector k along Ox and Oy are quantized according to k x = n x ∆k N and k y = n y ∆k M with ∆k N = 2π/L N , ∆k M = 2π/L M , n x ∈ {0, · · · , N } and n y ∈ {0, · · · , M }. In the vicinity of E = 0, the curve at constant E will enclose a small circular area around the Dirac point K in the Brillouin zone containing few such discrete points. When the system size, notably L M , is increased, more points enter this area, which means that more channels open for propagation. The period of the oscillations observed in Fig. 13 thus corresponds to the change in L M allowing one new channel to open, i.e. ∆L M = 2π/q, where q is the radius of the circle at energy E,. Using Eq. (11), we estimate the period of the oscillations to be roughly of the order of ∆L M = 3πaJ/|E|. However, each quantized k-mode corresponding to energy E is broadened by disorder, typically by ℓ −1 . As a consequence modes cannot be distinguished from each other when ∆k M ℓ ≈ 1. Near the Dirac point, one has ℓ = cτ We numerically compute the finite-size localization length λM at various energy 0.1J ≤ E ≤ 3J and disorder strength 1.2J ≤ W ≤ 10J. The fact that all data sets can be collapsed onto a single log-log curve where ξ is the infinite-lattice localization length confirms the scaling theory of localization [11] . Each disjoint color represents a parameter pair (E, W ) as shown in the inset.
and we find that the oscillations due to the opening of new channels are washed out as soon as
Using SCBA at W = 1.6J, this simple estimate gives a/L M ≈ 4 × 10 −3 at E = 0.1J and a/L M ≈ 7.4 × 10
at E = 0.2J, in perfect agreement with the data collected in Fig. 13 .
To obtain a reliable estimate of ξ, it is necessary to go beyond the oscillatory region. This is numerically challenging at E = 0 for weak disorder, see (26) . For example, the SCBA estimate at W = 1.6J now gives a/L M ≈ 2 × 10 −6 , way out of the capabilities of the RGF scheme. We believe this is the reason why a different scaling at E = 0 was claimed in [29] : the sample sizes used by the Authors were probably not large enough to reach the scaling region. As seen in Fig. 13 , it is easy to miss the oscillations at E = 0 for small W. The curve there is clearly different from the other ones and cannot be collapsed by translation (in log scale) onto the universal curve, F (x). This might be the origin of the claim in Ref. [29] that a different scaling is observed at E = 0. This is however only a finite-size effect.
In Fig. 14 , we show the variations of the localization length ξ as a function of the energy E for different disorder strengths W . In the linear dispersion regime (but not too close to E = 0), ξ appears to be a constant whose magnitude increases as W decreases. When getting closer to E = 0, ξ decreases (see curve at W = 2.5J) and a small dip occurs. A similar feature is predicted in Ref. [30] when computing ξ from the numericallyevaluated semi-classical conductivity. Extrapolating our results, we find that ξ is finite at E = 0 but increases sharply when W decreases. Taking graphene as an example (a = 0.142nm, J ≈ 2.7eV), the localization length ξ is of the order of 10 6 a ≈ 0.1mm at W = 1.6J ≈ 4.32eV. This sample size is achievable with the current state-ofthe-art technology.
A second notable feature is the small dip slightly below the van Hove singularity at E = J. This is surprising as the DoS at the van Hove singularity diverges in the absence of disorder, which implies more propagation channels. Finally we see that ξ decreases as E gets closer The oscillations observed at small LM results from the opening of new scattering channels when LM is gradually increased. In the linear dispersion regime, the oscillation period in LM is crudely approximated as inversely proportional to E, with a small correction due to disorder.
to the band edge (E = 3J) and slightly extends beyond it.
To conclude this subsection, we compare in Fig. 14 our numerical data near E = 0 and E = 3J at W = 1.4J with the analytical prediction of the self-consistent theory of localization [12] (see section V B 3). As can be seen, if the general trend is qualitatively satisfactory and even semi-quantitatively correct (within a factor 10) near the band edge, the prediction is off by more than 3 orders of magnitude near the band centre E = 0. In this analytical prediction, the scattering mean free path ℓ is estimated using SCBA and κ is defined in Eq. (45). If the qualitative behavior is relatively satisfactory, the quantitative predictions are off by several orders of magnitude in the linear dispersion regime and by about an order of magnitude in the quadratic dispersion regime.
B. Scattering mean free path ℓ
RGF numerical estimate
The elastic scattering mean free path ℓ defines the distance a particle travels on average without being scattered. For the negative energy sector (see the reason why in the following subsection), we compute the 1D averaged retarded wave function as
where the retarded submatrix G (N +2n) n,n+N connecting slices n and (n + N ) is evaluated at complex energy E + iη (E ≤ 0) and disorder strength W , η being a small positive number. The indices m and m ′ label the sites within each slice respectively. In the following, n is chosen such that the distance between slice n and the closest open-end boundary is large enough (see below).
As shown in Fig. 15 , |Ψ N | 2 falls off exponentially with a decay constant ℓ(η). The scattering mean free path is further obtained as ℓ = lim η→0 ℓ(η). In our simulations, the number of disorder configurations has been chosen such that we have 2 × 10 5 samples near the band edge at −3J (quadratic dispersion regime) and 2 × 10 6 samples near the band centre (linear dispersion regime). We , from which we can extract the decay constant ℓ(η). The scattering mean free path is further obtained as limη→0 ℓ(η).
have imposed a minimum distance of 5ℓ(η) between slice n and its closest open-end boundary, thereby fixing the value of n in Eq. (38) . This ensures that the exponential decay is insensitive to the open-end boundaries. Our numerical results are thus equivalent to those that would have been obtained with an infinite tube. We would like to mention here an important technical remark. When summing the submatrix entries in (38) , serious numerical cancellation errors occur when E and J have same signs. In our case J > 0 and the numerical evaluation is stable only if E < 0. The reason behind this numerical instability is the relative sign between the quasi-Bloch sublattice components of |ks , see Eq. 7. The decay constant ℓ(η) is extracted by performing a linear fit on ln |Ψ N | as a function of L N . We see in Fig. 16 that a/ℓ(η) displays oscillations similar to those observed for ξ when the transverse size (fixed by the number of sites M ) increases. Again, the oscillations can be accounted for by the opening of new scattering channels. By further increasing M , the oscillations damp and finally the fluctuations in a/ℓ(η) reach the level of the error bars themselves. This happens when the width L M roughly exceeds 10ℓ(η). Beyond this point, the system does not feel anymore the transverse periodic boundary condition and the corresponding ℓ(η) are reliable estimates of the infinite-lattice case. We show how to extract ℓ from these reliable estimates in Fig. 17 . Note that a direct evaluation of ℓ at η = 0 is in principle possible, but is unfortunately affected by huge fluctuations as the Green's function is computed on the real axis where its poles lie. This direct method proves thus much less efficient in practice.
SCBA estimate
In the same spirit, an SCBA estimate of ℓ can be obtained by using G 0 (E − Σ(E)) in (38) and by considering a finite horizontal lattice strip of length L with periodic boundary conditions in the transverse direction in the limit L M , L → ∞. In the limit of an infinite AC honeycomb lattice, a careful but straightforward calculation using Eqs. (7) and (13) 
where z = E − Σ(E) and q = √ 3k x a/2. The self-energy Σ(E) is computed using Eqs. (22) and (A3). The distance between the two slices being L N = √ 3aN/2 in the AC configuration, we then get the scattering mean free path as
The exponential decay of Ψ N is given by the imaginary part of the complex pole Q = Q r + iQ i solving
with Q i ≥ 0. The scattering mean free path is then just a/ℓ = 4Q i / √ 3. Approximate solutions are given in the Appendix B.
A word of caution is here necessary. Inspection of (39) in the absence of disorder (Σ = 0) shows that the allowed energy range is restricted to −3J ≤ E ≤ J. A part of the positive energy sector is thus missed and will keep missed at weak enough disorder. As a consequence using Eq. (39) is only well adapted to the negative energy sector. The physical reason is that the honeycomb lattice has a two-point Bravais cell and the prescription (38) amounts to consider a symmetric combination of amplitudes associated to a-sites and b-sites within a Bravais cell of the initial slice. Would one had chosen the antisymmetric combination, then one would have gotten
which is well adapted to the positive energy sector. As a rule of thumb, we thus only use Eqs. (38) and (39) for the negative energy sector E = −|E| and then resort to (16) whenever necessary. Once the scattering mean free path ℓ(E) and the scattering mean free time τ (E) have been calculated, one can compute the ratio v(E) = ℓ(E)/τ (E). From (41), we get
where c is the Dirac fermions speed and where 0 ≤ Q r ≤ 2π/3 for propagation from left to right. At sufficiently weak disorder, one expects Q i ≪ 1, and thus
In the weak disorder regime, the real part of self-energy is generally small compared to the value of E and can be usually discarded.
Returning to fully dimensioned quantities, we thus find the usual result that v(E) = |∂ kx ε(k x )|/ is the group velocity (here along Ox) when disorder is sufficiently weak. Quantitative comparison between the SCBA and RGF results are shown in Figs. 18 and 19 . The two methods show remarkable agreement. We note however that the SCBA underestimates ℓ in the quadratic dispersion regime but overestimates ℓ in the linear dispersion regime. The deviation of the Born approximation from the true (RGF) ℓ might be understood from two perspectives: first as a consequence of the smoothing of the DoS ν(E) by disorder (see Fig. 20 ), second as a consequence of the enhancement of the group velocity (see Fig. 21  and 22 ). Indeed, from the relation ℓ = vτ (v is the group velocity), we know that 1/ℓ is directly proportional to ImΣ(E), which is in turn directly proportional to the DoS. As disorder is increased, the sharp variations of the DoS at the band edges (E = ±3J), at the van Hove singularities (E = ±J), and at the charge neutrality point (E = 0) are smoothed. Since the DoS area must be conserved (particle number is conserved), this smoothing is accompanied by a redistribution of states over energies and by an increase of the DoS at some energies. For example, since the van Hove singularity peaks in the DoS are decreased, there is a corresponding increase of the DoS in the linear dispersion regime. Similarly, as the band edges are smoothed, the DoS at |E| < 3J decreases but increases for |E| > 3J. Therefore, the departure of the actual 1/ℓ from the Born value as disorder is increased, and whether the Born value underestimates or overestimates the actual 1/ℓ in Fig. 18 and Fig. 19 , is a simple consequence of the smoothing effect of the DoS in different energy regimes.
Comparison with the self-consistent theory of localization
The self-consistent theory of localization (SCTL) [12] provides a self-consistent recipe which extends the weakdisorder diagrammatic approach to the regime of Anderson localization. The diagrammatic approach describes perturbatively the weak localization corrections to classical transport due to interference along closed loops. As this correction diverges for infinite system size, the selfconsistent theory of localization aims at computing the minimum size of the system beyond which the correction is strong enough to stop the diffusive transport and identifies this length scale with the localization length.
For isotropic scattering and an isotropic dispersion relation, SCTL establishes a simple link between the localization length ξ, the scattering mean free path ℓ and the 2 is renormalized by a factor proportional to the corresponding densities of states, ν ho = 0.14 (honeycomb) and νsq = 0.081 (square), in the absence of disorder as defined by Eq. (47). For both lattices, the (negative) energy E is chosen near the band edge where the dispersion is quadratic. The inset identifies the different lattices, configurations, energies and calculation methods. The overlap between the results of the armchair (AC) honeycomb and square (SQ) lattices show that the average propagation near the band edge is independent of the lattice type and solely determined by the quadratic nature of the dispersion relation. Comparison with the Born approximation is shown. We also plot the scattering mean free path corresponding to the numerically observed localization length (calculated with the Recursive Green Function method), assuming that the two quantities are connected by eq. (45) derived from the Self-Consistent Theory of Localization. This shows that the predictions of the Self-Consistent Theory of Localization are qualitatively correct, especially for weak disorder, but that large quantitative deviations are observed at large disorder.
wavevector κ, ξ = 2ℓ e πκℓ − 1 ≈ 2ℓe
where κ = |k| when the energy is chosen near the band edges and κ = |q| = |k − K| when the energy is chosen near the charge neutrality point. SCLT being valid when κℓ ≫ 1, we further get the approximation πκℓ 2 ≈ ln(πκξ/4) − ln ln(πκξ/4) .
We show this SCTL prediction in Fig. 18 and Fig. 19 , ξ being evaluated by the RGF method. Much to our surprise, the agreement between our numerical data and the SCTL prediction proves very poor. It should be reminded however that SCLT is supposed to be valid when κℓ ≫ 1, that is in the weak disorder limit where a/ℓ is simply proportional to W 2 . Fig. 18 (and to a lesser extent Fig. 19 too) indeed shows that the SCLT estimate tends to be a linear function of W 2 . In fact all predictions, SCBA, RGF, SCTL and Born approximation agree well when W ≪ J. It would be desirable to have numerical results at smaller disorder strengths. Unfortunately, the localization length is too large to be measurable. In any case, our numerical results show that higher orders in W are completely different for the true (RGF) a/ℓ and the SCLT prediction. Furthermore, the trend in the linear dispersion regime is completely different. These results are yet to be understood.
C. Density of states
The disorder-averaged DoS per lattice site is defined by ν(E/J, W/J) = 1 2N c µ δ(E/J − λ µ /J),
where N c is the total number of Bravais cells and where λ µ is the eigenvalue of the Hamilton operator H in Eq.
(1). This definition is related to the diagonal elements of the Green's function by ν(E/J, W/J) = − J π lim η→0 + Im j|G(E + iη)|j , Because of particle number conservation, the area under the curve is also a conserved quantity and states are simply redistributed over a broader energy range. For example, as the smoothed van Hove singularity peak at E = −J decreases, the corresponding states are redistributed in the wings as indicated by the arrows. This translates into an increased DoS near the charge neutrality point E = 0. Similarly, states at the band edge at E = −3J are partly redistributed outside the energy band of the clean system (E < −3J), resulting in a decrease of the DoS in the quadratic dispersion regime E −3J. The upper inset shows the variations of the DoS in the quadratic dispersion regime while the lower inset shows the variations of the DoS in the linear dispersion regime near the charge neutrality point.
where j labels an arbitrary lattice site in the infinitelylarge lattice. Like what we did to extract ℓ with the RGF method, we compute G(E + iη) for η/J ∈ [0.01, 0.07] and then perform a quadratic fit in η to extract the limit η → 0 + . For each value of η, the longitudinal length L N and the transverse width L M are both chosen to be greater than 10ℓ(η). The value of j|G(E + iη)|j is then estimated by considering any site j at a minimum distance of 5ℓ(η) from the two ends of the tube.
The comparison between the DoS calculated with the RGF and SCBA methods is shown in Fig. 23 . The two methods agree remarkably well except near the band edges (E = ±3J) and at the charge neutrality point (E = 0). The breakdown of SCBA is probably due to the fact that qℓ ≪ 1. For moderate disorder strength (W = 1.4J), the RGF results display Lifshitz tails near the band edges while the SCBA results show a squareroot cut-off.
The DoS at E = 0 as a function of W is shown in Fig. 24 . The large deviation between the RGF and SCBA results is expected since the latter is strictly not valid in the range of disorder strengths shown. Note that Shon 22 . Variation of the group velocity v = ℓ/τ with respect to the square of the disorder strength W in units of of the hopping energy J within the SCBA. The (negative) energy E = −2.9J is chosen in the quadratic dispersion regime. The group velocity of the clean system (chosen along Ox) is given by v0 = 0.36c, where c is the massless Dirac particles velocity. As one can see, the group velocity near the band edge is significantly enhanced by disorder. This is the main reason why SCBA underestimates ℓ near the band edge compared to the RGF calculation. and Ando [35] obtained slightly different SCBA results for the DoS at the Dirac points probably because they used a strictly linear dispersion relation, hence discarding trigonal warping [41] . As already witnessed by the results on ℓ, the SCBA underestimates ν(E), and hence the self-energy Σ(E), in the linear dispersion regime. However, although quantitatively incorrect, the SCBA qualitatively captures an essential property of the system, namely the very fast decrease of the DoS when W goes to zero, essentially like exp(−A/W 2 ).
VI. CONCLUSION
In this paper, we have studied coherent transport in the honeycomb lattice subjected to the effect of a spatially-uncorrelated on-site disorder with symmetric box-like distribution. We have used the recursive Green's function method to reliably extract the scattering mean free path ℓ and the density of states. We have compared these quantities to the analytic predictions of the selfconsistent Born approximation and found good agreement at weak disorder. We have also used the recursive Green's function method to extract the localization lengths for different transverse sizes. We have shown that all of these finite-size localization lengths can be collapsed onto a single curve. We have checked that this curve is universal as it applies equally well to the square and honeycomb lattices at any energy. In particular, it applies to the honeycomb lattice at the charge neutrality point, at the van Hove singularities, and at the band edges. These findings validate the one-parameter scaling hypothesis which is thus not restricted to particles with either quadratic dispersion or linear dispersion relations. 
substitution into Eq. (C3) immediately gives Eq. (31d).
