Abstract. Generalization hierarchies are frequently used in computer science, statistics, biology, bioinformatics, and other areas when less specific values are needed for data analysis. Generalization is also one of the most used disclosure control technique for anonymizing data. For numerical attributes, generalization is performed either by using existing predefined generalization hierarchies or a hierarchy-free model. Because hierarchy-free generalization is not suitable for anonymization in all possible scenarios, generalization hierarchies are of particular interest for data anonymization. Traditionally, these hierarchies were created by the data owner with help from the domain experts. But while it is feasible to construct a hierarchy of small size, the effort increases for hierarchies that have many levels. Therefore, new approaches of creating these numerical hierarchies involve their automatic/on-the-fly generation. In this paper we extend an existing method for creating on-the-fly generalization hierarchies, we present several existing information loss measures used to assess the quality of anonymized data, and we run a series of experiments that show that our new method improves over existing methods to automatically generate on-the-fly numerical generalization hierarchies.
Introduction and Motivation
Generalization hierarchies are frequently used in computer science, statistics, biology, bioinformatics, and other areas when less specific values than the original ones are needed for data analysis. The term generalization hierarchy is used in data privacy and anonymity community and more recently in data mining community. Generalization hierarchies are commonly called taxonomies (biology, bioinformatics, statistics, etc.) or concept hierarchies (data mining and data warehousing).
These hierarchies provide the foundation of roll-up and roll-down operations in a data warehousing system [13] . In data mining, generalization hierarchies are used in various data mining techniques such as characteristic rule mining [9] classification [19] , association rule mining [11] , and clustering [5, 7] . Other areas of computer science such as machine learning [20] , data integration [34] , object-oriented databases [12] , and intrusion detection [18] also use generalization hierarchies. Recently, generalization hierarchies received a renewed attention in the data privacy field. Statistical disclosure control community used global/local recoding (a close substitute of a generalization hierarchy) as a disclosure control technique for protecting datasets against de-identification [41] . In the data anonymity community, the seminal papers of Sweeney [35] and Samarati [33] reinforced the use of generalization as a powerful and useful technique to achieve k-anonymity [33, 35] .
Generalization consists in replacing the actual value of an attribute with a less specific, more general value that is faithful to the original [36] . In general, generalization is based on a domain generalization hierarchy (DGH) associated to that attribute. Such a generalization hierarchy is usually provided by a domain expert based on the attribute characteristics. A second hierarchy, called value generalization hierarchy (VGH), represents all values from different domains/levels of the domain generalization hierarchy and their ancestor/descendant relationships. Fig. 1 shows two examples of DGHs and VGHs for attributes country and gender.
Fig. 1. DGHs and VGHs for attributes country and gender
Generalization is one of the most used disclosure control technique for anonymizing data. It is applied to microdata sets in order to avoid de-identification of individuals. Microdata represents a series of tuple, each tuple containing information on an individual unit such as a person or organization [41] . We call the original microdata initial microdata (IM). Due to existing regulations in various areas (such as Health Insurance Portability and Accountability Act, HIPAA [14] ), IM should be released for use by a third party only after the owner of the data has masked it to limit the possibility of disclosure. We call the final microdata ready for release, the masked microdata (MM).
Generalization was initially used for categorical attributes with predefined DGHs and VGHs constructed by the domain experts [36] . Generalization was next extended for numerical attributes either by using predefined hierarchies [16] or a hierarchyfree model [23] . While generalization of numerical attributes using predefined hierarchies is similar to the generalization for categorical attributes, the generalization of numerical attributes without generalization hierarchies is based on determining generalization intervals/bins during the anonymization process based on an optimization criterion (such as minimizing information loss). Based on how generalization intervals are created, that hierarchy-free generalization for numerical attributes helps minimizing the information loss that occurs in the masking process, and might perform in that respect better than using a predefined hierarchy. Still, there are situations when hierarchy-free generalization is not suitable for anonymization. First, creating generalization intervals during the anonymization process does not guarantee that those intervals are disjoint (in many situations these intervals will overlap) and this will create difficulties in analyzing the resulting masked microdata. For example, the values 12, 17, 23 for the attribute age can be generalized to the interval [12 -23] , and the values 16, 34 for the same attribute can be generalized to [16 -34] . The reason why the grouping is not based on the order of values (the first group in that case would be 12, 16, 17; the second group 23, 34) is because there are other attributes involved in the anonymization process and the values of those attributes will impact the creation of groups; due to their influence, the overlapping generalization intervals for the numerical attribute are preferred for a smaller overall information loss in the anonymized data. If these overlaps are not desired in the resulting masked microdata, due to the nature of the application, then the data owner should use hierarchies during the generalization process. Second, certain data anonymity models, such as constrained k-anonymity (which relies on boundaries imposed on the amount of generalization allowed in the anonymization process) [30] and personalized anonymity (which uses guarding nodes as boundaries for the sensitive information) [39] require pre-existing hierarchies for numerical attributes. Based on the above considerations, we conclude that there are situations when using hierarchies for numerical attributes during the anonymization process cannot be avoided. Traditionally, the generalization hierarchies were created by the data owner with help from the domain experts. But while it is feasible to construct a hierarchy of small size, the effort increases for large hierarchies. The manual construction of a generalization hierarchy might cause problems such as erroneous classifications or omissions of concepts [17] . Usually, creating and understanding a hierarchy for categorical attributes is easier than for numerical attributes: the values of the categorical attribute are well established, discrete, have a natural hierarchical organization, while numerical attributes have many values and not very often have a natural hierarchical structure. Moreover, a domain expert will not be able to capture the data characteristics when designing a generalization hierarchy, and this will likely lead to creating masked microdata where the information loss is high. Using a "good" hierarchy in the anonymization process significantly impacts the quality of the anonymized microdata; depending on how well the hierarchy fits the distribution and grouping of the attribute's values in the microdata set. Using on-the-fly hierarchies created based on data characteristics will help in creating a better-quality masked microdata.
Automatic generation methods for creating generalization hierarchies in data mining community (usually called concept hierarchies) exist for both categorical and numerical values. There are only a few studies for categorical attributes since, as mentioned before, these hierarchies are in general easier to create by human experts [22] . For numerical hierarchies, many techniques to generate automatic hierarchies are proposed in the literature. The binning method, which partitions numbers in equal ranges or equal frequencies, is reviewed in [13] . Extensions to this method include histogram analysis and numeric clustering [10, 13] . Other approaches that try to locate better cutting points are based on recursive binary discretization [4] , minimum description length [6] , entropy-based discretization [32] , chi-square test [21, 26] , relaxation error [5] , and attribute-oriented induction [15] . All these methods focus on preprocessing data before applying data mining techniques, and they are not tailored to data anonymity. Still, we selected two such approaches introduced by Han and Fu [10] and by Chu and Chiang [5] for our experimental comparison.
A method to generate on-the-fly numerical hierarchies for anonymizing data is introduced in [3] . A hierarchical clustering agglomerative approach [37] is used to construct a hierarchy based on the distance between already created nodes in the generalization hierarchy of the target attribute.
Our research contributions in this paper are as follows. First, we improve the existing method for creating on-the-fly hierarchies for numerical attributes introduced in [3] . Our new method will replace the agglomerative selection approach based on minimal distance between nodes with the selection of two neighbor nodes that, combined, will create the smallest possible node (in a sense that we will describe later) at that step. This improved method is presented in Section 2.
Second, we discuss how the generated hierarchies are used during anonymization and we present several existing information loss measures that assess the information lost in the generalization of numerical quasi-identifier attribute values.
Third, we perform a series of experiments on the Adult dataset [17] . We generate k-anonymous masked microdata sets using the on-the-fly generalization hierarchies created based on our new method, using the existing method presented in [3] , using a set of predefined hierarchies, and without using hierarchies (hierarchy-free generalization). We also create anonymized datasets using hierarchies generated with two existing methods used for dynamic generation of numerical hierarchies in data mining [5, 10] . The quality of the resulting datasets is compared with respect to the information loss measures discussed in Section 3. These information loss measures' values are dependent on the hierarchies used to perform generalization and on the anonymization algorithm used. To compare the quality of generalization hierarchies, we use the same anonymization algorithm (introduced in [2] ) for all our generated datasets.
The paper ends with conclusions and suggestions for future work.
On-the-Fly Hierarchies for Numerical Attributes
The initial microdata (IM) is described by a set of attributes that are classified into three categories: identifier attributes such as Name and SSN that can be used to identify a tuple; quasi-identifier attributes such as ZipCode and Sex that may be known by an intruder; and confidential or sensitive attributes such as Diagnosis and Income that are assumed to be unknown to an intruder. In the released dataset (called masked microdata and labeled MM) only the quasiidentifier and confidential attributes are preserved; identifier attributes are removed as a prime measure for ensuring data privacy. Although direct identifiers are removed, an intruder may use record linkage techniques between externally available datasets and the quasi-identifier attributes values from the masked microdata to glean the identity of individuals. To avoid this possibility of disclosure, one frequently used solution is to further process (modify) the initial microdata through generalization and suppression [36] of quasi-identifier attributes values, so that to enforce the kanonymity property for the masked microdata. In order to rigorously and succinctly express k-anonymity property, we use the following concept: Definition 1. (QI-Cluster): Given a microdata, a QI-cluster consists of all the tuples with identical combination of quasi-identifier attribute values in that microdata.
We define k-anonymity based on the minimum size of all QI-clusters.
Definition 2. (K-Anonymity Property):
The k-anonymity property for a MM is satisfied if every QI-cluster from MM contains k or more tuples.
Unfortunately, k-anonymity protects only against identity disclosure and it fails to protect confidential information against attribute disclosure [29, 38] . As a result, several anonymity models were introduced to increase the protection of confidential information of individuals in the released datasets. Some of the most known extensions of k-anonymity include l-diversity [29] , p-sensitive k-anonymity [38] , (α, k)-anonymity [42] , t-closeness [25] , (ε, m)-anonymity [24] , l + -diversity [27] , and (τ, λ)-uniqueness [40] .
Generalization is one of the most used techniques to create a masked microdata that satisfies not only k-anonymity but also any of the improved anonymization models. For a fair comparison of the quality of generated masked microdata sets with various generalization hierarchies, the same anonymization model must be used. In this paper we decided to use k-anonymity for our comparison. While a different anonymization model may increase the information loss (due to a stronger privacy requirement, the utility is expected to drop), we expect that the information loss for various generalization hierarchies will keep for other models the relative proportion they have for k-anonymity.
Let K be the numerical quasi-identifier attribute for which we construct a generalization hierarchy. We denote by V = {v 1 , v 2 , …, v m } the distinct values of K in the dataset IM. Each one of these values can have one or more occurrences in IM. If more than one numerical quasi-identifier attribute needs on-the-fly hierarchies, they are constructed individually, one attribute at a time.
The method to create on-the-fly hierarchies is described next. The construction of the hierarchy starts with a set of m nodes, one node for each of the m unique values of the attribute K. These nodes will become the leaves of the domain value hierarchy labeled H K for the attribute K. Next, the hierarchy is built from leaves to root, by merging at each step two nodes that will create the smallest possible node at that step. The generalization hierarchy is completely built when all values are combined into a single node, the root of the hierarchy. The resulting hierarchy is a tree, called a dendrogram [13] , which is usually not balanced, and which can have its leaves on any level under the root.
We will define next the size of a node and how two nodes are merged in our approach.
Definition 3. (a node in the numerical hierarchy).
For a leaf node created for the value v, min and max are the same value (v). A node will be represented as X = [min, max]. We will denote by v both a value of K and its associated leaf node. In the above algorithm, the size of the current set of nodes, V, is reduced by one when two nodes are merged, and after m-1 iterations, only one node will remain in the set. This node becomes the root of the hierarchy. The hierarchies produced by this algorithm are shaped as binary trees and can be very deep, due to how they are created -they can actually have a maximum of m-1 levels. In is worth noting that at every iteration, the nodes from the current set of nodes are completely disjoint. In the generated hierarchy any initial value has a unique path from its corresponding leaf to the root. This prevents one problem that exists with hierarchy-free generalization (described in Section 1). Examples of hierarchies constructed with this algorithm are presented in Section 4.
The complexity of the NumericalHierarchy algorithm is O(m 2   ) . This is because, in each merging step, the two nodes to be merged can only be adjacent nodes in the list of current nodes V. The nodes in V are kept sorted based on their max value (any value from the node can be used in this ordering since the nodes are disjoint). Consequently, finding the pair of nodes in V that when merged create the smallest node implies comparing |V|-1 pairs of nodes. As the size of V decreases from m to 1, the overall cost is O(∑ ) = O(m 2 ).
Information Loss Measures Used in Data Anonymity
To measure the quality of masked microdata we use and adapt several well known information loss (IL) / data utility measures. Since our on-the-fly generalization is applicable to numerical attributes only, we present in this section these information loss measures with the assumption that all quasi-identifier attributes are numerical. We exclusively limit quasi-identifiers to homogeneous combinations of numerical attributes, with or without hierarchies, to isolate and study the impact on masked microdata quality of using different types of numerical hierarchies in the anonymization process. We use the following notations in this section:
 QI = {K 1 , K 2 ,…, K p } -the set of p numerical quasi-identifiers for the initial microdata, IM.  s -the number of quasi-identifier attributes for which we use hierarchy-free generalization. We agree that these attributes are the first s in the set QI ({K 1 , K 2 ,…, K s }). Consequently, the set {K s+1 , K s+2 ,…, K p } represent the quasiidentifier attributes that are generalized using hierarchies. Note that when s = 0, all quasi-identifier attributes have hierarchies and when s = p all attributes are generalized using hierarchy-free generalization.  n -the number of tuples from IM.  cl = {t 1, t 2, …, t q } -a set of q tuples from IM.  S = {cl 1 , cl 2 , …, cl u } -a complete and disjoint partition of IM (every tuple from IM belongs to exactly one cluster from the partition).  t r |QI = (t r 1 , t r 2 , …, t r p ), for all r = 1..q; t r |QI denotes the relational projection operation of a tuple t r on the set of attributes QI. To achieve k-anonymity, IM is partitioned into clusters of size at least k. Each such cluster is generalized to the corresponding QI-cluster using either hierarchy-free generalization or hierarchy (predefined or on-the-fly)-based generalization for each quasi-identifier attribute. This process will lead to loss of information in MM compared to IM. The first information loss measure we present in Definitions 7 and 8 was previously presented in [3] and it extends the measure previously introduced in [2] by assessing the information loss in hierarchies where leaf nodes are situated at different levels.
Definition 7. (cluster information loss due to generalization).
The information loss caused by generalizing a cluster cl to the same "tuple" (these tuples form a QI-cluster in MM), denoted by IL(cl), is defined as follows:
Definition 8. (normalized total information loss).
The normalized total information loss for a partition into clusters, S, of the initial microdata set, IM, is the sum of the information loss for all clusters in S divided to the number of tuples from IM times the number of quasi-identifier attributes. Formally:
The maximum value for NTIL is 1, and it corresponds to the case when all tuples in IM would have each quasi-identifier attribute generalized to the interval that covers all of its values in the set, or, respectively, generalized to the root value of its value generalization hierarchy. The minimum value (0) is obtained when MM is the same as IM (there was no generalization performed). The next two information loss measures presented in Definitions 9 and 10 are based on Minkowski-norms on group extents and they are introduced in [8] .
Definition 9. (normalized information loss -average-extent metric).
The normalized information loss based on average extent metric for a partition into clusters, S, of the initial microdata set, IM, is defined as follows:
, · NIL 1 is similar to NTIL except it does not take into account the size of clusters from the partition S. The range of values for NIL 1 is [0, 1], and the boundaries are also met for no generalization (NIL 1 = 0) and generalization to the root (NIL 1 = 1), respectively.
Definition 10. (normalized information loss -maximum-extent metric).
The normalized information loss based on maximum extent metric for a partition into clusters, S, of the initial microdata set, IM, is defined as follows:
NIL ∞ is considering the maximum information loss per attribute between all clusters which is averaged for all quasi-identifier attributes and normalized to [0, 1] . While the value 0 is also obtained when there is no generalization, the value 1 can be obtained more easily, for instance it is enough if only a cluster is generalized to the root (or maximum interval, for hierarchy-free generalization) for all attributes. This value can also be obtained if for any quasi-identifier attribute, there is a cluster that generalizes that attribute to the root. The last two information loss measures we present in Definitions 11 and 12 are based on discernability metric (DM) [1] and average cluster size metric (AVG) [23] . These measures are not normalized to [0, 1].
Definition 11. (discernability metric).
The discernability metric (DM) assigns to each tuple from IM a penalty that is determined by the size of the cluster containing that tuple: 
Experimental Results
For our experiments, we selected the anonymization algorithm called greedy kmember clustering presented in [2] . This algorithm works by creating clusters of tuples from IM, of size k or more. These clusters will be then generalized to the same tuple, forming a QI-cluster in the MM. The clusters are created one at a time, starting from a seed tuple and absorbing one new tuple at a time, until the cluster has k tuples.
The new tuple selection criterion is based on an objective function. The objective function in our case is the NTIL function; therefore, a new tuple is added to a cluster labeled cl if it produces a local minimum increase of IL(cl) (see Definition 7).
To assess the performance of the new proposed on-the-fly generalization method of hierarchies for numerical attributes, we used the Adult dataset [31] . This dataset is the de-facto benchmark for many data anonymization problems and it consists of 45,422 tuples. Since we want to compare the generalization hierarchies for numerical attributes we will restrict our experiments to the following 3 numerical quasiidentifier attributes: age, education_num, hours_per_week. As we already mentioned before, we considered all of the quasi-identifiers to be numerical, as to avoid the categorical ones to impact in any way the anonymization process and the quality of the masked microdata.
We performed experiments with six settings for the above mentioned quasiidentifier attribute set:
 Each attribute had a generalization hierarchy dynamically created with the method introduced in this paper. We refer to it as IOTF (improved on-the-fly) method.  Each attribute had a generalization hierarchy dynamically created with the related method introduced in [3] . We call this method OTF (on-the-fly) method.  Each attribute had predefined hierarchies. These hierarchies are the same as in [3] .  Each attributes did not have hierarchies (i.e. hierarchy-free generalization).  Each attribute had a generalization hierarchy dynamically created with a method used in data mining for concept hierarchies introduced in [10] . In the algorithm to generate hierarchies from [10] we use a threshold value of 4 and a fan-out value of 5. We call this method Han based on the first author name.  Each attribute had a generalization hierarchy dynamically created with a method used in data mining for concept hierarchies introduced in [5] . In the algorithm to generate hierarchies from [5] we use a threshold value of 2. We use the first author's name, Chu, to refer to this method. We present in Fig. 2 the generated value generalization hierarchies for the attribute education_num (we selected this attribute as it has the smallest number of distinct values; similar hierarchies were generated for age and hours_per_week attributes using all five methods). In Fig. 2 , due to space limitation some of the single value leafs are not shown.
In each setting, we anonymized the microdata set using the same algorithm ( [2] ), for all possible k values in the range 2 -20. It is worth noting that in all experiments we either use hierarchies (s = 0) or a hierarchy-free approach (s = p) for all three quasi-identifier attributes (see Section 3 for definitions of s and p). For each experiment we computed all measures presented in Section 3: NTIL, NIL 1 , NIL ∞ , DM, and AVG. Fig. 3 presents comparatively the normalized total information loss (NTIL) and normalized information loss based on average-extent metric (NIL 1 ) for all six cases, for the even values of k we considered in our experiments (k = 2, .., 20). It can be seen that the IOTF method of generating on-the-fly hierarchies outperform the other four methods based on generated or predefined hierarchies (OTF, Predefined, Han, and Chu) and as expected it does not perform as well as hierarchy-free generalization. However, as presented in Section 1, hierarchy-free generalization is not applicable in all anonymization scenarios. Out of the five generated or predefined hierarchy methods, Han and Predefined perform the worse because they do not use binary hierarchies, and therefore the generalization will create larger intervals faster than in the other methods. Chu and OTF methods produce results that are close to IOTF, however IOTF performed better with respect to NTIL and NIL 1 in all scenarios. The reason why Chu method performs reasonably well is because it uses a top downapproach in which intervals are split based on a measure (called relaxation error) that considers the value frequencies and the distance between values [5] . Fig. 4 presents comparatively the discernability metric (DM) and average cluster size (AVG) for all six cases, for even values of k considered in our experiments (k = 2, .., 20). The results are similar with the ones for NTIL and NIL 1 measures. Han and Predefined methods perform worse than the other methods, and as expected, hierarchy-free generalization performs the best. However in this case, there is almost a tie between the other three methods. For discernability metric values, out of 18 experiments (k = 2, 3, …, 20), IOTF outperformed OTF and Chu 7 times, while OTF and Chu had the best result 6 times each. For average cluster size metric, IOTF had the best result 9 times, OTF 5 times, and Chu also 5 times. The reason why the proposed algorithm is not a clear winner for these two measures is because they do not consider the size of the created clusters, but only their number. As described in Section 2, the IOTF algorithm minimizes the size of newly created intervals, and this will contribute to smaller size clusters but not necessarily to fewer clusters.
We did not include a depiction with the results for NIL ∞ because, when using hierarchies, in almost all cases one cluster was generalized to the entire range for each attribute, and therefore the NIL ∞ measure is almost all the time 1. The only three cases (out of 95, five hierarchy-based methods and 19 values of k) when NIL ∞ was not equal to 1 are: (k = 5, IOTF), (k = 6, IOTF), and (k = 3, Chu). The reason why this measure is almost all the time 1 is the chosen anonymization algorithm. K-member-clustering [2] is a greedy algorithm that at the end will create large clusters (large not as number of members, but large with respect to our definition of size), and since NIL ∞ considers 
Conclusions and Future Work
We introduced in this paper a new method for dynamically creating hierarchies for numerical quasi-identifier attributes. The resulting hierarchies represent a valid alternative to predefined hierarchies, and their usage generally results in good quality masked microdata, with reasonable information loss. Our new method clearly outperforms existing approaches to generate on-the-fly numerical hierarchies with respect to two information loss measures, normalized total information loss (NTIL) and normalized information loss based on average-extent metric (NIL 1 ). The proposed method had similar or slightly better results for the other three information loss measures, namely normalized information loss based on maximum-extent metric (NIL ∞ ), discernability metric (DM), and average cluster size (AVG), when compared with two other methods to create on-the fly hierarchies (OTF and Chu). On-the-fly hierarchies can be easily produced when hierarchies are necessary, instead of forcing the user to artificially develop ones that might not reflect the properties of the data, therefore negatively impacting the quality of the masked microdata.
As future work, we intend to investigate other anonymization algorithms that generate k-anonymous or l-diverse [29] masked microdata with respect to how well they perform using on-the-fly generalization hierarchies generated with the proposed method.
