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Abstract
Despite successful applications of end-to-end approaches in
multi-channel speech recognition, the performance still de-
grades severely when the speech is corrupted by reverbera-
tion. In this paper, we integrate the dereverberation module
into the end-to-end multi-channel speech recognition system
and explore two different frontend architectures. First, a multi-
source mask-based weighted prediction error (WPE) module is
incorporated in the frontend for dereverberation. Second, an-
other novel frontend architecture is proposed, which extends the
weighted power minimization distortionless response (WPD)
convolutional beamformer to perform simultaneous separation
and dereverberation. We derive a new formulation from the
original WPD, which can handle multi-source input, and re-
place eigenvalue decomposition with the matrix inverse op-
eration to make the back-propagation algorithm more stable.
The above two architectures are optimized in a fully end-to-
end manner, only using the speech recognition criterion. Ex-
periments on both spatialized wsj1-2mix corpus and REVERB
show that our proposed model outperformed the conventional
methods in reverberant scenarios.
Index Terms: Dereverberation, speech separation, overlapped
speech recognition, neural beamforming, WPD
1. Introduction
Over the past few years, thanks to the advances in deep learning,
significant progress has been made in automatic speech recog-
nition (ASR). Both deep neural network (DNN)/hidden Markov
model (HMM) hybrid systems and end-to-end (E2E) systems
have attained surprisingly good performance in close-talk sce-
narios [1–4]. However, it is still a challenging task to recog-
nize speech signals in far-field scenarios, where background
noise and reverberation are commonly observed and even in-
terfering speech from other speakers is involved [5, 6]. In re-
cent years, many researches have been focusing on the far-field
speech recognition task, and various methods have been pro-
posed, including the combination of the speech enhancement
frontend and ASR backend [7, 8] and noise robust adaptation
approaches [9, 10]. On the other hand, it is commonly ob-
served that speech processing with multiple microphones usu-
ally outperforms the single-microphone one, because additional
spatial information can be exploited from the multi-channel
speech signal. Therefore, many existing microphone array sig-
nal processing methods can be utilized as the frontend for end-
to-end far-field speech recognition, such as the multi-channel
Weiner filter [11,12], minimum variance distortionless response
(MVDR) and minimum power distortionless response (MPDR)
beamforming [12, 13], etc. In addition, reverberation is also
an important problem in real scenarios, which can lead to dra-
matic degradation in the ASR performance [14]. Various deep
learning based methods have been proposed for dereverbera-
tion, including DNN based approaches [15–17] incorporating
the weighted prediction error (WPE) algorithm [18, 19] and
complex ideal ratio mask (cIRM) based approach for denoising
and dereverberation [20].
In this work, we propose a novel E2E architecture that can
perform dereverberation, beamforming and recognition simul-
taneously. And inspired by the recently developed unified con-
volutional beamformer for simultaneous denoising and dere-
verberation, named weighted power minimization distortionless
response (WPD) [21, 22], we reformulate WPD by replacing
eigenvalue decomposition with an equivalent matrix inverse op-
eration, which makes it differentiable and more stable. The new
architecture consists of a frontend and an ASR backend. In the
frontend, two novel architectures are explored for joint speech
dereverberation, enhancement and separation. In the backend,
a joint connectionist temporal classication (CTC) / attention-
based encoder-decoder model [23] is used to recognize each
separated speech stream. Note that our proposed framework
can be used for both single-speaker and multi-speaker scenar-
ios. And in this paper, we mainly focus on the multi-speaker
case, which is a more difficult task. It is worth noting that
this end-to-end architecture is optimized only based on the fi-
nal ASR criterion, which was also proven feasible in previous
works [16, 24–26]. Our experiments show that our newly pro-
posed method outperformed the conventional end-to-end ASR
systems [24, 25, 27] in both single-speaker and multi-speaker
reverberant conditions.
2. End-to-End Multi-Channel ASR
This section reviews the end-to-end multi-channel speech
recognition system for both single-speaker (J = 1) [27] and
multi-speaker (J > 1) [24, 25] conditions, as shown in Fig. 1.
Without loss of generality, we consider the input speech as a
mixture of J (J ≥ 1) different speakers. For simplicity, we
consider the noise as the 0-th source (j = 0) in the input signal.
The model is composed mainly of two modules, namely
the frontend for speech separation and the backend for ASR.
The frontend is a mask-based multi-source neural beamformer.
First, the masking network estimates the masks Mjc for every
source j ∈ {0, 1, . . . , J} on each channel c ∈ {1, . . . , C} from
the input spectrum Xc = (xt,f,c)t,f ∈ CT×F :
M =
(
mjt,f,c
)
t,f,c,j
= MaskEstimator(X) ∈ CT×F×C×(J+1) , (1)
where mjt,f,c ∈ [0, 1], T and F represent time and frequency
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Figure 1: End-to-End Multi-channel ASR Model.
dimensions respectively. Second, the multi-source neural beam-
former separates the mixture into J streams using the MVDR
formalization [12]. The estimated masks are used to compute
the cross-channel power spectral density (PSD) matrices Φj
[28–30] and then the time-invariant filter gjf for each speaker j:
Φjf =
1∑T
t=1 m
j
t,f
T∑
t=1
mjt,fxt,fx
H
t,f ∈ CC×C , (2)
gjf =
(
∑
i6=j Φ
i
f )
−1Φjf
Trace((
∑
i 6=j Φ
i
f )
−1Φjf )
u ∈ CC , (3)
where xt,f = {xt,f,c}Cc=1, mjt,f = 1C
∑C
c=1 m
j
t,f,c, (·)H rep-
resents the conjugate transpose, and u ∈ RC is a vector denot-
ing the reference microphone estimated by an attention mecha-
nism [31]. Finally, the separated speech Xˆenh,j of each speaker
j is derived by applying the filters gj to the input speech X,
from which the log Mel-filterbank feature with global mean and
variance normalization (GMVN-LMF(·)) is further extracted:
xˆenh,jt,f = (g
j
f )
Hxt,f ∈ C , (4)
Oj = GMVN-LMF(|Xˆenh,j |) , (5)
where Xˆenh,j = (xˆenh,jt,f )t,f ∈ CT×F , and Oj is the extracted
feature for ASR.
The backend is a joint CTC/attention-based encoder-
decoder model [23] for single-channel speech recognition.
First, the encoder transforms the feature Oj = {oj1, . . . ,ojT }
of each speaker j into a high-level representation Hj =
{hj1, . . . ,hjL} (L ≤ T ) with subsampling. Then, the repre-
sentation is processed by the attention-based decoder to gener-
ate the output token sequences Yj = {yj1, . . . , yjN}. The ASR
process is formulated as follows:
Hj = Encoder(Oj) , (6)
yjn ∼ Attention-Decoder(Hj ,yjn−1) , (7)
where yjn is the posterior probability vector for the n-th token.
Note that in the multi-speaker case, i.e. J > 1, in order to solve
the label ambiguity problem, the permutation invariant training
(PIT) technique [32–34] is further applied in the CTC module
to determine the order of the label sequences. The whole model
is optimized with only the ASR loss L combining the attention
and CTC losses with the determined label sequence order.
3. End-to-End ASR with Unified Frontend
In this section, we introduce the proposed multi-channel speech
recognition architecture for coping with the reverberant speech.
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Figure 2: Proposed end-to-end ASR arch#1: cascaded derever-
beration and beamforming frontend.
First, we describe the mask-based WPE model for multi-
channel dereverberation. Then, we show a cascade integra-
tion method which incorporates the mask-based WPE model
followed by the model introduced in last Section, where the
WPE filter coefficients are estimated for each speaker. Further-
more, another frontend architecture extending the WPD beam-
former [21] is designed, which unifies the dereverberation and
beamforming modules with our new formulation.
3.1. Mask-based WPE model
The mask-based WPE algorithm [15] is introduced in this sub-
section. First, the input spectrum X = (xt,f )t,f is fed into
a neural network to estimate a time-frequency mask m =
(mt,f,c)t,f,c, as formulated below:
m = MaskEstimator(X) ∈ CT×F×C , (8)
xt,f = x
′
t,f + nt,f =
J∑
j=1
vjfs
j
t,f + nt,f ∈ CC , (9)
where x′t,f is the direct path and reverberation part of the
source signal, sjt,f is the source signal of the j-th speaker,
vf = [v
(0)
f , v
(1)
f , · · · , v(C−1)f ]T ∈ CC is the steering vector
and nt,f ∈ CC is the noise signal.
With the estimated mask, the time-variant power λt,f of the
input signal can be estimated by Eq. (10), and then the signal
can be dereverberated via a standard WPE procedure:
λt,f =
1
C
C∑
c=1
mt,f,c
1
T
∑T
τ=1 mτ,f,c
|xt,f,c|2 ∈ R , (10)
xˆwpet,f = WPE (xt,f , λt,f ) , (11)
3.2. Cascaded dereverberation and beamforming
One straightforward way to enable dereverberation in the multi-
channel ASR system in Section 2 is the cascade integration of
the mask-based WPE model and the neural beamformer like
[26]. As illustrated in Fig. 2, the multi-channel input speech
mixture is first fed into the mask-based WPE model, which is
composed of a mask estimator and a WPE filter. Then the dere-
verberated speech is processed by the beamformer introduced
in Section 2 to generate the enhanced single-channel speech of
J speakers for speech recognition. The frontend process can be
formulated as follows:
Xˆenh = Mask-Beamformer (Mask-WPE (X)) , (12)
Mask Estimator 1
WPD Beamforming
Mask Estimator 2
{M1t, f}Cc=1 {MJt, f}Cc=1
X̂t, fenh, 1 X̂t, fenh, J
Time-Variant Power
ASR backend
WPD-Beamformer(·)
⋯
⋯
PSDs1 PSDsJ⋯
⋯
⋯
Input Spectrum {Xt, f}Cc=1
{m1t, f}Cc=1 {mJt, f}Cc=1⋯
⋯
⋯ ⋯
λ1t, f λJt, f
Power Normalized PSD
R1f RJf
Figure 3: Proposed end-to-end ASR arch#2: unified derever-
beration and beamforming frontend.
where Xˆenh = {Xˆenh,j}Jj=1 ∈ CT×F×J is the set of the
separated speech from all speakers, Mask-Beamformer(·) and
Mask-WPE(·) denote the respective modules in Fig. 2. The
ASR backend here is the same as that described in Section 2.
3.3. Unified dereverberation and beamforming
The original WPD beamformer [21] aims to eliminate the late
reverberation and noise from the noisy signal, while keeping
the direct signal undistorted. It combines the ideas of WPE and
MPDR beamformer [35], and optimizes their filters at the same
time, with the constrained optimization objective below:
w¯ = arg min
w¯
∑
t
∣∣w¯Hf x¯t,f ∣∣2
λt,f
s.t. wH0,fvf = v
(ref)
f (13)
where w¯ = [wT0,f ,w
T
D,f ,w
T
D+1,f , · · · ,wTK+D−1,f ]T ∈
CC(K+1) is the WPD filter coefficient, x¯t,f =
[xTt,f ,x
T
t−D,f ,x
T
t−D−1,f , · · · ,xTt−K−D+1,f ]T ∈ CC(K+1)
is the concatenation of input signals of current and previous
frames, D is the delay parameter,K is the number of filter taps,
v
(ref)
f is the value of the steering vector at the reference channel,
and λt,f is the power of the desired signal as in Eq. (10).
By solving the above constrained optimization problem, we
can calculate the WPD filter w¯f and the enhanced signal Xˆenh
by the following formulas:
w¯f =
R−1f v¯f
v¯Hf R
−1
f v¯f
(
v
(ref)
f
)∗
∈ CC(K+1) , (14)
Rf =
T∑
t=D
x˜t−D,f x¯Ht−D,f
λt,f
∈ CC(K+1)×C(K+1) , (15)
Xˆenht,f = w¯
H
f x¯t,f ∈ C , (16)
where Rf is the power normalized covariance matrix, v¯f =
[vTf ,0, · · · ,0]T ∈ CC(K+1), and (·)∗ denotes complex con-
jugate. While the original WPD can perform denoising and
dereverberation simultaneously with an elegant formulation, it
is only designed for speech enhancement of the single-speaker
input. In addition, the steering vector v¯ in Eq. (14) is needed
for calculating the beamformer weights, which requires the di-
rection information of the sound source or needs to be approx-
imated by eigenvalue decomposition of a complex matrix [22].
Based on the above formulation, we first derive another
equivalent formula that no longer requires the steering vector
v¯f , and then extend the original WPD to the multi-speaker case.
Consider the stacked observation x¯t,f = [xTt,f ,0, · · · ,0]T ∈
CC(K+1), it is easy to derive from Eq. (9) that:
x¯t,f = v¯fst,f , (17)
(Φx¯x¯)f =
T∑
t=1
mt,f x¯t,f x¯
H
t,f∑T
τ=1 mτ,f
= v¯fφf v¯
H
f = v¯f v¯
H
f φf , (18)
v(ref)f = v¯
T
f u¯ , (19)
where (Φx¯x¯)f ∈ CC(K+1)×C(K+1) is the cross-channel PSD
matrix of the stacked observation x¯t,f , u¯ = [uT ,0, · · · ,0]T ∈
RC(K+1) and u ∈ RC is the reference vector denoting the ref-
erence microphone estimated by an attention mechanism. Sub-
stitute Eq. (17) - (19) into Eq. (14), we can derive that:
w¯f =
R−1f (Φx¯x¯)f
Trace
[
R−1f (Φx¯x¯)f
] u¯ . (20)
This new formula is equivalent to Eq. (14), but no longer re-
quires the steering vector for calculating the filter weights.
Furthermore, we can easily extend the WPD beamformer to
the multi-speaker case. For each speaker j, the corresponding
covariance matrix Rjf can be derived from Eq. (15) and (10),
where the estimated mask mj for speaker j is used for both
dereverberation and beamforming. Then the WPD beamformer
for speaker j can be calculated from Eq. (20). Finally, the sepa-
rated speech of each speaker can be derived from Eq. (16), using
the corresponding WPD beamformer. Note that the masks for
calculating Rjf and Φ
j
x¯x¯ for each speaker j can be either shared
using a single mask estimator or estimated by two separate mask
estimators. The WPD based architecture is illustrated in Fig. 3.
4. Experiments
To make our experimental results comparable to previous re-
sults of MIMO-Speech [24, 25], we evaluated the proposed
methods on the same spatialized wsj1-2mix dataset as in [24,
25], which consists of two sub-datasets: anechoic and rever-
berant. The reverberation time (RT60) of the reverberant data
ranges from 200 ms to 600 ms. In each sub-dataset, the duration
of the spatialized speech for training, development and evalua-
tion is 98.5 hr, 1.3 hr and 0.8 hr respectively. We also adopt
the multi-conditioned training in [24, 36], i.e. include the WSJ
train si284 in the training set to improve the performance. Ad-
ditionally, we also test our methods for single-speaker speech
recognition on the REVERB dataset [37], which uses 2-channel
simulated reverberant data for training and 8-channel real data
for evaluation.
For feature extraction, the short-time Fourier transform
(STFT) is performed with a 16-kHz sampling rate and a 25-ms
Hann window with a 10-ms stride, and the spectral feature’s
dimension is F = 257. After the frontend processing, 80-
dimensional log Mel-filterbank features are extracted from the
enhanced spectrum of each separated speech, where the global
mean and variance normalization is applied using the statistics
from the single-speaker WSJ1 training set. The number of chan-
nels for training in our experiments is C = 2. But it can be ex-
tended to an arbitrary number of channels as described in [31].
4.1. Experimental Setup
All our proposed end-to-end multi-channel speech recognition
models are implemented based on the ESPnet framework [38].1
The AdaDelta optimizer with ρ = 0.95 and  = 10−8 is used
1Our implementation will be open source in ESPnet later.
Table 1: Performance (WER [%]) of the proposed arch1 / arch2
models with different numbers of filter taps (K) and micro-
phones (C) on the spatialized reverberant wsj1-2mix eval set.
K
C 2 4 6
1 28.87 / 27.44 17.95 / 16.67 14.92 / 13.97
3 27.62 / 26.42 16.65 / 15.95 14.63 / 14.23
5 21.88 / 25.54 15.93 / 15.72 15.46 / 16.81
7 26.62 / 25.68 16.09 / 16.32 18.67 / 22.40
10 26.64 / 25.81 18.67 / 19.55 27.79 / 36.28
Table 2: Performance evaluation on the spatialized reverberant
wsj1-2mix corpus.
Model dev WER (%) eval WER (%)
baseline (RNN backend) [24] 34.98 29.99
+ Nara-WPE [25] 24.45 17.67
baseline (Transformer backend) [25] 32.95 28.01
+ Nara-WPE [25] 19.17 15.24
proposed arch 1 19.37 14.63
proposed arch 22 18.34 13.97
for training. The data in both anechoic and reverberant condi-
tions are used for training.
In the mask-based WPE module, the mask estimation net-
work is a 3-layer bidirectional long-short term memory with
projection (BLSTMP) network with 300 cells in each direction.
The number of iterations for performing mask-based WPE is set
to 1. The prediction delay D and the number of taps K is set to
3 and 5 respectively. The mask estimators in both the MVDR
beamformer and the WPD beamformer are 3-layer BLSTMP
networks with 512 cells. Note that in all our experiments ex-
cept Section 4.3, we used a shared mask estimator instead of
two separate ones in Fig. 3. In the ASR module, following
the configurations in [25], we use the CNN-Transformer based
encoder, which consists of 2 CNN blocks and 12 Transformer
layers, and the 6-layer Transformer-based decoder. The self-
attention in all Transformer layers has the same configuration
as in [25], i.e. 4 heads and 256 dimensions. As for decoding, a
word-level language model [39] trained on the official text data
included in the WSJ corpus is used. The interpolation factor
between CTC and attention losses is set to 0.2.
For experiments on REVERB, the network configuration
and experimental conditions are the same as [27]. The refer-
ence microphone is fixed as the second channel. Both derever-
beration and denoising subnetworks are trained to predict two
dimensional time-frequency masks.
4.2. Evaluation of the proposed architectures for multi-
speaker speech recognition
Since our proposed architectures can be tested flexibly with dif-
ferent numbers of microphones C and filter taps K, even if the
model is trained with fixed C and K, we first evaluate the per-
formance of the proposed two architectures with different num-
bers of filter taps and microphones for inference on the rever-
berant wsj1-2mix dataset. The results are presented in Table 1.
We can observe that the performance can be significantly im-
proved when more microphones are available. The number of
filter taps closer to the training setup (K = 5) usually leads
to better results, but with more microphones, using fewer fil-
ter taps may also provide enough information for dereverber-
2The arch 2 model in Table 2 was trained on the basis of a pretrained
MIMO-Speech model, since the direct training of arch 2 currently does
not work well due to numerical instability issues.
Table 3: ASR performance on REVERB evaluation real dataset
comparing unified and cascade filtering with K = 5 & C = 8.
Frontend Near WER (%) Far WER (%)
WPE + MVDR 10.8 13.6
proposed arch 2 8.9 11.1
ation and increases the stability of the operations in Eq. (20).
The best performance for arch 1 and arch 2 is achieved with
C = 6,K = 3 and C = 6,K = 1 respectively.
Then we compare the performances of our proposed mod-
els with the baseline models. In Table 2, the baselines are
the MIMO-Speech models with RNN backend (row 1) and
Transformer backend (row 3) from our previous study [24, 25].
Since these baseline models do not contain a dereverberation
module, we also introduce two enhanced baselines (row 2 &
4), i.e. MIMO-Speech with iterative Nara-WPE3 preprocessing.
We ran Nara-WPE with 10 filter taps for 5 iterations to prepro-
cess both training and evaluation data for the baseline models.
By comparing the four baselines and our proposed two archi-
tectures with best results taken from Table 1, we can observe
that both proposed models combining neural dereverberation
and beamforming in the end-to-end structure achieve compa-
rable results to the best baseline ones. Note that our models do
not need an iterative process compared to the Nara-WPE pre-
processing baselines. Finally, our proposed arch 2 model based
on WPD outperforms all baseline methods.
4.3. Effectiveness of unified filtering for single source ro-
bust speech recognition
We first trained a single source multichannel E2E ASR model,
which is a variant of a cascaded architecture in Section 3.2
based on the WPE and MVDR frontend [27]. Then, we replace
the cascaded frontend with the proposed unified WPD frontend,
and compare both frontends. Using our WPD unified filter gives
a significant improvement in performance over the cascade con-
figuration, as shown in Table 3. This shows that using our uni-
fied frontend is also effective for single source data.
These results indicate that our proposed end-to-end multi-
channel speech recognition model is a powerful method for ap-
plications in reverberant single-speaker and multi-speaker sce-
narios.
5. Conclusion
In this paper, we proposed an end-to-end multi-channel far-field
speech recognition framework with unified dereverberation and
beamforming, which is capable of performing speech derever-
beration, separation and recognition simultaneously. The whole
model is optimized via only the ASR criterion but can still learn
relatively good dereverberation and separation skills. Two novel
frontend architectures are explored, and promising performance
is achieved on the spatialized wsj1-2mix corpus compared to
the previous MIMO-Speech model. Experimental results on
REVERB dataset also demonstrate the effectiveness of our pro-
posed WPD based architecture.
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