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Abstract
In a thermal field theory, the cumulants of the momentum distribution can be extracted
from the dependence of the Euclidean path integral on a shift in the fields built into the
temporal boundary condition. When combined with the Ward identities associated with
the invariance of the theory under the Poincare´ group, thermodynamic potentials such
as the entropy or the pressure can be directly inferred from the response of the system
to the shift. Crucially the argument holds, up to harmless finite-size and discretization
effects, even if translational and rotational invariance are broken to a discrete subgroup
of finite shifts and rotations such as in a lattice box. The formulas are thus applicable at
finite lattice spacing and volume provided the derivatives are replaced by their discrete
counterpart, and no additive or multiplicative ultraviolet-divergent renormalizations are
needed to take the continuum limit. In this paper we present a complete derivation of
the relevant formulas in the scalar field theory, where several technical complications are
avoided with respect to gauge theories. As a by-product we obtain a recursion relation
among the cumulants of the momentum distribution, and formulæ for finite-volume
corrections to several well-known thermodynamic identities.
1 Introduction
Thermal field theory is the theoretical tool for computing properties of matter at high
temperatures and densities from first principles [1, 2]. It allows one, for instance, to
determine the equation of state of Quantum Chromodynamics, which in turn is an es-
sential ingredient to understand the properties of matter created in heavy ion collisions,
and to model the behavior of hot matter in the early universe (for recent reviews see
Ref. [3, 4]). Obtaining first-principles predictions from a thermal field theory is often
challenging since it describes an infinite number of degrees of freedom subject to both
quantum and thermal fluctuations. Even though there are several established methods
to compute the thermal properties of field theories [5–8], new theoretical concepts and
more efficient computational techniques are still needed in many contexts particularly
when weak-coupling methods are inapplicable.
In a recent Letter we related the generating function of the cumulants of the to-
tal momentum distribution to a path integral with properly chosen shifted boundary
conditions in the compact direction normalized to the ordinary thermal one [9]. By
exploiting the Ward Identities (WIs) associated with the space-time invariances of the
continuum theory, the cumulants can be related in a simple manner to thermodynamic
potentials. In a relativistic theory at zero chemical potential, for instance, the variance
of the momentum probability distribution measures the entropy of the system. Thanks
to a recursion relation among the cumulants, the kurtosis is related to the specific heat.
These results suggested a new way to determine the equation of state of a thermal field
theory [9].
The aim of this paper is to present a complete and self-contained derivation of the
formulas introduced in Ref. [9] for the scalar field theory, where several technical com-
plications in their derivation are avoided with respect to gauge theories [10]. A crucial
roˆle is played by the symmetry-constrained path integrals [11,12] and by the continuum
WIs associated with the relativistic invariance of the theory. The latter allow us to
derive the recursive relation among the cumulants, to generalize well-known thermo-
dynamic relations to finite-volume systems, and to exclude additive or multiplicative
ultraviolet-divergent renormalizations of the cumulants. The formulas are applicable,
up to harmless finite-size and discretization effects, at finite volume and lattice spacing,
where ratios of path integrals can be determined by ab initio Monte Carlo computa-
tions [9]. As a result the entropy density, the pressure and the specific heat of a thermal
field theory can be obtained by studying the response of the system to the bare shift
parameter.
After a section on the basic properties of the scalar theory, the symmetry-constrained
path integral and its relation with the cumulant generator is introduced in section 3.
The relevant WIs are derived in sections 4 to 6, and the main results and conclusions
of the paper are reported in section 7. Several technical details are given in the four
appendices.
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2 Preliminaries and basic notation
We are interested in the thermal scalar theory defined via the Euclidean path integral
formalism in an infinite volume as well as in a finite box of volume1 V = L3 with the
field φ satisfying periodic boundary conditions. The time extent is set to L0 = 1/T ,
where T is the temperature of the system. Some basic definitions and WIs, associated
with the invariance of the continuum theory under the Poincare´ group, are reviewed in
this section. Other properties of the theory, not directly relevant for the subject of this
paper, can be found in various textbooks, see for instance Refs [13,14].
The partition function of the theory is defined as usual as
Z =
∫
Dφ e−S , (2.1)
where the action S =
∫
d4xL is defined by the Lagrangian density
L =
1
2
(∂µφ)(∂µφ) + V (φ) , V (φ) =
1
2
m2φ2 +
λ
4!
φ4 . (2.2)
The equations of motion are given by〈{
∂V
∂φ
−φ
}
(x) O1 . . . On
〉
=
n∑
i=1
〈O1 . . . O
′
i . . . On 〉 , (2.3)
where Oi is a generic local field
2 inserted at the point xi, and O′i is its variation with
respect to the fundamental field and its derivative at the coordinate value x.
2.1 Translational invariance
The theory is invariant under space-time translations, i.e. under the direct product of
four continuum Abelian groups of global transformations
x′µ = xµ − εµ , φ
′(x′µ) = φ(xµ) . (2.4)
The associated WIs can be derived in the usual way by promoting the symmetry to a
local one, i.e. εµ → εµ(x), and studying the variation of the functional integral under
the local transformations
δφ(x) = εµ(x) ∂µφ(x) , δ{∂νφ(x)} = ∂ν{εµ(x)∂µφ(x)} . (2.5)
By considering different functions εµ(z) and properly chosen fields Oi, many interesting
non-trivial relations can be derived. For εν(z) = ǫνδ
(4)(z − x) one obtains
ǫν 〈∂µTµν(x)O1 . . . On〉 = −
n∑
i=1
〈O1 . . . δ
x
ǫOi . . . On〉 , (2.6)
1Throughout the paper the linear dimension in the spatial direction k will be indicated by Lk.
2Sometimes the argument xi is shown explicitly to clarify the meaning of some formulas. Summation
over repeated indices is understood unless explicitly specified. No summation over k is understood in
sections 4 to 6, and everywhere for the field Tkk.
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where δxǫOi is the variation of the field Oi under the transformation (2.5), and the field
Tµν = (∂µφ)(∂νφ)− δµνL (2.7)
is the energy-momentum tensor of the theory symmetric under the exchange µ ↔ ν.
The WIs (2.6), and therefore the consequences discussed in the following, applies to
connected correlation functions as well. When all operators Oi are localized far away
from x, the classical conservation identities
〈∂µTµν(x)O1 . . . On〉 = 0 (2.8)
are recovered. If we integrate Eq. (2.6) over a bounded region R which contains in
its interior the points x1, . . . , xm while the fields Om+1 . . . On are localized outside, the
Gauss theorem leads to
ǫν
∫
∂R
dσµ(x) 〈Tµν(x)O1 . . . On〉 = −
m∑
i=1
〈O1 . . . δǫOi . . . On〉 , (2.9)
where δǫOi is the variation of the field Oi under the global transformation associated
with ǫν , and the integration measure dσµ(x) points along the outward normal to the
surface ∂R. In this case, the very same WIs could have been obtained by considering
directly the limit where εν(x) goes to a constant in R, and it is null outside.
The discussion above applies also to the theory defined in a finite box with periodic
boundary conditions, provided the δ-function is replaced by its periodic generalization
δ(p). In the following we will use the same notation for both of them since the precise
meaning will be clear from the context.
2.2 Time evolution of operators
From the WIs in Eq. (2.9) we can derive the time-evolution of a generic field. If we
choose ǫν = δν0ǫ0, and we integrate over a thick time-slice R with the field O1 being
an arbitrary functional of φ and ∂µφ inserted into it while the operators O2 . . . On are
localized outside, then
δO1(x) = ǫ0 ∂0O1(x) (2.10)
and therefore
∂0 〈O1(x
1)O2 . . . On〉 = −
∫
∂R
dσ0(x) 〈T00(x)O1(x
1)O2 . . . On 〉 . (2.11)
This is the Euclidean version of the time-evolution of the generic field O1(x
1). The field
T 00(x0) =
∫
d3xT00(x) (2.12)
is therefore (minus) the Hamiltonian of the system, and we can write
〈T 00〉 =
∂
∂L0
lnZ , (2.13)
3
or more generally
〈T 00(L0)O〉c =
∂
∂L0
〈O〉 , (2.14)
where O is a generic operator which does not depend explicitly on the time coordinate
and it is at a physical distance from the time-slice L0.
2.3 Translational invariance of correlators
If all fields O1, . . . , On are inside the integration region R, then the transformation (2.5)
implies
δOi(x) = ǫµ ∂µOi(x) (2.15)
for arbitrary functionals of φ and ∂µφ. In the limit where the bounded region R goes to
infinity or, for instance, in a finite volume with periodic boundary conditions, the l.h.s.
of Eq. (2.9) can be neglected3. Correlation functions enjoy translational invariance, i.e.
they satisfy
n∑
i=1
∂x
i
µ 〈O1(x
1) . . . Oi(x
i) . . . On(x
n)〉 = 0 . (2.16)
As an example of transformation of a composite field, it is interesting to study the
variation of the energy-momentum tensor under local transformations. If we rewrite
the tensor (2.7) as
Tµν =
1
2
Rµναβ (∂αφ)(∂βφ)− δµνV (φ) , Rµναβ = δµαδνβ + δµβδνα− δµνδαβ , (2.17)
its variation under a local space-time translation (2.5) can be written as
δTµν(x) = ερ(x) ∂ρTµν(x) +Rµναβ {Tρβ(x) + δρβL(x)} ∂αερ(x) , (2.18)
and Eq. (2.15) is satisfied if ερ(x) is constant.
2.4 Invariance under 4-dimensional rotations
In the Euclidean the invariance under the homogeneous Lorentz group is replaced by
the symmetry under SO(4) rotations. An infinitesimal transformation reads
x′α = xα + ωαβ xβ (2.19)
with ωαβ = −ωβα and, as in the previous section, we can derive the associated WIs by
studying the variation of the functional integral under an infinitesimal local transfor-
mation. The latter can be written as
x′α = xα − εα(x) , εα(x) = −ωαβ(x)xβ , (2.20)
3In WIs associated to space-time translational invariance no boundary terms of this type are expected
to contribute at infinity in the quantum theory, at variance of what happen in those associated with
spontaneously broken symmetries.
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and the fields transform accordingly to Eq. (2.5). If we choose ωαβ(x) = wαβδ
(4)(z−x),
we obtain
wαβ 〈∂µKµ;αβ(x)O1 . . . On〉 = −2
n∑
i=1
〈O1 . . . δ
x
wOi . . . On〉 , (2.21)
where
Kµ;αβ = xαTµβ − xβTµα (2.22)
is an antisymmetric tensor for α ↔ β. The WIs (2.21) are just combinations of those
in Eqs. (2.6) since, thanks to the symmetry of Tµν , ∂µKµ;αβ is a linear combination
of the components of ∂µTµν with field-independent coefficients . All WIs associated
with 4-dimensional rotations can thus be derived from those discussed in the previous
section. It is, however, instructive to consider properly chosen integrated WIs. They
can be obtained by integrating over a bounded region R which contains in its interior
the points x1, . . . , xm while the fields Om+1 . . . On are localized outside. This leads to
wαβ
∫
R
d4x 〈∂µKµ;αβ(x)O1 . . . On〉 = −2
m∑
i=1
〈O1 . . . δwOi . . . On〉 (2.23)
where δwOi is the variation of Oi under the global transformations associated with wαβ .
In particular it is interesting to consider an infinitesimal boost, that in the Euclidean
is obtained by choosing ω0j = vj and all other components null, an integration region
R which is a thick-time slice between the two hyper-planes with x0 = y0 ± t, and a
correlation function with a field T 0k(y0) inserted inside R while the operators O1 . . . On
are localized outside. The variation of space-time components of the energy-momentum
tensor under a global boost reads
δT0k(y) = vj
{
y0 ∂jT0k(y)− yj ∂0T0k(y) + Tjk(y)− δjkT00(y)
}
, (2.24)
and the integrated WIs can thus be written as∫
∂R
dσµ(x) 〈Kµ;0j(x)T0k(y)O1 . . . On〉 = (2.25)
−〈
{
y0∂jT0k(y)− yj∂0T0k(y) + Tjk(y)− δjkT00(y)
}
O1 . . . On〉 .
By using Eq. (2.8), and for correlation functions for which boundary terms can be
neglected when integrating by parts in d3y, such as connected correlations functions
with operators Oi localized in space, the WIs read∫
∂R
dσµ(x) 〈Kµ;0j(x)T 0k(y0)O1 . . . On〉c = δjk 〈T 00(y0)O1 . . . On〉c . (2.26)
Being valid for every string of external localized operators, i.e. for a generic state, this
is the Euclidean version of the commutation relation of the momentum with the charges
associated with the boosts. Finally it is interesting to notice that the number of fields
Tµν inserted in the correlation functions entering the two sides of these WIs is different.
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3 Momentum distribution from shifted boundaries
In this section we show how the correlation functions of the total momentum can be
extracted in the Euclidean path integral formalism by generalizing the periodic temporal
boundary condition to shifted boundary conditions. The relative contribution to the
partition function of the states with momentum p is (L0 dependence suppressed)
R(p)
V
=
Tr{e−L0Hˆ Pˆ(p)}
Tr{e−L0Hˆ}
, (3.1)
where the trace is over all the states of the Hilbert space, Pˆ(p) is the projector onto
those states with total momentum p, and Hˆ is the Hamiltonian of the theory. If we
introduce the partition function
Z(z) = Tr{e−L0Hˆ eipˆz} , (3.2)
in which states of momentum p are weighted by a phase eip·z, and we use the standard
group theory machinery (see Ref. [12] for a detailed discussion on this point) it easy to
show that
R(p) =
1
Z
∫
d3z e−ip·z Z(z) , (3.3)
where Z = Z(0) is the ordinary thermal partition function. The generating function
K(z) of the cumulants of the momentum distribution is defined as usual as
e−K(z) =
1
V
∑
p
eip·zR(p) , (3.4)
and the cumulants are given by
kV{2n1,2n2,2n3} = (−1)
n1+n2+n3+1 ∂
2n1
∂z2n11
∂2n2
∂z2n22
∂2n3
∂z2n33
K(z)
V
∣∣∣
z=0
, (3.5)
where they have been normalized so as to have a finite limit when V →∞. The shifted
partition function Z(z) can be expressed as a Euclidean path integral with the field
satisfying the boundary conditions
φ(L0,x) = φ(0,x + z) (3.6)
in the compact direction. From Eqs. (3.3) and (3.4), the generating function can thus
be written as the ratio of partition functions
e−K(z) =
Z(z)
Z
, (3.7)
i.e. two path integrals with the same action but different boundary conditions, and
the cumulants can be obtained by deriving it with respect to the shift parameter z an
appropriate number of times. Since the cumulants are connected correlation functions
of the total momentum charge of the theory, they are ultraviolet finite as they stand
(see also section 5 and appendix A). Therefore K(z) and the momentum distribution
R(p) are finite as well, and they do not need any ultra-violet renormalization.
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3.1 Extension to the lattice
When defined on a lattice, the theory is invariant under a discrete subgroup of trans-
lations and rotations only, the momenta are quantized, and the continuum WIs are
broken by discretization effects. Generic lattice definitions of the energy-momentum
tensor, as well as the corresponding charges, require ultraviolet renormalization. It is
still possible, however, to factorize the Hilbert space of the lattice theory in sectors with
definite conserved total momentum. The formula for the lattice projector Pˆ(p) can be
easily obtained, and its explicit form can be found in Ref. [12]. Since only physical
states contribute to the symmetry constrained path integrals in Eq. (3.1), the lattice
momentum distribution R(p) is expected to converge to the continuum universal one
without the need for any ultra-violet renormalization. The definition of the cumulants in
Eq. (3.5) is thus applicable at finite lattice spacing, provided the derivatives are replaced
with their discrete counterpart, and no additive or multiplicative ultraviolet-divergent
renormalization is needed for taking the continuum limit.
4 Two-point correlators of Tµµ
The two-point correlation functions of the diagonal components of the energy-momentum
tensor satisfy WIs which are non-trivial and interesting in the thermal theory at finite
volume. By choosing Tkk(y) as interpolating operator, ǫν = δν0ǫ0 and by using transla-
tional invariance and parity, the WI (2.6) can be written as
∂x0
{
〈T 00(x0)Tkk(y)〉 + δ(x0 − y0) 〈T00 + L〉
}
= 0 . (4.1)
Analogously by taking ǫν = δνkǫk, T00(z) as interpolating operator, and by using trans-
lational invariance and “k-parity”
∂wk
{
〈T˜kk(wk)T00(z)〉+ δ(wk − zk) 〈Tkk + L〉
}
= 0 , (4.2)
where
T˜µν(wk) =
∫ [∏
ρ6=k
dwρ
]
Tµν(w) . (4.3)
By integrating both of them and by taking the difference, we obtain (x0 6= y0 , wk 6= zk)
L0 〈T 00(x0)Tkk(y)〉 − Lk 〈T˜kk(wk)T00(z)〉 = 〈T00〉 − 〈Tkk〉 . (4.4)
If we subtract from both terms on the l.h.s the disconnected piece, we arrive at
L0 〈T 00(x0)Tkk(y)〉c − Lk 〈T˜kk(wk)T00(z)〉c = 〈T00〉 − 〈Tkk〉 . (4.5)
Non-trivial properties of Eqs. (4.4)-(4.5) are that all operators are localized at non-
zero physical distance from each other, that the number of fields Tµµ inserted in the
correlation functions entering the two sides of each equation is different, and that the
7
additive renormalization counter-terms proportional to a1 and a2 in Eq. (A.3) do not
contribute. These equations are thus valid for the renormalized energy-momentum ten-
sor as well, or conversely they imply that the overall renormalization constant satisfies
Z = 1 (see appendix A). In regularizations that break translational invariance, they
can be imposed to compute non-perturbatively the overall renormalization constant of
the diagonal component of the field Tµν .
4.1 Thermodynamic limit and finite-size effects
In the thermodynamic limit the second term on the l.h.s. of Eq. (4.5) vanishes, and the
infinite volume WI reads
L0 〈T 00(x0)Tkk(y)〉c = 〈T00〉 − 〈Tkk〉 . (4.6)
The very same WI can be obtained in a slightly more elegant form. By integrating a
combination of two of the WIs in Eq. (2.6), and by using translational invariance and
parities we obtain∫
d4x 〈x0 ∂µTµ0(x)Tkk(y)− xk ∂µTµk(x)T00(z)〉 = 〈T00〉 − 〈Tkk〉 , (4.7)
from which it is easy to derive Eq. (4.6). The latter has a straightforward thermody-
namic interpretation. If we remember that in the Euclidean
〈T00〉 = −e , 〈Tkk〉 = p , (4.8)
where e and p are the energy density and the pressure in the thermodynamic limit
respectively, Eqs. (2.14) and (4.6) imply the well-known thermodynamic relation
T
∂p
∂T
= e+ p . (4.9)
By defining the entropy density of the finite-volume system as usual
sV =
1
V
∂
∂T
[
T lnZ
]
, (4.10)
and by using Eq. (2.14) and the analogous one in the k-direction (see Eq. B.4)), the
extensivity of the free energy and Eq. (4.9) lead to
Ts = e+ p =⇒
∂
∂T
p = s . (4.11)
The leading finite-size corrections in these thermodynamic potentials were calculated in
Ref. [15] for a generic theory with a mass gap M in the screening spectrum. For the
sum of the energy and pressure they read
〈Tkk〉 − 〈T00〉 − (e+ p) = −
νMT
2πL
[
M + 3T
∂M
∂T
]
e−ML + . . . , (4.12)
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where the factor ν stands for the multiplicity of the lightest screening state, and the
dots stand for terms which vanish with a larger exponent. The WI (4.5) generalizes
Eq. (4.9) to finite-volume, and it shows that the violations in the latter are due to the
finite-volume dependence of the energy density, i.e.
〈Tkk〉 − 〈T00〉 − T
∂〈Tkk〉
∂T
= Lk
∂〈T00〉
∂Lk
. (4.13)
By inserting the finite-size corrections computed in Ref. [15] we obtain
T
∂〈Tkk〉
∂T
− 〈Tkk〉+ 〈T00〉 =
νM2T 2
2π
(
∂M
∂T
)[
1 +
1
ML
]
e−ML + . . . , (4.14)
and analogously for the violation of first equation (4.11)
TsV − 〈Tkk〉+ 〈T00〉 =
νT
2πL3
[
3 + 3ML+M2L2
]
e−ML + . . . (4.15)
Finite-volume effects in the thermodynamic relations (4.9) and (4.11) are exponentially
small in ML, and the leading finite-size corrections are known functions of the lightest
screening mass, its temperature derivative and the multiplicity of the associated state.
5 Two-point correlators of T0k
In a finite box a generic boost transformation rotates periodic fields to non-periodic
ones. Those transformations are incompatible with the boundary conditions of the
finite-volume theory. The integrated WIs associated with the SO(4) rotations must
be modified by finite-size contributions which vanishes in the thermodynamic limit.
On the other hand the finite-volume theory has an energy-momentum tensor which is
locally conserved, and the integrated WIs associated with a generic infinitesimal rotation
ωαβ can be constructed starting from Eqs. (2.6) and by multiplying both sides by the
proper factors. By choosing ǫν = δνkǫk, T0k(y) as interpolating operator, and by using
translational invariance and parity, the WI (2.6) can be written as
∂x0
{
〈T 0k(x0)T0k(y)〉 − δ(x0 − y0) 〈Tkk + L〉
}
= 0 . (5.1)
Analogously by taking ǫν = δν0ǫ0, T0k(z) as interpolating operator, and by using trans-
lational invariance and parity
∂wk
{
〈T˜0k(wk)T0k(z)〉 − δ(wk − zk) 〈T00 + L〉
}
= 0 . (5.2)
By integrating both of them and by taking the difference we obtain4 (x0 6= y0 , wk 6= zk)
L0 〈T 0k(x0)T0k(y)〉 − Lk〈T˜0k(wk)T0k(z)〉 = 〈T00〉 − 〈Tkk〉 . (5.3)
4This relation is explicitly verified for the free theory in appendix C.
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This WI can be derived directly from Eq. (2.25) by paying attention to the fact that
boundary terms in the integration by parts cannot be neglected. The comments below
Eq. (4.6) apply also in this case. In particular, in regularizations that break translational
invariance, these equations can be imposed to compute non-perturbatively the overall
renormalization constant of the off-diagonal components of the field Tµν . These WIs are
reminiscent of those associated with non-singlet chiral symmetry in QCD, which turn
out to be so relevant to renormalize the axial current when chiral symmetry is explicitly
broken by the regularization [16, 17] (see also Ref. [18] for a review). From Eqs. (4.5)
and (5.3) we obtain
〈T 0k(x0)T0k(y)〉 − 〈T 00(x
′
0)Tkk(y
′)〉c =
Lk
L0
{
〈T˜0k(wk)T0k(z)〉 − 〈T˜kk(w
′
k)T00(z
′)〉c
}
,
(5.4)
where in all correlators the operators must be inserted at a physical distance (x0 6= y0,
etc.). It is interesting to notice that this relation can be derived directly from the
conservation of the energy-momentum tensor in Eq. (2.8) without explicit reference to
the transformation properties of the interpolating operators, see Ref. [9] and below.
5.1 Thermodynamic limit and finite-size effects
In the infinite-volume limit the second term on the l.h.s. of Eq. (5.3) vanishes, and the
relation reads
L0 〈T 0k(x0)T0k(y)〉 = 〈T00〉 − 〈Tkk〉 . (5.5)
Its thermodynamic interpretation is straightforward. If we remember that in the Eu-
clidean the momentum operator maps to pˆk → −iT 0k, then (x0 6= y0)
〈T 03(x0)T03(y)〉 = −k{0,0,2} . (5.6)
The Eq. (5.5) can then be written as
k{0,0,2} = T (e+ p) = T
2s . (5.7)
The WI (5.3) generalizes this equation to finite-volume. The second term on the left-
hand side of (5.3) vanishes exponentially in the lowest screening level corresponding
to a state with a non-zero momentum in the time direction. Whenever the lightest
screening state has vanishing momentum in the time direction, which is expected to
be the (generic) case, the leading finite-volume corrections to the second cumulant are
those from the r.h.s. of the Eq. (5.3). They are exponentially small in ML, and their
explicit form is given by the r.h.s. of Eq. (4.12) multiplied by T .
6 Recursion relation for 2n-point correlators of T 0k
In the thermodynamic limit the WIs (2.6) imply a recursion relation among correlators of
T 0k inserted at a physical distance. It can be derived by repeatedly using Eq. (2.6) with
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different strings of interpolating operators. This can be concisely shown by introducing
a new action
SJ = S −
∫
d4xJ(x0)T0k(x) (6.1)
which differs from the standard one by a term which couples an external source J(x0),
constant over the time-slices, with the momentum field in direction k. The correspond-
ing path-integral is defined as
Z[J ] =
∫
Dφ e−SJ , (6.2)
and the expectation value of a generic operator 〈O〉J is defined as usual. It turns out
to be useful to introduce the operators D[x10..xn0 ] defined as
D[x10..xn0 ] F (J) =
∂
∂J(xn0 )
. . .
∂
∂J(x10)
F (J)
∣∣∣
J=0
, (6.3)
where F (J) is a generic functional of the external source and the xi0 are all different.
As usual when applied to F (J) = lnZ[J ] it gives the connected correlation functions of
n momentum operators T 0k(x
i
0) inserted at a physical distance. By choosing ǫν = δνkǫk
(no summation over k), T˜ 00 as interpolating operator, where
T˜µν(x) =
∫ [ ∏
ρ6=0,k
dxρ
]
Tµν(x) , (6.4)
and by using translational invariance in time5, the WI (2.6) gives
∂x
1
0 D[x30..x2n0 ]〈T˜ 00(x
1) T˜ 0k(x
2)〉J,c = ∂
x2
k D[x30..x2n0 ]〈T˜ kk(x
2) T˜ 00(x
1)〉J,c . (6.5)
Analogously by taking ǫν = δν0ǫ0, T˜ 0k as interpolating operator, and thanks to trans-
lational invariance and the symmetry of T0k, the WI (2.6) leads also to
∂x
1
0 D[x30..x2n0 ]〈T˜ 00(x
1) T˜ 0k(x
2)〉J,c = ∂
x2
k D[x30..x2n0 ]〈T˜ 0k(x
1) T˜ 0k(x
2)〉J,c . (6.6)
By putting together last two WIs we arrive at
∂x
2
k D[x30..x2n0 ]
{
〈T˜ 0k(x
2) T˜ 0k(x
1)〉J,c − 〈T˜ kk(x
2) T˜ 00(x
1)〉J,c
}
= 0 . (6.7)
Since the argument of the partial derivative is constant in x2k, we can integrate by
keeping all insertions at a physical distance (xi0 all different) and obtain
D[x30..x2n0 ]
{
〈T 0k(x
1
0)T 0k(x
2
0)〉J,c − 〈T 00(x
1
0)T kk(x
2
0)〉J,c
}
=
L2k D[x30..x2n0 ]
{
〈T˜ 0k(x
1) T˜ 0k(x
2)〉J,c − 〈T˜ 00(x
1)T˜ kk(x
2) 〉J,c
}
, (6.8)
5When an operator D[x1
0
..x2n
0
] is applied, the action entering the definition of the correlation functions
is the standard one.
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which generalizes Eq (5.4). The Eqs. (B.5) and (B.11) give
D[x30..x2n0 ]
{
L0 〈T kk(x
2
0)〉J − Lk
∂
∂Lk
lnZ[J ] −
∫
dw0 J(w0) 〈T 0k(w0)〉J ,
}
= 0 (6.9)
where again the xi0 are all different, and (a generalization of) Eq. (2.14) leads to
D[x30..x2n0 ]〈T 00(x
1
0)T kk(x
2
0)〉J,c =
∂
∂L0
D[x30..x2n0 ]〈T kk(x
2
0)〉J . (6.10)
Finally, by putting together the last three equations, we can write (all insertions at a
physical distance from each other)
〈T 0k(x
1
0) . . . T 0k(x
2n
0 )〉c = (2n − 1)
∂
∂L0
{ 1
L0
〈T 0k(x
3
0) . . . T 0k(x
2n
0 )〉c
}
+
L2k
{
〈T˜ 0k(x
1) T˜ 0k(x
2)T 0k(x
3
0) . . . T 0k(x
2n
0 )〉c − 〈T˜ 00(x
1) T˜ kk(x
2)T 0k(x
3
0) . . . T 0k(x
2n
0 )〉c
}
+
∂
∂L0
{ 1
L0
[
Lk
∂
∂Lk
− 1
]
〈T 0k(x
3
0) . . . T 0k(x
2n
0 )〉c
}
. (6.11)
6.1 Thermodynamic limit and finite-size effects
The last three terms in Eq. (6.11) are finite-size effects which vanish in the infinite
volume limit: the first two because the distance |x1k − x
2
k| can be arbitrarily large, the
third one due to the expected volume dependence of the correlation function. In the
thermodynamic limit we thus arrive at the recursive relation
〈T 0k(x
1
0) . . . T 0k(x
2n
0 )〉c = (2n − 1)
∂
∂L0
{ 1
L0
〈T 0k(x
3
0) . . . T 0k(x
2n
0 )〉c
}
, (6.12)
with a straightforward thermodynamic interpretation
k{0,0,2n} = (2n − 1)T
2 ∂
∂T
{
T k{0,0,2n−2}
}
. (6.13)
Cumulants with non-trivial indices in the other two spatial directions are related to
those in Eq. (6.13) by cubic symmetry. For the total momentum, Eq. (6.12) is the
analog of the well-known recursive relation among the connected correlation functions
of the energy, see Eq. (2.14) with O being a string of T 00’s. The Eq. (6.13) is checked
explicitly in appendix D for the free theory. It is interesting to notice that it leads to a
straightforward physical interpretation of the fourth cumulant, i.e.
k{0,0,4} = 3T
4cv + 9T
3(e+ p) , (6.14)
where cv is the specific heat of the system in the thermodynamic limit. Finite-volume
corrections to this identity can be computed by starting from the WIs (B.1) and by
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following a procedure analogous to the one which lead to Eq. (5.3). For the fourth
cumulant the relevant WI reads6
L30 〈T 0kT 0kT 0kT0k〉c − L
3
k 〈T˜0kT˜0kT˜0kT0k〉c = 3
{
〈T00〉 − 〈Tkk〉
}
(6.15)
−3
{
L0 〈T 00T00〉c − Lk 〈T˜kkTkk〉c
}
+ 6
{
L20 〈T 0kT 0kT00〉c − L
2
k 〈T˜0kT˜0kTkk〉c
}
.
To compute the leading finite-size effects, it is convenient to rewrite this equation as
L30 〈T 0kT 0kT 0kT0k〉c = 3
{
L0
∂
∂L0
− Lk
∂
∂Lk
− 2
}{
〈T00〉 − 〈Tkk〉
}
+L3k 〈T˜0kT˜0kT˜0kT0k〉c − 6Lk
{
1 + Lk
∂
∂Lk
− L0
∂
∂L0
}
〈T˜0kT0k〉 . (6.16)
The second line of the right-hand side vanishes exponentially in the lowest screening
level corresponding to a state with non-zero momentum in the time direction. We
therefore turn our attention to the first line, from which we compute the leading finite-
size corrections to the fourth cumulant by using again the results in Ref. [15]
T−3 〈T 0kT 0kT 0kT0k〉c − 3Tcv − 9(e + p) = −
3νT
2πL
{
3
∂
∂T
(
e−MLMT 2 ∂M∂T
)
+
e−MLMT
∂M
∂T
(7− 2ML)−
e−ML
L2
(6 + 6ML+M3L3)
}
+ . . . (6.17)
where the dots stand for terms that vanish exponentially faster.
7 Main results and conclusions
By comparing the WI (5.7) and the Eq. (3.5) with n3 = 1 and n1 = n2 = 0, the entropy
density in the thermodynamic limit can be written as
s = −
1
T 2
lim
V→∞
1
V
d2
dz2
lnZ({0, 0, z})
∣∣∣
z=0
. (7.1)
Thanks to Eq. (4.11), the pressure can be computed by integrating s in the temperature,
and the ambiguity left due to the integration constant is consistent with the fact that
p is defined up to an arbitrary additive renormalization constant. From the relation
(6.14), the specific heat of the system can be written as
cv = lim
V→∞
1
V
[
1
3T 4
d4
dz4
+
3
T 2
d2
dz2
]
lnZ({0, 0, z})
∣∣∣
z=0
. (7.2)
The last two equations make clear that the response of the partition function to the shift
z is governed by basic thermodynamic properties of the system, and that the potentials
6In this and next equation the arguments xi0 and x
i
k are omitted. Operators are inserted always at
a physical distance.
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entering the equation of state of the thermal theory can be extracted by rather simple
formulas. It is worth stressing that Eqs. (7.1) and (7.2) are the result of a judicious
combination of the WIs associated with invariance of the theory under the Poincare´
group only. The relevant WIs relate correlation functions of conserved charges, and this
is why they are free from ultraviolet subtractions and renormalizations. The formulas
(7.1) and (7.2) are indeed valid for a wider class of thermal field theories than the scalar
one [9]. For gauge theories, however, their derivation involves additional complications
due to the non-commutation of translations and gauge transformations, and it will be
presented in a forthcoming paper [10].
Crucially the Eqs. (7.1) and (7.2) remain valid in a lattice box, up to exponentially
suppressed finite-size effects and harmless discretization errors, provided the derivatives
are replaced with their discrete counterpart. In a finite volume some of the relevant
WIs generalize well-known thermodynamic relations, and they are the basic ingredient
to relate the finite-size effects in the cumulants to those in simple quantities such as
the energy density and pressure which are known [15]. With respect to the analogous
observables computed in the standard methods [5–8], the entropy density and the spe-
cific heat computed from the equations above do require neither a vacuum subtraction
nor an ultraviolet renormalization constant to be fixed. Moreover an improvement of
the action automatically leads to a corresponding improvement in the thermodynamic
quantities. Conversely the shifted boundary conditions adopted in this paper and the
WIs (4.5) and (5.3), which are valid for the renormalized energy-momentum tensor as
well, can be combined to design a non-perturbative renormalization procedure for Tµν
on the lattice.
The generating function K(z) may turn out to be an interesting thermodynamic
quantity in itself. For a scale-invariant theory, for instance, one might have expected
that K(z) can be an arbitrary function of T |z|. However, the recurrence relation (6.13)
and the scale invariance fix its functional form unambiguously to be
K(z)
V
=
s
4
[
1−
1
(1 + T 2z2)2
]
, (7.3)
no matter what the coupling of the theory is. This is particularly relevant to those
strongly coupled theories that can be treated with the AdS/CFT correspondence. We
note that for z purely imaginary, v ≡ iTz can be interpreted as the macroscopic velocity
of the thermal system. The double poles in z appearing in Eq. (7.3) corresponding to
|v| = 1 therefore do not come as a surprise.
Acknowledgments
We thank Michele Della Morte and Martin Lu¨scher for useful discussions. HBM’s work
is supported by the Center for Computational Sciences in Mainz.
14
A Renormalization pattern of Tµν
The renormalization pattern of the energy-momentum tensor was studied in great detail
in perturbation theory [19–23]. Here we assume to work in a regularization which
preserves translational invariance, such as the dimensional one [19–22]. A more general
analysis, which is needed for the lattice theory can be found in [23]. Since the φ4
theory is not asymptotically free, it is difficult to extend the results reviewed here non-
perturbatively. For the scope of this appendix, however, the standard power counting
argument is sufficient.
The bare energy-momentum tensor is a dimension-4 field, symmetric under the
exchange µ ↔ ν, even under the transformation φ → −φ, and which satisfies the
conservation equation (2.8). The renormalized tensor can thus be written as
T̂µν = Z
{
Tµν + a1 [δµν− ∂µ∂ν ]φ
2 + a2 δµν
}
. (A.1)
Since by construction the last two fields on the r.h.s. have zero divergence, T̂µν satisfies
the conservation equations (2.8) as well. If we choose the Oi to be a combination of
elementary fields, the integrated WIs (2.9) can be written as
ǫν
Z
∫
∂R
dσµ(x) 〈T̂µν(x)Ô1 . . . Ôn〉 = −
n∑
i=1
〈
Ô1 . . . δǫÔi . . . Ôn
〉
, (A.2)
where Ôi are the corresponding renormalized fields, and the contributions proportional
to a1 and a2 vanish because they are surface integrals of vectors with null divergence.
Since the correlation functions entering Eq. (A.2) are finite by construction, then also
Z must be finite. If we choose Z = 1, the renormalized energy-momentum tensor reads
T̂µν = Tµν + a1 [δµν− ∂µ∂ν ]φ
2 + a2 δµν (A.3)
and it satisfies WIs of the same form as those of the bare field, i.e. Eqs. (2.8) and (2.9).
The last two fields on the r.h.s. of Eq. (A.3) do not contribute to the charges T 0k(x0),
since the integration by parts of the term proportional to a1 gives no boundary contri-
butions. The physical momentum fields are therefore defined by their bare expressions,
and no renormalization ambiguity is left. The field proportional to a2 contributes to
the charge T 00(x0) by an additive constant term a2L
3, which is ultraviolet divergent
and proportional to the volume of the system. It contributes to the vacuum expectation
value of the energy, but it cancels in connected correlation functions of T 00 with other
fields. An analogous analysis applies for the fields T˜kν(xk) (ν 6= k) and T˜kk(xk). They
are the momenta and the energy if direction k is interpreted as the “time” direction. In
particular the divergent coefficient a2 is the very same for T 00(x0) and T˜kk(xk).
The second term on the r.h.s. of Eq. (A.3) (as well as the third one) contributes
to the trace Tµµ of the energy momentum-tensor. In the quantum theory the renormal-
ization procedure indeed breaks the conformal invariance of the classical theory also in
the massless limit (trace anomaly).
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B Ward identities in presence of external sources
In this appendix we generalize some of the results of section 2 to the theory defined by
the action SJ given in Eq. (6.1). The starting point are the the WIs
ǫν 〈
{
∂µTµν(x) + J(x0)∂νT0k(x)− ∂0 [J(x0)(Tνk(x) + δνkL(x))] (B.1)
−J(x0)∂k[Tν0(x) + δν0L(x)]
}
O1 . . . On〉J = −
n∑
i=1
〈O1 . . . δ
x
ǫOi . . . On〉J ,
which extend those in Eq. (2.6).
B.1 Evolution and translational invariance in k-direction
From the previous WIs we can derive the “k-time” evolution of a generic field. If we
choose ǫν = δνkǫk (no summation over k) in Eq. (B.1), and we integrate over a thick k-
slice R with the field O1 being inserted into it while the operators O2 . . . On are localized
outside, we obtain
∂k 〈O1(x
1)O2 . . . On〉J = −
∫
∂R
dσk(x) 〈Tkk(x)O1(x
1)O2 . . . On 〉J . (B.2)
This is the Euclidean version of the k-time evolution of the generic field O1(x
1), and
therefore the field T˜kk is the Hamiltonian of the system associated with the k-time. If
R covers the full space, we obtain
n∑
i=1
∂x
i
k
〈
O1(x
1) . . . Oi(x
i) . . . On(x
n)
〉
J
= 0 , (B.3)
i.e. a generic correlation function is translational invariant in the k direction even in
presence of the external source. This is expected since the source field is constant
in xk, and it does not break translational invariance in this direction. By following
an analogous procedure, it is straightforward to show that translational invariance is
preserved in the other two spatial directions too. Since the field T˜kk is the Hamiltonian
in direction k, we can write
〈T˜kk(xk)〉J =
∂
∂Lk
lnZ[J ] , (B.4)
and the independence of the r.h.s from xk (translational invariance) implies∫
d4x 〈Tkk(x)〉J = Lk
∂
∂Lk
lnZ[J ] . (B.5)
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B.2 Translational invariance in 0-direction
If we consider Eq. (B.1) for the interpolating field T kk(y0), we choose (no summation
over k) ǫν = ǫkδνk, and we integrate over the time-slices we obtain
∂x0 〈T 0k(x0)T kk(y0)〉J = ∂
x
0
{
J(x0) 〈
[
T kk(x0) + L(x0)
]
T kk(y0)〉J
}
+
[
∂y0δ(y0 − x0)
]
〈T 0k(y0)〉J . (B.6)
By taking again Eq. (B.1) for the field T kk(y0) but for ǫν = ǫ0δν0, and by integrating
over the full space we arrive at
∂y0 〈T kk(y0)〉J = −
∫
dx0 J(x0) ∂
x
0 〈T 0k(x0)T kk(y0)〉J . (B.7)
If we now put together Eqs. (B.6) and (B.7) we obtain
∂y0 〈T kk(y0)〉J = −
∫
dx0 J(x0) ∂
x
0
[
J(x0)〈(T kk(x0) + L(x0))T kk(y0)〉J
]
−
[
∂y0J(y0)
]
〈T 0k(y0)〉J . (B.8)
We are interested in applying the operator D[x10..x2n0 ] defined in Eq. (6.3) on both sides
of the last equation. Since the xi0 are all different from each other, the first term on the
r.h.s. of Eq. (B.8) does not contribute, and we obtain
D[x10..x2n0 ]
{
∂y0 〈T kk(y0)〉J + [∂
y
0J(y0)] 〈T 0k(y0)〉J
}
= 0 , (B.9)
where at most one of the xi0 can coincides with y0. In this case
D[x10..x2n0 ]
{
J(y0)∂
y
0 〈T 0k(y0)〉J
}
= 0 (B.10)
and, since the derivative ∂y0 commute with D[x10..x2n0 ],
∂y0 D[x10..x2n0 ]
{
〈T kk(y0)〉J + J(y0) 〈T 0k(y0)〉J
}
= 0 . (B.11)
It is reassuring to notice that this equation can be obtained directly from Eq. (2.6)
without the need of introducing SJ .
By putting together Eqs. (B.5) and (B.11) we finally obtain Eq. (6.9), i.e.
D[x10..x2n0 ]
{
L0 〈T kk(y0)〉J − Lk
∂
∂Lk
lnZ[J ] −
∫
dw0 J(w0) 〈T 0k(w0)〉J
}
= 0 , (B.12)
where y0 in this equation is different from all x
i
0.
17
C The Ward Identity (5.3) in the free theory
In this appendix we check explicitly Eq. (5.3) for the free theory. Other WIs, for instance
Eqs. (4.5) and (5.4), can be verified analogously. In a finite 4-dimensional volume the
propagator
〈φ(x)φ(y)〉 = D(x− y) (C.1)
is given by
D(x) ≡
1
V
∑
p
eipx
p2 +m2
, (C.2)
where p runs over a 4-dimensional momentum-space lattice pµ = 2π nµ/Lµ with µ =
1, . . . , 4, and nµ ∈ Z. It satisfies the equation of motion{
−m2
}
D(x− y) = −δ(p)(x− y) (C.3)
where the periodic function δ(p) is defined as
δ(p)(x) =
1
V
∑
p
eipx . (C.4)
Thanks to the Wick theorem and to the invariance under parity
〈Tµν(x)T0k(y)〉 = [∂µ∂0D(x− y)] [∂ν∂kD(x− y)] + [∂µ∂kD(x− y)] [∂ν∂0D(x− y)]
−δµν
{
[∂ρ∂0D(x− y)] [∂ρ∂kD(x− y)] +m
2 [∂0D(x− y)] [∂kD(x− y)]
}
, (C.5)
where the derivatives are with respect to x. By using the equation of motion (C.3), it
is easy to show that
∂µ〈Tµν(x)T0k(y)〉 = −
[
∂0δ
(p)(x− y)
] [
∂ν∂kD(x−y)
]
−
[
∂kδ
(p)(x− y)
] [
∂ν∂0D(x−y)
]
,
(C.6)
and by remembering that
Kµ;0k(x) = x0Tµk(x)− xkTµ0(x), (C.7)
the symmetry of Tµν implies (y0 6= 0 and yk 6= 0, no summation over k)∫
d4x ∂µ〈Kµ;0k(x)T0k(y)〉 = ∂
2
kD(z)
∣∣∣
z=0
− ∂20D(z)
∣∣∣
z=0
. (C.8)
By writing the r.h.s. as
〈T00〉 − 〈Tkk〉 = ∂
2
kD(z)
∣∣∣
z=0
− ∂20D(z)
∣∣∣
z=0
(C.9)
then Eq. (C.8) corresponds to Eq. (5.3) in the free theory, i.e.∫
d4x ∂µ〈Kµ;0k(x)T0k(y)〉 = 〈T00〉 − 〈Tkk〉 , y0 6= 0 , yk 6= 0 . (C.10)
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D Generating function for free and scale-invariant cases
In this appendix we compute the generating function K(z) of the cumulants of the
momentum distribution in the free theory, and check explicitly the recursion relation
(6.13). We also compute the same quantity on the lattice to assess the magnitude of
discretization effects in realistic computations.
In a finite volume the shifted partition function is given by
Z(z) =
∏
p
∑
np
 exp[∑
p
np (−L0 ωp + ip · z)
]
, (D.1)
where p runs over the 3-dimensional momentum-space lattice pi = 2πmi/L with i=1,2,3
and mi ∈ Z. As usual np is the occupation number of the single-particle state labeled
by p, see Ref. [1]. By performing the geometric sums, the cumulant generator is given
by
K(z) =
∑
p
ln
1− e−L0ωp+ip·z
1− e−L0ωp
. (D.2)
In the infinite volume limit ∑
p
→ V
∫
d3p
(2π)3
,
and rotational symmetry is restored. In the massless limit ωp = |p| and, by integrating
over the norm of p first, we obtain
K(z)
V
=
s
4
[
1−
1
(1 + T 2z2)2
]
, (D.3)
where the entropy density is given by s = 2π2T 3/45. In the massive case ωp =√
p2 +m2, and we proceed by Taylor-expanding the logarithm and by performing the
integration over the angular variables
K(z)
V
=
∑
n≥1
1
2π2n
∫ ∞
0
p2dp e−nL0ωp
[
1−
sin(np|z|)
np|z|
]
. (D.4)
By also Taylor-expanding the sinus, and by using the integral representation of the
modified Bessel functions Kν(x) we obtain
K(z)
V
= −
m2T
π5/2
∑
j≥1
1
j2
∑
n≥1
Γ(n+ 32)
(2n + 1)!
(
−2jmTz2
)n
Kn+2(jm/T ) . (D.5)
It is straightforward to verify that the cumulants generated from K(z) in Eqs. (D.3) and
(D.5) satisfy the recursive relation (6.13). For the massive case, the latter is implied by
the recursive relation
d
dx
Kν(x)
xν
= −
Kν+1(x)
xν
among the modified Bessel functions.
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D.1 Free theory on the lattice
Analogously to the continuum, the cumulant generator of the scalar free theory dis-
cretized on the hypercubic in the standard way, i.e. with ∂µ replaced by the forward
finite-difference operator, is
K(z) =
∑
p
ln
1− e−L0ωp+ip·z
1− e−L0ωp
=
1
2
∑
p
ln
cosh(L0 ωp)− cos(p · z)
cosh(L0 ωp)− 1
, (D.6)
where
aωp = 2asinh
(
1
2
a
√
pˆ2 +m2
)
, pˆ2 =
4
a2
3∑
i=1
sin2
(api
2
)
. (D.7)
By expanding in the lattice spacing a, in the thermodynamic limit it is easy to show
that discretization effects are well-behaved and scale as expected, i.e. proportionally to
(a/L0)
2. In practice one can use aωp = 2 lnup, up =
1
2a
√
pˆ2 +m2+
√
1 + a2(pˆ2 +m2)/4,
so that cosh(L0 ωp) =
1
2(u
2L0/a
p + u
−2L0/a
p ), and carry out the sum over momenta nu-
merically.
D.2 Scale-invariant theories
The functional form in Eq. (D.3) is more generally valid than just for the free massless
theory. The combination of scale invariance and of the recursive relation (6.13) fully
fixes the cumulant generator K(z). To show this we notice that scale invariance implies
k{0,0,2n} = c{0,0,2n} T
2n+3 . (D.8)
It is then not difficult to solve the recursion relation (6.13) for c{0,0,2n} to find
k{0,0,2n} = (n+ 1) (2n)!
s
4
T 2n . (D.9)
For z = {0, 0, z} the cumulant generator can thus be written as
K({0, 0, z}) = V
∞∑
n=1
(−1)n+1
(2n)!
k{0,0,2n} z
2n , (D.10)
and by re-summing the series and using rotational invariance Eq. (D.3) is obtained. A
priori, one might have expected that in a scale-invariant theory, K(z) can be an arbitrary
function of T |z|. However, the Ward identities of energy and momentum conservation
fix its functional form unambiguously.
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