We generalize the classical Bernstein theorem concerning the constructive description of classes of functions uniformly continuous on the real line. The approximation of continuous bounded functions by entire functions of exponential type on unbounded closed proper subsets of the real line is studded.
Introduction and Main Results
For a closed unbounded set E ⊂ R , denote by BC(E) the class of (complexvalued) functions which are bounded and continuous on E . Let E σ be the class of entire functions of exponential type at most σ > 0 and let A σ (f, E) := inf g∈Eσ ||f − g|| C(E) (f ∈ BC(E)), where || · || C(E) means the uniform norm over E .
The classical Bernstein direct and inverse theorems (see [22, p.p. 257, 340] ) describe the relations between the smoothness of f ∈ BC(R) and the rate of decrease of A σ (f, R) as σ → ∞ . In particular, from Bernstein's results it follows that for f ∈ BC(R) and 0 < α < 1 , The main objective of this paper is to extend Bernstein's results to the case where the function is considered on a proper subset of R . We mostly focus on the case where the number of components of E is infinite. Some aspects of this problem are considered in the recent papers by Shirokov [18] , [19] . Unless otherwise stated, we denote by C, C 1 , C 2 , . . . positive constants that are either absolute or depend on E only.
The set E * := R \ E consists of a finite or infinite number of disjoint open intervals J j = (a j , b j ) . In the reminder of this paper we assume that E possesses the following two properties: for any j under consideration,
We use the following examples to illustrate the forthcoming results and constructions. The examples show that the number of "holes" J j can be infinite. Example 2. A direct computation shows that the set E 2 = R \ E * 2 , where
also satisfies (1.3) and (1.4).
In the case of polynomial approximation of continuous functions on a finite interval [a, b] ⊂ R , the special role of the endpoints a and b is well-known. An elegant idea, suggested in [8] , is to introduce a new modulus of continuity by using the distance between the points on [a, b] that is not Euclidean. In the case of entire function approximation on E the endpoints of J j also play a special role. We capture this effect by making use of a special distance between points of E in the definition of the modulus of continuity of a function f ⊂ BC(E) . This distance is defined as follows. Let H := {z : ℑz > 0} be the upper half-plane. According to Levin [15] there exist vertical intervals J ′ j = (u j , u j + iv j ], u j ∈ R, v j > 0 and a conformal mapping
normalized by φ(∞) = ∞, φ(i) = i such that φ can be extended continuously to H and it satisfies the boundary correspondence φ(J j ) = J ′ j . For x 1 , x 2 ∈ E such that x 1 < x 2 set ρ E (x 1 , x 2 ) = ρ E ( In spite of its definition via the conformal mapping, the behavior of ρ E can be characterized in purely geometrical terms as follows. According to (1.4)
Let constant C be fixed such that 0 < C < min(1, C 5 /2) . For any component J j of E * , denote byJ j the open interval with the same center of the length (1 + C)|J j | . For x 1 , x 2 ∈ E such that x 1 < x 2 consider the function τ E (x 1 , x 2 ) = τ E (x 2 , x 1 ) = τ E,C (x 1 , x 2 ) :=
(x 2 − x 1 ), if x 1 , x 2 ∈J j for some j and
|J j |,
Theorem 1 For x 1 , x 2 ∈ E , 1 C 6 τ E (x 1 , x 2 ) ≤ ρ E (x 1 , x 2 ) ≤ C 6 τ E (x 1 , x 2 ), (1.6) where C 6 = C 6 (E, C) > 1 .
Notice that according to Theorem 1
The main result of this paper is the following analogue of (1.1)-(1.2): for f ∈ BC(E) and 0 < α < 1 ,
where ω * f,E (δ) := sup
The statement (1.8)-(1.9) follows immediately from the direct Theorem 2 and the inverse Theorem 3 below.
Let ω(δ), δ > 0 be a function of modulus of continuity type, i.e., a positive nondecreasing function with ω(+0) = 0 such that
Denote by BC * ω (E) the class of functions f ∈ BC(E) satisfying
Theorem 3 Let f ∈ BC(E) and let
Then for
where
and Ω(δ) := Ω(1/2) for δ > 1/2 .
Let us introduce the notation we will be using throughout the paper. We continue to use the convention that C, C 1 , . . . denote positive constants, different in different sections and depending only on inessential quantities. For a, b ≥ 0 we write a b if a ≤ Cb . We also write a ≍ b if a b and b a simultaneously.
Let for z ∈ C and δ > 0 ,
The rest of the paper is organized as follows. Since a significant number of proofs in this paper depends on the techniques for estimation of the module of path families, Section 2 contains a brief summary of the appropriate results from geometric function theory. In Section 3, we compile certain facts about the Levin conformal mapping. In particular, the proof of Theorem 1 is given in this section. Sections 4-6 present preliminary results for the proof of Theorem 2 given in Section 7. Specifically, in Section 4, we construct auxiliary domains and study their conformal mappings onto a half-plane. Section 5 summarizes the relevant material on the continuous extension of functions from a closed subset of R into C . Section 6 provides an exposition of some facts from the theory of entire functions. In Section 8, we prove Theorem 3.
Auxiliary Results about Conformal Mappings
In this section we discuss mostly known results which concern the distortion properties of some conformal mappings. The results are stated in the form convenient for further exposition.
As usual, a Jordan curve is a continuous image of a closed interval without intersections (except possibly endpoints). By a curve we understand a locally rectifiable Jordan curve without endpoints. We define a path to be the union of finitely many mutually disjoint curves. We use Γ, Γ 1 , . . . to denote path families. We may use the same symbol for different families if it does not lead to confusion. For a path family Γ denote by m(Γ) its module, see [2] , [14] , and [11] . In the sequel we refer to the basic properties of the module, such as conformal invariance, comparison principle, composition laws, etc. (see monographs cited above for more details). As a rule, we will use these properties without further citations.
Special families of separating paths play a useful role. Let G ⊂ C be a domain. We say that a path γ ∈ G separates sets A ⊂ G and B ⊂ G if γ consists of a finite number of crosscuts of G and any curve J ⊂ G joining A with B has nonempty intersection with γ . We denote by Γ(A; B; G) the set of all such paths. Sometimes, more sophisticated families of separating curves are used. Let G be a compactification of G by prime ends in the Carathéodory sense (see [17] ). A point z ∈ G can also be understood as a prime end Z ∈G defined by a chain of concentric circles converging to this point. We say that a crosscut γ ⊂ G separates The examples below state some well-known facts concerning special path families.
Example 3. For 0 < α ≤ 2π and 0 < r 1 < r 2 , let
(see [7, p. 8 
]).
Example 4. Let z 1 , z 2 , z 3 ∈ C be distinct points satisfying |z 1 − z 2 | ≤ |z 1 − z 3 | . Then, for the module of Γ 2 = Γ(z 1 , z 2 ; z 3 , ∞; C) we have
(see [7, pp. 98-99] ).
Example 5. Let z 1 ∈ R and z 2 , z 3 ∈ H be distinct points and let
Example 6. For z ∈ H and ζ ∈ H let Γ 4 = Γ(z; ζ, ∞; H). Reasoning similar to that in the proof of (2.3) and (2.4) demonstrates that if ℑz < |ζ − ℜz| then
Example 7. Let 0 < r < R and let curves l r ⊂ D(r) ∩ H and
Denote by Γ 5 the family of all crosscuts of
Indeed, let z r ∈ C(r) ∩ l r and z R ∈ C(R) ∩ l R . According to (2.3), for the family Γ 6 of all crosscuts of G which separate l r and l R we have
Since m(Γ 5 )m(Γ 6 ) = 1 , we obtain (2.7).
Example 8. Let 0 < r < R and let S ± be open sets consisting of disjoint intervals (c
Denote by Γ 7 the family of all paths in Q = {z ∈ H : r < |z| < R} which separate (r, R) \ S + from (−R, −r) \ S − .
Lemma 1 Under the above assumptions,
Proof. We essentially follow the outline of the proof of [6, Lemma 4] . Let U 
and let
where, by virtue of (2.8), C 4 can be chosen such that log f
Consider the metrics
where C 5 is chosen such that for any γ ∈ Γ 7 with γ ∩ [c
According to our construction, for an arbitrary γ ∈ Γ 7 and
Since by (2.9)
where dm(z) stands for the 2 -dimensional Lebesgue measure (area) on C , the definition of the module (see [14, p. 132] ) as well as (2.11) and (2.12) yield (2.10) with C 3 = C 6 .
2
Next, we cite a result by Jenkins and Oikawa [12] concerning Ahlfors' fundamental inequalities.
Lemma 2 ( [12, inequalities (1) and (3)]) For 0 < r 1 < r 2 < ∞ , let
where the functions θ j , j = 1, 2 have finite total variation V j on [r 1 , r 2 ] and satisfy
Then, for the module of Q , i.e., the module of the family Γ = Γ(Q) of curves separating in Q its boundary circular components, we have
In the proof of Theorem 2 we use a statement whose analogue for the case of a domain including ∞ is due to Belyi (see [7, pp. 65-66] ).
Let G ⊂ C be a simply connected domain such that i ∈ G and ∞ ∈ L := ∂G . Denote by Φ : G → H a conformal mapping satisfying Φ(i) = i, Φ(∞) = ∞ and let Ψ := Φ −1 . For ξ ∈ D * := {ξ : |ξ| > 1} denote by Γ 8 (ξ) the family of all crosscuts of D * which separate ξ from ξ . The module of Γ 8 (ξ) satisfies
(see [5, p. 113 ]). For τ ∈ H, ℜτ = 0 denote by Γ 9 (τ ) the family of all crosscuts of H which separate τ from −τ . Conformal invariance of the module implies that
Let a = ℜτ = 0 and 0 < b = ℑτ ≤ 1/2 . Elementary computation involving (2.13) and (2.14) shows that
In order to prove (2.16) we can assume that
By virtue of (2.1), for
Since any γ ∈ Γ 11 includes a subarc which belongs to Ψ(Γ 10 ) , we have
Comparing the above inequality with (2.17) and (2.18) we obtain (2.16).

Lemma 4 Let
Proof. Letting a = t/2 and b = 1/σ in Lemma 3 we have
The domains which appear in this paper do not have inner cusps on the boundary. That is, following [21] we say that C \ G =: K ∈ H if any points z, ζ ∈ K can be joined by a curve γ(z, ζ) ⊂ K such that
In the case where ∞ ∈ G and K ∈ H the geometric properties of G are studied in [3] , [4] . In this paper we assume that ∞ ∈ L = ∂G and formulate some obvious modifications of results and constructions from these papers.
For the rest of this section we assume that K ∈ H and the constants in the inequalities depend only on K . LetG be the compactification of G by prime ends (see [17] ) and letL :=G \ G . If L is a Jordan curve, thenL = L . Since K ∈ H all Z ∈L are of first kind, i.e., they have singleton impressions |Z| = z ∈ L . For Z ∈L and r > 0 denote by γ Z (r) = γ Z (r, G) ⊂ G ∩ C(z, r) a crosscut of G which separates Z from ∞ . For our purposes it is sufficient to assume that for any Z ∈L and r > 0 the crosscut γ Z (r) is defined uniquely. We use the same symbol Φ to denote the homeomorphism betweenG and H which coincides in G with the mapping Φ and let Ψ = Φ −1 .
First, note that for Z ∈L and r > 0 ,
If 0 < r < R then γ Z (r) and γ Z (R) are the sides of some quadrilateral Q Z (r, R) = Q Z (r, R, G) ⊂ G whose other two sides are parts of the boundary L . Let m Z (r, R) = m Z (r, R, G) be the module of this quadrilateral, i.e., the module of the family of curves that separate the sides γ Z (r) and γ Z (R) in Q Z (r, R) .
Lemma 5 ([4, Theorem 2])
Let Z ∈L and 0 < r 1 < r 2 < r 3 . Then
Lemma 6 ([3, Lemmas 2 and 3]) Let
The analysis of the proof of the left-hand side of (2.22), given in [3] , shows that in the case |Z| = z ∈ R and G ⊂ H , it can be replaced by a sharper one
For Z ∈L, ζ ∈ G , and δ > 0 set
Lemma 7 ([3, Lemma 4]) Under the above notation if
For Z ∈L, Z ∈G and z = |Z|, ζ = |Z| we denote by r Z (Z) the supremum of those r > 0 for which the arc γ Z (r) separates Z from Z . By the definition of the class H we have
|w − w δ | we consider
According to (2.1), (2.4), (2.24), and (2.25)
which implies (2.26). 
The Levin Conformal Mapping
In this section we discuss metric properties of the Levin conformal mapping φ introduced in Section 1. We extend φ continuously to R . This extension can be understood in two different ways: either (i) for x ∈ R the value of φ(x) is a point from ∂H E or (ii) values of φ on R are prime ends inH E \ H E . Below we denote either extension by the same letter Φ .
Since by (1.3) and (1.5) E is relatively dense with respect to the linear Lebesgue measure, i.e., there exist C 1 and C 2 such that
according to [16, Theorem 3.9] for any component
The set E consists of disjoint components which are either points or closed intervals. Denote by
Lemma 9
The following holds:
Proof. In order to prove (3.2) we can assume that |J
By virtue of (1.5), (2.1), and (2.3)
which establishes the formula (3.2).
Similar argument applies to the proof of inequality (3.3).
2
Lemma 9 implies that C \ H E ∈ H , i.e., φ and its inverse mapping ψ := φ −1 satisfy the properties mentioned in Section 2. In particular, let for x ∈ E and δ > 0 ,
Denote by x * δ ∈ E δ any point satisfying ℜx * δ = ℜx . We claim that
According to (2.1), (2.21), and Lemma 5
which yields (3.4).
Comparing (3.4) and (2.21)-(2.23) for 0 < δ < ∆ we obtain
where C is the constant from (2.22).
Proof. We only consider the case k = 1 . The proof for the other case is similar.
By virtue of (2.20) and Lemma 8
which implies that
To prove the opposite inequality, according to (2.24) we can assume that B < r W 1 (τ 1 ) . Further, consider
Lemma 5 and (2.4) yield
which, together with (2.24), implies that
Comparing (3.7) and (3.8) we obtain (3.6).
Lemma 11
Proof. For sufficiently large R ∈ E consider
where Z R := φ(R) and ζ R := |Z R | . By (2.1) and (2.3)
Letting R → ∞ and using (3.1) we have
In order to prove the opposite inequality, for sufficiently large R consider the family Γ 3 of all crosscuts of H \ (J
Moreover, by virtue of (3.1) there is a constant C 4 such that for sufficiently large R
Let Γ 5 be the family of all paths in
Comparing (3.11) and (3.12) and letting R → ∞ we obtain
which gives (3.9) when combined with (3.10).
2
For x ∈ E and δ > 0 let W := φ(x), w := |W |, w δ := φ(x + iδ). The next three lemmas state estimates for the quantity |w − w δ | .
Lemma 12
Proof. For sufficiently large R ∈ E consider Γ 1 = Γ(x, x + iδ; R, ∞, H),
where C 11 and C 12 are the constants from (2.24) and (2.25); and ζ R is the impression of the prime end φ(R) . According to (2.1) and (2.3)
from which, after taking into account (3.1) and letting R → ∞ , we obtain (3.14).
2
LetJ j be as in Section 1, i.e., it is the open interval with the same center as J j and the length (1 + C)|J j | where C is sufficiently small.
Proof. Essentially, we have to mimic the proof of (3.13). Hence, we only sketch it. For sufficiently large R let
Consider the family Γ 1 of curves joining S and T in H \ (S ∪ T ) . Let
According to (2.7), (2.20) , and (3.1)
Furthermore, by virtue of (1.4) and Lemma 1 for the module of the family Γ 3 of all paths in Q = {z ∈ H : δ < |z − x| < R}
comparing (3.16), (3.17) and letting R → ∞ we obtain (3.15).
Lemma 14 Let x ∈J j for some j .
Proof. Without loss of generality we assume that
First, we provide some auxiliary estimates. According to the definition ofJ j
Indeed, by (2.3), for the module of the family
on the other hand, if w − u j > v j , by virtue of (2.1)
Comparing (3.23) and (3.24) we obtain (3.22) .
Indeed, by (2.3) and (3.21), for the module of the family
On the other hand, making use of Lemmas 2 and 5, we have
which, together with (3.9), (3.22) , and (3.26), implies (3.25).
We are now in a position to prove (3.18)-(3.20) . We compare the modules of pares of conformally invariant families of curves in H and H E . Since the reasoning mimics the proof of (3.25) we only indicate the appropriate choice of the families of crosscuts leaving the details to the reader.
(i) In this case, by (2.19) and Lemma 6, |w − w δ | w − u j and for the family
according to (2.3) and (2.4) we have 1
as well as 1
which, when combined with (3.25), gives (3.18).
(ii) In this case, by (2.19) and Lemma 6, w − u j |w − w δ | |J ′ j | and by virtue of (2.3) for the family
Since, by Lemmas 2 and 5,
the two above double inequalities, together with (3.9), imply (3.19).
(iii) The part |w − w δ | δ follows from (3.14). In order to prove the opposite inequality |w − w δ | δ we have to repeat the proof of (3.13) word for word.
Proof of Theorem 1. According to Lemma 10
where w 1 = |W 1 |, W 1 = φ(x 1 ) , and τ 1 = φ(x 1 + i|x 2 − x 1 |) . Therefore, Lemmas 12-14 imply (1.6).
Auxiliary Domains and Their Conformal Mappings
In this section, starting with E and E * = ∪ j J j = ∪ j (a j , b j ) , we construct two auxiliary domains G ± ⊃ H ± and study their conformal mappings onto H ± .
Consider the curves
where t j := C 5 |J j |/3 and C 5 is the constant from (1.5). Denote by G + ⊃ H + the Jordan domain bounded by
Denote by φ ± : G ± → H ± the conformal mapping normalized by
and let ψ ± := φ −1 ± be the inverse mapping. By the symmetry
Since, by (1.5) C \ G ± ∈ H , the conformal mappings φ ± and ψ ± possess appropriate properties stated in Section 2.
Proof. Let w = w ± = φ ± (z) . Without loss of generality we can assume that z ∈ H ± , |z| > 2d(i, E) , and |w| > 1 . According to (2.5), for Γ 1 = Γ(±i; z, ∞; G ± ) and Γ 2 = Γ(±i; z, ∞; H ± ) we have Furthermore, let x ∈ E be such that |x ∓ i| = d(i, E) =: d and let
Notice that
Since, by our assumption (1.4)
we have m(Γ 1 ) ≥ log |z| − C 1 , (4.5) which, together with the right-hand side of (4.2), implies that |w| |z|.
Comparing the above inequality with (4.4) we obtain (4.1).
2
Denote by T j = [c j , a j ] and R j = [b j , d j ] the components of E adjoint to J j and let
Lemma 16
Proof. By virtue of (1.5), (2.2), and (2.3) for
from which (4.6) follows.
The same reasoning applies to the proof of (4.7).
In order to prove (4.8), for sufficiently large R consider the points R ∈ E, t R := φ ± (R) and families of curves
According to (2.3) we obtain
Moreover, using the assumption (1.4) and reasoning as in the proof of (4.5) we have
The inequalities (4.9)-(4.11) yield
Letting R → ∞ and applying (4.1) we obtain (4.8).
2 For x ∈ E, ζ ∈ G ± , and σ > 0 set
, and σ ≥ 1 we have
Proof. According to (2.24), in order to prove (4.12) we can assume that
. By virtue of (2.1) and (2.4)
which, together with (2.24), implies (4.12).
The inequality (4.13) follows immediately from Lemma 7 and (4.12).
Furthermore, by Lemma 6
which gives (4.14) when combined with (4.13).
2
Lemma 18 Let
be the family of all closed curves in G ± which separate ζ and ζ
According to (2.2), (2.5), and (4.15) we have
Moreover, setting
by virtue of (2.1) we obtain
which, together with (4.17), yields
Next, setting Γ 5 = Γ(x, x ± σ ; ζ, ∞; C) and applying (2.2) we have
Furthermore, since by (2.19) |τ ± − t| 1/σ according to (2.3) and (2.4) we obtain
which, together with (4.19), implies that 
2
Lemma 19 Let z 1 , z 2 ∈ H ± be such that
Since, by (2.1) and (2.6),
we have |t − x k | y k , which establishes the formula (4.21).
Moreover, let
According to (2.3)
which implies (4.22).
Next, if |t − w
|}. By virtue of (2.1) and (2.4) we have
from which (4.23) follows. Proof. Let w = w ± = φ ± (z) and let R ∈ E be sufficiently large. Let x ∈ E satisfy |z − x| = d(z, E) , t R = φ ± (R) , and let
By virtue of (2.5) we have
Moreover, reasoning as in the proof of (4.5) we obtain
Therefore, (4.26) and (4.27) yield
Applying (4.1) and letting R → ∞ we have (4.24).
In the opposite direction, by virtue of (2.3)
Letting R → ∞ and taking into account (4.1) we have
To complete the proof of (4.25) we have to use the immediate consequence of the Koebe 1/4 -Lemma, i.e., the inequality
(see [7, p. 58] ).
Proof. Let R be sufficiently large and let t R := φ ± (R) . According to (2.3) for
Letting R → ∞ and applying (4.1) we obtain (4.28).
Next, we improve the inequality (4.28) for points x ∈ E close to the components J j = (a j , b j ) of E * .
Lemma 22 Under the assumptions and notation of Lemma 21 for
, where C 5 is the constant from (1.5), the following inequalities hold.
. Without loss of generality we can assume that x ≥ b j .
(i) First, we claim that
Indeed, by Lemmas 2 and 5 for the module of the family Γ 1 = Γ(x, b j ; a j , ∞; G ± ) we have
Moreover, according to (2.3)
Therefore, (4.8), (4.32), and (4.33) imply (4.31).
Next, by virtue of (2.3) for
which gives (4.29) when combined with (4.31).
(ii) By Lemmas 2 and 5 for
On the other hand, by virtue of (2.3) and (4.8)
The inequalities (4.34) and (4.35) imply (4.30).
2
In the proof of Theorem 2 we need the following immediate consequence of Lemmas 13, 14, 21, and 22. Let 
The Extension Operator for an Antiderivative
Let f ∈ BC * ω (E) . We continuously extend f to R such that on any component J j of E * it is a linear function. By the Lagrange formula for x ∈ J j ,
This clearly forces ||f || C(R) = ||f || C(E)
Our next objective is to continuously extend F from E to C . The procedure described below is a modification of the corresponding constructions from [20] and [9] (see also [7, pp. 13-15] ).
Lemma 23 ([20, Chapter VI]).
There exist a collection of closed squares Q k ⊂ C \ E, k ∈ N with sides parallel to the coordinate axes, and a set of infinitely differentiable (with respect to x and y ) functions µ k (z) = µ k (x + iy) satisfying the following properties.
(vi) For r, l ∈ N 0 such that r + l ≤ 1 we have
Let for x ∈ E and z ∈ C ,
Denote by x k ∈ E a point with the property d(Q k , E) = d(Q k , x k ) . The extension operator E is defined as follows:
where ′ k means the sum taken over only those squares Q k for which d(Q k , E) < 1 . Next, we clarify the difference between the sum Σ ′ k and the complete sum
i.e., Σ ′ k does not have any terms at all. For brevity, we also use the same notation F for the extension EF . The remark above yields
Lemma 24 The function F possesses the following properties.
(ii) F (z) = F (x + iy) is infinitely differentiable (with respect to x and y ) in C \ E and for z ∈ C \ E we have
Proof. Let z ∈ Q k , by Lemma 23(iii) the number of such squares is at most 144 . According to Lemma 23(ii) for δ k := diam Q k we obtain By virtue of Lemma 23(iv) for z ∈ C \ E with |z − x| < 1 we have
which implies (5.6).
(ii) Consider the linear functions
and points u k ∈ E such that
Since, by the Mean Value Theorem for ξ 1 , ξ 2 ∈ E ,
for some c 1 and c 2 between ξ 1 and ξ 2 , (1.10), (3.6), (5.2),(5.5), and Lemma 6 imply that
are the intervals of R between the appropriate points.
Moreover, by the Lagrange interpolation formula we obtain
Therefore, if d(z, E) < 1 then Lemma 23(vi), (5.4), and (5.7) yield that
and, therefore, for the squares Q k ∋ z ,
by virtue of Lemma 23(vi) we obtain
which, together with (5.8), proves (ii).
(iii) Since F is continuous in C we can assume that z ∈ C(x, δ) \ E . For Q k ∋ z consider the linear functions
and points u * k ∈ E such that
Repeating the reasoning from the proof of the part (ii) we obtain
Therefore, according to Lemma 23 we have
and (iii) is proved. 
Auxiliary Entire Functions
In this section we discuss the construction of certain entire functions of exponential type. Our reasoning is influenced by [18] and [10, Chapter IX] .
We start with well-known facts from the harmonic analysis (see, for details [1] 
be the Fourier transform of g .
For σ > 0 and s ∈ N 0 such that 0 ≤ s < 99 consider the function
Since Q σ,s ∈ E 100σ and R |Q σ,s (x)| 2 dx < ∞ we havê
Moreover, for t ∈ R ,
Therefore, g σ,s can be extended to the entire function (for which we use the same notation). Since
and
for z ∈ C we have
Let Q σ := Q σ,0 . According to (6.1) the function
belongs to E 100σ . Moreover, for |z| ≥ 1 ,
Let f ∈ BC * ω (E) and let F be defined as in Section 5. For fixed z 0 := 4i let
Consider the kernel
For ζ ∈ G ± , σ > 0, and t ∈ R set
where dm(ζ) means integration with respect to the two-dimensional Lebesgue measure (area).
Lemma 25
The function e ± σ can be extended to the entire function belonging to
Proof. By virtue of (4.24) and (5.3) for z ∈ C \ G ± ,
where w = u ± iv and 0 < v 0 1 .
For u ∈ R, 0 < v < v 0 , and 0 ≤ l ≤ j ≤ 8 consider the functions
By (4.1) and Lemma 24(ii)
and according to (4.25) for ξ ± iv such that λ ± (ξ ± iv) = 0 we obtain
Therefore, by virtue of (4.1) and (6.2) for |ζ| ≥ 1 we have
Notice that h ± can be extended analytically from C \ G ± to C as follows. By (2.19) for z ∈ C with |z| ≥ 1 we can find r such that 2|z| ≤ |ψ ± (w)| |z| (w ∈ H ± ∩ C(r)).
According to (4.1) r ≤ C 6 |z| . Then the above mentioned extension is defined by the formula
where J r := (C(r) ∩ H ± ) ∪ (R \ D(r)) . We may now differentiate 9 times to conclude that according to (4.1) and (6.3) for 0 < v < v 0 ,
Therefore,
Comparing the definitions of e ± σ and h ± with the above inequality we have e ± σ ∈ E C 7 σ . 2
Proof of Theorem 2
Let z 0 = 4i and let functions F, P x , λ 0 , e ± σ , e σ := e + σ + e − σ be defined as in Sections 5 and 6. By (1.10) and Lemma 25 in order to prove (1.11) it is sufficient to show that for σ > 2 and x ∈ E , To deal withĨ ± 1 , we note that by virtue of (1.10), (4.22) , and (4.23) ω(|φ ± (x) − φ ± (x ± i|x − ζ|)|) ω(|φ ± (x) − φ ± (x ± id)|) φ ± (x) − φ ± (x ± i|x − ζ|) φ ± (x) − φ ± (x ± id) |x − ζ| d .
Therefore, according to (1.10) and (2.19)
H ± ∩Σ 0 \D dm(ζ) |ζ − z 0 | 3 |ζ − x| 13/4 .
Next, dividing the set of integration H ± ∩ Σ 0 \ D into subsets
and passing to the polar coordinates with the center either in x or in z 0 as well as applying (7.10) we obtainĨ 
Proof of Theorem 3
We adapt to our case the standard procedure of proving inverse theorems. Let x 1 , x 2 ∈ E be such that x 1 < x 2 and let δ := ρ E (x 1 , x 2 ) . Since
we can assume that 0 < δ < 1/2 .
Let e k ∈ E 2 k , k ∈ N 0 satisfy ||f − e k || C(E) ≤ 2ω(2 −k ) and let g k (z) := e k+1 (z) − e k (z). where φ is the Levin conformal mapping extended to H − by the formula φ(z) := φ(z) (z ∈ H − ).
Let for x ∈ E , E ± δ := {z ∈ H ± : ±ℑφ(z) = δ), ρ δ (x) = d(x, E ± δ ).
According to (3.5) for x ∈ E and 0 < t < T , Therefore, 
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