The increasing demand for non-sinusoidal currents affects the quality of distribution networks. Harmonic detection is a crucial step in the cancellation of those components by active power filters. In this paper, the discrete cosine transform (DCT) is compared with different implementations based on Fourier transforms, demonstrating their equivalences and the advantages provided by the former. We demonstrate that the phase error in the presence of grid frequency deviations and the transient length are reduced by half in comparison to the discrete Fourier transform. A novel algorithm is developed to provide frequency adaptation to the DCT, taking advantage of its good features. The window width is adjusted in real time according to the actual value of the grid fundamental frequency by means of a phase-locked loop. A technique based on dithering is employed to overcome the limitation caused by the truncation of the window number of samples, so the frequency resolution is enhanced. The theoretical approach is verified by simulated and experimental results.
I. Introduction
The proliferation of equipment with switching non-linear loads is an important factor responsible for the ac current distribution network pollution and the reactive power demand. These non-linear loads draw non-sinusoidal currents from the utility, causing interference with the near sensitive loads, and limit the utilization of the available electrical supply [1] .
Different mitigation solutions have been proposed and used, involving passive filters, active power filters (APFs), and hybrid active-passive filters. Currently, due to the technological advances in digital control techniques, APFs have become an efficient alternative to passive filters. Therefore, there is an increasing interest in developing and using better active filtering solutions [2] - [10] .
The discrete cosine transform (DCT) has been mainly employed in the area of image processing [11] - [13] . It permits the use of a window length of a fundamental semi-period. This implies that the transient provided by a DCT filter lasts just half a cycle. This is an important improvement over the most widely used algorithms, such as discrete Fourier transform (DFT), fast Fourier transform (FFT), and recursive DFT (RDFT) [10] , [14] , [15] , which need a full fundamental cycle [10] , and reference generation techniques based on p-q theory, which may require more than two cycles even for low-order filters [15] . Furthermore, the recursive formulation of the RDFT may yield larger numerical errors [16] , so its advantage of implementation simplicity is not always decisive.
In fact, we analytically demonstrate in this paper that the method based on synchronous reference frames (SRFs) and moving average filters (MAFs) [17] , [18] , for which the transient lasts half a cycle, actually implements the DCT in a recursive manner.
There are several advantages and disadvantages when comparing non-recursive with recursive implementations. One important point is the fact that recursive filters have larger quantization errors when implemented in fixed-point devices [16] , [19] . Moreover, FIR filters are based on constant multipliers, which, from the point of view of resources, are efficient and flexible [20] .
When working together with phase-locked loops (PLLs), SRF schemes provide good adaptation in the presence of grid frequency deviations. This approach can be extended to DCT by some alternatives. In [19] , employing a variable sample rate was proposed for repetitive current control based on DCT, but its discrete-time implementation is not a trivial task. In this work, we propose another alternative. The limitation of only being able to set integer values for the window width is overcome by the application of dither signals.
The dithering technique consists of the application of noise to increase accuracy by reducing quantization patterns. It has been widely used in fields such as digital audio and image processing. Dithering is not so extensively used in power electronics control, although several studies have proposed employing it in power converters. Some significant applications of the dithering technique are the use of dither signals in combination with hysteresis bands and Sigma-Delta modulation [21] - [23] and the enhancement of the frequency resolution of resonant converters [24] .
Both simulated and experimental results validate the theoretical analysis. The advantages of the DCT over the DFT for APFs are demonstrated. The effectiveness of the proposed adaptive method is also demonstrated, even when considerable frequency deviations occur. Its robustness to demanding transients has been tested with satisfactory performance.
II. Study of DCT Equivalences and Advantages

Harmonic Identification by Means of DCT Filter
The objective of the harmonic identification algorithm is to detect the harmonic components (i Lh ) of a distorted current (i L ) demanded by non-linear loads. It can be achieved by the subtraction of the fundamental component (i L1 ), so i Lh =i L -i L1 . The role of the DCT filter is to extract i L1 .
If ω 1n defines the nominal value of the grid fundamental frequency, the DCT filter can be expressed as
where N is the window width, which coincides with the number of samples that represents half a fundamental cycle. 
Equation (1) matches a DCT-I-type expression, and it corresponds to an N-1 order digital filter. Its N coefficients are constants stored in a table in the memory as shown in Fig. 1 . It can be easily extended to perform selective identification of any harmonics without increasing the number of required coefficients:
where h is the harmonic order of each harmonic that is desired to be extracted.
Equivalence to SRF Schemes Based on MAFs
In [17] and [18] , a method was proposed for fundamental component identification based on MAFs, which is shown in Fig. 2 . The transfer function of an MAF can be expressed as
where N is chosen to match the number of samples of half a fundamental cycle in order to cancel all odd harmonics.
The algorithm of Fig. 2 can be simplified in the form of an FIR digital filter in a stationary frame, so the scheme is replaced by just one block: ( ,2 ,4 ,6 , )
The same reasoning is applied to the orthogonal signal:
Adding both expressions and using trigonometric identities we obtain Following an analogous mathematical reasoning, it is easy to prove that employing a DCT of 2N samples is equivalent to the RDFT-based scheme shown in Fig. 2 of [14] .
If selective harmonic identification is desired, the stationary frame implementation is simpler than using SRFs because (2) permits it to be performed for an arbitrary number of harmonics without increasing the computational burden. On the contrary, in the case of SRF methods, the complexity increases with the number of harmonics to compensate because a scheme such as the one shown in Fig. 2 should be used for each component.
On the other hand, the frequency adaptation of (2) is not a trivial task. It can be achieved by modifying the sample rate in real time [19] , but the adaptation of SRF algorithms is easier to obtain.
Equivalence between DFT and DCT
The DFT can be defined as ( )
For real and even-symmetric signals, (7) performs exactly 
N=100 N=200
the same as (1) in steady state and ideal conditions (when the grid frequency equals ω 1n ). This is because half of the data becomes redundant, so half of the coefficients are no longer necessary, and the imaginary part of (7) becomes zero.
However, if (7) is implemented instead of (1), 2N coefficients are employed. Therefore, the behaviour differs during transients and/or in the presence of grid frequency deviations. These differences are analyzed in the following subsection, and the effect of the window length is studied.
In fact, a 2N-sample DCT is often implemented as an equivalent to a DFT [19] or, in a recursive manner, as an equivalent to an RDFT [14] . Figure 3 shows the frequency response of DCT filters at 10 kHz commutation with N=100 and N=200 corresponding to half a cycle and a full cycle, respectively. The double window length provides better filtering at the cost of doubling the transient time. It is a common practice to ignore even harmonics in system voltages and currents, which is accurate for most practical electric circuits [25] . Therefore, it could be said that DCT with N=100 is a more efficient alternative. Another benefit appears when frequency deviations are considered. As seen in Fig. 3 , when the input wave frequency is not nominal, the phase error is reduced by half.
Potential Advantages of DCT for APF Reference Generation
III. Development of Frequency Adaptive DCT
If the grid frequency deviates from nominal, the transfer function of (1) should be modified to maintain a steady state error of zero. A direct method to adapt the filter would be to recalculate each of the coefficients of (1) according to the actual value of the grid fundamental frequency (ω 1 ). However, that would imply a huge computational effort, which would reduce the performance. An alternative approach is proposed in this section.
Phase Correction
Applying trigonometric identities, 
where Δω 1 is the deviation from the nominal frequency in rad/s (Δω 1 =ω 1 -ω 1n ). Under normal operation, the grid frequency deviation should not exceed ±1 Hz according to the International Electrotechnical Commission standard IEC 61000-2-2. In isolated and emergency systems, this limit can be exceeded, resulting in a range of about ±2 Hz or more [26] . Therefore, Δω 1 nT s ≈ 0 is assumed: 
where a n and b n are constants, so they can be calculated off-line before the control is implemented. The filter can be separated into two blocks, one of which is multiplied by a gain of value Δω 1 , which is obtained from a PLL. Each block is actually a digital filter of N coefficients, which is also possible to implement as shown in Fig. 1 .
Window Width Correction
The only remaining parameter that should also be modified is N, which is easily obtained in real time by the identity N=2f s /f 1 =4πf s /ω 1 , where f s is the sampling frequency of the controller, and f 1 =ω 1 /2π is the actual value of the grid fundamental frequency in hertz.
The variation of N is feasible without a significant increase in the number of operations needed. In practice, it means just taking into account (or not) the last coefficients of the filter and changing the gain 2/N. Focusing on implementation, the correction of the window width is achieved by simply modifying the maximum value (N) of the pointer that sweeps through both tables in each cycle of the controller.
The impulse response of the resulting filter is modified in the 
Adaptation Improvement by Means of Dithering
Because N can only take integer values, the process proposed in section III.2 to correct the window width implies that there will be a limited resolution in the frequency adaptation. If f s is set to 10 kHz, the most reduced feasible variation in N ( ± 1) corresponds to ± 0.5 Hz, which is a considerable error.
This issue can be solved by means of dithering, which permits improvement of the resolution by the addition of noise. Several applications of this technique to power converters were discussed in [21] - [24] . In this approach, a number in the interval from 0 to 0.9 is generated with uniform probability, and it is added to the expression N'=4πf s /ω 1 . Then, the result is truncated. This process causes an oscillatory behaviour, alternating between the two closest integer values of N, and the average of N matches N′. Given that the error introduced in i L1 is almost linear, its medium value also fits the actual magnitude of the fundamental component.
Note that the amplitude of the resulting noise in i L1 is minimal. Actually, i L1 is always contained between the two signals that would be obtained if the closest integer values of N were chosen.
The oscillations in the current reference (i f * ) are filtered by the bandwidth of the current controller and the plant. Finally, the harmonic components of the current demanded by the APF (i f ) are expected to equal the original harmonics of i L .
In most applications, the dither signal consists of a random number, so the noise is spread across the frequency spectrum; therefore, it becomes less noticeable. However, in this case, it is preferable to concentrate the noise in higher frequencies to achieve better filtering by means of inductance. The added dither is chosen according to the following pattern: 0.9, 0.4, 0.8, 0.3, 0.7, 0.2, 0.6, 0.1, 0.5, 0. In this manner, the lowest harmonic appears at 1,000 Hz, and most of the noise power is concentrated at 5 kHz, which is attenuated to 24 dB in a closed loop. Figure 6 depicts the resulting scheme for the fundamental component identification.
Note that the proposed technique to enhance the resolution by dithering can also be applied to other harmonic identification methods that include integer delays, such as DFT, MAFs, and the delayed signal cancellation (DSC) [27] algorithm. Figure 7 shows the tested single-phase APF prototype. It is composed of an IGBT-based voltage source converter (VSC) which is connected to the point of common coupling (PCC) PR current controller Fig. 7 . Prototype diagram of the APF power circuit and control. through the interfacing inductor L f . The equivalent series resistance (R f ) of this inductor was measured and taken into account for the modelling. Table 1 shows the values of the power circuit components. Here, f sw is the IGBTs switching frequency. A programmable AC source (Chroma 61501) was employed, and the control was implemented in a prototyping platform (dSpace DS1103). Two non-linear loads were connected to the PCC, namely, an AC regulator and a diode-bridge rectifier. The proposed algorithm was tested in a single-phase APF, although its application to three-phase systems is also feasible [17] , [28] . Because the objective of the experiments was to prove the effectiveness of the harmonic identification methods, we employed proportional + resonant (PR) current control, which assures zero steady state error [29] . The frequency adaptation of the controller was achieved as proposed in [30] - [32] . The frequency was measured by a PLL with fast transient as in those presented in [33] , [34] . The discrete-time model of the plant was modelled including the computational delay (z -1 ) and the PWM converter operation as a zero-order hold function [35] , [36] . The PR controller was tuned with a proportional gain of 10 and an integral gain of 1,000 for each of the resonant regulators. Three of them were implemented to compensate the third, fifth, and seventh harmonics. With these parameters, a phase margin PM = 50 deg was obtained, which assured stability.
IV. APF Prototype and Controller
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V. Simulation Results
A comparison of the differences between several harmonic extraction algorithms was carried out in the Simulink environment to quantify the improvement achieved by the proposed frequency adaptation feature. The APF lab prototype was also simulated to support the results provided by the experimental setup discussed in the next section.
Three different fundamental component identification methods were simulated for the generation of i f * : A) DCT filter (1), B) Frequency adaptive DCT filter without dithering, where N' is rounded to N instead of using truncation, C) Frequency adaptive DCT filter with dithering (see Fig. 6 ).
Fundamental Component Identification
The accuracy of i L1 identification in terms of magnitude and phase is independent of i L harmonic content, so the error caused by each scheme can be established in a generic form. Figure 8 shows that algorithm B improves the magnitude response of A in the presence of significant frequency deviations. However, the opposite is true for slight f 1 variations. On the other hand, the dithering technique in C manages to correct the magnitude error almost completely in any case, always reducing it below 0.1%. With respect to phase, Fig. 9 shows that schemes B and C both achieve frequency adaptation with negligible error. Perfect phase tracking could have been accomplished by implementing the explicit sine and cosine functions of (8), but it has been avoided to optimize the computational burden.
Ripple in i L1 Depending on the Extraction Algorithm
The harmonic content of the signal obtained by the fundamental component identification algorithm also depends on the employed scheme. For ideal performance, i L1 should be only composed of a sine wave of frequency f 1 . In reality, the filtering of i L harmonics gets worse as the difference between f 1 and f 1n increases.
The load current i L was programmed with the generic components shown in Table 2 , although other values could have been chosen without affecting the outcome. The spectrum of the resulting current is shown in Fig. 10 . A very unfavorable condition (f 1 = 48. 25 Hz) was selected to analyze the effect on i L1 ripple. Table 3 displays the performance of algorithms A, B, and C in terms of the fundamental magnitude of the obtained i L1 and its total harmonic distortion (THD). Figure 11 shows that filter A leaves some content of the original harmonics unfiltered (THD = 2.26%), although it could be considered good performance for most applications. Method B reduces the total harmonic distortion even more (to 0.36%) as seen in Fig. 12 . In this respect, the magnitude of the harmonics is less significant, but they are also reflected in the filter current i f . Finally, Fig. 13 demonstrates that, even though the total harmonic content produced by C is slightly higher than that produced by B (THD = 0.5%), the dither manages to displace the harmonics to much higher frequencies. This is an important factor because it allows the noise to be filtered by the plant. Moreover, the magnitude of the fundamental component is more accurate in method C. It gives rise to a fundamental component of 3.001 A. Therefore, the performance of the APF is improved by C even when important frequency deviations are present.
APF Lab Prototype Simulation
The considered APF topology was modelled in Simulink, to test its performance with the proposed algorithm C. The fundamental frequency was set at f 1 = 51.25 Hz, which is quite unfavorable. Figure 14 shows the steady state currents i L and i s . The peaks that appear in the source current are caused by the high-frequency harmonics produced by the loads in the switching instants. It is known that APFs are usually aimed at low-order harmonics, while high frequencies are often filtered by additional passive filters. Figure 14 demonstrates that the APF manages to successfully cancel the low harmonics thanks to the effectiveness of the adaptive harmonic identification algorithm. Moreover, it can be observed that the dither noise is filtered by the plant as expected.
The APF prototype also served to perform several tests to demonstrate the advantages of the DCT filter of N=100, when no adaptation feature is included. Figure 15(a) shows that it permits the transient length to be reduced by half with respect to N=200. Figure 15(b) shows the fundamental component extracted when the fundamental frequency of i L is set at f 1 =48 Hz. The phase error is also halved.
VI. Experimental Results
The APF prototype and controller presented in section IV were tested to check the advantages of the DCT filter of N=100 presented in section II.4 for harmonic identification and the suitability of the proposed frequency adaptive method including dithering (algorithm C). provided by DCT filters of half-and full-period window lengths. As expected, the former is much faster; it achieves steady state in half a cycle. Only a resistive load (R 2 ) was considered to avoid undesired transients in i L . Figure 17 shows the fundamental component extracted by both DCT filters. It is seen that the phase error is doubled in the case of the larger window as stated in section II.4. (b) Fourier spectrum of i s in Fig. 16(a) .
(c) Steady state currents with DCT filter (1).
(d) Fourier spectrum of i s in Fig. 16(c) .
Test of Proposed Frequency Adaptive Method
The resulting load current i L features the highly distorted spectrum shown in Fig. 18 with a THD of about 29%.
The whole system was tested under a very unfavourable condition (f 1 = 51.25 Hz) with the adaptive and non-adaptive schemes, and the steady state circuit results are shown in Fig.  19 . Figures 19(a) and (b) show the results with the proposed adaptive method. We can see that i L is satisfactorily filtered thanks to the frequency adaptation effectiveness of the harmonic identification algorithm and the infinite gain of the implemented resonant controllers (for the third, fifth, and seventh harmonics). Only the high-order components of i L remain present in the source current i s .
Figures 19(c) and (d) show the performance of the APF using a DCT filter (1) with N = 100. The obtained THD is higher than the one obtained by the adaptive method (about 11% and 9%, respectively), so the superior performance of the proposed algorithm is demonstrated. However, the error caused by the original non-adaptive half-cycle DCT filter is not very significant, and it can be ignored for many real applications. Finally, the robustness of the adaptive method to transients was checked. Figure 20(a) shows the rapid and robust response to a load change, when the AC regulator is connected. Figure 20(b) shows the effect of a frequency step from f 1 =50 Hz to f 1 =48.25 Hz. Once again, the adaptation is fast and effective.
VII. Conclusion
In this paper, the DCT was compared with various implementations based on Fourier transforms, analyzing their equivalences and the advantages for APFs provided by the DCT. We found that it achieves the following:
• It achieves steady state in half a cycle instead of a full cycle.
• It reduces the DFT phase error by half in the presence of grid frequency deviations. In fact, the resulting error can be considered negligible for many applications.
• It requires less resource than DFT because only half of the coefficients are needed. A novel algorithm for harmonic identification suitable for APFs has been presented which is based on the DCT and the dithering technique. Its main advantages are its simplicity, accuracy, frequency adaptation effectiveness, and fast transient. The proposed method was validated by both simulated and experimental results. Its high performance and robustness has been demonstrated in steady state and under transients including frequency steps and load changes.
