Partial differential equations (PDEs) are a fundamental tool in the modeling of many real world phenomena. In a number of such real world phenomena the PDEs under consideration contain gradient-dependent nonlinearities and are high-dimensional. Such high-dimensional nonlinear PDEs can in nearly all cases not be solved explicitly and it is one of the most challenging tasks in applied mathematics to solve high-dimensional nonlinear PDEs approximately. It is especially very challenging to design approximation algorithms for nonlinear PDEs for which one can rigorously prove that they do overcome the so-called curse of dimensionality in the sense that the number of computational operations of the approximation algorithm needed to achieve an approximation precision of size ε > 0 grows at most polynomially in both the PDE dimension d ∈ AE and the reciprocal of the prescribed approximation accuracy ε. In particular, to the best of our knowledge there exists no approximation algorithm in the scientific literature which has been proven to overcome the curse of dimensionality in the case of a class of nonlinear PDEs with general time horizons and gradient-dependent nonlinearities. It is the key contribution of this article to overcome this difficulty. More specifically, it is the key contribution of this article (i) to propose a new full-history recursive multilevel Picard approximation algorithm for high-dimensional nonlinear heat equations with general time horizons and gradient-dependent nonlinearities and (ii) to rigorously prove that this full-history recursive multilevel Picard approximation algorithm does indeed overcome the curse of dimensionality in the case of such nonlinear heat equations with gradient-dependent nonlinearities.
Introduction
Partial differential equations (PDEs) play a prominent role in the modeling of many real world phenomena. For instance, PDEs appear in financial engineering in models for the pricing of financial derivatives, PDEs emerge in biology in models that aim to better understand biodiversity in ecosystems, PDEs such as the Schrödinger equation appear in quantum physics to describe the wave function of a quantum-mechanical system, PDEs are used in operations research to characterize the value function of control problems, PDEs provide solutions for backward stochastic differential equations (BSDEs) which itself appear in several models from applications, and stochastic PDEs such as the Zakai equation or the Kushner equation appear in nonlinear filtering problems to describe the density of the state of a physical system with only partial information available. The PDEs in the above named models contain often nonlinearities and are typically high-dimensional, where, e.g., in the models from financial engineering the dimension of the PDE usually corresponds to the number of financial assets in the associated hedging or trading portfolio, where, e.g., in models that aim to better understand biodiversity the dimension of the PDE corresponds to the number of traits of the considered species in the considered ecosystem, where, e.g., in quantum physics the dimension of the PDE is, loosely speaking, three times the number of electrons in the considered physical system, where, e.g., in optimal control problems the dimension of the PDE is determined by the dimension of the state space of the control problem, and where, e.g., in nonlinear filtering problems the dimension of the PDE corresponds to the degrees of freedom in the considered physical system.
Such high-dimensional nonlinear PDEs can in nearly all cases not be solved explicitly and it is one of the most challenging tasks in applied mathematics to solve high-dimensional nonlinear PDEs approximately. In particular, it is very challenging to design approximation methods for nonlinear PDEs for which one can rigorously prove that they do overcome the so-called curse of dimensionality in the sense that the number of computational operations of the approximation method needed to achieve an approximation precision of size ε > 0 grows at most polynomially in both the PDE dimension d ∈ AE and the reciprocal of the prescribed approximation accuracy ε. Recently, several new stochastic approximation methods for certain classes of highdimensional nonlinear PDEs have been proposed and studied in the scientific literature. In particular, we refer, e.g., to [10, 25, 47, 26, 11, 23] for BSDE based approximation methods for PDEs in which nested conditional expectations are discretized through suitable regression methods, we refer, e.g., to [33, 36, 35, 9] for branching diffusion approximation methods for PDEs, we refer, e.g., to [57, 51, 46, 44, 15, 3, 18, 22, 31, 34, 21, 54, 56, 5, 2, 50, 48, 32, 7, 52, 49, 27, 1, 42, 37, 12, 6, 14, 13, 30] for deep learning based approximation methods for PDEs, and we refer to [17, 41, 40, 4, 24] for numerical simulations, approximation results, and extensions of the in [16, 39] recently introduced full-history recursive multilevel Picard approximation methods for PDEs (in the following we abbreviate full-history recursive multilevel Picard as MLP ). Branching diffusion approximation methods are also in the case of certain nonlinear PDEs as efficient as plain vanilla Monte Carlo approximations in the case of linear PDEs but the error analysis only applies in the case where the time horizon T ∈ (0, ∞) and the initial condition, respectively, are sufficiently small and branching diffusion approximation methods are actually not working anymore in the case where the time horizon T ∈ (0, ∞) exceeds a certain threshold (cf., e.g., [35, Theorem 3.12] ). For MLP approximation methods it has been recently shown in [39, 40, 4] that such algorithms do indeed overcome the curse of dimensionality for certain classes of gradient-independent PDEs. Numerical simulations for deep learning based approximation methods for nonlinear PDEs in high-dimensions are very encouraging (see, e.g., the above named references [57, 51, 46, 44, 15, 3, 18, 22, 31, 34, 21, 54, 56, 5, 2, 50, 48, 32, 7, 52, 49, 27, 1, 42, 37, 12, 6, 14, 13, 30] ) but so far there is only a partial error analysis available for such algorithms (which, in turn, is strongly based on the above mentioned error analysis for the MLP approximation method; cf. [38] and, e.g., [32, 56, 8, 20, 28, 43, 45, 55, 29] ). To sum up, to the best of our knowledge until today the MLP approximation method (see [39] ) is the only approximation method in the scientific literature for which it has been shown that it does overcome the curse of dimensionality in the numerical approximation of semilinear PDEs with general time horizons.
The above mentioned articles [39, 40, 4, 24] prove, however, only in the case of gradient-independent nonlinearities that MLP approximation methods overcome the curse of dimensionality and it remains an open problem to overcome the curse of dimensionality in the case of PDEs with gradient-dependent nonlinearities. This is precisely the subject of this article. More specifically, in this article we propose a new MLP approximation method for nonlinear heat equations with gradient-dependent nonlinearities and the main result of this article, Theorem 5.2 in Section 5 below, proves that the number of realizations of scalar random variables required by this MLP approximation method to achieve a precision of size ε > 0 grows at most polynomially in both the PDE dimension d ∈ AE and the reciprocal of the prescribed approximation accuracy ε. To illustrate the findings of the main result of this article in more detail, we now present in the following theorem a special case of Theorem 5.2. Theorem 1.1. Let T, δ, λ ∈ (0, ∞), let u d = (u d (t, x)) (t,x)∈[0,T ]×Ê d ∈ C 1,2 ([0, T ] × Ê d , Ê), d ∈ AE, be at most polynomially growing functions, let f d ∈ C(Ê × Ê d , Ê), d ∈ AE, let g d ∈ C(Ê d , Ê), d ∈ AE, let L d,i ∈ Ê, d, i ∈ AE, assume for all d ∈ AE, t ∈ [0, T ), x = (x 1 , x 2 , . . . , x d ), x = (x 1 , x 2 , . . . , x d ), z = (z 1 , z 2 , . . . , z d ), z = (z 1 , z 2 , . . . , z d ) ∈ Ê d , y, y ∈ Ê that
and d −λ (|g d (0)| + |f d (0, 0)|) + 
Theorem 1.1 is an immediate consequence of Corollary 5.4 in Section 5 below. Corollary 5.4, in turn, follows from Theorem 5.2 in Section 5, which is the main result of this article. In the following we add a few comments regarding some of the mathematical objects appearing in Theorem 1.1 above. The real number T ∈ (0, ∞) in Theorem 1.1 above describes the time horizon of the PDE under consideration (see (2) in Theorem 1.1 above). Theorem 1.1 proves under suitable Lipschitz assumptions that the MLP approximation method in (3) above overcomes the curse of dimensionality in the numerical approximation of the gradient-dependent semilinear PDEs in (2) above. Theorem 1.1 even proves that the computational effort of the MLP approximation method in (3) required to obtain a precision of size ε ∈ (0, 1] is bounded by cd c ε (2+δ) where c ∈ Ê is a constant which is completely independent of the PDE dimension d ∈ AE and where δ ∈ (0, ∞) is an arbitrarily small positive real number which describes the convergence order which we lose when compared to standard Monte Carlo approximations of linear heat equations. The real number λ ∈ (0, ∞) in Theorem 1.1 above is an arbitrary large constant which we employ to formulate the Lipschitz and growth assumptions in Theorem 1.1 (see (1) and below (2) in Theorem 1.1 above). The functions u d : [0, T ] × Ê d → Ê, d ∈ AE, in Theorem 1.1 above are the solutions of the PDEs under consideration; see (2) in Theorem 1.1 above. Note that for every d ∈ AE we have that (2) is a PDE where the time variable t ∈ [0, T ] takes values in the interval [0, T ] and where the space variable x ∈ Ê d takes values in the d-dimensional Euclidean space Ê d . The functions f d : Ê × Ê d → Ê, d ∈ AE, describe the nonlinearities of the PDEs in (2) and the functions g d : Ê d → Ê, d ∈ AE, describe the initial conditions of the PDEs in (2) . The quantities ⌊n 1/4 ⌋, n ∈ AE, in (4) in Theorem 1.1 above describe evaluations of the standard floor function in the sense that for all n ∈ AE it holds that ⌊n 1/4 ⌋ = max([0, n 1/4 ] ∩ AE). Theorem 1.1 above in this introductory section is a special case of the more general approximation results in Section 5 in this article and these more general approximations results treat more general PDEs than (2) as well as more general MLP approximation methods than (3). More specifically, in (2) above we have for every d ∈ AE that the nonlinearity f d depends only on the PDE solution u d and the spatial gradient ∇ x u d of the PDE solution but not on t ∈ [0, T ] and x ∈ Ê d while in Corollary 5.1, Theorem 5.2, and Corollary 5.4 in Section 5 the nonlinearities of the PDEs may also depend on t ∈ [0, T ] and x ∈ Ê d . Corollary 5.1 and Theorem 5.2 also provide error analyses for a more general class of MLP approximation methods. In particular, in Theorem 1.1 above the family r θ : Ω → (0, 1), θ ∈ (0, 1), of i.i.d. random variables satisfies for all b ∈ (0, 1) that P(r 0 ≤ b) = √ b and Corollary 5.1 and Theorem 5.2 are proved under the more general hypothesis that there exists α ∈ (0, 1) such that for all b ∈ (0, 1) it holds that P(r 0 ≤ b) = b α (see, e.g., (146) in Theorem 5.2). Furthermore, the more general approximation result in Corollary 5.1 in Section 5 also provides an explicit upper bound for the constant c ∈ Ê in Theorem 1.1 above (see (133) in Corollary 5.1).
The remainder of this article is organized as follows. In Section 2 we establish a few identities and upper bounds for certain iterated deterministic integrals. The results of Section 2 are then used in Section 3 in which we introduce and analyze the considered MLP approximation methods. In Section 4 we establish suitable a priori bounds for exact solutions of PDEs of the form (2) . In Section 5 we combine the findings of Sections 3 and 4 to etablish in Theorem 5.2 below the main approximation result of this article.
Analysis of certain deterministic iterated integrals
In this section we establish in Corollary 2.5 below an upper bound for products of certain independent random variables. Corollary 2.5 below is a central ingredient in our error analysis for MLP approximations in Section 3 below. Our proof of Corollary 2.5 employs a few elementary identities and estimates for certain deterministic iterated integrals which are provided in Lemma 2.1, Lemma 2.2, and Corollary 2.3 below.
Identities for certain deterministic iterated integrals
Proof of Lemma 2.1. We prove (5) by induction on j ∈ AE. For the base case j = 1 note that integration by substitution yields that for all
This proves (5) in the base case j = 1. For the induction step AE ∋ j j + 1 ∈ AE note that the induction hypothesis and integration by substitution imply for all s 0 ∈ [0, T ) that
Induction thus proves (5) . This completes the proof of Lemma 2.1.
Then it holds for all
.
Proof of Lemma 2.2. Throughout this proof let B : (0, ∞) × (0, ∞) → Ê satisfy for all x, y ∈ (0, ∞) that
Note that (9) and the fact that for all x, y ∈ (0, ∞) it holds that B(x, y) = Γ(x)Γ(y) Γ(x+y) ensure that for all i ∈ AE 0 it holds that
This establishes (8) . The proof of Lemma 2.2 is thus completed.
Estimates for certain deterministic iterated integrals
Proof of Corollary 2.3. First, observe that Wendel's inequality for the gamma function (see, e.g., Wendel [58] and Qi [53, Section 2.1]) ensures that for all x ∈ (0, ∞), s ∈ [0, 1] it holds that
Moreover, note that the fact that for all x ∈ (0, ∞) it holds that ln ′ (x) = x −1 demonstrates that for all j ∈ AE, λ ∈ (0, ∞) it holds that
Combining this, (13) , and the fact that αγ − β + 1 ∈ [0, 1] with the fact that for all x ∈ [0, ∞) it holds that 1 + x ≤ e x proves that for all j ∈ AE it holds that
This establishes (12) . The proof of Corollary 2.3 is thus completed. 
Estimates for products of certain independent random variables
, let G ⊆ F be a sigma-algebra, let H = σ(G ∪ σ(τ, (W min{s,τ } ) s∈[0,T ] )), and assume that ρ, τ , W , and G are independent. Then it holds P-a.s. that
Proof of Lemma 2.4. First, note that independence of ρ, τ , W , and G ensures that it holds P-a.s. that
Next note that Hutzenthaler et al.
Independence of Brownian increments hence proves that for all A ∈ B((0, T )), B ∈ B(C([0, T ], Ê d )) it holds that 
, and Y = τ for t ∈ (0, T ), ω ∈ Ω in the notation of [39, Lemma 2.2]) proves that for all A ∈ B((0, T )), B ∈ B(C([0, T ], Ê d )) it holds that
This together with (18) proves (17) . The proof of Lemma 2.4 is thus completed.
Corollary 2.5. Let T ∈ (0, ∞), d ∈ AE, j ∈ AE 0 , e 1 = (1, 0, 0 . . . , 0), e 2 = (0, 1, 0, . . . , 0), . . . , e d+1 = (0, 0, . . . , 0, 1) : Ω → (0, 1), n ∈ AE 0 , be i.i.d. random variables, assume that W and (r (n) ) n∈AE0 are independent, let ρ : (0, 1) → (0, ∞) and ̺ :
t ∈ [0, T ) that S(0, t) = t and S(n + 1, t) = S(n, t) + (T − S(n, t))r (n) , and let t ∈ [0, T ). Then
Proof of Corollary 2.5. Throughout this proof let F n ⊆ F , n ∈ AE 0 , satisfy for all n ∈ AE that F 0 = {∅, Ω} and that F n = σ(F n−1 ∪ σ(S(n, t), (W min{s,S(n,t)} ) s∈[0,T ] )) and let
. . , d}, n ∈ AE it holds that S(n, r) > S(n − 1, r) and
Next we claim that for all k ∈ {1, 2, . . . , j + 1} it holds P-a.s. that E j+1 i=k 1 ̺(S(i−1,t),S(i,t)) e νi−1 , 1,
To prove (24) we proceed by backward induction on k ∈ {1, 2, . . . , j + 1}. For the base case k = j + 1 note that the fact that S(j + 1, t) = S(j, t) + (T − S(j, t))r (j) , Lemma 2.4 (applied with F (r, s, 
, and the fact that for all r ∈ [0, T ), s ∈ (r, T ] it holds that ̺(r, s) = 1 T −r ρ( s−r T −r ) ensure that it holds P-a.s. that
This establishes (24) in the base case k = j + 1. For the induction step {2, 3 . . . , j + 1} ∋ k + 1 k ∈ {1, 2, . . . , j} assume that there exists k ∈ {1, 2, . . . , j} which satisfies that
Observe that (26) , the tower property, the fact that the random variable
This, Hutzenthaler et al. [39, Lemma 2.3] , the hypothesis that W and r (k−1) are independent, (23) , and the fact that for all r ∈ [0, T ), s ∈ (r, T ] it holds that ̺(r, s)
This completes the induction step. Induction hence proves (24) .
Next (24) implies that
Inequality (29), Corollary 2.3 (applied with β = p 2 and γ = p − 1 in the notation of Corollary 2.3) together with (22). The proof of Corollary 2.5 is thus completed.
Full-history recursive multilevel Picard approximation methods
In this section we introduce and analyze a class of new MLP approximation methods for nonlinear heat equations with gradient-dependent nonlinearities. In the main result of this section, Proposition 3.5 in Subsection 3.3 below, we provide a detailed error analysis for these new MLP approximation methods. We will employ Proposition 3.5 in our proofs of the approximation results in Section 5 below (cf. Corollary 5.1, Theorem 5.2, and Corollary 5.4 in Section 5 below).
Description of MLP approximations
x, v(t, x)), and let U θ n,M = (U θ,1 n,M , U θ,2 n,M , . . . , U θ,d+1 
Properties of MLP approximations
and
are identically distributed.
Proof of Lemma 3.2. First, observe that (34) , the hypothesis that for all M ∈ AE, θ ∈ Θ it holds that U θ 0,M = 0, the fact that for all θ ∈ Θ it holds that W θ and R θ are continuous random fields, the hypothesis that f ∈
, and induction on AE 0 establish Item (i). Next note that Item (i), the hypothesis that Item (ii). In addition, note that Item (ii) and the fact that for all i, j, k, l, ∈ , θ ∈ Θ with (i, j) = (k, l) it holds that ((r (θ,i,j,ϑ) , W (θ,i,j,ϑ) )) ϑ∈Θ and ((r (θ,k,l,ϑ) , W (θ,k,l,ϑ) )) ϑ∈Θ are independent prove Item (iii). Furthermore, observe that Item (ii) and the fact that for all θ ∈ Θ it holds that (r (θ,ϑ) ) ϑ∈Θ , (W (θ,ϑ) ) ϑ∈Θ , W θ , and r θ are independent establish Item (iv). Next observe that the hypothesis that for all θ ∈ Θ it holds that U θ 0,M = 0, the hypothesis that (W θ ) θ∈Θ are i.i.d., the hypothesis that (R θ ) θ∈Θ are i.i.d., Items (i)-(iii), Hutzenthaler et al. [39, Corollary 2.5] , and induction on AE 0 establish Item (v). Furthermore, observe that Item (ii) and the fact that for all θ ∈ Θ, l ∈ AE, i ∈ AE it holds that (r (θ,−l,i,ϑ) ) ϑ∈Θ , (W (θ,−l,i,ϑ) ) ϑ∈Θ , W θ,l,i , and r θ,l,i are independent, and, e.g., Hutzenthaler et al. [ 
This, Item (v), Item (ii), and the fact that for all θ ∈ Θ, l, i ∈ AE it holds that (r (θ,l,i,ϑ) ) ϑ∈Θ , (W (θ,l,i,ϑ) ) ϑ∈Θ ), W θ,l,i , and r θ,l,i are independent, and, e.g., Hutzenthaler et al. [39, Lemma 2.3] imply that for every θ ∈ Θ,
This establishes Item (vi). The proof of Lemma 3.2 is thus completed.
Then
Proof of Lemma 3.3. The Cauchy-Schwarz inequality, the Lipschitz property (31) of g, Jensen's inequality, and the scaling property of Brownian motion yield for all ∞) ), and the scaling property of Brownian motion demonstrate that for all t ∈ [0, T ),
Now we prove (41) by induction on n ∈ AE 0 . In the base case n = 0, the fact that for all θ ∈ Θ it holds that
This establishes (41) in the base case n = 0. For the induction step AE 0 ∋ n − 1 n ∈ AE let n ∈ AE and assume that for all k
Observe that (34) and Jensen's inequality ensure that for all 
Furthermore, Jensen's inequality, the Lipschitz property (31) of f , (48) , and assumption (39) yield that for all
This, (44) , and assumption (39) 
This and (48) finish the induction step. Induction hence proves Item (ii). Finally, we prove Item (iii). Note that (34), Item (ii), Corollary 2.5 in [39] together with the fact that for all n ∈ AE 0 it holds that U θ n,M , θ ∈ Θ, are identically distributed (see Item (i) in Lemma 3.2) and together with the fact that (R θ , W θ ), θ ∈ Θ, are identically distributed, a telescoping sum, Hutzenthaler et al. [39, Lemma 2.3] ), and the fact that for every t ∈ [0, T ), θ ∈ Θ the distribution of R θ t has density ̺(t, ·) with respect to Lebesgue measure on [t, T ] yield that for all n ∈ AE, θ ∈ Θ, t ∈ [0, T ) it holds that
This establishes Item (iii). The proof of Lemma 3.3 is thus completed. 
Error analysis for MLP approximations
Then it holds for all n ∈ AE, t ∈ [0, T ), 
Combining this, the triangle inequality, and (31) yields that for all m ∈ AE,
it holds that
This and the triangle inequality ensure that for all m ∈ AE,
Next we analyze the time discretization error. Item (ii) of Lemma 3.3 ensures that for all m ∈ AE, t ∈ [0, T ),
This, (33) , linearity together with (32) and with Item (i) in Lemma 3.3, and Jensen's inequality show for all
In the next step we combine the established bounds for the Monte Carlo error and for the time discretization error to obtain a bound for the global error. More formally, observe that (56) and (58) ensure that for all m ∈ AE, t ∈ [0, T ), x ∈ Ê d , ν ∈ {1, 2, . . . , d + 1} it holds that
We next iterate this inequality. More precisely, we show that it holds for all n,
l1,l2,...,lj+1∈AE, l1<l2<...<lj <lj+1=n ν1,ν2,...,νj+1∈ {1,2,...,d+1}
S(i,t)−S(i−1,t) L 2 (P;Ê) + l1,l2,...,l k ∈AE, l1<l2<...<l k <n ν1,ν2,...,ν k ∈ {1,2,...,d+1}
1 ̺(S(i−1,t),S(i,t)) e νi−1 , 1,
We prove (60) by induction on k ∈ AE. The base case k = 1 follows immediately from (59). For the induction step AE ∋ k k + 1 ∈ AE let k ∈ AE and assume that (60) holds for k. Inequality (59) and independence of (W 0 , r (m) , U 0 m,M ) m∈AE0 (see Item (iv) in Lemma 3.2) yield that for all l 1 ∈ AE, x ∈ Ê d , t ∈ [0, T ), ν 0 , ν 1 , . . . , ν k ∈ {1, 2, . . . , d + 1} it holds that
(61)
This and the induction hypothesis complete the induction step AE ∋ k k + 1 ∈ AE. Induction hence establishes (60). Applying (60) with k = n yields for all n ∈ AE, t ∈ [0, T ),
S(i,t)−S(i−1,t) L 2 (P;Ê) + n−1 j=0 l1,l2,...,lj+1∈AE, l1<l2<...<lj <lj+1=n ν1,ν2,...,νj+1∈ {1,2,...,d+1}
{1,2,...,d+1}
This and the fact that for all n ∈ AE and j ∈ {0, 1, . . . , n − 1} it holds that l1,l2,...,lj+1∈AE, l1<l2<...<lj <lj+1=n
proves (53) . This finishes the proof of Lemma 3.4. , C ∈ Ê satisfy that
and assume for all s ∈ (0, 1) that ρ(s) = 1−α s α . Then U 0,ν0 n,M (t, x) − u ν0 (t, x) L 2 (P;Ê) ≤ 1 4 1 + pn
(65)
Proof of Proposition 3.5. Throughout this proof let C 1 ∈ [0, ∞) satisfy
Without loss of generality we assume that sup
< ∞ (otherwise the assertion is trivial). It follows from (31) and the triangle inequality that for all ν ∈ {1, 2, . . . , d + 1}, s ∈ [0, T ) it holds that
Note that the fact that p ∈ [2, ∞) and the fact that α ∈ p−2 2(p−1) , p 2(p−1) imply that p 2 ∈ [α(p − 1), α(p − 1) + 1] and that α ∈ (0, 1). This, (67), (31) , and Corollary 2.5 (with p = 2 in the notation of Corollary 2.5) show that for all j ∈ {0, 1, . . . , n − 1}, ν 1 , ν 2 , . . . , ν j ∈ {1, 2, . . . , d + 1} it holds that
(68)
The facts that Γ p+1 2 ≥ Γ 3 2 = √ π 2 , that 2(p−1) p ≥ 1, and that α ≤ 1 prove that
Moreover, the fact that p ≥ 2 ensures that for all j ∈ AE 0 it holds that (ej) 1 8 ≤ e pj 2 + 1 1 8 and that Γ(j +1) α 2 ≥ Γ(j +1) β . This together with (68) and (69) proves that for all j ∈ {0, 1, . . . , n−1}, ν 1 , ν 2 , . . . , ν j ∈ {1, 2, . . . , d+1} it holds that
(70) Corollary 2.5 and the facts that p ≥ 2 and α > p−2
This together with Hölder's inequality and independence of (r (n) ) n∈AE and W 0 proves that for all j ∈ {0, 1, . . . , n− 1}, ν 1 , ν 2 , . . . , ν j+1 ∈ {1, 2, . . . , d + 1} it holds that
and, analogously,
Next we apply Lemma 3.4. To this end note that sup s∈[t,T ) (F (0))(s, 
Moreover, it holds for all r ∈ [1, 2) that
Combing Lemma 3.4, (70), (72), and (73) proves that U 0,ν0 n,M (t, x) − u ν0 (t, x)
≤ max{T − t, 3} K 1 n−1 j=0 ν1,ν2,...,νj+1∈ {1,2,...,d+1}
n−1 j=0 ν1,ν2,...,νj+1∈ {1,2,...,d+1}
Observe that for all j ∈ AE 0 it holds that
Combining this with (76) proves that
This and the facts that 2
Next note that for all j ∈ AE 0 it holds that
(80) and that n−1 j=0 n−1 j = 2 n−1 .
Combining (78), (80), and (81) shows that
This completes the proof of Proposition 3.5.
Regularity analysis for solutions of certain differential equations
The error analysis in Subsection 3.3 above provides upper bounds for the approximation errors of the MLP approximations in (34) . The established upper bounds contain certain norms of the unknown exact solutions of the PDEs which we intend to approximate; see, e.g., the right-hand side of (65) in Proposition 3.5 in Subsection 3. 
Regularity analysis for solutions of backward stochastic differential equations (BSDEs)
and let Γ : [t, T ] × Ω → Ê be the function that satisfies for all s ∈ [t, T ] that Γ s = e s t Ar − Br 2 2 dr+ s t Br ,dWr . Itô's formula implies that for all s ∈ [t, T ] it holds P-a.s. that
Then Itô's formula, (84), and (88) yield that for all u ∈ [t, T ) it holds P-a.s. that
and that
Next (86), (87), and a telescoping sum imply for all s ∈ [t, T ] that
This, (89), and (90) imply that for all u ∈ [t, T ] it holds P-a.s. that
For every n ∈ AE let τ n : Ω → [t, T ) be the stopping time that satisfies
Taking conditional expectations in (92) implies for all n ∈ AE that P-a.s. it holds that (iii) it holds for all t ∈ [0, T ], x = (x 1 , x 2 , . . . , x d ), x = (x 1 , x 2 , . . . ,
and 
Then Itô's lemma yields that for all s ∈ [t, T ] it holds P-a.s. that
This, (113), (114), (115), (116), and Lemma 4.1 prove that
This proves item (iii). From item (iii) it then follows for all t ∈ [0, T ], x ∈ Ê d , i ∈ {1, 2, . . . , d} that
and this proves item (iv). Next we prove item (v). For the rest of the proof let F :
x)) and u(t, x) = (u(t, x), (∇ x u)(t, x)). Item (ii), Tonelli's theorem, and the triangle inequality prove for all s ∈
This, Jensen's inequality independence of Brownian increments yield for all s
This, the triangle inequality, the global Lipschitz assumption 101 of f , and item (iv) show for all s ∈ [0, T ], 
The proof of Lemma 4.2 is thus completed. One of the key ingredients of the MLP approximation methods, which we propose and analyze in this article, is the fact that the density of these i.i.d. random variables r θ : Ω → (0, 1), θ ∈ Θ, is equal to the function (0, 1) ∋ s → αs α−1 ∈ Ê for some α ∈ (0, 1), or equivalently, that these i.i.d. random variables satisfy for all θ ∈ Θ, b ∈ (0, 1) that P(r θ ≤ b) = b α for some α ∈ (0, 1). In particular, in contrast to previous MLP approximation methods studied in the scientific literature (see, e.g., [39, 40, 4] ) it is crucial in this article to exclude the case where the random variables r θ : Ω → (0, 1), θ ∈ Θ, are continuous uniformly distributed on (0, 1) (corresponding to the case α = 1).
Overall complexity analysis for MLP approximation methods
To make this aspect more clear to the reader, we provide in Lemma 5.3 below an explanation why it is essential to exclude the continuous uniform distribution case α = 1. Note that the random variable U : Ω → Ê d+1 
Quantitative complexity analysis for MLP approximation methods
Corollary 5.1. Let · 1 : (∪ n∈AE Ê n ) → Ê and · ∞ : (∪ n∈AE Ê n ) → Ê satisfy for all n ∈ AE, x = (x 1 , x 2 , . . . , x n ) ∈ Ê n that x 1 = n i=1 |x i | and x ∞ = max i∈{1,2,...,n} |x i |, let T, δ ∈ (0, ∞), ε ∈ (0, 1], d ∈ AE, L = (L 0 , L 1 , . . . , L d ) ∈ Ê d+1 , K = (K 1 , K 2 , . . . , K d ), L = (L 1 , L 2 . . . ,
be an at most polynomially growing function, assume for all t ∈ (0, T ), x = (x 1 , x 2 , . . . , x d ), 
let (RV n,M ) (n,M)∈ 2 ⊆ satisfy for all n, M ∈ AE that RV 0,M = 0 and RV n,M ≤ dM n + n−1 l=0 M (n−l) (d + 1 + RV l,M +½ AE (l) RV l−1,M ) ,
and let C ∈ (0, ∞) satisfy that
Proof of Corollary 5.1. Throughout the proof let ε ∈ (0, 1] and let (η n,M ) (n,M)∈AE 2 ⊆ Ê satisfy for all n, M ∈ AE that η n,M = U 0,0 n,M (0, ξ) − u(0, ξ)
First note that it follows from Proposition 3.5, item (i) of Lemma 4.2, and the fact that the increments of a Brownian motion are normally distributed that for all M, n ∈ AE it holds that
, max i∈{1,2,...,d} 
It follows from (126) < ∞. This together with (136) proves that lim sup n→∞ η n,⌊n 2β ⌋ = 0. Let N ∈ AE be the natural number given by
and let C ∈ [0, ∞) be the real number given by
If N = 2 then it holds that ε ≤ 1 ≤ 4CC e p 2 + 1
If N > 2 it follows from (137), (136) and (138) that
Moreover, [39, Lemma 3.6] implies that for all n ∈ AE it holds that RV n,⌊n 2β ⌋ ≤ d(5⌊n 2β ⌋) n . This implies that
Combining this with (139) and (140) proves that
This establishes (133). The proof of Corollary 5.1 is thus completed. let (Ω, F , P) be a probability space, let Θ = ∪ n∈AE n , let Z d,θ : Ω → Ê d , d ∈ AE, θ ∈ Θ, be i.i.d. standard normal random variables, let r θ : Ω → (0, 1), θ ∈ Θ, be i.i.d. random variables, assume for all b ∈ (0, 1) that P(r 0 ≤ b) = b α , assume that (Z d,θ ) (d,θ)∈AE×Θ and (r θ ) θ∈Θ are independent, let U d,θ n,M = (U d,θ,0 n,M , U d,θ,1 n,M , . . . , U d,θ,d n,M ) : [0, T ) × Ê d × Ω → Ê 1+d , n, M, d ∈ , θ ∈ Θ, satisfy for all n, M, d ∈ AE, θ ∈ Θ, t ∈ [0, T ), x ∈ Ê d that U d,θ Proof of Theorem 5.2. Throughout this proof let p = 2α β+2α−1 . Note that the fact that 0 < β < 1 − α ensures that p > 2α 1−α+2α−1 = 2. Moreover, observe that the fact that p = 2α β+2α−1 demonstrates that
Qualitative complexity analysis for MLP approximation methods
If α > 1 2 , then it holds that 1 − α < p 2(p−1) . Moreover, if α > 1 2 the fact that β > 0 implies that p < 2α 2α−1 and hence 1 − α > p−2 2(p−1) . If α < 1 2 , then it holds that 1 − α > p−2 2(p−1) . Moreover, if α < 1 2 the fact that β > 1−2α 1−α implies that p < . Furthermore, it holds that p−2 2(p−1) < 1 2 < p 2(p−1) . To summarize, it holds that p ∈ (2, ∞), 1 − α ∈ p − 2 2(p − 1)
, p 2(p − 1)
, and
Next note that (143) 
Then there exist c ∈ Ê and N = (N d,ε ) (d,ε)∈AE×(0,1] : AE × (0, 1] → AE such that for all d ∈ AE, ε ∈ (0, 1] it holds that N d,ε n=1 RV d,n,⌊n 1/4 ⌋ ≤ cd c ε −(2+δ) and 
