In this article, we introduce a Lévy analogue of the spatially homogeneous Gaussian noise of [5] , and we construct a stochastic integral with respect to this noise. The spatial covariance of the noise is given by a tempered measure µ on R d , whose density is given by |h| 2 for a complex-valued function h. Without assuming that the Fourier transform of µ is a non-negative function, we identify a large class of integrands with respect to this noise. As an application, we examine the linear stochastic heat and wave equations driven by this type of noise.
Introduction
There are two approaches for the study of stochastic partial differential equations (SPDEs) in the literature, known as the Da Prato-Zabczyk approach and the Walsh approach, initiated in the landmark references [7] and [17] , respectively. Depending on which approach one is using, the solution of an SPDE on R + × R d can be viewed as a process (X t ) t≥0 with values in a suitable space of functions on R d (in the Da Prato-Zabczyk approach), or as a real-valued random field {u(t, x); t ≥ 0, x ∈ R d } (in the Walsh approach). These two approaches have evolved independently and each has been fruitful in its own way. A direct comparison of the results obtained using the two approaches is not possible (see [6] for some recent results in this direction, for equations with Gaussian noise).
In the recent years, a lot of attention has been given to the study of SPDEs with Lévy noise, without Gaussian component. A comprehensive treatment can be found in the monograph [13] , using the Da Prato-Zabczyk approach. The goal of the present article is to introduce the basic tools which are necessary for initiating a similar study using the Walsh approach.
A basic model for a Lévy noise without a Gaussian component can be defined using the same steps as in Itô's classical construction of a Lévy process. If the construction is done on R + × R d , one obtains a space-time Lévy white noise. (The details of this construction are given in Section 2 below.) This process is related to the "impulsive cylindrical noise" of [13] . Similarly to the Gaussian space-time white noise defined in [17] , the space of (deterministic) integrands with respect to the Lévy white noise is L 2 (R + × R d ). Therefore, with this noise, even basic SPDEs (like the heat equation or the wave equation) will have random field solutions only in dimension d = 1.
To avoid this problem, we introduce a Lévy colored noise which can be viewed as a counterpart of the spatially homogeneous Gaussian noise considered by Dalang in [5] . This noise is given by a process X = {X t (ϕ); t ≥ 0, ϕ ∈ S(R d )} defined via a representation based on the "Fourier transform" in space of the Lévy white noise (see Definition 3.2) , and has covariance E[X t (ϕ)X s (ψ)] = (t ∧ s)
where F ϕ is the Fourier transform of ϕ, and µ is a tempered measure on R d with density given by |h| 2 , for a complex-valued function h. Clearly, X is spatially homogeneous, in the sense that for any ϕ, ψ ∈ S(R d ) and
where τ h ϕ is the translation of ϕ by h, i.e. (τ h ϕ)(x) = ϕ(x+h) for all x ∈ R d . Under some additional assumptions (which are not needed in the present work), the Lévy colored noise can also be constructed as an integral with respect to a compensated Poisson random measure on R + ×R d ×(R\{0}) (see Remark 3.5 below). This construction has lead the authors of [12] to call it an "impulsive colored noise". A study of SPDEs with spatially homogeneous Lévy noise (in particular, impulsive colored noise) can be found in Chapter 14 of [13] , using the Da Prato-Zabczyk approach.
In the present article, we develop a theory of stochastic integration with respect to X, using the same tools from Fourier analysis as in [5] . But unlike [5] , for this theory we do not require that the Fourier transform of µ be a non-negative function. Our main result (Theorem 3.12) identifies a large class of integrands with respect to X, which includes processes with values in the space S ′ (R d ) of tempered distributions, and shows that for integrands in this class, the stochastic integral with respect to X admits the same spectral representation as the process X itself. (A similar result has been recently found in [3] , for the Gaussian noise.) This result allows us to study some linear SPDEs (like the heat or wave equations) with Lévy colored noise, in any space dimension d.
This article is organized as follows. In Section 2 we construct the Lévy white noise and we examine its properties. In Section 3, we give the definition of the Lévy colored noise, we construct a stochastic integral with respect to this noise, and we identify a large class of integrands. In Section 4, we give an application to the study of some SPDEs, like the stochastic heat equation and the stochastic wave equation.
We conclude the introduction with few words about the notation. We denote by 
. Similar notations are used for the spaces R d+1 and
The Lévy white noise
In this section, we introduce the space-time Lévy white noise. This process plays an important role in the present article and can be viewed as an analogue of the space-time white noise introduced by Walsh in [17] . We begin by generalizing to higher dimensions Itô's construction of a classical Lévy process. We refer the reader to Section 5.5 of [15] for an excellent pedagogical account of this construction.
Let N = i≥1 δ (T i ,X i ,Z i ) be a Poisson random measure on R + × R d × (R\{0}) defined on a probability space (Ω, F , P ), with intensity measure dtdxν(dz) where ν is a Lévy measure on R, i.e. ν({0}) = 0 and
Let (ε j ) j≥0 be a sequence of positive real numbers such that ε j → 0 as j → ∞ and 1
The variable L 0 (B) is finite since the sum above contains finitely many terms. To see this, we note that
For any j ≥ 0, the variable L j (B) has a compound Poisson distribution with jump intensity measure |B| · ν| Γ j , i.e.
This sum converges a.s. by Kolmogorov's criterion since {L j (B)−E(L j (B))} j≥1 are independent zero-mean random variables with j≥1 Var(L j (B)) < ∞.
From (2) and (3), it follows that Y (B) is an infinitely divisible random variable with characteristic function:
Hence E(Y (B)) = |B| R z1 {|z|>1} ν(dz) and Var(Y (B)) = |B| R z 2 ν(dz). In the present article, we assume that
For any
Then L(B) has the characteristic function:
By Lemma 2.2 of [2] , the family {L(B); B ∈ B b (R + ×R d )} is an independently scattered random measure in the sense of [14] , with zero mean and covariance:
} is a space-time Lévy white noise with jump size intensity ν.
Let N be the compensated Poisson measure associated to N, i.e.
Then E( N (f )) = 0 and E| N (f )| 2 = |f (t, x, z)| 2 dtdxν(dz). By approximation with simple functions, this integral is extended to all functions f with |f (t, x, z)| 2 dtdxν(dz) < ∞. By (4), it follows that for any
For any set
. This definition is extended to simple functions by linearity.
is defined as a limit in L 2 (Ω), using an approximation by simple functions. Due to (6) , this integral has the property:
} is a (real) stationary random distribution, in the sense of [9] . Since its covariance ρ 0 := vδ 0 is nonnegative definite, there exists a tempered measure
, by the Fourier inversion theorem in S C (R d+1 ). Here F denotes the Fourier transform in (t, x). Therefore, according to Theorem 3 of [16] , L(ϕ) admits the spectral representation:
where M 0 is a symmetric complex random measure with control measure µ 0 . This representation can be extended to all
The next result extends the Poisson representation (7) to
we have:
Proof: By Theorem 19.2 of [4] , there exists a sequence (ϕ n ) n of simple functions on
Part (a) follows by taking the limit as n → ∞. On the right-hand side, we use the dominated convergence theorem, whose application is justified using the inequality |e iux − 1 − iux| ≤ x 2 /2 and (4). By (7), for any n ≥ 1,
Part (b) follows by taking the limit as n → ∞ in L 2 (Ω).
A similar formula holds for the L t (ϕ) − L s (ϕ), and hence the distribution of L t (ϕ) − L s (ϕ) depends only on t − s, for any s < t. By Remark 2.3, this process admits the spectral representation:
where
and for all Borel sets Γ ⊂ R\{0}, bounded away from 0.
Proof: (a) Without loss of generality, we assume that
(To see this, note that by Theorem 19.2 of [4] , there exists a sequence (ϕ n ) n of simple functions such that (
, where
It suffices to prove that L t,ε (1 A ) is F t -measurable, for any ε > 0 fixed. For this, we approximate the function h(z) = z1 {|z|>ε} by a sequence (h n ) n of simple functions defined as follows: we let h n (z) = 0 if |z| ≤ ε,
Hence, it suffices to prove that X n is F t -measurable for all n. This is clear since the sets which appear in the definition of h n are bounded away from 0.
(b) Similarly to (a), one can prove that
and for all Borel sets Γ ⊂ R\{0}, bounded away from 0. The conclusion follows since F s,t and F s are independent.
is a zero-mean squareintegrable Lévy process with characteristic function (9) . In particular, {L t (ϕ)} t≥0 is a martingale with respect to (F t ) t≥0 .
The Lévy colored noise
In this section we introduce an analogue of the spatially homogeneous Gaussian noise considered in [5] 
Our definition of the colored noise relies on the "Fourier tranform" of L in space, which we now define. For any φ ∈ L
, and define
By (8) and Plancharel theorem, we see that for any
By (10), L t (φ) has the spectral representation:
Definition 3.2 For any t > 0 and ϕ ∈ S(R d ), we let:
We say that {X t (ϕ); t ≥ 0, ϕ ∈ S(R d )} is a Lévy colored noise.
Remark
then (14) is not needed in the present article. 
If condition (19.3) of [12] holds (i.e. Γ j zν(dz) = 0 for all j ≥ 0), then
wherep(A) = p(−A) andp x (A) =p(A − x) for any x ∈ R d . Relation (15) coincides with the representation (19.7) of the impulsive colored noise of [12] .
By (12) , the process {X t (ϕ); t ≥ 0, ϕ ∈ S(R d )} has covariance (1), where
By (13), X t (ϕ) has the spectral representation:
Note that
and hence, by Corollary 2.6, {X t (ϕ)} t≥0 is a zero-mean square integrable Lévy process, and a martingale with respect to (F t ) t≥0 . By Theorem 5.4 of [15] , each Lévy process {X t (ϕ)} t≥0 has a càdlàg modification. We work with these modifications. Recall that, if M = (M t ) t≥0 is a càdlàg square-integrable martingale with M 0 = 0, by the Doob-Meyer decomposition, there exists a (unique a.s.) increasing, integrable, right-continuous process A = (A t ) t≥0 such that A is predictable and (M For any ϕ ∈ S(R d ), the predictable variation of the process {X t (ϕ)} t≥0 is
Stochastic integral with respect to
where 0 ≤ a < b, A ∈ B b (R d ) and Y is F a -measurable and bounded. We say that g is a smooth elementary process if it is of the form
where 0 ≤ a < b, ψ ∈ D(R d ) and Y is F a -measurable and bounded. We denote by E (respectively E s ) the set of all linear combinations of elementary processes (respectively smooth elementary processes).
We let P Ω×R + be the predictable σ-field on Ω×R + with respect to (F t ) t≥0 , i.e. the σ-field generated by all linear combinations of processes of the form X(ω, t) = Y (ω)1 (a,b] (t), where 0 ≤ a < b and Y is F a -measurable and bounded. A process {X(t)} t≥0 defined on (Ω, F , P ) is called predictable (with respect to (F t ) t≥0 ) if the map (ω, t) → X(ω, t) is P Ω×R + -measurable.
Similarly, we let P Ω×R + ×R d be the predictable σ-field on Ω × R + × R d with respect to (F t ) t≥0 , i.e. the σ-field generated by all the processes in E (or E s ). Note that
For any g ∈ E s of the form (17) and for any t > 0 , we define
For any ϕ ∈ S(R d ), we let (g · X) t (ϕ) = (gϕ · X) t . The following result follows by classical methods. We omit its proof.
Lemma 3.7 For any g ∈ E s and ϕ ∈ S(R d ), {(g · X) t (ϕ)} t≥0 is a càdlàg square-integrable martingale with (g · X) 0 (ϕ) = 0, predictable variation
and spectral representation
In particular, for any g ∈ E s and ϕ ∈ S(R d ),
Remark 3.8 The term on the right-hand side of (19) is a stochastic integral with respect to L. This integral is defined as follows. If g is a complex smooth elementary process of the form (17) 
By linearity, this integral is extended to the set E s (C) of all complex linear combinations of processes of this form. An approximation argument shows that this integral can be extended further to the set of all
Fix T > 0. As on page 8 of [5] , we introduce the following definition.
Definition 3.9 Let P 0 be the completion of E s with respect to · 0 , where
The stochastic integral with respect to X can be extended to P 0 as follows. The map g → {(g · X) t } t∈[0,T ] is an isometry between E s (endowed with the norm · 0 ) and the Hilbert space M 2 of càdlàg square-integrable (F t ) tmartingales M = (M t ) t∈[0,T ] with M 0 = 0, equipped with the norm M = {E(M 2 T )} 1/2 . For any g ∈ P 0 , there exists a sequence (g n ) n ⊂ E s such that g n − g 0 → 0. By (20), it follows that {(g n · X) t } t∈[0,T ] , n ≥ 1 is a Cauchy sequence in M 2 . We denote by g · X = {(g · X) t } t∈[0,T ] its limit in M 2 and we write
By construction, for any g ∈ P 0 , g·X is a càdlàg square-integrable martingale.
In some cases, we can identify its predictable variation (as we will see below).
We proceed now to identify a subset of P 0 , which will be convenient for the study of linear SPDEs with Lévy colored noise.
Definition 3.10
We say that a function S :
) and g is predictable (in the sense of Definition 3.6), then S is predictable (in the sense of Definition 3.10). This follows by (18) and Fubini's theorem. function for all (ω, t) . By Lemma 4.2 of [3] , there exists a
Below we will work with Φ(ω, t, ·)(ξ), but we will write F S(ω, t, ·)(ξ). Let P be the set of all predictable functions S :
is a function for all (ω, t) and
This integral is well-defined due to (21), the integrand being in fact Φ(ω, t, ·)(ξ).
The following theorem is the main result of the present article.
Theorem 3.12 Let S ∈ P be arbitrary. Then S ∈ P 0 and the predictable variation of S · X is
Moreover, (S · X) t admits the spectral representation:
Remark 3.13 The space P coincides with the space Λ X defined on page 20 of [3] (with the measure F replaced by µ, and R + replaced by [0, T ]). The process
is an orthogonal martingale measure (as defined in [17] , but with values in C), and is similar to the process {Z t (A); [3] , except that it is not Gaussian. Relation (24) can be written in the form:
and can be viewed as a counterpart of the stochastic integral of [3] (page 21), in the case of the Lévy noise.
Proof of Theorem 3.12: We first prove that S ∈ P 0 . For this, it suffices to prove that for any ε > 0, there exists some g ε ∈ E s such that
Since the function (ω, t, ξ) → F S(ω, s, ·)(ξ) is P Ω×R + ×B(R d )-measurable, by applying Theorem 19.2 of [4] to the real and imaginary part of this function, we infer that there exist some simple
By the dominated convergence theorem, whose application is justified by (22),
This means that for any ε > 0 there exists a simple function l ε such that
Without loss of generality, we assume that l ε (ω, t, ξ) = 1 F (ω, t)1 A (ξ) for some
where Leb denotes the Lebesgue measure on R. Let Y (ω, t) = 1 F (ω, t). The process {Y (t)} t∈[0,T ] is predictable (hence, measurable and adapted) and satisfies E T 0
Relation (25) follows from (26) and (27), since g ε ∈ E s . We now prove (23). We denote by A = {A(t)} t∈[0,T ] the process on the right-hand side of (23). Clearly, this process is increasing and integrable. Since A is continuous, to prove that it is predictable, it suffices to prove that it is adapted. By definition, A(t) = t 0 V (s)ds where
is P Ω×R + -measurable. By Proposition 1.1.12 of [10] , V has a progressively measurable modification V . The process A(t) = t 0 V (s)ds is also progressively measurable, hence adapted. As in the proof of Lemma 3.2.4 of [10] (part (c)), one can show that A is a modification of A, i.e. P (A(t) = A(t)) = 0 for all t. Since F t contains the P -null sets, A is adapted.
Let M(t) = (S · X) t . To prove (23), it remains to show that {M(t) 2 − A(t)} t∈[0,T ] is a martingale. This is equivalent to showing that for any s < t, and for any
Since S ∈ P 0 , there exists a sequence (g n ) n ⊂ E s such that
We denote M n (t) = (g n · X) t and A n (t) = t 0 R d |F g n (s, ·)(ξ)| 2 µ(dξ)ds. By Lemma 3.7, for any s < t, G ∈ F s and n ≥ 1,
Relation (28) follows letting n → ∞. For the left-hand side, we denote
. For the right-hand side, we use (29). It remains to prove (24). Let (g n ) ⊂ E s be such that (29) holds. By (19),
Relation (24) follows taking the limit as n → ∞ in L 2 (Ω).
Stochastic integral as a martingale measure
As in [5] , we suppose now that the following assumption holds:
In this case, for any ϕ, ψ ∈ S(R d ),
By Lemma 5.6 of [11] and polarization, (30) holds for any ϕ, ψ ∈ L 1 (R d ).
Remark 3.14 In the case of Example 3.1, Assumption A holds if and only if α > 0. In this case,
by (1), (30) and the dominated convergence theorem. We denote X t (B) :
) for any n, taking the limit as n → ∞ in L 2 (Ω) we obtain that
(The integral on the right-hand side is well-defined since
by Corollary 2.6, the process {X t (B)} t≥0 is a zero-mean square-integrable Lévy process, hence a martingale. This martingale has a càdlàg modification. We will work with this modification. It follows that X = {X t (B); t ≥ 0, B ∈ B b (R d )} is a worthy martingale measure (as in [17] ), with covariation measure
If g is an elementary process of the form (16) , and (
We denote by (g · X) t its limit. Since (g n · X) t = Y (X t∧b (ϕ n ) − X t∧a (ϕ n )) for all n, taking the limit as n → ∞, we obtain that:
For any set B ∈ B b (R d ), we let (g · X) t (B) := (g1 B · X) t . This definition is extended by linearity to all processes g ∈ E.
It follows that for any g ∈ E, g · X = {(g · X) t (B); t ≥ 0, B ∈ B b (R d )} is also a worthy martingale measure with covariation measure By approximation, this property continues to hold for all g ∈ L, where L is the set of predictable functions g : Ω × R + × R d → R such that
|g(s, x)g(s, y)|f (x − y)dxdyds < ∞ ∀T > 0, B ∈ B b (R d ).
(Note that E is dense in L.)
Application to SPDEs
In this section we consider a linear SPDE driven by the Lévy colored noise X introduced in Section 3. Let L be a second-order differential operator with constant coefficients. We consider the equation:
with zero initial conditions. Let G be the fundamental solution of Lu = 0. We assume that G(t, ·) is a distribution in S ′ (R d ) such that its Fourier transform F G(t, ·) is a function on R d and the map (t, ξ) → F G(t, ·)(ξ) is measurable on R + × R d . 
is called a solution of (31).
By definition, the solution exists if and only if the stochastic integral on the right-hand side of (32) is well-defined, i.e. G(t − ·, x − ·)1 [0,t] ∈ P 0 , where P 0 is the space given by Definition 3.9 with T replaced by t.
The following result is proved similarly to Theorem 3.12. We omit the details. Note that Assumption A is not required for this result. 
In this case, E|u(t, x)| 2 = I t and u(t, x) admits the spectral representation: 
