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Silicon membranes patterned by nanometer-scale pillars standing on the surface provide a practical
platform for thermal conductivity reduction by resonance hybridization. Using molecular simula-
tions, we investigate the effect of nanopillar size, unit-cell size, and finite-structure size on the net
capacity of the local resonators in reducing the thermal conductivity of the base membrane. The
results indicate that the thermal conductivity reduction increases as the ratio of the volumetric size
of a unit nanopillar to that of the base membrane is increased, and the intensity of this reduction
varies with unit-cell size at a rate dependent on the volumetric ratio. Considering sample size, the
resonance-induced thermal conductivity drop is shown to increase slightly with the number of unit
cells until it would eventually level off.
In semiconducting materials, heat is carried mostly by
phonons which are quanta of lattice vibrations [1]. This pro-
vides an opportunity to introduce significant changes to the
thermal transport properties by direct engineering of the
phonon characteristics−which are shaped primarily by the
phonon band structure and the nature of the underlying
scattering mechanisms [2]. Recent reviews survey develop-
ments in theory, computation, and experiment pertaining to
nanoscale thermal transport in a variety of materials and
point to the remarkable possibilities for using nanostructur-
ing as a means for phonon engineering [3].
Thermoelectric energy conversion stands to benefit pro-
foundly from the ability to alter the phonon properties by
nanostructuring [4], as well as by reducing the material di-
mensionality [5]. Thermoelectric materials, which generate
electricity from heat and vice versa, are characterized by
a figure of merit defined as ZT = σTS2/k, where S is
the Seebeck coefficient, σ is the electrical conductivity, k is
the thermal conductivity (consisting of a lattice component
and an electrical component), and T is absolute tempera-
ture [6]. One strategy to improve the value of ZT , partic-
ularly in semiconductors, is to reduce the lattice thermal
conductivity and attempt to do so without negatively af-
fecting S and σ. A promising approach for achieving this
goal is to introduce nanoscale local resonators as intrin-
sic substructures within, or attached to, a host crystalline
material [7, 8]. The emerging system, called nanophononic
metamaterial (NPM), exhibits unique properties that are
not attainable in conventional nanostructured media such
as nanocomposites [9] or nanophononic crystals [10]. The
substructure resonances, which could be numerous for rela-
tively large substructures, may be tuned to couple with all or
most of the heat-carrying phonon modes of the underlying
host medium. This atomic-scale coupling mechanism is es-
sentially a resonance hybridization between the wavenumber-
dependent wave modes of the host medium (phonons) and
the wavenumber-independent vibration modes of the local
substructure (vibrons). The outcome is significant reductions
in the phonon group velocities across roughly the full spec-
trum of the host medium which, as a result, causes a lowering
of the overall lattice thermal conductivity. In Refs. [7] and [8],
the host medium is a free-standing silicon membrane and the
resonators take the form of silicon nanopillars extruded from
one surface. This setup has the advantage that the thermal
conductivity reducing elements (the nanopillars) are placed
external to the main body of the membrane where in-plane
heat transfer takes place, thus providing an environment for
minimum electron scattering within the internal domain of
the membrane. Using kinetic theory and atomic-scale simu-
lations, a factor of 2 reduction in the thermal conductivity
was reported for very small unit cells with membranes less
than 5 nm in thickness. A recent molecular dynamics study
examined a wider range of geometric dimensions on the same
pillared silicon membrane configuration and demonstrated a
reduction in the thermal conductivity by roughly a factor
of 3 [11]. The resonance-hybridization mechanism described
above may be used in conjunction with boundary scattering
from rough surfaces to lower k [12,13].
For the concept of an NPM to be realized in practice, the
nanostructured material’s characteristic length scales, such
as the membrane thickness and the nanopillar height and
cross-sectional area, need to be at least on the order of a few
tens of nanometers−which is substantially larger than the
length scales considered in the previous studies mentioned
above. In this Letter, we study the effect of increasing size,
in different ways, on the performance of an NPM. While
we still consider relatively small models, we seek to establish
the fundamental characteristics that govern the relationships
between performance and size in order to provide predictive
guidelines for much larger systems. We again consider a
freestanding silicon membrane with a periodic array of sili-
con nanopillars standing on the surface−which is the same
configuration studied in Refs. [7], [8] and [11]. Specifically,
we consider three size effects: nanopillar size (keeping the
membrane thickness and lattice spacing constant), overall
unit-cell size, and finite-structure size (which in practice is
the sample size and is represented by the number of unit cells
existing in a finite structure).
For all our analysis, we consider a unit-cell model con-
sisting of Ax × Ay × Az conventional cells (CC) of silicon
forming the base (membrane portion) and Apx ×Apy ×Apz
CC of silicon forming the nanopillar. A silicon CC consists
of an eight-atom cube with a side length of a = 0.5431 nm
(Fig. 1a). With this notation, the NPM unit cell has a mem-
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2FIG. 1. (a) Silicon conventional cell with the lattice constant
a = 5.431 A˚, (b) uniform (unpillared) membrane unit cell, and
(c) NPM (pillared) unit cell. The x-y plane corresponds to the
(001) plane of a silicon crystal.
brane thickness of d = aAz and a nanopillar height of h =
aApz. For simplicity, we will limit our attention to nanopil-
lars with a square cross-section, i.e., b = aApx = aApy. For
brevity, a labeling convention is adopted whereby the dimen-
sions of a uniform (unpillared) unit cell are represented as
aAx×aAy×d (Fig. 1b) and the dimensions of a pillared unit
cell are represented as aAx × aAy × d+ b× b× h (Fig. 1c).
Equilibrium molecular dynamics (EMD) simulations are
used in all studies, and non-equilibrium molecular dynam-
ics (NEMD) simulations are additionally used for the finite-
structure investigation.14 For all simulations, room temper-
ature, T = 300 K, is assumed and the Stillinger-Weber em-
pirical potential is used to represent the interatomic interac-
tions [15]. Furthermore, we only consider defect-free crys-
tals. In the EMD simulations, the computational domain
consists of one unit cell and standard periodic boundary con-
ditions are applied at the in-plane boundaries [8]. EMD data
are used within the Green-Kubo (GK) formalism [16, 17] to
obtain the lattice thermal conductivity, which we will re-
fer to as k from now on for brevity.18 In contrast to EMD,
NEMD predicts k by direct application of the Fourier’s law
of heat conduction, defined as k = −J/(A ∂T/∂x) where
J is the heat current, A is the cross section area (equal to
aAy × d or aAx × d), and ∂T/∂x is the temperature gradi-
ent [17, 19, 20]. A finite number of unit cells is used in the
NEMD simulations. Denoting Nx and Ny as the number of
NPM unit cells in the x- and y-directions, respectively, we
consider k vs. Nx while keeping Ny = 1. Periodic boundary
conditions are applied along the y-direction and Langevin
heat baths are used to apply a temperature gradient across
the x-direction where the left-end and right-end tempera-
tures are set to TL = 310 K and TR = 290 K, respectively.
21
We commence by examining the effect of the nanopillar
size. Two NPM unit cells are considered with dimensions
6 × 6 × 6 + 2 × 2 × 6 CC and 6 × 6 × 6 + 4 × 4 × 12 CC,
respectively. The nanopillar-to-base membrane volume frac-
tion is Vr = 0.11 for the unit cell with a small nanopillar
and Vr = 0.89 for the unit cell with a large nanopillar. The
corresponding thermal conductivity ratio kr (defined as the
NPM thermal conductivity, kNPM, divided by the thermal
conductivity of a corresponding uniform membrane sized
6 × 6 × 6 CC, kMemb) is 0.49 and 0.2, respectively. This in-
dicates that the intensity of thermal conductivity reduction
increases with Vr, which is expected because a larger nanopil-
lar exhibits more local resonance modes than a smaller one
and therefore yields a stronger effect for a given membrane
thickness and nanopillar lattice spacing. More local reso-
nances implies more mode hybridizations and consequently
a more intense overall group velocity reduction. It is note-
worthy that a kr = 0.2 value corresponds to a factor of 5
reduction in the thermal conductivity, which is the highest
to date for an NPM. We also observe that kr versus Vr drops
with a decreasing rate; this is because as the number of res-
onances increases the hybridization effect eventually reaches
saturation.
We now investigate the effect of unit-cell size for each of
the configurations considered above. This is done by pro-
portionally expanding all dimensions of the NPM (and cor-
responding uniform-membrane) unit cells and tracking the
thermal conductivity reduction with this uniform increase in
size. For the Vr = 0.11 and Vr = 0.89 cases, we respectively
consider unit-cell dimensions 6α×6α×6α+2α×2α×6α CC
and 6α×6α×6α+4α×4α×12α CC for the following scaling
factor values: α = 1, 2, 3, 4, 5 and 6. This set covers values
of membrane thickness ranging from d = 3.26 nm (α = 1)
to d = 19.55 nm (α = 6), advancing in increments of ∆d =
3.26 nm.
The unit-cell size effect results are shown in Fig. 2a where
kNPM for each of the two cases is plotted against α (and
d). The thermal conductivity for a corresponding uniform
membrane is also plotted to serve as the reference case.22 The
resulting kr values are given in the inset. We observe, ex-
pectedly, kMemb to drop significantly with decreasing d due
to dispersion modification as well as the reduction of phonon
mean free paths (MFP) caused by diffuse boundary scatter-
ing at the surfaces as a result of their reconstruction at the
equilibrium state [23]. These effects been studied experimen-
tally in the literature in the context of a thin silicon layer on
a substrate [24], freestanding silicon membranes [12,25], and
also silicon nanowires [26]. The kNPM curves are observed to
similarly increase with increasing unit-cell size (due to in-
creasing thickness) until gradual saturation. It is seen, how-
ever, that the thermal conductivity of the NPM with large
nanopillars grows with unit-cell size at a lower pace than the
NPM with small nanopillars. This behavior is desirable as it
suggests that a higher starting Vr value leads to a less nega-
tive effect of increasing size. These trends will continue until
the unit-cell characteristic length scales exceed the full span
of the MFP distribution−at this point, nonlinear scattering
mechanisms will dominate and the likelihood of occurrences
of resonance hybridizations will diminish as a result.
The observed Vr and α dependencies in the reductions of
the thermal conductivity values are explained by comparing
with the corresponding phonon group velocity trends. We
conduct lattice dynamics (LD) calculations [27] and obtain
phonon group velocities for the models considered, as well
as two more Vr values, up to α = 3. For efficient calcula-
tions, the dispersion spectrum is computed for only a low
3FIG. 2. (a) NPM and membrane thermal conductivity as a func-
tion of overall unit-cell size. NPM-to-membrane thermal conduc-
tivity ratio as a function of size is shown in the inset. (b) Cor-
relation between thermal conductivity reduction (left) and group
velocity reduction (right) as a function of size for NPMs exhibit-
ing different Vr values. Central-difference slopes of the curves are
plotted in the insets.
frequency range, 0 ≤ ω ≤ 1 THz, using the reduced Bloch
mode expansion technique (RBME) [28].29 The group ve-
locities, vg(κ,m), where each phonon mode is labeled by
wavevector κ and mode number m, are obtained by differ-
entiating the frequency dispersion curves over 129 wavevec-
tor points by a 3-point finite-difference scheme. An average
group velocity quantity is then obtained for each case, de-
fined as G(λ1-λ2) = [1/(nκnλ)]
∑nκ
κ
∑nλ
m vg(κ,m) where nκ
is the number of wavevector points and nλ is the number of
modes between frequencies λ1 and λ2. In Fig. 2b, we plot
kr versus α and the ratio of the NPM-to-membrane average
group velocity also versus α. The latter quantity is denoted
G
(λ1−λ2)
r = G
(λ1−λ2)
NPM /G
(λ1−λ2)
Memb and is evaluated considering
FIG. 3. (a) Dispersion curves and (b) group velocities for Vr =
0.11 and Vr = 0.89 NPMs for two different unit-cell sizes. The
membrane and NPM quantities are represented by dark and light
colors, respectively. (c) Corresponding density, G¯r, and cumula-
tive, G∗r , quantities of the ratio of NPM-to-membrane group veloc-
ities: G¯r is G
(λ2−λ1)
r evaluated for incremental ∆λ = λ2−λ1 = 1
THz windows, and G∗r is G
(λ2−λ1)
r evaluated for a cumulative
∆λ = λ2 − 0 window. The dashed and solid lines correspond to
α = 0.5 and α = 1 unit-cell sizes, respectively. Density, k¯NPM,
and cumulative, k∗NPM, thermal conductivity quantities for α = 1
are plotted in the background: k¯NPM is kNPM(ω) normalized with
respect to its maximum value, and k∗NPM is
∫ ω
0
kNPM(ω
′)dω′ nor-
malized with respect to kMemb. Low-frequency behavior is high-
lighted.
.
all group velocities from λ1 = 0 to λ2 = 1 THz. The central-
difference slopes of the two sets of curves are shown in the in-
sets. We see a clear qualitative correlation between the kr and
4FIG. 4. (a) NEMD simulation setup (Nx = 5 in this schematic)
and temperature profile across the finite dimension. (b) Ther-
mal conductivity as a function of sample size, shown in normal-
ized form in the inset. The curved dashed lines show exponen-
tial fittings. The horizontal lines represent average values for the
EMD results (dashed) and converged values for the NEMD results
(solid).
G
(0-1THz)
r curves which indicates that the thermal conductiv-
ity trends are driven by the manner by which the resonance
hybridizations affect the group velocities for the different val-
ues of Vr and α. Of particular importance is the frequency
distribution of the nanopillar vibration modes with respect to
the underlying membrane dispersion curves for the various
cases. This comparison is demonstrated more explicitly in
Fig. 3, where we show the dispersion and raw group velocity
curves for the Vr = 0.11 and Vr = 0.89 cases for unit-cell sizes
α = 0.5 and α = 1. For example, we observe that a sharp
contrast between the NPM and membrane group velocities
extends over a broader frequency range for α = 0.5 compared
to α = 1 which explains why kr rises with α. As for the slopes
in Fig. 2b, these drop with Vr because as the number of reso-
nances increases the hybridization-induced changes with size
eventually reaches saturation. Figure 3c presents the group-
velocity density and cumulative values highlighting strong
reductions due to the presence of the nanopillars in the low-
frequency range of 0− 3 THz, which as demonstrated by the
overlaying thermal conductivity curves30 is the most dom-
inant range contributing to the overall value of kNPM. We
note that the low-frequency dominance and the monotonic
increases of the difference in the cumulative group veloc-
ity curves between the small and large unit-cell sizes up to
roughly 3 THz justifies our choices of λ1 = 0 and λ2 = 1 THz
for the comparative analysis presented in Fig. 2b.
Finally, we use NEMD simulations to investigate the de-
pendency of the thermal conductivity on the size of a finite
structure, which is illustrated in Fig. 4. As the number of
unit cells Nx increases, phonons with longer wavelengths be-
come available for carrying the heat and thus the thermal
conductivities for the uniform and NPM cases gradually in-
crease until they converge to their large sample size values;
see, for example, Refs. [17, 19, 20] for length-dependency
studies on other material systems. We observe that the dif-
ference between the two k curves increases with Nx, al-
though slightly−possibly this is because more of the long-
wave phonons with relatively high group velocities become
available for resonance hybridization as the number of unit
cells is increased. That difference is also expected to level off
for large Nx. For comparison, corresponding EMD results
are shown. While both indicate NPM thermal conductivity
reduction, the EMD predictions are higher than their coun-
terparts from the NEMD simulations. This discrepancy be-
tween the two sets of predictions is not uncommon because
the EMD and NEMD methods depend on different factors
for their accuracy [20, 31].
In summary, we have established that the extent of ther-
mal conductivity reduction by resonance hybridization in-
creases with the size of the local resonator but decreases with
increased overall unit-cell size. However, the rate of this de-
crease in performance with unit-cell size is inversely propor-
tional to the volumetric ratio of the resonator (nanopillar)
to the host medium (base membrane). Thus an NPM with a
high value of Vr will sustain most of its performance in large
sizes. We have also shown that sample size has a mild effect
on the thermal conductivity reduction. The NPM unit cells
investigated range in base-membrane thickness from 3.26 to
19.55 nm. One of the pillared silicon membrane configura-
tions considered exhibit a factor of 5 thermal conductivity
reduction compared to a corresponding uniform membrane.
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