To ensure successful hosting of the 2022 Olympic Winter Games, a comprehensive understanding of the wind field characteristics in the Chongli Mountain region is essential. The purpose of this research was to accurately simulate the microscale wind in the Chongli Mountain region. Coupling the Weather Research and Forecasting (WRF) model with a computational fluid dynamics (CFD) model is a method for simulating the microscale wind field over complex terrain. The performance of the WRF-CFD model in the Chongli Mountain region was enhanced from two aspects. First, as WRF offers multiple physical schemes, a sensitivity analysis was performed to evaluate which scheme provided the best boundary condition for CFD. Second, to solve the problem of terrain differences between the WRF and CFD models, an improved method capable of coupling these two models is proposed. The results show that these improvements can enhance the performance of the WRF-CFD model and produce a more accurate microscale simulation of the wind field in the Chongli Mountain region.
Introduction
One site of the 2022 Olympic Winter Games, to be held in China, is located in the Chongli Mountain region of Hebei Province. To successfully host the Olympic Winter Games, meteorological support for the playing fields should be ensured. A comprehensive understanding of the wind-field characteristics in the Chongli Mountain region is essential for ensuring the safety of outdoor matches, such as ski jumping, cross-country skiing, and alpine skiing. Traditionally, the distribution of a wind field over flat terrain can be acquired from observations. However, the structures of a wind field in mountainous terrain are quite complex, and the representativeness of observation data is limited in a small area. Therefore, numerical simulation is the only method that can describe the detailed distribution of the wind field in the Chongli Mountain region.
In fact, wind field simulation over complex terrain is an important topic for consideration in the atmospheric science field. Traditionally, mesoscale models, such as the Fifth-Generation Penn State/National Center for Atmospheric Research Mesoscale Model (MM5), Regional Atmospheric Modelling System (RAMS), and Weather Research and Forecasting (WRF), are important tools in predicting the wind field over complex terrain [1] [2] [3] [4] [5] [6] [7] [8] . However, a terrain-following coordinate system and smoothing processes for terrain data are applied to deal with the complex terrain in most mesoscale
WRF Model Setup
The WRF model was used to provide the boundary condition for the CFD in this research. It can give more accurate wind estimation than other models or sources [24, 31] . The WRF-ARW model (version 3.9) was utilized in this research and is designed for meteorological research and numerical weather prediction. A fully compressible, non-hydrostatic dynamic framework is adopted in the ARW module. In recent years, WRF has been widely used in both academic research and industry [32] [33] [34] . Many studies show that WRF can simulate lower boundary conditions well over complex orography [35, 36] , which can help WRF to couple with CFD accurately.
The simulated domain of WRF is shown in Figure 1 . In Figure 1a , the scopes of four nested domains (D1~D4) used in the wind simulation are depicted. The horizontal resolutions of D1, D2, D3, and D4 are 27, 9, 3 , and 1 km, respectively. Each domain has 100 × 100 grid points in the south-north and east-west directions. The WRF model contains 33 sigma levels in the vertical, and the lowest 21 levels utilized to provide the boundary conditions for the CFD are below 2000 m. The timesteps of D1~D4 are 108, 36, 12, and 4 s, respectively. These above settings, shown in Table 1 , can guarantee the operation stability of the WRF model. In Figure 1b , the topographic distribution of the innermost domain (D4) is depicted, and the red box represents the CFD domain.
CFD results depend on the WRF performance, which in turn is strongly depend on the re-analysis dataset used as the initial and lateral boundary conditions. Marques [37] , Carvalho [38] , et al. found that NCEP re-analysis data can give better initial conditions for WRF compared to other re-analysis data. Therefore, the WRF simulations were initialized using the NCEP re-analysis data (http://rda.ucar.edu/dataset-s/ds083.2) in this research. The data were generated by the Global Data Assimilation System, and as part of the initial field of the Global Forecast System.
CFD Model Setup
The CFD model used for the microscale wind simulation was FLUENT software, a commercial software commonly used in research and industrial fields. FLUENT contains the physical modeling capability needed to model turbulence, flow, and so on. It also offers high-performance computing which can help solve complex computational fluid dynamics simulations quickly and effectively. More details on FLUENT can be found at https://www.ansys.com/products/fluids/ansys-fluent. In recent years, FLUENT has been widely used in the meteorological field. Li [22, [39] [40] [41] , Cabezón [42] , Wei [43] , et al. studied the wind field simulation over complex terrain using FLUENT. 
The CFD model used for the microscale wind simulation was FLUENT software, a commercial software commonly used in research and industrial fields. FLUENT contains the physical modeling capability needed to model turbulence, flow, and so on. It also offers high-performance computing which can help solve complex computational fluid dynamics simulations quickly and effectively. More details on FLUENT can be found at https://www.ansys.com/products/fluids/ansys-fluent. In recent years, FLUENT has been widely used in the meteorological field. Li [22, [39] [40] [41] , Cabezón [42] , Wei [43] , et al. studied the wind field simulation over complex terrain using FLUENT.
FLUENT is a finite-volume method code, supporting both RANS (Reynolds-Averaged Navier-Stokes) and LES turbulence models. Due to the high precision, and lower computational cost compared with LES, the RANS turbulence model, with realizable k-ε, was used in this study [39, 40] . The governing equations of CFD are as follows: FLUENT is a finite-volume method code, supporting both RANS (Reynolds-Averaged Navier-Stokes) and LES turbulence models. Due to the high precision, and lower computational cost compared with LES, the RANS turbulence model, with realizable k-ε, was used in this study [39, 40] . The governing equations of CFD are as follows:
where u i and u j represent the mean velocity, u i and u j represent the turbulent variation, ρ represents the air density, f i represents the buoyancy, and T represents the mean temperature. The second-order upwind scheme was utilized for the discretization of the governing equations, and the body-fitted hexahedral grid system was used in the CFD domain. Moreover, the boundary condition of the ground in the CFD domain was set as "Wall", the inlet boundary as "Velocity Inlet", the outlet boundary as "Outflow", and the other boundaries were set as "Symmetry". The abrupt terrain of the Chongli Mountain region could greatly affect the atmospheric flow, so a high-resolution terrain is essential for CFD. To achieve a high-quality 3D terrain model, the high-resolution terrain dataset Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM) [44] was utilized in the CFD domain. A diagram of the CFD configuration based on the ASTER GDEM is shown in Figure 2 . Figure 2a shows the topographic distribution of the CFD domain with the three AMSs in the region: AMS-1 is situated Atmosphere 2019, 10, 731 5 of 21 on the mountaintop, AMS-2 is on the mountainside, and AMS-3 on the mountain foot. Figure 2b illustrates the 3D terrain model. Figure 2c shows the CFD domain, which is discretized with hexahedral grids [45] . The CFD domain is 4 km × 4 km in the horizontal direction and is 2 km high vertically.
The mesh of the CFD domain was established by the GAMBIT software (version 2.4.6), comprising 1.01 × 10 6 hexahedral cells with a horizontal grid length of 40 m and a vertical grid length of 20 m. Moreover, the height of the first layer in the mesh is 0.1 m from the ground. the outlet boundary as "Outflow", and the other boundaries were set as "Symmetry".
The abrupt terrain of the Chongli Mountain region could greatly affect the atmospheric flow, so a high-resolution terrain is essential for CFD. To achieve a high-quality 3D terrain model, the high-resolution terrain dataset Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM) [44] was utilized in the CFD domain. A diagram of the CFD configuration based on the ASTER GDEM is shown in Figure 2 . Figure 2a shows the topographic distribution of the CFD domain with the three AMSs in the region: AMS-1 is situated on the mountaintop, AMS-2 is on the mountainside, and AMS-3 on the mountain foot. Figure 2b illustrates the 3D terrain model. Figure 2c shows the CFD domain, which is discretized with hexahedral grids [45] . The CFD domain is 4 km × 4 km in the horizontal direction and is 2 km high vertically. The mesh of the CFD domain was established by the GAMBIT software (version 2.4.6), comprising 1.01 × 10 6 hexahedral cells with a horizontal grid length of 40 m and a vertical grid length of 20 m. Moreover, the height of the first layer in the mesh is 0.1 m from the ground. 
Validation Methodology
To evaluate the accuracy and temporal correlation of numerical simulations, the following indexes were calculated. The indexes below were used for validating both the WRF and WRF-CFD simulations.
Firstly, BIAS means the systematic deviation from expected value. BIAS < 0 reflects underestimation, and BIAS > 0 means overestimation: (c) 
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where O i is the observed wind velocity, S i is the corresponding simulated wind velocity, and N represents the total number of simulated time step. Secondly, MAE is the mean absolute error from expected values, regardless of underestimation or overestimation:
Then, MAPE is the mean absolute percentage error from expected values:
Finally, r is the temporal correlation between observed and simulated wind velocity:
Here, S represents the mean value of simulated wind velocity and O reflects the mean value of observed wind velocity.
Physical Schemes and Coupling Methods
In this section, an array of 16 WRF simulations based on different physical parameters is described, and two coupling methods used in the WRF-CFD system are compared.
Physical Schemes
The WRF model offers multiple physical parameterizations that can be combined in any way. Different physical schemes have different impacts on the wind-field simulation for the specific study area or weather phenomenon.
A sensitivity analysis was performed to evaluate which scheme can provide the best boundary conditions for the CFD in the Chongli Mountain region. We tested two different radiation parameters, two land surface parameters, and four PBL parameters to evaluate which scheme is more suitable for the microscale wind-field simulation. Thus, we obtained 16 sets of deterministic simulations. Table 2 shows the physical schemes used in each WRF simulation. Two sets of shortwave/longwave radiation parameters were tested, one was the Mesoscale Model Version 5 (MM5) [46] with the Rapid Radiative Transfer Model (RRTM) [47] , and the other was the new Goddard (NG) [48] . Additionally, two sets of land surface parameters were tested, one was the Noah Land Surface Model (NLSM) [49] , and the other was the Rapid Update Cycle (RUC) [50] . A further four sets of PBL schemes were tested, including Yonsei University (YSU) [51] , Mellor-Yamada-Janjic (MYJ), Mellor-Yamada-Nakanishi-Niino (MYNN) [52] , and the Asymmetric Convective Model version 2 (ACM2). In addition, the microphysics scheme used in the WRF simulation was the WRF single-moment 3-class scheme [53] , and the convective parameter used in domains D3 and D4 was the Kain-Fritsch scheme [54] . To choose a suitable physical scheme for the Chongli Mountain region, we tested four different PBL parameterizations, two different radiation parameterizations, and two different land surface parameterizations, totaling 16 sets of deterministic simulations. The period of WRF simulation was from 12:00 on 20 May 2018 to 00:00 on 24 May 2018 (Beijing Time), 84 h in total. The time interval of the model outputs was 1 h, and the first 12 h were considered as a model spin-up. In addition, the observations of AMS-1 were used for numerical simulation validation. To choose the most appropriate physical scheme, the WRF simulations were directly compared with the observed data in terms of the indexes BIAS, MAE, MAPE, and r.
Coupling Methods
The horizontal and vertical spacings in the CFD model (∆xy several tens of meters, ∆z several meters) are very different from those in the WRF model (∆xy several kilometers, ∆z several tens of meters). Moreover, the topography of the boundaries in the CFD domain are different from those in the WRF domain. Therefore, coupling the WRF and CFD models is an extremely difficult task.
Generally, the coupling method that the WRF-CFD model uses is extrapolation [55] . In extrapolation, a single WRF profile is imposed on an entire inlet face of the CFD domain, and WRF wind data are extrapolated in the CFD grid points that are below or above the WRF profile. Figure 3a depicts a diagram of the extrapolation method over complex terrain. Figure 3b presents the wind velocity on a CFD boundary using extrapolation. From the figure, it can be seen that the distribution of wind velocity on the boundary is uniform in the horizontal direction, which may not correctly describe the effects of actual terrain in the upwind direction. Extrapolation may not be capable of appropriately coupling the WRF and CFD models over complex terrain.
extrapolation, a single WRF profile is imposed on an entire inlet face of the CFD domain, and WRF wind data are extrapolated in the CFD grid points that are below or above the WRF profile. Figure 3a depicts a diagram of the extrapolation method over complex terrain. Figure 3b presents the wind velocity on a CFD boundary using extrapolation. From the figure, it can be seen that the distribution of wind velocity on the boundary is uniform in the horizontal direction, which may not correctly describe the effects of actual terrain in the upwind direction. Extrapolation may not be capable of appropriately coupling the WRF and CFD models over complex terrain. To solve the problem of huge terrain differences between the WRF and CFD models, we used Cressman interpolation [56] [57] [58] as the coupling method. Figure 4 shows a sketch map of the Cressman interpolation function, where P represents the CFD grid point and O1, O2, and O3 represent the WRF grid points. The black circles indicate the influence range of each WRF grid point. It can be seen that the wind speed at point P is determined by O1 and O2, but not influenced by O3. To solve the problem of huge terrain differences between the WRF and CFD models, we used Cressman interpolation [56] [57] [58] as the coupling method. Figure 4 shows a sketch map of the Cressman interpolation function, where P represents the CFD grid point and O1, O2, and O3 represent the WRF grid points. The black circles indicate the influence range of each WRF grid point. It can be seen that the wind speed at point P is determined by O1 and O2, but not influenced by O3. When using Cressman interpolation, the wind speed at a CFD grid point only depends on the distances from the nearby WRF grid points: When using Cressman interpolation, the wind speed at a CFD grid point only depends on the distances from the nearby WRF grid points:
(b)
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where V interpolate represents the wind velocity at a CFD grid point; n WRF represents the number of nearby WRF grid points; V i represents the wind velocity at a WRF grid point; and W i represents the weighting function, which depends on the distances between a CFD grid point (x value , y value , and z value ) and nearby WRF grid points (x i , y i , and z i ):
where r L and r z represent the horizontal and vertical influence radii of a WRF grid point, respectively. Figure 5 illustrates the Cressman interpolation coupling method. Figure 5a shows a diagram of imposing the WRF wind data on the CFD boundary using Cressman interpolation. Figure 5b depicts the wind velocity on a CFD boundary using Cressman interpolation. From the figure, it can be seen that the distribution of the wind velocity on the boundary is more realistic, and the Cressman interpolation may be a more suitable method to couple the WRF and CFD models over complex terrain. 
where L r and z r represent the horizontal and vertical influence radii of a WRF grid point, respectively. Figure 5 illustrates the Cressman interpolation coupling method. Figure 5a shows a diagram of imposing the WRF wind data on the CFD boundary using Cressman interpolation. Figure 5b depicts the wind velocity on a CFD boundary using Cressman interpolation. From the figure, it can be seen that the distribution of the wind velocity on the boundary is more realistic, and the Cressman interpolation may be a more suitable method to couple the WRF and CFD models over complex terrain. Figure 6 shows the calculated results of the sensitivity analysis for domains D2, D3, and D4 and the 16 simulations. Due to the low horizontal resolution, D1 was not taken into account. The darker gray colors reflect the poorer values (BIAS, MAE, MAPE, and r), while the light gray indicates the better values.
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Results and Discussion
Physical Schemes
A remarkable improvement of the model accuracy can be seen when the horizontal resolution is increased to 1 km (D4). For example, the BIAS reflects an underestimation (~1.25 ms −1 and ~1.15 ms −1 ) for D2 and D3, with a slighter underestimation (~0.91 ms −1 ) for D4. Likewise, MAE, MAPE, and r (b) A remarkable improvement of the model accuracy can be seen when the horizontal resolution is increased to 1 km (D4). For example, the BIAS reflects an underestimation (~1.25 ms −1 and~1.15 ms −1 ) for D2 and D3, with a slighter underestimation (~0.91 ms −1 ) for D4. Likewise, MAE, MAPE, and r indicate a sharp improvement in the highest horizontal resolution domain. For example, r increases from~0.53 and~0.61 (D2 and D3) to~0.77 (D4). Figure 7 shows the time series of the simulated wind speeds in different domains. The physical scheme used in the WRF simulation was WRF-125, and the AMS station referenced in this example was AMS-1. From the figure, it can be seen that the wind speed (u and v components) of the WRF simulation for D4 is closer to the observed value than for those of D2 and D3. More specifically, there is a sharp improvement of the model accuracy when the resolution is increased to 1 km (D4). Because the horizontal resolution of 1 km (D4) was the best, the calculated results of the sensitivity analysis are shown in Figure 8 for the domain D4 only. In general, the simulations using the NG/NG radiation scheme were slightly better than those using the MM5/RRTM parameterization. Moreover, the simulations using the NLSM land surface scheme were better than those using the RUC scheme. Meanwhile, the simulations using the MYJ scheme had the best performance, and those using the MYNN scheme had the worst. Prasad et al. [59] explained that the deep mixed layer estimated by MYNN may result in underestimation of the wind speed, contrary to the shallower mixed layer simulated by YSU. Hence, the best performances were achieved with the NG/NG shortwave/longwave radiation scheme, NLSM land surface scheme, and MYJ-PBL scheme (WRF-522) in the Chongli Mountain region. Figure 9 shows the time series of the simulated wind speeds using different physical schemes. Here, the physical schemes used in the WRF simulation are WRF-132, WRF-135, and WRF-522. In addition, the AMS station referenced was AMS-1. From the figure, it can be seen that the wind speed (u and v components) of the WRF simulation initialized with WRF-522 was closer to the observed value than those with WRF-132 and WRF-135. Because the horizontal resolution of 1 km (D4) was the best, the calculated results of the sensitivity analysis are shown in Figure 8 for the domain D4 only. In general, the simulations using the NG/NG radiation scheme were slightly better than those using the MM5/RRTM parameterization. Moreover, the simulations using the NLSM land surface scheme were better than those using the RUC scheme. Meanwhile, the simulations using the MYJ scheme had the best performance, and those using the MYNN scheme had the worst. Prasad et al. [59] explained that the deep mixed layer estimated by MYNN may result in underestimation of the wind speed, contrary to the shallower mixed layer simulated by YSU. Hence, the best performances were achieved with the NG/NG shortwave/longwave radiation scheme, NLSM land surface scheme, and MYJ-PBL scheme (WRF-522) in the Chongli Mountain region. Figure 9 shows the time series of the simulated wind speeds using different physical schemes. Here, the physical schemes used in the WRF simulation are WRF-132, WRF-135, and WRF-522. In addition, the AMS station referenced was AMS-1. From the figure, it can be seen that the wind speed (u and v components) of the WRF simulation initialized with WRF-522 was closer to the observed value than those with WRF-132 and WRF-135. Atmosphere 2019, 10, 731 13 of 22 
Results and Discussion
Physical Schemes
Coupling Methods
Two coupling methods were compared in this study: the WRF-CFD model with extrapolation is expressed as WRF-CFD-1, and that with the Cressman interpolation is expressed as WRF-CFD-2. The period of the WRF-CFD simulation was from 00:00 on 21 May 2018 to 00:00 on 24 May 2018 (Beijing Time), 72 h in total. The time interval of the model outputs was 1 h. Figure 10 shows the time series of the predicted wind speed using different models: WRF, WRF-CFD-1, and WRF-CFD-2. Figure 11 shows the index BIAS, MAE, MAPE, and r calculated for the simulations of these models. The observation data of the AMS were utilized for numerical model validation. Two conclusions can be drawn from these plots, as follows.
Firstly, WRF-CFD has a better performance than WRF in predicting microscale wind field. For instance, MAE on the mountainside decreased from ~2.84 ms −1 for the WRF simulation to ~1.86 ms −1 for the WRF-CFD-1 simulation, and ~1.28 ms −1 for the WRF-CFD-2 simulation. Likewise, BIAS, MAPE, and r also indicated great improvement from the WRF to the WRF-CFD simulations.
Secondly, the performance of WRF-CFD model using Cressman interpolation (WRF-CFD-2) was better than that using extrapolation (WRF-CFD-1). For instance, BIAS at the mountain foot reflected an overestimation for the WRF-CFD-1 simulation (~1.31 ms −1 ), and a slight overestimation for the WRF-CFD-2 simulation (~0.68 ms −1 ). Meanwhile, MAE on the mountainside decreased from ~1.860 ms −1 for the WRF-CFD-1 simulation to ~1.29 ms −1 for the WRF-CFD-2 simulation. 
Firstly, WRF-CFD has a better performance than WRF in predicting microscale wind field. For instance, MAE on the mountainside decreased from~2.84 ms −1 for the WRF simulation tõ 1.86 ms −1 for the WRF-CFD-1 simulation, and~1.28 ms −1 for the WRF-CFD-2 simulation. Likewise, BIAS, MAPE, and r also indicated great improvement from the WRF to the WRF-CFD simulations. Secondly, the performance of WRF-CFD model using Cressman interpolation (WRF-CFD-2) was better than that using extrapolation (WRF-CFD-1). For instance, BIAS at the mountain foot reflected an overestimation for the WRF-CFD-1 simulation (~1.31 ms −1 ), and a slight overestimation for the WRF-CFD-2 simulation (~0.68 ms −1 ). Meanwhile, MAE on the mountainside decreased from 1.860 ms −1 for the WRF-CFD-1 simulation to~1.29 ms −1 for the WRF-CFD-2 simulation. To visually compare the two coupling methods, the local distributions of the near-surface (10 m above ground level (AGL)) wind speed obtained from the WRF-CFD-1 and WRF-CFD-2 simulations are shown in Figure 12 . From the figure, it can be seen that the wind fields from the WRF-CFD-1 and WRF-CFD-2 simulations had some differences, while the WRF-CFD-2 simulation had a better performance. For example, the wind speed on the mountainside simulated by WRF-CFD-2 (~11.5 ms −1 ) was relatively closer to the observed value (~9.2 ms −1 ) than that by WRF-CFD-1 (~14.2 ms −1 ). Likewise, the wind speed at the mountain foot simulated by WRF-CFD-2 (~7.1 ms −1 ) was relatively closer to the observed value (~6.1 ms −1 ) than that by WRF-CFD-1 (~9.1 ms −1 ). More specifically, the Cressman interpolation coupling method was more suitable for the microscale wind-field simulation over complex terrain than was extrapolation. To visually compare the two coupling methods, the local distributions of the near-surface (10 m above ground level (AGL)) wind speed obtained from the WRF-CFD-1 and WRF-CFD-2 simulations are shown in Figure 12 . From the figure, it can be seen that the wind fields from the WRF-CFD-1 and WRF-CFD-2 simulations had some differences, while the WRF-CFD-2 simulation had a better performance. For example, the wind speed on the mountainside simulated by WRF-CFD-2 (~11.5 ms −1 ) was relatively closer to the observed value (~9.2 ms −1 ) than that by WRF-CFD-1 (~14.2 ms −1 ). Likewise, the wind speed at the mountain foot simulated by WRF-CFD-2 (~7.1 ms −1 ) was relatively closer to the observed value (~6.1 ms −1 ) than that by WRF-CFD-1 (~9.1 ms −1 ). More specifically, the Cressman interpolation coupling method was more suitable for the microscale wind-field simulation over complex terrain than was extrapolation. 
Microscale Wind Field Simulation
The wind fields from the WRF-CFD simulations were compared with those from the WRF simulations, as shown in Figures 13-15 . Figure 13 shows the topography and wind profiles simulated by the WRF and WRF-CFD models. The terrain resolution in the WRF model ( Figure 13a ) was low, and there were small differences among the wind profiles from the WRF simulations (Figure 13b ). Thus, WRF cannot simulate the wind field over complex terrain at fine scales. Meanwhile, the terrain resolution in the WRF-CFD model (Figure 13c ) was high, and there were significant differences among the wind profiles from the WRF-CFD simulations (Figure 13d ) due to the influence of complex terrain. 
The wind fields from the WRF-CFD simulations were compared with those from the WRF simulations, as shown in Figures 13-15 . Figure 13 shows the topography and wind profiles simulated by the WRF and WRF-CFD models. The terrain resolution in the WRF model ( Figure 13a ) was low, and there were small differences among the wind profiles from the WRF simulations (Figure 13b ). Thus, WRF cannot simulate the wind field over complex terrain at fine scales. Meanwhile, the terrain resolution in the WRF-CFD model (Figure 13c ) was high, and there were significant differences among the wind profiles from the WRF-CFD simulations (Figure 13d ) due to the influence of complex terrain. model (Figure 14a ) was relatively uniform. In contrast, the wind field from the WRF-CFD simulation (Figure 14b ) showed more heterogeneity. This difference between the WRF and WRF-CFD simulations may have resulted from the terrain differences between the WRF and CFD models. Figure 15 shows the wind vectors at 800 m from the WRF and WRF-CFD simulations. The wind fields simulated by the WRF and WRF-CFD models were similar, which may be because the effects of topography on wind are relatively small at high altitudes. 
Conclusions
A comprehensive understanding of the characteristics of the wind field in the Chongli Mountain region is essential to ensure a successful hosting of the 2022 Olympic Winter Games. In this study, the WRF and CFD models were combined as a one-way off-line nested model system and were applied in a microscale wind simulation in the Chongli Mountain region. The advantage of this system is that the mesoscale model can provide more realistic boundary conditions while the CFD can provide the wind-field simulation with a much higher spatial resolution. The performance of the WRF-CFD model in the Chongli Mountain region will be enhanced by choosing the best physical scheme for WRF and developing an improved coupling method between the WRF and CFD models.
As the WRF model offers multiple physical parameterizations that can be combined in any way, a sensitivity analysis was performed to evaluate which scheme provides the best boundary conditions for the CFD. The results show that the WRF simulation initialized with the NG/NG shortwave/longwave radiation scheme, NLSM land surface scheme, and MYJ-PBL scheme (WRF-522) provides the most suitable boundary conditions for the CFD in the Chongli Mountain region. To overcome the problem of the terrain differences between the WRF and CFD domains, the Cressman interpolation method that couples these two models was proposed. Compared with the Figure 14 shows the near-ground wind vectors from the WRF and WRF-CFD simulations. The near-ground wind field simulated by the WRF and WRF-CFD models were generally similar, as the wind directions were northwest in both simulations. However, the details of the wind fields from these two models were quite different. The distribution of the wind field simulated by the WRF model ( Figure 14a ) was relatively uniform. In contrast, the wind field from the WRF-CFD simulation (Figure 14b ) showed more heterogeneity. This difference between the WRF and WRF-CFD simulations may have resulted from the terrain differences between the WRF and CFD models. Figure 15 shows the wind vectors at 800 m from the WRF and WRF-CFD simulations. The wind fields simulated by the WRF and WRF-CFD models were similar, which may be because the effects of topography on wind are relatively small at high altitudes.
As the WRF model offers multiple physical parameterizations that can be combined in any way, a sensitivity analysis was performed to evaluate which scheme provides the best boundary conditions for the CFD. The results show that the WRF simulation initialized with the NG/NG shortwave/longwave radiation scheme, NLSM land surface scheme, and MYJ-PBL scheme (WRF-522) provides the most suitable boundary conditions for the CFD in the Chongli Mountain region. To overcome the problem of the terrain differences between the WRF and CFD domains, the Cressman interpolation method that couples these two models was proposed. Compared with the extrapolation method, the Cressman interpolation coupling method was more suitable for the coupling of the WRF and CFD models over complex terrain. For example, MAE on the mountainside decreased from~1.86 ms −1 for the WRF-CFD-1 simulation to~1.29 ms −1 for the WRF-CFD-2 simulation, and BIAS at the mountain foot decreased from nearly~1.31 ms −1 to~0.68 ms −1 .
These results can improve the performance of the WRF-CFD model, and signify a more accurate microscale wind simulation in the Chongli Mountain region. However, further work is required, including testing the physical schemes in different seasons and weathers when more observational data are available, as well as testing the coupling methods in other mountainous regions for comparison.
