The small ball problem for the integrated process of a real{valued Brownian motion is solved. In sharp contrast to more standard methods, our approach relies on the sample path properties of Brownian motion together with facts about local times and L evy processes.
Introduction
Let fX(t); t 2 Tg be a continuous centered Gaussian process taking values in C(T) | the space of all real{valued continuous functions from T into R. Given a seminorm k k on C(T), the small ball problem for X is a determination of the rate of explosion of the following as " ! 0 + : (1:1) ? log P kXk < " :
This problem has a long history and little is known in general. One cannot always hope to see an explicit evaluation of (1.1) from the covariance function of X. Even the estimation of the rate of explosion in (1.1) is usually a di cult problem. Indeed, as can be surmised from Kuelbs and Li 16] We rst prove a Chung's law of the iterated logarithm (LIL) for X and then use it to establish the rate of explosion in the small ball problem. This is in reverse order to the standard approach. Moreover, our approach uses local times and properties of L evy processes; a method which may be of independent interest. For notational convenience, we write throughout the paper, (1:3) X (t), sup 0 s t jX(s)j; t 0;
where the process X is de ned in (1.2). The main result of the paper is the following small ball estimate. Let us say a few words about the proof of Theorem 1.1. It is easy to see that the limit in (1.4) exists (therefore c 1 is well{de ned) and is moreover (strictly) negative. The harder part is to verify that c 1 < 1. We are not able to show this by a direct estimation of the small ball probability. Rather, we rst show (1.5) and then use it to show that c 1 < 1. This is probably the most striking feature in the analysis of the example. The idea is to consider the inverse local time at 0 of W. Brownian motion integrated up to the inverse local time is a \well{behaved" L evy process (say, Y ). We will show that the absolute maximum process of Y is identical to X taken at the inverse local time. Once Theorem 1.2 is obtained, it is not hard to deduce the small ball probability via the Borel{Cantelli lemma. 2.1. Existence and strict negativity of the limit in (1.4) 3 First, it is worth noting that the process X de ned in (1.2) inherits the Brownian scaling property, in the sence that, for any xed t > 0,
where \ (d) =" denotes identity in distribution. Hence, P X (1) < " = P X (" ?2=3 ) < 1 :
By the monotonicity of t 7 ! X (t), it su ces to verify that lim n!1 1 n log P X (n) < 1 exists and is negative (the proof of the niteness is postponed to Section 2.4). To this end, let a n , sup where f e X(t); t 0g stands for an independent copy of fX(t); t 0g. By the shifted ball property for Gaussian measures (cf. Anderson 3] ),
for all t > 0, > 0 and x 2 R. Conditioning on fW(t); 0 t ng on the right{hand{side of (2.2) yields a n+m P X (n) < 1 P X (m) < 1 a n a m ;
which means that log a n is subadditive. Hence, lim n!1 1 n log a n = inf n 1 1 n log a n exists, and clearly lies in ?1; 0). It now su ces to observe that by means of (2.3), a n is nothing else but P(X (n) < 1). 
We next verify that c 2 is almost surely a constant lying in 0; 1]. Fix u > 0, and let T u be the { eld generated by fW(r); r ug. The tail { eld of W is then T , \ u>0 T u . According to Kolmogorov's 0{1 law, T is trivial. It therefore su ces to show that c 2 is T u measurable for all choices of u > 0. Fix u > 0 and consider the following for all t > u:
The above is an immediate consequence of triangle inequality. Since u > 0 is xed and lim t!1 '(t) = According to a theorem of Trotter 32] , a version of (t; x) 7 ! L(t; x) can be chosen so as to be almost surely continuous. We will work only with this version. Write We claim that, with probability one, for any t > 0,
Assuming (2.5) for the moment, let us prove that c 2 < 1. We begin with the observation that t 7 ! Y (t) is a symmetric stable L evy process with index (1=3 
5). Clearly, X ( (t)) Y (t).
We now prove the other inequality. Fix t > 0 and observe that X is a di erentiable process. Continuity alone su ces to show that X ( (t)) = X(t ), for some t 2 0; (t)]. If t = 0 or (t), then W(t ) = 0. Otherwise t lies in (0; (t)), which means that the derivative of X van 
X ( (t)) sup 0<s t jX( (s))j = Y (t).
Thus for any given t > 0, we have proved (2.5) (with an identity \almost surely", instead of a true identity). Since the processes on both sides of (2.5) are c adl ag, they are indistinguishable. In this section, we wish to prove that c 1 (c 2 ) 2=3 . In particular, we see from x2.3 that c 1 < 1 and c 2 > 0. We will achieve our goal by arguing by contradiction. Fix a constant K 2 (0; c 1 ). By (1.4), for all su ciently small " > 0, (2:10) P X (1) exp ? log log t n ;
for all large n. This yields P n P(E n ) = 1. Since the events E n are independent, it follows from the Borel{Cantelli lemma that lim inf In light of Theorem 1.1, this implies the theorem.
The Brownian bridge can be realized as (t) = W(t) ? tW(1) for 0 t 1, which is, moreover, independent of the variable W(1). Hence, t u
Here is an application of Theorem 4.2: let f n (t); 0 t 1g be the empirical process, based on the rst n observations of independent variables uniformly distributed in (0; 1). De ne n (t), Z t 0 n (s) ds; 0 t 1: As for the case of integrated Brownian motion, the small ball estimate (4.2) for the integrated Brownian bridge leads to a Chung{type LIL for the integrated Kiefer process, which, by means of a strong approximation, in turn yields the corresponding result for n . We present the statement without proof. (log log t) 3=2 t 3=2 sup 0 t 1 j n (t)j = (c 1 ) 3=2 ; a.s.
