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1. INTRODUCTION 
 
In this work we briefly outline some analytical results and then investigate in detail a numerical 
method for solving  multiple nonlinear Volterra integral equations. These are extensions of one-
dimensional nonlinear Volterra integral equation, i.e. the equation of the form 
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Eq. (1.1) is widely used to model causal systems with memory arising in different fields. Both 
analytical properties and numerical solution of single Volterra integral equation (1.1) has been 
studied, see for example Corduneanu [C1]. However, single Volterra equations do not represent 
the most general form of causal systems with memory. In recent years, there has been growing 
interest in functional equations with general causal memory terms [C2]. In contrast to abstract 
functional equations, in this paper we deal with a concrete instance of causal equations with 
memory that are more general than the usual Volterra equations, namely equations with multiple 
integral terms. It is known (see, for example, Rugh [R], Schetzen [S]) that in the context of 
general causal systems with memory polynomial Volterra operators of the type 
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play a role analogous to ordinary polynomials. The classical theorem of Weierstrass, that 
continuous functions can be approximated by polynomials, has been generalized to nonlinear 
causal operators over functional spaces to the effect that general classes of nonlinear causal 
operators can be approximated by polynomial Volterra operators.  
In this case the multiple nonlinear Volterra equation is a natural way to model a general 
nonlinear system with feedback. Referring to Figure 1 below,  
 
 
Fig.1. A General Nonlinear System with Feedback 
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suppose that block V  of the system is described by equation (1.2), so that the output process 
)(ty  related to the input process  
 
)(tx  by ))(()( txVty = ,         (1.3) 
 
where the operator V is defined in (1.2). )(tu  is a control process, a known function. The 
feedback block G is defined by the function ))(,( tytg , so that we have for the input process 
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Using equation (1.4) in (1.3), and taking into account (1.2), we obtain for )(ty : 
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where we have set 
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Note that we just obtained in (1.5) one of the two equations that we are going to examine. 
The other is the infinite dimensional version below, which is an extension of (1.5): 
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The inclusion of the factor 
!n
1
 in (1.6) is aimed at simplifying the conditions for convergence of 
the infinite series, and for consistency we have also included the same factor in (1.2). 
 
Actually, our formulation covers not only the standard form of Volterra series, but also what we 
shall call generalized Volterra series; these are more general versions of what has been termed in 
[BCD] “Volterra-like series”. Those “Volterra-like series” include terms of the form (in notation 
that is equivalent to the notation of [BCD]) 
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where k21 mmmM +++= L: . We note that [BCD] considers only time-invariant systems, and 
labels the kernels by the total degree of the corresponding monomial in x.  
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For our generalized Volterra series, we use standard multi-index notation. For a multi-index 
n
n21 mmm N∈= ),...,,(:m , we set i
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Volterra series has the form 
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Under the condition of uniform boundedness of the kernels ),...,,(, n1n sstK m , each series 
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defines a real analytic function (analytic in the variables ni1sy i ≤≤,)( ), say 
))(),...,(,,...,,( n1n1n sysysstf , and, conversely, every such real analytic function nf  , if its first 
derivatives with respect to each )( isy  do not vanish at 
n00 R∈),..,(  can be, by definition, 
represented as a power series in the variables ni1sy i ≤≤,)( , with the exponents im  in each 
monomial 

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n
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sy ))((  being natural numbers (i.e. no exponent is zero). Of course, our 
problems, in this paper, are more general, since we employ conditions weaker than analyticity 
for the functions ))(),...,(,,...,,( n1n1n sysysstf . 
 
Furthermore, the models considered in this paper also include, as particular cases, equations of 
the form 
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where each iz  is a multiple Volterra-type integral of the form 
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and F is real analytic in the variables ,..., 21 zz  . 
 
Other applications come from modeling memory effects in physical, biological, economic, and 
social systems. In many instances, models with single Volterra equations are used only because 
there is reason to include memory effects; however, memory effects can result not only from 
single Volterra integral operators, but also from multiple Volterra integral operators. In addition, 
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certain constitutive laws, for example in viscoelasticity, have been traditionally modelled via, 
among other possibilities, multiple Volterra integral operators. 
 
We are interested in the numerical solution of (1.5) and (1.6). In recent years, there has been 
increasing interest in the numerical solution of many types of integral equations. However, the 
numerical solution of multiple Volterra equations, arising in the context of Volterra series or 
truncated Volterra series, has not been previously addressed in the literature. Ordinary Volterra 
equations have been studied, from the point of view of obtaining numerical solutions, in [H, L] 
and in other works. A problem of numerically solving a differential equation with an abstract 
memory term, that satisfies certain axiomatic conditions, has been studied in [CT].  
 
The results of the present paper are not implied by any previous works. Furthermore, the proofs 
contained in the present paper include certain novel analytical and combinatorial arguments that 
have no counterpart in any previous work. 
 
Our work in the present paper impinges on two general topics: the numerical solution of integral 
equations, and the representation of nonlinear in terms of (ordinary or generalized) Volterra 
series. The general topic of numerical solution of integral equations (not the type of equations 
treated in our paper, which constitute a novel type of problem formulated and studied here for 
the first time) has been, and continues to be, a topic of intensive research. As a sample of 
research activity in this area, we mention the papers [Ba, KS, RMA, TF]. The topic of applying 
Volterra series for modeling and identifying nonlinear dynamical systems is also a topic of 
vigorous contemporary research activity. Volterra series have found applications to a wide 
variety of real-world systems, including mechanical, electrical, biological, and economic and 
social systems. As instances of recent activity in this area, we cite the works [B, Ch1, Ch2]. An 
important topic in this area is the problem of identification of the input to a nonlinear system, 
modeled as a Volterra series, from observations of the output. This problem is too complex to 
briefly describe in this introduction, and we have devoted a separate section, section 3 of the 
present paper, to this problem and to its connection with the problems we have studied in the 
present paper.  
 
A note about terminology: we use the term “multiple Volterra integral equations” to describe 
integral equations with multiple integrals in which the order of multiplicity of the integral 
exceeds the dimension of the independent variable. Integral equations in which the independent 
variable itself is multi-dimensional (as, for instance, in some applications of integral equations to 
multi-dimensional boundary value problems), but the order of the integrals is the same as the 
dimension of the independent variable (e.g. double integrals for two-dimensional boundary value 
problems, etc.) are not “multiple integral equations” in the context of our present paper. 
Similarly, we use the terms “finite dimensional” and “infinite dimensional” to refer to the 
multiplicity of the multiple integrals, not to the dimensions of the independent variables. 
 
This paper is organized as follows: in section 2, we prove existence and uniqueness of solutions 
of the continuous-time problems (1.5) and (1.6) (these proofs are necessary before we start any 
discussion about numerical solutions); section 3 presents an application to the identification 
problem for nonlinear systems described by an input-output relationship in the form of a Volterra 
series; sections 4 and 5 deal with the numerical schemes for (1.5) and (1.6), respectively. 
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2. EXISTENCE AND UNIQUENESS OF SOLUTION BASED ON THE CONTRACTION 
MAPPING THEOREM 
 
First, we want to state conditions guaranteeing that a solution )(tx  to equations (1.5) and (1.6) 
exists, and is unique in the space )],0([: R→= TCX  of real-valued continuous functions on the 
interval  ],0[ T .  X  is a complete normed linear space. Since R⊂],0[ T is compact, we may 
assume that a solution )(tx  of  equation (1.5) is bounded, that is ∞<≤ xRtx |)(| , where xR  
depends on x . We use the notation 
 
}||:),...,2,1(:),...,,{(:)( 21 RxnixxxRB in
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We assume throughout this paper that, for ],0[ Tt∈ , )(0 tx is a known continuous differentiable 
function with bounded first derivative. We define 
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Also we set  
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Further we make the following assumptions: 
 
(i) The kernels fff ,...,, 21  are continuous in all their arguments, and, as a result, 
 for each n nf  is bounded on compact sets.  We set for each :...,2,1 n =  
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where { }TtsnisstT inn ≤≤≤=∀=∆ 0:),..,1(:),...,,(:]),0([ 1 .    (2.2) 
(ii) For each n , the kernel nf  is Lipschitz in ),...,( 1 nxx  on bounded sets, i.e. for each n there 
exists ∞<)(RLn , such that for each ]),0([),...,,( 1 Tsst nn ∆∈ and for each )(, RBzy
n∈ we have  
∑
=
−≤−
n
i
iinnnnnnn zyRLzzsstfyysstf
1
1111 )(),...,;,...,,(),...,;,...,,( .   (2.3) 
For every 0>Q , we define }:)(sup{:)(ˆ QRRLQL nn ≥= . 
 (iii) We assume that 
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Theorem 2.1 
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Under the stated conditions (i), (ii), and (iii) the -dimensional Volterra equation (1.5) has a 
unique solution in X . 
 
Proof  
The proof of Theorem 2.1 will be similar to the one given in Corduneanu [1] for the case of one-
dimensional Volterra equations. We introduce an operator S , acting on X , defined by 
 
111
001
0 ))(),...,(,,...,,(
!
1
)())(( dsdssxsxsstf
n
txtxS nnnn
timesn
tt
n
 L
43421
L∫∫∑
=
+= .  (2.5) 
 
Observe that the right hand side of (2.5) is a continuous function on the interval ],0[ T , in other 
words, S  maps X  into itself. 
Next we define the weighted norm µ||||⋅ , where 0>µ , on X as follows 
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Then for any two functions )(ty  and )(tz  in X we check that 
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Observe that the right hand side of (2.7) does not depend on variable t , hence 
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µµ |||||||| zyqzSyS
 −≤− , with 10 << q .      (2.9) 
 
Thus S  is a contraction on X, and therefore it has a unique fixed point )(tx  in X; that fixed 
point is the unique solution of (1.6) in X : 
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 
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Note that the Contraction Mapping Theorem also gives the method of finding the solution. It is 
found by successive approximations: We choose an arbitrary Xtx ∈)()0( , then  
 
)(:)(:)( )1()( txStxi ii −=∀ ,  and )(lim)( )( txtx i
i ∞→
= . 
 
For the above result to hold for the infinite-dimensional equation (1.6), we make two extra 
assumptions: 
 
(iv) the following series is convergent for each  ∞<R : 
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(v) the following series with Lipschitz constants ∞=1}{ nnL  in (2.4) converges: 
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We have: 
 
Theorem 2.2 
Under the stated conditions (i), (ii), (iii), (iv), and (v), the infinite-dimensional Volterra equation 
(1.6) has a unique solution in X . 
 
Proof 
Here we need to make only a few changes to the proof of Theorem 2.1. Now we consider the 
operator ∞S , acting on X , and defined as follows: 
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Applying condition (iv), and Weierstrass M-test, we see that the series in the right hand side of 
(2.13) converges uniformly on ],0[ T  to a continuous function, in other words, the operator ∞S  
maps the space X  into itself.  
For any two functions )(ty  and )(tz  in X, we obtain 
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Since the right hand side of (2.14) does not depend on variable t , we have 
 µµ |||||||| zyqzSyS −≤−
∞∞ , where we select a value of M
e
q
T
µ
µ−−
=
1
:  strictly between 0 and 1 
by choosing µ  sufficiently large, so that ∞S  is again a contraction on X, so it has a unique fixed 
point )(tx  in X. This fixed point is a unique solution of (1.6) in X .  
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3. APPLICATION TO MULTI-LINEAR VOLTERRA INTEGRAL EQUATIONS OF THE 
FIRST KIND 
 
 
Multi-linear Volterra integral equations of the first kind arise naturally in the problem of input 
identification from observation of the output in general nonlinear systems modeled via input-
ouput relationships in the formmof infinite-order Volterra series. Such problems have been 
extensively studied by Apartsin (Apartsyn) and Sidorov, see, e.g.,  [A1, A2, S1, S2].  
In this section, we present a new method based on reduction (under suitable assumptions) of 
multi-linear Volterra integral equations of the first kind to multiple Volterra integral equations of 
infinite order of the second kind, of the type formulated in sections 1 and 2 of our previous paper. 
It is expected that the methods of numerical solution of infinite-order multiple Volterra integral 
equations of the second kind, as reported and analyzed in the following sections of our paper, 
will find practical applications to, among other things, the problem of identification of nonlinear 
systems modeled by multi-linear Volterra integral equations, thus adding new tools to the ones 
already studied by Apartsin and Sidorov and their collaborators. 
 
In the theory of linear Volterra integral equations of the first kind, namely equations of the form 
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there is a well known method for obtaining a solution, under suitable assumptions, by 
differentiating both sides of (3.1) with respect to t. This method is due to Volterra himself. The 
result of differentiating (3.1) with respect to t is 
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and, assuming that K(t, t) never vanishes for t in some interval ],[ T0 , we obtain from (3.2)  the 
second-kind Volterra integral equation 
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We are interested in extending the same idea to multi-linear Volterra integral equations of the 
first kind. Such equations arise naturally in identification problems for systems described by 
Volterra series, and their analytical properties and numerical solution have been studied 
primarily by Apartsin, Sidorov, and their collaborators. A multi-linear Volterra integral equation 
of the first kind has the form 
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Eq. (3.4) arises in the problem of identification of the input to a nonlinear system, if the output is 
observed and the system is described by a Volterra series with known kernels. 
 
One of the difficulties of numerically solving (3.4) stems from the fact that, by using a direct 
discretization of (3.4), we get a system of polynomial equations in the unknown values of the 
approximation to )(tx  at the discretization nodes. This is to be contrasted with the case of 
second-order multi-linear Volterra integral equations, where discretization leads to recursive 
formulas for the wanted approximations, so that the solution of the discretized equations presents 
no theoretical difficulty. For multi-linear equations of low order (for example, bilinear, trilinear, 
etc.), it may be possible to get some analytical results for existence and uniqueness of solutions 
of the system of polynomial equations, as well as guaranteed algorithms for the solution, but for 
general finite-order multi-linear equations, and for infinite-order multi-linear equations, that does 
not seem to be possible in general. Therefore, we look for an extension of Volterra’s method to 
reduce the first-kind multi-linear equation to a second-kind multi-linear equation. By 
differentiating both sides of (3.4) with respect to t, and assuming without loss of generality that 
each ),...,,,( n21n ssstK is symmetric with respect to n21 sss ,...,, , we find 
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Assuming that the expression in curly brackets in (3.5) never vanishes, we can solve (3.5) for x(t). 
For simplicity, we set 
 
121n1n211n1n
t
0s
t
0s
t
0s2n
1 dsdsdssxsxsxtsstK
1n
1
ttKtJ
1n21
LLKL −−−
===
∞
=
∫∫∫∑
−
−
+= )()()(),,,,(
)!(
),(:)(   
                (3.6) 
 
Then we have 
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and we rewrite (3.7 ) as 
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Further, assuming that  
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we expand 
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 as follows: 
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Before proceeding with further calculations, we introduce some terminology and notation. If  is 
a natural number, an ordered partition of  is an ordered collection of natural numbers 
),,,( k21 nnn K  such that nnn k21 =+++ L . We denote the collection of all ordered partitions 
of  by P . A particular partition of  will be denoted by P, and the number k of natural 
numbers in the partition P will be denoted by ||P||. 
 
With this notation and terminology, we have 
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Eq. (3.13) is proved as follows: 
 
We start with the well known theorem about the product of two absolutely convergent series: 
 
 13
knk
n
1k1n
n
1n
n
1n
BABA −
=
∞
=
∞
=
∞
=
∑∑∑∑ =











.        (3.14) 
 
By repeated application of (3.14) above, we find that the product of m absolutely convergent 
series, say the series m21iA ni
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and therefore, for the the m-th power of an absolutely convergent series (i.e. a product of the type 
shown on the left-hand side of (3. ) above but with all series identical to each other), we have 
 
i
m21
m21
k
m
1i
nkkk
kkk1n
m
n
1n
AA ∏∑∑∑
=
=+++
∞
=
∞
=
=





L
:),...,,(
.        (3.16) 
 
By taking each nA  to be equal to  
 
12nn21n1n1n
t
0s
t
0s
t
0s
dsdsdssxsxsxssstL
n
1
n21
LLKL )()()(),,,,(
!
−
===
∫∫∫  
 
we find 
 








=
=








∫∫∫∏∑∑
∫∫∫∑
====
=
∈≡
∞
=
−
===
∞
=
12nn21n1n
t
0s
t
0s
t
0si
m
1i
mP
Pnnn1
m
12nn21n1n1n
t
0s
t
0s
t
0s1n
dsdsdssxsxsxsstL
n
1
dsdsdssxsxsxssstL
n
1
iiii
21
P21
n21
LLLL
LLKL
K
)()()(),,,(
!
)()()(),,,,(
!
||||
),,,( |||| P
 
            (3.17) 
    
 
and then, by re-naming the variables in the multiple integrals on the right-hand side of (3.17), so 
that  
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,)()()(),,,(
),,,(),,,(
!
)()()(),,,(
!
|||||||| 1221nnnn
nn1nnn1n
t
0s
t
0s
t
0si
m
1i
12nn21n1n
t
0s
t
0s
t
0si
m
1i
dsdsdssxsxsxsstL
sstLsstL
n
1
dsdsdssxsxsxsstL
n
1
1P21P
211211
21
iiii
21
LLL
LLLL
LLLL
L −+++
++
====
====
⋅






=
=








∫∫∫∏
∫∫∫∏
   (3.18) 
 
we obtain  (3.13). This completes the proof of (3.13). 
 
 
 
 
Consequently, we can write 
 
1 2
1 1 1 2 2 1
1 0 0 0
1
1 ( , , , , ) ( ) ( ) ( ) ;
( )
n
t t t
n n n n n
n s s s
M t s s s x s x s x s ds ds ds
G t
∞
−
= = = =
= +∑ ∫ ∫ ∫L K L L   (3.19) 
 
where 
1 1 2 1 1 2
1 2 || ||
|| || 1 2 || || 1
1 1 1 1
( , , , )1 1
|| ||
1
( , , , , ) : ( 1) ( , , , ) ( , , , )
!
( , , , ) .
P n
P P
m
m
n n n n n n n n n
n n n Pm i i
P m
n n n n 
M t s s s L t s s L t s s
n
L t s s
−
∞
− + +
≡ ∈= =
=
+ + +
 
= −  
 
⋅
∑ ∑ ∏
PK
L
K L L L
L
 
(3.20) 
 
 
Furthermore, we have 
1 2
1 2
1 1 1 2 2 1
1 0 0 0
, 1 1
1 2 2 1
11 10 0 0
11
1 ( , , , , ) ( ) ( ) ( )
( , , , , )( ) 1
( ) ( ) ( )
( , ) ! ( , )
( )
( , )
n
n
t t t
n n n n n
n s s s
t t t
n t n nt
n n
n s s s
t
n
M t s s s x s x s x s ds ds ds
K t s s sf t
x s x s x s ds ds ds
K t t n K t t
f t
K t t
∞
−
= = = =
∞
−
= = = =
∞
=
 
+ ⋅ 
 
 
 
⋅ − = 
 
 
= +
∑ ∫ ∫ ∫
∑ ∫ ∫ ∫
L K L L
K
L L L
1 2
1 1 1 2 2 1
0 0 0
( , , , , ) ( ) ( ) ( )
n
t t t
n n n n n
s s s
Q t s s s x s x s x s ds ds ds−
= = =
∑ ∫ ∫ ∫L K L L
    
            (3.21) 
 
where 
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, 1
1 1 1 1
1 1
, 1
1
1 1
( , , , )( ) 1
( , , , , ) : ( , , , , )
( , ) ! ( , )
( , , , )1
( , , , ) .
! ( , )
n t nt
n n n n n n
n
k t k
n k k n
k
K t s sf t
Q t s s s M t s s s
K t t n K t t
K t s s
M t s s
k K t t
− −
− +
=
= − −
−∑
K
K K
K
K
   (3.22) 
 
 
In this way, we obtain the multiple Volterra equation of the second kind 
 
.)()()(),,,,(
),(
)(
)( 12nn21n1n1n
t
0s
t
0s
t
0s1n1
t dsdsdssxsxsxssstQ
ttK
tf
tx
n21
LLKL −
===
∞
=
∫∫∫∑+=  (3.23) 
 
This is precisely a multiple Volterra equation of the type studied in this paper.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. FINITE DIFFERENCE SCHEME FOR THE N-DIMENSIONAL CASE 
 
We take a partition of the interval ],0[ T   with step h :  let Miihti ,...,1,0,: == : 
Ttttt M =<<<= ...,0 100 . We approximate the values 
M
iitx 0)}({ =  of the exact solution of 
equation (1.5)on the partition Miit 0}{ = , by the solution 
M
iix 0}{ = of the following finite-difference 
equation: 
 
 16
∑∑
=
+=
)(1
0 ),...,;,...,;(
!
)(
11
iI
jjjjin
n
n
ii
n
nn
xxtttf
n
h
txx ,     (4.1) 
 
where    
 
}10:),...,2,1(:),...,,{(:)( 21 −≤≤=∀= ijnkjjjiI knn .     (4.2) 
 
We denote the error of this approximation at it  by  
 
|)(|: iii xtx −=ε .         (4.3) 
 
 
Theorem 4.1 
We assume that  
(i) the kernels nf in (1.5) are differentiable both with respect to ),...,(: 1 nsss =
r
and with respect to 
t , moreover 
 
nnnins Mxxsstf ≤∇ |),...,,,...,,(| 11r ,       (4.4)  
nnn
n Bxxsst
t
f
≤
∂
∂
|),...,,,...,,(| 11 ;       (4.5) 
 
(ii) the Lipschitz condition holds for the kernels in (1.5) for each n: 
 
|}|...|{||),...,;,...,,(),...,;,...,,(| 111111 nnnnnnnnn yzyzLyysstfzzsstf −++−≤− ; (4.6) 
 
(iii) the kernels are bounded: 
 
nnnn Czzsstf ≤|),...,,,...,,(| 11 .        (4.7)  
 
Then for all i  the absolute value of error iε  of the numerical approximation (4.1)-(4.2) of the 
solution of equation (1.5) is of the order of h , uniformly in .  
 
Proof 
With the notation in place we can represent )( itx  in the following form: 
 
111
)(1
0 ))(),...,(;,...,,(
!
1
)()(
111
1
dsdssxsxsstf
n
txtx nnnin
timesn
t
t
t
tiI

n
ii
nj
nj
j
jn
L
43421
L ∫∫∑∑
++
=
+= .  (4.8) 
 
Then for the absolute value of the error we have 
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−≤ ∫∫∑∑
++
=
))(),...,(;,...,,(|
!
1
|| 11
)(1
111
1
nnin
t
t
t
tiI

n
i sxsxsstf
n
nj
nj
j
jn
Lε  
 1|),...,;,...,,( 11 dsdsxxtttf njjjjin nn L−  .     (4.9) 
 
We can represent the expression inside the absolute value bars in (4.9) as follows:  
 
=− ),...,;,...,,())(),...,(;,...,,(
1111 nn jjjjinnnin
xxtttfsxsxsstf
+−= )))(),...,(;,...,,())(),...,(;,...,,(( 111 1 njjinnnin sxsxtttfsxsxsstf n    
+−+ )))(),...,(,,...,,())(),...,(;,...,,((
111 1 nnn jjjjinnjjin
txtxtttfsxsxtttf  
),...,;,...,,())(),...,(;,...,,((
1111 nnnn jjjjinjjjjin
xxtttftxtxtttf −+ .   (4.10) 
 
Using (4.10) in (4.9), we obtain an upper bound for the absolute value of error: 
 
−≤ ∫∑ ∑ ∫
++
=
111
1
))(),...,(;,...,,(|...
!
1
|| 11
1 )(
nj
nj
n
j
j
t
t
nnin

n iI
t
t
i sxsxsstf
n
ε  
+− 11 ...|))(),...,(,,...,,( 1 dsdssxsxtttf nnjjin n  
∑ ∑ ∫ ∫
=
+ +
−+

n iI
t
t
t
t
njjin
n
j
j
nj
nj
n
sxsxtttf
n1 )(
1
11
1
1
1
))(),...,(;,...,,(|
!
1
L  
+− 1...|))(),...,(;,...,,( 11 dsdstxtxtttf njjjjin nn  
∑ ∑ ∫ ∫
=
+ +
−+

n iI
t
t
t
t
jjjjin
n
j
j
nj
nj
nn
txtxtttf
n1 )(
11
1
1
11
))(),...,(;,...,,(|
!
1
L  
1...|),...,;,...,,( 11 dsdsxxtttf njjjjin nn− .       (4.11) 
 
For each nk ,...,1=  in (4.11) we have httst
kkk jjkj
+=≤≤ +1 , hence 
 
 nhttss n
njjn
≤−
R
||),...,(),...,(||
11
.       (4.12) 
 
By the Mean Value Theorem, for some )1,0(∈ϑ , we have 
 
−),...,;,...,,( 11 nnin zzsstf |),...,;,...,,( 11 njjin zztttf n = 
= nhuzztststf njnjins n |),...,;)1(,...,)1(,(| 11 1
r
r ⋅+−+−∇ ϑϑϑϑ ,   (4.13) 
 
 where u
r
 is the unit vector in nR directed from ( nss ,...,1 ) to ( njj tt ,...,1 ). 
By assumption (i), we have 
 
 −),...,;,...,,( 11 nnin zzsstf nhMzztttf nnjjin n ≤|),...,;,...,,( 11 ,   (4.14) 
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and for the first term in the right hand side in (4.11) we have 
 
∫∑ ∑ ∫
++
−
=
111
1
))(),...,(;,...,,(|...
!
1
11
1 )(
nj
nj
n
j
j
t
t
nnin

n iI
t
t
sxsxsstf
n
 
≤− 11 ...|))(),...,(;,...,,( 1 dsdssxsxtttf nnjjin n  
)(......
!
1 )(
1 )(
1
111
1
hOhEdsdsnhM
n


n iI
t
t
nn
t
tn
nj
nj
j
j
=≤≤∑ ∑ ∫∫
=
++
     (4.15) 
 
where we have used the notation   
 
!
:
1
)(
n
TnM
E
n
n

n
 ∑
=
= .        (4.16)  
 
Applying (ii), we get an upper bound for the third term in the right hand side of (4.11): 
 
≤−∑ ∑ ∫ ∫
=
+ +
n iI
t
t
t
t
njjjjinjjjjin
n
j
j
nj
nj
nnnn
dsdsxxtttftxtxtttf
n1 )(
1
11
1
1
1111
...|),...,,,...,,())(),...,(,,...,,(|
!
1
L   
∑∑∑
==
≤
)( 11
||
! iI
n
k
j

n
n
n
n
kn
hL
ε          (4.17) 
 
Suppose 12 tt > . Using conditions (i) and (iii), we obtain  
 



−+−


+−≤− ∑
=
)()(
!
1
)(|)()(| 12112
1
12012
nn
n
n
n

n
ttCtttB
n
ttMtxtx    (4.18) 
 
Now, using condition (ii), we have for the second term in the right hand side of (4.15): 
 
∑ ∑ ∫ ∫
=
+ +
≤−

n iI
t
t
t
t
njjjjinnjjin
n
j
j
nj
nj
nnn
dsdstxtxtttfsxsxtttf
n1 )(
11
11
1
1
111
...|))(),...,(,,...,,())(),...,(,,...,,(|
!
1
L  
kjk
t
t
n
kiI
n
n

n
dstxsx
n
hL
k
kj
kj
n
)()(
!
1
1)(
1
1
−≤ ∫∑∑∑
+
=
−
=
.      (4.19) 
 
For the integral in the right hand side of (4.19) we have, using (4.18) 
 
∑∫
=
++








+
+−−+
++≤−
+ 
m
m
j
m
j
m
j
m
m
jmkjk
t
t
m
htmtht
C
h
tB
m
hM
dstxsx kkk
kk
kj
kj
1
1122
0
1
)1()(
2!
1
2
)()(
1
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           (4.20) 
 
 Using the Binomial Theorem we rewrite right hand side of (4.20) as follows: 
 
∑ ∑
=
+
=
−+



















 +
+
++

m
m
l
llm
j
m
m
jm
ht
l
m
m
C
m
htBhM
k
k
1
1
2
1
22
0
1
)!1(!22
.    (4.21) 
 
In the inside summation in (4.21) terms, corresponding to 2>l , are of higher order of  
error; for 2=l  we have:   
 
 2121
)!1(22
1
)!1(
ht
m
C
ht
m
m
C m
j
mm
j
m
kk
−−
−
=




 +
+
.      (4.22) 
 
Using (4.21) and (4.22), we obtain for (4.20): 
 
2
1
1
0
)!1(2!22
)()(
1
h
m
tC
m
tBM
dstxsx

m
m
jm
m
jm
kjk
t
t
kk
k
kj
kj
















−
++≤− ∑∫
=
−+
.    (4.23) 
 
Making use of (4.23) in the right hand side of (4.19), we obtain 
 
≤−∫∑∑∑
+
=
−
=
kjk
t
t
n
kiI
n
n

n
dstxsx
n
hL
k
kj
kj
n
)()(
!
1
1)(
1
1
 












−
++







≤
−
==
+
=
+
=
∑∑∑∑∑∑
)!1(!!22!2
1
11)(
1
1
0
)(
1
1 m
tC
m
tB
n
hLnM
n
hL mim
m
im
n
k

miI
n
n

niI
n
n

n nn
.  (4.24) 
 
For the first term in the right hand side of (4.24) we have 
 
h
TDMnM
n
hL 
iI
n
n

n n
22!2
)(
00
)(
1
1
≤







∑∑
+
=
      (4.25) 
 
where we denoted   
 
)!1(
:
1
1
)(
−
=
−
=
∑
n
TL
D
n
n

n
 .         (4.26) 
 
 For the second term in the right hand side of (4.24) we have 
 
h
TDCB
m
tC
m
tB
n
hL n
k
m
im
m
im

miI
n
n

n n
2
)(
)!1(!!2
)()()(
1
1
1)(
1
1
+
≤





−
+∑∑∑∑
=
−
=
+
=
   (4.27) 
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where we denoted  
 
!
:
1
)(
m
TB
B
m
m

m
 ∑
=
= ,         (4.28) 
and  
 
 
)!1(
:
1
1
)(
−
=
−
=
∑
m
TC
C
m
m

m
 .          (4.29) 
 
Using (4.27) and (4.25) in (4.24), we obtain an upper bound for the second term (4.11): 
 
∑ ∑ ∫ ∫
=
+ +
≤−

n iI
t
t
t
t
njjjjinnjjin
n
j
j
nj
nj
nnn
dsdstxtxtttfsxsxtttf
n1 )(
11
11
1
1
111
...|))(),...,(,,...,,())(),...,(,,...,,(|
!
1
L  
h
TDCBM 
2
)( )()()(0 ++≤ .        (4.30) 
 
At this point, we need to prove the following lemma: 
 
Lemma 4.1 
The following equality holds: 
 
∑∑∑
−
=
−
=∈
=
1
0
1
1)()(
i
l
l
n
n
k
j
iIj
ni
k
n
δδ .        (4.31) 
 
 
Proof of lemma 4.1 
Using multi-index notation ),...,,(:)( 110 −= illll , we define 
}nlnliklL k
i
k
k
i
n =∈−=∀= ∑
−
=
1
0
)(  and},...,1,0{:)1,...,1,0(:){(: ,    (4.32) 
 
and    
 
}):(#:)1,...,1,0(:)(){(:)()( )( kkn
i
l lmjkimiIjnS ==−=∀∈= .    (4.33) 
 
Then we can partition  )(iIn  as follows: 
 
)()( )( )(
)( )(
nSiI il
Ll
n
i
n
U
o
∈
= .         (4.34) 
Note that  
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





=
−110
)(
)(
...
|)(|
i
i
l
lll
n
nS .        (4.35)  
 
With the new notation in place we have: 
 
=





== ∑∑∑∑∑∑∑∑
−
=∈∈=∈∈=∈
1
0)()()(1)()()(1)()(
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)(
)()(
)(
)(
i
j
jj
nSjLl
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k
j
nSjLl
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k
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iIj
l
i
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i
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k
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
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
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
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




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




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−
=∈ −
−
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1
0)( 110
1
0
)(
)(
)( )()(
...
|)(|
i
j
jj
Ll i
i
j
jj
i
l
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l
lll
n
lnS
i
n
i
n
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∑ ∑∑ ∑
−
= ∈′ −
−
= ∈ − −






′
−
=





=
1
0 )( 110
1
0 )( 110 )( 1
)( ......
1
...
i
j
j
Ll ij
i
j
j
Ll
j
i inj
i
n
llll
n
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lll
n
δδ ,    (4.36) 
 
where ),...,,,,...,,(:)( 11110 −+− ′=′ ijjjj lllllll ,  and  1: −=′ jj ll .      
Now, using the Multinomial Theorem, we rewrite the right hand side of (4.36):  
 
( ) ∑∑∑∑ ∑
−
=
−
−
=
−
−
=
−
−
= ∈′ −
==+++=



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
′
−
−
1
0
1
1
0
1
1
0
1
terms
1
0 )( 110
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......
1
)(
1
i
j
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n
i
j
j
n
i
j
j
n
i
i
j
j
Ll ij
niinn
llll
n
n
i
nj
δδδδ
43421
, 
 
as required.   
 
We now continue the proof of theorem 4.1. 
 
Using (4.31), we obtain an upper bound for the right hand side of (4.17): 
 
||||
!
1
0
)(
)( 11
∑∑∑∑
−
===
≤
i
l
l

iI
n
k
j

n
n
n hD
n
hL
n
k
εε  .       (4.37) 
 
Combining (4.15), (4.17), (4.30), and  (4.37), we obtain an upper bound for the absolute value of 
the error iε  in (4.11): 
 
 
||||
1
0
)()( ∑
−
=
+≤
i
j
j

i hDhF εε ,        (4.38) 
 
where we denote  
 
)(
)()(
0
)(
)(
2
)(
: 

 E
CBMTD
F +
++
= .      (4.39)  
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We note that inequality (4.38) is the discrete Gronwall inequality stated in the lemma below, 
with || iiy ε= , hFa
 )(= , hDb  )(= , and 0|| 00 == εy . 
We shall need the following 
 
Lemma 4.2 
For the following special case of the discrete Gronwall inequality 
∑
−
=
+≤
1
0
,
i
j
ji ybay           
with the initial condition 00 =y , the following inequality holds for iy : 
( ) 11:)( −+≤∀ ii bayi .  
         
This lemma is proved by induction, and we omit the details.  
 
 
Continuing the proof of Theorem 4.1, we observe that, by Lemma 4.2, we have for the solution 
of (4.38): 
 
( ) )()exp(1||:)( )()(1)( hOTDhFhDhi h
t

i
i
=≤+≤∀
−
ε ,    (4.40) 
 
which completes the proof of Theorem 4.1.  
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5. FINITE DIFFERENCE SCHEME FOR THE INFINITE-DIMENSIONAL CASE 
 
 
We take a partition of the interval ],0[ T , as we described in section 3. We approximate the 
values Miitx 0)}({ =  of the solution of equation (1.6) on the partition
M
iit 0}{ =  with the solution 
M
iix 0}{ =  
of the following finite-difference equation: 
 
∑∑
∞
=
+=
)(1
0 ),...,;,...,;(
!
)(
11
iI
jjjjin
n
n
ii
n
nn
xxtttf
n
h
txx ,     (5.1) 
 
where )(iIn  is defined in (4.2) .     
We shall prove:                 
 
Theorem 5.1 
We assume that the properties (i), (ii), and (iii), stated in the condition of the Theorem 4.1 
 hold for the kernels nf in the equation (1.6). In addition, we require that for all  : 
 
(iv) BB  ≤)( ;   (v)  CC  ≤)( ; (vi) DD  ≤)( ; (vii) EE  ≤)( ; 
 
where the constants B , C ,D , and E are all finite. 
Then for all i  the absolute value of the error || iε  of the numerical approximation of the solution 
of equation (1.6) is of the order of h . 
 
First, we prove two Lemmas: 
 
Lemma 5.1 
Let )(ix  be the approximate solution of  the -dimensional Volterra equation (1.5) by the 
approximation scheme of section 4, and ix  be the approximate solution of the infinite-
dimensional Volterra equation (1.6) by the equation (5.1). 
Then for all i  we have 0|| )( →− i

i xx , as ∞→ . 
Proof 
Using definitions (4.1) and (5.1), we write 
     
+−≤− ∑∑
=
|),...,;,...,;(),...,;,...,;(|
!
|| )()(
)(1
)(
1111

j

jjjinjjjjin
iI
n
n

ii nnnn
n
xxtttfxxtttf
n
h
xx  
|),...,;,...,;(|
! )(1
11∑∑
∞
+=
+
iI
jjjjin
n
n n
nn
xxtttf
n
h
.      (5.2) 
 
For the second term on the right hand side of (5.2) we obtain 
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as ∞→ , by condition (v).       
Next, for the first term in the right hand side of (5.2) we have, by applying condition (ii): 
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    (5.4) 
 
 Using (5.3) and (5.4) in (5.2), we obtain  
 
|||| )(
1
1
)()( 
jj
i
j



ii xxhDcxx −+≤− ∑
−
=
.      (5.5) 
 
By applying the discrete Gronwall inequality of Lemma 4.2 to (5.5), we have for each  and for 
each i:   
 
TD


ii

ecxx
)(
|| )( <− .         (5.6) 
 
Then for each i  we obtain from (5.6), using (5.3) and condition (vi): 
 
0lim)(lim||lim
)()( =≤≤−
∞→∞→∞→ 
TDTD



ii

ceecxx

,               (5.7) 
  
as required.  
 
 
Lemma 5.2 
Let )(tx be the exact solution of the infinite-dimensional Volterra equation (1.6), and )()( tx   be 
the exact solution of the -dimensional Volterra equation (1.5). Then under conditions (i) 
through (vii) of Theorem 5.1 we have for all ],0[ Tt∈  0|)()(| )( →− txtx   as ∞→ , and 
convergence is uniform on the interval ],0[ T . 
 
Proof 
Using equations (1.5) and (1.6), we write 
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For the last term in the right hand side of inequality (5.8), we have, using condition (iii): 
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 (5.9) 
 
as ∞→ , by condition (v). 
For the first term in the right hand side of inequality (5.8), we have, using condition (ii): 
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Next, using (5.9) and (5.10), we obtain for (5.8), by virtue of the continuous-time Gronwall 
inequality: 
 
dssxsxDctxtx 
t
 )()(|)()(| )(
0
)()()( −+≤− ∫ .     (5.11) 
 
 
We invoke the following result from [C1]: 
  
Suppose we have an inequality dssybaty
t
)()(
0
∫+≤ , where 0)( ≥sy  for each Ttss ≤≤≤0: , 
and 0, >ba . Then the following inequality holds for each ],0[ Tt∈ : 
btaety ≤)( .           
 
By applying the above result and condition (vi) to inequality (4.11), we have 
)()( lim|)()(|lim0 

tD

cetxtx
∞→∞→
≤−≤ .       (5.12) 
 
Thus for all ],0[ Tt∈  we have from (5.12), using (5.9):   
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0|)()(|lim )( =−
∞→
txtx 

,        (5.13) 
 
so that for each ],0[ Tt∈   )()()( txtx  →  as ∞→ . We observe that in fact this convergence is 
uniform on ],0[ T , because we have for all ],0[ Tt∈ :  
 
TDTD ecectxtx
 )()()( )(|)()(|0 ≤≤−≤ .      (5.14) 
 
This completes proof of Lemma 5.2.   
 
 
Proof of Theorem 5.1 
 
We have for each  : 
 
|||)(||)()(||)(||| )()()()( i

i

ii

i

iiii xxxtxtxtxxtx −+−+−≤−=ε .   (5.15) 
 
Hence  
 
||lim|)(|lim|)()(|lim|| )()()()( i
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

ii


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
i

i xxxtxtxtx −+−+−≤ ∞→∞→∞→
ε .   (5.16) 
 
Since ],0[ Tti ∈ , we have, by Lemma 5.2: 
 
0|)()(|lim )( =−
∞→ i

i

txtx .        (5.17) 
 
Also, we have by Lemma 5.1: 
 
0||lim )( =−
∞→ i

i

xx .         (5.18) 
 
Using (5.17) and (5.18), we obtain from (5.16): 
 
||lim|)(|lim|| )()()( i


ii


i xtx εε ∞→∞→ =−≤ .      (5.19) 
 
We have from (4.40) for each  : 
 
)exp(
2
)(
)exp(|| 0)()()( DTE
CBMTD
hTDhF i 





+
++
≤≤ε ,   (5.20) 
where we used conditions (iv)-(vii) of the Theorem. Using (5.19), we obtain 
 
 
 27
)exp()(
2
|| 0 DTEMCB
DT
hi 





+++≤ε ,      (5.21)  
 
and consequently )(|| hOi =ε .  
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