We find a mapping between antisymmetric tensor matter fields and the Weinberg's 2(2j + 1)-component "bispinor" fields. Equations which describe the j = 1 antisymmetric tensor field coincide with the Hammer-Tucker equations entirely and with the Weinberg ones within a subsidiary condition, the Klein-Gordon equation. The new Lagrangian for the Weinberg theory is proposed which is scalar and Hermitian. It is built on the basis of the concept of the 'Weinberg doubles'. Origins of a contradiction between the classical theory, the Weinberg theorem B − A = λ for quantum relativistic fields and the claimed 'longitudity' of the antisymmetric tensor field (transformed on the (1, 0) ⊕ (0, 1) Lorentz group representation) after quantization are clarified. Analogs of the j = 1/2 Feynman-Dyson propagator are presented in the framework of the j = 1 Weinberg theory. It is then shown that under the definite choice of field functions and initial and boundary conditions the massless j = 1 Weinberg-Tucker-Hammer equations contain all information that the Maxwell equations for electromagnetic field have. Thus, the former appear to be of use in describing some physical processes for which that could be necessitated or be convenient.
I. INTRODUCTION
In the sixties Joos [1] , Weinberg [2] , and Weaver, Hammer and Good [3] proposed very attractive formalism (called as the 2(2j + 1) theory) for describing higher spin particles. 
for negative-energy states, e.g., ref. [4, p.107 ]. The following notations is used
For instance, in the case of spin j = 1, one has
Θ [1] ; (4d) Θ [1/2] , Θ [1] are the Wigner time-reversal operators for spin 1/2 and 1, respectively. These definitions lead to the formulation in which the physical content given by positive and negative-energy "bispinors" is the same (like in the papers of Weinberg and in the further consideration of Tucker and Hammer [5] ). In spite of the extensive elaboration of the Weinberg 2(2j + 1)-component theory since the sixties, e.g., refs. [6] [7] [8] [9] [10] [11] [12] those researches did not provide us new significant insights in the particle physics.
solutions in this construct is similar to the Dirac construct for the spin-1/2 case:
with S c [1] being the charge conjugation matrix in the (1, 0) ⊕ (0, 1) representation [13a,14] .
They can be built by means of the same procedure like used in Eqs. (1) and (2) but with taking into account the possibility of an additional phase factor for up-(down-) components in the bispinorial j = 1/2 basis, see, e.g., [14, [17] [18] [19] .
On the other hand, the interest in antisymmetric tensor fields, e.g., [20] [21] [22] [23] [24] [25] [26] [27] , exists for a long time and even grows in connection with recent discoveries of tensor couplings in the π − and K + -meson decays. These fields also should transform according to the (1, 0) ⊕ (0, 1)
representation.
In the present paper we give a mapping between antisymmetric tensor fields and Weinberg j = 1 "bispinors", hence propose the Lagrangian formalism for a particular model in the (1, 0) ⊕ (0, 1) representation and emphasize consequences relevant to the present situation in the fundamental physics. This paper comprises ideas presented in [18, [28] [29] [30] [31] [32] .
II. MAPPING BETWEEN ANTISYMMETRIC TENSOR AND WEINBERG FORMULATIONS
Let us begin with the Proca equations for a j = 1 massive particle
in the form given by [16, 33] . The Euclidean metric, x µ = ( x, x 4 = it) and notation ∂ µ = ( ∇, −i∂/∂t), ∂ 2 µ = ∇ 2 − ∂ 2 t , are used. By means of the choice of F µν components as the physical variables one can rewrite the set of equations to author of the papers of 1965 did not realize all possible physical consequences following from his equation.
and
It is easy to show that they can be represented in the form (F 44 = 0, F 4i = iE i and
Adding and subtracting the obtained equations yield
with ( J i ) jk = −iǫ ijk being the j = 1 spin matrices. Equations are equivalent (within a constant factor) to the Hammer-Tucker equation [5] , see also [11, 7] (γ αβ p α p β + p α p α + 2m 2 )ψ 1 = 0 ,
in the case of the choice χ = E + i B and ϕ = E − i B, ψ 1 = column(χ, ϕ). Matrices γ αβ are the covariantly defined matrices of Barut, Muzinich and Williams [34] . The equation (13) for massive particles is characterized by positive-and negative-energy solutions with a physical dispersion only E p = ± √ p 2 + m 2 , the determinant is equal to Det γ αβ p α p β + p α p α + 2m 2 = −64m 6 (p 2 0 − p 2 − m 2 ) 3 ,
but some points concerned with a massless limit should be clarified properly. 
with a and b being some numerical constants. As a result of taking into account E 2 − p 2 = m 2
we draw that the infinity number of equations with the appropriate dispersion exists provided that b and a are connected as follows:
However, there are only two equations which do not have 'acausal' solutions. The second [2b]) but he missed to indicate in a clear manner that the matrix ( J · p) has no the inverse one. Several groups proposed recently interpretations of the E = 0 solution. One of them can be connected with the 'action-at-a-distance' concept. If accept this viewpoint, the electromagnetic field has probably an essentially non-local origins and it is connected with the structure of space-time itself.
3 I mean that some fraction of the operator δ αβ p α p β acting on physically permittable states can be substituted as m 2 ↔ −δ αβ p α p β . The general equation can also be obtained by means of setting up the generalized Ryder-Burgard relation [13, 18, 19] .
They can be rewritten in the form, cf. (8),
with F 4i = iD i and F jk = −ǫ jki C i . The vector C i is an analog of E i and D i is an analog of B i because in some cases it is convenient to equate F µν = 1 2 ǫ µνρσ F ρσ , ǫ 1234 = −i. The following properties of the antisymmetric Levi-Civita tensor
Comparing the structure of the Weinberg equation (a = 0, b = 1) with the Hammer-Tucker 'doubles' one can convince ourselves that the former can be represented in the tensor form:
that corresponds to Eq. (21) . However, as we learnt, it is possible to build an equation -'double' :
that corresponds to Eq. (22) . The Weinberg's set of equations is written in the form:
Thanks to the Klein-Gordon equation (9) these equations are equivalent to the Proca tensor equations (and to the Hammer-Tucker ones) in a free case. However, if interaction is included, one cannot say that. Thus, the general solution describing the j = 1 states can be presented as a superposition
where the constants c 1 and c 2 are to be defined from the boundary, initial and normalization conditions. Let me note a surprising fact: while both the massive Proca equations (or the Hammer-Tucker ones) and the Klein-Gordon equation do not possess "non-physical" solutions, their sum, Eqs. (19, 20) , or the Weinberg equations (21, 22) , acquire tachyonic solutions. Next, equations (21) and (22) can recast in another form (index "T " denotes a transpose matrix):
respectively, if understand ψ
2 . The general solution is again a linear combination
From, e.g., Eq. (21), dividing ψ
1 into longitudinal and transversal parts one can come to the equations
One can see that in the classical field theory antisymmetric tensor matter fields are the fields with the transversal components in massless limit. In this connection statements of the "longitudinal nature" of the antisymmetric tensor field after quantization, made by several authors [22, 23, 25] and [28a], are very surprising. As a matter of fact these authors contradicted with the Correspondence Principle. We discuss this question below.
Under the transformations ψ
2 the set of equations (21) and (22) , or (24) and (25) , leaves to be invariant. The origin of this fact is the dual invariance of the set of the Proca equations. In a matrix form dual transformations correspond to the chiral transformations (see for discussion, e.g., ref. [37] ).
Another equation has been proposed in refs. [16, 13] 
where ℘ u,v = i(∂/∂t)/E, what distinguishes u-(positive-energy) and v-(negative-energy)
solutions. For instance, in [13a,footnote 4] it is claimed that
ω p = √ m 2 + p 2 , p µ x µ = p x − Et, must be described by the equation (21) , in the meantime,
by the equation (22) . Nevertheless, calculating the determinants (14) of the equations (13, 16) we convinced ourselves that the first one has the negative-energy solutions and the second one, the positive-energy solutions. The same is true for both Weinberg equations, they are also have these solutions and below we are going to give their explicit forms. The question of the choice of appropriate equations for different physical systems was discussed in refs. [14, 17, 18 ]. The answer depends on desirable particle properties with respect to discrete symmetries.
Let me consider the question of the 'double' solutions on the basis of spinorial analysis.
In ref.
[16a,p.1305] (see also [38, p.60-61] ) relations between the Weinberg j = 1 "bispinor"
(bivector, indeed) and symmetric spinors of 2j-rank have been discussed. It was noted there: "The wave function may be written in terms of two three-component functions ψ = column(χ ϕ), that, for the continuous group, transform independently each of other and that are related to two symmetric spinors:
when the standard representation for the spin-one matrices, with S 3 diagonal is used."
Under the inversion operation we have the following rules [38, p.59] :
However, this definition of symmetric spinors of the second rank χ and ϕ is ambiguous. We are also able to define, e.g.,
It is straightforward to show that in the framework of the second definition we have under the space-inversion operation:
The Weinberg "bispinor" (χαβ ϕ αβ ) corresponds to the equations (24) and (25) , meanwhile (χαβφ αβ ), to the equations (21) and (22) . Similar conclusions can be achieved in the case of the parity definition as P 2 = −1. Transformation rules are then ϕ α → iχα, χα → iϕ α , ϕ α → −iχα and χα → −iϕ α , ref. [38, p.59] . Hence, χαβ ↔ −ϕ αβ andχαβ ↔ −φ αβ , but
Next, in the previous formulations of the Weinberg theory the following Lagrangian was proposed [8, 9] and [11b,28a,b]:
γ µν are the Barut-Muzinich-Williams matrices which are chosen to be Hermitian. It is scalar, cf.
[28a], and Hermitian 5 , cf. [8] and it contains only first-order time derivatives.
Again implying interpretation of the "6-spinor" as 6
ψ = column(χ φ), E and B are the real 3-vectors, the Lagrangian (38) can be re-written in the following way:
In a massless limit this form of the Lagrangian leads to the Euler-Lagrange equation
After the application of the generalized Lorentz condition [22] the massless Lagrangian (40) becomes to be equivalent to the Lagrangian of a free massless skewsymmetric field given in ref. [22] :
with F k = iǫ kjmn F jm,n . It is re-written in (m = 0):
5 When the Euclidean metric is used the only inconvenience must be taken in mind where it is necessary: we need imply that ∂ † µ = ( ∇, −∂/∂x 4 ), provided that ∂ µ = ( ∇, ∂/∂x 4 ), ref. [33] . 6 One can also choose
Since ψ (2) = −ψγ 5 the dynamical term (38) is not changed. But the sign in the mass term would be inverse.
what proves the statement made above. After the application of the Fermi method mutatis mutandis as in ref. [22] (cf. with the quantization procedure for a 4-vector potential field) one achieved the result that the Lagrangians (38) and (42) 
(or by the transformation similar to the above but applied to the Weinberg bivector). This is a contradiction to which has been paid attention in [28a,b]: the j = 1 antisymmetric tensor field was believed to possess the longitudinal component only, the helicity is therefore equal to λ = 0. In the meantime, they transform according to the (1, 0) + (0, 1) representation of the Lorentz group (like a Helmoltz-Weinberg bivector). How is the Weinberg theorem, ref. [2] , for the (A, B) representation to be treated in this case? 7 If we want to have well-defined creation and annihilation operators the antisymmetric tensor field should have helicities λ = ±1. 8 Moreover, do the claims of the "longitudinal nature" of the antisymmetric tensor field and, hence, the Weinberg j = 1 field signify that we must abandon the Correspondence Principle: in the classical physics we know that an antisymmetric tensor field is with transversal components, see also Eqs. (27, 28) ?
This contradiction has been analyzed in refs. [29] [30] [31] [32] 39, 40] in detail. The result achieved is: transversal components are always linked with longitudinal spin components and can be decoupled only in particular cases. Using the Weinberg formalism we provide additional support to this conclusion in the following Section.
We conclude this Section: both the theory of Ahluwalia et al. ψ 2 are connected with the antisymmetric tensor matter field description. They have to be quantized consistently.
Special attention should be paid to the translational and rotational invariance (the conservation of energy-momentum and angular momentum, indeed), the interaction representation, causality, locality and covariance of the theory, i.e. to all topics, which are the axioms of the modern quantum field theory [41, 42] . A consistent theory has also to take into account the degeneracy of states: two dual functions ψ 1 and ψ 2 (or F µν and F µν , the 'doubles') are considered to yield the same spectrum.
III. WHAT PARTICLES ARE DESCRIBED BY THE WEINBERG THEORY?
In the previous Section the concept of the Weinberg j = 1 field as a system of degenerate states has been proposed. As a matter of fact a model with the Weinberg 'doubles' is equivalent to dual electrodynamics with the antisymmetric tensor field F µν and its dual F µν .
Unfortunately, many works concerned with the dual theories [24, 37, 43, 44] did not worked out quantization issues in detail and many specific features of such a consideration have not been taken into account earlier. 9 We begin with the Lagrangian which is similar to Eq. (38) but includes additional terms which respond to the Weinberg 'double'. Here it is: 10
The Lagrangian (45) to allow for possible transitions ψ 1 ↔ ψ 2 (or F µν ↔ F µν ). From the first sight, one can propose the Lagrangian with the following dynamical part:
where ψ 1 and ψ 2 are defined by the equations (21, 22) . But, this form appears not to admit a mass term in a usual manner. From a mathematical viewpoint one can find solution: set m 2 to be pure imaginary quantity (or in the operator formulation, the anti-Hermitian operator).
We touched this case earlier [30] . More logical approach seems to be in regarding all four states described by Eqs. (21, 22, 24, 25) . The following Lagrangian can be proposed in this case:
Both the Lagrangian (45) and (47) At this point I would like to regard the question of solutions in the momentum space.
Using the plane-wave expansion 12
11 It is easy to verify this by means of taking into account proposed interpretations of ψ i (x) which are connected with the tensor F µν and its dual. There is also another way, on the basis of the use of explicit forms of momentum-space "6-spinors", see below. 12 I stress that to keep a mathematical approach as general as possible is in the aims of the present investigation. The relevance of different photon spin states to different forms of field operators will be studied in more detail in forthcoming publications.
are satisfied by "bispinors"
respectively. The form (52) has been presented by Hammer, Tucker and Novozhilov in refs. [5, 4] , see also [11] . The bispinor normalization in the cited papers is chosen to unit.
However, as mentioned in ref. [13] it is more convenient to work with bispinors normalized to the mass, e.g., ±m 2j in order to make zero-momentum spinors to vanish in the massless limit. Here and below I keep the normalization of bispinors as in ref. [13] . Bispinors of Ahluwalia et al., ref. [13] , can be written in the more compact form:
They coincide with the Hammer-Tucker-Novozhilov bispinors within a normalization and a unitary transformation by U matrix:
But, as we found the Weinberg equations (with +m 2 and with −m 2 ) have solutions with both positive-and negative-energies. We have to propose the interpretation of the latter.
In the framework of this paper one can consider that V (1,2)
−σ ( p) and, thus, the explicit form of the negative-energy solutions would be the same as of the positiveenergy solutions in accordance with definitions (1,2), see the discussion in the Section I.
Thus, in the case of a choice U ( p) are not solutions of the equation (21) . The origin of the possibility that the U i -and V i -bispinors in Eqs. (50, 51) can coincide each other is the following: the Weinberg equations are of the second order in time derivatives. The Bargmann-Wightman-Wigner construct presented by Ahluwalia [13] is not the only construct in the (1, 0) ⊕ (0, 1) representation and one can start with the earlier definitions of the 2(2j + 1) bispinors.
Next, in the Section II we gave two additional equations (24, 25) . Their solutions can also be useful because of the possibility of the use of the Lagrangian form (47) . The solutions in the momentum representation are written as follows
Therefore, one has U
1 ( p) 13 At the present level of our knowledge this mathematical difference has no physical significance, but we want to stay in the most general frameworks and, perhaps, some forms of interactions can lead to the observed physical difference between these models. and U
1 ( p) and U
1 γ 44 . In fact, they are connected by transformations of the inversion group.
Let me now repeat the quantization procedure for antisymmetric tensor field presented, e.g., in ref. [22] , however, it will be applied to the Weinberg field. Let me trace contributions of L (1) to dynamical invariants. From the definitions [33] :
one can find the energy-momentum tensor 14 14 Finding the classical dynamical invariants from the Lagrangian L (2) does not present any difficulties. Here they are:
The charge operator and the spin tensor are
Questions of the translational invariance, the choice of bispinors answering the physical states, the renormalizability of the theory based on the L (2) , the possibility of existence of the chiral charge for this system (like for the Majorana states in the (1/2, 0) ⊕ (0, 1/2) representation, what has been shown in the previous papers of the author) are required detailed elaboration in a separate paper.
As a result the Hamiltonian is 15
The quantized Hamiltonian
is obtained after using the plane-wave expansion following the procedure of, e.g., refs. [41, 42] .
Acknowledging the suggestion of one critical collegue I regard the matters of translational invariance and positive-definiteness of the energy in the theory based on the L (1) in more detail. I proceed step by step to the fermionic consideration of ref. [41, p.145 ]. 16 The condition of the translational invariance imposes the constraints:
or in the differential form
These constraints are satisfied provided that 15 The Hamiltonian can also be obtained from the second-order Lagrangian presented in [13b,Eq.(18)] by means of the procedure developed by M. V. Ostrogradsky [49] long ago (see also the Weinberg's remark on the page B1325 of the first paper [2] ). The Ostrogradsky's procedure seems not to have been applied in [13] to obtain conjugate momentum operators. 16 In order not to darken the essence of the question I assume that transitions ψ 1 ↔ ψ 2 and transitions between states of different signs of energy (like in [41] ) are irrelevant at the moment.
Otherwise, the only correction should be taken into account where necessary, namely, the commutators (77,78) should be generalized, see ref. [30] .
Analogous relations exist for operators c σ ( p) and d σ ( p). Replacing P µ by its expansion, this is equivalent to
We can list very similar formulas for the states defined by the field function ψ 2 (x). Therefore, we deduce the commutation relations
It is easy to see that the Hamiltonian is positive-definite and the translational invariance still keeps in the framework of this description (cf. with ref. [13] ). Please pay attention here:
I did never apply the indefinite metric, which is regarded to be a rather obscure concept.
Analogously, from the definitions
one can find the current operator
and using (81) the spin momentum tensor
If the Lorentz group generators (a j = 1 case) are defined from
then in order to keep the Lorentz covariance of the Weinberg equations and of the Lagrangian (45) one should use the following generators:
The matrix γ 5,µν = i [γ µλ , γ νλ ] − is defined to be Hermitian. Let me note that the matters of the choice of generators for Lorentz transformations have also been regarded in [16] . Due to the fact that the set of the Weinberg states is a degenerate set one can also consider the situation when a Weinberg equation (e.g., Eq. (21)) transfers over another one (e.g., Eq. The quantized charge operator and the quantized spin operator follow immediately from (83) and (84):
(provided that the frame is chosen in such a way that n || p is along the third axis). It is easy to verify the eigenvalues of the charge operator are ±1, and of the Pauli-Lyuban'sky spin operator are
in a massive case and ±1 in a massless case. 17 Now we can answer the question: why "a queer reduction of degrees of freedom" did happen in the previous papers [22, 23, 25] [25] ) in the Lagrangian (40) and not applying the generalized Lorentz condition (cf. with [22, 23] ) we are able to account for both transversal and longitudinal components, i.e., to describe a j = 1 particle. Furthermore, one can say even simpler: the application of the generalized Lorentz condition would be successful to 17 See the discussion of the massless limit of the Weinberg bispinors in ref. [35, 51] . While in a massless limit W µ n µ = 0 this does not signify that W µ would be always equal to zero; in this case we already cannot define a normalized space-like vector n µ whose space part is parallel to the vector p. It becomes light-like. . Let me mention, the fact of existence of 'acausal' solutions is probably connected with the indefinite metric problem, with the appearence of the ghost states in the gauge models and with the concept of 'action-at-a-distance', ref. [67] .
the non-zero energy states of helicities ±1 only, 19 so in earlier works, as a matter of fact, the authors implied the existence of such states. On the other hand, longitudinal components of the Weinberg fields are directly linked with the mass of a j = 1 particle, see [51] and with the concept of the B Finally, for the sake of completeness let me re-write Lagrangians presented above into the 12-component form:
where
are the doublet wave functions,
The Lagrangian L (2) can be written in a similar fashion:
One can conclude this Section: the generalized Lorentz condition can be incompatible with the specific properties of the antisymmetric tensor field deduced from the ordinary approach of the classical physics. I mean that its application can lead (and did lead in the 
x = x 2 − x 1 . In the j = 1/2 Dirac theory it results to
provided that the constant a and b are determined by imposing
namely, a = −b = 1/i . However, in the framework of the Weinberg theory, ref. [2] , which is a generalization of the Dirac ideas to higher spins, the attempts of constructing a covariant propagator in such a way have been fallen. For example, on the page B1324 of ref.
[2a] Weinberg writes:
"Unfortunately, the propagator arising from Wick's theorem is not equal to the covariant propagator except for j = 0 and j = 1/2. The trouble is that the derivatives act on the 
In the cited paper the following notation has been used:
can be satisfied by the definite choice of the constant a, b etc. In the process of calculations I assume that the set of the analogs of the "Pauli spinors" in the (1, 0) or (0, 1) spaces is the complete set and it is normalized to δ σσ ′ .
The simple calculations yield
Due to the fact that
after simplifying the left side of (99) and comparing it with the right side we find: the causal propagator is admitted by using the "Wick's formula" for the time-ordered particle operators provided that the constants are equal to 1/4im 2 . It is necessary to consider all four equations, Eqs. (21, 22, 24, 25) .
The j = 1 analogs of the formula (97) for the Weinberg propagators follows from the formula (3.6) of ref.
[35d] immediately:
The 
The Klein-Gordon equation (the D'Alembert equation in the massless limit)
is implied (c =h = 1). Introducing vector operators we write equations in the following form:
Taking into account the definitions:
relations of the vector algebra ( X is an arbitrary vector): 
One can obtain the equations in different unit systems after one recalls, e.g., relations of the Appendix of ref. [52] . I would also like to remind that the Weinberg set of equations (and, hence, the equations (119-122) 21 ) can be obtained on the basis of a very few number of postulates; in fact, by using the Lorentz transformation rules for the Weinberg bivector (or for the antisymmetric tensor field) and the Ryder-Burgard relation [13, 14, [17] [18] [19] .
In a massless case the situation is different. Firstly, the set of equations (117), with the left side are chosen to be zero, is "an identity satisfied by certain space-time derivatives of F µν . . . , namely, refs. [53] [54] [55] .
I believe that the similar consideration for the dual field F µν as in refs. [53, 54] can reveal 21 Beginning with the dual massive equations and setting C ≡ E, D ≡ B we could obtain
and curl J e = 0 ,
This would signify that the physical content spanned by massive dual fields would be different. The reader can easily reveal parity-conjugated equations from Eqs. (24, 25) .
that the same is true for the first equations (116). So, in the massless case we come across the problem of interpretation of the charge and currents.
Secondly, in order to satisfy the massless equations (121,122) one should assume that the currents are represented in the gradient forms of some scalar fields χ e,m . What physical significance have these chi-functions? In the massless case the charge densities are (see equations (119,120))
what tells us that ρ e and ρ m are constants provided that the primary functions χ e,m are linear functions in time (decreasing or increasing?). It is useful to compare the resulting equations for ρ e,m and J e,m and the fact of appearence of the functions χ e,m with the 5-potential formulation of electromagnetic theory [54] , see also refs. [24, [55] [56] [57] [58] [59] . I believe, this concept can also be useful for explanation of the E = 0 solutions in higher-spin equations [60, 61, 35] which have been "baptized" by Moshinsky and Del Sol in [62] as 'relativistic cockroach nest'.
Next, I would like to note the following. We can obtain the Maxwell's free-space equations, in the definite choice of the χ e and χ m , namely, in the case they are constants. In ref. [56] it was mentioned that solutions of Eqs. Namely,
Constants a i are defined by the choice of the normalization of bispinors. In any other frame we are able to obtain the primary wave function by choosing appropriate coefficients c k i of the expansion of the wave function (in fact, using appropriate dual rotations and inversions)
The same statement should be valid for negative-energy solutions, since their explicit forms coincide with the ones of positive-energy bispinors in the case of the Hammer-Tucker formulation for a j = 1 boson, ref. [5] . Using the plane-wave expansion one can prove this conclusion in the coordinate representation. Thus, the question of what we observe in the experiment would be solved depending on the fixing of the relative phase factor between leftand right-parts of the field function (between E and B, indeed) by appropriate physical conditions we are interested.
At last, I have to note that the massless case reveals a very strange thing. 23 The massless equations (121,122) written in the integral form lead to a conclusion about J e,m · d l = 0. This is obviously unacceptable from a viewpoint of experiment. Thus, we have to conclude that either the j = 1 field cannot be massless or there exist hidden parameters which all field functions (and, probably, space-time characteristics) depend on.
Finally, let me mention that in the nonrelativistic limit c → ∞ one obtains the dual Levi-Leblond's "Galilean Electrodynamics", refs. [63, 64] .
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