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Chapter 1 Introduction
Traffic congestion is common in urban areas. It results in loss of productivity, increased risk
of passenger safety, increased fuel consumption, environment pollution, etc. Performance
9

measurement is a tool to address congestion and its externalities by allowing more informed
traffic and capacity planning.
The main data source in this research is the National Performance Management Research
Data Set (NPMRDS) for 2018. NPMRDS is a form of commercial GPS probe data, obtained from
vehicles with on-board probe technologies. This dataset is licensed by the Federal Highway
Administration (FHWA) and is made available to State Departments of Transportation (DOTs) and
Metropolitan Planning Organizations (MPOs) for the purpose of federally mandated traffic
performance measurement. This dataset includes average travel time measured every 5 minutes
on each segment of the National Highway System (NHS), and provides separate datasets for
passenger vehicles, freight vehicles and combined passenger and freight data. Notably, the
freight dataset is primarily captured from large, interstate trucks. In this study both freight data
and combined data from the 10 New York Counties that make up the New York Metropolitan
Transportation Council (NYMTC) region will be used to analyze transportation performance
measurements and freight congestion.
While the federal government mandates traffic performance measurement and provides
state DOTs and MPOs access to the NPMRDS, use of this data beyond the calculation of basic
traffic performance measures varies considerably between states and metro areas. Much of the
research to date using NPMRDs data has focused on state level or corridor level analysis over
relatively short periods. Analysis of spatial and temporal congestion patterns at the county level
over extended time periods has been rare. Investigation of performance measures like peak hour
excessive delay, introduced by FHWA in 2018, is novel, particularly in complex urban
environments like New York City.
This work intends to fill these gaps by applying a big data analytic approach to 65.39 million
records of travel speed for 8,907 National Highway System (NHS) segments in New York Region
for the year of 2018. The purpose of this dissertation is to provide a comprehensive investigation
of how advanced analysis approaches – including generalized linear regression modeling,
artificial neural networks, clustering, and classification analysis – applied at a sub-regional level
can produce interesting findings that better inform traffic management. Particularly,
performance-based classification, which has never been investigated before, could help system
operators to understand how classified roads might respond differently to transportation policies
and operational interventions based on their performance characteristics. Findings can help
make decisions about how roads should be managed. Detailed investigation includes identifying
significant attributes that largely affect the performance measures, evaluating how total peak
period excessive delay varies by county, reliability, and roadway type (Interstates vs. nonInterstates), studying how various road types react in classified weather environments,
examining how temporal congestion patterns vary in different geographic areas, and testing how
to classify segments using their performance measures and based on groups they were labeled
to provide corresponding suggestions for congestion alleviation.
This research was conducted in five phases. In Phase I, classic performance measures were
calculated at both segment and county levels using both combined and freight-specific datasets.
Exploratory data analysis and spatial analysis were then conducted to investigate differences in
performance across the urban, suburban, and exurban counties in the NYC region. Understanding
these basic performance measures provided a foundation for more advanced analysis in Phases
10

II - V. In Phase II, detailed analysis was conducted on a critical performance measure - Peak Period
Excessive Delay (PHED) – to analyze its relationship with Reliability, Road Types, and Truck Travel
Time Reliability (TTTR). This phase investigates significant attributes that could affect PHED using
General Linear Models (GLMs) and predict Total Excessive Delay (TED) using an Artificial Neural
Network (ANN). Phase III investigated congestion patterns through testing various classic
clustering algorithms (K-means, K-medoids, Hierarchical, and DB-Scan) and selecting the optimal
method to apply in each county. Phase VI studies how travel speed is affected by different
weather types. A significant unsupervised machine learning method, Self-Organizing Maps
(SOMs), is applied to classify weather attributes. In the final phase, performance-based
classification of segments using Travel Time Index (TTI), Planning Time Index (PTI), Buffer Index
(BI), Total Excessive Delay (TED) obtained in previous phases was conducted using SOMs.
Selected cases studies of the final groups were then developed to demonstrate how this
classification information may be useful to inform traffic management policy.
We have found out that either from the statistics of performance measures, spatial map
analysis, clustering of congestion pattern, reactions of vehicles to weather from different types
of segments, and performance-based classification of segments, congestion significantly varies
county by county. New York, which is home to the primary central business district, demonstrates
high average TTI, PTI, but low BI, average travel speed, which indicates New York County suffers
continuous and stable congestion but not a large proportion of segments that experience severe
peak period delays. Queens County with two major airports (J.F.K and LaGuardia), displays
extreme large standard deviations of average TTI and PTI, and corridors near airports suffer
extreme high peak period excessive delays. Other than that, each county presents their own peak
period congestion patterns. System operators could take these classified patterns as a reference
when informing county level transportation policy. For example, in a location where the most
congested peak period is only in afternoon peak, congestion can be treated with more “afternoon
peak” based innovations, such as pricing, promoting flexible work hours, or reversible travel lanes.
Also, by combing weather data, reactions of segments to weather types can become a good
indicator for traffic predictions.
Given that both NPMRDs data and supplementary weather datasets used in this dissertation
are available to states and MPOs for the entire United States, the majority of methods developed
through this work can be replicated for any state, region, or county. A potential barrier to
replication of these methods is the complexity of calculating PHED. To promote the replicability
of these methods, an R-Script for PHED calculation was created and will be made publicly
available for agencies or researchers who are interested in repeating elements of the work for
other geographic areas.

1.1 Background
1.1.1Congestion in the United States
In big cities, rush-hour traffic jams are not new. When people typically travel during morning
and evening peak hours, travel delays will occur on freeways, streets, and public transportation.
According to a Texas A & M Transportation Institute report in 2019, congestion costs are
11

continuing to increase year by year, from $15 billion in 1982, to $75 billion in 2000, and reaching
$179 billion in 2017 for 494 U.S. urban areas. Moreover, a massive amount of time and fuel are
wasted, and travelers and commercial operators are experiencing more uncertainties. In 2017,
8.8 billion hours of extra travel time and 3.3 billion gallons of fuel were wasted due to
congestion.1
Congestion is easily recognized when roads are filled with cars, buses, and trucks, and when
speeds of vehicles at a particular time on a proportion of the road become slower or much slower
than normal or “free flow” speed. Seven root causes result in occurrence of congestion: Physical
Bottlenecks (“Capacity”), Work Zones, Traffic Incidents, Weather, Traffic Control Devices, Special
Events, and Fluctuations in Normal Traffic. 2
1.1.2Freight Congestion and Delay
Reliable movements of good are of great importance to American business and households.
In 1998, more than 15 billion tons worth more than $9 trillion were moved by U.S. freight carriers,
among which 70 percent of tonnage and almost 80 percent of the value were carried by trucks.
In 2020, freight movements in the U.S. are expected to increase to 25 billion tons worth nearly
$ 30 trillion, while vehicle miles traveled by truck are expected to rise by higher than 3 percent
per year (vs. 2.5 percent for passenger vehicles). In 1998, 28 percent of the urban portion of the
National Highway System was affected by peak-period congestion. Depending on the product
carried, research on the trucking industry shows that transit time of shippers and carriers are
valued at $25 to $200 per hour, thus this number could increase by 50 to 250 percent due to
unexpected delays.3
The American Transportation Research Institute computed the congestion and delay costs
for the trucking industry using NPMRDS data, focusing on trucking operation delays on the
National Highway System (NHS) at national metropolitan, and county levels. From national level,
the trucking industry experienced about 1.2 billion hours of delay due to traffic congestion on
the NHS in 2016. It is estimated an increase of 0.5 percent in additional operational cost
experienced by the trucking industry as a result of congestion, from $74.1 billion in 2015 to 74.5
billion in 2016. 4
1.1.3 Congestion in New York City
The New York Region, particularly the five counties in New York City, is the primary study
area in this research. Several recent studies have demonstrated the specific congestion
challenges that the region faces. According to ATRI, in the top ten states by total cost of
congestion for trucks, New York ranked 4th, with a total cost of $4.3 billion and 5.8 % share of
total cost. At the metropolitan level, the New York/ Newark/ Jersey City, NY/NJ/PA metropolitan
1

Texas A&M Transportation Institute. “Urban Mobility Report 2019”.Available:
https://static.tti.tamu.edu/tti.tamu.edu/documents/mobility-report-2019.pdf
2 Systematics, C. (2005). Traffic congestion and reliability: Trends and advanced strategies for congestion mitigation (No. FHWAHOP-05-064). United States. Federal Highway Administration.
3 Federal Highway Administration. “Measuring Travel Time in Freight-Significant Corridors.” Available:
https://ops.fhwa.dot.gov/freight/documents/travel_time_flyer.pdf
4 American Transportation Research Institute (2018). “Cost of Congestion to the Trucking Industry:2018 Update”, Available:
https://truckingresearch.org/wp-content/uploads/2018/10/ATRI-Cost-of-Congestion-to-the-Trucking-Industry-2018-Update-102018.pdf
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area remained top ranking with approximately $4.9 billion in total congestion costs -way higher
than the next closest metropolitan area. At the county level, the top four counties are New York,
Queens, Kings and Bronx from the New York/ Newark/ Jersey City, NY/NJ/PA metropolitan area
based on Cost per NHS Segment Mile. 5 This result indicates that New York, at either state,
metropolitan or county level, is facing serious congestion issues.
As stated from New York City Mobility Report (2019) 6 found that travel speeds of buses in
2017 declined to 7.58 mph, the lowest average travel speed in the last decade. Moreover, travel
speed of taxis in the CBD dropped to 7.1 mph, with the average in the midtown core an even
lower 5.0 mph. Overall, travel speeds in the Manhattan CBD experienced a 22% decrease since
2010.
1.1.4 Travel time reliability
Compared to everyday congestion, most travelers have low tolerance for unexpected delays
which usually cause larger consequences. As travel time varies day to day, the few bad days with
unexpected long delays are more likely to be remembered by travelers instead of an average
travel time throughout the year. For truck drivers, delays from traffic congestion or bad weather
can largely affect truck travel time reliability which further consequences of lost business/
customers and higher labor and energy costs. A key first step in improving travel time reliability
is to measure it. Different measures of travel time reliability can show different perspectives of a
driver’s travel experience and provides a view of improvement. 7
Causes that affect travel time reliability are grouped into three categories:
• Non-Recurrent causes: traffic incidents that disrupt normal traffic flow ----e.g.,
vehicles breakdown, roadway vehicle accidents; work zone that affects the flow of traffic
and causes reduction in the number or width of travel lanes; bad weather such as snow
or rain that results in reduced visibility or unsafe driving conditions.
• Recurrent causes: day-to-day demand fluctuations; repetitive events such as
sporting events or concerts.
• Continuous causes: traffic control devices ---e.g., poorly designed traffic signals,
railroad grade crossings; inadequate base capacity which represents the maximum
amount of traffic volume managed by a given highway section. 8
1.1.5 National Performance Management Research Data Set (NPMRDS)
Procured and sponsored by the Federal Highway Administration (FHWA) Office of
Operations in 2013, the National Performance Management Research Data Set (NPMRDS)--- a
national dataset of average travel time that covers the National Highway System (NHS) and
additional roadways near Canada and Mexico, initially served as research data for Freight

5

American Transportation Research Institute (2018). An Analysis of the Operational Costs of Trucking: 2018 Update.
https://truckingresearch.org/wp-content/uploads/2018/10/ATRI-Operational-Costs-of-Trucking-2018.pdf
6
NYC
Department
of
Transportation.
“New
York
Mobility
Report”
(2019).
Access:
https://www1.nyc.gov/html/dot/downloads/pdf/mobility-report-singlepage-2019.pdf
7 FHWA Office of Operations, “Travel Time Reliability: Making It There on Time, All the Time,” Jan.2006. Available:
https://ops.fhwa.dot.gov/publications/tt_reliability/brochure/ttr_brochure.pdf
8 Nevers, B. (2014). Guide to Establishing Monitoring Programs for Travel Time Reliability. Transportation Research Board.
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Performance Measures (FPM) and Urban Congestion Report (UCR).9As a form of commercial GPS
probe data, NPMRDS obtains traffic conditions of self-reported speed, position and heading from
GPS electronics on vehicles. The NPMRDS consists of three data sets: Passenger vehicles, Freight,
and Freight and Passenger vehicles combined. Passenger probe data is collected by HERE
(formerly Nokia/Navteq) from mobile phones, vehicle navigation systems, and portable
navigation devices. Freight probe data is obtained from the American Transportation Research
Institute (ATRI) in fleet data-collection systems. Combined freight and passenger vehicle data
comes from a weighted average of passenger and freight vehicles based on respective traffic
volumes. Average travel times are calculated every five minutes based on road segments called
Traffic Message Channels (TMC).10
As shown in figure 1, travel time reliability works better in quantifying the benefits of traffic
management and operations than simply averaging the travel time. Therefore, FHWA encourages
agencies to apply travel time reliability measures in managing and operating their transportation
system.11 As the extent of unexpected delay, travel time reliability is defined as “the consistency
or dependency in travel times, as measured from day-to-day and/or across different times of the
day”.

Figure 1. Reliability measures compared with simple average travel time.

(Source: FHWA Office of Operations, “Travel Time Reliability: Making It There on Time, All
the Time,”)
On January 18, 2017, FHWA published a final rule in the ‘Federal Register’, that establishes
a series of performance measurements for Department of Transportations and Metropolitan
Planning Organizations (MPO) to report as required by the Moving Ahead for Progress in the 21st
Century Act (MAP-21) and the Fixing American’s Surface Transportation (FAST) Act. The
performance measurements are used to assess the performance of: (1) both the interstate and
non-interstate National Highway System (NHS) to carry out the National Highway Performance
9

FHWA Office of Operations, "National performance management research data set (NPMRDS) information," [Online].
Available: https://ops.fhwa.dot.gov/perf_measurement/.
10 FHWA Office of Operations and Resource Center and John A. Volpe National Transportation Systems Center, U.S. Department
of Transportation, and Nokia Company HERE. “Introduction to the National Performance Management Research Data Set
(NPMRDS)”, Aug. 2013. [Online]. Available: https:// connectdot.connectsolutions.com/p27329s6h9l/.
11 FHWA Office of Operations, “Travel Time Reliability: Making It There on Time, All the Time,” Jan.2006.
Available: https://ops.fhwa.dot.gov/publications/tt_reliability/brochure/ttr_brochure.pdf
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Program (NHPP); (2) freight movement in the interstate system for the purpose of carrying out
National Highway Performance Program (NHPP); and (3) traffic congestion and on-road mobile
source emissions to carry out the Congestion Mitigation and Air Quality Improvement (CMAQ)
Program.12
Venktesh et al. conducted a US-28 IN corridor case study using the NPMRDs for performance
measurement, investing the Buffer Index (BI) and Planning Time Index (PTI). They found out that
by using instantaneous and time-dependent aggregation methods, the obtained temporal
patterns of corridors are similar, but inaccuracies of instantaneous travel time estimates become
apparent during peak hours and for longer segments. Moreover, k-means clustering works well
on daily travel-time profiles.13
To determine whether to use NPMRDs for federal performance management, the South
Dakota Dept. of Transportation (SDDOT) assessed the accuracy, temporal completeness, and
geographic coverage of the NPMRDs by comparing it to data collected from 31 SDDOT permanent
traffic monitoring sites. They concluded that the NPMRDs works differently for Interstate and
higher volume roads and non-Interstate and low-volume roads. On Interstate highway and roads
with high AADT, NPMRDs can be used for most of applications, however, for non-Interstate and
roads with low AADT, NPMRDs should be used with caution. 14
The Oklahoma Department of Transportation validated the first version of NPMRDs by
studying dataset characteristics, outliers, anomalies, influencing variables, and improvement of
data accuracy. It is recommended that system capture time granularity and length of segment
should be carefully considered. Monthly summary statistics are not highly affected by outliers,
but the outliers could severely affect some performance measures, such as TTI, BI and PTI. 15
Islam et al. selected a freeway from Birmingham, AL and estimated performance measures
(i.e., TTI, and PTI) calculated using both NPMRDs and simulated connected vehicle data. Findings
indicated that there is no significant difference in performance measures.16
To examine how percentile speed relates to crashes, a principal arterial from Metropolitan
Atlanta was selected for a case study. Data used for the study comes from the NPMRDs, the
Highway Performance Monitoring System, and the Georgia Electronic Accident Reporting System.
The findings indicate that the frequency of crashes are related to the differences in speed
percentiles and speed dispersion.17
To predict the short-time travel time of highway, multiple data sources including loop
detector from Gateway Traveler Information System, probe vehicle data (NPMRDs), weather
12

FHWA. National Performance Management Measures; Assessing Performance of the National Highway System, Freight
Movement on the Interstate System, and Congestion Mitigation and Air Quality Improvement Program.
https://www.federalregister.gov/documents/2017/01/18/2017-00681/national-performance-management-measuresassessing-performance-of-the-national-highway-system
13 Pandey, V., & Juri, N. R. (2018). Using National Performance Management Research Data Set for Corridor Performance
Measures: A US-281N Corridor Case Study. Transportation Research Record, 2672(42), 257-267.
14 Turner, S. M., & Koeneman, P. (2018). Validating the National Performance Management Research Data Set (NPMRDS) for
South Dakota (No. SD2013-08-F). South Dakota. Dept. of Transportation. Office of Research.
15 Refai, H. H., Bitar, N., & Kaleia, M. S. (2017). National Performance Management Research Dataset (NPMRDS)-Speed Validation
for Traffic Performance Measures (No. FHWA-OK-17-02). Oklahoma. Department of Transportation.
16 Islam, M. A., Sisiopiku, V. P., Ramadan, O. E., & Hadi, M. (2019). A Framework for Performance-Based Traffic Operations Using
Connected Vehicle Data. Simulation (NGSIM), 6(8).
17 Ederer, D. J., Rodgers, M. O., Hunter, M. P., & Watkins, K. E. (2020). Case study using probe vehicle speeds to assess roadway
safety in Georgia. Transportation research record, 2674(11), 554-562.
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condition data from the National Weather Service (NWS), road work data, etc. were used by
applying three well known machine learning methods: ANN, K-Nearest Neighbors (KNN), and
Random Forest. The findings indicate Random Forest works especially well in short-term travel
time prediction.18
To measure freight efficiency of the surface transportation network, a research conducted
by the Minnesota Department of Transportation (MnDOT) used NPMRDs on a list of key truck
corridors from Twin Cities Metro Area (TCMA). Performance measures (i.e., truck mobility ratio,
travel time reliability, and delay) were calculated from monthly data though 24 months. The
result depicts that roadways with intersections present a higher percentage of truck travel time
ratio (TTR), and on freeways trucks travel slower than cars. On the US and interstate highways,
trucks travels about 10% more time than cars.19
1.1.6 Policy Approaches to Address Congestion
Over $500 billion was invested in widening and building new U.S. highways between 1993 2017 for improving curb congestion in urban regions. However, with the population rate
significantly outstripped and vehicles-miles-traveled (VMT) per person rising by 20% over the
same period, congestion is not getting better.
In addition to physical roadway capacity changes, there are a number of strategies for
managing congestion on different types of facilities. These include approaches that both aim to
expand operational capacities of existing infrastructure and policies that seek to shift travel
demand spatially, temporally, or between modes. Meyer identified many approaches for
mitigating congestion. Operational strategies that he identified include improved information
systems, ramp metering, reversible lanes, and traffic surveillance systems to quickly respond to
incidents.20 Operation strategies to reduce congestion and improve reliability mentioned by
Cambridge Systematics Inc. in the Traffic Congestion and Reliability Report in 2005 include:
Incident Management (quicker responses to incidents); Work Zone Management (complete work
in shorter time and promote more efficient moving of traffic particularly during peak periods);
Road Weather Management (prediction of weather and prepare for effective road surface
treatment); Planned Special Events Traffic Management; Freeway, Arterial, and Corridor
Management; Traveler Information (real-time information provide to travelers, helping them
make optimal travel plans); Value Pricing Strategies (adjusting toll price based and demand and
highway capacity).21
Policy approaches identified by Myer include road pricing and high-occupancy vehicle lanes.
Different types of pricing could include variable/peak period facility pricing – such as that
implemented by the Port Authority of New York and New Jersey at its Hudson River crossings,22

Taghipour, H., Parsa, A. B., & Mohammadian, A. K. (2020). A dynamic approach to predict travel time in real time using data
driven techniques and comprehensive data sources. Transportation Engineering, 2, 100025.
19
Liao, C. F. (2018). Measure of Truck Delay and Reliability at the Corridor Level.
20 Meyer, M. D. (1997). A Toolbox for Alleviating Traffic Congestion and Enhancing Mobility. Inst of Transportation Engrs.
21 Cambridge Systematics (2005). Traffic congestion and reliability: Trends and advanced strategies for congestion
mitigation (No. FHWA-HOP-05-064). United States. Federal Highway Administration.
22 Vilain, P., & Wolfrom, P. (2000). Value pricing and freight traffic: Issues and industry constraints in shifting from peak to offpeak movements. Transportation Research Record, 1707(1), 64-72.
18
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dynamic facility pricing – such as high occupancy toll lanes23, or area or cordon-based congestion
pricing, such as the plan expected to be implemented in lower Manhattan. 24 Particularly
following the COVID-19 pandemic, flexible work policies including flexible hours 25 or work-fromhome will also influence travel demand. As noted by Transportation for America, new land
development strategies can also be implemented to reduce distances between jobs, housing and
other destinations, and enable more trips to be made by walking.26
To understand which of these approaches would be (1) feasible and (2) effective in different
areas, it is important to understanding the characteristics of local traffic and congestion.

23

Dahlgren, J. (2002). High-occupancy/toll lanes: where should they be implemented? Transportation Research Part A: Policy
and Practice, 3, 239–255. https://doi.org/10.1016/s0965-8564(00)00047-1
24 Regional Plan Association (2019). Congestion Pricing in NYC: Getting It Right. https://rpa.org/work/reports/congestion-pricingin-nyc
25 Giuliano, G., & Golob, T. F. (1989). Staggered Work Hours for Traffic Management.
26 Transportation for America. “The Congestion - How more lanes and more money equals to more traffic” (2020). Access:
https://t4america.org/wp-content/uploads/2020/03/Congestion-Report-2020-FINAL.pdf
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Chapter 2 Data and Methodology
2.1 Data
In this research, the freight dataset and combined freight and passenger dataset in 2018
were downloaded. It should be noted that since the probe-based traffic data is collected in fiveminute bins, when samples are small and come from an outlier, the reported data could fluctuate
significantly and be disruptive. Therefore, data sets were downloaded based on 1-hour and 15min epoch covering the 10 counties of New York State that make up the NYMTC region. These
include New York, Kings, Queens, Bronx, and Richmond – which cover the five boroughs of New
York City – and suburban Rockland, Putnam, Westchester, Suffolk, and Nassau counties. A
sample of the dataset is shown in Figure 2.

Figure 2. Example of NPMRDS

Each segment is identified by a unique tmc_code with information including county,
segment length in miles, average annual daily traffic (aadt), time period (1 hour), hourly travel
speed, reference speed, and travel time in seconds. In total, 8824 (freight dataset) and 8907
(combined dataset) unique tmc codes were found from the data set. The spatial map with each
county’s segment (tmc) number is shown as in Figure 3.

Figure 3. Segment number of 10 Counties from combined data set

In addition, another complimentary data set is available with tmc information including road
name, direction, intersection, state, county, zip code, start latitude, start longitude, end latitude,
end longitude, miles, road order, time zone, type, country, boarder set, f_system, urban code,
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facility type, through lanes, route number, route number, route sign, etc. Part of the data is
shown in Figure 4.

Figure 4. Example of TMCs identification

As mentioned, the data set was downloaded based on 1-hour and 15-min epoch for the time
January 1 – December 31, 2018. Most performance measurements are calculated using the 1hour epoch data set because the longer period enables better data completeness. The 15-min
epoch data set is used for calculation of Peak Hour Excessive Delay (PHED). As the main variable
in modeling for both the combined and freight data set, Travel Time Index (TTI) will be used as
an hourly value in modeling. The reason TTI was chosen as the main modeling variable is because
other measurements are calculated based on periods (e.g., morning peak and afternoon peak),
without showing hourly change.
In addition to the NPMRDs, NYC Department of Planning MapPLUTO data was used to
characterize land use. 27Densities of residential, retail, factory, and office development for each
segment were assigned from the total percentage of building space in the zip code to which the
segment belongs. All segments in one zip code share the same land use density. Hourly weather
data for the year of 2018 was downloaded from the National Center for Environment Information
from five stations within or close to New York: Central Park and Wall Street in New York County,
John F. Kennedy Airport in Queens County, LaGuardia Airport in Queens County, Newark Airport
and Linden Airport in New Jersy.28
Given the very large size of the data set, it was pre-processed in MySQL server and loaded
to an R server.

2.2 Methodology
This section provides an overview of the analysis approach applied at each phase of this
research. A step-by-step summary of the overall project methodology is provided in Table 1.
More detailed discussion of individual analysis approaches will be provided in the subsequent
chapters for each phase. Basic calculation and exploratory data analysis of performance
measures - including TTI, PTI, LOTTR, BI, and TTTR. - was conducted in phase I. The next phase (II)
analyzed another critical performance measure - PHED. This includes calculation of PHED for the
New York Region, New York City, and the 10 counties of the New York metro areas that fall within
NYMTC’s jurisdiction. Reliability analysis and machine learning modeling were conducted on this
performance measure. In the third phase, congestion patterns were identified and discussed by
applying and comparing various clustering algorithms (k-means, hierarchical, etc.) to the period
TTI of each segment. In Phase IV, hourly weather data from NOAA was analyzed together with
NPMRDs. Weather patterns were recognized by applying Self-Organizing Maps (SOMs), and
27

Department of City Planning. PLUTO. Available: https://www1.nyc.gov/site/planning/data-maps/open-data/dwn-plutomappluto.page
28 National Centers for Environmental Information.
https://www.ncei.noaa.gov/metadata/geoportal/rest/metadata/item/gov.noaa.ncdc:C00532/html
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travel speed on each segment under classified weather pattern was compared to its average
travel speed at the same time of day. Segments that are likely to have faster/slower-than-average
travel speed under labelled weather pattern were summarized. In phase five, a performancebased classification was conducted by using TTI, PTI, BI and TED of each segment. Classified
groups of segments were analyzed with reliability, Interstates/non-Interstates, and cases studies
from each group.
Table 1. Research phases, approaches, and results.
Research Phase
Phase I:
Exploratory
Analysis of
Performance

Phase II: PHED
Analysis

Research Approach
Conduct exploratory data analysis (EDA)
and spatial analysis by calculating main
performance measurements (TTI, PTI,
LOTTR, BI, etc.) at segment and county
level for both combined and freight data
set.
(1). Calculation of PHED by New York
Region, New York City, and 10 counties in
New York.
(2). Analysis of Total Excessive Delay
(TED), reliability and max TTTR in both
Interstate and non-Interstate segments
(3). GLMs and ANN modeling on TED

Phase III:
Recognition of
Congestion
Pattern

Phase IV:
Weather Impacts
on Travel Speed

Phase V:
Classification of
Segments

(1). Select optimal clustering algorithms
from K-means, K-Medoids, Hierarchical,
and DB-Scan.
(2). Apply k-means to period TTI of each
segment, recognize congestion pattern in
each county
(1). Classify weather attributes
(precipitation, temperature, etc.) by
applying SOMs
(2). Investigate travel speed variation by
road type under classified weather
pattern. Test significant difference using
ANOVA.

Results
Overall review of congestion changes by
time and space in each county. Measure
the worst planning travel time index and
reliable miles for both interstate and noninterstate.
Differences in PHED are observed across
the counties.
TED varies by Interstates/non-Interstates
and Reliability. Truck could contribute to
unreliability and increase of delay.
TED is not well predicted using ANN, but
significant attributes can be observed
though GLMs.
K-means is selected as optimal clustering
method by showing better performances.
Patterns in each county are clearly
observed, a discussion about road
attributes in each pattern are conducted.
Five types of weather classified: Good
Weather (Hot), Good Weather (Cold),
Moderate Rain, Heavy Rain, Strong Wind.
Travel speed presents significant
difference by types of roads under labeled
weather type. Segments reacts to weather
types with faster/slower travel speed are
summarized.

(1). Classify segments using performance
measures by applying SOMs.

Four types of groups are classified,
conduct analysis on their characteristics.

(2). Representative case studies from
each group.

Visualize each case though spatial maps,
heatmap, and time of day travel speed
graph.
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In Figure 5, a flow chart of data used for calculation of different performance measures are
listed. For example, PHED is required to use the 15-mins interval data set, while other measures
rely on 1-hour intervals.

NPMRDS (2018)

Combined Data

Freight Data
hour

(2Combined Data
1 hour

1 hour

15 min

15 min

1 hour
Data

TTI

hour
15 min
PTI, LOTTR

Freight Data
PHED

PHED

hour
TTTR, Freight
Reliability

9
ta
Figure 5. Performance measurements flow chart
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TTI

Chapter 3. Travel Time Index
Travel Time Index (TTI) is a vital performance measurement in congestion and reliability
analysis by comparing the peak period travel time to travel time under free-flow conditions for a
given segment. In this study, peak period is set as 6:00 am to 10:00 am in the morning and 15:00
pm to 19:00 pm in the afternoon/evening. To have an overview of TTI in each county, morning
and afternoon peak was combined for each segment. In other words, TTI for each segment is
calculated based on combined morning and afternoon peak periods.
In this chapter, TTI will be analyzed though summarizing county level statistics and plotting
distributions of annual average TTI in each county, mean and standard deviation of TTI by time
of day from Freeway/non-Freeway on weekdays/weekends, and proportion of high TTI by time
of day from Freeway/non-Freeway on weekdays/weekends.

3.1 Travel Time Index (TTI)
Travel Time Index (TTI) is a measure that indicates congestion and reliability of roadway
segment by comparing the peak period travel time to travel time under free-flow conditions for
a given segment. TTI is defined as a ratio of average travel time to free-flow travel time for a given
roadway segment as shown in equation (1):29

TTI =

TTMeanCongestion
TT FreeFlow

(1)

Peak period is defined as:
1. am peak: 6 a.m. - 10 a.m.
2. pm peak: 3 p.m. - 7 p.m.

For the purpose of this analysis, threshold values to define moderate, significant, and
severe congestion were chosen as below, using recommended values from Sisiopiku & RostamiHosuri:30
1.10 < TTI < 1.50

moderate congestion

1.50 < TTI < 2.00

significant congestion

TTI > 2.00

severe congestion

To be noticed, this recommended threshold is small for New York City, but it would be used
to calculate Congestion Intensity in the next Chapter.
29

Refai, H. H., Bitar, N., & Kaleia, M. S. (2017). “National Performance Management Research Dataset (NPMRDS)-Speed
Validation for Traffic Performance Measures (No. FHWA-OK-17-02)”. Oklahoma. Department of Transportation.
https://www.odot.org/Research/FinalRep_2300_FHWA-OK-17-02.pdf
30 Sisiopiku, V. P., & Rostami-Hosuri, S. (2017). “Congestion Quantification Using the National Performance Management
Research Data Set” https://www.mdpi.com/2306-5729/2/4/39/pdf
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3.2 Results
3.2.1 Distribution of TTI in each county
The distribution of annual TTI for each segment in each county is shown in Figure 6. From
this graph, the distribution of New York (Manhattan), Kings (Brooklyn), Bronx and Queens are
close to normal distribution, while Nassau, Westchester, Suffolk, Rockland, and Putnam
represent a right skewed distribution. New York, Kings, Queens, and Bronx Counties all display
high frequencies near and over TTI=2 (dash line), which is the severe congestion threshold. In
Putnam, Rockland, Suffolk and Westchester, most segments’ TTI is lower than 2, indicating
relatively less congested traffic. While not as severely congested as the other four NYC boroughs,
Richmond County (Staten Island) and Nassau County also display a sizable share of segments with
congested TTI.

Figure 6. Distribution of Annual Average TTI based on segments in each county.
(x axis is limited from 0 to 10, Outliers are not shown in this graph)

3.2.2 Summary statistics for TTI in each county
To find out the range and specific percentile comparison of TTI in each county, a 25th, 50th,
75 , 95th percentile, maximum, mean and standard deviation of TTI in each county was calculated
and compared. As shown in Table 2, 25th / 50th /75th /95th percentile TTI in New York, Queens, Kings
and Bronx are all high, especially New York, which shows the highest 25, 50, and 75 percentile
values. The highest 95 percentile TTI is in the Bronx, but its maximum TTI is not the highest
compared with other counties. This demonstrates that choice of extreme value (95th percentile
th
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vs. 75th percentile vs. maximum) will all produce different results. Mean and median TTI in New
York, Queens, Kings, Bronx, Richmond, and Nassau are all higher than 2 (severe congestion
threshold), as displayed in Figure 7.
Table 2. Percentile TTI values in each county
County
New York
Queens
Kings
Bronx
Richmond
Nassau
Westchester
Suffolk
Rockland
Putnam

25_p
2.39
1.99
2.27
1.92
1.66
1.62
1.30
1.36
1.27
1.23

50_p
2.86
2.41
2.65
2.54
2.09
2.05
1.59
1.70
1.55
1.34

75_p
3.28
2.83
3.10
3.00
2.44
2.55
2.20
2.23
1.95
1.48

95_p
4.14
3.77
3.99
4.19
3.24
3.54
3.11
3.04
2.71
1.93

max
15.08
82.86
5.71
8.10
4.74
23.64
6.74
18.02
3.97
2.21

mean
2.90
2.59
2.72
2.57
2.11
2.22
1.83
1.88
1.68
1.41

sd
0.93
2.72
0.70
0.95
0.62
1.05
0.71
0.80
0.52
0.25

Figure 7. Mean Travel Time Index (2018)

3.2.3 Time of Day TTI
Before looking at time of day distribution of TTI, a classification of road type is necessary.
From the tmc identification data set, seven types of road categories are grouped including:
Interstate, Principal Arterial 1, Principal Arterial 2, Minor Arterial, Major Collector, Minor
Collector and Local. Most roads are Principal Arterial 2, followed by Principal Arterial 1 and
Interstate. Principal Arterial 1 represents freeways and limited access expressways that are not
part of the interstate system. Here, Interstate and Principal Arterial 1 segments have both been
24

categorized as freeways, while others are grouped together as non-freeway segments. The
number of Freeway and Non-freeway segments in each county is shown in Figure 8.

Figure 8. Freeway and non-freeway segment number in each county

Apart from grouping the data into freeway and non-freeway, weekday and weekend are
also viewed separately. In other words, data was grouped into 4 categories: freeway on weekdays,
non-freeway on weekdays, freeway on weekends, and non-freeway on weekends. To investigate
how TTI changes by the time of day, the data was aggregated by mean and standard deviation of
the TTI.
1)Weekdays
As shown in Figure 9, for weekday freeways, New York, Kings, Bronx and Queens all display
high TTI throughout the daytime (above dash line which represents TTI =2). Richmond, Nassau
and Westchester stay lower, but reach a congested condition of 2 during the morning and
afternoon peaks. Putnam, Rockland, and Suffolk show relatively low and stable TTI changes.
It is worth noting that Queens’ standard deviation of TTI soars during morning and afternoon
peak, reaching as high as 5 and 6, respectively. Nassau’s standard deviation also exceeds its mean
TTI during the afternoon peak (around 5:00 pm). These unusually high standard deviations could
be a sign of super high congestion in certain corridors. Further analysis will be conducted on these
outliers.
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Figure 9. TTI Values of Freeway by time of day on weekdays

On the weekday non-freeway graph, New York, Kings, Bronx, and Queens still show high TTI
during the daytime. However, TTI in Richmond, Nassau, Suffolk and Westchester are also above
2 throughout the daytime. On weekdays, the standard deviation of non-freeways is relatively
lower and more stable compared with freeways. Queens still presents a fluctuating standard
deviation but not exceeding its mean, which indicates, on weekdays, segments with extreme TTI
values are more likely to occur on freeways in Queens.

Figure 10. TTI Values of Non-freeway by time of day on weekdays
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2)Weekends
Looking at freeways on weekends in Figure 11, mean TTI in New York, Kings, Bronx and
Queens show a similar trend, peaking in the late afternoon around 3:00 pm to 5:00pm. Only
during the afternoon peak period does TTI in these four counties go higher than 2. Meanwhile,
in all other counties’ TTI stays below the TTI=2 dash line all the time.
The standard deviation of TTI in Queens peaks in late afternoon reaching as high as 5.

Figure 11. TTI Values of Freeway by time of day on weekends

Compared with the freeway on weekends, non-freeway in Figure 12 seems to be more
congested, with an overall higher mean TTI. Not only in New York, Kings, Bronx, and Queens, but
also in Richmond and Nassau mean TTI goes higher than 2 during daytime. Westchester, Suffolk,
and Rockland reach 2 around noon. All counties show low and stable standard deviation, except
Queens showing a relatively higher value (but not exceeding the mean).
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Figure 12. TTI Values of Non-freeway by time of day on weekends

From the four graphs above, some conclusions can be made:
1. Compared with other counties, New York, Queens, Kings and Bronx with higher TTI values,
indicate more congested traffic conditions. Obvious changes are more likely to be observed from
theses counties.
2. Compared to weekends, both freeway and non-freeway on weekdays show overall higher
mean TTI values. In other words, weekday shows worse traffic congestion than weekends.
3. Distinct morning and afternoon peak can be observed from the freeway on weekdays,
especially in these four counties. Not only during morning and afternoon peak periods, but the
whole daytime also stays high TTI values (higher than 2).
4. On weekends, non-freeway is more congested than the freeway.
5. Queens show extreme standard deviation from the freeway both on weekdays and
weekends.
3.2.4 Proportion of high TTI by time of day:
Mean of TTI graphed above gives a good picture of data, and standard deviation provides
information about variations. However, both could be largely affected by outliers or extreme
values. Another perspective was considered by looking at the proportion of high TTI segments by
time of day in each county. In other words, every point represents the proportion of segments
higher than 1.5 or 2 at each hour.
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1)Weekdays
Looking at the weekday freeways in Figure 13, all counties show certain kind of morning and
afternoon peak, especially New York, Kings, Bronx, Queens, and Nassau. Not only peak periods,
off-peak periods during the daytime also show high value of proportion. For example, in New
York the proportion of segments with higher than 2 TTI at 10am, 11am, 12pm, and 1pm also
reaches as high as 37%. The same is true in Kings, Bronx, and Queens.

Figure 13. Proportion of high TTI of Freeway on weekdays

The weekday non-freeways in Figure 14 is quite different from freeway, as it does not show
obvious morning and afternoon peaks. Instead, the whole daytime presents high values of
segment proportions. In New York County, for example, 75% of segments are higher than TTI=2
as early as 7:00 am and remain congested during the whole daytime. Another thing worth noting
is non-freeway show higher proportion values than the freeways on weekdays, which means nonfreeway is more congested than freeway on weekdays.
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Figure 14. Proportion of high TTI of Non-freeway on weekdays

2)Weekends
Weekend freeways present a distinct afternoon peak in New York, Kings, Bronx, Queens,
and Nassau counties in Figure 15.
Freeway on weekends

Figure 15. Proportion of high TTI of Freeway on weekends
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In Figure 16, weekend non-freeways also show a high segment proportion during daytime,
but a little different from weekdays. On weekdays, congestion starts early in the morning, while
on weekends it begins around 10:00am.

Figure 16. Proportion of high TTI of Non-freeway on weekends

In summary, in New York, Kings, Queens, and Bronx County, the majority of segments’
average annual TTI are higher than 2, indicating most segments in these counties were
experiencing severe congestion. New York owns the largest county level average TTI, while
Queens County has the largest county level standard deviation and maximum TTI, indicating that
the overall congestion in New York County is more severe than other counties but the most
severely congested segments locate in Queens County. Congestion on weekday is worse than
weekends for both freeway and non-freeway, while non-freeway is more congested than
freeway on weekends. Apparent morning and afternoon peak can be observed from freeway on
weekdays. Extreme TTI segments from Queens, which show large standard deviation, come from
freeway.
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Chapter 4. Planning Time Index, and other Performance
Measurements
In this chapter, main performance measurements other than TTI will be discussed, including
Planning Time Index (PTI), Buffer Index (BI), Level of Travel Time Reliability (LOTTR), Congestion
Intensity, and Peak Period Congested Hours. PTI and BI will be analyzed through summarizing
county level statistics, plotting boxplot of average annual PTI/BI from each segment in each
county, and spatial analysis. LOTTR will be studied through counting the number of
Interstate/non-Interstate reliable/reliable segments in each county, and spatial analysis of all
segments and interstate only.

4.1 Planning Time Index (PTI)
By comparing the near-worst travel time to a free-flow or light travel time, Planning Time
Index (PTI) represents the total travel time that should be planned. It is computed as the 95th
percentile travel time divided by the free-flow travel time.31

PTI =

TT95%
TTFreeFlow

(2)

The threshold of PTI defined by the Mid America Regional Council for both highways and
arterials is32:
“reliable”
“moderate unreliability”
“severe unreliability”

4.2 Buffer Index (BI)
When planning trips to ensure on-time arrival, travelers need to add extra time to their
average travel time. This extra time is quantified using the buffer index (BI). BI is calculated by
dividing the average travel time to the difference between the 95th percentile travel time and
average travel time:33
BI =

TT95% − TTMeanCongestion
TTMeanCongestion

31 FHWA Office of Operations, “Travel Time Reliability: Making It There on Time, All the Time,” Jan.2006.
Available: https://ops.fhwa.dot.gov/publications/tt_reliability/brochure/ttr_brochure.pdf
32 MID-AMERICA REGIONAL COUNCIL. (2019) “Congestion Management Report 2019---Technical Appendix”. Available:
https://www.marc.org/Transportation/Plans-Studies/pdfs/CMPReport19_TechnicalAppendix.aspx
33 Texas Transportation Institute. (2003). “Selecting Travel Reliability Measures.” Available:
https://static.tti.tamu.edu/tti.tamu.edu/documents/TTI-2003-3.pdf
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(3)

Buffer index is represented by a percentage. The higher the value of the BI, the worse
reliability it represents. For example, a BI of 50% percent means that, given average travel time
of 30-minutes, a traveler should schedule an additional 15 minutes to ensure on-time arrival.

4.3 Level of Travel Time Reliability (LOTTR) Metrics:
The Level of Travel Time Reliability (LOTTR) is calculated by dividing the 80th percentile
travel time by the 50th percentile travel time for each segment for each of 4 time periods
throughout the year:34

LOTTRi =

80th PercentileTravelTimei
50th PercentileTravelTimei

(4)

Where i represents the time:
1.
2.
3.
4.

6 a.m. - 10 a.m., weekdays
10 a.m. - 4 p.m., weekdays
4 p.m. - 8 p.m., weekdays
6 a.m. - 8 p.m., weekends

A segment is considered reliable if all four LOTTR metrics are lower than 1.5.

4.4 Planning Time Index (PTI)
Planning time index represents the near-worst to free-flow travel time. It indicates the
maximum time scheduled to ensure on-time arrival. From Table 3, New York has the worst 25th
percentile, 50th percentile (median) and mean PTI, while Bronx has the worst 75th percentile and
95th percentile PTI. The worst max (as high as 147.42) and standard deviation of PTI comes from
Queens. Overall speaking, New York, Queens, Kings and Bronx presents the worst PTI values.
Table 3. Summary statistics of PTI in each county in 2018
County
BRONX
KINGS
NASSAU
NEW YORK
PUTNAM
QUEENS
RICHMOND
ROCKLAND
SUFFOLK
WESTCHESTER

mean
4.8
4.6
3.8
5.0
2.1
4.6
3.8
2.7
3.2
3.0

median
4.4
4.3
3.5
4.7
1.8
4.0
3.7
2.5
2.8
2.7

max
16.8
13.1
52.0
29.5
4.8
149.7
10.3
10.0
33.6
11.5

s.d.
2.4
1.7
2.3
2.0
0.8
5.1
1.6
1.3
1.9
1.6

34 Rich Taylor & Chris Chang (2017). “Overview of Performance Measures: Travel Time Reliability (NHPP) and Annual Hours of
Peak Hour Excessive Delay (CMAQ).” Available: https://www.fhwa.dot.gov/tpm/workshop/az/reliability.pdf
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Figure 17 shows the boxplot of PTI in each county. New York County indicates the highest
average PTI, followed by Kings, Bronx, Queens, and Richmond. Although the average PTI of New
York is the highest, its interquartile range is relatively small compared with other counties in New
York City. This can be explained as most segments in New York County are presenting small PTI
difference. County like Kings and Bronx, particularly Bronx, shows large interquartile range of PTI.

Figure 17. Boxplot of PTI in each county
(y axis is limited to lower than 10)

Figure 18 displays spatial map of PTI. New York County shows more severe PTI conditions
than other counties, especially in midtown and downtown. Bridges connecting New York County
and Kings County present high PTI.

34

Figure 18. Spatial map of Average PTI of each segment
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4.5 Buffer Index
When planning trips to ensure on-time arrival, travelers need to add extra time to their
average travel time. The extra time is represented by the buffer index (BI). Different from PTI, BI
is represented by a percentage, the higher the value BI, the worse reliability it represents. Since
BI presents the difference between PTI and TTI, segments that show large TTI and PTI may still
have a small BI. Assuming the same level of PTI, segments demonstrating a large BI are more
unstable than segments demonstrating a small BI.
Table 4 summarizes average BI in each county. Different from average PTI in each county
(for which New York County ranks the highest, followed by Kings and Bronx), Bronx and Richmond
County are displaying the highest average BI, followed by New York County, Queens County, and
Kings County. Kings County display the lowest average BI in New York City, which is not a surprise
concerning that Kings County shows larger number of segments suffering congestion than other
counties and no obvious peak congestion observed, as discussed in the congestion pattern
chapter.
Table 4. Average BI in each county
County

New York

Kings

Bronx

Queens

Richmond

Nassau

Suffolk

Westchester

Rockland

Putnam

BI

0.68

0.63

0.76

0.66

0.73

0.62

0.56

0.54

0.52

0.39

From the boxplot of BI, both Bronx and Richmond demonstrate the highest average BI, and
large interquartile range. It is interesting that New York County and Kings County are not
displaying high BI, thinking of their high average TTI and PTI, this could indicate that these two
counties are relatively stable.

Figure 19. Boxplot of BI by county
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Figure 20 displays a spatial map of average BI of each segment. Different from spatial map
of average TTI and PTI which both show regional severe segments in each county, severe BI
segments do not concentrate in any regional area; instead, it is spread out on “main” roads. To
find out what these severe BI segments are, segments with the highest BI are selected for analysis.

Figure 20. Spatial map of Average BI of each segment

Table 5 presents the count of segments in the top 0.5%, 1%, 10%, and 100% for BI, and their
roadway type. Note that Interstate and Principal Arterial -freeway or express way are categorized
as Freeway, all other segments are grouped as non-Freeway. From either 0.5%, 1%, or 10%
segments, most of them are freeway. Among the top 0.5% segments, the percentage of Freeway
goes to nearly 90%.
Table 5. Roadway Type of Top BI segments
Top 0.5%

Count
45

Top 1%

89

Top 10%

890

Top 100%

8914

Freeway
40
(89%)
71
(80%)
652
(73%)
3389

37

Non-Freeway
5
(11%)
18
(20%)
238
(27%)
5525

4.6 Level of Travel Time Reliability
Level of Travel Time Reliability (LOTTR) Metrics are calculated by dividing 80 th percentile
travel time by 50th percentile travel time for each segment for each of four time periods
throughout the year. The four-time periods are: 6 a.m. - 10 a.m. on weekdays, 10 a.m. - 4 p.m.
on weekdays, 4 p.m. - 8 p.m. on weekdays and 6 a.m. - 8 p.m. on weekends. LOTTR of Interstate
and Non-Interstate are calculated separately. A segment is treated as reliable when all LOTTR
value in each period is lower than 1.5.
Table 6 summarizes the reliable number of segments, total number of segments and

reliability mile percentage from Interstates and non-Interstates, respectively. The reliability mile
percentage is the total segments length of reliable segments divided by total segments length
from Interstates/non-Interstates. The overall reliable mileage of non-interstates (mean 88.9%) is
higher than that of interstates (mean 60.3%). Except New York County with 75.3% reliable miles
of non-interstates, other counties are all above 80% and close to 90%. For interstate segments,
Richmond presents the lowest reliable miles with less than 30%, followed by Queens and Kings
with around 40% reliable miles.
Table 6. Reliable mile on Interstate and Non-interstate segments in each county
Interstate

Non-Interstate
Reliable
Total
Reliability
segment segment
(mile)
#
#

County

Reliable
segment #

Total
segment #

Reliability
(mile)

New York

15

25

53.8%

640

861

75.3%

Queens

107

248

42.7%

957

1290

83.6%

Bronx

92

201

48.6%

380

559

84.6%

Kings

33

92

37.2%

678

806

89.6%

Richmond

12

48

28.5%

269

336

89.3%

Nassau

32

60

62.7%

773

983

86.7%

Putnam

23

27

93.9%

77

79

99.4%

Rockland

27

47

67.2%

205

236

94.9%

Suffolk

93

116

88.6%

1039

1265

92.3%

Westchester

149

205

79.8%

1102

1289

92.9%

-

-

Mean

60.3%

-

Mean

88.9%
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Figure 21. Unreliable segments for all and Interstate only segments
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To investigate how these segments differ by reliability and Interstate/non-Interstate, four
NHS segments are randomly selected from these 10 counties, representing reliable Interstate,
unreliable Interstate, reliable non-Interstate, and unreliable non-Interstate. Heatmap was
graphed using hourly average TTI by day of week between 6:00 am and 8:59pm. In Figure 22,
both reliable Interstate and non-Interstate show daytime congestion, and TTI during peak period
is not extremely high. However, both unreliable Interstate and non-Interstate presents apparent
peak period congestion: TTI is much higher during morning and/or afternoon peak than non-peak
periods. For both Interstate and non-Interstate segments, reliable segments, regardless of
congestion or not, behave stably throughout the daytime. Unreliable segments were not stable;
they experienced heavier congestion during one or both peak periods.
Reliable -Interstate

Unreliable Interstate

Hour
6

Sun
1.26

Mon
2.32

Tue
2.13

Wed
2.15

Thu
2.27

Fri
2.47

Sat
1.34

Hour
6

Sun
1.23

Mon
6.16

Tue
6.35

Wed
6.38

Thu
6.48

Fri
6.12

Sat
1.27

7

1.28

3.38

3.35

3.11

3.29

3.04

1.37

7

1.21

7.56

8.54

8.19

8.28

8.22

1.50

8

1.31

3.10

2.77

2.87

2.92

3.00

1.59

8

1.20

7.15

7.81

7.84

7.64

7.48

2.22

9

1.34

2.55

2.19

2.20

2.14

2.91

2.00

9

1.22

5.96

6.29

6.35

6.65

5.43

2.40

10
11

1.52
2.27

2.97
3.63

2.91
3.65

2.63
3.10

2.84
3.63

3.80
4.05

2.80
3.92

10
11

1.62
1.88

3.10
2.06

4.31
2.67

3.83
2.17

4.34
2.88

3.15
2.22

2.30
2.46

12

3.54

3.59

3.99

3.78

4.15

4.43

4.44

12

2.20

1.80

1.78

1.71

2.23

2.23

2.63

13

4.24

3.93

4.19

4.29

4.22

4.73

4.83

13

2.66

1.80

1.90

1.88

2.26

2.06

3.01

14

4.70

4.16

4.49

4.45

4.58

4.79

4.94

14

3.43

2.05

2.17

2.15

2.94

2.64

3.48

15

4.84

4.52

4.83

4.87

5.05

5.36

5.19

15

3.96

2.69

2.86

3.56

4.32

4.67

4.14

16

4.97

5.00

5.21

5.07

5.59

5.54

5.39

16

4.05

2.85

3.78

4.25

4.92

5.16

4.25

17
18

5.23
5.31

5.35
5.00

5.68
5.39

5.25
4.85

6.23
5.91

5.85
5.43

5.45
5.23

19

4.80

4.23

4.46

4.45

5.07

4.73

4.89

17
18

3.89
3.49

2.28
1.77

3.13
1.92

3.06
2.32

4.25
2.85

4.51
3.29

4.25
3.82

20

4.68

3.30

3.67

3.77

4.66

4.44

4.41

19

2.53

1.55

1.38

1.79

2.08

2.84

2.87

20

2.13

1.41

1.35

1.52

1.54

2.15

2.15

Thu
8.09

Fri
7.55

Sat
1.56

Reliable non-Interstate

Unreliable non-Interstate
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Sun
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Mon
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Thu
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Sat
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Mon
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1.46
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5.39
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4.68

4.65
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7.90
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5.06
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7.63
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8.23

8.44
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4.18

4.65
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20
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Figure 22. Heatmap of four NHS segments as case studies

4.7 Congestion Intensity
Congestion intensity is a two-dimensional measure which accounts for the percentage of
congested area in the time-space map. To figure out time-space congestion, 100 segments (y axis)
were randomly selected from each county. Only daytime from 7:00 am and 8:00 pm were
measured here (x axis).
One cell represents one segment’s TTI level at each hour, red represents severe congestion,
blue represents significant congestion, and green represents moderate congestion. In this case,
congestion intensity (area of red color --- severe congestion) of each county during daytime can
be measured. The result is shown in Table 7:
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Table 7. Congestion Intensity of daytime in each county
Day
Time

New York

Queens

Kings

Bronx

Richmond

Nassau

Putnam

Rockland

Suffolk

Westchester

82.4%

67.1%

83.5%

67.9%

54.0%

49.4%

4.3%

22.7%

34.4%

31.8%

From Table 7, it shows New York, Kings, Queens, and Bronx own the highest congestion
intensity reaching 65% - 80%, followed by Richmond and Nassau (approximate 50%). Rockland,
Suffolk, and Westchester display relatively lower percentage (20%-30%), while Putnam is the
lowest at 4 %.

Conclusion
In summary, like TTI, New York County displays the largest mean and median annual PTI,
and Queens shows the largest maximum and standard deviation of PTI. However, the highest
average BI comes from Bronx (0.76) and Richmond (0.73). Therefore, County like New York may
experience more continuous congestion, but county like Bronx and Richmond may experience
more periodic congestion. And these period congested segments are more likely to be freeways
(Interstate, freeway, and expressway).
This could be explained by directionality of traffic flow in Bronx and Richmond, which are
primarily residential areas, and mainly commuter traffic. People coming from Richmond/Bronx
County (Staten Island) generally get one-direction in, and one-direction out which is why the peak
period congestion occurs. Whereas, when it gets closer to the central area of the city, there are
more people travelling in both directions. In New York County, congestion is more distributed
throughout the day because business happens everywhere, therefore its congestion looks stable
and continuous.
Non-Interstate is more stable than Interstate, New York presents the lowest reliable noninterstate mile percentage, while the lowest reliable Interstate mile percentage comes from
Richmond, Kings, and Queens. New York and Kings County shows the largest Congestion Intensity,
indicating higher proportion of congested segments in these two counties.
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New York

Queens

Kings

Bronx

Richmond

Nassau

Westchester

Suffolk

Rockland

Putnam

Figure 23. Area of congestion intensity in each county
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Chapter 5. Truck Travel Time Reliability
Freight movement will be assessed by the Truck Travel Time Reliability (TTTR) metric for five
periods: morning peak (6-10 a.m.), midday (10 a.m.-4 p.m.) and afternoon peak (4-8 p.m.)
Mondays through Fridays; weekends (6 a.m.-8 p.m.); and overnights for all days (8 p.m.-6 a.m.).
The TTTR ratio is calculated as the 95th percentile time divided by 50th percentile for each
segment.

5.1 Truck Travel Time Reliability (TTTR) metric and Truck Travel Time
Reliability Index:
The TTTR ratio is calculated as the 95th percentile time divided by 50th percentile for each
segment. The TTTR Index will be calculated by multiplying each segment’s largest TTTR ratio
from the five periods by its length and dividing the sum of all length-weighted segments by the
total length of interstate.35

TTTRi =

95th PercentileTravelTimei
50th PercentileTravelTimei

(12)

Where i represents the period:
1.
2.
3.
4.
5.

6 a.m. - 10 a.m., weekdays
10 a.m. - 4 p.m., weekdays
4 p.m. - 8 p.m., weekdays
8 p.m. - 6 a.m., all days
6 a.m. – 8 p.m. weekends

The highest TTTR value of the five periods for each segment is selected as the “maximum
TTTR”, which is then used for calculating of the Truck Travel Time Reliability Index (also called
Freight Reliability Measure):36


TTTR Index =

T
i =1

( SLi  max TTTRi )



T

(13)

( SLi )
i =1

Where:
i is an Interstate reporting segment.

35

Federal Highway Administration. U.S. Department of Transportation. “Transportation Performance Management.”
https://www.fhwa.dot.gov/tpm/
36

Federal Highway Administration. (2018) “National Performance Measures for Congestion, Reliability, and Freight, and CMAQ
Traffic Congestion.” Available: https://www.fhwa.dot.gov/tpm/guidance/hif18040.pdf
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max TTTRi

= the maximum TTTR of all five time periods for reporting segment i (nearest

hundredth)

SLi

=length of reporting segment i (nearest thousandth), which accounts for the
proportion of the segment that is designated as NHS
T = total number of Interstate segment
Note: only interstate segments are used to calculate TTTR and Freight Reliability metrics
(where f_system=1).
The threshold setting of TTTR Index 37:
1.25 < TTTR Index < 1.49
TTTR Index



1.5

“moderate” unreliability”
“severe” unreliability”

5.2 TTTR during Different Time Periods
As shown in Table 8, PM hours experience a considerably greater maximum TTTR ratio than
AM, Midday, Overnight, and Weekend. In other words, about 44% of segments experience their
maximum TTTR during afternoon peak period, 32% occur during morning peak period. Therefore,
more than 70% of segments experience max TTTR during either morning or afternoon peak
period. However, it is interesting to note that although Midday peak period experienced the
second lowest number (6%) of TMCs with a maximum TTTR ratio, its median (1.80) and mean
(2.71) of maximum TTTR are significantly higher than other time periods. It would be interesting
to further investigate spatial distribution of the TMCs with maximum TTTR ratio.
Table 8. TMCs Performances during Different Time Periods
Time
Period

Number of segments with
maximum TTTR ratio

Percent of TMCs

AM
Midday
PM
Overnight
Weekend

340
64
474
37
152

32%
6%
44%
3%
14%

Statistics of Maximum TTTR ratio
Mean
Median
Max
1.81
1.4
6.22
2.71
1.80
9.20
1.82
1.43
6.98
1.20
1.09
2.16
1.28
1.14
4.33

At first glance, it appears that many Interstates experience AM and PM Peak maximum TTTR
ration directionally: the direction toward the city usually experience AM peak period maximum
TTTR and direction leaving the city experience PM peak period experience. From Table 8, we
found out that TMCs experience Midday maximum TTTR ratio are presenting large statistics value.
From Figure 24, it can be observed that these Midday TMCs are mostly located in Bronx.

37 MID-AMERICA REGIONAL COUNCIL. (2019) “Congestion Management Report 2019---Technical Appendix”. Available:
https://www.marc.org/Transportation/Plans-Studies/pdfs/CMPReport19_TechnicalAppendix.aspx
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Figure 24. Spatial Distribution of TMCs experiencing maximum TTTR ratio

In Figure 25, distribution of TTTR in five periods is presented. Morning and afternoon peak
present similar shape, with mean TTTR values approximate 1.15 (higher than the rest periods),
25th and 75th percentile range between 1.05 and 1.35 and large number of segments showing
lower than 1.125 TTTR values. Truck travel reliability reaches highest values overnight with
shorter and lower percentile range and most segments presenting lower than 1.125 TTTR values.
It can be observed that the distribution shape of morning and afternoon peak periods looks like
normal distribution, while during other periods there are longer tails.
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Figure 25. TTTR distribution during each period

(y axis is limited up to 2, outliers are not shown in this graph)
After understanding percentile distribution of TTTR values during each period, a spatial map
was graphed. In Figure 26, some segments show obvious morning peak or/and afternoon peak
period congestion, some show whole day congestion. For example, the Verrazano-Narrows
Bridge connecting Brooklyn and Staten Island is mainly congested during morning peak, the
interstate corridor I-278 on Staten Island shows afternoon peak congestion. Corridors like I-678
near JFK airport present all-day congestion.
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AM_PEAK (TTTR:1.44)

MIDDAY (TTTR:1.35)

PM_PEAK (TTTR:1.55)

OVERNIGHT (TTTR:1.13)
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WEEKEND (TTTR: 1.24)

Figure 26. Spatial TTTR distribution during each period

5.3 TTTR Index
As a measure of reliability, Truck Travel Time Reliability Index was introduced to measure
whether freight trucks experience reliable travel times or not. If a segment has a TTTR Index
factor of 2, the truck driver should plan twice the amount of time to traverse it to guarantee ontime arrival. TTTR Index is calculated by multiplying each segment’s largest ratio of the five
periods by its length, then dividing the sum of all length-weighted segments by the total length
of Interstate.
In Figure 27, Kings depicts the worst interstate reliability with TTTR Index reaching 2.58,
more than twice compared to Suffolk, Rockland, Putnam, and Westchester County. New York
county shows the second worst truck travel time reliability (2.27), followed by Bronx (2.1) and
Queens (2.04). Richmond and Nassau present lower TTTR Index values (1.66 and 1.78,
respectively), while Suffolk, Rockland, Putnam, and Westchester show moderate unreliability
with value between 1.1 and 1.3.

Figure 27. Truck Travel Time Reliability Index (2018)
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5.4 Average Truck Travel Speed
Truck Travel Speed during peak periods on weekdays are calculated by averaging travel
speed of each segment. As shown in Table 9, trucks move faster on interstates, with mean travel
speed 40.3 mph, compared to 28.1 mph on all segments. This is expected, as the citywide speed
limit in NYC on surface streets is 25 mph. Trucks also drive slower during the afternoon peak
than during the morning peak.
Table 9. Average Truck Travel Speed(mph) in all and interstate segment during peak periods
County
New York
Kings
Queens
Bronx
Richmond
Nassau
Westchester
Rockland
Suffolk
Putnam
Mean

Average Travel
Speed (mph)
14.9
14.9
19.6
23.0
24.4
30.9
34.9
36.9
38.4
43.1
28.1

All TMCs
Morning
Peak (mph)
16.2
16.0
20.5
24.2
25.4
32.6
35.8
37.4
39.5
43.4
29.1

Afternoon
Peak (mph)
13.6
13.7
18.7
21.9
23.5
29.1
34.0
36.4
37.3
42.9
27.1

Average Travel
Speed (mph)
22.4
27.2
30.8
33.4
37.7
40.3
51.0
52.4
52.4
55.7
40.3

Interstates
Morning
Peak (mph)
23.2
29.9
32.2
35.8
40.4
43.2
51.9
53.5
53.7
55.2
41.9

Afternoon
Peak (mph)
21.5
24.4
29.4
31.0
34.9
37.4
50.0
51.2
51.2
56.2
38.7

Truck Travel time on both all segments and interstate only segments are displayed in Figure
28. The afternoon peak displays more slow segments compared with morning.
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AM Peak

PM Peak

Interstate AM Peak

Interstate PM Peak

Figure 28. Truck Travel Speed during Peak Periods for all and interstate only segments.

5.5 Correlation Matrix
To find out correlation of maximum TTTR ratio of each NHS segment with other numeric
attributes including AADT, land use density (residential density, office density, retail density,
garage density, storage density, factory density), probability of bus/ truck/car, a scatterplot
matrix is displayed in Figure 29. Among all land use density, Maximum TTTR ratio presents a
relatively strong positive correlation with residential density (0.21) and factory density (0.19). It
is interesting to find out that max TTTR ratio is strongly negative correlated with probability of
truck (-0.32), to the contrary, it presents strong and positive correlations with probability of car
(0.27) and bus (0.29). Therefore, TMCs with high probability of truck are more likely to be reliable
for trucks, while TMCs with high probability of car/ bus, or high residential or factory density are
more likely to be unreliable for trucks.
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Figure 29. Correlation Matrix of maximum TTTR ratio with other attributes.

5.6 GLMs for Maximum TTTR ratio
To study how max TTTR ratio of each TMCs correlates to other attributes, Generalized
Linear Regression was applied. Independent variables include: AADT, land use density (residential
density, office density, retail density, etc.), through lanes, length of segment, probability of
cars/bus/truck. As displayed in Figure 30, only residential density is statistically significant for
max TTTR ratio. Therefore, TMCs in high residential density area are more likely to experience
unreliability of truck.
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Figure 30. GLMs for max TTTR ratio
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Conclusions:
1. PM hours experience a considerably greater maximum TTTR ratio than other periods,
and more than 70% of segments experience max TTTR during either morning or afternoon peak
period.
2.Many Interstates experience maximum TTTR ratio during Morning or Afternoon Peak
period directionally.
3. Interstates in the Bronx experience severe truck unreliability during Midday.
4. Kings County depicts the worst interstate reliability with the highest TTTR Index.
5. New York and Kings County presents the slowest average truck travel speed during
afternoon peak period.
6. Maximum TTTR ratio presents strong and positive correlations with residential density,
factory density, probability of car, and probability of bus, while it is negatively correlated with
probability of truck. Moreover, in GLMs models, residential density is also a significant factor for
max TTTR ratio. Therefore, considering dense residential area usually comes with high probability
of bus and car, TMCs locate in dense residential area are more likely to suffer truck unreliability.
To the contrast, higher probability of truck on the segments are less likely to suffer truck
unreliability. But if the factory density is high, it is still very likely to experience truck unreliability.
7. Bronx County presents the highest TTTR Index can be explained with its high residential
density and high probability of car and bus on the road.
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Chapter 6. Peak Hour Excessive Delay
The purpose of this chapter is to investigate the performance measures Peak Hour Excessive
Delay (PHED) in the New York Region, New York City, and the 10 counties of New York in the year
of 2018. Because PHED was introduced by FHWA in the year of 2018, values have not been
previously studies. Above that, this chapter studies how Total Excessive Delay (TED) relates to
segments’ reliability in both Interstate and Non-Interstate, and how it relates to the maximum
Truck Travel Time Reliability (TTTR). Moreover, how TED varies in each county is also a critical
point to help understand how congestion delay is distributed in New York Region.

6.1 Peak Hour Excessive Delay (PHED)
Established under the CMAQ program, FHWA expects the implementation of Annual Hours
of Peak-Hour Excessive Delay per person will influence travel hours of passengers. Different from
other measurements listed using one-hour intervals dataset, FHWA requires using 15min
intervals dataset for calculation of PHED during weekday peak periods (from 6:00am to 9:59am
and 3:00 pm to 6:59pm) from January 1st to the end of the same year. 38
In this study, a data set was extracted from 01/01/2018 to 12/31/2018, totaling 60 million+
observations.
Excessive Delay Threshold Travel Time:
 TravelTimeSegmentLengths 
ExcessiveDelayThresholdTravelTimes = 
  3600
ThresholdSpeed s



(6)

Where:
Excessive Delay Threshold Travel Time (EDTTI) = when traverse the segment, any longer
travel times would result in excessive delay.
Travel Time Segment length = total length of travel time segment.
Threshold Speed = the speed of travel at which any slower measured speeds would result in
excessive delay for travel time reporting segment. It is defined as 20 miles per hour (mph) or 60
percent of the speed limit travel time reporting segment. In this study, if the 60 percent of the
posted speed limit is more than 20 mph, the threshold speed is 60 percent of the posted speed
limit, otherwise, it is 20 mph.
Travel Time Segment Delay (RSD):

RSDs,b = TravelTimes,b − EDTTTs,b

(7)

Where:

38

FHWA. “National Performance Management Measures; Assessing Performance of the National Highway System, Freight Movement on th e
Interstate System, and Congestion Mitigation and Air Quality Improvement Program.” Federal Register. Available:

https://www.federalregister.gov/documents/2017/01/18/2017-00681/national-performance-management-measures-assessingperformance-of-the-national-highway-system
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RSDs,b = travel time segment delay, for 15mins time bin “b” recorded for travel time reporting
segment “s”. Maximum value is 900 seconds.

TravelTimes,b = a measured travel time, for 15mins time bin “b” recorded for travel time reporting
segment “s”.
Excessive Delay:

ExcessiveDelays ,b =

RSDs ,b

3600
=0

when RSDs ,b  0

(8)

when RSDs ,b  0

ExcessiveDelays,b = excessive delay, for 15mins time bin “b” recorded for travel time
reporting segment “s”.
TotalExcessiveDelays =
HourlyVolume

TH 
TB
AVO   TD
) s ,h ,d )b  }d
d =1{ h =1   b =1 ( ExcessiveDelays ,b , h , d  (
4

h

(9)

Where:

TotalExcessiveDelays = the sum of the excessive delay for all travel reporting segment “s”
HourlyVolume
= hourly traffic volume, for hour interval “h”, day “d” and 15mins bin “b”
4

AVO = (PC  AVOC ) + (PB  AVO B ) + (PT  AVOT )

(10)

PC = 1 − PB − PT , the percent of cars as a share of total AADT on the segment
AADT _ single
, the percent of buses as a share of total AADT on the segment
AADT _total
AADT _ combination
PT =
, the percent of trucks as a share of total AADT on the segment
AADT _ total
PB =

AVOC = the average vehicle occupancy of cars
AVOB = the average vehicle occupancy of buses

AVOT = the average vehicle occupancy of trucks
FHWA provides average vehicle occupancy (AVO) factors for computing PHED. AVOC =1.7
for all types of cars in all applicable area. AVOT =1 for all types of trucks in all applicable area.

AVOB = 16.8 buses in New York-Newark, NY-NJ-CT area.39

39

Federal Highway Administration (2018). “Average Vehicle Occupancy Factors for Computing Travel Time Reliability Measures
and Total Peak Hour Excessive Delay Metrics”. Available: https://www.fhwa.dot.gov/tpm/guidance/avo_factors.pdf
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AnnualHoursofPeakHourExcessiveDelayperCapita =

T
S =1

TotalExcessiveDelays

TotalPopulation

(11)

6.2 Background
Congress required FHWA to establish measures to evaluate performance in 12 areas
through MAP-21, which also include CMAQ traffic congestion.40 In 2018, FHWA issued a general
guidance about calculation of national performance measures for congestion, freight, reliability,
and CMAQ traffic congestion, and stated that all State DOTs must report PHED metrics each year
starting from 2018.41
Research from Chowdhury and Kwanpyo (2020) investigated how the performance
measures related to freight, highway reliability, and traffic congestion using NPMRDS. They found
out that unreliable Interstate NHS segments account for more than 80% excessive delay on all
Interstate segments, and more than 50% of the non-Interstate NHS segments with non-Zero
excessive delay were unreliable. By applying Generalized Linear Models (GLM) to max TTTR, PHED,
and max LOTTR, Chowdhury found out AADT is the most critical attribute that positively relates
to all three performance measures, while number of though lanes was negatively correlated with
them. Length of segments (miles) was positively related to excessive delays but negatively
correlated with reliability. 42
Artificial Neural Networks (ANN), inspired by the biological neural networks for brains of
humans, consists of an input layer of neurons (nodes), one or multiple hidden layers of neurons
(nodes), and output neurons in the end. 43 It is powerful in processing huge amounts of data
and handles difficult and challenging problems. 44 Research conducted by Md Ashifuddin
Mondal and Zeenat Rehena applied ANN to classify traffic congestion in a city by using road
traffic data obtained from in-road stationary sensor.45

6.3 Data
The Annual Hours of Peak-Hour Excessive Delay (PHED) Per Capita is calculated using 15 min
intervals NPMRDS during peak periods (from 6:00 am to 9:59 am and 3:00 pm to 6:59 pm) from
January 1st to end of the same year. This performance measurement is calculated by comparing
to reference travel time (segment length divides reference speed), and combing occupancy of
buses, trucks, and cars of each road segment, and population in the belonging county.
40 FHWA. “PHED fact sheet”. Available: https://www.fhwa.dot.gov/tpm/rule/pm3/phed.pdf
41 FHWA. “National Performance Measures for Congestion, Reliability, and Freight, and CMAQ Traffic Congestion”, 2018.
Available: https://www.fhwa.dot.gov/tpm/guidance/hif18040.pdf
42 Siddiqui, C., & Ko, K. (2020). Exploratory Analysis of the Relationships between Congestion, Travel Time Reliability, and
Freight-Related Performance Management Measures and Their Associativity with the Roadway Attributes. Transportation
Research Record, 2674(10), 571-582.
43 Wang, S. C. (2003). Artificial neural network. In Interdisciplinary computing in java programming (pp. 81-100). Springer, Boston,
MA.
44 Gupta, N. (2013). Artificial neural network. Network and Complex Systems, 3(1), 24-28.
45 Ashifuddin Mondal, M., & Rehena, Z. (2019, May). Intelligent traffic congestion classification system using artificial neural
network. In Companion Proceedings of The 2019 World Wide Web Conference (pp. 110-116).
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6.4 Methodology
As displayed in flow chart, PHED is calculated by following the steps starting from Excessive
Delay Threshold Travel Time (EDTTT), Travel Time Segment Delay (RSD), Excessive Delay (ED),
Total Excessive Dealy (TED), and finally PHED. PHED is regional delay of hours per capita, in this
chapter, TED for each segment is utilized for detailed analysis.

Figure 31. Calculation of PHED flow chart
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6.5 Results
6.5.1 PHED in New York City, New York Region, and 10 counties.
PHED in New York Region (10 counties) is 23.6 hours per capita, and in New York City is 27.8
hours per capita. Queens County indicates the largest PHED per capita: on average, people
were delayed 35.1 hours by traffic during peak periods in the year of 2018. Queens was
followed by the second largest county New York (27.3 hours/Capita), the third largest county
Bronx (25 hours/Capita), the fourth largest county Kings (24 hours/Capita) and the fifth county
Richmond (23.2 hours/Capita). So, as expected, the five counties in New York City produce the
top 5 PHED per capita.
Table 10. Annual Hours of Peak-Hour Excessive Delay Per Capita in each count
County
BRONX
KINGS
NASSAU
NEW YORK
PUTNAM
QUEENS
RICHMOND
ROCKLAND
SUFFOLK
WESTCHESTER

Annual Hours of Peak Hour
Excessive Delay (Person-Hours)
35891430
62380291
28728714
44638526
668092.4
80771692
10993694
3413080
16432166
15608822

Population estimates for 2018
from ACS 5-Year Estimates46
1437872
2600747
1356564
1632480
99070
2298513
474101
323686
1487901
968815

PHED
(Hour)
25.0
24.0
21.2
27.3
6.7
35.1
23.2
10.5
11.0
16.1

6.5.2 Analysis of TED and reliability in both Interstate and non-Interstate segments
PHED is calculated by summing up all total excessive delay (TED) of segments in the county,
and then divided by population, therefore, every segment owns a TED. To investigate how PHED
differs in counties and how top TED segments account for the total delay in each county,
segments ranking top 1%, 10%, and all (100%) TED from each county are selected and calculated
their total percental of total peak period delay, and compared between Interstate, NonInterstate, Reliable and Unreliable segments. For instance, the total number of segments in New
York County is around 900, then ranking them by each segment’s TED, 9 segments will be selected
as top 1% and calculated their total TED percentage, and Reliable Interstate, Unreliable Interstate,
Reliable Non-Interstate, and Unreliable Non-Interstate percentage.
As shown in Table 11, in Queens and Suffolk, the top 1% segments account for almost 20 %
of TED in their county, a share approximately twice as much as in other counties. In other words,
there are certain segments that generate extremely higher delay compared with other segments
within the county. Queens County owns 1566 NHS segments, for instance, top 1% will be 15 NHS
segments. As shown in the table 11, these 15 segments account for 17% of total peak hour
46 Fact Finder. “ACS 5-Year Demographic and Housing Estimates (2018)” Available:
https://factfinder.census.gov/faces/nav/jsf/pages/index.xhtml
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excessive delay in Queens County. In contrast, Kings, New York, and Rockland presents the lowest
percentages (9%, 8%, and 9%, respectively), indicating that in these counties, excessive delay is
more distributed.
Table 11. Top 1%, 10%, 100% TED segments from each county
Top 1%
TED Percentage
KINGS
NEW YORK
QUEENS
BRONX
RICHMOND
NASSAU
ROCKLAND
SUFFOLK
PUTNAM
WESTCHESTER
Top 10%

9%
8%
17%
13%
11%
13%
9%
19%
10%
12%
TED Percentage

KINGS
NEW YORK
QUEENS
BRONX
RICHMOND
NASSAU
ROCKLAND
SUFFOLK
PUTNAM
WESTCHESTER

42%
41%
53%
52%
48%
51%
57%
61%
53%
55%

100%
TED Percentage
KINGS
NEW YORK
QUEENS
BRONX
RICHMOND
NASSAU
ROCKLAND
SUFFOLK
PUTNAM
WESTCHESTER

100%
100%
100%
100%
100%
100%
100%
100%
100%
100%

Interstate
Reliable
Unreliable
0%
29%
0%
14%
0%
46%
0%
83%
0%
33%
22%
33%
0%
50%
15%
8%
100%
0%
0%
38%
Interstate
Reliable
Unreliable

Non-Interstate
Reliable
Unreliable
57%
14%
14%
71%
8%
46%
17%
0%
33%
0%
11%
33%
50%
0%
38%
38%
0%
0%
46%
15%
Non-Interstate
Reliable
Unreliable

6%
19%
1%
4%
1%
27%
3%
57%
0%
26%
6%
13%
4%
35%
5%
8%
30%
10%
4%
16%
Interstate
Reliable
Unreliable

63%
11%
54%
41%
41%
30%
35%
4%
60%
14%
33%
48%
62%
0%
64%
22%
60%
0%
65%
15%
Non-Interstate
Reliable
Unreliable

3%
1%
1%
4%
2%
6%
5%
8%
32%
5%
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14%
2%
21%
44%
20%
11%
27%
6%
7%
13%

71%
64%
51%
43%
65%
50%
63%
63%
60%
67%

11%
32%
27%
8%
13%
33%
5%
23%
2%
15%

Among the top 1% segments, the majority of them in Kings and New York are non-Interstate,
while in Queens and Bronx are unreliable Interstates (reaching as high as 46% and 83%,
respectively). Another point to note is that while the total number of segments in Richmond is
392, about 350 of them generate delay, therefore top 1% ranking segments will be 3 segments
only. One of them is the Verrazano Bridge, this small sample size is why the total percentage of
Interstate and Non-interstate equals 66%.
For the top 10% ranking segments, Suffolk still display the highest TED percentage (61%),
while Kings and New York still presents the lowest total percentage (42% and 41%, respectively).
Except in Queens and Nassau, more than half of the segments that experienced PHED were
unreliable non-Interstates. Looking at all segments (100%), in each county except Bronx, more
than half of the segments that experienced PHED were unreliable non-Interstate. Other than that,
unreliable Interstates experienced more delay than reliable Interstates. These may imply that
non-Interstates that are experiencing recurrent congestion throughout the daytime is causing
the segment to behave reliably, and Interstate are generating delay periodically (e.g., peak period
only) behaves unreliably. Bronx display the highest unreliable Interstate TED percentage (44%).
In Table 12, both Interstate and non-Interstate NHS segments from 10 counties that were
experiencing PHED are compared by reliability. Half of Interstates in all counties are reliable,
while around 80% non-Interstate are reliable. Among Interstates, reliable segments only
experienced 15% delay, which depicts majority delay was experienced by unreliable interstates.
This is not the same for non-interstates, where majority of them are reliable and experienced
majority delay. Among reliable non-interstate NHS segments, 72% are “Principal Arterial-- Other”
and 26% are “Principal Arterial – Other Freeways and Expressways”. For unreliable non-interstate
NHS segments, 52% are “Principal Arterial-- Other”, 46% are “Principal Arterial – Other Freeways
and Expressways”.
Table 12. Total excessive delay from reliable Interstate and non-Interstate
Total #

reliable TMC #

Interstate

1069

Non-Interstate

7711

583
55%
6120
79%

Total TED from
reliable
80794137
312391815

Reliable PHED %
12045290
15%
230405261
74%

6.5.3 Analysis of Reliability of Non-Zero TED and max TTTR for Interstates
The scatterplot between each segments’ TED and maximum Truck Travel Time Reliability
(TTTR) for both reliable and unreliable segments for Interstates (TTTR is calculated for Interstates
only) are displayed in Figure 32 and 33. For the reliable Interstates, the maximum TTTR varies
between 1 and 6, and the TED varies between 0 to 600,000 hours. For the unreliable Interstates,
the maximum TTTR varies between 1 and 9, and the TED varies between 0 to 2,000,000 hours.
Therefore, from both max TTTR and TED, unreliable Interstates present worse truck reliability
and more delay compared to reliable Interstates. It is worth noting that reliable segments
concentrate near the original point with small number of points spread out, however, unreliable
segments present a more clear and upward correlation between max TTTR and TED. This means
truck could contribute to the unreliability of segments, and the increase of delay.
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Figure 32. Relationship between Total Excessive
Delay (TED) and the maximum TTTR for Reliable
Interstates

Figure 33 Relationship between Total Excessive Delay
(TED) and the maximum TTTR for Unreliable
Interstates

6.5.4 Analysis of distribution of TED in each county
To investigate how PHED is distributed within each county, Cumulative Distribution
Functions and boxplots of total excessive delay by county were plotted. In Figure 34, Kings County
presents the least sharp slope, followed by New York, Bronx, Queens, and Richmond. This implies
that a large proportion of NHS segments in county like Kings and New York were experiencing
high PHED. The sharper the slope is, like for Putnam and Westchester, PHED were concentrated
in smaller portion of segments.
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Figure 34. CDF of total excessive delay by county

This can also be demonstrated by boxplot of total excessive delay by county in Figure 35. In
the boxplot, Kings displays the largest inter-quartile range, followed by New York, Queens, Bronx,
and Richmond, while Westchester, Putnam, Suffolk, Rockland, and Nassau present the smallest.
Large inter-quartile range and higher average TED indicates large proportion of segments within
the county are experiencing delay.

Figure 35. Boxplot of total excessive delay by county
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6.5.5 GLMs for Total Excessive Delay (TED)
To study how TED relates to other attributes, Generalized Linear Regression was applied.
Independent variables investigate included “AADT”, land use density (“residential density”,
“official density”, “retail density”, etc.), “through lanes”, “length of segment (miles)”, “probability
of cars”, “probability of single truck”, “probability of bus”, “f-system”, and “type”.
As shown in Figure 36, AADT, residential density, factory density, miles, type P3, and through
lane of 9 were found to be statistically significant predictors for TED. Except Type P3, other
significant attributes are all positively correlated to TED. Type P3 indicates national, state, and
county boundaries, toll plazas, rest areas, major bridges, etc.

Figure 36. Performance of GLMs for TED
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6.5.6 ANN for the Total Excessive Delay
In ANN test, only numerical attributes were chosen as predictors for TED. A min-max
normalization was applied to all attributes before the test, and data was split into two parts:
training and testing data. By testing different hidden layers, and combination of attributes on
training data, a topology visualization of multilayer network is displayed in Figure 37.
By comparing predicted result with true values in the test data, a correlation value can be
achieved. Correlations close to one indicate strong linear relationships between predicted and
real values. In this test, a correlation of 0.49 was achieved, which does not indicate a strong linear
relationship between predicted values and test data. Therefore, this model is not doing a good
job.

Figure 37. Topology visualization of applying ANN to TED and other numeric attributes.
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Conclusions:
1. PHED in New York Region and New York City is 23.6 and 27.8 hours per capita, respectively.
As expected, PHED is higher in the densest urban counties (New York, Queens, Bronx, and Kings)
and lower in more rural areas (Putnam). Queens County owns the highest PHED among the 10
counties.
2. Small proportion (1%) of segments contribute large peak period excessive delay (20%) in
Queens and Suffolk, suggesting that excessive delay is concentrated on a few severely congested
corridors. This is opposite for Kings County, where excessive delay is distributed across more
segments.
3. The sum of total excessive delay from Reliable Non-Interstate is the highest. This could be
explained by the number of non-Interstates is high and non-Interstates are experiencing more
stable and continuous congestion.
4. Segments that experience most severe delay are mostly unreliable Interstates.
5. Most delay experienced on Interstates is on unreliable segments.
6. From 3 and 4, Interstates are more likely to suffer peak congestion, while non-Interstates
may experience more continuous congestion. Peak period delay from Interstate could be
extremely high.
7. Compared to reliable Interstate, unreliable Interstate presents better linear correlation
between max TTTR and TED, which implies truck could contribute to unreliability and increase of
delay.
8. GLMs indicates AADT, residential density, factory density, miles, type P3, and through
lane of 9 were found to be statistically significant predictors for TED.
9. ANN does not predict TED very well in this case.
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Chapter 7. Congestion Pattern
Much of the research to date has focused on applying clustering algorithms to identify
congestion pattern in districts for short time periods, while analysis of real-time long-term probe
data of spatial and temporal patterns of peak period congestion at the county level has been rare.
Instead of finding out the most congested segments, this chapter aims to investigate the most
congested peak period for each segment. Comparison was not conducted between segments,
instead, each segment is compared with itself. Every segment will be grouped based on their own
most congested peak period.
In this chapter, congestion patterns were studied through clustering algorithm. Segments’
period TTI was calculated and normalized. Different clustering methods including k-means, kmedoids, hierarchical, and DB-Scan were then tested. After a series of testing and comparison,
k-means was selected as the optimal method with better model performance. K-means was
applied to segments in each county, to obtain congestion patterns, investigate attributes of these
patterns in each county, and then summarize congestion patterns from all counties. To
investigate potential correlated attributes with congestion patterns, two classic machine learning
methods are also tested in this chapter: decision trees, Bayesian classification.

7.1 Background
7.1.1 Congestion pattern
Research conducted by Zhao and Hu used big data analysis of 10.16 million of records for
233 roads in the Beijing area. By applying a hierarchical clustering method for determining the
number of clusters, four typical traffic congestion patterns were recognized: weekend mode,
holiday mode, weekday mode A, and weekday mode B. 47 To mine spatial temporal patterns of
traffic congestion, six clusters for both intra-regional and inter-regional roads on weekdays were
recognized by applying k-means clustering, including the most congested periods: the morning
and afternoon peaks. 48 A Traffic Performance Index (TPI) based analysis of congestion patterns
was conducted by Wen et al. by using Hierarchical clustering method for around 1-month period
in Beijing area, they found out six congestion patterns: Saturdays, Sundays, Mid-autumn Festival
and National Day Holidays, Normal Weekdays, Key Congested Weekdays, and the Most
Congested Weekdays.49 To measure urban Recurrent Congestion patterns using GPS-equipped
vehicle mobility data in Harbin, China, Shi et al. applied a customized DB-SCAN algorithm to
determine the Recurrent Congested grids.50 A corridor-level case study, conducted on a 20.2mile corridor in San Antonio, Texas by analyzing travel time, travel-time reliability, and day-to47

Zhao, P., & Hu, H. (2019). Geographical patterns of traffic congestion in growing megacities: Big data analytics from
Beijing. Cities, 92, 164-174.
48 Song, J., Zhao, C., Zhong, S., Nielsen, T. A. S., & Prishchepov, A. V. (2019). Mapping spatio-temporal patterns and detecting the
factors of traffic congestion with multi-source data fusion and mining techniques. Computers, Environment and Urban
Systems, 77, 101364.
49 Wen, H., Sun, J., & Zhang, X. (2014). Study on traffic congestion patterns of large city in China taking Beijing as an
example. Procedia-Social and Behavioral Sciences, 138, 482-491.
50 An, S., Yang, H., Wang, J., Cui, N., & Cui, J. (2016). Mining urban recurrent congestion evolution patterns from GPS-equipped
vehicle mobility data. Information Sciences, 373, 515-526.
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day variation in travel time of the corridor, found out k-means clustering works well on corridor
performance analysis. Throughout the 20-month, 9.23% of weekdays are classified as “atypical”
for the corridor. 51
Clustering Algorithm
As one of the most widely used unsupervised learning, clustering deals with data partition
and build foundation for further learning. 52 Cluster analysis is a technique used to divide an
object set into homogeneous groups. The goal is to find objects that are similar to each other and
then categorize them into the same group.53 The quality of a single cluster, interrelationships
among clusters, similarity, and dissimilarity of objects are critical issues in cluster analysis. 54
To find out the optimal clustering method from k-means, Hierarchical (both Agglomerative
and Divisive), k-Medoids, DB scan, Mixture of Gaussian, the choice of distance measures is critical
before we start the work. There are several choices we can select from: Euclidean distances,
Manhattan distances, Pearson correlation distance, Eisen cosine correlation distance, Spearman
correlation distance and Kendall correlation distance. Euclidean and Manhattan distances are
classical methods, particularly, Euclidean distance is used as the default distance measure for
most common clustering software. Other than that, the rest are correlated-based distances that
determines similarity of two objects when their features are highly correlated. This method is
widely used in data analysis of gene expression.55
To make variables comparable, data standardization is often needed before measuring
distances, considering that variables are usually measured in different scales. The data can be
scaled as:

xi − center ( x)
scale( x)

Where:
Center(x) can be the mean or the median of x values.
Scale(x) can be the interquartile range, the standard deviation (SD), or the MAD (median
absolute deviation).

51

Pandey, V., & Juri, N. R. (2018). Using National Performance Management Research Data Set for Corridor Performance
Measures: A US-281N Corridor Case Study. Transportation Research Record, 2672(42), 257-267.
52 Jain A, Dubes R (1988) Algorithms for clustering data. Prentice-Hall, Inc, Upper Saddle River
53 Slawomir Wierzchoń, Mieczyslaw Klopotek. “Modern Algorithms of Cluster Analysis Studies in Big Data 34”. 2017. Accessed
at: https://doi.org/10.1007/978-3-319-69308-8_2
54 Watanabe, Satosi (1969). Knowing and Guessing: A Quantitative Study of Inference and Information.
New York: Wiley, pp. 376–377
55 Alboukadel Kassambara. “Practical Guide to Cluster Analysis in R”. 2017. Accessed at: https://www.datanovia.com/en/wpcontent/uploads/dn-tutorials/book-preview/clustering_en_preview.pdf
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K-means
As the most used unsupervised machine learning algorithm, k-means clustering partitions a
dataset into k groups by minimizing the total intra-cluster variation (also called within-cluster
variation).56 The Hartigan-Wong algorithm is the standard k-means algorithm which minimizes
the total within-cluster variation by summing up squared Euclidean distances between variables:
W (Ck ) =

 (x −  )

xi Ck

i

2

k

Where:

xi = data point belonging to the cluster C k

 k = mean of the points assigned to the cluster Ck
Each observation xi is assigned to one of the clusters which ensures the sum of squares (SS)
distance between the observation and their assigned cluster centers  k is a minimum. Smaller
the total within-cluster sum of square, better the compactness of the clustering.
The total within-cluster variation is defined as follows:
k

k

tot.withinss = W (Ck ) = 
k =1

 (x −  )

k =1 xi Ck

i

2

k

Finding the optimal number of clusters (k) is the first step of k-means algorithm. In the
beginning, a random k is selected as initial centers, which are known as cluster means or
centroids. 57 Then each remaining observation is assigned to its closest centroid using the
Euclidean distance. Afterwards, a new mean value is generated from each cluster (known as
“centroid update”), replacing initial centers, and used as updated cluster means for recalculation
of distances and reassignment of groups. This step is repeated until certain convergence is
achieved (e.g., total within sum of squares does not become smaller).58
k-Medoids Clustering
The use of mean value indicates that k-means clustering is highly sensitive to outliers and
noise, which could assign severely biased observations to clusters. K-medoids is a robust
alternative to k-means. Different from k-means which attempts to minimize the sum of squares
by recalculating the center of a given cluster using mean values, k-medoids minimize the sum of
dissimilarities between point within a cluster by selecting actual datapoints as centers. Because
k-medoids uses medoids as cluster centers instead of means, it is less sensitive to noise and

56 Marco Capó, Aritz Pérez, Jose A. Lozano, “An efficient approximation to the K-means clustering for massive data, KnowledgeBased Systems, Volume 117”,2017. Access at: https://doi.org/10.1016/j.knosys.2016.06.31.
57 Pasi Fränti, Sami Sieranoja,”How much can k-means be improved by using better initialization and repeats?”Pattern
Recognition,Volume 93,2019
58 Hamerly, G., & Elkan, C. (2004). Learning the k in k-means. Advances in neural information processing systems, 16, 281-288.
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outliers. Like k-means clustering, k-medoids also requires the user to determine the number of
clusters (k). A widely used method to determine this k value is the silhouette method. 59
The most common k-medoids method is the Partitioning Around Medoids (PAM), proposed
by Kaufman and Rousseeuw (1990), which is based on searching for k representative medoids
from the data set. The process of PAM algorithm can be summarized in two phases. Firstly, k
objects are selected as the medoids, and the dissimilarity matrix (if not provided) is calculated.
Every object is assigned to its closest medoid. The object of the cluster that decreases the average
dissimilarity coefficient the most will be selected as the medoid for this cluster. Repeat until no
medoids are changing. 60
Hierarchical Clustering
Both k-means and k-medoids are partitioning clustering, an alternative to them is
hierarchical clustering [or hierarchical cluster analysis (HCA)] which groups objects based on
similarity. Pre-specifying the number of clusters k is not required in hierarchical clustering; in
contrast, each observation is initially treated as a cluster and merged based on similarity until
one single big cluster is generated finally ---- Agglomerative hierarchical clustering; or it starts
from a single big cluster and is divided based on heterogeneities until all observations are in their
own cluster ---Divisive Hierarchical clustering (an inverse of agglomerative clustering) .61 In either
agglomerative or divisive way, a tree-based representation of the objects will be achieved, which
is known as dendrogram.
Working as a ‘bottom-up” manner, Agglomerative algorithm starts by assigning each object
as a single cluster, the two clusters that are the most similar will be combined into a bigger new
cluster until all objects are combined as one single big cluster in the end. To merge clusters from
small to big in agglomerative algorithm, the linkage method should be selected from: complete
linkage, single linkage, average linkage, centroid linkage, and Ward’s minimum variance linkage.
Complete and Ward’s linkage are commonly used. By comparing agglomerative coefficient, the
value closer to 1 indicates strong cluster structure. 62
Divisive clustering, also known as DIANA (Divise Analysis), works as a “top-down” manner.
It starts with all objects in a single big cluster, and the most heterogeneous cluster is divided at
each step of iteration until each object is their own cluster. Agglomerative works better for
identifying small clusters, while divisive works better for larger clusters. 63

59 Danyang Cao and Bingru Yang, "An improved k-medoids clustering algorithm," 2010 The 2nd International Conference on
Computer and Automation Engineering (ICCAE), 2010, pp. 132-135, doi: 10.1109/ICCAE.2010.5452085.
60 Bhat, A. (2014). K-medoids clustering using partitioning around medoids for performing face recognition. International
Journal of Soft Computing, Mathematics and Control, 3(3), 1-12.
61 Saptarshi Chakraborty, Debolina Paul, Swagatam Das, “Hierarchical clustering with optimal transport,
Statistics & Probability Letters”,Volume 163,2020. Access at:
https://www.sciencedirect.com/science/article/pii/S0167715220300845
62 P.A Vijaya, M Narasimha Murty, D.K Subramanian,”Leaders–Subleaders: An efficient hierarchical clustering algorithm for
large data sets”,Pattern Recognition Letters,Volume 25, Issue 4,2004. Access at:
https://www.sciencedirect.com/science/article/pii/S0167865503002824
63 Savaresi, S. M., Boley, D. L., Bittanti, S., & Gazzaniga, G. (2002, April). Cluster selection in divisive clustering algorithms.
In Proceedings of the 2002 SIAM International Conference on Data Mining (pp. 299-314). Society for Industrial and Applied
Mathematics.
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DBSCAN Clustering
As a density-based clustering algorithm, DBSCAN (Density-Based Spatial Clustering and
Application with Noise) is used to determine clusters of any shape in a data set including noise
and outliers, with idea derived from a human intuitive clustering method. Dense regions are
separated by lower density of points in the data space. Moreover, the neighborhood for each
point of a cluster with a given radius must contain a certain number of points. For compact and
well separated clusters, partitioning method is a good choice, however, real life data can contain
arbitrary shape and a lot of outliers and noise. 64
7.1.2 Machine Learning
Decision Trees
As a non-parametric supervised learning, Decision Trees are used for classification and
regression. It is powerful in modeling the relationships among attributes and potential outcomes
using a tree structure. To explain simply, it is a divide-and-conquer approach for classification
and regression. 65 Decision Trees can efficiently deal with big and complicated data, it constructs
a tree structure with a root node, internal nodes, and lead nodes. When there is enough sample
data, study data can be separated as training data (for building a decision tree model) and
validation datasets (for determining the appropriate tree size). 66
Naïve Bayes
As a simple “probabilistic classifier”, Naïve Bayes classifier applies Bayes’ theorem with strong
assumptions that features are independent from each other. Naïve Bayes is widely used for its competitive
classification accuracy because the independent assumption is usually violated in practice.67

64 K. Khan, S. U. Rehman, K. Aziz, S. Fong and S. Sarasvady, "DBSCAN: Past, present and future," The Fifth International
Conference on the Applications of Digital Information and Web Technologies (ICADIWT 2014), 2014, pp. 232-238, doi:
10.1109/ICADIWT.2014.6814687.
65 Myles, A. J., Feudale, R. N., Liu, Y., Woody, N. A., & Brown, S. D. (2004). An introduction to decision tree modeling. Journal of
Chemometrics: A Journal of the Chemometrics Society, 18(6), 275-285.
66 Song, Y. Y., & Ying, L. U. (2015). Decision tree methods: applications for classification and prediction. Shanghai archives of
psychiatry, 27(2), 130.
67 Webb, G. I., Keogh, E., & Miikkulainen, R. (2010). Naïve Bayes. Encyclopedia of machine learning, 15, 713-714.
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7.2 Methodology

Figure 38. Flow chart of methodology

7.3 Optimal Clustering algorithm test
Step1. Data Manipulation and Standardization
Before applying the algorithm, data needs some manipulation and standardization. Only
weekday’s data is used in this chapter, and time is divided into 6 periods:
1.early morning (6:00am – 8:59am)
2.later morning (9:00am -11:59am)
3.early afternoon (12:00pm – 3:59pm)
4.late afternoon (4:00pm – 7:59pm)
5.night (8:00pm – 11:59pm)
6.overnight (12:00 am – 5:59am)
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Travel time index (TTI) and buffer index (BI) are the two performance measures used for
clustering here. TTI represents the overall congestion of each segment, while buffer index
represents the difference between mean congestion time and the worst congestion time. Bigger
TTI means overall more congestion, bigger BI means the more likely unexpected congestion will
occur. Considering that the congestion level differs significantly between each county, TTI is
standardized using median and quantile range of 5% -95%. BI is not standardized, because it is a
percentage value. After data manipulation and standardization, a sample of processed data is
shown as follow:
…
..

Figure 39. Data Sample
(Note: In the column name, number represents day of week, value 2 is Monday)

To find out the best clustering methods, but considering the size of the data, the methods
will be applied to one of the ten counties (Queens County is selected with 1561 segments from
total 8907 segments). After finding out the best clustering method, it will be applied to the whole
dataset.

Step 2. Clustering
(1). K-means
To find out optimal k, different k values will be tested by comparing their wss (within sum
of squares). Euclidean distance is used in k-means method. The Huber index and D index are
graphical methods of determining the number of clusters, as shown in Figure 40, a significant
knee at value 3 that corresponds to a significant increase of the value of the measure.
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The Huber Index

The D Index

Figure 40. Determination of number of clusters.

Among all indices, 15 proposed 3 as the best number of clusters. After determining k as 3, a
visualization of heatmap is shown in Figure 41. Observations in group 3 are similar with
congestion peak in early morning, those in group 2 are similar with congestion peak in both early
and late afternoon, the rest in group 1 indicate a slight daytime congestion.

Figure 41. Visualization of heat map

(2) K-mediods
The average silhouette method is used to estimate the optimal number of clusters. This
method calculates the average clusters silhouette based on the number of clusters, and this
average silhouette represents the quality of a clustering --- higher the average silhouette width,
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better the clustering result. The value that maximizes the average silhouette through a list of k,
is the optimal number of clusters k. As shown in Figure 42, when k equals to 3, the average
silhouette width reaches the highest, which indicates the optimal k value using k-medoids is also
3.

Figure 42. Determination of average contour number

Figure 43 displays heatmap of k-medoids clustering methods with optimal k equals to 3.
Similar to k-means, three groups represent early morning congestion, late afternoon congestion
and not obvious peak period, but with different group size.

Figure 43. Visualization of heat map
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(3) Hierarchical Clustering
Agglomerative

Different from k-means and k-medoids which starts from determining the optimal number
of clusters k, agglomerative hierarchical method needs to determine linkage method first from:
single, complete, average and ward. By comparing agglomerative coefficient using “agnes”
functions through R, which measure the amount of clustering structures found, the values closer
to 1 indicates strong clustering structure. After comparing, ward works the best with coefficient
0.9845, is selected as linkage method for agglomerative clustering.

Like the previous two clustering methods, agglomerative hierarchical method also indicates
3 as the optimal cluster number. From the heatmap, group 1 represent both early and late
afternoon congestion, group 3 displays early congestion only, group 2 does not show obvious
congestion peak. This result is similar to k-means and k-medoids, but group size is different.

Figure 44. Visualization of heat map

75

Divisive

Divisive method is opposite to agglomerative, it works in a “top-bottom” manner. It starts
from all objects belonging to a single big cluster, then it is divided into two least similar clusters
until each object is its own cluster. After trying different k values, majority objects are assigned
to one cluster, while other clusters consist of extreme small number of objects, which is a bad
cluster result. For example, when k is set as 3, group size is 1520, 1, 2. Therefore divisive
hierarchical method is not appropriate in this research.
(4) DBSCAN
In DBSCAN algorithm, two parameters are important: epsilon (“eps) that decides the radius
of neighborhood around each point, and minimum points (MinPts”) that the minimum number
of neighbors within “eps” radius. Any point with neighbor counts (within given radius) equal to
or greater than MinPts, is marked as a core point. If its neighbor counts less that MinPts, this
point is marked as border point. A point that belongs to neither core nor border point, is called a
noise point or an outlier. When data set is large, the value of MinPts should also be large (at least
3). To determine the optimal eps value (radius), the k-nearest neighbor method is used by
calculating the average of the distance of each point to its k nearest neighbors (this k is
determined by the user and correspond to MinPts). Then plotting theses k-distances in an
ascending order and find out the “knee” that correspond to the optimal eps parameter (radius).
In Figure 45, k is set as 5, it can be seen that optimal eps value is around 1.9. K has been tested
with different numbers, but result indicates only one cluster with some noise and outliers.

Figure 45. Point sorted by distance.
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Step 3. Comparison between clustering algorithms.
After applying the classic clustering methods K-means, K-medoids, Hierarchical
(agglomerative and divisive) and DB-Scan, performance of these algorithms was validated
through two measurements: within cluster sum of squares and average silhouette widths.
Smaller within cluster sum of squares and closer to 1 average silhouette widths indicate better
performance.
K-means is selected as the optimal clustering algorithms among them by showing the
smallest within cluster sum of squares and larger average silhouette widths. Therefore, k-means
will be applied in the following research of clustering of congestion and weather.

7.4 Congestion Peak Period
To find out Congestion peak period for each segment, 90th quantiles of TTI was set as a
threshold for each of them. And data was extracted by weekday only and daytime from 6 am 9pm. Figure 46 displays part of the dataset after manipulation, from which each row represents
each segment, each column represents time stamp (e.g., “1_2_10” means first day of the year,
Monday, 10 am), last column is the 90th quantile threshold calculated for each segment.
…

Figure 46. Hourly TTI value of each segment

By comparing hourly TTI value with its own 90th quantile threshold, hourly TTI value will be
replaced by “1” if it is higher than its threshold, otherwise it would be “0”. Therefore, every
segment will display its peak hour shown in Figure 47.
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Figure 47. Hourly TTI value of each segment

There are 3916 columns representing 3916 hours for each segment because only weekdays
and daytime hours are extracted. To aggregate these 3916 hours, four time periods are classified:
1.
2.
3.
4.

Early Morning: 6:00 am – 8:59am
Late Morning: 9:00 am – 11:59am
Early Afternoon: 12:00pm – 15:59pm
Late Afternoon: 16:00pm – 20:59pm

Each segment has the same number of peak hours because they are comparing with their
own threshold. By assigning these hourly peaks into corresponding period, and sum it up, each
segment will have their peak period hours through the year for weekday only from 6:00am to
8:59pm. In figure 48, each row represents one segment, each column represents one peak period
by day of week (2_early morning means Monday early morning). Therefore, k-means will be
applied to this dataset to investigate if potential peak period exists for segments in each county.

Figure 48. Peak period frequency of each segment
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7.5 Results
7.5.1 Congestion Pattern in each county
New York
As shown in figure 49, segments in New York County are classified into 3 groups. Group 3
shows obvious late afternoon peak with deep red colors, and from Monday to Friday increasing
number of segments are displaying this congestion behaviors. Most segments are classified into
group 1 showing multiple peaks throughout the week (both morning and afternoon peaks can be
observed), which can be summarized as daytime congestion. Least number of segments are
classified into group 2 which segments with too many missing values, labelled as “Unknown”. It
is worth noting that no obvious morning peak are observed in New York County. Figure 50
displays line graph of congestion peak by group, the first group show multiple peaks in one day,
while group 3 shows a sharp peak during late afternoon.
Considered the data used in this analysis is hourly-based real time travel speed probe data,
not every segment was recorded with vehicles passing every hour. Therefore, there exists certain
number of segments not grouped with too many missing values.

Figure 49. Congestion Pattern in New York County (heatmap)
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Figure 50. Congestion Pattern in New York County

To investigate how these three groups differ in crash rate, total excessive delay (Ted),
average annual daily traffic (AADT), residential density, retail density, office density, Travel Time
Index (TTI), Planning Time Index (PTI), Buffer Index (BI), proportion of reliable segments and
proportion of freeway within each group, a comparing was made by averaging these
performances within groups.
As shown in Table 13, most segments in New York County are either daytime peak (group 1)
or strong late afternoon peak (group 3), they both display higher crash rates and total excessive
delay. Group 3 displays the highest average AADT value, and about 40% of which are freeway.
Moreover, group 3 shows higher average PTI and BI value and approximately 42% of which are
unreliable. Group 1 presents the largest number with only 17% freeway (83% are non-freeway)
and 18% of which are unreliable. Even though all three groups display close average TTI values,
higher PTI and BI means traversing these segments may need more time than usual to ensure on
time arrival, which is also consistent with unreliable rates. The least number of segments are
classified into group 2 (unknown), which presents the lowest average crash rates, total excessive
delay and residential density, and the highest retail density and office densities.
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Table 13. Congestion Pattern in New York County

count
crash
Ted
AADT
resident
retail
office
TTI
PTI
BI
unreliable
freeway

Group 1
535
42
71605
39257
2.24
0.35
1.75
3
4.8
0.6
18%
17%

Group 2
97
19
1074
41628
2.05
0.39
1.89
3
4.9
0.6
30%
21%

Group 3
264
40
82167
64193
2.13
0.25
1.06
2.9
5.4
0.9
42%
40%

Queens
Four groups are classified in Queens County: group 1 - early morning peak, group 2 unknown, group 3 –daytime peak, group 4 - late afternoon peak. A small difference from New
York County, Queens not only display apparent afternoon peak, but also strong morning peak.
Most segments are grouped as daytime congestion pattern, where multiple peaks can be
observed. In Figure 51, group 3 not only display daytime peaks, but it also shows a relatively
stronger afternoon peak at the end of week. Morning peak appears to be weakening on Friday,
while this is opposite for afternoon congestion pattern.
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Figure 51. Congestion Pattern in Queens County (heatmap)

Figure 52. Congestion Pattern in Queens County
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In table 14, most segments in Queens County are classified as group 3 - daytime peak.
Morning and afternoon peak patterns present higher average total excessive delay, average
annual daily traffic, crash rates, Travel Time Index, Planning Time Index, and Buffer Index. In other
words, segments from morning or afternoon peak depicts more severe congestion issues. Both
groups present high freeway percentage (62% and 46%, respectively). Morning peak indicates
the highest total excessive delay, average annual daily traffic, Planning Time Index, Buffer Index,
unreliable percentage, and freeway percentage. Daytime peak (group 3) presents the highest
non-freeway percentage and majority of them are reliable.
Table 14. Congestion Pattern in Queens County
Group 1
count

214

Group 2
(unknown)
68

Group 3

Group 4

860

419

crash

42

12

39

47

ted

97560

258

57854

92426

aadt

85759

49507

41031

66083

resident

0.45

0.48

0.44

0.51

retail

0.03

0.04

0.03

0.04

office

0.03

0.05

0.04

0.03

TTI

2.8

2.5

2.7

2.9

PTI

5.3

4.2

4.2

5.1

BI

0.8

0.6

0.6

0.8

unreliable

54%

54%

21%

36%

freeway

62%

35%

27%

46%

Kings
Four groups are classified in Kings County. Different from Queens and New York County,
Kings does not display obvious peak in all four groups. Instead, slight morning peak can be
observed in group 1 and slight afternoon peak can be observed in group 2. Combined with other
performance measurements and heatmap in Kings, the cause of this could be large proportion of
segments in Kings are congested whole daytime, therefore no obvious peaks are observed.
In Figure 53, group 1 shows both early and late morning peaks, group 2 display late
afternoon peak. Group 4 presents multiple peaks, but early afternoon peak is relatively more
apparent.
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Figure 53. Congestion Pattern in Kings County (heatmap)

Figure 54. Congestion Pattern in Kings County
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In Kings County, both morning and afternoon peak (group 1 and 2) display higher crash rates,
average total excessive delay, average annual daily traffic, Travel Time Index, Planning Time Index,
Buffer Index, and freeway percentage, however lower residential density, retail density, and
office density. In other words, they are overall more congested and unpredictable with high
traffic volume and generate high peak period delays.
Half of segments in Kings are categorized as daytime congestion. They are relatively less
congested and reliable with lower Travel Time Index, Planning Time Index, Buffer Index, and
unreliability percentage. To be noticed, most of them in group 4 are non-freeway. Least number
of segments are summarized as no peak in group 3 (unknown), which display the lowest crash
rates, total excessive delay, average annual daily traffic, but higher residential, retail, and office
density.
Table 15. Congestion Pattern in Kings County
Group 1

Group 2

Group 4

313

Group 3
(unknown)
38

count

113

crash

55

64

20

48

ted

138905

122796

167

78317

aadt

56817

63592

34702

31857

resident

0.81

0.79

0.91

0.82

retail

0.06

0.06

0.08

0.07

office

0.08

0.1

0.13

0.11

TTI

3

2.9

2.9

2.7

PTI

5.2

5

4.8

4.3

BI

0.8

0.7

0.6

0.5

unreliable

30%

28%

45%

12%

freeway

34%

44%

26%

16%

448

Bronx
Congestion type in Bronx County is like that in Queens County, which displays four types of
congestion: morning peak, strong afternoon peak, daytime peak, and no peak. Most of segments
are displaying strong afternoon peak or daytime peak, afternoon and daytime peak are become
increasingly stronger from Monday to Friday. In Figure 55, group 1 shows strong late afternoon
peak, group 2 shows strong early morning peak, while group 3 display multiple peaks in a day
and relatively stronger afternoon peak.

85

Figure 55. Congestion Pattern in Bronx County (heatmap)

Figure 56. Congestion Pattern in Bronx County
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In Table 16, most segments in Bronx County are grouped as daytime congestion (group 3),
which display the lowest average annual daily traffic, higher residential and office density, the
highest TTI and the lowest unreliable and freeway percentage. In other words, most segment
that indicate daytime congestion in group 3 are non-freeway, likely to be reliable, and more
congested in general (the highest TTI).
Group 1 and 2 representing afternoon and morning peak, respectively, both show high
freeway percentage, relatively high unreliable percentage, and high average Buffer Index and
Planning Time Index. High percentage of freeway always present high Average Annual Daily
Traffic.
Table 16. Congestion Pattern in Bronx County

count
crash
ted
aadt
resident
retail
office
TTI
PTI
BI
unreliable
freeway

Group 1

Group 2

Group 3

222
45
69898
72558
0.78
0.05
0.07
2.6
4.9
0.8
47%
64%

162
42
58147
61930
0.67
0.04
0.05
2.6
5.1
0.9
50%
64%

383
42
66198
37685
0.82
0.05
0.08
2.8
4.8
0.7
23%
23%

Group 4
(unknown)
30
17
25
60356
0.8
0.05
0.09
2.3
3.8
0.7
63%
47%

Richmond
Four Congestion types in Richmond are displayed: morning peak (group 3), afternoon peak
(group 2), daytime peak (group 1), unknown (group 4). Most segments display daytime peak,
followed by afternoon peak and morning peak. Unknown shows the least number of segments.
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Figure 57. Congestion Pattern in Richmond County (heatmap)

Figure 58. Congestion Pattern in Richmond County
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In Table 17, morning and afternoon congestion pattern present the highest average total
excessive delay, average annual daily traffic, and percentage of freeway. Group 3 (morning peak)
displays the highest Planning Time Index and Buffer Index and unreliable percentage.
Table 17. Congestion Pattern in Richmond County

count
crash
ted
aadt
resident
retail
office
TTI
PTI
BI
unreliable
freeway

Group 1

Group 2

Group 3

242
30
27226
27668
0.16
0.01
0.01
2.2
3.5
0.6
15%
26%

92
40
63431
66290
0.17
0.01
0.01
2.2
4
0.9
35%
49%

37
39
70257
78480
0.17
0.01
0.01
2.2
5
1.3
68%
54%

Group 4
(unknown)
21
10
10
44412
0.16
0.01
0.01
2.2
4.5
0.9
76%
24%

Nassau
Nassau County displays four types of congestion: morning peak (group 1), slight afternoon
peak (group 2), strong afternoon peak (group 3), daytime peak (group 4). There is a small portion
in group 4 are no peak.
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Figure 59. Congestion Pattern in Nassau County (heatmap)

Figure 60. Congestion Pattern in Nassau County

Morning and afternoon(strong) peak both display high average total excessive delay,
average annual daily traffic, residential rate, unreliable percentage, and freeway percentage. In
other words, segments in these two groups are likely to be freeway (87% and 63%) and likely to
be unreliable. Most segments in Nassau County are slight afternoon peak (group 2), compared
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to strong afternoon peak (group 3), they both display high overall congestion level (Travel Time
Index), and Planning Time Index, slight afternoon peak shows lower average total excessive delay
and average daily traffic, residential density, unreliable percentage, and freeway percentage.
Slight afternoon peak is more likely to occur on non-freeway, while strong afternoon peak is more
likely to occur on freeway.
Table 18. Congestion Pattern in Nassau County

count
ted
aadt
resident
retail
office
TTI
PTI
BI
unreliable
freeway

Group 1
123
35870
107143
0.35
0.01
0
1.8
3.2
0.7
33%
87%

Group 2
401
28124
49386
0.27
0.01
0
2.5
4
0.6
15%
21%

Group 3
245
53457
100880
0.34
0.02
0
2.4
4.4
0.8
42%
63%

Group 4
278
16541
46565
0.29
0.02
0
2.2
3.4
0.5
14%
31%

Rockland
Three groups are classified in Rockland County, compared with other counties, most
segments in Rockland do not display strong congestion type. While this pattern is also observed
in Brooklyn, this occurs because there is little congestion at all times in Rockland rather than
because severe congestion is distributed as in Brooklyn. This can be found out by looking at
performance measurements in each group and compared to Brooklyn. Slight morning and
afternoon peak can be observed from group 1 and 3, while most segments are grouped as slight
afternoon peak in group 2. In Figure 61, group 2 displays multiple peaks in a time, but afternoon
peak is more apparent, therefore group 2 is summarized as slight afternoon peak congestion.
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Figure 61. Congestion Pattern in Rockland County (heatmap)

Figure 62. Congestion Pattern in Rockland County

Most segments in Rockland County show multiple peaks (daytime peak) in group 2. They
display lower average total excessive delay, average daily traffic, maximum level of travel time
reliability, Planning Time Index, Buffer Index, unreliable percentage, and freeway percentage. In
other words, group 2 are mostly non-freeway and more reliable. Although they are overall very
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congested (high Travel Time Index), but their PTI and BI are not high. Morning peak (group 1)
presents the highest average total excessive delay, average annual daily traffic, and average
maximum level of travel time reliability. About 89% percent of them are freeway, and very
unreliable.
Table 19. Congestion Pattern in Rockland County
Group 1

Group 2

Group 3

count
ted
aadt
lottr

19
43900
105123
1.8

205
9939
26273
1.3

63
23979
70343
1.3

TTI

1.6

1.8

1.6

PTI
BI
unreliable
freeway

3.4
1.1
74%
89%

2.7
0.5
11%
30%

2.6
0.5
24%
73%

Suffolk
Suffolk County displays three groups, group 1 is strong early morning peak, group 2 display
multiple peaks but afternoon peak is relatively stronger, which can be summarized as daytime
peaks, while group 3 is strong afternoon peak.

Figure 63. Congestion Pattern in Suffolk County
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Figure 64. Congestion Pattern in Suffolk County

Most segments show daytime peak (group 2), but lower average total excessive delay, average
annual daily traffic, Buffer Index, unreliable percentage, and freeway percentage.
Table 20. Congestion Pattern in Suffolk County

count
ted
aadt
lottr
TTI
PTI
BI
unreliable
freeway

Group 1
125
21101
92959
1.4
1.7
3.1
0.8
27%
73%

Group 2
980
8180
34483
1.3
1.9
3
0.5
15%
30%

Group 3
291
28050
67525
1.4
2.1
3.7
0.7
22%
42%

Westchester
Westchester County shows five groups: slight late afternoon peak (group 1), strong late
afternoon peak (group 2), daytime peak (group 3), strong early morning peak (group 4), and
unknown (group 5).
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Figure 65. Congestion Pattern in Westchester County (heatmap)

Figure 66. Congestion Pattern in Westchester County
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Strong afternoon and morning peak (presented by group 2 and 4) are mostly freeway,
indicating higher average total excessive delay, average annual daily traffic, and Buffer Index.
Most segments are categorized as slight afternoon peak and daytime peak (group 1 and 3), which
both display low unreliable probability. Least number of segments are grouped as unknown in
group 5.
Table 21. Congestion Pattern in Westchester County

count
ted
aadt
lottr
TTI
PTI
BI
unreliable
freeway

Group 1

Group 2

Group 3

Group 4

630
11386
37302
1.2
2
3
0.4
8%
48%

186
22140
71526
1.5
1.9
3.5
0.9
36%
76%

535
8930
32122
1.2
1.8
2.8
0.5
9%
37%

119
16750
65557
1.5
1.7
3.2
0.9
45%
75%

Group 5
(unknown)
41
3
44551
1.7
2
3.4
0.6
71%
41%

Putnam
Putnam County indicates three congestion groups: early morning peak, late afternoon peak
and daytime peak.

Figure 67. Congestion Pattern in Putnam County (heatmap)
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Figure 68. Congestion Pattern in Putnam County

Late afternoon peak and early morning peak (group 2 and 3) are both showing higher
average total excessive delay and freeway percentage. Early morning peak are mostly freeway
and display high unreliable percentage.
Table 22. Congestion Pattern in Putnam County

count
ted
aadt
lottr
TTI
PTI
BI
unreliable
freeway

Group 1
64
4959
21752
1.1
1.4
1.9
0.3
2%
25%

Group 2
34
10482
33535
1.2
1.4
2.1
0.4
3%
44%

Group 3
9
17208
47220
1.5
1.5
3
1
56%
78%

7.5.2 Congestion Type VS Interstate
In Figure 69, about 42.5% Interstates are displaying afternoon congestion pattern, 23.7%
Interstates are showing Morning congestion pattern. Therefore, in total, 66.2% Interstates are
presenting either morning or afternoon congestion pattern. Considering every segment is
comparing with its own 90th quantile threshold regardless of severity of congestion, congestion
pattern here means relatively more congested period on its own. For instance, New York County
does not display morning congestion pattern does not mean in the morning New York is not
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congested. It means for segments in New York County, their most congested time are all occur
during afternoon peak instead of morning.
Congestion pattern of Interstate

Congestion pattern of non-Interstate

Figure 69. Congestion pattern of Interstates and non-Interstates.

For non-Interstate NHS segments, more than half (around 63.4%) are presenting daytime
congestion peak, 27.4% are afternoon peak, and only 9% are morning peak period congestion.
In summary, Interstate NHS segments display more peak period congestion, while non-Interstate
NHS segments display more daytime congestion.
In Table 23, segments with afternoon peak congestion display a little higher average TTI (2.5)
than morning and daytime peak segments, however, both standard deviation and maximum TTI
of afternoon peak are much higher than the other two. It indicates that, in terms of TTI, overall
congestion level of these three congestion patterns shows small difference, but segments
labelled as afternoon congestion pattern display higher variability. For PTI, both morning and
afternoon pattern show higher mean, maximum and standard deviation than that of daytime
peak, segments labelled as morning/afternoon congestion are more unpredictable than daytime
segments. This is the same for buffer index. In terms of Truck Travel Time Reliability (TTTR), three
groups do now show big difference, except morning and afternoon congestion are a little higher
than daytime congestion (higher TTTR, more unreliable segments are). Both morning and
afternoon congestion display a little higher average maximum Level of Travel Time Reliability
(LOTTR) than daytime peak, but much higher standard deviation than daytime congestion, which
means morning and afternoon congestion segments are more unreliable than daytime
congestion segments. This is the same for total excessive delay and average annual daily traffic.
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Table 23. Performance measurement of congestion pattern.

TTI
PTI
BI
TTTR
LOTTR
TED

AM Peak
(n= 925)
mean
max
standard mean
deviation
2.3
34.8
1.4
2.5
4.3
70.5
3.1
4.5
0.8
3.1
0.5
0.8
1.9
6.0
1.1
1.9
1.6
4.0
0.4
1.5
63552 2096730 152563 63639

PM Peak
Daytime Peak
(n = 2479)
(n =5151)
max
standard mean
max
standard
deviation
deviation
95.3
2.2
2.3
57.6
1.2
150
3.8
3.6
71.6
2.2
3.1
0.4
0.5
2.7
0.3
9.2
1.0
1.7
7.9
1.1
4.8
0.4
1.3
6.0
0.3
1454632 114443 35240 3225988
98206

AADT
Crash

79049
44

276476
356

248004
348

51917
45

67628
49

51755
45

35770
41

276476
519

33608
38

7.5.3 Machine Learning modeling
After labeling segments with congestion pattern, it is interesting to investigate if these
patterns could be predicted using its own road characters (such as AADT,
Interstate/non0Interstate, land use density in the area, etc.). Because congestion pattern is a
categorical variable, two classic machine learning methods for predicting categorical variables
will be tested here: Decision Trees, and Bayesian classification. Congestion pattern will be used
as dependent variable, AADT, Crash frequency, land use density, probability of bus/car/truck,
length of segments (miles), are selected as independent numerical variables, through lanes,
facility type (one-way/two-way), Freeway/non-Freeway, structure type (Bridge/other), f-system
(Interstate/P_A_Freeway/P_A_other/local etc.) are selected as independent categorial variables.
Decision trees
By using a heuristic called recursive partitioning, Decision trees are widely known as “divide
and conquer” as they separate the data into small parts, and then repeatedly into smaller part
until the data reaches sufficient homogeneity or certain stopping criterion was met.
Both numerical and categorical variables are applied in Decision Tress modeling. There are
7700 samples in the training data with number of 20 features (predictors) and a tree size of 111.
First branch of the tree model, evaluation on training data, and evaluation on test data are
displayed in Figure 70. The evaluation on training data is a confusion matrix, which is a crosstabulation that indicates the incorrectly classified records from the model in the training data. It
shows that the model incorrectly classified 2356 out of 7700 samples with an error rate of 30.6%.
Moreover, from attributes usage, the highest usage attributes (larger than 50%) include: AADT,
Facility type, Type, probability of cars, and though lanes. Given that decision trees tend to overfit
training dataset, the error based on training data, may be optimistic. Therefore, continuing
evaluate test data is essential.
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First branch in the decision tree

Evaluation on training data

Evaluation on test data

Figure 70. Performance of decision trees model applied on congestion pattern.

From the evaluation on test data, the model correctly predicted that 3 out of 855 (0.4%)
as morning congestion, 438 out of 855 (51.2%) as daytime congestion, 100 out of 855 (11.7%)
as afternoon congestion. Total accuracy rate is 63.3%, and error rate is 36.7% which is worse
than its performance on training data. Given that a model’s performance is usually worse on
unknown data, this result is not unexpected. This error rate does not make decision tree a good
model for our dataset. Considered the difference of proportion of congestion pattern is big
(most segments labels as daytime congestion, least labels as morning congestion), the correct
rate within each congestion pattern is: 3 out 17 (17.6%) for morning congestion, 438 out of 646
(67.8%) for daytime congestion, and 100 out of 192 (52%) for afternoon congestion. Both
daytime congestion and afternoon congestion display over 50% accuracy rate, which are higher
than morning accuracy rate (only 17.6%).
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Naïve Bayes Classification
Naïve Bayes Classification is rooted in the idea that classifiers utilize training data to
calculated probability of outcome based on evidence from feature values with an assumption of
predictors’ independence.
Therefore, before the test, all potential predictors are tested with correlation to check
independence among them. In this case, dependent variable “congestion pattern” is removed,
and all predictors are tested on correlation in Figure 71. Strong correlation between “Crash
frequency” and “miles”, “probability of cars” and “probability of bus”/probability of truck” are
observed, therefore, “miles” and “probability of cars” are removed from predictors.

Figure 71. Correlation matrix of predictors for Naïve Bayes Classification

From the confusion matrix of training data shown in Figure 72, the model correctly predicts
212 out of 6322 segments as morning congestion, 3334 out of 6322 segments as daytime
congestion, 608 out of 6322 segments as afternoon congestion pattern. Total accuracy rate is
65.7%, and error rate reaches 34.3%. From evaluation of test data, the accuracy rate still around
65% which is not good enough. Considered that proportion of congestion pattern varies, accuracy
rate within each congestion pattern from train data is: 31% for morning congestion, 88% for
daytime congestion, and 33% for afternoon congestion. This rate does not change much for test
data. Compared to decision trees, overall accuracy rate of Naïve Bayes does not increase (still
around 65%), but accuracy of predicting daytime congestion increase to 88% while afternoon
accuracy rate decrease to lower than 50%.
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Evaluation on training data

Evaluation on test data

Figure 72. Evaluation on train and test data
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Conclusions:
By making a comparison of all 10 counties, some conclusions can be made: all counties
display afternoon peak (either strong or slight or both) and New York is the only county that does
not show morning peak.
Table 24. Congestion Pattern in 10 counties
AM

PM
Strong

Daytime
Light

New York
Queens
Kings
Bronx
Richmond
Nassau
Rockland
Suffolk
Westchester

Other key findings from this section include:
1. Most segments display daytime peak.
2. High percentage of freeway usually indicates high average annual daily traffic.
3. Groups demonstrating high average PTI, and BI are likely to be unreliable.
4. Morning and afternoon peak usually generate high crash rates and average annual daily
traffic delay.
5. When most segments in the county are super congested, they do not display obvious peak,
for example like Kings; however, when most segments are overall less congested compared with
other counties, they also do not display obvious peak, for example like Rockland.
6. Segments experience morning and/or afternoon peak are more congested than daytime
segments. Moreover, they are also more unreliable and experience more peak period delay than
those of daytime.
7. Both Decision Trees and Naïve Bayes Classification do not achieve high accuracy rate
(both around 65%) in modeling congestion patterns.
8. In these models, prediction of daytime congestion is more accurate than morning and
afternoon congestion. This may be because daytime congestion has larger sample size compared
with other two.
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Chapter 8 Weather Impact on travel speed
To investigate how regional weather may impact travel speed geographically, five counties
in New York City are selected with regional weather data from their nearest weather station.
Hourly weather data in the year of 2018 was downloaded from the National Center for
Environment Information68.
In this chapter, a city-scale analysis was performed on the traffic speed impacted by weather
pattern for the New York City. A weather pattern was categorized by applying self-organizing
maps (SOM) to four main attributes selected as representative characteristics of weather:
precipitation, wind speed, visible distance, and temperature. Drawing cumulative distribution
function graphs by different road type and weather pattern. Look into how segments affected by
weather pattern by counting the number of frequency that vehicles drive faster or slower than
usual and calculate their occurrence percentage.

8.1 Background
Weather factors such as rainfall and temperature can largely affect traffic flow and increase
traffic delays. Research conducted by Zhang and Chen concluded that snow events cause a more
serious impact than rain events on travel times. Furthermore, the weather impact is more
significant on travel time reliability than average delay, and its impact magnitude has a direct
relationship to the level of recurrent congestion.69
Lam et al. found out that the rainfall intensity does not have a key impact on traffic jam
density but has severe impacts on urban road critical traffic stream parameters. They assessed
the urban road performance by generalizing speed-flow and speed-density functions and found
these methods especially useful to analyze cities with high annual rainfall intensity.70 Akin stated
that the average vehicular speeds reduced by 8 to 12% and capacity by 7-8% due to rain.
Furthermore, the average speeds reduced by 6 to 7% because of wet surface conditions, as well
as traffic volume, which has significant reduced due to the light snow.71 In a similar study, Essien
found out the average speed reduces 2.6% and 9.7% respectively under moderate rainfall and
Heavy rainfall weather condition.72
As mentioned by Camacho, under inclement weather conditions such as wind speed, rain,
snow and visibility loss, the free-flow speed has a different level of reduction. Findings include
but are not limited to: (1) during snow conditions, the speed has dramatically decreased; (2)
68 https://www.ncei.noaa.gov/metadata/geoportal/rest/metadata/item/gov.noaa.ncdc:C00532/html
69 Xu Zhang, Mei Chen, "Quantifying the Impact of Weather Events on Travel Time and Reliability", Journal of Advanced
Transportation, vol. 2019, Article ID 8203081, 9 pages, 2019. https://doi.org/10.1155/2019/8203081
70 Lam, W.H.K., Tam, M.L., Cao, X., Li, X.: Modeling the effects of rainfall intensity on traffic speed, flow, and density
relationships for urban roads. J. Transp. Eng. 139(7), 758–770 (2013). https://doi. org/10.1061/(ASCE)TE.1943-5436.0000544
71 Darcin Akin, Virginia P. Sisiopiku, Alexander Skabardonis,” Impacts of Weather on Traffic Flow Characteristics of Urban
Freeways in Istanbul”,Procedia - Social and Behavioral Sciences, Volume 16,2011,Pages 89-99,ISSN 18770428,https://doi.org/10.1016/j.sbspro.2011.04.432.
72 Essien A., Petrounias I., Sampaio P., Sampaio S. (2018) The Impact of Rainfall and Temperature on Peak and Off-Peak Urban
Traffic. In: Hartmann S., Ma H., Hameurlain A., Pernul G., Wagner R. (eds) Database and Expert Systems Applications. DEXA
2018. Lecture Notes in Computer Science, vol 11030. Springer, Cham. https://doi.org/10.1007/978-3-319-98812-2_36
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when the wind speed over 8m/s could affect the traffic speed; and (3) the influence of visibility
loss shows a logarithmic form.73 Zhang found out that under light rain, the road capacity and the
free-flow speed reduced 7.26% and 3.07%; reduced 10.87% and 6.64% under medium rain;
reduced 17.09% and 6.64% respectively under heavy rain.74
To investigate traffic stream behavior and critical stream parameters (free-flow speed,
capacity, speed at capacity and jam density) by using inclement weather attributes (precipitation
and visibility), Rakha found out when the rain and snow intensities increase, the free-flow speed
and speed at capacity decrease.75

8.2 Methodology
To investigate the impact of weather conditions on traffic performance, the following
procedure was implemented:
1. Select the nearest weather collecting station from five counties of New York on NOAA:
LaGuardia Airport, John F. Kennedy Airport (JFK), Wall Street, Linde Airport, Newark Airport, and
Central Park. Download hourly weather data in the year of 2018 from these five stations.
2. Extract useful information from the hourly weather data. Four variables are selected:
temperature, wind, precipitation, and visibility.
3. For each hour, there exists different SOURCE code (4,6,7). Each source code gives slightly
different values. But code 7 exists in every hour, while 4 and 6 exists in some of them which could
be regarded as a supplement. Therefore, Source code 7 was filtered as the main hourly weather
information to work on.
4. Apply SOM to pre-processed matrix. In this case, a 20*20 map was created, in total 400
nodes. Each nodes shows the magnitude of each variable in the weight vector. Each hourly values
are assigned to one of the 400 nodes.
5. Conduct a second-level clustering on above SOM modeling result using k-means
clustering method.
6. To achieve pattern of weather, add cluster groups back to original data, aggregate the
four variables (temperature, wind, precipitation, and visibility) by clusters, then summarize each
cluster’s characteristic by their mean and standard deviation.
7. Plot weather pattern’s cumulative distribution function (CDF) of travel speed based on
types of the NHS segments using “f-system” separating segments as Interstate, Principal Arterial
-Freeway or Express way, Principal Arterial-other, local, etc.
8. Calculate average hourly travel speed of each segment by time of day, compare travel
speed to average speed by types of weather pattern, count frequency of hour when travel speed
exceeds average under different weather. Then calculate percentage of frequency that the travel
73 Camacho, F., García, A., Belda, E.: Analysis of impact of adverse weather on freeway free-flow speed in Spain. Transp. Res.
Rec. J.Transp. Res. Board. 2169(2169), 150–159 (2010). https://doi.org/ 10.3141/2169-16
74 Zhang, W., Li, R., Shang, P. et al. Impact Analysis of Rainfall on Traffic Flow Characteristics in Beijing. Int. J. ITS Res. 17, 150–
160 (2019). https://doi.org/10.1007/s13177-018-0162-x
75 Rakha, H., Farzaneh, M., Arafeh, M., Sterzin, E.: Inclement weather impacts on freeway traffic stream behavior. Transp. Res.
Rec. J. Transp. Res. Board. 2071(1), 8–18 (2008). https://doi.org/10.3141/ 2071-02
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speed higher than average travel speed. Set one standard deviation as threshold, segments
showing more than 60% of time higher than average indicate under certain type of weather,
vehicles on this road segment are more likely to drive faster than average condition.

8.3 Results
8.3.1 Weather patterns and their labeling
Table 25 summarizes the four representative attributes from weather data, and travel speed
from “Interstate”, “Principal Arterial Freeway or Expressway”, and “Principal Arterial -Other”.
Table 25. Summary statistics of the data used in this work.
Weather
data

NPMRDS
Travel
speed

Temperature (°C)
Precipitation (mm)
Wind Speed (m/s)
Visibility (m)
Interstate (mph)
P_A_Freeway (mph)
P_A_Other (mph)
Other

mean
12.7
0.09
38.2
14715
40.1
35.6
14.5

s.d.
10.1
0.55
27.2
3580
13.8
17.0
8.01

min
-15.6
0
0
0
3
3
3

max
36.7
19.6
216
16093
99
99
99

count
614 (13%)
924(20%)
2859 (63%)
263(6%)

Figure 73 shows the code plot (left) and cluster map (right). Code plot (fan diagram) was
achieved by applying SOM to the weather data, with each node in the code plot representing the
magnitude of each weather variable in the node. These nodes were further classified into five
general groups by applying k-means clustering approach, shown in the cluster map on the right.
To labels these five groups, hourly mean and standard deviation of each weather parameters are
presented in Figure 74.
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Figure 73. Codes Plot and Cluster Map from SOM

In above cluster map, green and red color represent “Good weather (Hot)” and “Good
weather (Cold)”, indicating that most times of the year, weather was good in New York City.
Other than that, rest of the time was either “High wind” or “Moderate rainfall”. The least amount
of time was “Heavy rainfall” (colored in purple).
In figure 74, Cluster-1 has average temperature, no precipitation, good visibility but strong
wind. Cluster-1 was labelled as “High wind”. Cluster-2 has slight precipitation, slight wind, and
low visibility. Therefore, Cluster-2 was labelled as “Moderate rainfall”. Cluster-3 has high
temperature, no precipitation, moderate wind, and good visibility, labelled as “Good weather
(Hot)”. Cluster-4 has low temperature, no precipitation, moderate wind, and good visibility,
labelled as “Good weather (Cold)”. Similarly, Cluster-5 shows high precipitation, moderate wind,
and low visibility, was labelled “Heavy rainfall”.

Figure 74. Hourly Mean and SD plot of weather attributes for all clusters.

After labeling weather patterns, all weather data with label was assigned to each segment
by their nearest weather station. Figure 75 presents CDFs of hourly travel speed for different
weather patterns for all NHS segments in New York City. Separating road segments using “fsystem” into: Interstate, Principal Arterial- Freeway/Express way, Principal Arterial -Other, Minor
A, Major C, local, and other. Interstate and Principal Arterial – Freeway/Expressway display
similar shape, while Principal Arterial- Other, Minor A, and Major C show similar shape. These
two shapes likely result from differences in the speed limit. Local segments, for which the number
of segments is smallest, show as an unsmooth line.
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Interstate

Minor A

Principal Arterial Freeway

Principal Arterial Other

Major C

Local

Other

Figure 75. CDF of average hourly travel speed by road type and weather pattern

8.3.2 Significant test results
To check if there is significant difference between different weather patterns labelled above,
ANOVA testing was conducted on the average hourly travel speed. All seven types of segments
were tested, and ANOVA displayed p-value <0.05 for all categories. Therefore, with 95%
confidence interval, we can reject the null hypothesis that all means are equal. In conclusion,
there is a significant variation between weather patterns for all types of roads in average hourly
travel speed.
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8.3.3 Comparison with average travel speed
To further investigate how segments react to different weather patterns, the hourly travel
speed under different weather patterns was compared to the average travel speed at the same
time of day. For instance, the average travel speed of segment 123456 at 7:00 am is 35 mph, and
on Jan 1st ,7:00 am under “Good weather (cold)” weather pattern the hourly travel speed is 30
mph, which is slower than usual in the same hour. Therefore, vehicles drive slower under
corresponding weather pattern. In this case, frequency of slower/faster-than-average was
counted, and proportion of faster/slower than average for each segment under each weather
pattern was calculated. Assume these percentage follow a normal distribution, by setting one
standard deviation away from its mean, the upper threshold and lower threshold was defined.
After calculation, mean of the percentage is 0.482, standard deviation is 0.066. Percentage higher
than one standard deviation (0.548) or smaller than one standard deviation (0.416) is labeled as
likely to drive faster or slower under this weather pattern. Figure 76 shows the percentage of
higher-than-average travel speed of each segment under different weather pattern. The mean
faster than average percentage different weather pattern is close to 0.5, except under “Heavy
Rain” most segments are more likely to have slower vehicles.

Figure 76. Boxplot of percentage of higher-than-average speed by weather pattern

To quantify segments that vehicles are likely to drive faster under certain weather types,
Table 26 displays the number of segments on which vehicles drive-faster-than-average under
different weather patterns. Among all segments that vehicles drive faster, most of them are
under “Good weather (Hot/Cold)”, least number of segments that vehicles drive faster under
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heavy rain. To be noticed, one segment could be counted more than once, for example, it could
be faster under both cold good weather and hot good weather.
Table 26. segments that vehicles drive-faster-than-average
Weather Type
Good Weather (Hot)

1008

Good Weather (Cold)

835

Heavy Rain

191

High Wind

476

Moderate Rain

244

Interstate
310
31%
336
40%
2
1%
174
37%
27
11%

P_A_freeway
441
44%
290
35%
19
10%
164
34%
39
16%

P_A_other
240
24%
183
22%
163
85%
119
25%
167
68%

Other
17
2%
26
3%
7
4%
19
4%
11
5%

Moreover, among segments that vehicles drive faster under “Good weather (Hot/Cold)”,
most occur on “Freeway” (includes both Interstates and Principal Arterial Freeway/Expressway).
Segments that vehicles drive faster under “Heavy Rain” are mostly “non-Freeway”. The reason
that causes vehicles passing certain non-Freeway could drive faster under heavy rain could be
less there are fewer vehicles on the street, less pedestrians crossing the road, and generally less
on-street activity of all types.
Among segments that drive-slower-than-average, most of them are under rainy days
(moderate or heavy). In Table 27, “Primary Arterial – Other” display more segments that vehicles
are likely to drive slowly under different weather pattern. In other words, “Principal Arterial –
Other” are more likely to be affected by weather compared to other types of roads. Under “Heavy
Rain” or “Moderate Rain”, “Interstate”, “Principal Arterial – Freeway” and “Principal Arterial –
Other” are all displaying large number of segments that vehicles are likely to drive slower than
average.
Table 27. segments that vehicles drive-slower-than-average
Weather Type
Good Weather (High Temp)

Count
348

Good Weather (Low Temp)

200

Heavy Rain

1015

High Wind

296

Moderate Rain

397

Interstate
22
0.3%
6
3%
313
31%
21
7%
134
34%
110

P_A_freeway
37
11%
20
10%
302
30%
30
10%
118
30%

P_A_other
266
76%
164
82%
372
37%
229
77%
135
34%

Other
23
7%
10
5%
28
3%
16
5%
10
3%

Conclusion:
1. Five weather patterns were labeled using attributes: Temperature, Precipitation, Visibility,
and Wind Speed.
2. There is a significant variation between weather patterns for all types of roads in average
hourly travel speed.
3. Vehicles that are more likely to drive faster under different weather pattern are mostly
from “Freeway”. Segments that are more likely to drive slower under different weather type are
mostly from “non-Freeway”.
In summary, after labeling weather patterns and likelihood of vehicles will drive faster or
slower under different weather pattern, in future studies, we can conduct a risk prediction for
segments based on weather patterns. If we have weather predictions for tomorrow, for instance,
we can apply these predicted weather attributes to SOMs models and obtain weather patterns.
Afterwards, based on our labels, we can predict if vehicles are more likely to go faster/slower
tomorrow for specific roads. Moreover, in future research, we can conduct average daily zone
travel speed based on weather and roads in the zone.
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Chapter 9. Performance based classification of segments
After all these studies on NPMRDS, it is still a question how NPMRDS could represent the
segments and deliver deeper information from this data set. And after testing various machine
learning methods to predict performance measures, it is still hard to say we can predict the
performance well. However, instead of predicting performance measures, classifying these
segments using performance measures can be a good way to produce additional useful
information from this dataset. In other words, after calculation of performance measures, further
study could concentrate on how to use them as a reference to classify segments.
In this chapter, a performance measure-based classification of segments was conducted by
applying Self-Organizing Maps (SOMs) to four performance measures (TTI, PTI, BI, TED) obtained
in previous study. It aims to explain after obtaining performance measures like TTI, PTI, BI, how
could we summarize segments by their performance measures and furthermore, label them.
Segments labelled differently could be treated with different transportation policy interventions.

9.1 Background
Since performance Measures like Peak Hour Excessive Delay (PHED) were introduced by
FHWA in 2018, research related to PHED, and other performance measures are rare. Only a few
studies have classified road segments using their performance measures and applied
unsupervised machine learning methods such as Self-Organizing Maps (SOMs). Giuliano and
Chakrabarti conducted as case study of highway system performance (Buffer Index) in Los
Angeles County to identify similar groups of highway systems by applying cluster analysis on
geometric and demand attributes. 76Chen at al. applied Self-Organizing Maps (SOMs) to separate
flow data of links into different clusters representing one pattern each. 77

9.2 Methodology
Considering that segments’ congestion levels vary largely between New York City and other
counties, conducting an analysis on the full region’s data could present a heavily skewed data set.
Therefore, only segments from the five counties in New York City were selected as research data
set in this chapter. For every NHS segment in the city, an average TTI, PTI, BI, and Total Peak
Period Excessive Delay (TED) was calculated. A correlation matrix was plotted at first to help
understand correlations between these four attributes. Then, classic clustering algorithms
(including k-means and hierarchical) and SOM were tested on the data set. By comparison, SOM
works better, while clustering algorithms are still highly affected by skewness of the data.
Therefore, by applying SOM, segments were classified by their contribution in the four attributes,
and classification result was visualized by attributes with mean and error bar (standard deviation).
76

Giuliano, G., & Chakrabarti, S. (2020). Analyzing intra-metropolitan variation in highway traffic performance in
Los Angeles using archived real-time data. Transportation Planning and Technology, 43(8), 751-770.
77
Chen, Y., Zhang, Y., Hu, J., & Yao, D. (2006, September). Pattern discovering of regional traffic status with selforganizing maps. In 2006 IEEE Intelligent Transportation Systems Conference (pp. 647-652). IEEE.
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Finally, a discussion about these groups is conducted by reliability, Interstate/non-Interstate,
spatial locations, and representative cases from each group.

Figure 77. Flow chart of methodology
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9.3 Results
9.3.1 Correlation Matrix
As displayed in Figure 78, TTI and PTI shows a strong linear correlation (0.84), indicating that
a segment with a high average TTI is very likely to have a high PTI. Other than that, PTI and BI also
presents a strong correlation (0.63). Except that, other attributes are all positively related, but
are not heavily correlated. Like TED, it shows positive correlations with other attributes, but it
does not present strong linear correlations with them: 0.19 with TTI, 0.19 with PTI, only 0.07 with
BI.

Figure 78. Correlation matrix between TED, TTI, BI, and PTI.

9.3.2 Classification of segments
Figure 79 shows the codes plot (left) and cluster map (right). Code plot (fan diagram) was
achieved by applying SOM with each node in the code plot representing the magnitude of each
performance attribute in the node. These nodes were further classified into four general groups
by applying hierarchical clustering approach (both k-means and hierarchical were tested,
hierarchical works better with more reasonable group cuts), as shown in the cluster map on the
right. In the cluster map (right), you can tell the difference in each group. BI shows the largest
contribution to nodes in group 1, second contribution attribute is PTI. In group 2, both TTI and
PTI present large magnitude while other attributes do not. In group 3, all attributes within the
nodes show small magnitude, which indicates these segments are less congested. In group 4, TED
presents the largest magnitude, and other attributes’ magnitude can also be observed.
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Figure 79. Codes Plot and Cluster Map by SOM to performance attributes.

To better visualize these four groups, average attribute with error bar (standard deviation)
of each performance are presented in Figure 80. As displayed, Group 1 demonstrates the largest
BI, medium PTI and TTI, but low TED. Group 2 demonstrates the largest TTI, PTI, medium BI, and
low TED. All attributes are low in group 3. Group 4 presents the largest TED, medium TTI, BI, and
PTI. This has been summarized in Table 28.

Figure 80. Average attributes with standard deviation error bar for all clusters.
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Group 1
Group 2
Group 3
Group 4

Table 28. Summarization of groups
High
Medium
BI
PTI, TTI
TTI, PTI.
BI
TED
TTI, BI, PTI

Low
TED
TED
TTI, PTI, BI, TED
-

9.3.3 Analysis of Reliability of classified groups by Interstates/non-Interstates
To investigate how these groups vary by reliability and Interstates/non-Interstates, Table 29
gives a summary by total number in each group and percentage of reliability of Interstate/NonInterstate. As displayed, group 1 with high BI, medium PTI and TTI, but low TED are mostly (57%)
unreliable non-Interstate segments, followed by unreliable Interstate (22%). Therefore, majority
of segments (around 80%) classified in group 1 are unreliable, which is consistent with its
characteristic of high BI. To be noticed, the total number of non-Interstates (3793) is higher than
Interstate (577) in New York City.
More than 90% of segments in group 2 are non-Interstates, 60 % from reliable nonInterstates, 30% from unreliable non-Interstates. This can be explained as non-Interstates.
Combined with the characteristic of group 2, which are high in TTI, PTI but low in TED, nonInterstates segments are likely to experience continuous congestion, but less peak period delay
compared to Interstate.
Most segments are classified in group 3, and more than 80% of these are reliable nonInterstate, for both Interstate and non-Interstate, the percentage of unreliability reaches 92%. It
is interesting to notice that most of Interstates in each group are unreliable, while reliable
Interstate in each group takes very small proportions (in group 1 only 2%, group 2 only 1%). From
previous conclusions, group 3 represent less congested roads with low values in all performance.
Group 4 is noticed as high total peak period excessive delay (TED), 204 segments from
reliable non-Interstate are labelled in this group.
Table 29. Analysis of Reliability of classified groups by Interstates/non-Interstates

Group 1

Count
788

Group 2

929

Group 3

2354

Group 4

299

Interstate
(n = 577)
Reliable
Unreliable
19
177
(2%)
(22%)
8
43
(1%)
(5%)
221
59
(9%)
(3%)
8
42
(3%)
(14%)

Non-Interstate
(n = 3793)
Reliable
Unreliable
141
451
(18%)
(57%)
589
289
(63%)
(31%)
1962
112
(83%)
(5%)
204
45
(68%)
(15%)

It proves some findings from chapter 4 (analysis of TED and reliability in both Interstate and
non-Interstate) that segments showing the highest TED are mostly unreliable Interstate, but non116

Interstates contribute to majority of TED (which could because of the large number of nonInterstates).
In summary, group 1 represents segments that are mostly unreliable (about 80%). Group 2
represents congested non-Interstate (more than 90%), especially reliable non-Interstate. Group
3 represent less congested segments. Group 4 represents segments experiencing severe peak
period excessive delay.
9.3.4 Spatial Analysis of classified segments
To help understand the four groups labeled, spatial maps were plotted by visualizing each
group separately. Segments in group 1 look long, continuous and kind of connecting to each other.
They can be observed on the boundary of counties and look like Interstates and Freeways.
Looking back to Table 29, 57% of segments in group 1 are unreliable non-Interstate, 22% are
unreliable Interstate. Therefore, it is worth investigating them by Freeway and non-Freeway. In
Table 30, approximate 60% in group 1 are unreliable Freeway, which is as expected.

Figure 81. Spatial map of segments in each group.
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Group 2 is characterized as high TTI, PTI, medium BI, and low TED. About 90% of group 2 are
non-Interstates, the percentage of non-Freeway also reaches 80%. From the spatial map,
segments in group 2 are short and discrete. In Manhattan, they are mainly located in midtown
and downtown. Combined with their performance measures, segments in group 2 are likely to
suffer continuous congestion but not massive peak period congestion, which explains their TTI,
PTI are high, but TED are low.
Table 30. Analysis of Reliability of classified groups by Freeway/non-Freeway

Group 1

Count
788

Group 2

929

Group 3

2354

Group 4

299

Freeway
(n =1478)
Reliable
Unreliable
53
439
(7%)
(56%)
69
101
(7%)
(11%)
595
122
(25%)
(5%)
28
71
(9%)
(24%)

Non-freeway
(n = 2892)
Reliable
Unreliable
107
189
(14%)
(24%)
528
231
(57%)
(24%)
1588
49
(67%)
(2%)
184
16
(62%)
(5%)

Most segments are classified as group 3, which represent less congested roads with low
attributes in all performance. From both table 29 and table 30, majority of them are nonInterstate/non-Freeway, and majority of them are reliable.
Segments in group 4 look shorter than group 1, but longer than group 2. They represent
segments that experience severe peak periods delay. In Manhattan, most of them are close to
tunnels or bridges, and most are north-south/south-north oriented.
In summary, segments in group 1 look long, connecting and locate on the boundary of
counties. From table 30, more than half of them are freeway, unreliable segments reach 80%.
Segments in group 2 look shorter, locate in midtown/downtown of counties. Most of them are
non-Interstates/non-freeway, they present high congestion level, but not suffer severe peak
period delays. Group 3 represents relatively less congested roads. Segments in group 4 are
experiencing most severe peak period delays.
Finally, representative segments from each group will be selected for detailed analysis.
9.3.5 Representative cases from each group
To further understand segments in each group, one segment from each group will be
randomly selected for time-of-day travel speed analysis, and heatmap analysis.
Cases are randomly selected from each group, but to make these cases representative, I try
to select them from the largest proportion within the group and attributes close to the group
mean. For instance, more than half of segments in group 1 are freeway, and approximate 80%
are unreliable, therefore an unreliable Interstate from Kings County was selected with TTI, PTI,
BI and TED close to group mean.
In Table 31, average travel speed of cases in group 1 and 4 are higher than cases selected
from group 2 and 3, which can be explained by their road types (both cases in group 1 and 4 are
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from Interstates). The case from group 1 is noticed with a high BI (1.21), medium PTI (3.97), low
TTI (1.8) and low TED (48,070 hours). Case from group 2 is showing a high TTI, PTI, medium BI,
and low TED.
Table 31. Statistics of representatives from each group
Group

TMC

County

1

120+05004

Kings

2

120+15287

New York

3

120P15610

Queens

4

120N04986

Richmond

Road
Type
Interstate
NonInterstate
NonInterstate
Interstate

Reliability

TTI

PTI

BI

TED

Unreliable

Average
Speed (mph)
37.8

1.8

3.97

1.21

48,070

Reliable

8.7

3.83

6.25

0.63

9,283

Reliable

21.9

2.06

3.28

0.59

2,405

Unreliable

48.0

2.69

7.34

1.73

230,582

Locations of these four cases selected from each group were plotted in Figure 82. Both case
1 and 4 are Interstates, case 2 and 3 are non-Interstates. Case 1 locates in West 23rd Street which
is close to “Lincoln Tunnels”. Case 2 locates in Kings County, close to “I -278” and “Brooklyn
Bridge”. Case 3 locates in Queens County on “Johns Beach Island”. Case 4 is one of the main
Interstate that cross Richmond County.
Case 1 from Group 1

Case 2 from Group 2

Case 3 from Group 3

Case 4 from Group 4

Figure 82. Locations of representatives from each group\
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After achieving locations and basic information of these spots, a heatmap of them would
be interesting to investigate. The hourly average travel speed heatmap in 2018 for each case
was plotted in Figure 84. Case 1 is showing some dispersive low travel speed throughout the
year. This is quite apparent by comparing with case 4 which presents concentrated afternoon
peak. It proves our conclusion ahead that segments in group 1 were more unreliable and
unpredictable, and low travel speed time is dispersed, and segments in group 4 were suffering
severe peak period excessive delay. Group 2 and 3 are both from reliable non-Interstates, they
look alike by showing stable low travel speed throughout the year. Remembering that group 2
is labeled as high TTI and PTI and group 3 is known as less congested segments, we can also find
this out from the heatmap: the overall travel speed looks faster in case 3 than case 2 (color
represents travel speed is lighter in case 3 than case 2).
Figure 83 plots time of day travel speed from each case. Because case 1 and 4 are both
Interstates, their average travel speed are overall higher than case 2 and 3. This can also be
observed from the color in previous heatmap. Case 1 shows some fluctuations of travel speed
during morning and afternoon peak period, but not strong (most hourly average travel speed
between 30 and 40 mph). Case 4, to the contrary, displays a huge drop of travel speed during
afternoon peak. Case 2 and case 3 are both showing stable travel speed, but average travel speed
in case 3 is larger than case 2. This can be explained as case 2 represent segments with high TTI,
PTI, hence their average travel speed is lower than case 3 which have smaller performance
measures.
Case 1

Case 2

Case 3

Case 4

Figure 83. Average Travel Speed by Time of Day for each case
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Case 1
Case 2
Case 3
Case 4

Figure 84. Hourly travel time heatmap of selected cases
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Conclusions:
Key findings from this case study analysis include:
1. Performance Measures based (TTI, PTI, BI and TED) classification using Self-Organizing
Maps (SOM) works well in separating segments into different groups with each group showing
apparent attributes characteristics.
2. Four groups classified mainly represent: unreliable Freeway (Group 1); high congestion
level, low travel speed, but not suffer severe peak period delays’ non-Freeway (Group 2); less
congested segments (Group3); Segments experienced severe peak period delay (Group 4).
3. When government or transportation agencies intend to solve congestion, they can start
from different groups of segments and treat them based on their characteristics. For instance,
even though segments in group 2 present high TTI and PTI, and their travel speed could be low,
but they were not experiencing severe peak delays. On these segments, area-based policies may
be more effective that strategies that aim to shift demand out of peak periods. In contrast,
segments in group 4 were experiencing severe peak period congestion and delay. They may
benefit from specific treatments such as peak period pricing to help alleviate delays during their
peaks.
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Chapter 10 Conclusions
Quantitative Findings
In New York, Kings, Queens, and Bronx County, the majority of segments’ average annual
TTI are higher than 2, indicating most segments in these counties were experiencing severe
congestion. New York owns the largest county level average TTI, while Queens County has the
largest county level standard deviation and maximum TTI, indicating that the overall congestion
in New York County is more severe than other counties but the most severely congested
segments locate in Queens County. Congestion on weekday is worse than weekends for both
freeway and non-freeway, while non-freeway is more congested than freeway on weekends.
Apparent morning and afternoon peak can be observed from freeway on weekdays. Extreme TTI
segments from Queens, which show large standard deviation, come from freeway.
But things are different for BI, the highest average BI comes from Bronx and Richmond. A
county like New York may experience more continuous congestion, but the Bronx and Richmond
experience more periodic congestion. This could be explained by the directionality of traffic flow
in Bronx and Richmond, which are primarily residential areas, and mainly commuter traffic.
People coming from Richmond (Staten Island)/Bronx County generally travel one-direction in,
and one-direction out, which is why the peak period congestion occurs. Whereas, when it gets
closer to the central area of the city, there are more people travelling in both directions. In New
York County, congestion is more distributed throughout the day because business happens
everywhere, therefore its congestion looks stable and continuous.
A small proportion of segments that experience extreme congestion account for a large
proportion of total delay in Queens and Suffolk County, while the opposite in Kings County, where
a large proportion of segments were experiencing peak period delays. Total delay from all nonInterstates is higher than Interstate due to the number of non-Interstate segments, but the TED
experience by a single Interstate could be extremely high. Segments experiencing the highest
TED are mostly unreliable Interstates. Unreliable Interstates present stronger linear correlation
between max TTTR and TED, implying that trucks could contribute to unreliability and increase
of delay. Therefore, policies that encourage a shift of truck driving time from peak to off-peak
period could be helpful to alleviate peak period congestion on Interstates.
Looking across all performance measures, four classified groups emerge: unreliable
Freeways (Group 1); non-Freeways with a high congestion level, low travel speed, but that do not
suffer severe peak period delays (Group 2); less congested segments (Group3); and segments
that experienced severe peak period delay (Group 4). Among these four groups, the segments in
group 4 need the greatest attention, not only because they experience large peak period delays,
but also their congestion period can be obtained. From the cases studies, we find out the
unreliability of cases 1 and 4 are different. Although they were both labelled as unreliable, the
congestion period of case 1 is unpredictable, while it is clearly observed that case 4 mainly
suffered afternoon peak period congestion which is predictable.
Various Machine Learning methods were applied in this paper, including: GLMs to find out
significant attributes, and ANN to predict TED of segments, Clustering algorithms (k-means,
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hierarchical, etc.) to recognize congestion pattern, Decision Trees and Naïve Bayesian to predict
labelled congestion pattern, SOMs to classify weather patterns using weather attributes and road
segments using performance measures. GLMs work well by providing significant attributes that
could affect the performance, but predicting these performances using either ANN, Decision
Tress or Naïve Bayesian are not working very well. Reasons of this result could be that: (1) there
are not enough predictors; (2) both TED and labeled congestion patterns are calculation or
classification results, in which there exists some error. Results suggest that instead of predicting
performance using machine learning, using them as predictors for classification would be more
valuable, as demonstrated in chapter 10.
Implications for Practice
New York City is widely recognized as a very congested city. However, the metro area
includes counties that represent very urban, suburban, and even exurban conditions. In this
study, when we break apart New York City by county, it is apparent that each county in New York
City is congested, but in different ways.
New York County as the primary central business district demonstrates high average TTI, PTI,
but relatively low BI. By combining all other performances, spatial maps, congestion patterns,
and classification of segments, we can conclude that New York was suffering congestion, but
mostly stable and continuous congestion. The average travel speed is low in New York, but from
a safety perspective, slow travel speed without high delays is safe for both tourists walking on
the street and drivers in the car. This condition may be preferred on many non-freeway segments
in populated areas, even if performance measures indicate high congestion.
Queens County displays extremely large standard deviation of TTI and PTI. Here, most delay
comes from extremely congested segments. Those severely congested segments with extremely
high TTI, PTI and TED, are main corridors near JFK and LaGuardia Airport. Therefore, we can
suggest that to alleviate congestion in a County like Queens that have two large airports, those
worst segments could be selected as target locations for interventions.
Kings County (Brooklyn) is unique. Most segments display a high congestion level, but there
is no obvious congestion pattern. From both congestion Intensity, and proportion of TED, we can
conclude that most segments in Kings are experiencing continuous congestion and suffering peak
period excessive delays. This could be explained by the large residential areas, massive through
traffic in the area, and modes of commuting people select in Kings.
From the case of New York, Queens, and Kings County, we could tell their difference in
congestion patterns, and these differences can inform what is the right policy invention to
address congestion issues in each county, respectively. It is critical to recognize if counties are
experiencing continuous congestion or periodic congestion. For counties/corridors experiencing
more periodic congestion, shifting some of the traffic to a lower demand area or lower demand
period could largely improve traffic in this area. Solutions such as reversable lanes (currently
implemented at the Lincoln Tunnel) could also address this type of congestion.
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Future Research
After labeling weather patterns and likelihood of vehicles driving faster or slower under
different weather patterns, in future studies, we can conduct a risk prediction for segments based
on weather patterns. If we have weather predictions for tomorrow, for instance, we can apply
these predicted weather attributes to SOMs and obtain weather patterns. Afterwards, based on
our labels, reactions of segments to weather types can become a good indicator for traffic
predictions. In future research, we can conduct average daily zone travel speed based on
weather and roads in the zone, and take into account weather lag that could continue to affect
the vehicles on the segments afterwards (such as one hour after raining)
As noted above, predictive models using a limited number of predictors and estimated
performance measures did not perform well. Future research should investigate how additional
predictors might improve the performance of these models. Instead of characterizing TMCs with
TTI, PTI, BI, and TED only, more attributes and classified labels could be combined to make each
segment vivid with a multi-dimensional angle of view. For example, TMCs with all performance
measures calculated, congestion pattern, reactions to weather, and facilities in the neighborhood,
could be dealt with more detail treatments to improve the traffic.
Given that both NPMRDs data and supplementary weather datasets used in this dissertation
are available to states and MPOs for the entire United States, the majority of methods developed
through this work can be replicated for any state, region, or county. A potential barrier to
replication of these methods is the complexity of calculating PHED. To promote the replicability
of these methods, and R-Script for PHED calculate was created for agencies or researchers who
are interested in repeating elements of the work for other geographic areas. The R-script can be
accessed at: https://rpubs.com/Stella_222/800366. In this script, the data of year 2017, 2018,
and 2019 are all calculated for the PHED, which are 27.1, 23.6, and 23.9, respectively. The reason
using three years’ data is because the PHED for New York Region is vacant, using the data of year
before and after can help validate the precision of this result. Apparently, the value for before
and after year are both between 20 and 30, which makes this result more credible.
Other than PHED, agencies intend to build strategies for traffic improvement can work on
classifying the road segments using the performance measures, segments displaying predictable
peaks and experiencing severe peak period delays can be treated with priorities, as their peak
can be obtained, and peak related policy could be a good improvement for them.
Most studies in this paper utilized NPMRDs, with weather data and Pluto land use data for
NYC. It is commonly known that traffic is not solely affected by weather. Other factors like
festivals, sport events, work zone, accidents should also be considered. In future studies, analysis
of traffic in non-recurrent congestion days can be separated from recurrent congested days.

125

Acknowledgement
I would like to thank my mentor, Prof. Alison Conway for her invaluable advice, continuous
support, and patience during my PhD research. Her knowledge, kindness have encouraged me in
all the time of my academic research. I would like to express my gratitude to my internship
manager, Yunhai Zhang for his treasured support and guidance in data science. I would also like
to thank Prof. Devineni and my committee members for all technical support. Finally, I would like
to thank Xiaoxiao Zhang, all my friends, and my family.

126

