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FACTORIZATION OF GENERALIZED
THETA FUNCTIONS AT REDUCIBLE CASE
Xiaotao Sun
Introduction
One of the problems in algebraic geometry motivated by conformal field theory
is to study the behaviour of moduli space of semistable parabolic bundles on curve
and its generalized theta functions when the curve degenerates to a singular curve.
Let X be a smooth projective curve of genus g, and UX be the moduli space
of semistable parabolic bundles on X , one can define canonically an ample line
bundle ΘUX (theta line bundle) on UX and the global sections H
0(ΘkUX ) are called
generalized theta functions of order k. These definitions can be extended to the
case of singular curve. Thus, when X degenerates to a singular curve X0, one
may ask the question how to determine H0(ΘkUX0
) by generalized theta functions
associated with the normalization X˜0 of X0. The so called fusion rules suggest that
when X0 is a nodal curve the space H
0(ΘkUX0
) decomposes into a direct sum of
spaces of generalized theta functions on moduli spaces of bundles over X˜0 with new
parabolic structures at the preimages of nodes. These factorizations and Verlinde
formula were treated by many mathematicans from various points of view. It is
obviously beyond my ability to give a complete list of contributions. According to
[Be], there are roughly two approachs: infinite and finite. I understand that those
using stacks and loop groups are infinite approach, and working in the category of
schemes of finite type is finite approach. Our approach here should be a finite one.
When X0 is irreducible with one node, a factorization theorem was proved in
[NR] for rank two and generalized to arbitrary rank in [Su]. By this factorization,
one can principally reduce the computation of generalized theta functions to the
case of genus zero with many parabolic points. In order to have an induction
machinery for the number of parabolic points, one should also prove a factorization
when X0 has rwo smooth irreducible components intersecting at a node x0. This
was done for rank two in [DW1] and [DW2] by analytic method. In this paper, we
adopt the approach of [NR] and [Su] to prove a factorization theorem for arbitrary
rank in the reducible case.
Let I = I1 ∪ I2 ⊂ X be a finite set of points and U
I
X the moduli space of
semistable parabolic bundles with parabolic structures at points {x}x∈I . When X
degenerates to X0 = X1 ∪X2 and points in Ij (j = 1, 2) degenerate to |Ij| points
x ∈ Ij ⊂ Xj r {x0}, we have to construct a degeneration UX0 := U
I1∪I2
X1∪X2
of UIX
and theta line bundle ΘUX0 on it. Fix a suitable ample line bundle O(1) on X0,
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we construct the degeneration as a moduli space of ‘semistable’ parabolic torsion
free sheaves on X0 with parabolic structures at points x ∈ I1 ∪ I2, and define the
theta line bundle ΘUX0 on it. Our main observation here is that we need a ‘new
semistability’ (see definition 1.3) to construct the correct degeneration of UIX . But in
whole paper, this ‘new semistability’ is simply called semistable. It should not cause
any confusion since our ‘new semistability’ coincides with Seshadri’s semistability in
[Se] when I = ∅, and coincides with the semistability of [NR] when X0 is irreducible.
Let π : X˜0 → X0 be the normalization of X0 and π
−1(x0) = {x1, x2}. Then for
any µ = (µ1, · · · , µr) with 0 ≤ µr ≤ · · · ≤ µ1 ≤ k − 1, we can define ~a(xj), ~n(xj)
and αxj (j = 1, 2) by using µ (see Notation 3.1). Let
UµXj := UXj (r, χ
µ
j , Ij ∪ {xj}, {~n(x),~a(x)}x∈Ij∪{xj}, k)
be the moduli space of s-equivalence classes of semistable parabolic bundles E
of rank r on Xj and χ(E) = χ
µ
j , together with parabolic structures of type
{~n(x)}x∈I∪{xj} and weights {~a(x)}x∈I∪{xj} at points {x}x∈I∪{xj}, where χ
µ
j is also
defined in Notation 3.1, which may not be integers. Thus we define UµXj to be
empty if χµj is not an integer. Let
ΘUµ
Xj
:= Θ(k, ℓj, {~n(x),~a(x), αx}x∈Ij∪{xj}, Ij ∪ {xj})
be the theta line bundle. Then our main result is
Factorization Theorem. There exists a (noncanonical) isomorphism
H0(UX0 ,ΘUX0 )
∼=
⊕
µ
H0(UµX1 ,ΘU
µ
X1
)⊗H0(UµX2 ,ΘU
µ
X2
)
where µ = (µ1, · · · , µr) runs through the integers 0 ≤ µr ≤ · · · ≤ µ1 ≤ k − 1.
§1 is devoted to construct the moduli space UX0 by generalizing Simpson’s con-
struction, and construct the theta line bundle on it. Then we determine the num-
ber of irreducible components of the moduli space and proving the nonemptyness
of them (see Proposition 1.4). In §2, we sketch the construction of moduli space
P of generalized parabolic sheaves (abbreviated to GPS) and construct an ample
line bundle on it. Then we introduce and study the s-equivalence of GPS (see
Proposition 2.5), which will be needed in studying the normalization of UX0 . In §3,
we construct and study the normalization P → UX0 , then prove the factorization
theorem (Theorem 3.1). As a byproduct, we recover the main results of [NS] (see
Corollary 3.1 and Remark 3.1). They have used triples in [NS] instead of GPS.
Acknowledgements: This work was done during my stay at FB 6 Mathematik of
Universita¨t Essen. I would like to express my hearty thanks to Prof. H. Esnault
and Prof. E. Viehweg for their hospitality and encouragements. I was benefited
from the stimulating mathematical atmosphere they created in their school. Prof.
M.S. Narasimhan encouraged me to prove the factorization theorem at reducible
case. I thank him very much for consistent supports..
§1 Moduli space of parabolic sheaves
Let X0 be an reduced projective curve over C with two smooth irreducible com-
ponents X1 and X2 of genus g1 and g2 meeting at only one point x0, which is the
node of X0. We fix a finite set I of smooth points on X0 and write I = I1 ∪ I2,
where Ii = {x ∈ I |x ∈ Xi} (i = 1, 2).
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Definition 1.1. A coherent OX0 -module E is called torsion free if it is pure of
dimension 1, namely, for all nonzero OX0-submodules E1 ⊂ E, the dimension of
Supp(E1) is 1.
A coherent sheaf E is torsion free if and only if Ex has depth 1 at every x ∈ X0
as a OX0,x-module. Thus E is locally free over X0 r {x0}.
Definition 1.2. We say that a torsion free sheaf E over X0 has a quasi-parabolic
structure of type ~n(x) = (n1(x), · · · , nlx+1(x)) at x ∈ I, if we choose a flag of
subspaces
E|{x} = F0(E)x ⊃ F1(E)x ⊃ · · · ⊃ Flx(E)x ⊃ Flx+1(E)x = 0
such that nj(x) = dim(Fj−1(E)x/Fj(E)x). If, in addition, a sequence of integers
called the parabolic weights
0 < a1(x) < a2(x) < · · · < alx+1(x) < k
are given, we call that E has a parabolic structure of type ~n(x) at x, with weights
~a(x) := (a1(x), · · · , alx+1(x)). The sheaf E is also simply called a parabolic sheaf,
whose parabolic Euler characteristic is defined as
parχ(E) := χ(E) +
1
k
∑
x∈I
lx+1∑
i=1
ni(x)ai(x).
We will fix an ample line bundle O(1) on X0 such that deg(O(1)|Xi) = ci > 0
(i = 1, 2), for simplicity, we assume that O(1) = OX0(c1y1 + c2y2) for two fixed
smooth points yi ∈ Xi. For any torsion free sheaf E, P (E, n) := χ(E(n)) denote
its Hilbert polynomial, which has degree 1. We define the rank of E to be
rk(E) :=
1
deg(O(1))
· lim
n→∞
P (E, n)
n
.
Let ri denote the rank of the restriction of E to Xi (i = 1, 2), then
P (E, n) = (c1r1 + c2r2)n+ χ(E), r(E) =
c1
c1 + c2
r1 +
c2
c1 + c2
r2.
Notation 1.1. We say that E is a torsion free sheaf of rank r on X0 if r1 = r2 = r,
otherwise it will be said of rank (r1, r2). We will fix in this paper the parabolic datas
{~n(x)}x∈I, {~a(x)}x∈I and the integers: χ = d+ r(1− g), ℓ1 + ℓ2, k,
α := {0 ≤ αx < k − alx+1(x) + a1(x)}x∈I
such that
(∗)
∑
x∈I
lx∑
i=1
di(x)ri(x) + r
∑
x∈I
αx + r(ℓ1 + ℓ2) = kχ,
where di(x) = ai+1(x) − ai(x) and ri(x) = n1(x) + · · ·+ ni(x). We will choose c1
and c2 such that ℓ1 =
c1
c1+c2
(ℓ1 + ℓ2) and ℓ2 =
c2
c1+c2
(ℓ1 + ℓ2) become integers.
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Definition 1.3. With the fixed parabolic datas in Notation 1.1, and for any torsion
free sheaf F of rank (r1, r2), let
m(F ) :=
r(F )− r1
k
∑
x∈I1
(alx+1(x) + αx) +
r(F )− r2
k
∑
x∈I2
(alx+1(x) + αx).
If F has parabolic structures at points x ∈ I, the modified parabolic Euler charac-
teristic and slop of F are defined as
parχm(F ) := parχ(F ) +m(F ), parµm(F ) :=
parχm(F )
r(F )
.
A parabolic sheaf E is called semistable (resp. stable) for (k, α,~a) if, for any subsheaf
F ⊂ E such E/F is torsion free, one has, with the induced parabolic structure,
parχm(F ) ≤
parχm(E)
r(E)
r(F ) (resp. <).
Remark 1.1. The above semistability is independent of the choice of α and coincides
with Seshadri’s semistability of parabolic torsion free sheaves when the curves are
irreducible.
We will only consider in this section torsion free sheaves of rank r with parabolic
structures of type {~n(x)}x∈I and weights {~a(x)}x∈I at points {x}x∈I , and construct
the moduli space of semistable parabolic sheaves. Let W = OX0(−N) and V =
CP (N), we consider the Quot scheme
Quot(V ⊗W, P )(T ) =
{
T -flat quotients V ⊗W → E → 0 over
X0 × T with Hilbert polynomial P
}
,
and let Q ⊂ Quot(V ⊗W, P ) be the open set
Q(T ) =
{
V ⊗W → E → 0, with R1pT∗(E(N)) = 0 and
V ⊗OT → pT∗E(N) induces an isomorphism
}
.
Thus we can assume (Lemma 20 of [Se], page 162) that N is chosen large enough
so that every semistable parabolic torsion free sheaf with Hilbert polynomial P and
parabolic structures of type {~n(x)}x∈I , weights {~a(x)}x∈I at points {x}x∈I appears
as a quotient corresponding to a point of Q.
Let V ⊗ W → F → 0 be the universal quotient over X0 × Q˜ and Fx be the
restrication of F on {x} × Q˜ ∼= Q˜. Let Flag~n(x)(Fx) → Q˜ be the relative flag
scheme of type ~n(x), and
R = ×
Q˜
x∈I
Flag~n(x)(Fx)→ Q˜
be the product over Q˜, where Q˜ is the closure of Q in the Quot scheme.
A (closed) point (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) of R by definition is given by a
point V ⊗W
p
−→ E → 0 of the Quot scheme, together with quotients
{V ⊗W
pr(x)
−−−→ Qr(x), V ⊗W
pr1(x)−−−−→ Qr1(x), ..., V ⊗W
prlx(x)−−−−→ Qrlx (x)}x∈I ,
FACTORIZATION OF GENERALIZED THETA FUNCTIONS AT REDUCIBLE CASE 5
where ri(x) = dim(Ex/Fi(E)x) = n1(x) + · · ·+ ni(x), and Qr(x) := Ex, Qr1(x) :=
Ex/F1(E)x, ..., Qrlx(x) := Ex/Flx(E)x. For large enough m, we have a SL(V )-
equivariant embedding
R →֒ G = GrassP (m)(V ⊗Wm)×Flag,
where Wm = H
0(W(m)), and Flag is defined to be
Flag =
∏
x∈I
{Grassr(x)(V )×Grassr1(x)(V )× · · · ×Grassrlx (x)(V )},
which maps a point (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) of R to the point
(V ⊗Wm
g
−→ U, {V
gr(x)
−−−→ Ur(x), V
gr1(x)−−−−→ Ur1(x), ..., V
grlx (x)−−−−→ Urlx (x)}x∈I)
of G, where g := H0(p(m)), U := H0(E(m)), gr(x) := H
0(pr(x)(N)), Ur(x) :=
H0(Qr(x)), and gri(x) := H
0(pri(x)(N)), Uri(x) := H
0(Qri(x)) (i = 1, ..., lx).
For any rational number ℓ satisfying ciℓ = ℓi + cikN (i = 1, 2), we give G the
polarisation (using the obvious notation):
ℓ
m−N
×
∏
x∈I
{αx, d1(x), · · · , dlx(x)},
and we have a straightforward generalisation of [NR, Proposition A.6] whose proof
we omit:
Proposition 1.1. A point (g, {gr(x), gr1(x), ..., grlx(x)}x∈I) ∈ G is stable (respec-
tively, semistable) for the action of SL(V ), with respect to the above polarisation
(we refer to this from now on as GIT-stability), iff for all nontrivial subspaces
H ⊂ V we have (with h = dimH)
ℓ
m−N
(hP (m)− P (N)dimg(H ⊗Wm)) +
∑
x∈I
αx(rh− P (N)dimgr(x)(H))
+
∑
x∈I
lx∑
i=1
di(x)(ri(x)h− P (N)dimgri(x)(H)) < (≤) 0.
Notation 1.2. Given a point (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) ∈ R, and a subsheaf
F of E we denote the image of F in Qri(x) (respectively, in Qr(x)) by Q
F
ri(x)
(re-
spectively, by QFr(x)). Similarly, given a quotient E
T
−→ G → 0, set QG
ri(x)
:=
Qri(x)/Im(ker(T )) (respectively, Q
G
r(x) := Qr(x)/Im(ker(T ))).
Proposition 1.2. Suppose (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) ∈ R is a point such
that E is torsion free. Then E is stable (respectively, semistable) iff for every
subsheaf 0 6= F 6= E we have
ℓ
m−N
(χ(F (N))P (m)− P (N)χ(F (m))) +
∑
x∈I
αx(rχ(F (N))− P (N)h
0(QFr(x)))
+
∑
x∈I
lx∑
i=1
di(x)(ri(x)χ(F (N))− P (N)h
0(QFri(x))) < (≤) 0.
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Proof. For any subsheaf F let LHS(F ) denote the left-hand side of above inequality.
Assumme first that E/F is torsion free and F is of rank (r1, r2), thus h
0(QF
r(x)) = ri
for x ∈ Ii (i = 1, 2) and χ(F (m)) = (c1r1 + c2r2)(m−N) + χ(F (N)),
h0(QFri(x)) = dim(Fx/Fx ∩ Fi(E)x).
Let nFi (x) := dim(Fx ∩ Fi−1(E)x/Fx ∩ Fi(E)x), and note that
∑
x∈I
lx∑
i=1
di(x)ri(x) = r
∑
x∈I
alx+1(x)−
∑
x∈I
lx+1∑
i=1
ai(x)ni(x),
∑
x∈I
lx∑
i=1
di(x)dim(Fx/Fx ∩ Fi(E)x) = r1
∑
x∈I1
alx+1(x) + r2
∑
x∈I2
alx+1(x)
−
∑
x∈I
lx+1∑
i=1
ai(x)n
F
i (x),
we have
LHS(F ) =
(∑
x∈I
lx∑
i=1
di(x)ri(x) + r
∑
x∈I
αx + rc1ℓ+ rc2ℓ
)
(χ(F )−
r(F )
r
χ)
+ P (N)
(
r(F )
∑
x∈I
αx +
r(F )
r
∑
x∈I
lx∑
i=1
di(x)ri(x)
)
− P (N)
(
r1
∑
x∈I1
αx + r2
∑
x∈I2
αx +
∑
x∈I
lx∑
i=1
di(x)dim(Fx/Fx ∩ Fi(E)x)
)
= kP (N)
(
parχm(F )−
r(F )
r
parχm(E)
)
.
Thus the inequality implies the (semi)stability of E, and the (semi)stability of E
implies the inequality for subsheaves F such that E/F torsion free.
Suppose now that E is (semi)stable and F any nontrivial subsheaf, let τ be the
torsion of E/F and F ′ ⊂ E such that τ = F ′/F and E/F ′ torsion free. Then we
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have LHS(F ′) ≤ 0 and, if we write τ = τ˜ +
∑
x∈I τx, then
LHS(F )− LHS(F ′) = −(c1 + c2)rℓh
0(τ)
−
∑
x∈I
αx
(
rh0(τ) + P (N)(h0(QFr(x))− h
0(QF
′
r(x)))
)
−
∑
x∈I
lx∑
i=1
di(x)
(
ri(x)h
0(τ) + P (N)(h0(QFri(x))− h
0(QF
′
ri(x)
))
)
= −h0(τ)
(∑
x∈I
lx∑
i=1
di(x)ri(x) + r
∑
x∈I
αx + rc1ℓ+ rc2ℓ
)
−
P (N)
(∑
x∈I
−αxh
0(τx) +
∑
x∈I
lx∑
i=1
di(x)(h
0(QFri(x))− h
0(QF
′
ri(x)
))
)
≤ −kP (N)h0(τ) + P (N)
∑
x∈I
αxh
0(τx) + P (N)
∑
x∈I
lx∑
i=1
di(x)h
0(τx)
= −kP (N)h0(τ˜)− P (N)
∑
x∈I
(k − αx − alx+1(x) + a1(x))h
0(τx) ≤ 0,
where we have used h0(QFr(x))− h
0(QF
′
r(x)) = −h
0(τx), the assumption about {αx}
and h0(QFri(x))− h
0(QF
′
ri(x)
) ≥ −h0(τx).
Lemma 1.1. There exists M1(N) such that for m ≥ M1(N) the following holds.
Suppose (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) ∈ R is a point which is GIT-semistable
then for all quotients E
T
−→ G → 0 we have
h0(G(N)) ≥
1
k
(
(c1 + c2)r(G)ℓ+
∑
x∈I
αxh
0(QG
r(x)) +
∑
x∈I
lx∑
i=1
di(x)h
0(QG
ri(x)
)
)
.
In particular, E is torsion free and V → H0(E(N)) is an isomorphism.
Proof. Let H = ker{V
H0(p(N))
−−−−−−→ H0(E(N)) → H0(G(N))}, and F ⊂ E the sub-
sheaf generated by H. Since all these F are in a bounded family, dimg(H⊗Wm) =
h0(F (m)) = χ(F (m)) for m large enough. Thus there exists M1(N) such that for
m ≥M1(N) the inequality of Proposition 1.1 implies (with h = dim(H))
(c1 + c2)ℓ(rh− r(F )P (N)) +
∑
x∈I
αx
(
rh− P (N)h0(QFr(x))
)
+
∑
x∈I
lx∑
i=1
di(x)
(
ri(x)h− P (N)h
0(QFri(x))
)
≤ 0,
where we used that gr(x)(H) = h
0(QFr(x)) and gri(x)(H) = h
0(QFri(x)). Now using
the following inequalities
h ≥ P (N)− h0(G(N)), r − h0(QFr(x)) ≥ h
0(QG
r(x)),
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r − r(F ) ≥ r(G), ri(x)− h
0(QFri(x)) ≥ h
0(QG
ri(x)
),
we get the inequality
h0(G(N)) ≥
1
k
(
(c1 + c2)r(G)ℓ+
∑
x∈I
αxh
0(QG
r(x)) +
∑
x∈I
lx∑
i=1
di(x)h
0(QG
ri(x)
)
)
.
Now we show that V → H0(E(N)) is an isomorphism. That it is injective is easy
to see: let H be its kernel, then g(H ⊗Wm) = 0, gr(x)(H) = 0 and gri(x)(H) = 0,
one sees that h = 0 from Proposition 1.1. To see it being surjective, it is enough to
show that one can choose N such that H1(E(N)) = 0 for all such E. If H1(E(N))
is nontrivial, then there is a nontrivial quotient E(N)→ L ⊂ ωX0 by Serre duality,
and thus
h0(ωX0) ≥ h
0(L) ≥ (c1 + c2)N +B,
where B is a constant independent of E, we choose N such that H1(E(N)) = 0 for
all GIT-semistable points.
Let τ = Tor(E), G = E/τ and applying the above inequality, noting that
h0(G(N)) = P (N) − h0(τ), h0(QG
r(x)) = r − h
0(Qτr(x)) and h
0(QG
ri(x)
) = ri(x) −
h0(Qτri(x)), we have
kh0(τ) ≤
∑
x∈I
(αx + alx+1(x)− a1(x))h
0(τx),
by which one can conclude that τ = 0 since αx < k − alx+1(x) + a1(x).
Proposition 1.3. There exist integers N > 0 and M(N) > 0 such that for m ≥
M(N) the following is true. A point (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) ∈ R is GIT-
stable (respectively, GIT-semistable) iff the quotient E is torsion free and a stable
(respectively, semistable) sheaf, the map V → H0(E(N)) is an isomorphism.
Proof. If (p, {pr(x), pr1(x), ..., prlx(x)}x∈I) ∈ R is GIT-stable (GIT-semistable), by
Lemma 1.1, E is torsion free and V → H0(E(N)) is an isomorphism. For any
subsheaf F ⊂ E with E/F torsion free, let H ⊂ V be the inverse image of
H0(F (N)) and h = dim(H), we have χ(F (N))P (m)− P (N)χ(F (m)) ≤ hP (m) −
P (N)h0(F (m)) for m > N (note that h1(F (N)) ≥ h1(F (m))). Thus
ℓ
m−N
(χ(F (N))P (m)− P (N)χ(F (m))) +
∑
x∈I
αx(rχ(F (N))− P (N)h
0(QFr(x)))
+
∑
x∈I
lx∑
i=1
di(x)(ri(x)χ(F (N))− P (N)h
0(QFri(x))) ≤
ℓ
m−N
(hP (m)− P (N)dimg(H ⊗Wm)) +
∑
x∈I
αx(rh− P (N)dimgr(x)(H))
+
∑
x∈I
lx∑
i=1
di(x)(ri(x)h− P (N)dimgri(x)(H))
since g(H ⊗Wm) ≤ h
0(F (m)), gr(x)(H) ≤ h
0(QFr(x)) and gri(x)(H) ≤ h
0(QFri(x))
(the inequalities are strict when h = 0). By Proposition 1.1 and Proposition 1.2,
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E is stable (respectively, semistable) if the point is GIT stable (respectively, GIT
semistable).
The proof of another direction is similar to [NR], one can prove the similar
Lemma A.9 and Lemma A.12 of [NR] by just modifying notation.
One can imitate [Se] (The´ore`me 12, page 71) to show that given a semistable
parabolic sheaf E, there exists a filtration of E
0 = En+1 ⊂ En ⊂ · · · ⊂ E2 ⊂ E1 ⊂ E0 = E
such that Ei/Ei+1 (1 ≤ i ≤ n) are stable parabolic sheaves with the constant slop
parµm(E), and the isomorphic class of semistable parabolic sheaf
gr(E) :=
n⊕
i
Ei/Ei+1
is independent of the filtration. Two semistable parabolic sheaves E and E′ are
called s-equivalent if gr(E) ∼= gr(E′).
Theorem 1.1. For given datas in Notation 1.1 satisfying (∗), there exists a re-
duced, seminormal projective scheme
UX0 := UX0(r, χ, I1 ∪ I2, {~n(x),~a(x), αx}x∈I ,O(1), k),
which is the coarse moduli space of s-equivalence classes of semistable parabolic
sheaves E of rank r and χ(E) = χ with parabolic structures of type {~n(x)}x∈I
and weights {~a(x)}x∈I at points {x}x∈I . The moduli space UX0 has at most r + 1
irreducible components.
Proof. Let Rss (Rs) be the open set of R whose points correspond to semistable
(stable) parabolic sheaves on X0. Then, by Proposition 1.3, the quotient
ϕ : Rss → UX0 := R
ss//SL(V )
exists as a projective scheme. That UX0 is reduced and seminormal follow from the
properties of Rss (see [Fa] [Se] [Su]).
Consider the dense open set R0 ⊂ R
ss consists of locally free sheaves, for each
F ∈ R0, let F1 and F2 be the restrictions of F to X1 and X2, we have
(1.1) 0→ F1(−x0)→ F → F2 → 0.
By the semistability of F and parχm(F1) + parχm(F2) = parχm(F ) + r, we have
c1
c1 + c2
parχm(F ) ≤ parχm(F1) ≤
c1
c1 + c2
parχm(F ) + r,
c2
c1 + c2
parχm(F ) ≤ parχm(F2) ≤
c2
c1 + c2
parχm(F ) + r.
Let χ1, χ2 denote χ(F1), χ(F2), and nj denote (for j = 1, 2)
(1.2)
1
k
∑
x∈Ij
lx∑
i=1
di(x)ri(x) + r
∑
x∈Ij
αx + rℓj
 ,
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we can rewrite the above inequalities into
(1.3) n1 ≤ χ1 ≤ n1 + r, n2 ≤ χ2 ≤ n2 + r.
There are at most r + 1 possible choices of (χ1, χ2) satisfying (1.3) and χ1 + χ2 =
χ+ r, each of the choices corresponds an irreducible component of UX0 .
For any χ1, χ2 satisfying (1.3), let UX1 (resp. UX2) be the moduli space of
semistable parabolic bundles of rank r and Euler characteristic χ1 (resp. χ2), with
parabolic structures of type {~n(x)}x∈I1 (resp. {~n(x)}x∈I2) and weights {~a(x)}x∈I1
(resp. {~a(x)}x∈I2) at points {x}x∈I1 (resp. {x}x∈I2). Then we have
Proposition 1.4. Suppose that UX1 and UX2 are not empty. Then there exists
a semistable parabolic vector bundle E on X0, with parabolic structures of type
{~n(x)}x∈I and weights {~a(x)}x∈I at points {x}x∈I , such that
E|X1 ∈ UX1 , E|X2 ∈ UX2 .
Moreover, if n1 ≤ χ1 < n1 + r and n2 ≤ χ2 < n2 + r, E is stable whenever one of
E1 and E2 is stable.
Proof. For any E1 ∈ UX1 and E2 ∈ UX2 , one can glue them by any isomorphism at
x0 into a vector bundle E on X0 with the described parabolic structures at points
{x}x∈I such that E|X1 = E1 and E|X2 = E2. We will show that E is semistable.
For any subsheaf F ⊂ E of rank (r1, r2) such that E/F torsion free, we have the
commutative diagram
(1.4)
0 −−−−→ F1 −−−−→ F −−−−→ F2 −−−−→ 0y y y
0 −−−−→ E1(−x0) −−−−→ E −−−−→ E2 −−−−→ 0
where F2 is the image of F under E → E2 → 0 and F1 is the kernel of F → F2 → 0.
One sees easily that F1 and F2 are of rank (r1, 0) and (0, r2) torsion free sheaves.
From the above diagram (1.4), we have the following equalities
parχm(E)
r
−
parχm(F )
r(F )
=
parχm(E1(−x0))
r
−
parχm(F1)
r(F )
+
parχm(E2)
r
−
parχm(F2)
r(F )
=
a1r1 · parχm(E1(−x0))− r · parχm(F1) + a2r2 · parχm(E1(−x0))
r(F ) · r
+
a2r2 · parχm(E2)− r · parχm(F2) + a1r1 · parχm(E2)
r(F ) · r
=
r1
r(F )
(parµm(E1(−x0))− parµm(F1)) +
r2
r(F )
(parµm(E2)− parµm(F2))
+
a2(r2 − r1)parχm(E1(−x0)) + a1(r1 − r2)parχm(E2)
r(F ) · r
=
r1
r(F )
(parµ(E1(−x0))− parµ(F1)) +
r2
r(F )
(parµ(E2)− parµ(F2))
+
(r1 − r2)(
c1
c1+c2
parχm(E) + r − parχm(E1))
r(F ) · r
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where we used the notation a1 :=
c1
c1+c2
and a2 :=
c2
c1+c2
, the last equality follows
that
m(E1(−x0))
r
−
m(F1)
r1
= 0,
m(E2)
r
−
m(F2)
r2
= 0.
Similarly, if we use the following diagram
0 −−−−→ F2 −−−−→ F −−−−→ F1 −−−−→ 0y y y
0 −−−−→ E2(−x0) −−−−→ E −−−−→ E1 −−−−→ 0
we will get the equality
parχm(E)
r
−
parχm(F )
r(F )
=
r2
r(F )
(parµ(E2(−x0))− parµ(F2))
+
r1
r(F )
(parµ(E1)− parµ(F1))
+
(r2 − r1)(
c2
c1+c2
parχm(E) + r − parχm(E2))
r(F ) · r
Thus we always have the inequality
parχm(E)
r
−
parχm(F )
r(F )
≥ 0
and the equality implies that r1 = r2 and E1, E2 are both unstable. This proves
the proposition.
By a family of parabolic sheaves of rank r and Euler characteristic χ with
parabolic structures of type {~n(x)}x∈I and weights {~a(x)}x∈I at points {x}x∈I
parametrized by T , we mean a sheaf F on X0 × T , flat over T , and torsion free
with rank r and Euler characteristic χ on X0 × {t} for every t ∈ T , together with,
for each x ∈ I, a flag
F{x}×T = F0(F{x}×T ) ⊃ F1(F{x}×T ) ⊃ · · · ⊃ Flx(F{x}×T ) ⊃ Flx+1(F{x}×T ) = 0
of subbundles of type ~n(x) and weights ~a(x). Let Q{x}×T,i denote the quotients
F{x}×T /Fi(F{x}×T ), then we define a line bundle ΘF on T to be
(detRπTF)
k ⊗
⊗
x∈I
{(detF{x}×T )
αx ⊗
lx⊗
i=1
(detQ{x}×T,i)
di(x)} ⊗
2⊗
j=1
(detF{yj}×T )
ℓj
where πT is the projection X0 × T → T , and detRπTF is the determinant bundle
defined as
{detRπTF}t := {detH
0(X,Ft)}
−1 ⊗ {detH1(X,Ft)}.
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Theorem 1.2. There is an unique ample line bundle ΘUX0 = Θ(k, ℓ1, ℓ2,~a, ~n, α, I)
on UX0 such that for any given family of semistable parabolic sheaf F parametrised
by T , we have φ∗TΘUX0 = ΘF , where φT is the induced map T → UX0
Proof. By using the descendant lemma (see the next Lemma 1.2), we will show
that the line bundle ΘRss := ΘE on R
ss descends to the required ample line ΘUX0 ,
where E is a universal quotient over X0 ×R
ss.
We known that the stablizer stab(q) = λ · id for q ∈ Rs, which acts on ΘRss via
λ−kχ+
∑
x∈I
∑ lx
i=1 di(x)ri(x)+r
∑
x∈I
αx+r(ℓ1+ℓ2) = λ0 = 1.
If q ∈ Rss \ Rs with closed orbit, we known that
Eq = m1E1 ⊕m2E2 ⊕ · · · ⊕mtEt
with parµm(Ej) = parµm(Eq), which means that (if assuming Ej of rank (r1, r2))
−kχ(Ej)+r1
∑
x∈I1
αx+r2
∑
x∈I2
αx+
∑
x∈I
lx∑
i=1
di(x)dim
Ej x
Ej x ∩ Fi(E)x
+r1ℓ1+r2ℓ2 = 0.
Thus (λ1 · idm1 , · · · , λt · idmt) ∈ stab(q) = GL(m1)×· · ·×GL(mt) acts trivially on
ΘRss , which implies that the stab(q) acts trivially on ΘRss and thus descends to a
line bundle ΘUX0 having the required universal property.
To show the ampleness of ΘUX0 , noting that detRπRssE(N) is trivial and
detRπRssE = (detEy1)
c1N ⊗ (detEy2)
c2N ⊗ detRπRssE(N),
we see that the restriction of the polarization to Rss is
(detRπRssE(m))
ℓ
m−N ⊗
⊗
x∈I
{
(detEx)
αx ⊗
lx⊗
i=1
(detQx)
di(x)
}
= ΘRss .
Thus, by general theorems of GIT, some power of ΘRss descends to an ample line
bundle, which implies that some power of ΘUX0 is ample.
Lemma 1.2. Let G be a reductive algebraic group and V a scheme with G-action.
Suppose that there exists the good quotient π : V → V//G. Then a vector bundle E
with G-action over V descends to V//G iff stablizer stab(y) of y acts on Ey trivially
for any y ∈ V with closed orbit.
It is known that for any torsion free sheaf F of rank (r1, r2) on X0 there are
integers a, b, c such that
Fx0
∼= OaX0,x0 ⊕O
b
X1,x0
⊕OcX2,x0 ,
where a, b, c are determined uniquely and satisfying
r1 = a+ b, r2 = a+ c, dim(Fx0 ⊗ k(x0)) = a+ b+ c.
Thus we can define a(F ) := a for any torsion free sheaf F on X0, and we have
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Lemma 1.3. Let 0 → G → F → E → 0 be an exact sequence of torsion free
sheaves on X0. Then
a(F ) ≥ a(G) + a(E).
Proof. It is clear by counting the dimension of their fibres at x0.
LetRa = {F ∈ R|F⊗Oˆx0 = Oˆ
⊕a
x0
⊕m
⊕(r−a)
x0 }, and Wˆi = R0∪R1∪· · ·∪Ri (which
are closed in R) endowed with their reduced scheme structures. The subschemes
Wˆi are SL(n)-invariant, and yield closed reduced subschemes of UX . It is clear that
R ⊃ Wˆr−1 ⊃ Wˆr−2 ⊃ · · · ⊃ Wˆ1 ⊃ Wˆ0 = R0
UX ⊃ Wr−1 ⊃ Wr−2 ⊃ · · · ⊃ W1 ⊃ W0.
Let q0 ∈ R be a point corresponding to a torsion free sheaf F0 such that
F0 ⊗OX0,x0
∼= mr−a0x0 ⊕O
a0
X0,x0
.
We consider the variety
Z = {(X, Y ) ∈M(r − a0)×M(r − a0) |X · Y = Y ·X = 0},
and its subvarieties Z ′ = {(X, Y ) ∈ Z | rk(X) + rk(Y ) ≤ a}. Then the reduced
coordinate ring of Z is
C[Z] :=
C[X, Y ]
(XY, YX)
,
where X := (xij)r−a0×r−a0 and Y := (yij)r−a0×r−a0 (see Lemma 4.8 of [Su]), and
Z ′ is a union of reduced subvarieties of Z (see the proof of Theorem 4.2 in [Su]).
Thus we can sum up the the arguments of [NS] and [Su] (see also [Fa]) into a lemma
Lemma 1.4. The variety Z, Z ′ is respectively the local model of R, Wˆa at the
point q0. More precisely, there are some integers s and t such that
OˆR,q0 [[u1, · · · , us]]
∼= OˆZ,(0,0)[[v1, · · · , vt]],
OˆWˆa,q0 [[u1, · · · , us]]
∼= OˆZ′,(0,0)[[v1, · · · , vt]].
In particular, Wa (0 ≤ a ≤ r) are reduced and seminormal.
§2 Moduli space of generalized parabolic sheaves
Let π : X˜0 → X0 be the normalisation of X0 and π
−1(x0) = {x1, x2}, then X˜0 is
a disjoint union of X1 and X2, any coherent sheaf E on X˜0 is determined by a pair
(E1, E2) of coherent sheaves on X1 and X2. We call as before that E is of rank
(r1, r2) if Ei has rank ri on Xi (i = 1, 2) and define the rank of E to be
r(E) :=
c1r1 + c2r2
c1 + c2
.
We can also define similarly the modified parabolic Euler characteristic parχm(E)
if E has parabolic structures at points x ∈ π−1(I) (we will identify I with π−1(I),
and note that m(E) defined in Definition 1.3 is only depend on r1 and r2 since
O(1), α and ~a(x) are fixed).
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Definition 2.1. A generalized parabolic sheaf of rank (r1, r2) (abbreviated to GPS)
E := (E,Ex1 ⊕Ex2
q
−→ Q)
on X˜0 is a coherent sheaf E on X˜0, torsion free of rank (r1, r2) outside {x1, x2} with
parabolic structures at points {x}x∈I , together with a quotient Ex1 ⊕ Ex2
q
−→ Q. A
morphism f : (E,Ex1⊕Ex2
q
−→ Q)→ (E′, E′x1⊕E
′
x2
q′
−→ Q′) of GPS is a morphism
f : E → E′ of parabolic sheaves, which maps ker(q) into ker(q′).
We will consider the generalized parabolic sheaves (E,Q) of rank r1 = r2 = r
and dim(Q) = r with parabolic structures of type {~n(x)}x∈I and weights {~a(x)}x∈I
at the points of π−1(I), and we will call them the GPS of rank r. Furthermore, by
a family of GPS of rank r over T , we mean the following
(1) a rank r sheaf E on X˜0×T flat over T and locally free outside {x1, x2}×T .
(2) a locally free rank r quotient Q of Ex1 ⊕ Ex2 on T .
(3) a flag bundle Flag~n(x)(Ex) on T with given weights for each x ∈ I.
Definition 2.2. A GPS (E,Q) is called semistable (resp., stable), if for every
nontrivial subsheaf E′ ⊂ E such that E/E′ is torsion free outside {x1, x2}, we
have, with the induced parabolic structures at points {x}x∈I ,
parχm(E
′)− dim(QE
′
) ≤ rk(E′) ·
parχm(E)− dim(Q)
rk(E)
(resp., <),
where QE
′
= q(E′x1 ⊕E
′
x2
) ⊂ Q.
Let χ1 and χ2 be integers such that χ1 + χ2 − r = χ, and fix, for i = 1, 2, the
polynomials Pi(m) = cirm + χi and Wi = OXi(−N) where OXi(1) = O(1)|Xi =
OXi(ciyi). Write Vi = C
Pi(N) and consider the Quot schemes Quot(Vi ⊗Wi, Pi),
let Q˜i be the closure of the open set
Qi =
{
Vi ⊗Wi → Ei → 0, with H
1(Ei(N)) = 0 and
V → H0(Ei(N)) induces an isomorphism
}
,
we have the universal quotient Vi ⊗Wi → F
i → 0 on Xi × Q˜i and the relative flag
scheme
Ri = ×Q˜i
x∈Ii
Flag~n(x)(F
i
x)→ Q˜i.
Let E i be the pullback of F i to Xi ×Ri and
ρ : R˜ = Grassr(E
1
x1
⊕ E2x2)→R1 ×R2.
Then we see that, for N large enough, every semistable GPS appears as a point of
R˜. To rewrite R1 × R2 so that it unified the R in last section, let V = V1 ⊕ V2,
F = F1 ⊕F2 and E = E1 ⊕ E2, we have
(2.1) R1 ×R2 = ×Q˜1×Q˜2
x∈I
Flag~n(x)(Fx)→ Q˜1 × Q˜2.
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Note that V1 ⊗W1 ⊕ V2 ⊗W2 → F → 0 is a Q˜1 × Q˜2-flat quotient with Hilbert
polynomial P (m) = P1(m)+P2(m) on X˜0×(Q˜1×Q˜2), we have for m large enough
a G-equivariant embedding
Q˜1 × Q˜2 →֒ GrassP (m)(V1 ⊗W
m
1 ⊕ V2 ⊗W
m
2 ),
where Wmi = H
0(Wi(m)) and G = (GL(V1)×GL(V2)) ∩ SL(V ).
A (closed) point (p = p1 ⊕ p2, {pr(x), pr1(x), ..., prlx(x)}x∈I) of R1 × R2 by the
expression of (2.1) is given by points Vi ⊗ Wi
pi
−→ Ei → 0 of the Quot schemes
(i = 1, 2), together with quotients (if we write V
X˜0
= V1 ⊗ W1 ⊕ V2 ⊗ W2 and
E = E1 ⊕ E2)
{V
X˜0
pr(x)
−−−→ Qr(x),VX˜0
pr1(x)−−−−→ Qr1(x), ...,VX˜0
prlx(x)−−−−→ Qrlx (x)}x∈I ,
where ri(x) = dim(Ex/Fi(E)x) = n1(x) + · · ·+ ni(x), and Qr(x) := Ex, Qr1(x) :=
Ex/F1(E)x, ..., Qrlx(x) := Ex/Flx(E)x, the morphisms pr(x) and prj(x) (j = 1, ..., lx)
are defined to be
pr(x) : VX˜0
p
−→ E → Ex, prj(x) : VX˜0
pr(x)
−−−→ Qr(x) = Ex → Ex/Fj(E)x.
Thus we have a G-equivariant embedding
R1 ×R2 →֒ GrassP (m)(V1 ⊗W
m
1 ⊕ V2 ⊗W
m
2 )× Flag,
where Flag is defined to be
Flag =
∏
x∈I
{Grassr(x)(V )×Grassr1(x)(V )× · · · ×Grassrlx (x)(V )},
which maps a point (p = p1 ⊕ p2, {pr(x), pr1(x), ..., prlx(x)}x∈I) of R1 × R2 to the
point
(H0(V
X˜0
(m))
g
−→ U, {V
gr(x)
−−−→ Ur(x), V
gr1(x)−−−−→ Ur1(x), ..., V
grlx (x)−−−−→ Urlx (x)}x∈I)
of GrassP (m)(V1⊗W
m
1 ⊕V2⊗W
m
2 )×Flag, where g := H
0(p(m)), U := H0(E(m)),
gr(x) := H
0(pr(x)(N)), Ur(x) := H
0(Qr(x)), and grj(x) := H
0(prj(x)(N)), Urj(x) :=
H0(Qrj(x)) (j = 1, ..., lx). Finally, we get a G-equivariant embedding
R˜ →֒ G′ = GrassP (m)(V1 ⊗W
m
1 ⊕ V2 ⊗W
m
2 )× Flag×Grassr(V1 ⊕ V2)
as follows: a point of R˜ is given by a point of R1 × R2 together with a quotient
Ex1 ⊕Ex2
q
−→ Q, then above embedding maps Ex1 ⊕ Ex2
q
−→ Q to
gG := H
0(q(N)) : V1 ⊕ V2 = H
0(V
X˜0
(N))→ H0(E(N))→ Ex1 ⊕ Ex2
q
−→ Q.
Given G′ the polarisation (using the obvious notation):{
ℓ
m−N
×
∏
x∈I
{αx, d1(x), · · · , dlx(x)
}
× k,
we have the analogue of Proposition 1.1, whose proof (we refer to Proposition 1.14
of [B3], or Lemma 5.4 of [NS]) is a modification of Theorem 4.17 in [Ne] since our
group G here is different from that of [Ne].
16 XIAOTAO SUN
Proposition 2.1. A point (g, {gr(x), gr1(x), ..., grlx(x)}x∈I , gG) ∈ G
′ is stable (re-
spectively, semistable) for the action of G, with respect to the above polarisation
(we refer to this from now on as GIT-stability), iff for all nontrivial subspaces
H ⊂ V , where H = H1 ⊕H2 and Hi ⊂ Vi (i = 1, 2), we have (with h = dimH and
H¯ := H1 ⊗W
m
1 ⊕H2 ⊗W
m
2 )
ℓ
m−N
(
hP (m) − P (N)dimg(H¯)
)
+
∑
x∈I
αx(rh− P (N)dimgr(x)(H))+
∑
x∈I
lx∑
i=1
di(x)
(
ri(x)h− P (N)dimgri(x)(H)
)
+ k (rh− P (N)dimgG(H)) < (≤) 0.
Proposition 2.2. Suppose (p, {pr(x), pr1(x), ..., prlx(x)}x∈I , q) ∈ R˜ is a point such
that E is torsion free outside {x1, x2}. Then E = (E,Ex1 ⊕ Ex2
q
−→ Q) is stable
(respectively, semistable) iff for every subsheaf 0 6= F 6= E we have (using the
notation 1.2)
ℓ
m−N
(χ(F (N))P (m)− P (N)χ(F (m))) +
∑
x∈I
αx(rχ(F (N))− P (N)h
0(QFr(x)))
+
∑
x∈I
lx∑
i=1
di(x)(ri(x)χ(F (N))− P (N)h
0(QFri(x)))
+ k(rχ(F (N))− P (N)dim(QF )) < (≤) 0.
Proof. For subsheaf F ⊂ E such that E/F is torsion free outside {x1, x2}, by the
same computation in Proposition 1.2, we have
LHS(F ) = kP (N)
(
parχm(F )− dim(Q
F )− r(F )
parχm(E)− r
r
)
.
Thus E is stable (semistable) iff LHS(F ) < (≤)0 for the required F. If E/F has
torsion outside {x1, x2}, then LHS(F ) < 0.
Lemma 2.1. There exist N and M1(N) such that for m ≥ M1(N) the following
holds. Suppose (p, {pr(x), pr1(x), ..., prlx(x)}x∈I , q) ∈ R˜ is a point which is GIT-
semistable then for all quotients E
T
−→ G → 0 we have (with QG := Q/q(ker(T )))
h0(G(N)) ≥
1
k
(
(c1 + c2)r(G)ℓ+
∑
x∈I
αxh
0(QG
r(x)) +
∑
x∈I
lx∑
i=1
di(x)h
0(QG
ri(x)
)
)
+ h0(QG).
In particular, E is torsion free outside {x1, x2}, q maps the torsion on {x1, x2} to
Q injectively and V → H0(E(N)) is an isomorphism.
Proof. The proof of Lemma 1.1 goes through with obvious modifications except
that we can not assume that the sheaves E are torsion free at x1 and x2. To see it
clearly, we write out the proof of E being torsion free outside {x1, x2}.
FACTORIZATION OF GENERALIZED THETA FUNCTIONS AT REDUCIBLE CASE 17
Let τ = Tor(E), G = E/τ and applying the above inequality, noting that
h0(G(N)) = P (N) − h0(τ), h0(QG
r(x)) = r − h
0(Qτr(x)) and h
0(QG
ri(x)
) = ri(x) −
h0(Qτri(x)), we have
kh0(τ) ≤ k · dim(Qτ ) +
∑
x∈I
(αx + alx+1(x)− a1(x))h
0(τx),
by which one can conclude that τ = 0 outside {x1, x2} and h
0(τx1⊕τx2)−dim(Q
τ ) =
0 since αx < k − alx+1(x) + a1(x). In particular, q maps the torsion on {x1, x2} to
Q injectively.
Remark 2.1. The proof of Lemma 1.1 and Lemma 2.1 actually implies that one
can take N big enough such that for a GIT-semistable point the sheaf E involved
satisfies the condition H1(E(N)(−x− x1 − x2)) = 0 for any x ∈ X0, which implies
that E(N) and E(N)(−x1−x2) are generated by global sections and H
0(E(N))→
E(N)x1⊕E(N)x2 is surjective. Conversely, it is easy to prove that every semistable
GPS will satisfy above conditions if N big enough.
Proposition 2.3. There exist integers N > 0 and M(N) > 0 such that for
m ≥ M(N) the following is true. A point (p, {pr(x), pr1(x), ..., prlx(x)}x∈I , q) ∈ R˜
is GIT-stable (respectively, GIT-semistable) iff the quotient E is torsion free out-
side {x1, x2} and E = (E, q) is stable (respectively, semistable) GPS, the map
V → H0(E(N)) is an isomorphism.
Proof. The proof is the same with that of Proposition 1.3 by some obvious notation
modifications.
Notation 2.1. Define H to be the subscheme of R˜ parametrising the generalised
parabolic sheaves E = (E,Ex1 ⊕ Ex2
q
−→ Q) satisfying
(1) CP (N) ∼= H0(E(N)), and H1(E(N)(−x1 − x2 − x)) = 0 for any x ∈ X˜0
(2) TorE is supported on {x1, x2} and (TorE)x1 ⊕ (TorE)x2 →֒ Q.
Let R˜ss (R˜s) be the open set of R˜ consists the semistable (stable) GPS, then it is
clear that
R˜ss
open
→֒ H
open
→֒ R˜.
We will introduce the so called s-equivalence of GPS later in Definition 2.6.
It is also known that H is reduced, normal and Gorenstein with only rational
singularities (see Proposition 3.2 and Remark 3.1 in [Su]).
Theorem 2.1. For given datas in Notation 1.1 satisfying (∗) and χ1, χ2 with χ1+
χ2−r = χ, there exists an irreducible, Gorenstein, normal projective variety Pχ1,χ2
with only rational singularities, which is the coarse moduli space of s-equivalence
classes of semistable GPS (E,Q) on X˜0 of rank r and χ(Ej) = χj (j = 1, 2) with
parabolic structures of type {~n(x)}x∈I and weights {~a(x)}x∈I at points {x}x∈I .
Proof. The existence of the moduli space and its projectivity follows above Propo-
sition 2.3 and G.I.T., the other properties follow the corresponding properties of H
and the fact that R˜ss ⊂ H for if N big enough.
Recall that we have the universal quotient E1 on X1 × R1, flat over R1, and
torsion free of rank r outside {x1} with Euler characteristic χ1, together with, for
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each x ∈ I1, a flag
E1{x}×R1 = F0(E
1
{x}×R1
) ⊃ F1(E
1
{x}×R1
) ⊃ · · · ⊃ Flx(E
1
{x}×R1
) ⊃Flx+1(E
1
{x}×R1
)
= 0
of subbundles of type ~n(x) and weights ~a(x). Let Qx,i = E
1
{x}×R1
/Fi(E
1
{x}×R1
), we
can define a line bundle ΘR1 on R1 as
(detRπR1E
1)k ⊗
⊗
x∈I1
{
(detE1{x}×R1)
αx ⊗
lx⊗
i=1
(detQx,i)
di(x)
}
⊗ (detE1{y1}×R1)
ℓ1 .
Similarly, we can define the line bundle ΘR2 on R2 and the G-line bundle
ΘR˜ := ρ
∗(ΘR1 ⊗ΘR2)⊗ (detQ)
k
on R˜, where ρ∗(E1x1 ⊕E
2
x2
)→ Q→ 0 is the universal quotient on R˜. One can check
that ΘR˜ is the restriction of ample polarisation used to linearize the action of G,
thus some power of ΘR˜ descends to an ample line bundle on Pχ1,χ2 . In fact, we
have
Lemma 2.2. The ΘR˜ss descends to an ample line bundle ΘPχ1,χ2 on Pχ1,χ2.
Proof. The proof is similar with Theorem 1.2, we only make a remark here. If
(E,Q) is a semistable GPS of rank r and (E′, Q′) a sub-GPS of (E,Q) with
parχm(E
′)− dim(Q′) = r(E′) ·
parχm(E)− dim(Q)
r
,
we have (assuming that E′ is of rank (r1, r2))
− kχ(E′) + r1
∑
x∈I1
αx + r2
∑
x∈I2
αx +
∑
x∈I
lx∑
i=1
di(x)dim
E′x
E′x ∩ Fi(Ex)
+ r1ℓ1 + r2ℓ2
+ k · dim(Q′)
=
−kχ+ r
∑
x∈I αx +
∑
x∈I
∑lx
i=1 di(x)ri(x) + r(ℓ1 + ℓ2)
r
· r(E′) = 0.
Notation 2.2. Let R1F ⊂ R1 (R2F ⊂ R2) be the open set of points corresponding
the vector bundles on X1 (X2), and R˜F = ρ
−1(R1F ×R2F ), then
ρ : R˜F →R1F ×R2F
is a grassmannian bundle over R1F ×R2F , and R˜F ⊂ H. We define
R1F,a := {(E,Q) ∈ R˜F |Ex1 → Q has rank a},
and DˆF,1(i) := R
1
F,0 ∪ · · · ∪ R
1
F,i, which have the natural scheme structures. The
subschemes R2F,a and DˆF,2(i) are defined similarly. Let Dˆ1(i) and Dˆ2(i) be the
zariski closure of DˆF,1(i) and DˆF,2(i) in R˜. Then they are reduced, irreducible and
G-invariant closed subschemes of R˜, thus inducing closed subschemes D1(i)χ1,χ2,
D2(i)χ1,χ2 of Pχ1,χ2. Clearly, we have (for j = 1, 2) that
R˜ ⊃ Dˆj(r − 1) ⊃ Dˆj(r − 2) · · · ⊃ Dj(1) ⊃ Dˆj(0)
Pχ1,χ2 ⊃ Dj(r − 1)χ1,χ2 ⊃ Dj(r − 2)χ1,χ2 ⊃ · · ·Dj(1)χ1,χ2 ⊃ Dj(0)χ1,χ2 .
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Lemma 2.3. H, Dˆj(a) and Dˆ1(a)∩Dˆ2(b) are reduced, normal with rational singu-
larities. In particular, Pχ1,χ2 , Dj(a)χ1,χ2 and D1(a)χ1,χ2 ∩ D2(b)χ1,χ2 are reduced,
normal with rational singularities.
Proof. This is the copy of Proposition 3.2 in [Su] and the proof there goes through.
Let (E,Q) be a semistable GPS of rank r with E = (E1, E2) and χj = χ(Ej)
(j = 1, 2). Then, by the definition of semistability, we have (for j = 1, 2) that
parχm(Ej)− dim(Q
Ej ) ≤
cj
c1 + c2
(parχm(E)− r).
Recall that χ1 + χ2 − r = χ and nj (j = 1, 2) denotes
1
k
∑
x∈Ij
lx∑
i=1
di(x)ri(x) + r
∑
x∈Ij
αx + rℓj
 ,
we can rewrite the above inequality into
(2.1)
n1 + r − dim(Q
E2) ≤ χ(E1) ≤ n1 + dim(Q
E1)
n2 + r − dim(Q
E1) ≤ χ(E2) ≤ n2 + dim(Q
E2).
Thus, for fixed χ, the moduli space of s-equivalence classes of semistable GPS (E,Q)
on X˜0 of rank r and χ(E) = χ+ r with parabolic structures of type {~n(x)}x∈I and
weights {~a(x)}x∈I at points {x}x∈I is the disjoint union
P :=
∐
χ1+χ2=χ+r
Pχ1,χ2 ,
where χ1, χ2 satisfy the inequalities
(2.2) n1 ≤ χ(E1) ≤ n1 + r, n2 ≤ χ(E2) ≤ n2 + r.
Notation 2.3. The ample line bundles {ΘPχ1,χ2 } determine an ample line bundle
ΘP on P, and for any 0 ≤ a ≤ r, we define the subschemes
D1(a) :=
∐
χ1+χ2=χ+r
D1(a)χ1,χ2 , D2(a) :=
∐
χ1+χ2=χ+r
D2(a)χ1,χ2 .
We will simply write D1 := D1(r − 1) and D2 := D2(r − 1).
In order to introduce a sheaf theoretic description of the so called s-equivalence
of GPS, we enlarge the category by considering all of the GPS including the case
r(E) = 0, and also assume that |I| = 0 for simplicity.
Definition 2.3. A GPS (E,Q) is called semistable (resp., stable), if
(1) when rank(E) > 0, then for every nontrivial subsheaf E′ ⊂ E such that
E/E′ is torsion free outside {x1, x2}, we have, with the induced parabolic
structures at points {x}x∈I ,
parχm(E
′)− dim(QE
′
) ≤ rk(E′) ·
parχm(E)− dim(Q)
rk(E)
(resp., <),
where QE
′
= q(E′x1 ⊕E
′
x2
) ⊂ Q.
(2) when rank(E) = 0, then Ex1 ⊕ Ex2 = Q (resp. Ex1 ⊕ Ex2 = Q and
dim(Q) = 1)
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Definition 2.4. If (E,Q) is a GPS and rank(E) > 0, we set
µG[(E,Q)] =
deg(E)− dim(Q)
rank(E)
.
It is useful to think of an m-GPS as a sheaf E on X˜0 together with a map
π∗E → x0Q→ 0 and h
0(x0Q) = m. Let KE denote the kernel of π∗E → Q.
Definition 2.5. Given an exact sequence
0→ E′ → E → E′′ → 0
of sheaves on X˜, and π∗E → Q → 0 a generalised parabolic structure on E, we
define the generalised parabolic structures on E′ and E′′ via the diagram
0 −−−−→ π∗E
′ −−−−→ π∗E −−−−→ π∗E
′′ −−−−→ 0y y y
0 −−−−→ Q′ −−−−→ Q −−−−→ Q′′ −−−−→ 0
The first horizontal sequence is exact because π is finite, Q′ is defined as the image
in Q of π∗E
′ so that the first vertical arrow is onto, Q′′ is defined by demanding
that the second horizontal sequence is exact, and finally the third vertical arrow is
onto by the snake lemma. We will write
0→ (E′, Q′)→ (E,Q)→ (E′′, Q′′)→ 0
whose meaning is clear.
Proposition 2.4. Fix a rational number µ. Then the category Cµ of semistable
GPS (E,Q) such that rank(E) = 0 or, rank(E) > 0 with µG[(E,Q)] = µ, is an
abelian, artinian, noetherian category whose simple objects are the stable GPS in
the category.
One can conclude, as usual, that given a semistable GPS (E,Q) it has a Jordan-
Holder filtration, and the associated graded GPS gr(E,Q) is uniquely determined
by (E,Q). Thus we have
Definition 2.6. Two semistable GPS (E1, Q1) and (E2, Q2) are said to be s-
equivalent if they have the same associated graded GPS, namely,
(E1, Q1) ∼ (E2, Q2) ⇐⇒ gr(E1, Q1) ∼= gr(E2, Q2).
Remark 2.2. Any stable GPS (E,Q) with rank(E) > 0 must be locally free (i.e.,
E is locally free), and two stable GPS are s-equivalent iff they are isomorphic.
Proposition 2.5. Every semistable (E′, Q′) with rank(E′) > 0 is s-equivalent to
a semistable (E,Q) with E locally free. Moreover,
(1) if E′ has torsion of dimension t at x2, then (E
′, Q′) is s-equivalent to a
semistable (E,Q) with E locally free and
rank(Ex1 −Q) ≤ dim(Q)− t,
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(2) if (E,Q) is a semistable GPS with E locally free and
rank(Ex1 → Q) = a,
then (E,Q) is s-equivalent to a semistable (E′, Q′) such that
dim(Tor(E′)x2) = dim(Q)− a.
The roles of x1, x2 in the above statements can be reversed.
Proof. We prove (1) at first. For given (E′, Q′) ∈ Cµ with rank(E
′) > 0, there is
an exact sequence
0→ (E′1, Q
′
1)→ (E
′, Q′)→ (E′2, Q
′
2)→ 0
such that (E′2, Q
′
2) is stable and µG[(E
′
2, Q
′
2)] = µ if rank(E
′
2) > 0. It is clear that
gr(E′, Q′) = gr(E′1, Q
′
1)⊕ (E
′
2, Q
′
2).
When rank(E′2) > 0, the E
′
2 has to be locally free and E
′
1 has the same torsion
with E′. Thus if rank(E′1) > 0, there is (by using induction for the rank) a
(E1, Q1) ∈ Cµ with E1 locally free and
rank(E1x1 → Q1) ≤ dim(Q1)− t
such that gr(E1, Q1) = gr(E
′
1, Q
′
1). One can check that
(E,Q) := (E1 ⊕ E
′
2, Q1 ⊕Q
′
2) ∈ Cµ
is s-equivalent to (E′, Q′) and
rank(Ex1 → Q) ≤ dim(Q)− t.
If rank(E′1) = 0, then gr(E
′, Q′) = (E′2, Q
′
2)⊕ gr(Tor(E
′), T or(E′)). Thus (E′, Q′)
satisfies (up to a s-equivalence) the exact sequence
0→ (E˜′, Q˜′)→ (E′, Q′)→ ( x2C,C)→ 0,
where (E˜′, Q˜′) ∈ Cµ has torsion of dimension t − 1 at x2. This is the typical case
we treated in Lemma 2.5 of [Su], and we will indicate later how to get our stronger
statement by the construction of [Su].
When rank(E′2) = 0 and dim(Tor(E
′
1)x2) < t, then (E
′
2, Q
′
2) has to be ( x2C,C),
which is again the above typical case we will treat. If dim(Tor(E′1)x2) = t, by
repeating the above procedures for (E′1, Q
′
1), we will reduce the proof, after finite
steps, to the above cases again since dim(Q′1) decreases strictly. All in all, we are
reduced to treating the typical case:
0→ (E˜′, Q˜′)→ (E′, Q′)→ ( x2C,C)→ 0,
where (E˜′, Q˜′) ∈ Cµ and dim(Tor(E˜
′)x2) = t− 1.
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By using the induction for t, there exists a (E˜, Q˜) ∈ Cµ with E˜ locally free such
that gr(E˜, Q˜) = gr(E˜′, Q˜′) and
rank(q˜1 : E˜x1 → Q˜) ≤ dim(Q˜)− (t− 1),
where q˜1, q˜2 are the induced maps by q˜ : E˜x1 ⊕ E˜x2 → Q˜. Since ( x2C,C) is stable,
we have
gr(E′, Q′) = gr(E˜, Q˜)⊕ ( x2C,C).
Let K2 = ker(q˜1 : E˜x2 → Q˜), choosing a Hecke modification h : E˜ → E at x2 (see
Remark 1.4 of [NS]) such that K˜2 := ker(hx2) ⊂ K2 and dim(K˜2) = 1, we get the
extension
0 −→ E˜
h
−→ E
γ
−→ x2C −→ 0.
Let Q = Q˜⊕C and Ex2 = hx2(E˜x2)⊕ V1 for a subspace V1, we define a morphism
f : Ex1 ⊕ Ex2 → Q such that Ex1 → Q to be
Ex1
h−1x1−−→ E˜x1
q˜1
−→ Q˜ →֒ Q
and Ex2 → Q to be
Ex2 = hx2(E˜x2)⊕ V1
(h¯−1x2
,γx2)
−−−−−−→
E˜x2
K˜2
⊕ C
(q˜2,id)
−−−−→ Q˜⊕ C = Q
where h¯x2 : E˜x2/K˜2
∼= hx2(E˜x2) and q˜2 : E˜x2/K˜2 → Q˜ (note that K˜2 ⊂ K2). Thus
the following diagram is commutative
E˜x1 ⊕ E˜x2
(hx1 ,hx2 )−−−−−−→ Ex1 ⊕Ex2
(0,γx2)−−−−→ C −−−−→ 0
q
y fy ∥∥∥
0 −−−−→ Q˜ −−−−→ Q˜⊕ C −−−−→ C −−−−→ 0
One checks that f is surjective by this diagram, and thus
0→ (E˜, Q˜)→ (E,Q)→ ( x2C,C)→ 0
It is easy to see that (E,Q) ∈ Cµ is s-equivalent to (E
′, Q′) and
rank(Ex1 → Q) = rank(E˜x1 → Q˜) ≤ dim(Q)− t.
To prove (2), let q : Ex1 ⊕ Ex2 → Q and Q = q1(Ex1) ⊕ C
dim(Q)−a. Take the
projection Q
p
−→ Cdim(Q)−a and define
E˜ := ker(γ : E → Ex2
q2
−→ Q
p
−→ x2C
dim(Q)−a),
we get a semistable (E˜, Q˜) ∈ Cµ (Q˜ being the kernel of p) such that
0→ (E˜, Q˜)→ (E,Q)→ ( x2C
dim(Q)−a, Cdim(Q)−a)→ 0
is an exact sequence in Cµ. Thus (E,Q) is s-equivalent to
(E′, Q′) := (E˜ ⊕ x2C
dim(Q)−a, Q˜⊕ Cdim(Q)−a)
by the following Lemma 2.4.
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Lemma 2.4. Given a (E,Q) ∈ Cµ, if there is an exact sequence
0→ (E1, Q1)→ (E,Q)→ (E2, Q2)→ 0
such that (E2, Q2) ∈ Cµ, then
gr(E,Q) = gr(E1, Q1)⊕ gr(E2, Q2).
In particular, (E,Q) is s-equivalent to (E1 ⊕ E2, Q1 ⊕Q2).
Proof. Since (E2, Q2) ∈ Cµ, there exists an exact sequence
0→ (E′2, Q
′
2)→ (E2, Q2)→ (E
′′
2 , Q
′′
2)→ 0
such that (E′′2 , Q
′′
2) ∈ Cµ is stable. Thus
gr(E2, Q2) = gr(E
′
2, Q
′
2)⊕ (E
′′
2 , Q
′′
2).
On the other hand, if we define (E˜, Q˜) by exact sequence
0→ (E˜, Q˜)→ (E,Q)
g
−→ (E′′2 , Q
′′
2)→ 0,
where g : (E,Q)→ (E2, Q2)→ (E
′′
2 , Q
′′
2), then we have an exact sequence
0→ (E1, Q1)→ (E˜, Q˜)→ (E
′
2, Q
′
2)→ 0,
and (E′2, Q
′
2) ∈ Cµ. By using the induction for the rank(E2) and h
0(E2) when
rank(E2) = 0, we have
gr(E˜, Q˜) = gr(E1, Q1)⊕ gr(E
′
2, Q
′
2).
Now the lemma is clear.
§3 The factorization theorem
Recall that π : X˜0 → X0 is the normalisation of X0 and π
−1(x0) = {x1, x2}.
Given a GPS (E,Ex1 ⊕Ex2
q
−→ Q) on X˜0, we define a coherent sheaf φ(E,Q) := F
by the exact sequence
0→ F → π∗(E)→ x0Q→ 0,
where we use xW to denote the skyscraper sheaf supported at {x} with fibre W ,
and the morphism π∗(E)→ x0Q is defined as follows
π∗(E)→ π∗(E)|{x0} = x0(Ex1 ⊕Ex2)
q
−→ x0Q.
It is clear that F is torsion free of rank (r1, r2) if and only if (E,Q) is a GPS of
rank (r1, r2) and satisfying
(T) (TorE)x1 ⊕ (TorE)x2
q
→֒ Q.
In particular, the GPS in H give in this way torsion free sheaves of rank r with the
natural parabolic structures at points of I.
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Lemma 3.1. Let (E,Q) satisfy condition (T), and F = φ(E,Q) the associated
torsion free sheaf on X0. We have
(1) If E is a vector bundle and the maps Exi → Q are isomorphisms, then F
is a vector bundle.
(2) If F is a vector bundle on X0, then there is an unique (E,Q) such that
φ(E,Q) = F. In fact, E = π∗F.
(3) If F is a torsion free sheaf, then there is a (E,Q), with E a vector bundle
on X˜0, such that φ(E,Q) = F and Ex2 → Q is an isomorphism. The rank
of the map Ex1 → Q is a iff F ⊗ Oˆx0
∼= Oˆ⊕ax0 ⊕m
⊕(r−a)
x0 . The roles of x1
and x2 can be reversed.
(4) Every torsion free rank r sheaf F on X0 comes from a (E,Q) such that E
is a vector bundle.
Proof. Similar with Lemma 4.6 of [NR] and Lemma 2.1 of [Su].
Lemma 3.2. Let F = φ(E,Q), then F is semistable if and only if (E,Q) is
semistable. Moreover, one has
(1) If (E,Q) is stable, then F is stable.
(2) If F is a stable vector bundle, then (E,Q) is stable.
Proof. For any subsheaf E′ ⊂ E such that E/E′ is torsion free outside {x1, x2},
the induced GPS (E′, QE
′
) defines a subsheaf F ′ ⊂ F by
0→ F ′ → π∗(E
′)→ x0Q
E′ → 0.
It is clear that parχm(F
′) = parχm(E
′) − dim(QE
′
), thus F semistable implies
(E,Q) semistable. Note that E may have torsion and thus (E,Q) may not be
stable even if F is stable (for instance, taking E′ to be the torsion subsheaf). In
fact, (E,Q) is stable if and only if F is a stable vector bundle.
Next we prove that if (E,Q) is stable (semistable), then F is stable (semistable).
For any subsheaf F ′ ⊂ F such that F/F ′ is torsion free, we have canonical morphism
π∗F ′ → π∗F → π∗π∗E → E. Let E
′ be the image of π∗F ′, one has the diagram
0 0 0y y y
0 −−−−→ F ′ −−−−→ π∗E
′ −−−−→ x0Q
E′ −−−−→ 0y y y
0 −−−−→ F −−−−→ π∗E −−−−→ x0Q −−−−→ 0y y y
0 −−−−→ F/F ′ −−−−→ π∗(E/E
′) −−−−→ x0(Q/Q
E′) −−−−→ 0y y y
0 0 0
which implies E/E′ torsion free outside {x1, x2} (since F/F
′ torsion free) and
parχm(F
′) = parχm(E
′)− dim(QE
′
), parχm(F ) = parχm(E)− dim(Q).
Thus, note that rk(E′) = rk(F ′) and rk(E) = rank(F ), one proves the lemma.
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Lemma 3.3. Let (E,Q) be a semistable GPS with E locally free and F = φ(E,Q)
the associated torsion free sheaf, if there exists an exact sequence
0→ F1 → F → F2 → 0
with F2 semistable and parµm(F2) = parµm(F ). Then (E,Q) is s-equivalent to a
semistable (E′, Q′) such that E′ has torsion of dimension
dim(Q)− a(F1)− a(F2).
Proof. For any torsion free sheaf F , we have a canonical exact sequence
0→ F → π∗E˜ → Q˜→ 0
where E˜ = π∗F/Tor(π∗F ) and dim(Q˜) = a(F ). If F = φ(E,Q) with E locally
free, then we have a commutative diagram
0 0y y
0 −−−−→ F −−−−→ π∗E˜ −−−−→ x0Q˜ −−−−→ 0∥∥∥ y y
0 −−−−→ F −−−−→ π∗E −−−−→ x0Q −−−−→ 0y y
π∗τ −−−−→ x0Q
′y y
0 0
where τ = E/E˜ and Q′ = Q/Q˜, the map π∗τ → x0Q
′ is defined such that the
diagram is commutative, which has to be an isomorphism. This gives an exact
sequence
0→ (E˜, Q˜)→ (E,Q)→ (τ, Q′)→ 0
in Cµ, thus (E,Q) is s-equivalent to (E˜⊕τ, Q˜⊕Q
′). On the other hand, we consider
the following commutative diagram
(3.1)
0 0 0y y y
0 −−−−→ F1 −−−−→ F −−−−→ F2 −−−−→ 0y y y
0 −−−−→ π∗E1 −−−−→ π∗E˜ −−−−→ π∗E2 −−−−→ 0y y y
0 −−−−→ x0Q1 −−−−→ x0Q˜ −−−−→ x0Q2 −−−−→ 0y y y
0 0 0
26 XIAOTAO SUN
where E1 = π
∗F1/Tor(π
∗F1), dim(Q1) = a(F1), the first two vertical sequences
are the canonical exact sequences determined by F1 and F , and E2 = E˜/E1,
Q2 = Q˜/Q1, the third vertical sequence is defined by demanding the diagram com-
mutative, which has to be exact. It is easy to see that µG[(E2, Q2)] = µG[(E˜, Q˜)]
and (E2, Q2) is semistable (since F2 is so). Thus
gr(E˜, Q˜) = gr(E1, Q1)⊕ gr(E2, Q2),
which implies that (E,Q) is s-equivalent to
(E′, Q′) := (E1 ⊕E2 ⊕ τ, Q1 ⊕Q2 ⊕Q
′).
One checks that dim(Tor(E2)) = a(F ) − a(F1) − a(F2) by restricting the dia-
gram (3.1) to point x0 and counting the dimension of fibres (the first two vertical
sequences remaining exact). Therefore
dim(Tor(E′)) = dim(τ) + dim(Tor(E2)) = dim(Q)− a(F1)− a(F2),
we have proved the lemma.
Consider the family ρ∗E = (ρ∗E1, ρ∗E2) of GPS over R˜ss with the universal
quotient ρ∗(E1x1 ⊕ E
2
x2
)→ Q, using the finite morphism
π × IR˜ss : X˜0 × R˜
ss → X0 × R˜
ss,
we can define a family FR˜ss of semistable sheaves (Lemma 3.2) on X0 by the exact
sequence
(3.2.) 0→ FR˜ss → (π × IR˜ss)∗(ρ
∗E)→ x0Q → 0
Since ρ∗E is flat over R˜ss and Q locally free on R˜ss, FR˜ss is a flat family over R˜
ss.
Thus we have a morphsim
φR˜ss : R˜
ss →Rss → UX0
such that φ∗
R˜ss
ΘUX0 = ΘFR˜ss by Theorem 1.2 in the §1.
Lemma 3.4. The morphism φR˜ss induces a morphism
φPχ1,χ2 : Pχ1,χ2 → UX0
such that φ∗Pχ1,χ2
ΘUX0 = ΘPχ1,χ2 .
Proof. The proof is clear, we just remark that one can compute ΘF
R˜ss
= ΘR˜ss by
the exact sequence (3.2) defining the sheaf FR˜ss .
Let Uχ1,χ2 be the image of Pχ1,χ2 under the morphism φPχ1,χ2 , then Uχ1,χ2 is an
irreducible component of UX0 and φPχ1,χ2 is a finite morphism since it pulls back
an ample line bundle to an ample line bundle. We will see that
φPχ1,χ2 : Pχ1,χ2 r {D1,D2} → Uχ1,χ2 rWr−1
is an isomorphism. Thus φPχ1,χ2 is the normalisation of Uχ1,χ2 . We have clearly
the morphism
φ :=
∐
χ1+χ2=χ+r
φPχ1,χ2 : P → UX0 ,
which is the normalisation of UX0 . We copy Proposition 2.1 from [Su].
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Proposition 3.1. With the above notation and denoting D1(r − 1), D2(r − 1),
Wr−1 by D1, D2 and W, we have
(1) φ : P → UX0 is finite and surjective, and φ(D1(a)) = φ(D2(a)) =Wa,
(2) φ(Pr{D1∪D2}) = UX0rW, and induces an isomorphism on Pr{D1∪D2},
(3) φ|D1(a) : D1(a)→Wa is finite and surjective,
(4) φ(D1(a) r {D1(a) ∩ D2 ∪ D1(a − 1)}) = Wa rWa−1, and induces an iso-
morphism on D1(a)r {D1(a) ∩ D2 ∪ D1(a− 1)},
(5) φ : P → UX0 is the normalisation of UX0 ,
(6) φ|D1(a) : D1(a)→Wa is the normalisation of Wa,
(7) φ(D1(a) ∩ D2) =Wa−1, and Wa−1 is the non-normal locus of Wa.
Proof. In proving (4), we used Lemma 2.6 of [Su] to show that φ induces a morphism
φ : D1(a)r {D1(a) ∩ D2 ∪ D1(a− 1)} −→ Wa rWa−1.
But Lemma 2.6 in [Su] is not correct, we have to prove it without using the lemma
(also to fix the gap in [Su]). We will use [ ] to denote the s-equivalent class of
objects we are considering. For any [(E,Q)] ∈ D1(a)r {D1(a) ∩ D2 ∪ D1(a − 1)},
we can assume that E is a vector bundle by Proposition 2.5, and Ex2 → Q is an
isomorphism since [(E,Q)] /∈ D2. Thus φ(E,Q) = F ∈ Wˆa r Wˆa−1 by Lemma
3.1 (3), we need to show [F ] /∈ Wa−1. If it is not so, then F is s-equivalent to a
semistable torsion free sheaf F ′ ∈ Wˆ(a− 1) and has an exact sequence
0→ F1 → F → F2 → 0
with parµm(F2) = parµm(F ) and F2 stable. Thus gr(F
′) = gr(F1) ⊕ F2 and (by
Lemma 1.3)
a− 1 ≥ a(F ′) ≥ a(F1) + a(F2).
On the other hand, by Lemma 3.3, (E,Q) is s-equivalent to a semistable (E′, Q′)
with dim(Tor(E′)) = r − a(F1)− a(F2). By Proposition 2.5 (1), E
′ has no torsion
at x1 since [E
′, Q′)] = [(E,Q)] /∈ D2. Hence, by Proposition 2.5 (1) again, (E
′, Q′)
is s-equivalent to a (E˜, Q˜) with E˜ locally free and
rank(E˜x1 → Q˜) ≤ a(F1) + a(F2) ≤ a− 1,
we get the contradiction [(E,Q)] = [(E˜, Q˜)] ∈ D1(a−1). Thus φ induces a morphism
φ : D1(a)r {D1(a) ∩ D2 ∪ D1(a− 1)} −→ Wa rWa−1
The argument in [Su] for other statements goes through, only (7) is in doubt.
This can be seen as follows, the fact φ(D1(a) ∩ D2) =Wa−1 follows the local com-
puation (see Proposition 3.9 of [B3]), and the non-normal locus of Wa is contained
in Wa−1 by the above (4). If Wa−1 is not empty and not equal to the non-normal
locus, there exists a non-empty irreducible component Wχ1,χ2a−1 of Wa−1 such that
φ|D1(a) is an isomorphism at the generic point of W
χ1,χ2
a−1 . It is impossible since the
fibre has at least two points (one is in D1(a−1)rD2 by (3) of Lemma 3.1, another
is in D1(a) ∩ D2).
Let IZ denote the ideal sheaf of closed subscheme Z in a scheme X . When Z is
of codimension one (not necessarily a Cartier divisor), we set OX(−Z) := IZ . If L
is a line bundle on X and Y is a closed subscheme of X , we denote L⊗ IZ and the
restriction IZ⊗OY of IZ on Y by L(−Z) andOY (−Z). We have the straightforward
generalisations of [Su, Lemma 4.3 and Proposition 4.1], whose proof we omit.
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Lemma 3.5. Suppose given a seminormal variety V , with normalization σ : V˜ →
V . Let the non-normal locus be W , endowed with its reduced structure. Let W˜
be set-theoretic inverse image of W in V˜ , endowed with its reduced structure. Let
N be a line bundle on V , and let N˜ be its pull-back to V˜ (N˜ = σ∗N). Suppose
H0(V˜ , N˜)→ H0(W˜ , N˜) is surjective. Then
(1) There is an exact sequence
0→ H0(V˜ , N˜ ⊗ I
W˜
)→ H0(V,N)→ H0(W,N)→ 0.
(2) If H1(W,N)→ H1(W˜ , N˜) is injective, so is H1(V,N)→ H1(V˜ , N˜).
Lemma 3.6. The following maps are surjective for any 1 ≤ a ≤ r
(1) H0(D1(a),ΘP)→ H
0(D1(a) ∩ D2 ∪ D1(a− 1),ΘP).
(2) H0(D1(a),ΘP)→ H
0(D1(a) ∩ D2,ΘP).
The above Lemma 3.6 tells us that the assumption (surjectivity) in Lemma 3.5
is satisfied for the situation: V = Wa, V˜ = D1(a), σ = φ|D1(a) and N = ΘUX |Wa .
Thus we can use Lemma 3.5 to prove that
Proposition 3.2. We have a (noncanonical) isomorphism
H0(UX0 ,ΘUX0 )
∼= H0(P,ΘP(−D2)).
Proof. Similar with the proof of Proposition 4.3 of [Su].
Proposition 3.3. Let R˜F ⊂ H be the open set consisting of (E,Q) with E locally
free. Then
H0(R˜ss,ΘR˜ss)
G = H0(H,ΘH)
G = H0(R˜F ,ΘR˜F )
G,
where G = (GL(V1)×GL(V2)) ∩ SL(V1 ⊕ V2).
Proof. The first equality follows the following Lemma 3.7, the second equality fol-
lows the following Lemma 3.8 by taking V = R˜ss, U = Pχ1,χ2 , V
′ = R˜ss ∩ R˜F
and U ′′ = Pχ1,χ2 r {D1,D2} (one need here Proposition 1.4 to show that U
′′ is
nonempty).
Lemma 3.7. Let V be a projective scheme on which a reductive group G acts,
L˜ an ample line bundle linearising the G-action, and V ss the open subscheme of
semistable points. Let V ′ be a G-invariant closed subscheme of V ss, V¯ ′ its schematic
closure in V . Then
(1) V¯
′ss = V ′, and V ′upslopeupslopeG is a closed subscheme of V ssupslopeupslopeG.
(2) H0(V ss, L˜)inv = H0(W, L˜)inv, where W is an open G-invariant irreducible
normal subscheme of V containing V ss and ( )inv denotes the invariant
subspace for an action of G.
Proof. See Lemma 4.14 and Lemma 4.15 of [NR].
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Lemma 3.8. Let V be a normal variety with a G-action, where G is a reductive
algebraic group. Suppose a good quotient π : V → U exists. Let L˜ be a G-line bundle
on V , and suppose it descends as a line bundle L on U . Let V ′′ ⊂ V ′ ⊂ V be open
G-invariant subvarieties of V , such that V ′ maps onto U and V ′′ = π−1(U ′′) for
some nonempty open subset U ′′ of U . Then any invariant section of L˜ on V ′
extends to V .
Proof. See Lemma 4.16 of [NR].
Proposition 3.4. Let G1 and G2 be reductive algebraic groups acting on the nor-
mal projective schemes V¯1, V¯2 with ample linearizing L1 and L2. Suppose that L1
and L2 descend to Θ1 and Θ2. Then, for any open sets V1 ⊃ V¯
ss
1 and V2 ⊃ V¯
ss
2 ,
H0(V1 × V2, L1 ⊗ L2)
G1×G2 = H0(V1, L1)
G1 ⊗H0(V2, L2)
G2 .
Proof. Using Lemma 3.7 and next Lemma 3.9, we have
H0(V1 × V2, L1 ⊗ L2)
G1×G2
=
{
H0(V1 × V2, L1 ⊗ L2)
G1×{id}
}{id}×G2
= H0(V¯ ss1 //G1 × V2,Θ1 ⊗ L2)
{id}×G2
= H0(V¯ ss1 //G1 × V¯
ss
2 //G2,Θ1 ⊗Θ2)
= H0(V¯ ss1 //G1,Θ1)⊗H
0(V¯ ss2 //G2,Θ2)
= H0(V1, L1)
G1 ⊗H0(V2, L2)
G2 .
Lemma 3.9. Suppose V → V//G is a good quotient and T is any variety with
trivial G-action. Then V × T → V//G× T is a good quotient.
Notation 3.1. For µ = (µ1, · · · , µr) with 0 ≤ µr ≤ · · · ≤ µ1 ≤ k − 1, let
{di = µri − µri+1}1≤i≤l
be the subset of nonzero integers in {µi − µi+1}i=1,··· ,r−1. Then we define that
ri(x1) = ri, di(x1) = di, lx1 = l, αx1 = µr
ri(x2) = r − rl−i+1, d(x2) = dl−i+1, lx2 = l, αx2 = k − µ1
and for j = 1, 2, we set
~a(xj) =
µr, µr + d1(xj), · · · , µr + lxj−1∑
i=1
di(xj), µr +
lxj∑
i=1
di(xj)

~n(xj) = (r1(xj), r2(xj)− r1(xj), · · · , rlxj (xj)− rlxj−1(xj)).
We also define that
χµ1 =
1
k
(∑
x∈I1
lx∑
i=1
di(x)ri(x) + r
∑
x∈I1
αx + rℓ1
)
+
1
k
r∑
i=1
µi
χµ2 =
1
k
(∑
x∈I2
lx∑
i=1
di(x)ri(x) + r
∑
x∈I2
αx + rℓ2
)
+ r −
1
k
r∑
i=1
µi.
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One can check that the numbers defined in Notation 3.1 satisfy (j = 1, 2)
(3.3)
∑
x∈Ij∪{xj}
lx∑
i=1
di(x)ri(x) + r
∑
x∈Ij∪{xj}
αx + rℓj = kχ
µ
j .
Notation 3.2. For the numbers defined in Notation 3.1, let, for j = 1, 2,
UµXj := UXj (r, χ
µ
j , Ij ∪ {xj}, {~n(x),~a(x)}x∈Ij∪{xj}, k)
be the moduli space of s-equivalence classes of semistable parabolic bundles E of rank
r on Xj and χ(E) = χ
µ
j , together with parabolic structures of type {~n(x)}x∈I∪{xj}
and weights {~a(x)}x∈I∪{xj} at points {x}x∈I∪{xj}. We define U
µ
Xj
to be empty if
χµj is not an integer. Let
ΘUµ
Xj
:= Θ(k, ℓj, {~n(x),~a(x), αx}x∈Ij∪{xj}, Ij ∪ {xj})
be the theta line bundle.
Theorem 3.1. There exists a (noncanonical) isomorphism
H0(UX1∪X2 ,ΘUX1∪X2 )
∼=
⊕
µ
H0(UµX1 ,ΘU
µ
X1
)⊗H0(UµX2 ,ΘU
µ
X2
)
where µ = (µ1, · · · , µr) runs through the integers 0 ≤ µr ≤ · · · ≤ µ1 ≤ k − 1.
Proof. By Proposition 3.3, one can show shat
H0(Pχ1,χ2 ,ΘPχ1,χ2 (−D2)) = H
0(R˜F ,ΘR˜F (−Dˆ2))
G.
Note that OR˜F (−Dˆ2) = detEx2 ⊗ (detQ)
−1 and write ηx2 := (detEx2)
−1⊗ detQ, we
have
H0(R˜F ,ΘR˜F (−Dˆ2))
G = H0(R1F ×R2F ,ΘR1F ⊗ΘR2 F ⊗ (detEx2)
k ⊗ ρ∗(η
k−1
x2
))G.
Let
Rµj := ×Q˜1F
x∈Ij∪{xj}
Flag~n(x)(F
j
x)
p
µ
j
−→ Rj,F ,
then, by Lemma 4.6 of [Su], we have
ρ∗(η
k−1
x2
) =
⊕
µ
pµ1∗(L
µ
1 )⊗ p
µ
2∗(L
µ
2 )
where µ = (µ1, · · · , µr) runs through the integers 0 ≤ µr · · · ≤ µ1 ≤ k − 1 and
Lµ1 = (det E
1
x1
)µr ⊗
lx1⊗
i=1
(detQx1,i)
di(x1),
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Lµ2 = (det E
2
x2
)−µ1 ⊗
lx2⊗
i=1
(detQx2,i)
di(x2)
are line bundles on Rµ1 ×R
µ
2 . By the definition
ΘRµj := (detRπR
µ
j
Ej)k ⊗
⊗
x∈Ij∪{xj}
{
(detEjx)
αx ⊗
lx⊗
i=1
(detQx,i)
di(x)
}
⊗ (detEjy1)
ℓj ,
one sees easily that
ΘRµ1 = p
µ ∗
1 (ΘR1 F )⊗L
µ
1 ,
ΘRµ2 = p
µ ∗
2 (ΘR2 F ⊗ (detEx2)
k)⊗Lµ2 .
Thus we have (for any χ1, χ2) the equality
H0(Pχ1,χ2 ,ΘPχ1,χ2 (−D2)) = H
0(Rµ1 ×R
µ
2 ,ΘRµ1 ⊗ΘR
µ
2
)G.
Since C∗ × C∗ acts trivially on Rµ1 ×R
µ
2 , one can see that if
H0(Rµ1 ×R
µ
2 ,ΘRµ1 ⊗ΘR
µ
2
)G 6= 0,
then the χj (j = 1, 2) has to satisfy
∑
x∈Ij∪{xj}
lx∑
i=1
di(x)ri(x) + r
∑
x∈Ij∪{xj}
αx + rℓj = kχj .
Therefore χj has to be χ
µ
j . In this case, C
∗ × C∗ acts trivially on the line bundle,
H0(Rµ1 ×R
µ
2 ,ΘRµ1 ⊗ΘR
µ
2
)G = H0(Rµ1 ×R
µ
2 ,ΘRµ1 ⊗ΘR
µ
2
)SL(V1)×SL(V2).
Thus, by using Proposition 3.4, we can prove the theorem.
We end this paper by some remarks. In Notation 1.1, we chose and fixed the
ample line bundle O(1), the theta line bundle and the factorization are generally
depend on this choice. In some cases, although the moduli space itself depends
the choice, the theta bundle and the factorization (also the number of irreducible
components of the moduli space) are independent of the choice. For example,
when χ = 0, |I| = 0, or the parabolic degree is zero, we can manage to the case:
ℓ1 + ℓ2 = 0. In any case, one can see that χ
µ
1 < n1 + r, thus, for any choice, there
are only r components of moduli space contribute to the factorization.
The choice in Notation 1.1 has quit freedom, it is in general a choice of the
partitions of ℓ1 + ℓ2. In particular, if we are only interested in studying moduli
space, we can choose any O(1).
Corollary 3.1. There is a choice of O(1) such that the moduli space UX0 has r
irreducible components and
W0 = ∅.
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In particular, when r = 2, UX0 has two normal crossing irreducible components.
Proof. One can easily choose O(1) such that n1 and n2 are not integers. Thus
nj < χj < nj + r (j = 1, 2) has only r possibility and each such χj there is a
nonempty irreducible component by Proposition 1.4. Recall (2.1)
n1 + r − dim(Q
E2) ≤ χ(E1) ≤ n1 + dim(Q
E1)
n2 + r − dim(Q
E1) ≤ χ(E2) ≤ n2 + dim(Q
E2),
we see that dim(QEj ) ≥ χj − nj > 0, which means that
D1(0) = D2(0) = ∅.
Thus W0 = ∅. In particular, when r = 2, the local model of moduli space at any
non-locally free sheaf is C[x, y]/(xy) by Lemma 1.4.
Remark 3.1. When r = 2 and O(1) is chosen such that n1 and n2 are not integers, P
has two disjoint irreducible components P1 and P2, Dj ⊂ Pj (j = 1, 2) is isomorphic
to W ⊂ UX0 . Thus UX0 can be obtained from P1 and P2 by identifying D1 and D2.
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