The topic of this paper is testing the hypothesis of constant unconditional variance in GARCH models against the alternative that the unconditional variance changes deterministically over time. Tests of this hypothesis have previously been performed as misspecification tests after fitting a GARCH model to the original series. It is found by simulation that the positive size distortion present in these tests is a function of the kurtosis of the GARCH process. Adjusting the size by numerical methods is considered. The possibility of testing the constancy of the unconditional variance before fitting a GARCH model to the data is discussed. The power of the ensuing test is vastly superior to that of the misspecification test and the size distortion minimal. The test has reasonable power already in very short time series. It would thus serve as a test of constant variance in conditional mean models. An application to exchange rate returns is included.
Introduction
Testing constancy of the unconditional variance in GARCH processes is an important step in building useful GARCH models for forecasting. There is ample evidence of the fact that for sufficiently long daily return series, be it exchange rates or individual stock or index returns, the unconditional variance of the underlying process does not remain constant over time. This has consequences for modeling. It is possible to accommodate this feature into GARCH by using long-memory models such as the Fractionally Integrated GARCH process in which nonstationarity depends on the value of the fractionality coefficient, see for example Teräs-virta (2009) and references therein. Another possibility, to be considered here, is to explicitly model the nonstationarity by extending the GARCH framework in a suitable way. There is an expanding literature on the topic beginning with Feng (2004) and van Bellegem and von Sachs (2004) , see also Engle and Rangel (2008) , Brownlees and Gallo (2010) , Osiewalski and Pajor (2009) and Mazur and Pipień (2012) . For combining long memory and changes in the unconditional variance, see Baillie and Morana (2009) .
In this paper, we consider the Time-Varying GARCH (TV-GARCH) model in which the deterministic component is parametric. This model was introduced by Amado and Teräsvirta (2008) and further discussed and applied in Teräsvirta (2013, 2014, in press) . In this framework it is possible to test constancy, that is, the standard stationary GARCH model against TV-GARCH model using a Lagrange multiplier (LM-) type test and standard asymptotic statistical inference. This is discussed and the resulting test applied in Amado and Teräsvirta (in press ), see also Amado and Teräsvirta (2014) . But then, it is also possible to test constancy of the unconditional variance without specifying the heteroskedasticity using a similar LM-type test. This alternative strategy will be investigated here. While the former test offers a way of testing the adequacy of an estimated GARCH model and is thus a typical misspecification test, the latter one is rather a tool for specifying a volatility model, i.e. a specification test.
Power properties of these two kinds of test will be compared. Both are consistent. Simulations show that the power of the basic misspecification test considered in Amado and Teräsvirta (in press) weaker than that of the specification test. When the sample size is sufficiently large, the differences in power are bound to vanish because both tests are consistent.
The 1997 Asian Financial crisis aligns with a change in the volatility dynamics in the local exchange rates. The aforementioned tests will be applied to a set of currency returns (Indonesia, Korea, and Taiwan), also studied in Davidson (2004) . The drastic differences in results between the specification and misspecification tests are highlighted.
The plan of the paper is as follows. The TV-GARCH model is presented in Section 2 and the two tests in Section 3. A simulation experiment is described and results reported in Section 4. The application to exchange rates is presented in Section 5. The conclusions appear in Section 6.
The model
The first-order multiplicative TV-GARCH model considered by Amado and Teräsvirta (2008 , 2014 ) is used for describing the common situation in modeling volatility in which the unconditional variance of the process such as daily returns of an index or a single asset is not constant over time. To define the model, assume that a return sequence {y t } has the form 
where ℱ t−1 contains the historical information available at time t−1 For simplicity, set E(y t |ℱ t−1 ) = 0. The innovation sequence {ε t } has a conditional mean E(ε t |ℱ t−1 ) = 0 and variance 2 .
t σ Each ε t is decomposed as follows:
where the variance 2 t σ is further decomposed as
In (2), {ζ t }~iid(0, 1), 3 0, t ζ = E and 2 2 | | ,
The function h t describes the short-run dynamics of the variance of the returns, whereas g t is a positive-valued deterministic component. Specifically, h t is modelled as a GARCH(p, q) process of Bollerslev (1986) and Taylor (1986) : (4) is assumed to satisfy a set of conditions for positivity and weak stationarity of the conditional variance of φ t see Bollerslev (1986) and Nelson and Cao (1992) .
The standard GARCH(p, q) model is nested in (3) when g t 1. When g t 1, the unconditional variance component g t is smooth and time-varying, making 2 t σ nonstationary. It is a positive-valued linear combination of bounded transition functions defined as follows:
where T is the number of observations, and
is an element of the parameter space of g t . For identification reasons, δ 0 = 1 (a known constant). The transition function is the general logistic transition function:
The function (6) is a continuous and non-negative function bounded between zero and one. When γ l →∞, the transitions or shifts around c lk , k = 1, …, K l , become abrupt.
3 Testing constancy of the unconditional variance
Testing constancy in the GARCH framework
As discussed for example in Amado and Teräsvirta (in press ), the first step in generalizing a GARCH model into a TV-GARCH model is to test stability of the unconditional variance over time. This is important because the model defined by (5) and (6) is not identified when the null hypothesis holds, that is, when g t 1. In what follows, for simplicity we consider the first-order GARCH model, p = q = 1 in (4), assume that r = 1 under the alternative in (4) and choose γ 1 = 0 as our null hypothesis. With this choice of H 0 , δ 1 and c 1 are unidentified nuisance parameters under H 0 . This being the case, standard asymptotic inference is invalid. We circumvent this identification problem as in Luukkonen, Saikkonen and Teräsvirta (1988) and approximate the transition function by a third-order Taylor expansion around γ 1 = 0. After merging terms and reparameterising this yields
where R 3t is the remainder and 
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Under H 0 , LM has an asymptotic χ 2 -distribution with four degrees of freedom.
[Correction added after online publication (23 April 2016): The stage 2 description in the previous paragraph has been changed from {Regress 2 1 t ζ − on 1 t r and 2 t r and form the residual sum of squares SSR 1 .} to the current version]
The value of the test statistic can also be computed from the conventional quadratic form of the χ 2 -statistic. Our simulations suggest, however, that the TR 2 form is numerically more stable when the sum α 1 +β 1 in (4) assuming p = q = 1 is close to (but below) one. The simulation results we report are based on the TR 2 form of the statistic.
Testing constancy without specifying the conditional variance component
Another way of testing the constancy of the unconditional variance is to do it before specifying the conditional variance component. The LM-type test would thus serve as a specification tool and not as a misspecification test as it was introduced in Amado and Teräsvirta (in press) and presented in the preceding section. This implies setting h t = 1 in (8). The transition function is defined as
where G 1 (t/T; γ 1 , c 1 ) is defined as in (6) and δ 0 > 0 is a free parameter because h t = 1. The null hypothesis is γ 1 = 0, and in testing (10) is approximated by (7). Now, since δ 0 is a free parameter, the null hypothesis is
. The approximate log-likelihood for observation t equals (8) with h t = 1. The maximum likelihood estimator of the free intercept δ 0 equals φ ε δ = and construct the "residual sum of squares" The final stage consists of computing the TR 2 form of the statistic as in (9). The test statistic has an asymptotic χ 2 -distribution with three degrees of freedom when the null hypothesis holds. The assumption of independence of ε t is likely to be violated in practice, however, because {ε t } typically contains conditional heteroskedasticity. If this is the case, the relevant critical values of the null distribution of the test statistic have to be found by simulation. This will be discussed in Section 4.3.
Simulations

Critical values for the LM-type test
In this section we address the size discrepancy of the LM-type test of Amado and Teräsvirta (in press ). In the simulations reported in that paper it turned out that the test was somewhat oversized even in relatively large samples. This concerns the test the authors called non-robust, which is the one we are going to consider. In order to correct the size of the test, we compute the relevant critical values for the test statistic by simulation. The standard way of doing this is as follows: 1. Generate T observations from the GARCH(1,1) model we are simulating, estimate the parameters using these observations and compute the value of the test statistic.
Draw T variables
( 1) , 1, , ,
with replacement from the population consisting of the estimated residuals ˆt z and use them and the estimated conditional variances ˆt h to obtain a new set of observations (1) ( 1) 1/2 , 1, , .
Fit the GARCH(1,1) model to this series and the compute the value of the test statistic. Repeat step 2 and this step B times. This yields one estimate of the critical value(s). 4. Repeat steps 1-3 K times and compute the critical value of interest as the mean of the values resulting from these K replications. We set K = 5000.
This method is time-consuming because it requires estimating KB GARCH models. Besides, adjusting the size is just a prelude to power simulations, which are our main object of interest. In order to save time, we adopt the warp-speed bootstrap by Giacomini, Politis, and White (2013) . It differs from the ordinary bootstrap in one important respect. Instead of B bootstraps for each replication, only one is performed (B = 1). The authors show that the warp-speed bootstrap is practically as efficient as the standard one.
In the ensuing power simulations we generate 1000 replications for T = 1000, 2500 and 5000. Because estimation of GARCH models is numerically difficult (estimates unreliable) in small samples, a few realizations have to be discarded when T = 1000. The simulated critical values of the LM-type test, a χ 2 -test with four degrees of freedom, for the three sample sizes and the significance levels α = 0.01 and 0.05, are computed separately for each experiment and can be found in Table 1 . It is seen that the misspecification LM-type test is indeed size distorted and that the problem becomes worse when the kurtosis of the GARCH process increases. This suggests that distinguishing between GARCH and changes in the unconditional variance can become quite difficult when the GARCH process generates clusters with a large amplitude, when the changes present are rather modest, and when the number of observations is not very large. Results of power simulations in the next section seem to support this conclusion.
Power simulations 1: the misspecification test
A central assumption of the TV-GARCH model is that the changes in the unconditional variance can be smooth. It is of interest to consider the behavior of tests of constant unconditional variance for different degrees of smoothness measured by the slope parameter γ. It is equally interesting to consider the effect of the size of the switch or switches, measured by δ 1 , on the power of the test. In addition, the effect of the GARCH parameters α 1 and β 1 (and thus the kurtosis of φ t ) on the power of the test should be investigated as well.
Two sets of parameters in (4) are considered. First, the parameters α 0 = 0.05, α 1 = 0.09, and β 1 = 0.9 form a "big GARCH": kurtosis of φ t equals 16.1. Second, the parameters α 0 = 0.05, α 1 = 0.05, and β 1 = 0.9 define an intermediate or "mild GARCH": kurtosis of φ t equals 3.16. The errors are standard normal, and the GARCH(1,1) model is tested against the approximate alternative (7). The true alternative is (5) with r = 1 and K 1 = 1 in (6), i.e. (7) is carried out using the TR 2 form described in Section 3.1. For reference, the critical values from the theoretical distributions of the test statistics are reported in the two rightmost columns.
The adjusted critical values for the two cases appear in Table 1 . It is seen that the size distortion is an increasing function of the kurtosis of the GARCH process. "Big GARCH" five and one per cent critical values are considerably larger than those of "mild GARCH". This leads one to expect that the size-adjusted power of LM-type test is lower for "big GARCH" than it is for "mild GARCH".
Since the test appears to be consistent, it is of interest to find out what happens to the power in finite samples when the parameters δ 1 and γ = e η in the alternative are varied. (We reparameterise γ 1 following Goodwin, Holt, and Prestemon (2011) and Hurn, Silvennoinen, and Teräsvirta (in press) and vary η.) The sizeadjusted power of the test at significance levels 0.05 and 0.01 for various values of η and δ 1 when h t = 1 and T = 2500, 5000, will be reported for both designs, see Tables 2 and 3 . The results for T = 1000 can be found at http://creates.au.dk/research/creates-research-papers/supplementary-downloads/.
The results for "big GARCH" for T = 2500 and c 1 = 0.5 in the top panel of Table 2 indicate that when δ 1 ≤ 2, the slope parameter η has little effect on the power of the test. This means that for small shifts, smoothness of the shift is not an important factor. Tables 4 and 5 when η = ∞.) At the same time, for a given δ 1 ≥ 2 smooth shifts become easier to detect than abrupt ones. This is particularly clear at α = 0.01. In other words, it is more difficult to find evidence for a sudden change in the amplitude of the clusters if the change is abrupt than it is when this change is gradual. The location of the shift matters. It is seen from the mid-panel of Table 2 that when the mid-point of the positive shift is located early (c 1 = 0.2), a shift in the conditional variance is easier to detect than if a similar positive shift occurs halfway through the sample or towards the end; results for c 1 = 0.8 can be found in the bottom panel of Table 2 . A smooth change, η = 1, constitutes an exception. When the shift has an early location, the power as a function of η is nonmonotonic. It increases from η = 1 to η = 2 and decays thereafter. This phenomenon cannot be seen in the top or the bottom panel of the table. Furthermore, when c 1 = 0.2, the decrease in power of the test as a function of η is not fully monotonic. This is particularly clear when δ = 2 5 and α = 0.01. There the decay does not begin before η = 3.
The bottom panel of Table 2 also shows that a late positive shift (c 1 = 0.8) is generally difficult to detect unless it happens to be large but at the same time quite smooth (η = 1). This may be explained by the fact that a smooth change can begin quite early, although its mid-point is located late in the sample. Evidence about the change thus stretches over a large part of the sample. But then, an analogous argument does not fully apply to the case c 1 = 0.2. As already pointed out, the results in the mid-panel of Table 2 indicate that the smoothest changes are not as easy to detect as the ones with η > 1. It should be pointed out, however, that these results are not invariant to the direction of the shift. In the reported simulations, the variance component changes from 1 to 1+δ 1 , where δ 1 > 0, so the shift is positive. If the shift is negative and the change is from 1+δ 1 to 1, the conclusions drawn for c 1 = 0.8 are valid for c 1 = 0.2 and vice versa. Simulation results not reported here support this claim. In our simulations the shift is a monotonic function of the transition variable t/T. Nonmonotonic shifts are of course possible but are not considered here. Table 3 contains results for the same designs for T = 5000. As may be expected, the powers are higher than for T = 2500, but the patterns visible in Table 2 repeat themselves here.
Next consider "mild GARCH". Results of the power simulations when T = 2500 can be found in Table 6 . A comparison with the "big GARCH" results indicates that the decrease in kurtosis from 16.1 to 3.18 has a strongly positive effect on power. The power patterns found in the two tables are similar, however, in that Table 6 : Estimated power of the LM-type statistic for testing the "mild GARCH" model against time-varying unconditional variance with T = 2500, locations c 1 = 0.5, 0.2, and 0.8, and significance levels α = 0.05 and 0.01. Table 6 the power of the test decreases with increasing η (decreasing smoothness). The decrease is not very strong at α = 0.05 because the power is generally quite high but is more clearly visible at the 1% level of significance. The results in the mid-and bottom panels of Table 6 show that shifts occurring early (c 1 = 0.2) are more difficult to find than the ones with their mid-point located late in the sample (c 1 = 0.8) when the shift is small. When δ 1 is sufficiently large, these differences even out. The differences in power are more visible at α = 0.01. An interesting detail in the bottom panel of the table (c 1 = 0.2) is that the power is nonmonotonic in δ 1 when η = 1. This is most clearly seen for α = 0.01. Furthermore, for fixed η ≥ 3 and c = 0.2, the power first increases, then decreases and then begins to increase again when δ 1 increases. This pattern is also best seen when α = 0.01. With few exceptions when α = 0.05, the power is highest for δ 1 = 2 5 for all three values of c 1 . When T = 5000, the power of the test is very close to one for all designs, see Table 7 . The previous patterns are now somewhat harder to see because the power of the tests is considerably higher and for large values of δ 1 quite close to one. Differences between the empirical powers reported in this table and the corresponding values in Table 3 are quite remarkable. It seems that volatility in the GARCH component measured by the kurtosis of φ t has a considerable effect on the size-adjusted power of the test. High volatility makes it difficult to detect fluctuations in the unconditional variance. Table 8 contains the averages of the GARCH parameter estimates for "mild GARCH" for T = 2500 and Table 9 reports the same averages for T = 5000. While α 1 is reasonably well estimated for small shifts (δ 1 ≤ 2), the persistence parameter β 1 is consistently overestimated. The average of the sum 1 1 α β + reaches unity for δ 1 ≥ 2 3 for c 1 = 0.2, 0.5, and remains slightly below one for c 1 = 0.8. An increase in the sample size from 2500 to 5000 has little effect on these values.
In practice, it is not possible to accurately adjust the size because the size distortion varies according to the (unknown) parameters of the null model. Previous experience suggests that after parameterising the unconditional variance and estimating the TV-GARCH model, the sum 1 1 α β + lies clearly below one. A rule of thumb would be to use the critical values determined for "mild GARCH", but the size correction would in that case be only approximate.
Two solutions to this problem are available. It is possible to use the robustified LM-type test as defined by Amado and Teräsvirta (in press ). Simulations in that paper suggest that it is clearly less size distorted than its nonrobust counterpart. Another alternative would be to test constancy of the unconditional variance before estimating the GARCH component. Doing so would prevent the GARCH parameter estimates from absorbing nonstationarity due to nonconstant unconditional variance. This possibility will be considered in the next section.
Power simulations 2: specification test
We simulate a model in which the conditional heteroskedasticity is generated using the "big GARCH" parameters: α 0 = 0.05, α 1 = 0.09 and β 1 = 0.9. However, in testing constancy of the unconditional variance, the GARCH component is ignored, i.e. it is assumed that h t = 1. The alternative to a misspecification test. One might even suggest that the whole deterministic unconditional variance component (up to the intercept) defined in (5) should be specified by sequential testing as in Amado and Teräsvirta (in press) but before modeling the conditional variance. This possibility will be investigated elsewhere.
Power simulations of this section suggest that the test could work well in much smaller samples and could therefore be used for testing constancy of the variance in models for the conditional mean. In order to consider this idea we repeated the previous simulations for T = 50 but generated the data without any conditional heteroskedasticity. In that case the asymptotic theory is valid and no size correction is necessary. Table  1 shows that this is still true for T = 50. The results appear in Table 10 . The power is seems largely independent of η for η ≥ 2. It does increase monotonically with δ 1 and c 1 . This means that shifts occurring late are easier to detect than ones occurring early in the sample. This is true for a positive shift: for a negative one the conclusion is reversed. In the last two cases, c 1 = 0.5 and c 1 = 0.8, the power is already quite reasonable when the shift is sufficiently large. Doubling the length of the series (T = 100; results not shown here) considerably increases the power. Summing up, the LM-type test considered here appears a promising tool in testing constancy of Table 10 : Estimated power of the LM-type statistic for the specification test with T = 50, locations c 1 = 0.5, 0.2, and 0.8, and significance levels α = 0.05 and 0.01. the variance in conditional mean models estimated from short time series. A further study of the LM-type test in this context would seem worthwhile but lies beyond the scope of this work.
A brief application
To illustrate the behavior of the tests we apply them to daily exchange rate returns of the Indonesian rupiah, Korean won and Taiwanese dollar from 2 January 1994, to 31 December 2012, 6939 observations in total. They are extended and modified versions of the series Davidson (2004) considered and are graphed in Figure 1 . 2 Modeling these time series would require more information about the changes in the currency regimes during this period, but here the series only illustrate properties of the tests.
It is seen that there is a sharp increase in volatility around 1997-1998 in all three series. Davidson ascribes this to a creeping peg, at least for the rupiah and the won that, after the outburst of the 1997 Asian Financial 2 Our series are not exactly the same as the ones in Davidson (2004) . The difference is that Saturday and Sunday returns are included in our series but not in Davidson's. crisis, was abandoned in favor of a free float. Bouts of turbulence on top of normal clustering appear in all series even thereafter. Since the test statistics can be affected by extreme outliers, see the Indonesian and Korean series in particular, we truncate them to equal ±6 standard deviations of the original series. The estimates of the GARCH(1,1)-parameters α 1 and β 1 can be found in Table 11 . The sum 1 1 α β + either equals (Indonesia and Korea) or is very close to one (Taiwan) .
The values of the χ 2 -statistic also appear in Table 11 . They are much larger for the specification than for the misspecification test. If the "mild GARCH" critical values for T = 5000 are employed, the misspecification test applied to the residuals of the Taiwanese GARCH model does not even reject the null hypothesis at the 1% level. Even stranger results emerge if the period is restricted to be the same as Davidson's, ending 15 June 2000, so that the single turbulent period following the distinct shift visible in the series dominates. Despite this large shift around late 1997 and early 1998, the misspecification test only rejects the null hypothesis for the won when α = 0.05. If the 1% significance level is applied, none of the three null hypotheses is rejected. The specification test, however, strongly rejects constancy of the unconditional variance for returns of all three currencies. These results support the conclusion that the constancy hypothesis should be tested before fitting any GARCH models to return series under consideration.
Conclusions
In this work we consider testing the hypothesis of constant unconditional variance in GARCH models. The alternative is that the unconditional variance changes deterministically over time. Such tests have so far been performed as misspecification tests, that is, after fitting a GARCH model to the original series. Previous research has already demonstrated that some of these tests are positively size distorted. We find that size distortion is a function of the kurtosis of the GARCH process. High kurtosis means strong size distortion. Since the null model is unknown in practice, adjusting the size for each application becomes difficult. This is one reason for considering the possibility of testing constancy of the unconditional variance before fitting a GARCH model to the data. It turns out to be a very useful idea. The power of the test is vastly superior to that of the misspecification test and the size distortion does not seem to be a problem. This suggests rethinking the whole GARCH modeling strategy presented in Amado and Teräsvirta (in press ). Instead of fitting the GARCH model to the series first and testing constancy and specifying the unconditional variance component thereafter, one could reverse the order of things. One would then not only test constancy but (if rejected) even specify the whole unconditional variance component of the GARCH process before fitting a GARCH model to the rescaled series. Exploring this suggestion is left for further research. Davidson (2004) . The p-value is calculated using χ
