assume that for every such w, (0.1) admits a formal fundamental solution (0.
2) H(z,u) = T(z,u)G(z),
where T(z, u) is a formal power series in z~ι beginning with the identity matrix /, and the remaining coefficients being analytic in u and G(z) is the formal Birkhoff invariant in the sense of [6] and does not depend upon u. To every such u and every integer v, there exists a unique normal solution [6] denoted by X v (z, u) , so that (0.3) X u (z, u) = H(z, u) as z -* oo in S v (where S v is the v\h normal sector), and so that the Stokes' multipliers (normalized connection matrices) V v {u) = Xy l (z, u)X u -ι(z, u) have a certain prescribed form (which can be made completely explicit in terms of G(z) and hence does not depend upon u see [6] for details). In addition to the above, assume for the moment that the normal solutions (for fixed, but arbitrary z) and the Stokes' multipliers also are analytic in u, for ueG.
If e 2πiL denotes the formal monodromy factor, defined by G(ze 2πι ) = G(z)e 2πiL , if e lπiM^u)
is the monodromy factor for X v {z, u), i.e. nd if m is such that the sectors S\ 9 ... , S m cover the complex plane (i.e. on the Riemann surface of the Logarithm, the sector Sv +m is directly above S u ), then the following identities hold (see [6] Suppose that, without loss in generality, the region G contains the origin, and let P(z), H(z), etc., denote the values of P(z, u), H(z, u), etc., for u = 0. Define 
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Moreover, one easily shows The question we are going to investigate is as follows: Given P(z), (r(z) and J^(w), the latter being analytic for u e G (for every v), do there exist P(z, u) and X u (z 9 u) (or equivalently, P(z, w) and iv(z, w)), analytic in w for every fixed z and z/, such that the above identities hold? To simplify notations, we will restrict to Stokes' multipliers V u (u) which have a very special w-dependence (as is explained below, this is sufficient for answering the general question): For an arbitrarily selected integer i/ 0 , let
for some constant matrix W, which according to (0.11) satisfies
The remaining W v {u) (i.e. ^(w)) then may be defined according to (0.5). If F v {z, u) as above exist, and if
and (using (0.6)) (0.13)
As the main result of this paper, we show that given P(z) satisfying an "eigenvalue assumption" (see §1), and a matrix W satisfying (0.12) (in some sector S = S(a, /?), with some fundamental solution X(z) of zx' = P(z)x), there exist matrices F(z, u) and P(z,u) which are analytic in w, for |M| sufficiently small, and so that P(z, u) is a polynomial in z, F(z, w) has a formal power series expansion in z~ι with constant term /, as z -• cx> in the sector *S(α, β + 2π), and satisfies (0.13) and the differential equation
We do so by recursively defining the coefficients in the power series expansions of P(z, u) and F(z, u) ( §2), and through estimates in §3 we show their convergence for sufficiently small \u\ (Theorem 1). Obviously, the matrices W satisfying (0.12) form a vector space E whose dimension only depends upon G(z) (since (0.12) is equivalent to G(z)WG~1(z) SO in S) and can be explicitly given [6] . Moreover, from the estimates in §3 one may easily see that the matrices W for which the power series expansions of P(z, u) and F(z, u) converge for \u\ < 1 form a neighborhood of the origin. Moreover, the coefficients in these power series ( §2) are polynomials in several variables v\ 5 ... , υ q , if we select an arbitrary basis of E and identify E with C* for suitable q. Hence we conclude from the uniform convergence of the power series (in u) that P(z, 1) and F(z, 1) are analytic in the variables v\, ... , v q in a suitable polydisc about the origin.
Applying this result to the original question, we have shown that for a given equation zx f = P(z)x, with a polynomial P(z) that satisfies an eigenvalue assumption, if G(z), V\,... , V m are its Birkhoff invariants (corresponding to an arbitrarily selected formal solution of the form
depends analytically upon the entries of any one of the Stokes' multipliers V v , 1 < v < m. With some extra notational efforts, one may see that the same techniques could be used to show that P(z) is, in fact, analytic in all the parameters in V\, ... , V m say, in a suitably small polydisc (observe that the parameter space of the normalized connection matrices is isomorphic to C s , with suitable s depending only upon G(z)).
In the situation considered in § §1 through 3, we show in §4 that the functions P(z,ύ) and F(z,u) are meromorphic in u along every curve provided some polynomial p u (μ) can (as a function of u) be analytically continued along the curve and satisfies the "eigenvalue assumption" (Theorem 2). Points at which the eigenvalue assumption is violated are (in general) branch points of P(z, u) and F(z, ύ). From arguments as the ones used above, the proof of Theorem 2 implies that, given G(z), V\, ... , V m , the polynomial P(z) is a meromorphic function in all the parameters in V\,..., V m . Thus in. principle, one may construct P(z) having prescribed Birkhoff invariants G(z), Vι, ... , V m by starting, say, at V x = = V m = / (i.e. at the origin of the parameter space, where the corresponding P(z) is equal to zG f (z)G~ι(z)) and analytically continuing P(z) along a curve in the parameter space of V\,... ,V m which avoids possible branch points. Due to the uniqueness of polynomial equations with prescribed BirkhofF invariants and prescribed eigenvalues of the monodromy matrix, it may be seen that in case a P(z) having invariants G(z), V\, ... ,V m and satisfying the eigenvalue assumption exists, it can be constructed by such a continuation process.
1. Polynomial equations as functions of the Stokes 9 multipliers. Throughout this paper, let P(z) denote an arbitrarily fixed polynomial matrix
where PQ, ... > P r are n x n constant matrices (n > 2). Let
be the characteristic polynomial of P r , and μ\, ... , μ n denote the roots of p(μ), repeated according to their multiplicity. We will say that P(z), or sometimes that a polynomial p(μ), satisfies the eigenvalue assumption, if no two roots of p(μ) have a non-zero integer difference.
Let X(z) be an arbitrarily fixed fundamental solution of
and consider a (likewise fixed) sector β}, a < β ? (here and throughout, the variable z is considered on the Riemann surface of the logarithm, so that β -a might be larger than 2π, but typically β-a is small). A constant matrix W is sakϊ to be admissible (with respect to S and X(z)) iff
It follows from the asymptotic theory of meromorphic equations [6] that for sufficiently small positive β -a there exist W Φ 0 which are admissible, except for the (trivial) case where z = oo is an almost regular singular point of (1.2) (in the sense of [2] ). Obviously, the set of admissible W is a matrix algebra. The structure of this algebra and its dependence upon S and X(z) can be made completely explicit (see [6] ), but there is no need to do this here.
For an admissible W and a complex parameter u, suppose that we find P(z, ύ), a polynomial matrix in z, and F(z, ύ), analytic in z (on the Riemann surface of the logarithm), such that
(here and throughout, derivatives will always be with respect to z). Then (1.6), (1.4) imply
7=0
and X(z, u) = F(z, w)X(z) is a fundamental solution of
which according to (1.5) satisfies (1 < j < n) are the roots of
Obviously, τ n (u) = (-1)", τ o (u) = τ 0 = det<? 27 " M (observe that (1.3) implies det(7 + uW) = det(7 + uX{z)WX~\z)) = 1), and the other Tfc(w) are polynomials in u. Moreover, from Abel's formula, 
u) and p(z). This implies p(z
Given w, a polynomial /? w (μ) with roots /f/(w)> 1 < j < n, will be called admissible iff (1.8) holds and e lπιμ^ are the eigenvalues of (I + uW)e 2πiM .
LEMMA 1. Let P(z), X(z), and W be as above, and u a complex number. If p u (μ) is an admissible polynomial satisfying the eigenvalue assumption, then there is at most one pair P(z, u) and F(z, u) as above, so that p u (μ) is the characteristic polynomial of P r (u).
Proof. If P(z, u) and F(z, u) also have the required properties, then T(z) = F(z, u)F~~ι(z 9 u) is single-valued and has an asymptotic expansion in a full neighborhood of z = oo, with constant term /. Hence T(z) is analytic at oo with Γ(oo) = /, i.e. T(z) is a Birkhoff transformation. Moreover,
zr(z) = ?(z,u)T(z)-T(z)P(z 9 u);
hence P(z 9 u) and P(z, u) are Birkhoίf-equivalent standard equations (in the sense of [6] ), and since P r (u) and P r (u) have the same characteristic polynomial satisfying the eigenvalue assumption, we conclude from [6] that T(z) = /. This completes the proof.
Power series expansions about the origin.
We now show the existence of two sequences of matrices which will turn out to be the coefficients of the power series expansions, near u = 0, of P(z 9 ύ), resp. F(z 9 u). PROPOSITION 
With P(z), X(z), and W as above, there exist uniquely defined matrices Q(z 9 p), T(z 9 p), holomorphic in z {on
the Riemann surface of log z) (p > 0), such that the following holds: exists for sufficiently large natural k (observe (1.3)). From (2.4) it follows (for R > \z\ 9 γ < argz < γ + 2π) with help of Cauchy's formula:
(with the last two integrals taken along the circle \ζ\ = R).
The last integral tends to zero as R -• oo (due to (2.2)), hence
for a < γ < β, γ < arg z < γ + 2π, and sufficiently large natural k. Replacing k by k + 1 in (2.6) and taking the difference of the resulting and the original formulas, we find Now assume Γ(z, q), Q(z, q), for 1 < # < /? -1, given as desired. Then (2.7) determines Γ fc (/>) for sufficiently large A:, and (2.7), together with (2.5) for p -1 in place of p, can be seen to imply (2.8) for sufficiently large k. According to the eigenvalue assumption for P(z), (2.8) is a system of linear equations in the components of T k .. r {p) which has a unique solution for k > r + 1 hence T k (p) is uniquely denned for k > 1. From (2.9) we then obtain Q(z, p), and from (2.6) we have T(z,p). It is now straightforward to check that (2.2), (2.4), and (2.5) hold. This completes the proof. 
R> 0, a < γ < β, \z\> R, γ < argz < 7 + 2π (integrating in the first integral along arg f = y, m ίΛe remaining ones along \ζ\ = R). Then T(z,p,s) (forfixed s) is holomorphic in z and (forfixed z) meromorphic in s with possible poles along the points where (2.12) is violated. In particular, T(z, p, s) has removable singularities at points of the form (2.14) s = μj-μ k + μ, l<j,k<n, with μ being a non-negative integer, and (2.15) T(z,p,0) = T(z,p).
Proof. From(2.4), (2.10), (2.11) we conclude 
Therefore, T(z, p, s) does not depend upon the choice of R, and if Re 5 is sufficiently large, then
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Consequently, T(z, p, s) has no poles in
s for such values of s for which
T s (p)(P r -si) -P r T s (p) =
7=0
«=1 7=1
which gives the analytic continuation of T s (p) to every point s except s = βj•-μk -v, 1 < j ,k <n, and z/ = 0,l,2,.... This completes the proof, in view of (2.6), (2.7). Analogously, one can show the same estimate for c^ (enlarging K\, K2 if necessary). To estimate c^, we observe that the integrals in (2.13) give sense for \z\ < R and define an analytic function T(z,p,s) (even entire, since R is arbitrary). Using Cauchy's integral formula and deforming paths of integration, we find 1 +^i) ) -1 . This shows that F(z 9 u) is analytic in u, for \u\ < {Kι{l + K\))~ι and every fixed z. Since (2.2) implies (1.4), hence F(z 9 ύ) invertible, at least for \z\ large enough, we may define
and find that P(z, u), for fixed z, is analytic in u, for w as above. Equating like powers of u, we find from (2.5) P=l hence P(z 9 u) is a polynomial in z, and (1.6) holds. From (2.4) it is now easy to prove (1.6).
The meromorphic nature of P{z, u).
For an admissible polynomial ρ u (μ), there may not exist P(z, u), F(z, u) satisfying (1.4), (1.5), (1.6), so that P r (u) = P(0, u) has characteristic polynomial pu(β) However, the following is true: PROPOSITION 
Proof According to a theorem of Sibuya's [7] , formulated in [6] , p. 107, we deduce the existence of T(z), analytic for \z\ sufficiently large (but not as z = oo) and having a formal power series expansion with leading term /, as z -> oo in S, so that (4.5) f{ze 2πi ) = T{z){I + uX{z)WX~\z)).
The matrix
is easily seen to be single-valued and analytic, for \z\ large enough, and has a pole of order < r at z = oo. The meromorphic equation
is, according to the Birkhoff-Turrittin Reduction Theorem (compare [6] ), meromorphically equivalent to a polynomial equation
with P(0) having the characteristic polynomial ρ u {μ) Hence there exists a matrix T(z), analytic on the Riemann surface of the Logarithm, having a formal meromorphic transformation as its formal expansion, as z -> oo in *S, such that the matrix
Applying [4] , Lemma 2, to the formal expansion of T(z), we find
with K and T{z) as in Proposition 3, in particular (4.1), and a polynomial matrix Q(z), with constant non-zero determinant. Defining
and P{z)by (4.2), one easily finds that P{z) is again a polynomial in z, and P(0) has the same eigenvalues as P(0). Moreover, (4.3) and (4.4) hold. Finally, an application of Abel's formula and (1.8) show that XrK = 0. Thus, the proof is completed.
From Theorem 1 we conclude that, for every u with \u\ < p, there is an admissible polynomial ρ u {β) = Σ)i Pki 11 )^ which is the characteristic polynomial of P r (u), and consequently pk(u) is an analytic function for \u\ < p, 1 < k < n. If we are given a curve along which these functions p^{u) may be analytically continued, then the following Theorem 2 shows that P(z, u) and F(z, u) are meromorphic in u along this curve, provided that ρ u (β) > for every u on the curve, satisfies the eigenvalue assumption. The following remark shows that the eigenvalue assumption is in fact closely related to the analyticity of the Pk{u). 
is irreducible over the field of rational functions (otherwise, treat every irreducible factor of τ u {x) separately). Then there is a finite set A so that for u £ A the roots X\(u), ... , x n {u) of τ u (x) are all distinct (and different from zero). Therefore, one can easily see that are analytic functions along every curve avoiding A (provided that we decide upon a branch of the Logarithm, which may depend upon j, at one end of the curve). Consequently, the Pk(u) can be analytically continued along every curve starting near the origin and avoiding A.
For UQ e A, consider a circle k around UQ (positively oriented) of so small a radius that no other point of A lies inside or on k, and assume that we have analytically continued p k (1 < k < ή) to some u € k. If we analytically continue the algebraic function Xj(u) once around k, it may happen that we end up with, say, x π (j){u). The analytic continuation of μj(u) (i.e. of log JC/(W)) may lead to a value βj(u) which may or may not coincide with μ π^) (u) (since we may or may not end up with the preselected branch logx π ( 7 )(w)). In any case, there is an integer kj so that
Since u£A,we have x\ (u),... , x n (u) all distinct; hence μ\ (u), ... , μ n {ύ) are all incongruent modulo one. Therefore, if kj φ 0, then juj(u) cannot be a root of p u {μ) hence at least one of the functions pj cannot be single-valued. Conversely, if kj = 0 for every j = 1, ... , n, then the analytic continuation of the pk(u) leads to a polynomial having the same roots as p u (μ), and hence pk(u) are single-valued and therefore even analytic at u = UQ . Proof. Let u(t), 0 < t < 1, be a parametrization of some curve as described in Theorem 2, and let to be so that F(z, u) and P(z 9 u) are meromorphic for u = u(t), 0 < t < to, (with some to < 1). Applying Proposition 3 with u = u(to) = UQ , we find P(z), Γ(z), Moreover, since P r (u) = P(0, w) is analytic for \U-UQ\ < p 5 and since the characteristic polynomial of P r (uo) equals p Uo (β), we conclude that for every u with \u -UQ\ < p the characteristic polynomial of P r (u) equals p u (μ). For fixed w, | w -w o | < P> assume that P(z, w) and F(z, u) satisfying (1.4), (1.5), (1.6) exist, with ρ u (μ) being the characteristic polynomial of P r (u) = P(0, w). Defining we obtain from (4.8), (1.5), (4.7), (1.4) that T(z, u) is single-valued and meromorphic at z = oo. Moreover, we conclude from (4.6) and (1.6) that zT\z, u) = P(z, κ)Γ(z, u) -Γ(z, «)P(z, ιι), and since P r {u) and P r (w) have the same characteristic polynomial Pu(β) satisfying the eigenvalue assumption, this in turn implies that T(z , w) is a polynomial in z with constant, non-zero determinant. From [4] , Proposition 1 we conclude (replacing F(z, ύ) and F(z, u) in (4.9) by their formal expansions) that such a Γ(z, u) exists iff an explicitly given function in the columns of (finitely many) F^u) is non-zero; this function obviously is analytic in u, for \u -UQ\ < />, and may be denoted by d(ύ). Since F(z, u) 9 and hence T(z, u), do exist for w = w(ί), ί < to we observe that d(u) φ 0. The formal identity
T(z, u)
is a system of linear equations in the coefficients T^u) of the polynomial T(z, u), having a unique solution iff d(u) φ 0, hence T(z, u) is a meromorphic function in u, for \u-uo\< p. Solving (4.9) for F(z, u), and defining JP(Z , M) by (1.6), this completes the proof.
