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Abstract
Developing efficient numerical algorithms for the solution of high dimensional random Partial Dif-
ferential Equations (PDEs) has been a challenging task due to the well-known curse of dimension-
ality. We present a new solution framework for these problems based on a deep learning approach.
Specifically, the random PDE is approximated by a feed-forward fully-connected deep residual net-
work, with either strong or weak enforcement of initial and boundary constraints. The framework is
mesh-free, and can handle irregular computational domains. Parameters of the approximating deep
neural network are determined iteratively using variants of the Stochastic Gradient Descent (SGD)
algorithm. The satisfactory accuracy of the proposed frameworks is numerically demonstrated on
diffusion and heat conduction problems, in comparison with the converged Monte Carlo-based finite
element results.
Keywords: Deep learning, deep neural networks, residual networks, random partial differential
equations, curse of dimensionality, least squares.
1. Introduction
Partial differential equations (PDEs) are used to describe a variety of physical phenomena such
as fluid dynamics, quantum mechanics, and elasticity. Reliable analysis of these phenomena often
requires taking into account the inherent uncertainties in the system of interest (e.g. in their initial
or boundary conditions, material properties, external forces) and quantifying the impact of these
uncertainties on the quantities of interest (QoIs). Developing numerical methods for solving high-
dimensional random PDEs, i.e. for systems with a large number of random parameters, has been
a longstanding challenge. In this study, we propose a novel method based on deep neural networks
for solving high-dimensional random PDEs. We consider the random parameters to be the only
source of uncertainty in PDEs.
Among the numerical methods proposed for random PDEs, Monte Carlo Sampling (MCS) is one
of the most commonly used method [1]. In MCS, independent realizations from the random inputs
are generated based on their prescribed probability distribution, leading to a number of deterministic
PDE, each solved by a numerical method such as Finite Element (FE), Finite Difference (FD), and
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Finite Volume (FV). An ensemble of these deterministic solutions is then used in computing the
response statistics. Perturbation methods are another class of methods for random PDEs, where
random outputs are expanded as a Taylor series around the means [2]. These methods are suitable
when the magnitude of uncertainty in the inputs and outputs are expected to be small, and as
such are limited in applicability. Operator-based methods are another class which are based on the
manipulation of stochastic operators in PDEs, and include methods such as the weighted integral
method [3] and the Neumann expansion [4]. These methods are also limited to small uncertainties,
and additionally, they are typically restricted to time-independent problems. Moment equations
methods aim to find the moments of the random solution to PDE directly, by deriving equations
from the averages of the random PDEs. These methods suffer from the so-called closure problem
[5].
The Generalized Polynomial Chaos (gPC) approach [6–8] is another widely used solutoin method
for random PDEs. In gPC methods, the random variables (both the inputs and outputs) are repre-
sented as a linear combination of orthogonal polynomials of random parameters. The gPC solution
is generally obtained according to two different approaches of stochastic Galerkin [6] and stochas-
tic collocation [9–11]. While the gPC provides a solid framework for solving random PDEs, they
still suffer from a number of shortcomings. On the one hand, the stochastic Galerkin method is
cumbersome to implement, and when the PDE takes highly complex and non-linear form, the ex-
plicit derivation of the Galerkin system is non-trivial. On the other hand, the stochastic collocation
methods suffer from the curse of dimensionality and in high-dimensional systems the approximation
errors can be significant, unless prohibitively large number of samples are obtained [7].
Neural and deep neural networks have been proposed in previous studies for solving deterministic
differential equations. These studies can generally be divided into two categories. In the first
category, neural and deep neural networks are utilized in conjunction with other conventional
methods (e.g. FE, FD, and FD) mainly to improve the computational efficiency of the existing
methods. For instance, in [12–15], the computation of difference equations that appear in the
finite difference solution for a PDE was accelerated by neural networks. Specifically, the linear
system of equations derived from the difference equations is mapped onto different neural network
architectures, and the solution to the system of equations is obtained by minimizing the neural
networks’ energy functions. Also, the authors in [16, 17] adopted linear B-splines to approximate
the solution of ordinary differential equations and used feed-forward neural networks to determine
the spline parameters. But, this method is not easily applicable for high dimensions [18]. In
[19], in an attempt to accelerate simulation of Navier-Stokes equations in an Eulerian framework,
Convolutional Neural Networks (CNNs) were built to solve the sparse system of linear equations
derived from the Poisson equation of pressure. In [20], an accelerated (in contrast to multi-scale
simulation) approach is proposed based on regression analysis. Using a training dataset that is
obtained from pre-analysis or experiments, local regression models are trained that represent the
nonlinear relationship between the local nodal points. Each regression model then functions as a
discretized equation for the PDE. Neural networks and polynomial functions are adopted as the
regression model in this study.
In the second category, neural and deep neural networks are introduced as a substitute to
the conventional methods. Generally in these methods, the solution to the deterministic PDE is
represented in form of a neural or deep neural network. For instance in [18], neural networks are used
to solve initial and boundary value problems. The solution is formed to consist of two parts, with the
first part satisfying the initial or boundary conditions, and the second part being a neural network
that is independent of the initial or boundary conditions. Parameters of the neural network are then
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calibrated by minimizing the squared residuals over specified collocation points. A somehow similar
approach, called Deep Galerkin Method (DGM), was introduced in [21], with some key differences,
namely (1) no trial function was used to strictly enforce the initial and boundary conditions, and
these conditions were (weakly) enforced during the neural network training, (2) relatively deeper
neural network architectures were used and training was performed with the state-of-the-art mini-
batch optimization techniques, and (3) squared residuals were minimized iteratively over a set
of randomly selected points per iteration, which makes the method mesh-less. Also, a hybrid
variation of the approach proposed in [18] is discussed in [22]. In [23], the method of constrained
backpropagation was used to train neural networks that can serve as the solution to nonlinear elliptic
and parabolic PDEs. Also in [24, 25], a deep neural network solution approach was proposed for
high-dimensional parabolic PDEs. To this end, PDEs are reformulated using backward stochastic
differential equations and the solution to PDE is approximated by a neural network by making an
analogy between the reinforcement learning and backward stochastic differential equations in which
the gradient of the solution plays the role of policy function.
We present a framework for solving high-dimensional random PDEs based on a deep-learning
approach. This study is partially inspired by ideas in [18, 21], where feed-forward neural and
deep neural networks were used to solve high-dimensional deterministic differential equations. Two
different approaches are introduced, which vary in the way the governing equation is satisfied, i.e.
in the strong or variational form. In the first approach, similar in spirit to the Least-Square Finite
Element Methods (LSFEM) [26], we minimize the squared residual over the entire computational
domain, with the random PDE solution represented in form of a feed-forward fully-connected deep
residual network. In the second approach, we consider the variational form of the PDE of interest
and approximate the solution to this weak form using feed-forward fully-connected deep residual
networks. In both of the proposed algorithms, the deep neural network parameters are trained
utilizing variants of the mini-batch gradient descent algorithm, and the solution is identified to
satisfy either the strong or variational form of the PDE, and also the boundary and initial conditions.
Random batches of spatial, temporal and stochastic points are sampled iteratively and for each
sampled batch of points, the deep neural network parameters are updated by taking a descent step
toward minimizing the loss function. Therefore, solving the random PDE is effectively reduced to
solving an optimization problem. Similar to the methods in the second category discussed above, the
proposed framework implements deep residual networks as a substitute to conventional methods,
and solution to the random PDE is represented in form of a deep residual network.
The remainder of this paper is organized as follows. Deep neural and residual networks are
introduced in Section 2. A general algorithm for solving random PDEs using deep residual networks
is introduced in Section 3. Next, A modified algorithm based on variational formulation of PDEs is
described in Section 4. Section 5 represent three sample problems, including a diffusion process and
two heat conduction problems, that are solved by utilizing the proposed method. Finally, the paper
is concluded in Section 6 with some discussion on the results, relative advantages and limitations
of the proposed framework, and potential future works.
2. Deep Neural Networks
2.1. Feed-Forward Fully-Connected Deep Neural Networks
For notation brevity, let us first define the single hidden layer neural network, since the gen-
eralization of the single hidden layer network to a network with multiple hidden layers, forming a
3
deep neural network, will be straightforward. Given the d-dimensional row vector x ∈ Dd as model
input, the k-dimensional output of a standard single hidden layer neural network is in the form of
y = σ(xW1 + b1)W2 + b2, (1)
in which W1 and W2 are weight matrices of size d× q and q× k, and b1 and b2 are bias vectors of
size 1× q and 1×k, respectively. The function σ(·) is an element-wise non-linear model, commonly
known as the activation function. In deep neural networks, the output of each activation function is
transformed by a new weight matrix and a new bias, and is then fed to another activation function.
Each new set of weight matrix and bias that is added to (1) constitutes a new hidden layer in
the neural network. Generally, the capability of neural networks to approximate complex nonlinear
functions can be increased by adding more hidden layers or increase the dimensionality of the hidden
layers.
Popular choices of activation functions include Sigmoid, hyperbolic tangent (Tanh), and Recti-
fied Linear Unit (ReLU). The ReLU activation function, one of the most widely used functions, has
the form of f(θ) = max(0, θ). However, second and higher-order derivatives of ReLUs is 0 (except
at θ = 0). This limits its applicability in our present work which deals with differential equa-
tions consisting potentially of second or higher-order derivatives. Alternatively, Tanh or Sigmoid
activations can be used for second or higher-order PDEs.
In a regression problem given a number of training data points, we may use a Euclidean loss
function in order to calibrate the weight matrices and biases, as follows
EMSE(X,Y ) =
1
2M
M∑
i=1
‖yi − yˆi‖2 , (2)
where EMSE is the mean squared error, X = {x1,x2, ...,xM} is the set of M given inputs, Y =
{y1,y2, ...,yM} is the set of M given outputs, and {yˆ1, yˆ2, ..., yˆM} is the set of neural network
predicted outputs calculated at the same set of given inputs X.
The model parameters can be calibrated according to
(W ∗1 ,W
∗
2 , · · · , b∗1, b∗2, · · · ) = argmin
(W1,··· ,b1··· )
EMSE(X,Y ). (3)
Minimizing the loss function is usually performed using backpropagation [27]. In backpropagation,
the gradients of an objective function with respect to the weights and biases of a deep neural
network are calculated by starting off from the network output and propagating towards the input
layer while calculating the gradients, layer by layer, using the chain rule. More details on feed-
forward fully-connected deep neural networks can be found in [27, 28].
2.2. Deep Residual Learning
It has been shown that depth in neural networks can in general make learning easier [29–33].
The advantage of depth is that it can help learning features at various levels of abstraction. By
increasing the number of layers, level of features can be enriched, giving deeper neural networks
superiority in generalizability. However, deeper neural networks are more cumbersome to train,
mainly due to the degradation problem: it is observed numerically, that with an increase in depth
of neural networks, training and test accuracies get saturated and then degrade rapidly, possibly
due to optimization issues [34, 35].
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Figure 1: A sample deep residual network building block. r is set to 2.
The degradation problem can be addressed by the use of deep residual networks [34]. Deep
residual networks are similar to feed-forward neural networks except that a number of shortcut
connections are added to the architecture. In deep residual learning, the neural network is repre-
sented by a number of building blocks, each including one shortcut connection. A building block is
defined as
y(i) = σ(F(y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) + y(i−r)), (4)
where r is the number of layers in a building block, y(i) is the output of layer i, and F(·) is the
residual mapping that takes y(i−r) to the activation input in layer i. A sample building block is
depicted in Fig. 1 for r = 2. Note that if we exclude the term y(i−r) from the above equation, the
equation essentially represents the mapping from the output of layer i−r to the output of layer i in
a feed-forward deep neural network. For instance, consider a building block consisting of two layers
right after the first layer of a deep neural network (i.e. i = 3, r = 2). Then the residual mapping
can be expressed as
F(y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) = σ(y(1)W2 + b2)W3 + b3. (5)
The building block represented in Equation 5 requires the output dimension of the residual
mapping F(·) be equal to the dimension of building block input y(i−r). In cases where this condition
does not hold, a linear projection may be applied to the input to building block to make the
dimensions match [34], as follows
y(i) = σ(F(y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) + y(i−r)Ws), (6)
where Ws is a linear projector.
Adding the shortcut connections to the feed-forward deep neural networks does not increase the
number of tunable parameters or the computational complexity, and training can still be performed
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using the same optimizers, e.g., stochastic gradient descent. It is straightforward to implement the
residual networks in common deep learning libraries, and there is no need to modify the solvers. It is
shown in [34] that very deep residual networks, compared to the counterpart standard feed-forward
deep neural networks, are easier to optimize, do not suffer from the degradation problem as the
depth increases, and enjoy the accuracy gains by increasing the depth of the network.
3. Deep Learning for Random PDEs: A Strong Form
We seek to calculate the approximate solution u(t,x,p;θ) for the following differential equation
L(t,x,p;u(t,x,p;θ)) = 0, t ∈ [0, T ],x ∈ D,p ∈ Rd,
I(x,p;u(0,x,p;θ)) = 0, x ∈ D,p ∈ Rd,
B(t,x,p;u(t,x,p;θ)) = 0, t ∈ [0, T ],x ∈ ∂D,p ∈ Rd,
(7)
where θ include the parameters of the function form of the solution, L(·) is a general differential
operator that may consist of time derivatives, spatial derivatives, and linear and nonlinear terms,
x is a position vector defined on a bounded continuous spatial domain D ⊆ RD, D ∈ {1, 2, 3} with
boundary ∂D, t ∈ [0, T ], and p denotes an Rd-valued random vector, with a joint distribution
ρp, that characterizes input uncertainties. Also, I(·) and B(·) denote, respectively, the initial and
boundary conditions and may consist of differential, linear, or nonlinear operators. In order to
calculate the solution, i.e. calculate the parameters θ, let us consider the following non-negative
residuals, defined over the entire spatial, temporal and stochastic domains
rL(θ) =
∫
[0,T ]×D×Rd
(L(t,x,p;θ))2ρp dt dx dp,
rI(θ) =
∫
D×Rd
(I(x,p;θ))2ρp dx dp,
rB(θ) =
∫
[0,T ]×∂D×Rd
(B(t,x,p;θ))2ρp dt dx dp.
(8)
The optimal parameters θ∗ can then be calculated according to
θ∗ = argmin
θ
rL(θ),
s.t. rI(θ) = 0, rB(θ) = 0.
(9)
Therefore, the solution to the random differential equation defined in Equation 7 is reduced to
an optimization problem, where initial and boundary conditions can be viewed as constraints. In
this work, the constrained optimization 9 is reformulated as an an unconstrained optimization
with a modified loss function that also accommodate the constraints. To do so, we adopt two
different approaches, namely soft and hard assignment of constraints, which differ in how strict
the constraints are imposed [36]. In the soft assignment, constraints are translated into additive
penalty terms in the loss function (see e.g. [21]). This approach is easy to implement but it is
not clear how to tune the relative importance of different terms in the loss function, and also
there is no guarantee that the final solution will satisfy the constraints. In the hard assignment
of constraints, the function form of the approximate solution is formulated in such a way that any
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solution with that function form is guaranteed to satisfy the conditions (see e.g. [18]). Methods
with hard assignment of constraints are more robust compared to their soft counterparts. However,
the constraint-aware formulation of the function form of the solution is not straightforward for
boundaries with irregularities or for mixed boundary conditions (e.g. mixed Neumann and Dirichlet
boundary conditions). In what follows, we explain how the approximate solution in the form of a
DNN can be calculated using these two assignment approaches. Let us denote the solution obtained
by a feed-forward fully-connected deep residual network by uDNN(t,x,p;θ). The inputs to this deep
residual network are t, x, and realizations from the random vector p.
For soft assignment of constraints, we use a generic DNN form for the solution. That is, we set
us(t,x,p;θ) := uDNN(t,x,p;θ), and solve the following unconstrained optimization problem
θ∗ = argmin
θ
rL(θ) + λ1rI(θ) + λ2rB(θ)︸ ︷︷ ︸
Js(θ;us)
, (10)
in which λ1 and λ2 are weight parameters, analogous to collocation finite element method in which
weights are used to adjust the relative importance of each residual term [26].
In hard assignment of constraints, the uncertainty-aware function form for the approximate
solution can take the following general form [18].
uh(t,x,p;θ) = C(t,x) +G(t,x, uDNN(t,x,p;θ)), (11)
where C(t,x) is a function that satisfies the initial and boundary conditions and has no tunable
parameters, and, by construction, G(t,x, uDNN(t,x,p;θ)) is derived such that it has no contribution
to the initial and boundary conditions. A systematic way to construct the functions C(·) and G(·)
is presented in [18]. Our goal is then to estimate the DNN parameters θ according to
θ∗ = argmin
θ
rL(θ)︸ ︷︷ ︸
Jh(θ;uh)
. (12)
To solve the two unconstrained optimization problems 10 and 12, we make use of stochastic
gradient descent (SGD) optimization algorithms [37], which are a variation of gradient-descent
algorithms. In each iteration of an SGD algorithm, the gradient of loss function is approximated
using only one point in the input space, based on which the neural network parameters are updated.
This iterative update is shown to result in an unbiased estimation of the gradient, with bounded
variance [38].
Specifically, in soft assignment of constraints, on the ith iteration, the DNN parameters are
updated according to
θ(i+1) = θ(i) − η(i)∇θJ˜ (i)s (θ), (13)
where η(i) is the step size in the ith iteration, and J˜
(i)
s (θ) is the approximate loss function, obtained
by numerically evaluating integrals in Equations 8 using a single sample point. That is,
J˜ (i)s (θ) =
[
L(t(i),x(i),p(i);us(t(i),x(i),p(i);θ))
]2
+
λ1
[
I(x(i),p(i);us(0,x(i),p(i);θ))
]2
+ λ2
[
B(t(i), x(i),p(i);us(t(i),x(i),p(i);θ))
]2
. (14)
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where t(i),x(i) and x(i) are uniformly drawn in [0, T ] ,D and ∂D, and p(i) is drawn in Rd according
to distribution ρp. The gradient of loss function with respect to model parameters ∇θJ˜ (i)s (θ) is
calculated using backpropagation [27], which is a especial case of the more general technique called
reverse-mode automatic differentiation [39]. In backpropagation, gradient calculation proceeds
backwards through the deep neural network. The gradient of the last layer is calculated first and
the gradient of the first layer is calculated last. Partial gradient computations for one layer are
reused in the gradient computations for the foregoing layers. This backward flow of information
facilitates efficient computation of the gradient at each layer of the deep neural network [27]. The
term L(t(i),x(i),p;us(t(i),x(i),p(i);θ)) also involves gradients of the solution us with respect to t
and x, which are calculated using reverse-mode automatic differentiation.
Similarly, in hard assignment of constraints, the DNN parameters are updated according to
θ(i+1) = θ(i) − η(i)∇θJ˜ (i)h (θ), (15)
where
J˜
(i)
h (θ) =
[
L(t(i),x(i),p(i);uh(t(i),x(i),p(i);θ))
]2
. (16)
It is common in the practice that in each iteration the gradient of the loss function is calculated
at and averaged over n different sample input points instead of being evaluated at only one point.
Such approaches are called mini-batch gradient descent algorithms [37], and compared to stochastic
gradient descent algorithms, are more robust and more efficient.
Algorithm 1 summarizes the proposed step-by-step approach. The algorithm can be stopped
based on a pre-specified maximum number of iterations (as shown in Algorithm 1, or using an
on-the-fly stoppage criteria based on variations in the loss function values across a few iterations.
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Algorithm 1 Deep learning algorithm for random differential equations
1: Set the DNN architecture (number of layers, dimensionality of each layer, and activation func-
tion; and for residual networks, also the structure of shortcut connections).
2: Initialize DNN parameters θ(0).
3: Select a method m, with m ∈ {h, s} (hard or soft assignment of constraints).
4: Form the target function uh(t,x,p;θ) according to Equation 11.
5: Form the loss function J˜h(θ) or J˜s(θ) according to Equations 16 or 14.
6: For the mini-batch gradient descent algorithm, specify optimizer hyper-parameters and batch
size n.
7: Specify maximum number of iterations imax; set i = 0.
8: while i < imax do
9: if m=h then
10: Generate n random input points {t(i)j ,x(i)j ,p(i)j }nj=1, sampled uniformly from [0, T ]×D,
and from Rd according to ρθ.
11: Calculate the loss function J˜
(i)
h (θ).
12: Take a descent step θ(i+1) = θ(i) − η(i)∇θJ˜ (i)h .
13: else
14: Generate n random input points {t(i)j ,x(i)j ,p(i)j }nj=1, sampled uniformly from [0, T ]×D,
and from Rd according to ρθ. Also, generate n random inputs {x¯(i)j }nj=1 uniformly from ∂D.
15: Calculate the loss function J˜
(i)
s (θ).
16: Take a descent step θ(i+1) = θ(i) − η(i)∇θJ˜ (i)s .
17: end if
18: i = i+ 1
19: end while
4. Deep Learning for Random PDEs: A Variational Form and a Lower Order Loss
Function
In this section, we present a modified algorithm which can be computationally more robust and
more efficient. In particular, we address the numerical difficulties that arise when the operator L
in Equation 7 includes second or higher-order derivatives, which are more expensive to compute
when the response is represented by a deep neural networks [21], and could potentially lead to ill-
conditioned Hessians [40]. To address this issue, we propose an approach which derives a first-order
variational form of the operator L.
It should be noted that high order differentiation are typically with respect to spatial coordinates,
and therefore in what follows, we show the derivation with regards to the integral over the spatial
domain, and omit the dependences on time and random inputs for the sake of notation brevity. A
typical approach to decrease the differentiation order is the use of variational form, where instead
of solving the original PDE in Equations 7 we solve the following variational form∫
D
L(x;u(x)) v(x) dx = 0, ∀v(x) ∈ V, (17)
where v(x) are referred to as ‘test functions’, and V is the space of solutions that conform with the
initial and boundary conditions (see e.g. [41]). The order of spatial derivatives in L is then reduced
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by using integration by parts successively in Equation 17, which leads to∫
D
Lˆ(x;u(x), v(x)) dx = c(x;u(x)), ∀v ∈ V, (18)
where Lˆ is a general differential operator that will consist of spatial derivatives that are of first
order, and potentially other linear and nonlinear terms, and time derivatives. Also, the function
c(·) is pertinent to the surface integration term, derived from the integration by parts, usually in
the form of a constant for simple Dirichlet or Neumann boundary conditions. Therefore, in these
cases we will have the following generic form∫
[0,T ]×Rd
∫
D
Lˆ(t,x,p;u(t,x,p), v(t,x,p)) dx ρp dt dp = 0, ∀v ∈ V. (19)
In this study we are representing the solution u by a DNN whose parameters are identified in a
minimization problem, we need to find the new ‘low order’ loss function rl(θ) whose extremum
is also the solution to Equation 18. In other words, let us consider the following (unknown) loss
function
rl(u) =
∫
[0,T ]×D×Rd
F(t,x,p;u(t,x,p;θ)) ρp dtdx dp = 0. (20)
Recalling calculus of variation, our objective is to identify the integrand F such that its extremum
u∗ that satisfies the following weak form (based on the first variation)
d
d
rl(u
∗ + v)
∣∣∣
=0
= lim
→0
1

∫
[0,T ]×D×Rd
[F(u∗ + v)−F(u∗)] ρp dtdx dp = 0, ∀v ∈ V, (21)
also satisfies the variational form 18. In other words, after deriving the variational form 18, we set
that equivalent to the weak form of 22, and derive the integrand F , accordingly. That is, we solve
the following equation for F
lim
→0
1

[F(u∗ + v)−F(u∗)] = Lˆ(t,x,p;u(t,x,p), v(t,x,p)), ∀v ∈ V. (22)
It should be noted that in this process, the derivatives in F will remain first order, as the process
involves only first variation and only linear terms are kept. Appendix Appendix A includes a sample
derivation for a Poisson equation together with general tips on how to derive the lower order loss
functions. Considering a DNN form for solution, uDNN(t,x,p;θ), the lower order loss function
will be effectively parameterized by the DNN parameters θ∗ leading to the following minimization
problem to be solved by the SGD algorithm (using either soft or hard assignment of constraints),
θ∗ = argmin
θ
rl(θ),
s.t. rI(θ) = 0, rB(θ) = 0. (23)
5. Numerical Examples
In this section, we numerically study the performance of the proposed deep learning method
in solving sample high-dimensional random PDEs. In the first example, the proposed method is
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applied to solve random transient diffusion processes. Next, a steady heat conduction example is
considered. Finally, the performance of the proposed method with soft assignment of constraints
is examined by solving the heat conduction equation on a somewhat irregular domain. Training
is performed in parallel across 4 NVIDIA P100 GPUs. The number of layers for the surrogates
trained in examples 1, 2, and 3 are, respectively 24, 20, and 20. Dimensionality of each hidden layer
is set to 256. Consequent odd hidden layers are connected to each other via a shortcut connection,
as shown in figure 1, with r = 2. Tanh nonlinearities are adopted for each hidden layer. The Adam
optimization algorithm [42] is used to find the optimal surrogate parameters, mini-batch size is set
to 32, and the learning rates, β1, β2, and  for the Adam optimizer are set to 10
−5, 0.9, 0.999, and
10−15, respectively. Number of epochs is set to 108. All the examples are also solved by the Monte
Carlo Finite Element (MC-FE) method (using MATLAB Partial Differential Equation Toolbox),
and results are compared with each other. The MC-FE results are obtained by repetitively drawing
samples from the random field, at which the finite element solver is run, until the convergence of
the QoI is achieved.
5.1. Transient diffusion problem with random coefficient
In the first example, we consider the transient diffusion problem in one-dimensional spatial
domain with random diffusion property. Specifically, the governing PDE is given by
∂u(t, x,p)
∂t
−∇ · (a(x,p)∇u(t, x,p)) = c, t ∈ [0, 1] , x ∈ [0, 1] ,p ∈ [−1, 1]d
u(t, 0,p) = 0, u(t, 1,p) = 0, u(0, x,p) = 10(x− x2), (24)
where c = 3, a(x,p) is the diffusion coefficient characterized using the d-dimensional random vector
p = {p1, · · · , pd}. We consider two different analytical forms for a(x,p), as will be discussed later.
In both cases, following a hard assignment approach, we set the deep neural network surrogate to
take the following form
u(t, x,p;θ) = 10(x− x2) + t(x− x2)uDNN(t, x,p;θ). (25)
5.1.1. A smooth random field for the diffusion coefficient
In this part, we consider the diffusion coefficient to be represented by
a(x,p) = 0.26 +
d∑
j=1
0.05
j
cos(
pi
2
jx)pj , (26)
where the random variables {pj}dj=1 are independent identically distributed according to uniform
distribution on [0, 1], and d = 100. The first four modes of this random field are depicted in figure
2a. Figure 3 shows the satisfactory agreement between the means and standard deviations of u
obtained from the DNN framework and the MC-FE method. For the FE solver, the mesh edge
length is set to 0.005, which resulted in a total of 201 nodes, the size of time steps is 0.01 seconds,
and a total of 104 MC samples, observed to be sufficient for the calculation of mean and standard
deviation of the response, are used.
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(a) (b)
Figure 2: The first four spatial modes of the random field a(x,p), associated with (a) the smooth field represented
by Equation 26, and (b) the non-smooth field represented by Equation 26.
Figure 3: A comparison between the DNN and MC-FE results for the mean and standard deviation of u at (a)
x = 0.5, (b) t = 0.5, and (c) t = 1 . The diffusion coefficient is represented by Equation 26.
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Figure 4: A comparison between the DNN and MC-FE results for the mean and standard deviation of u at (a)
x = 0.5, (b) t = 0.5, and (c) t = 1. The diffusion coefficient is represented by Equation 27.
5.1.2. A non-smooth random field for the diffusion coefficient
Here, we assume the diffusion coefficient to take the following form
a(x,p) = 0.2 +
d∑
j=1
0.1
j
cos2(
pi
2
jx)pj , (27)
where d = 50. The first four modes of this random field are depicted in figure 2b, showing that this
random field is less smooth compared to the one in the previous case. As can be seen in Figure 4, a
good agreement exists between the DNN and MC-FE results, in terms of the means and standard
deviations of u. A FE model similar to the one detailed in the previous example was created.
Figure 5 shows a comparison between the deep neural network and finite element results for
the probability density function of u(t = 1, x = 0.5). The plot on the left and right, respectively,
correspond to the solutions computed in parts 1 and 2. It is evident that there is a good agreement
between the results.
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(a) (b)
Figure 5: A comparison between the DNN and MC-FE results for the PDF of u at (t,x)=(1,0.5). The diffusion
coefficient is represented by (a) Equation 26, and (b) Equation 27.
5.2. Steady heat equation with random thermal conductivity
In this example, we consider the steady heat conduction problem on a 2-D spatial domain
characterized by a random thermal conductivity coefficient, governed by the following PDE:
−∇.(k(x, y,p)∇u(x, y,p)) = f(x, y), x, y ∈ [−1, 1] ,p ∈ [0, 1]d ,
u(−1, y,p) = u(1, y,p) = u(x,−1,p) = u(x, 1,p) = 0, (28)
where f(x, y) is the heat generated inside the spatial domain, set to be f(x, y) = 100 × |xy|, and
k(x, y,p) is the thermal conductivity coefficient which has the following analytical form
k(x, y,p) = 1 +
d∑
j=1
1
j
cos2(
pi
4
j
3
2xy)pj , (29)
with d = 50. The first four modes of this random field are depicted in figure 6.
In this examples, we derive a variational form of the problem, following the discussion in section
4. It is easy to verify that solving the variational form of the governing PDE in 28 is equivalent to
solving the following minimization problem
u∗(p) = argmin
u
∫
D
[
k
2
((
∂u
∂x
)2 + (
∂u
∂y
)2)− cu] dx dy, p ∈ [0, 1]d
s.t. u(−1, y,p) = 0, u(1, y,p) = 0, u(x,−1,p) = 0, u(x, 1,p) = 0,
(30)
and following a hard assignment of constraints, we force the deep neural network surrogate to take
the following form
u(x, y,p;θ) = (1− x2)(1− y2)uDNN(x, y,p;θ). (31)
Solution statistics over the spatial domain are represented in figure 7 and are compared with the
MC-FE results. These figures suggest good agreement between the deep neural network and finite
element results, showing the accuracy of the proposed method. Additionally, figure 8 represents a
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Figure 6: The first four modes of the random field represented by Equation 29. The decay term is not considered.
comparison between the DNN and MC-FE results for probability density function of u(x = 0, y = 0)
and u(x = 0.5, y = 0.5). For the FE solver, quadratic elements are used with a maximum mesh
edge length of 0.005, which resulted in a total of 7473 nodes. Also, a total of 104 MC samples are
used.
5.3. Steady heat equation with random thermal conductivity on a domain with a hole
In this example, we consider the steady heat conduction problem defined by Equation 28 on a
2-D plate with a hole in the middle. The heat generated inside the spatial domain is assumed to
be constant and equal to 2. d is set to 30. The thermal conductivity field k(x, y,p) has the same
analytical form represented by Equation 29, and the same zero Dirichlet boundary conditions are
considered. The geometry of the 2-D plate with three realizations of the thermal conductivity field
is depicted in figure 9.
Similar to the previous example, we consider a variational form of the problem, represented
by Equation 30. Since the boundaries are rather irregular, soft assignment of constraints are
considered in this example, where a penalty term is added to the loss function to account for
boundary conditions, with a relatively large value for its weight, λ2 = 1000.
Figure 10 shows the good agreement between the DNN and MC-FE results for the statistics of
the solution. Figure 11 also depicts the probability density functions of the response at two specific
locations, specifically u(x = −0.6, y = 0) and u(x = −0.6, y = −0.6), are compared. It can be
seen that the DNN is able to accurately approximate the probabilistic response. For the MC-FE
calculation, quadratic elements are used with a maximum mesh edge length of 0.002, which resulted
in a total of 42972 nodes, together with a total of 104 MC samples.
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Figure 7: A comparison between the DNN and MC-FE results; (a) mean response; (b) mean and standard deviation
of u at y = 0; (c) mean and standard deviation of u at x = −0.5.
(a) (b)
Figure 8: A comparison between the deep neural network and finite element results for the PDF of u at (a) (x, y) =
(0, 0), (b) (a) (x, y) = (0.5, 0.5).
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Figure 9: Geometry of the 2D plate with a hole, with three realizations of the thermal conductivity field represented
by Equation 29. Radius of the hole is 0.3.
Figure 10: A comparison between the DNN and MC-FE results; (a) mean response; (b) mean and standard deviation
of u at y = 0; (c) mean and standard deviation of u at x = −0.5. The thermal conductivity field is represented by
Equation 29.
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(a) (b)
Figure 11: A comparison between the deep neural network and finite element results for the PDF of u at (a)
(x, y) = (−0.6, 0), (b) (a) (x, y) = (−0.6,−0.6).
6. Conclusion
We presented a new method for solving high-dimensional random PDEs using deep residual
network surrogates that are trained iteratively using variants of the mini-batch gradient descent
algorithm. The proposed algorithm is mesh-free over the entire spatial and temporal domains,
and uses no collocation points in the stochastic space. This removes the scalability issues that
collocation-based methods are experiencing with increasing number of dimensions in the stochastic
space. The method can handle irregular computational domains as well. The approximate random
PDE solution is computed in such a way that it will satisfy the differential operator, in strong and
variational forms. In the strong form, the deep neural network parameters are trained by minimizing
the squared residuals over the entire computational domain. In the variational form, a loss function
is derived in such a way that its minimization is equivalent to solving the variational form of the
PDE. Deep neural network parameters are then tuned by minimizing the obtained lower-order loss
function. Also, the initial and boundary conditions are imposed in two different forms. In hard
assignment of constraints, these conditions are inherently satisfied by enforcing the analytical form
of the solution to always satisfy the initial and boundary conditions. In the soft assignment of
constraints, the initial and boundary conditions are satisfied in a weak scene by adding related
penalty terms to the loss function. The application of these proposed methods is demonstrated on
diffusion and heat conduction problems where the numerical results are compared with the solution
obtained by finite element and Monte Carlo solutions.
The advantages of using the proposed framework for solving random PDEs include: (1) The
solution to random differential equations has a closed analytical form and is infinitely differentiable
with respect to all temporal, spatial, and stochastic variables and therefore can be easily used
in a variety of subsequent calculations (e.g. sensitivity analysis); (2) The proposed algorithm
is embarrassingly parallel on Graphical Processing Units (GPUs); (3) The loss function is very
straightforward to formulate and minimal problem-dependent setup is required before computations;
(4) The method is general and can be utilized for a variety of random PDEs; (5) The solution is
valid over the entire computational domain and eliminates the need for interpolation.
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It should also be noted that the proposed method at its current form is not expected to dominate
the best of classical numerical methods for solving random PDEs. These latter methods have
been advanced over the past few decades and are optimized towards the computational efficiency
and robustness requirement in the practice. The aim of this paper is to show that DNNs can
be used to solve random PDEs accurately while offering the advantages discussed above. The
simplicity in implementation of the proposed method facilitates researchers from a wide range of
scientific domains to develop, test, and analyze their ideas. In a broader context, alongside the
expanding applications of machine learning methods in computational physics, we believe that
our work offers an advantageous synergy between these two domains and in turn the potential to
advance both fields, which is timely considering the advances in deep learning technology, in terms
of infrastructural, methodological, and algorithmic developments.
As further extensions to this work, we will pursue the following in future studies: (1) applying
the method to a broader range of different types of PDEs to numerically verify that the proposed
method is applicable for a wide variety of PDEs, (2) generalizing the method to be capable of
handling systems of high-dimensional random PDEs; (3) investigating other efficient techniques for
the enforcing initial and boundary conditions, e.g. by using Lagrange multipliers, or by developing
algorithms for learning the functions C and G in Equation 11, and (4) investigating optimal sampling
strategies in order to improve the rate of convergence.
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Appendix A. Derivation of the lower order loss function
In what follows, on an example, we discuss how the lower order loss function can be identified.
Let us consider the Poisson equation, which is in the form of
∂2u
∂x2
+
∂2u
∂y2
+ c = 0, (A.1)
with zero Dirichlet boundary conditions. The reduced-order variational form after using integration
by parts is given by ∫
D
[
(
∂u
∂x
∂v
∂x
+
∂u
∂y
∂v
∂y
)− cv
]
dx dy = 0. (A.2)
It can then be shown that the functional of interest will take the following form
F (u) =
∫
D
[
1
2
((
∂u
∂x
)2 + (
∂u
∂y
)2)− cu
]
dx dy (A.3)
which can be easily confirmed that minimizing F is equivalent to solving the Equation A.2.
It is difficult to formulate a general step-by-step guideline for the derivation of lower-order loss
function for any given differential equations. However, in what follows, we offer few tips that can
be useful for such derivation. Let us define the functional F as follows
F (u) =
∫
D
f(x, u,∇u)dx, (A.4)
for some function f . In order to minimize the functional, we need that for any v ∈ V,
lim
→0
F (u+ v)− F (u)

= 0. (A.5)
By applying a Taylor expansion on F , we have
f(x, u+ v,∇u+ ∇v) = f(x, u,∇u) +
(
∂f(x, u,∇u)
∂u
)
v +
(
∂f(x, u,∇u)
∂∇u
)
∇v +O(2). (A.6)
Therefore, we have
lim
→0
F (u+ v)− F (u)

=
∫
D
(
∂f
∂u
v +
∂f
∂∇u∇v
)
dx. (A.7)
By using integration by parts, we get
lim
→0
F (u+ v)− F (u)

=
∫
D
(
∂f
∂u
−∇. ∂f
∂∇u
)
vdx. (A.8)
Since the left-hand side is supposed to be zero for all v ∈ V, it is required that
∂f(x, u,∇u)
∂u
−∇.
(
∂f(x, u,∇u)
∂∇u
)
= 0, (A.9)
which is known as the Euler-Lagrange equation for the functional F .
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With a known functional F , i.e. a known function f , one can use the Euler-Lagrange equation
to derive a governing PDE. Now, in order to derive the functional associated with a known PDE
(which can be regarded as a Euler-Lagrange equation), we have to take the steps described above
in the reverse direction. There are a number of rules which can simplify the process of finding the
functional. For instance, assuming f is independent of x, the following rules may be reversed and
used:
1. If f consists of |∇u|2, the Euler-Lagrange equation will have the term −24u.
2. If f consists of |u|p,∀p ≥ 2, the Euler-Lagrange equation will have the term p|u|p−2u.
3. If f consists of a term g(u), where g is a function of one variable, the Euler-Lagrange equation
will have the term g′(u).
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