Abstract-In the context of the INSERT project, we have been developing a clinical single photon emission computed tomography (SPECT) insert for a magnetic resonance imaging (MRI) system, in order to perform simultaneous SPECT/MRI of the human brain. This system will consist of 20 CsI:Tl scintillation detectors, 5-cm wide and 10-cm long, with a 72-channel silicon photomultiplier (SiPM) readout per detector, and a multimini slit-slat (MSS) collimator set up in a stationary partial ring. Additionally the system has a custom-built transmit/receive MR coil to ensure compatibility with the SPECT system. Due to the novel design of the system/collimator, existing geometric calibration methods are not suitable. Therefore we propose a novel and practical calibration procedure that consists of a set of specific independent measurements to determine the geometric parameters of the collimator. This procedure was developed utilizing a prototype system that consists of a reduced-size single detector with a 36-channel SiPM-based readout and a single MSS collimator module. Validation was performed by reconstructing different imaging phantoms, using a rotating stage to simulate a tomographic acquisition. Regarding uniformity, the coefficient of variation (COV) for the cylinder phantom reconstructed with correct calibration parameters is 6.7%, whereas the COV using incorrect parameters is 9.4%. The quality of the phantom reconstructions provide evidence of the applicability of the proposed method to the calibration of the prototype system. This procedure can be easily adapted for the final INSERT system.
I. INTRODUCTION

I
N THE context of the INSERT project [1] , we have been developing a single photon emission computed tomography (SPECT) insert for a magnetic resonance imaging (MRI) system, in order to perform simultaneous SPECT/MRI of the human brain. Within the project, the goal is to provide enhanced stratification in glioma patients, but a simultaneous SPECT/MR system could be beneficial in other areas of neurological imaging [2] - [4] . The system will be based on MR-compatible detectors [5] with 8-mm thick CsI:Tl scintillation crystals and silicon photomultiplier (SiPM) readout with a size of 10 × 5 cm 2 [6] , [7] . The good intrinsic resolution of 1 mm [8] supports minification, which is obtained by using a collimator-detector distance smaller than the collimatorpatient distance. This enables the design of a compact and high-sensitivity collimator based on slit-slat collimation, the multimini slit-slat (MSS) collimator [9] - [12] . In contrast to a conventional multislit-slat collimator, the MSS collimator has arrays of mini-slits, i.e., short sections of the slit component, instead of a continuous slit aperture, and each mini-array is misaligned with the adjacent one. Therefore, along the axial direction, there are two interspersed sections: one with twomini-slit apertures and one with 1 + 2 · 1/2-mini-slit apertures. A half-slit is an aperture shared by adjacent detectors in the ring configuration. Finally, the slit aperture is interior to the slat component, allowing the slats to extend beyond the slit plane (Fig. 1) . The final INSERT design consists of a stationary partial ring of twenty detectors coupled to an MSS collimator, with an angular coverage of 285 • , and a customized transmit/receive radio frequency coil to image a cylindrical field of view (FOV) of 20-cm diameter and 9-cm height.
Calibration is essential to obtain a correct correspondence between the manufactured system geometry, and that modeled during reconstruction through the system matrix, in order to ensure optimal reconstruction, avoiding the presence of artefacts and loss of resolution of the reconstructed images [13] . The system matrix depends on the properties of the object, 2469-7311 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. image system and detector. Therefore, system calibration includes a number of corrections that account for detector linearity, energy linearity, collimator efficiency, and the system's geometry and point spread function. Geometric calibration can be achieved by scanning a collimated source to obtain the detector response and a point source in a fine grid through the whole FOV, with enough counts, to obtain the system matrix [14] . Due to the long acquisition times, different approaches have been suggested based on the measurement of the point response function (PRF) in a limited number of voxel positions, and interpolation for the whole FOV [15] - [18] . Although these methods are highly accurate and especially well-suited for stationary systems, they assume a slowly varying PRF and they require long scanning times and sophisticated positioning tools.
On the other hand, model-based calibration methods rely on the modeling of the system response as a function of a set of geometric parameters. These parameters are then estimated minimizing a cost function that compares experimental projection data with that obtained via an analytical model of the system response. This type of calibration is a more flexible method, but a good accuracy of the estimated parameters is sometimes hard to achieve due to correlations between parameters. For pinhole cameras, it has been proposed that the geometry of the pinhole can be fully described by seven parameters assuming a circular orbit of the camera. These parameters are focal length, distance d, mechanical offset, electrical shifts (two), and twist and tilt angles. Using the center of mass of the projection of three noncollinear point sources, the calibration parameters are calculated by a least squares fit of the estimated point source projection locations to the measured mass centers [19] , [20] . For large rotating cameras, deviations from the circular orbit can occur, but only a subset of the parameters related to the displacement of the camera needs to be recalculated [21] . In the case of slitslat collimators, calibration requires two separate minimization procedures, one transaxially for the slit position, the center of rotation (COR) and the starting position of the rotating point source relative to the COR, and one axially for the tilt and twist angles of the slats, using projection data from a rotating phantom with two point sources [22] - [25] .
In the case of the INSERT system, the clinical setting and the novel design of the collimator and system pose constraints to the calibration procedure. The detector response of the MSS collimator is discontinuous across the FOV, because each aperture does not cover the entire FOV and the slits are not continuous. Therefore, the grid for the scanning point source method would need to be very fine, especially in the presence of cameras with minification [26] , and it would require an interpolation between the scanning points assuming a smooth variability in the PRF. This procedure is not practical, as it would take too long. On the other hand, a model-based calibration method would be more flexible and easier to adapt to the final INSERT system, with the possibility of verifying it inside the MR system.
Our aim was to develop a practical calibration procedure that can be easily translated to the final INSERT system. Taking advantage of the different types of collimation in the transaxial and axial directions of the MSS collimator, we propose a combined-procedure with separate measurements to directly measure some calibration parameters and estimate others based on existing models [19] , [22] . For that, we use a single-detector INSERT prototype system to develop and validate a practical calibration procedure.
II. METHODS
For the INSERT prototype system, we utilized a reducedsize single detector. The main setup of this system consisted of a plastic black box with the 5 × 5 × 0.8 cm 3 scintillation crystal mounted on a 36-channel SiPM array, a liquid heat sink, and electronic boards for signal filtering and communication. The heat sink was connected to a cooling system that recirculates liquid at −5 • C, for improved performance of the SiPMs. The detector box was powered and connected to a computer through a gateway board and Ethernet cable. The crystal side of the detector box was closely aligned with a tungsten MSS prototype collimator, and lead blocks were positioned around it to shield the crystal. The parameters of the prototype MSS collimator are the following: 1.5 mm of slat spacing, 0.25 mm of slat thickness, 0.5 mm of slit aperture, and a mini-slit axial length of 6 mm. Finally, a source of activity was positioned within the FOV for a static scan, or on top of a rotating stage to simulate a tomographic acquisition. An example of an acquisition setup is indicated in Fig. 2 .
The scanning parameters, such as total acquisition time and number of rotations/views, were controlled via computer interfaces for the detector and controller of the rotating stage. Acquired events were transformed into planar projection data using a maximum likelihood (ML) algorithm with a forward model based on [27] . This event-position reconstruction method utilizes an ML algorithm to compute the position and energy of detected events by maximizing the likelihood of obtaining the acquired data, given a previously generated light distribution model. The light distribution model consists of a set of light response functions (LRFs), one per readout channel. These LRFs are generated by fitting a Gaussian function to each channel data, from a flood acquisition. Data from the 5 mm around the edges of the detector are discarded due to the poor resolution, i.e., usable FOV is 4 × 4 cm 2 .
Event data were energy-windowed and corrected for detector linearity (Sections II-A and II-B). After geometric calibration (Section II-C), reconstruction of tomographic data was performed with the ML expectation-maximization (MLEM) algorithm based on angular blurring [28] (Section II-D). Attenuation was included in the system matrix, and scatter was taken into account by using a reduced μ-value of 0.09 cm −1 . Finally, data were analyzed in order to obtain evidence of the performance of the proposed calibration procedure for the prototype system.
A. Energy Calibration
Data from five different radionuclides, 99m Tc, 57 Co, 75 Se, 177 Lu, and 111 In, were acquired with a small source positioned at around 50 cm from the detector. Energy spectra were obtained from the flood acquisitions, as a function of the cumulative channels' signal. Each photopeak was fitted with a Gaussian function in order to estimate peak location. Finally, an energy-channel calibration curve was determined by linear regression.
B. Linearity Correction
Thanks to the high intrinsic spatial resolution of the detector module, we were able to use a parallel-hole collimator as a linearity phantom, irradiating the detector with a 99m Tc point source at a distance of ∼ 50 cm, using an image matrix size of 256 × 256 and a pixel size of 0.2 × 0.2 mm 2 . This parallel-hole collimator was a high-resolution collimator with a hole-diameter of 2 mm, a septa-thickness of 0.25 mm, and a hole-length of 40 mm.
Focusing on the planar projection data from the central 40 × 40 mm 2 area, which corresponds to the useful FOV, we utilized a matrix of 20 × 18 control points to derive the 2-D spatial transformation that maps the centroid positions estimated from the projection data to the corresponding physical hole positions.
In order to correct for detector linearity distortions, the derived transformation was applied to the acquired planar projection data using MATLAB (The MathWorks, Inc., Natick, MA, USA) standard functions.
In order to evaluate the method, we analyzed the transformed projection visually, and we calculated the mean and standard deviation of the distance between the projection centroids and the true hole positions.
C. Geometric Calibration
We developed a framework that computes parameters to model the system response according to its geometry, based on pinhole calibration [19] . Instead of computing the parameters with a single procedure with a set of point sources, due to the specific design of the collimator, calibration is performed with three separate measurements to determine the geometric efficiency, the transaxial geometric parameters and the axial parameters, using three different calibration phantoms. The uniform phantom is a planar source 10-cm wide, 10-cm tall, and 0.5-cm thick [ Fig. 3(a) ]. The capillary phantom has one capillary tube placed horizontally in the FOV [ Fig. 3(b) ]. The capillary ⊥ phantom has the capillary tubes placed vertically in the FOV; capillaries are positioned at radii of 25, 50, 75, and 100 mm from the COR [ Fig. 3(c) ]. Each capillary tube has an internal diameter of 1.15 mm and a length of 75 mm. For each phantom, the acquisition parameters are shown in Table I : for the uniform phantom, this is positioned as close as possible to the MSS collimator for a static scan; for the capillary phantom, the capillary tube is acquired at eleven distances from the collimator, moving it away from the system 20 mm each time; and for the capillary ⊥ phantom, data are acquired at different angles over 360 • by rotating the phantom around the system's COR.
In order to obtain the calibration parameters, we process the projection data as described below. 
1) Determination of the Geometric Efficiency:
The sensitivity profile per slit section of the collimator was determined from the planar projection data of the uniform phantom acquisition. This phantom has to be wider than the collimator to account for the half-slits. 2) Determination of the Electronic Shifts e u and e v : These shifts are calculated comparing the detector FOV center to the projection data center for the uniform phantom acquisition, defined as the center of the collimator pattern in the projection image.
3) Determination of the Twist ψ:
The twist is the angle between the slits and the z-axis of the object frame of reference [ Fig. 4(a) ]. Therefore, the twist is given by the deviation of the capillary projection from the horizontal orientation, when imaging the capillary phantom. The twist angle depends on the relative alignment of the capillary, collimator, and detector. We assume the capillary to be perfectly aligned with the horizontal plane, and the detector coordinates to be corrected for intrinsic linearity, as described above.
4) Determination of the Tilt θ :
The tilt is the angle between the slats and the xy-plane of the object frame of reference [ Fig. 4(b) ]. The tilt is given by the amplitude of the up or down motion of the capillary projection as the source moves away from the collimator, by imaging the capillary phantom with the capillary source at different distances from the collimator. The tilt angle is calculated as follows:
where z is the vertical detector coordinate and R the horizontal distance of the capillary from the detector.
5) Determination of the Focal Length f , Mechanical Shift m, and Slit Positions s n :
These transaxial parameters were estimated by optimizing the squared difference between the measured projection data and the analytically estimated projections, assuming the radius of rotation (and therefore parameter d) is known to reduce the uncertainty of the focal length estimation. This is a reasonable assumption as the system is stationary. Projection data are acquired rotating the capillary ⊥ phantom. Due to the acquired capillary projection data at different distances from the crystal utilizing the capillary phantom, the axial resolution can also be determined as the full width at half maximum of the Gaussian fit of those projections in the axial direction, after correction for the finite width of the capillary. This is an important parameter, because it determines the overlap of the FOV for the different mini-slit sections in the object domain, thus defining the axial and angular sampling of the system. An incorrect value of this parameter can lead to artefacts in the reconstructed images.
Finally, all the aforementioned parameters are included in the reconstruction algorithm to achieve a proper calibration.
D. Tomographic Experiments
In order to test the proposed calibration procedure, we performed tomographic experiments with three different imaging phantoms: 1) uniform cylinder; 2) spheres; and 3) Hoffman brain [29] phantoms. Each phantom was filled with a specific 99m Tc activity and positioned at the center of the FOV, on top of the rotating platform to acquire 25 views over 360 • . The distance between the COR and the collimator surface was set to 165 mm, so as to represent the geometry of the full INSERT system, according to the patient aperture between collimator surfaces. We had to perform long acquisition scans due to the fact that it was only one small detector: 500, 100, and 450 min for the uniform, spheres, and Hoffman phantom, respectively, which correspond to total counts of 1.50 M, 1.95 M, and 483 k, for the respective phantoms. Raw data were transformed into planar projections using an energy window of 140 keV±15%. These projections were corrected as mentioned in the previous sections and reconstructed with 40 MLEM iterations. The calibration parameters were accounted for in the reconstruction algorithm. Attenuation was assumed to be uniform in the cylindrical phantoms, but was not included for the spheres.
The uniform phantom consisted of a cylindrical phantom with an inner diameter of 184 mm, filled with water up Energy-channel calibration curve. Each dot corresponds to a photopeak measurement and the line to the fitted curve.
to 20-mm height, with 69.1 MBq of 99m Tc activity. Two reconstructions were performed, one utilizing the estimated calibration parameters and a second where calibration parameters from a different day, in which the collimator was repositioned relative to the detector, were used to investigate the effect on the reconstruction (Table II) ; no tilt and twist calibrations were performed on these days. For the reconstruction with correct calibration, intensity profiles were determined along different directions of the transaxial plane. After summing axially the reconstructed image slices for 14.3 mm, we calculated the coefficient of variation (COV) as the standard deviation divided by the mean over a circular region of interest of diameter 160 mm.
The spheres phantom consisted of a cylindrical phantom with fillable sphere inserts in air. There were two sets of spheres with 1.7, 1.4, and 1.1-cm diameters and a single sphere with a diameter of 2.1 cm. An initial volume of 5.8 ml was prepared with 51.3 MBq of 99m Tc activity. The first set of three spheres was filled first. The remaining solution was diluted with water, reducing the concentration to half of the previous value. Then the second set of three spheres was filled, and the remaining solution was diluted again to half of the previous value. Finally, the last sphere, i.e., the biggest sphere, was filled. Hence, the sets of spheres had a relative activity concentration of 4:2:1. After reconstruction, each sphere activity concentration was calculated as the sum of the intensities in a 3-D region containing the reconstructed sphere divided by the true sphere volume.
Finally, the Hoffman phantom was filled with 110.4 MBq of 99m Tc activity, scanned and reconstructed to qualitatively assess the activity distribution. Fig. 5 shows the energy-channel calibration curve for the prototype INSERT detector, using the photopeak data of different radionuclides. The coefficient of determination is very close to 1, demonstrating a good fit between the cumulative channel signal and the energy, i.e., a good detector energy linearity. Therefore the energy-channel calibration curve was subsequently used to select recorded events at a specific energy window. 
III. RESULTS
A. Energy Calibration
B. Linearity Correction
Regarding the detector's spatial linearity, Fig. 6 shows linearity-corrected and uncorrected planar projection data of the measurements with the parallel-hole collimator and a distant radioactive point source. In comparison to the uncorrected planar projection image, the linearity-corrected one shows a reduction of image distortion, especially at the borders of the image. Regarding the distance between the control points, i.e., uncorrected centroids and true hole positions, the mean displacement is 1.05 mm and the standard deviation is 0.75 mm.
C. Tomographic Experiments
Applying the proposed calibration procedure, a set of geometric parameters was obtained and applied in the reconstruction of the tomographic acquisitions. Fig. 7 shows the transaxial view of the average of the central slices of the cylindrical phantom reconstruction utilizing the determined calibration parameters [ Fig. 7(left) ] and incorrect calibration parameters [ Fig. 7(right) ]. When applying the incorrect calibration parameters, streak and ring artefacts appear in the reconstructed image. The COV for the image reconstructed with correct calibration parameters is 6.7%, whereas the COV using incorrect parameters is 9.4%. In addition, Fig. 8 shows circular profiles, at a radius of 63 mm, for both correctly and incorrectly reconstructed image of the uniform phantom acquisition. When using the incorrect calibration parameters, the average intensity reduced and multiple peaks due to the streak artefacts can be seen. 9 shows transaxial and sagittal views of the reconstructed image for the spheres phantom acquisition. Each sphere has the expected shape and position. In addition, the bar plot of Fig. 9 shows the estimated activity concentration for each sphere. For spheres 1-7, the dashed lines correspond to the true activity concentrations values. Each sphere estimated activity concentration is close to the true value. The mean absolute deviation from true values was 5.8% (SD 2.7%).
Finally, Fig. 10 shows a set of axial slices with transaxial views of the reconstructed image for the Hoffman brain phantom acquisition. The activity distribution within the brain is similar to that obtained with a conventional SPECT system. Note that the whole brain is not shown in the reconstructed images because the brain is larger than the detector's FOV in the axial direction.
IV. DISCUSSION Energy-channel linearity was very good, allowing for the correct energy windowing of the acquired data.
Regarding the detector's linearity, the improvement in image quality suggests that an appropriate spatial transformation was derived for the correction. Quantitatively, the distortions were small, but the correction clearly improves the linearity, especially at the edges of the detector's FOV. Note that this experiment was only possible due to the high intrinsic spatial resolution of the prototype detector.
For the tomographic experiments, the ability to reconstruct images utilizing the acquired data validate the proposed calibration procedure for the prototype system. Furthermore, for the example of the uniform phantom reconstruction using incorrect calibration parameters, the presence of artefacts indicates the importance of a good system calibration to ensure optimal reconstruction.
In the case of the uniform cylindrical phantom acquisition, despite the presence of noise due to a low count-level, results indicate a reconstructed image without major artefacts. For the spheres phantom acquisition, each sphere is well reconstructed, and quantification of the activity concentrations are in good agreement with the relative set activity concentrations. In the sagittal view, the spheres appear slightly elongated; this needs further investigation. For the Hoffman brain phantom acquisition, results indicate the prototype system's ability to image a realistic activity distribution.
Finally, the proposed practical calibration procedure can be easily adapted for the final INSERT system, but some details of the practical implementation may need to be modified for geometrical reasons. We envisage an extended planar source placed 1 cm from the collimator, and a capillary-parallel phantom with three line sources placed at the center of the FOV, so that each detector can be calibrated on the constructed system. Given the time constraints and the fact that it is a stationary system, we plan to calibrate the standalone SPECT system outside the MR room, and then perform only one measurement mounted in the MR system with line sources to ensure that the calibration is correct. In this scenario the capillary-perpendicular phantom can be rotated manually with high precision.
Although the objective of this paper was to develop a practical calibration procedure, note that the final INSERT system has a partial ring design, so the absence of detectors should limit the spatial resolution of the reconstructed image in the lower part of the FOV corresponding to the region close to the detector gap in contrast to the results shown here, which were obtained for a complete ring geometry [12] . On the other hand, the detector's production technology has been improved, so the final INSERT system will have detectors with better overall performance. As future work, we are planning to conduct a full system performance evaluation, with the INSERT operating as a SPECT-alone system, and with the INSERT inside the MRI system.
V. CONCLUSION
Precise calibration of a SPECT camera is essential to obtain a good-quality image reconstruction. Due to the unique system and collimator design, we have developed a practical calibration framework with independent measurements to obtain calibration parameters, using a prototype INSERT system. Reconstruction of tomographic acquisitions of different imaging phantoms provide evidence of the efficacy of the proposed method. This model-based calibration procedure can then be easily adapted to the final INSERT system.
