of the RCM realizations significant improvement in the simulated SST are only achieved when wind intensity values were bias-corrected towards observed values. Air temperature and cloud cover had a more marginal importance in reducing the SST bias observed in RCM-forced runs of the ocean model. By comparing the ERAin-driven run and the GCMs driven runs, our analyses suggest that the main source of observed bias is related with the GCMs being used as lateral boundary condition for the RCM realizations. However, a relative simple bias-correction methodology is sufficient to reduce a large part of the induced bias in SST and to improve the vertical water stratification characteristics within the Mediterranean basin that will allow to analyze current and future biogeochemical conditions of the studied basin.
Introduction
Coupled numerical models that include both atmosphere and ocean components are fundamental tools to study the present condition, past evolution and future scenarios of marine systems. These tools have been used for quite a long time now and different solutions have been adopted to couple the different sub-models.
The most complete and accurate way of performing this type of simulations is by using fully coupled (twoways) atmospheric and oceanic models. In this case the whole range of interactions from the atmosphere to the surface ocean and from the ocean to the atmosphere is considered (e.g., Dubois et al. 2012 ) despite of larger computing time.
Abstract Here, the COSMO Climate Limited-area Modelling (CCLM) regional climate model (RCM) is used as external forcing for a Mediterranean basin-scale ocean model based on the general estuarine transport model (GETM). CCLM is forced by different global climate models (GCMs) (MPI and EcEarth) and by the ERA-interim (ERAin) reanalysis. Sea surface temperatures (SST) simulated by the different runs of the ocean model are compared with satellite measurements. As a substantial cold bias in simulated SST is found, a simple bias-correction methodology is applied to the RCM atmospheric variables, namely (1) air temperature (which is usually underestimated for the region by RCMs runs), (2) cloud cover (typically overestimated) and (3) wind intensity (as zonal wind intensity is usually overestimated). The performed analysis identifies wind velocity as the most important variable to correct in order to satisfactorily obtain Mediterranean SST. For many
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However, the most common type of atmosphere-ocean models are the forced models. In such models atmospheric variables (either from models or from reanalysis data) are used to force the ocean model at the surface so they provide a good description of the influence of atmospheric processes on ocean variability. With this structure, however, the feedbacks and interactions between ocean surface characteristics and the atmosphere are not considered (SanchezGomez et al. 2011) .
A common problem to most atmospheric models is the presence of biases in some of the simulated atmospheric variables (Ehret et al. 2012) . If atmospheric conditions are not properly represented, the induced oceanic characteristics in the ocean model will be not correct. For example, forcing the same ocean model of the Mediterranean Sea with atmospheric variables from one of the latest stateof-the art regional climate models (within the Climate Change and Impact Research (CIRCE) initiative) and with reanalysis data (Adani et al. 2011 ) has indicated a significant cold bias in the simulated sea surface temperature (SST) for present-day conditions of approximately 2.5 °C (Dell'Aquila et al. 2012) . Also Somot et al. (2006) reported a generalized cold bias of ~1 °C in mean simulated SST for present-day conditions when forcing an ocean model with atmospheric variables derived from a Regional Climate Model (RCM). A way to try to overcome this problem is to perform bias correction of the atmospheric variables (e.g., Dosio et al. 2012 ) before using them to force the ocean model (Sanchez-Gomez et al. 2011) . This is done by comparing modeled variables with data (or reanalysis products) and applying a transfer function to eliminate (or reduce) the bias by matching the cumulative distribution functions of modeled and observed data (e.g., Wood et al. 2004; Li et al. 2010; Heinrich and Gobiet 2011) .
A proper simulation of the present day surface characteristics of the oceanic system is crucial to analyze the biogeochemical conditions of the studied basin. Atmosphere-ocean interactions determine the level of vertical stratification and stability, the strength and position of currents and fronts and the mesoscale surface activity. All these physical characteristics determine the level and distribution of biological production in the ocean by controlling mixing and advection processes (Vichi et al. 2003; Steinacher et al. 2010) . If by bias correcting atmospheric variables we are able to simulate the present day characteristics of the surface ocean satisfactorily, this type of forced systems could, potentially, be used to make scenario projections into the likely future conditions (physical and biological) of the considered marine system (e.g., Somot et al. 2006; Adloff et al. 2015) . Although bias-correcting atmospheric model variables before using it to force ocean models is quite a common practice (e.g., Pettenuzzo et al. 2010 ) the effect of this procedure on the final results and the exact details on how this is done are not usually provided to the end users (Ehret et al. 2012) .
In the present study an ocean model based on the general estuarine transport model (GETM) for the whole Mediterranean Sea is used. When forced with atmospheric variables coming from reanalysis data (ERA-Interim, Dee et al. 2011) , this particular ocean model has been shown to correctly simulate the surface characteristics (both physical and biological) of the Mediterranean basin during the past few decades (Macias et al. 2013 (Macias et al. , 2014a . As a consequence even if reanalysis datasets may present considerable deviations from the 'true' weather (Maraun et al. 2010) , in this study the ERA-Interim (ERAin) reanalysis is considered as 'observations' for the purposes of the bias-correction analysis presented below. This same ocean model with the same exact configuration is also forced at the surface with the atmospheric variables provided by an RCM, namely the Cosmo Climate Limited-area Model (hereinafter CCLM). This RCM has been shown to provide quite accurate conditions for the European and Mediterranean region when using reanalysis data as boundary conditions and to improve water and heat fluxes over this basin with respect to the raw reanalysis products (Sanchez-Gomez et al. 2011) . Three realizations of this RCM are considered here, both using the ERAin data as boundary conditions and using the simulations from two global circulation models (GCM) as lateral boundary conditions.
Simulated SST values from the different ocean model runs are compared with satellite data to identify the presence of bias. SST biases are assessed at annual and seasonal scales throughout the entire simulation period (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . Furthermore, the importance of each of the atmospheric variables for the simulated SST by the ocean model is assessed. Henceforth, the effects of bias-adjusting the three main atmospheric variables influencing SST (air temperature, cloud cover and wind) are evaluated individually and for each one of the RCM realizations. The comparison of the partially-corrected runs indicates for each RCM realization which variable(s) are most important to correct and, hence, help to direct future efforts in Mediterranean climate modelling.
Description of the used models (oceanic and atmospheric), of the bias correction techniques and of the used satellite data are provided in Sect. 2. Main results are presented in Sect. 3 while discussion could be found in Sect. 4.
Materials and methods
All simulations were performed using the same regional ocean model for the entire Mediterranean Sea (Fig. 1 ) forced at the surface with different atmospheric conditions derived either from reanalysis data or from the RCM. We will describe first the ocean model configuration in Sect. 2.1 and the different atmospheric forcings in Sect. 2.2. The techniques for bias-correcting the atmospheric variables are described in Sect. 2.3. The remote sensing SST data used to evaluate model performance is described in Sect. 2.4.
Mediterranean ocean model
The 3-D General Estuarine Transport Model (GETM) was used to simulate the hydrodynamics in the Mediterranean Sea. GETM solves the three-dimensional hydrostatic equations of motion applying the Boussinesq approximation and the eddy viscosity assumption (Burchard and Bolding 2002) . A detailed description of the GETM equations can be found in Stips et al. (2004) and at http:// www.getm.eu.
The configuration of the Mediterranean Sea ( Fig. 1 ) has a horizontal resolution of 5′ × 5′ and includes 25 vertical layers. ETOPO1 (http://www.ngdc.noaa.gov/mgg/ global/) was used to build the bathymetric grid by averaging depth levels to the corresponding horizontal resolution of the model grid. The initial conditions are the salinity and temperature climatologies from the Mediterranean Data Archaeology and Rescue-MEDAR/MEDAT-LAS database (http://www.ifremer.fr/medar/). The ocean model is run during 5 years repeating the atmospheric forcing (spin-up) corresponding to 1989 in order to avoid strong trends.
Boundary conditions at the western entrance of the Strait of Gibraltar were also computed from the same MEDAR/ MEDATLAS dataset imposing monthly climatological vertically-explicit values of temperature and salinity. No horizontal currents were imposed at the open boundary.
With this boundary configuration the circulation through the Strait is established by the internally adjusted baroclinic balance provoked mainly by the deep-water formation within the basin (e.g., Sannino et al. 2015) . Although the magnitude of the heat transport and horizontal velocities in Gibraltar are in general agreement with observations (Llasses et al. this issue) both the water transport and the circulation pattern within the Alboran Sea are typically weaker than expected (see discussion below). The present model set-up includes 37 rivers discharging along the Mediterranean coast. The corresponding river discharges were derived from the Global River Data Center (GRDC, Germany) database. Data gaps in fluxes from rivers were filled with climatological values.
The GETM configuration for the Mediterranean Sea is forced at surface every 6 h by the following atmospheric variables; wind velocity at 10 meters (U10 and V10), air temperature at 2 m (t2), dew point temperature (d2), cloud cover (tcc) and sea level pressure (SLP). The different sources for this atmospheric forcing are described in Sect. 2.2. All atmospheric variables are spatially and temporally interpolated to the model grid and time step.
The heat and momentum ocean fluxes are internally calculated in GETM based on the modelled atmospheric variables using appropriate bulk flux algorithms. The turbulent bulk fluxes of heat and momentum are calculated using the algorithms provided by Kondo (1975) . In this calculation the sea surface temperature from the model is used to ensure proper heat flux feedback from the changing sea surface temperature. The net heat flux is calculated as the sum of net shortwave radiation, net longwave radiation, latent heat flux and sensible heat flux. The net heat flux is calculated as positive going into the sea and negative when leaving the sea.
Net shortwave radiation is calculated following Reed (1977) , which is based on measurements from Paulson and Simpson 1977) and applying the albedo algorithm from (Payne 1972) . The net longwave radiation is calculated according to Josey (2003) , as they provided an algorithm version specifically designed for the Mediterranean Sea. Precipitation is taken directly from the atmosphere model, whereas evaporation or condensation are calculated using a bulk algorithm consistent with the latent heat calculation. 
Reanalysis data
The European Center for Medium Range Weather Forecast (ECMWF) datasets are used as atmospheric forcing to the ocean model to create a baseline simulation. ERAin data (Uppala et al. 2008; Dee et al. 2011 ) from 1989 to 2005 have been selected due to their improved temporal and spatial coverage with respect to other reanalysis products. This combination of model/forcing has been shown to provide consistent simulations of SST in the Mediterranean Sea for a relatively long period (Macias et al. 2013 ).
Regional climate model
In this study, we use the three-dimensional non-hydrostatic regional climate model COSMO-CLM (CCLM) in the same configuration described in Jacob et al. (2014) , Vautard et al. (2013) and Kotlarski et al. (2014) for the EURO-CORDEX domain. CCLM has been successfully applied to other CORDEX regions, such as Africa by Panitz et al. (2014) , and .
Briefly, numerical integration is performed on an Arakawa-C grid with a Runge-Kutta scheme, with a time splitting method by Wicker and Skamarock (2002) . A vertical hybrid coordinate system with 40 levels is used. The main physical parameterizations include: the radiative transfer scheme by Ritter and Geleyn (1992) ; the Tiedtke parameterization of convection (Tiedtke 1989) being modified by D. Mironow (German Weather Service); a turbulence scheme (Raschendorfer 2001; Mironov and Raschendorfer 2001 ) based on prognostic turbulent kinetic energy closure at level 2.5 according to Mellor and Yamada (1982) ; a one-moment cloud microphysics scheme, a reduced version of the parameterization of Seifert and Beheng (2001) ; a multi layer soil model (Schrodin and Heise 2002; Heise et al. 2003) ; subgrid scale orography processes (Schulz 2008; Lott and Miller 1997) . A thorough description of the dynamics, numerics and physical parametrizations can be found in the model documentation (e.g., Doms 2011).
The numerical domain, common to all groups participating to the EURO-CORDEX initiative, covers the entire European Continent and the Mediterranean Sea at 0.11° horizontal resolution (see Fig. 1 of Kotlarski et al. 2014) . The model grid consists of 450 points from West to East and 438 points from South to North, including a sponge zone of 12 grid points at each side, where the Davies boundary relaxation scheme is used (Davies 1976 (Davies , 1983 .
Two sets of simulations have been run: first an 'evaluation run' driven by the ERAin reanalysis, providing the atmospheric lateral boundary conditions, sea surface temperatures and sea ice cover over ocean surfaces, for the period 1989-2008. Second, 'historical' simulations have been run by downscaling the results of two GCMs from the CMIP5 climate projections, namely: the Max Plank Institute MPI-ESM-LR, and EC-Earth, i.e., the Earth System Model of the ECEarth Consortium (http://ecearth.knmi.nl/). These historical runs, forced by observed natural and anthropogenic atmospheric composition, cover the period from 1950 until 2005 and are named CCLM-MPI and CCLM-EC throughout the text (see Table 1 ).
Bias correction techniques
The bias correction technique applied in this work is based on a simplified version of the one proposed by Piani et al. (2010) and applied to climatic change simulations for Europe by Dosio and Paruolo (2011) and by Dosio et al. (2012) . The basic principle is to find a transfer function (TF) that allows matching the cumulative distribution functions (CDFs) of modeled and observed data. In the present application a linear TF based in Piani et al. (2010) are fundamental to determine SST; air temperature, cloud cover and wind intensity. The gradient between the air temperature (t2) and the SST determines the radiative (long wave), latent and sensible heat flux into or out the sea. Total cloud cover (tcc) influences the long-wave radiation leaving the ocean and the short-wave radiation reaching the sea surface during daytime. Finally, wind intensity (U10 and V10) largely determines the surface water mixing influencing sensible and latent heat fluxes. Therefore, to get the correct SST it is very important that those variables are as accurate as possible. The 'transfer function' (Eq. 1) has been applied to both t2 and tcc (see results) but not for wind intensity. It was not possible to determine the functional relationship linking observed and modeled U10 and V10, so to bias correct wind intensity a much simpler approach was used. In this case, the mean absolute wind intensities in meridional and zonal directions were adjusted to match the ones provided by the reanalysis data (see details in results below).
Satellite data
In the present study, we employed the 4 km Advanced Very High-Resolution Radiometer (AVHRR) Pathfinder Version 5 SST dataset. AVHRR Oceans Pathfinder SST data were obtained from the Physical Oceanography Distributed Active Archive Center (PO.DAAC) at the NASA Jet Propulsion Laboratory, Pasadena, CA (http://podaac.jpl. nasa.gov, accessed 2015 March 25th). This dataset represents a reanalysis of historical AVHRR data that have been improved through extensive calibration and validation and using any other available information to yield a consistent research-quality time series for global climate studies. This SST time series represents the longest continuous set of physical measurements for the global ocean obtained from space and has been shown to agree quite well with in situ temperature data in the Mediterranean Sea (Nykjaer 2009).
Results

Non-corrected (control) runs
As a first test we run a set of simulations forcing our Mediterranean ocean model with the atmospheric variables provided by the reanalysis data (ERAin) and by the different realizations of CCLM using the diverse boundary conditions (ERAin, MPI and EC-Earth) as described in the sections (see also Table 1 ).
In Fig , 1989) . As expected, it could be seen that the ERAin forced run and the CCLM-ERAin forced run are the two simulations where annual mean SST are closest to observed satellite values and displaying the same interannual variability. ERAin run is around 0.13 °C warmer than observations while CCLM-ERAin results are almost 0.8 °C colder than satellite (Table 2) . In both simulations, however, the mean SST is not significantly different to the mean satellite value (t student test, 99 % confidence) over the considered period. Moreover, the annual time series of SST in these two simulations remain fairly close to the satellite nominal root mean square error range assumed to be ±0.5 °C (Marullo et al. 2007 ) for the Mediterranean Sea. Quite remarkable is also the convergence of the ERAin forced run with the satellite data towards the end of the simulation period.
On the contrary, the two simulations performed using the GCMs as boundary conditions for CCLM show significantly lower temperatures during the simulation period ( Fig. 2a ) with mean SST being 1.28 and 1.68 °C colder for the CCLM-MPI and CCLM-EC runs respectively (Table 2) . In both cases the differences are significant at the 99 % confidence level (t student test) and the simulated SST time series are well below the error interval of the satellite data (Fig. 2a) . The lack of concordance in the interannual variations of SST obtained with the GCMs derived runs and the satellite data is expected because historical model simulations do not follow the real chronology of past atmospheric state.
The seasonal climatological SST cycles from satellite and from the different model runs are presented in Fig. 2b . Here it is clear that the ERAin forced run shows a quasiconstant warm bias of ~0.3-0.5 °C during the first half of the year and that it decreases considerably during late summer and fall, being closer to satellite observations. A common pattern is also visible in the different RCM-forced runs with winter values closer to observations and larger (cold) bias during summer months. CCLM-ERAin forced run is the closest to the satellite data with smaller bias in winter (~−0.16 °C) but a larger bias from June to December (~−1 °C). CCLM-MPI forced simulation shows a similar cold bias during winter (~−0.2 °C) but a much larger bias during summer/fall (~−2.3 °C). Finally, CCLM-EC forced run shows the largest bias of all with a mean winter deviation of ~−0.51 °C and summer/fall bias of ~−2.5 °C.
The scatter plot of monthly mean SST values ( Fig. 2c ) further stresses the fact that the largest differences between the RCM-forced runs and the satellite values appear in the upper range of temperatures (i.e., during summer months). Winter values (colder SST), on the other hand, show smaller deviation from the 1:1 line (Fig. 2b) .
Also, the simulation using ERAin as atmospheric forcing shows very good agreement with satellite values throughout the entire temperature range (dark red triangles in Fig. 2c ).
Bias correction of atmospheric variables
The disagreement between simulated and observed SST when forcing the ocean model with CCLM data raised the necessity of performing a bias-correction in order to improve the simulation of present-day surface temperature in the basin. As mentioned in the Sect. 2, we consider the three variables that have major importance in determining the SST computed by the ocean model; air temperature (t2), cloud cover (tcc) and wind speed (zonal and meridional components, U10 and V10).
The two first atmospheric variables (t2 and tcc) are bias corrected using the method described in the previous section (Eq. 1). For t2, the scatter plot of original values from the RCM realizations versus the ERAin data (Fig. 3a) shows that significant deviation are mainly present in the higher temperature region, where simulated t2 are lower than reanalysis values. This is especially appreciable in the CCLM realizations using the two GCMs as boundary conditions (with goodness-of-fit coefficients (GoF) of ~0.7), being less evident in the CCLM-ERAin realization (GoF ~ 0.9). After applying the bias correction it could be clearly seen (Fig. 3b ) that model and reanalysis t2 values agree better throughout the entire range, with improved GoF coefficients for all three CCLM realizations. The mean values of t2 for the uncorrected and corrected realizations ( Table 3 ) clearly indicate that significant correction is applied for CCLM-EC (average difference between uncorrected/corrected ~0.83 °C) while the other two realizations show much smaller differences (~0.27 and 0.04 °C for CCLM-ERAin and CCLM-MPI, respectively). Analyzing the effect of the t2 bias correction by season (see Table 4 ) it could be seen that the different CCLM realization seems to be doing a better job during the transition periods (i.e., spring and fall) and worse during both winter and summer, with lower GoF scores. The effect of bias-correction is quite evident in all seasons and for all CCLM realizations although for winter, CCLM-MPI and CCLM-EC still have a quite low GoF after the correction.
The bias correction for tcc has been performed separating the different times of the day when data is available (midnight, 6 a.m., noon and 6 p.m.) as the effect of clouds on SST is different during the night (when clouds mostly confine long-wave radiation leaving the ocean) and during the day (when clouds principally prevent the short-wave solar radiation for heating the sea). For all the different times, the uncorrected modeled tcc (Fig. 4 , left column) are larger than the reanalysis values with very low GoF coefficients. When the bias correction is applied (Fig. 4 , right column) this overestimation disappears and the scatter is better aligned along the 1:1 ratio, with much improved GoF coefficients for all realizations. No significant differences between the different RCM realizations could be observed for this variable. The last atmospheric variable to correct (wind) is more difficult to analyze as there are no statistically significant correlations between absolute wind intensities in the RCM realizations and in the reanalysis data (not shown), and as a result it was not possible to find a suitable TF for the correction. Thus, a simpler approach is used by calculating the ratio between mean values of each component in each dataset (see Table 5 ). This ratio is then applied to the different winds components in each model so their mean values agree with the ERAin mean figure. The results of this correction are shown in Fig. 5 . On the left column the uncorrected U10 and V10 time series are shown while the corrected values are presented in the right column. As can be seen, after the bias correction wind intensity values from the different model realizations are closer to the reanalysis data and their dispersion around the mean is more similar with a sensible improvement of the GoF coefficients. A spatial comparison of the uncorrected and corrected wind fields (Figs. S5 and S6) did not reveal significant changes on winds spatial distribution and direction.
Consequences of the bias correction on ocean surface properties
After the atmospheric variables have been bias-corrected, the ocean model is re-run. The time series of annual mean SST values obtained in this new set of simulations are shown in Fig. 2d . Comparing this with Fig. 2a , it is evident that for all RCM realizations the mean simulated SST are closer to the satellite observed values. Also, the statistical analysis shown in Table 2 reveals that the mean simulated SST using the bias-corrected atmospheric values are not statistically different from the mean satellite value. All the mean annual SST time series are within the root mean square error of satellite data except for CCLM-EC forced run and some scattered years in the CCLM-MPI forced run (Fig. 2d) . SST seasonal cycles obtained in these simulations (Fig. 2e ) also show a net improvement when compared with the uncorrected runs (Fig. 2b) . Especially the strong cold bias during summer/autumn is reduced from ~−2.3 to ~−1 °C for CCLM-MPI and from ~−2.5 to ~−1.4 °C for CCLM-EC. This same pattern is shown by the scatter plot of simulated monthly mean SST versus satellite data (Fig. 2f) as the clear underestimation of the warmer SST values shown before (Fig. 2c) is strongly reduced, although some small deviations are still present at the warmest range of temperatures.
It is interesting to compare the climatologic SST distribution from Pathfinder ( Fig. 6a) with the corresponding fields from the different simulations (uncorrected and corrected). For the ERAin driven simulation (Fig. 6b) the mean difference between simulated and observed SST is +0.31 °C with anomalies values inside the satellite error intervals in around 57 % of the basin. Larger differences are observed along the coastal regions of the Western Mediterranean and through the central basin. Eastern Mediterranean SST values are well simulated in this model run.
For the simulations forced with atmospheric data from RCM realizations, the best fit with climatologic SST fields is obtained with the CCLM-ERAin driven simulation (Fig. 6c) where the mean difference is −0.55 °C and differences are outside the error intervals in around 51 % of the basin. In this case, only the eastern Mediterranean basin and some coastal zones within the western basin shows SST differences within the error interval while the majority of the western basin is colder than observed. When the bias-correction is applied, the mean deviation for CCLMERAin driven simulation decreases to −0.34 °C and the area where SST anomalies are within the threshold is increased to 73 % of the basin (Fig. 6f) . In this spatial map it could be seen that the main improvement with respect to the uncorrected simulation happens in the coastal regions of the western and northeastern Mediterranean with only Table 4 Goodness-of-fit (GoF) computed by using the normalized root mean square error between monthly mean t2 from ERAin and the different CCLM realizations (seasonal data)
First value corresponds to the uncorrected realization and the second value to the bias-corrected one Regarding CCLM-MPI driven simulations, mean SST field using the uncorrected variables show a mean cold bias of −1.2 °C being inside the error intervals in just 6 % of the basin (Fig. 6d) as only some areas within the Alboran Sea and the farthest eastern Mediterranean are within the limits. When the bias correction is applied, the mean anomaly decreases to −0.47 °C and the area inside the error range is 51 % (Fig. 6g) with improved fitting throughout the Finally, the uncorrected CCLM-EC driven simulation shows a mean SST difference with satellite of −1.6 °C being inside the observational error range in barely 2 % of the basin (Fig. 6e) . After the bias correction, the mean anomaly is reduced to −0.85 °C and the area where they are inside the error range is around 20 % of the basin (Fig. 6h) , only including some regions of the far east basin, within the Alboran Sea and in some coastal areas.
The comparison of the SST maps for winter months (January, February and March) are shown in Fig. 7 . The mean anomaly for the ERAin driven run is +0.51 °C with 38 % of the basin within the nominal satellite error range (Fig. 7b) . For CCLM-ERAin runs the bias correction reduces the mean deviation from −0.12 to −0.06 °C (Fig. 7c, f) although the area within the error range did not significantly change (from 76 to 74 %). The same can be said for the CCLM-MPI driven runs (Fig. 7d, g ) as the bias correction reduces the mean SST bias from 
°C (isolines indicated with black contours).
The mean basin wide anomaly and the % of the basin within the error range are indicated for each panel −0.25 to +0.12 °C but no large changes in the well represented area is detected (70 to 68 %). Finally for CCLM-EC driven runs the bias correction largely reduces the mean bias (from −0.52 to −0.17 °C) and also increases the region within the observational error range (from 51 to 76 %). Figure 8 shows the corresponding SST maps for summer months (June, July and August). For the ERAin driven run (Fig. 8b ) the mean bias is quite low (+0.38 °C) although there is a large fraction of the basin (almost 60 %) outside the error limits. In the CCLM-ERAin run there is a mean bias of −0.89 °C with only 33 % of the basin within the error range before the bias correction (Fig. 8c) . This numbers improve to a mean bias of −0.54 °C and a good representation of 40 % of the basin when the bias correction is applied (Fig. 8f) . In the CCLM-MPI runs (Fig. 8d, g ) the mean bias reduces from −1.9 to −0.79 °C and the area within the error range increases from 8 to 33 % when the bias correction is applied. Finally for the CCLM-EC runs (Fig. 8e, h ) the bias correction reduces de mean SST deviation from −2.4C to −1.2 °C and increases the area within the error range from 2 to 19 %. The effects of bias-correction on surface currents are shown in Fig. 9 . For the ERAin driven runs, the mean surface water velocities (Fig. 9a) show some of the wellknown features in the basin such as the anticyclonic circulation in the western Alboran Sea, the westerly flowing Northern Current (NC) in the Gulf of Lion, the cyclone in the southern Adriatic and the general cyclonic circulation along the coast of the eastern Mediterranean (e.g., Millot and Taupier-Letage 2005) . Also, some discrepancies with the typical surface current pattern do occur, for example, in the eastern Alboran Sea where no anticyclone is formed and within the Balearic Sea, where water flows northwards rather than southwards. Another anomaly is the very intense coastal jet simulated by all model runs west of the Sicily Strait and a weaker-than-observed mid-Ionian jet. When forcing the ocean model with atmospheric variables from CCLM-ERAin (Fig. 9b ) the main water circulation is quite similar although some of the problems previously mentioned in the Balearic Sea are reduced and some features (such as the cyclone in the Adriatic) are strengthened . After applying the bias-correction to the CCLM-ERAin variables, the simulated surface currents (Fig. 9c) did not fundamentally change, although the northern current becomes stronger.
For the CCLM-MPI forced simulation (Fig. 9d) , simulated surface currents in the western Mediterranean are fundamentally different to previous results. There is a very strong northerly flowing coastal jet following the Iberian slope and entering into the Balearic Sea. The presence of this jet makes the northern current to turns southward in front of the Gulf of Lion, creating a very unrealistic pattern in the NW Mediterranean region. After bias-correcting the atmospheric variables, the CCLM-MPI forced run shows an improvement in simulated currents in the western Mediterranean (Fig. 9e) . The northerly flowing coastal jet is weakened so the northern current does not suffer such a strong deflection to the south. However, the circulation pattern in the NW Mediterranean, although improved, is far from being satisfactory.
In the case of the CCLM-EC forced simulation, simulated surface currents (Fig. 9f) show a better spatial pattern, with a strong northern current and the right water movement within the Balearic Sea (e.g., Salat 1995) although still a too-strong northerly current along the Levantine Iberian coast is simulated. The effect of applying the bias-correction to the atmospheric variables from CCLM-EC does not fundamentally change the surface currents pattern (Fig. 9g) and only a slight reinforcement of the northern current intensity is noticeable.
Identifying the effects of each individual correction
However, the joint correction of all atmospheric variables shown above does not provide any quantitative information on which one is more crucial to improve the simulated SST fields. Henceforth, a new series of simulations was performed applying the bias correction to each one of the individual atmospheric variables and to the combination (two by two) from the CCLM-ERAin realization. The annual time series of SST from this new set of simulations are shown in Fig. 10 along with the SST obtained using the uncorrected variables and from using the totally corrected values. It is clear to see that only if wind correction is included (blue lines in Fig. 10 ) simulated SST move significantly from the uncorrected simulation; only correcting t2, tcc or the combination of both did not strongly change model results. In all the simulations where wind correction took place (only wind, or the combinations wind/tcc and wind/t2) the SST were very close to the results applying the whole correction. From these results, it is quite clear that for this particular realization (CCLM-ERAin) wind is the most important atmospheric variable to be corrected in order to improve SST computations.
To test if the same holds true for the GCM-driven realizations, we performed new simulations forcing the ocean model with partially corrected RCMs data; one with only t2 and tcc corrected and another with only wind intensity corrected. For the CCLM-MPI realization data (Fig. 11a) the results are quite similar to the described above, the most important variable to be corrected is wind intensity, only correcting t2 and tcc makes very small difference with respect to the uncorrected run. On the contrary, for the CCLM-EC realization (Fig. 11b ) the combined effect of t2 and tcc is quite important, almost of the same magnitude as the wind correction effect. In this latter case only using the full correction makes the SST to come closer to observed values.
Consequences of the bias correction on basin-wide properties
In order to evaluate further the consequences of biascorrecting atmospheric variables on the simulated vertical properties of the Mediterranean basin a comparison of winter (January, February, March) mean mixed layer depth (MLD) has been conducted for each of the model realizations (Fig. 12) . The MLD has been computed as the depth in which the potential density difference with the surface is larger than 0.1 kg/m 3 . The ERAin forced run (Fig. 12a ) simulated a winter MLD pattern similar to the one described in the literature (e.g., D'Ortenzio et al. 2005; Houpert et al. 2015) , with deep MLD in the Gulf of Lion and around Crete (southern Aegean Sea). However, this model run simulates very deep MLD in the Ligurian Sea and also quite large values (~500 m) in the Tyrrhenian basin which are not typical features described in the literature (e.g., Somot et al. 2006 and references therein).
When using the CCLM-ERAin realization to force the ocean model (Fig. 12b ) the winter MLD pattern is similar to the one described above, although some small differences could be observed. In this case MLD is shallower in the Ligurian and Tyrrhenian Sea although larger values are simulated for the northern Ionian. At the same time, MLD values in the southern Adriatic Sea are larger than in the ERAin-forced simulation. If the corrected atmospheric variables from CCLM-ERAin are used (Fig. 12c ) a substantial improvement could be seen with MLD values being reduced in the Ligurian, Tyrrhenian and Ionian Seas and with the three main convection sites (Gulf of Lion, Southern Adriatic and Crete) showing large MLD values. In both simulations using CCLM-ERAin variables (uncorrected and corrected) the mean and maximum MLD values are very similar to the ones obtained from the ERAin-forced runs (see numbers within panels a) to c) in Fig. 12 ).
On the other hand, if CCLM-MPI variables are used to force the ocean model, the winter MLD distribution is certainly different (Fig. 12d) . In this case, almost the entire Tyrrhenian and Ionian seas shows very large MLD values with a maximum being ~460 deeper than the one simulated with ERAin forcing. The effects of bias-correcting the atmospheric variables could be easily seen in Fig. 12e . The Gulf of Lion, southern Adriatic Sea and Crete appear as deep convection zones although some other zones such as the northern Ionian Sea and the western Tyrrhenian also present deep MLD. A quite similar pattern could be observed when comparing the uncorrected and corrected CCLM-EC forced runs (Fig. 12f, g ). Without the bias correction, winter MLD is typically very deep in large portion of the Mediterranean basin (Fig. 12f) with a mean value 83 m larger than in the ERAin simulation and a maximum located ~370 m deeper. After applying the bias correction to the atmospheric variables, the winter MLD distribution and mean values (Fig. 12g) are much more similar to the ones obtained with the ERAin forcing (Fig. 12a) although, again, some deep convection could be observed in the north-western Ionian Sea.
Finally, the termohaline characteristics of the deeper water layers (>600 m) have been examined in the different model runs (Table 6 ). First, the mean rate of change of temperature and salinity over the 15 years of simulation is computed for the ERAin driven runs and the different RCM driven runs (with and without correction). As shown in Table 6 , in the ERAin-forced run there are warming and salination trends of the deep water layers (~0.02 °C/y and 0.01 psu/y). These trends are larger than typically reported in the literature from data (Table 6 ) and could be related with an overestimation of vertical convection by the GETM setup used here (see discussion in Llasses et al. this 
issue).
Very similar values are found for all the RCM-forced simulations with a negligible effect of the bias correction on the temporal evolution of temperature and salinity of this deep water layer. Also the mean temperature and salinity of this deep water mass are very similar to the values obtained from the MEDATLAS dataset and show very little variation with and without the bias correction as maximum temperature change is ~0.03 °C while maximum salinity deviation is 0.02 (Table 6 ).
Discussion
The presence of biases in simulated surface ocean conditions when using atmospheric models' variables to force ocean models is not a new issue for the Mediterranean basin and has been described elsewhere (Sanchez-Gomez et al. 2011; Boberg and Christensen 2012) . These biases have strong implications when trying to create future scenarios for this marine basin as simulated changes could only be analyzed in terms of relative changes with respect to present-day situation (e.g., Somot et al. 2006; Adloff et al. 2015) .
Sea surface temperatures biases are especially problematic if changes in biological production want to be addressed. An underestimation of present day SST (the normal bias described in several modeling works) typically implies a weaker vertical stratification as the deeper parts of the basin are much less affected by atmospheric forcing. Hence, water column stability is typically underestimated, implying more easy mixing of surface and deeper waters and, hence, larger fertilization of the euphotic layer (Vichi et al. 2003) . At the same time, simulated surface currents and density fronts could very likely not be correctly simulated so the strength of frontal circulation and associated biological productivity (e.g., Oguz et al. 2014) should not be well captured. Thus, getting satisfactorily the present-day surface conditions is a necessary prerequisite to model plausible future scenarios. We have shown in the present contribution that a much better agreement between observed SST and forced ocean model simulation could be obtained by applying appropriate bias-correction procedures to some key atmospheric variables provided by dynamical downscaling with RCM (Fig. 2) .
The added value of using RCMs to force a Mediterranean ocean model
Comparing the results using the 'evaluation run' (i.e., CCLM-ERAin realization) and those using directly the reanalysis data (ERAin) provides an insight on the bias induced by the RCM alone. With this comparison the effect of the downscaling provided by the RCM could be separated from the consequences deriving from the lateral boundary conditions (e.g., Ehret et al. 2012) . Without performing biascorrection the mean differences between the ERAin run and the CCLM-ERAin run with respect to satellite data are not statistically significant at 99 % level (Table 2) although the former has a lower absolute bias (0.13 °C) than the second (0.53 °C). Spatially, the ERAin forced run proves also to have a better fit with satellite climatology with 57 % of the basin correctly simulated while the CCLM-ERAin forced run is within observational error in just 49 % of the basin (Fig. 6) . Both model runs are better in representing the SST in the eastern Mediterranean basin than the western basin. However, in this comparison ( Fig. 6b and c) it could be seen that CCLM-ERAin performs better near the coast (especially in the western Mediterranean) compared to ERAin, which may be an effect of its higher horizontal spatial resolution (0.11°). This improvement of fitting between model and satellite in the coastal fringe when using downscaling regional models has been also shown when using other reanalysis products as ERA40 (Sanchez-Gomez et al. 2011) and NCEP/NCAR (Garcia-Sotillo et al. 2005) . Coastal regions are fundamental places for marine productivity and where most of the Mediterranean fisheries takes place (e.g., Coll et al. 2013 ) so having a satisfactory representation of the hydrodynamic conditions in such areas is a fundamental improvement for biogeochemical applications obtained by the use of adequate RCMs. The horizontal distribution of surface currents does not fundamentally change when using CCLM-ERAin to force the ocean model ( Fig. 9b ) with respect to those simulated using ERAin (Fig. 9a) . The most evident differences are found, once more, in coastal regions such as the Gulf of Lion and within semienclosed basins such as the Adriatic Sea. In both places, simulated currents using CCLMERAin are stronger than when using ERAin. Also coastal currents in the Eastern Mediterranean seems to be reinforced when using the RCM outputs.
In both simulations using ERAin and CCLM-ERAin forcing (Fig. 12a, b) , the winter convection zones are simulated to happen on the usually described places, such as the Gulf of Lion (e.g., Schott et al. 1996) , around Crete (e.g., Lascaratos et al. 1993) and in the southern Adriatic (e.g., Artegiani et al. 1997) . Using the higher resolution RCM results some of the problems observed in the ERAin run, such as the very deep MLD in the Ligurian Sea and the moderate MLD in the Tyrrhenian are ameliorated (Fig. 12b) . However, other regions, such as the Ionian Sea show much larger MLD than typically described (e.g., Siokou-Frangou et al. 2010) or simulated with ERAin forcing (Fig. 12a) .
The comparison of corrected and uncorrected variables from the CCLM-ERAin realizations shows that the used RCM did not introduce a strong bias in the air temperature (Fig. 3a) but it does induce an overestimation of cloud cover (Fig. 4, left panel) while wind speeds are in quite good agreement with the reanalysis (Fig. 5) with a mean ratio data/model of 0.9 and 1.03 for U and V respectively (Table 5) . Furthermore, the difference between the computed SST using the non-corrected and corrected CCLMERAin variables are the lowest of all the tested realizations (see Fig. 2a, d ) which indicates that CCLM-induced mean bias are not crucially relevant. However, performing the bias correction the atmospheric variables largely increase the percentage of the basin where SST anomalies are within the observational error (compare Fig. 6c, d) .
When the CCLM-ERAin atmospheric variables are biascorrected, simulated SST values are closer to observations with a mean absolute deviation more comparable to the one obtained from the ERAin forced run (Table 1) . Absolute differences between satellite data and ERAin forced run and CCLM-ERAin corrected run are almost identical although of the contrary sign (Fig. 6) . Also, from the anomaly maps for the later run (Fig. 6d) it could be seen that the percentage of the basin correctly simulated is the largest of all simulations (~73 %). Henceforth, the combination of a dynamic downscaling model and the bias correction technique described here is the best solution found to correctly represent Mediterranean basin-wide surface conditions. Surface currents, on the other hand, does not seem to be fundamentally changed after applying the bias-correction for this particular RCM realization (compare Fig. 9c, b) .
What does change when using the bias-corrected CCLM-ERAin variables is the distribution of mean winter MLD (Fig. 12c) as the overestimation of the MLD in the Tyrrhenian and Ionian Seas is largely reduced (compared with Fig. 12b ), while still showing the typical convection zones already described above.
Henceforth, CCLM seems to be a good candidate as RCM to be used to force our Mediterranean Sea ocean model given that it is forced by appropriate lateral boundary conditions. A large fraction of the biases described below for the GCMs-driven realizations could, thus, be attributed to the poorer representation of the boundary conditions by the coarser resolution GCMs and not to the downscaling performed by the RCM.
GCMs as boundary conditions
When using CCLM-runs driven by GCMs at the boundaries, our analysis has shown that bias-correcting atmospheric variables is necessary in order to get reasonable mean SST values and spatial pattern for the last 15 years. When CCLM is driven by the two GCMs used here a severe underestimation of SST over the Mediterranean Sea is produced (−1.28 °C for CCLM-MPI and −1.68 °C for CCLM-EC, see Table 2 ).
Also, substantial deficiencies on the simulated surface currents for the CCLM-MPI forced simulation could be observed (Fig. 9d) . Main problems seem to be located on the western Mediterranean basin and, more specifically on the Gulf of Lion/Balearic Sea region. Here, it is typically described the presence of a strong cyclonic circulation system comprising the NC flowing westward along the coast of southern France (e.g., Castellon et al. 1990 ) and the Catalano-Balearic (CB) jet typically flowing southward in front of the Iberian coasts (e.g., Salat 1995). As indicated above, in the ERAin forced simulation (Fig. 9a ) the general circulation in the area tends to follow the cyclonic motion, although the Balearic Sea circulation is not perfectly reproduced. However, for the specific case of CCLM-MPI, the NC is very weak and veers southwards in front of the Gulf of Lion. At the same time, the CB jet is flowing in the opposite direction than expected (i.e., north-easterly), a fact that should contribute to the southward displacement of the NC.
This very anomalous behavior of the surface current in CCLM-MPI could be linked to the severe overestimation of the zonal component of the wind (see Table 5 ) that should be pushing surface water masses in the region towards the east. In the spatial seasonal maps of wind intensity (Figs. S1 and S2) it could be seen that this particular CCLM realization tends to overestimate winds in the NW Mediterranean.
Simulated currents in the CCLM-EC forced simulation, on the contrary, shows a much better agreement with observations in the NW Mediterranean Sea, with the NC and CB jet flowing in the expected directions and with the right velocities (e.g., Oguz et al. 2015) . Surface currents in the rest of the basin (except the Alboran Sea) seem to be quite well reproduced in both GCMs driven simulations.
On the other hand, simulated winter MLD with these two uncorrected forcings (CCLM-MPI and CCLM-EC, Fig. 12d, f) is very different to the ones obtained with the ERAin forcing (Fig. 12a) or that typically described in the literature (e.g., Beuvier et al. 2010) . Both the mean and maximum values of MLD are much larger than the ones obtained with ERAin forcing, indicating that for these uncorrected simulations vertical stratification is too weak possibly because of the very low water temperature in the upper layers of the water column. Too weak stratification leads to an overestimation of vertical mixing and, hence, of the depth of the mixed layer.
Considering the atmospheric variables in these two realizations, while t2 is quite well simulated by CCLM-MPI, a clear underestimation is observed for CCLM-EC (see Fig. 3 ). This is further shown by the seasonal analysis of uncorrected/corrected t2 in Fig. S1 and S2 . Winter values are quite well simulated by both CCLM realizations (Fig.  S3 ) although summer t2 are clearly lower than the reanalysis data (Fig. S4) . Even after applying the bias correction summer t2 values are still underestimated (right column Fig. S4 ) although the bias is reduced to just around 0.5 °C.
These results are in fair agreement with previous works. For example, almost all models used in the CIRCE initiative underestimate t2 (and SST) for the historical period (Dubois et al. 2012) . The SST underestimation could be as large as 3-5 degrees depending on the season. In the CIRCE models ensemble, even the ones performing better showed very little deviation of t2 in winter but some significant bias in summer (~1.5 °C). Also in our uncorrected simulations the largest SST deviations happen during the summer (warmer) months (see Figs. 2b and 8) in correspondence with the strongest t2 bias (see Figs. 3a and S4 ). This seems to indicate that the main limitations of current generation GCMs in terms of air temperature for the Mediterranean region are happening during the warmer period of the year. However, the fact that for CCLM-ERAin also the largest biases happen during the summer months indicates that the RCM is also contributing (although in smaller amount) to the observed temperature underestimation.
Cloud cover is typically overestimated by both CCLM realizations (Fig. 4) as also shown by Figs S5 and S6 (left column). The bias correction reduces overall tcc (right column Fig. 4 ), but it could be seen in Fig. S4 that, even after bias-correction, summer tcc is still overestimated by the models especially in the NW Mediterranean region, while it is slightly underestimated in the eastern basin. This is not in agreement with reported values from models within the CIRCE initiative (Dubois et al. 2012) as they typically show an underestimation of tcc values. However, also in this previous work, MPI was reported to show a consistent overestimation of tcc during summer months. In our analysis, CCLM-MPI realization is the one showing the largest tcc overestimation for both winter and summer months (Figs. S3 and S4) .
Also strong deviations are observed in both GCMs realization for wind intensity (Fig. 5) , with the mean ratio data/ model being 0.59-1.2 (U-V) for CCLM-MPI and 0.82-1.1 (U-V) for CCLM-EC (Table 5) . From these ratios it is clear that the U component of the wind is the value being mostly overestimated by the GCMs-driven realizations. In the spatial seasonal maps of wind intensity (Figs. S1 and S2) it could be seen that winter winds are reasonably well reproduced after the bias correction although for CCLM-MPI and CCLM-EC there is an underestimation of wind intensity over the Aegean and eastern Mediterranean (Fig. S1 ). For summer, on the other hand, both realizations tend to overestimate winds in the NW Mediterranean (Fig. S2 ) even after the bias correction.
Clearly, SST simulated in the CCLM-MPI and CCLM-EC driven simulations improved after applying the biascorrection to the atmospheric variables. Both mean deviation (Table 2 ) and the percentage of the basin within the observational error (Figs. 6, 7, 8) are much better than when using the uncorrected variables. The effect is much less noticeable for the surface currents distributions (Fig. 9e, g ) although the BC jet seems to behave in a slightly better way for the corrected CCLM-MPI realization (Fig. 9e) .
What is greatly affected by the bias-correction in these two simulations is the position and extension of winter deep convection zones (Fig. 12e, g ). Deep MLD are restricted to their expected regions (Gulf of Lion, Crete and southern Adriatic) (e.g., Beuvier et al. 2010 ) after the bias-correction, while also mean and maximum winter MLD are much closer to the ones obtained from the ERAin forced simulation (Fig. 12a ). This comparison on winter mixed layer is indicating that the bias-correction process here applied is not only changing the surface characteristics of the simulated ocean but also serve to improve the representation of the vertical stratification in the Mediterranean basin.
From the spatial analysis of uncorrected/corrected atmospheric variables commented in the previous paragraphs (see maps in supplementary information) it seems that the most problematic area for climate models within the Mediterranean Sea is the western/northwestern basin where they tend to underestimate t2 and overestimate tcc and wind speed. This might be the reason why simulated SSTs in this region are consistently colder than observations using all CCLM realizations (Fig. 6 ) even after applying the bias correction. This is especially true for summer months (Fig. 8) as winter values are much better simulated (Fig. 7) .
Evaluating the relative importance of the different atmospheric variables for the surface ocean characteristics
By analyzing separately the contribution of the different variables to the correction in the simulated SST we have been able to identify the wind as the most important atmospheric forcing to be corrected. This holds true for two of the three realizations of the RCM, the one using ERAin data as boundary conditions and the one using MPI model (Figs. 10, 11a ). For the third realization (CCLM-EC) the results are somehow different as here the wind correction has a comparable effect as the one from temperature and cloud cover correction. This could be related to the larger deviation t2 has for this particular realization with respect to ERAin data (e.g., Figs. 3, S3 and S4) . However, because of the different correction method applied to winds, its relative importance on the simulated ocean properties could be questioned. Henceforth we performed a new set of corrections on t2 and tcc from CCLM-MPI and CCLM-EC using the same approach as for wind (i.e., the baseline shift). The ocean model was run using these newly corrected variables and simulated SST were compared with the ones obtained using the previous correction (orange lines in Fig. 11a, b) . The root-mean-square deviation (RMSD) between simulated SSTs with the two correction methods is 0.09 °C for CCLM-MPI and 0.05 °C for CCLM-EC. These tiny differences indicate that the used bias correction method is not fundamental for the obtained results and further strengthens our finding on the paramount importance of wind correction for Mediterranean Sea modelling.
Conclusions
In conclusion, we have shown that a relatively simple, spatially-uniform bias correction methodology could help to improve simulated surface oceanic conditions of the Mediterranean basin when forcing an ocean model with atmospheric variables downscaled from RCM realizations. Our detailed analysis has also shown that, typically, wind intensity is the most important variable to be corrected in order to obtain reasonable surface ocean conditions, with most realizations showing an overestimation of the meridional component of the wind vector, while zonal intensity is typically underestimated. Given its large importance for ocean simulations, improved and more abundant wind observations over the sea are desirable together with a better representation of its dynamics in regional climate models. Finally, our results seem to point out the lateral boundary conditions used to force the RCM as the main origin of detected bias, with the downscaling performed by CCLM introducing smaller deviations. By achieving in this way a realistic simulation of present day surface characteristics of the hydrodynamic system, we might be able to analyze current and future biogeochemical conditions of the studied basin using the atmospheric scenarios provided by CCLM although the stability of the deeper water layers remains an open issue to be solved for this particular ocean model setup.
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