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Abstract 
This papex describes an investigation into the use of 
parametric 2D models describing the movement of edges 
for the determination of possible 3D shape and hence 
function of an object. An assumption of this reseaxch is that 
the camera can foveate and track particular features. It is 
argued that simple 2D analytic descriptions of the 
movement of edges can infer 3D shape while the camera is 
moved. This uses an advantage of foveation i.e. the 
problem becomes object centred. The problem of 
correspondence for numerous edge points is overcome by 
the use of a tree based representation for the competing 
hypotheses. Numerous hypothesis are maintained 
simultaneously and it does not rely on a single kinematic 
model which assumes constant velocity or acceleration. 
The numerous advantages of this strategy are described. 
1. Introduction 
Research in computer vision in the past 40 years reveals 
that vision has been viewed as a passive, observation- 
oriented activity where a lot of work involved analysing 
passively sampled images[3, 111. Recently an emerging 
paradigm known as active vision, emulates human 
perception. Researchers has Viewed this paradigm as the 
modelling of control strategies using the feedback of visual 
information[2]; making an under-determined vision 
problem into a well posed problem using the extra 
constraints[l] and a selective, task oriented gathering of 
information because the "attention" of the visual system is 
focused on a portion of the scene pertinent to the task at 
hand[5]. 
An accurate model-based object recognition system 
possesses specific comprehensive geometric models for 
each of the objects that it has to recognise. Although this 
paradigm is by far the best we have, its limitations are 
widely known. Thus it is desirable to describe an object 
category using a repnxentation scheme that is independent 
of any geometrical or structural properties. One such 
method is to describe each object category in terms of the 
function provided by the object[l2]. Although these 
repmentations are good at descniing function, it is 
important to state that some form of visual system needs to 
be able to verify whether an object can fulfil a particular 
function from the sensed data. The issue of verifying 
function using active visual strategies has not been 
addressed before[l2]. However, some general purpose 
active visual strategies using functional primitives for 
recognition of categories of objects have been proposed[9, 
101. 
This paper describes an investigation into the use of 
parametric 2D models to describe the movement of edges 
for the determination of possible 3D shape and hence 
function of an object. It is arm that simple 2D analytic 
descriptions of the movement of edges can infer 3D shape 
while the camera is moved and foveating on a particular 
feature. Active visual strategies and simple geometric 
models are used in the task of verifying 3D shape and 
function. This technique uses an advantage of foveation 
namely that the problem becomes object centred. The 
problem of correspondence for numerous edge points is 
overcome by the use of a tree based repsentation for the 
competing hypotheses. 
The format of this paper is as follows; Section 2 outlines 
how individual features can be tracked based on active 
visual strategies, Section 3 contains methods for tracking 
multiple features. Experimental results are shown in 
Section 4, and the conclusions follow in Section 5. 
2. Tracking Individual Features 
In the active vision paradigm, a tight coupling between 
the perception process and the action to be taken is evident 
in the control of the camera movements (e.g. orientation, 
zoom, focus, aperture). 
A number of modules based on active visual strategies and 
simple geometric models are used to guide the active visual 
system in the task of verifying 3D shape and function in the 
process of a recognition task. Simple tasks include 
verifying the presence of flat, cylindrical and spherical 
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surfaces. Each of these tasks requires one parametric model 
as there is one edge to foveate on, and one edge to track. 
Several parametric models may be required to verify 
complex functions such as the capacity to contain. 
The tracking involves fitting edge data to one or mare 
hypothesis, each described parametrically by an equation. 
The tracking is centred on the foveation point which 
simplifies the model equations. It is further simplified by 
only tracking in a plane through which the camera is 
moved. This becomes a 2D tracking problem in the image. 
Further confirmation is possible by considering the fact that 
tracking edges on either side of the plane will give similar 
results. 
Each parametric model equation is defined in terms of 
the focal length of the camera, orientation of the camera, 
distance of the object to the camera and the relevant 
dimensions of the object. We may assume that the focal 
length and the orientation of the camera will be known. An 
estimate is required for the camera-to-foveation-point 
distance and the relevant dimensions of the object required 
in the parametric model. 
The paradigm we propose involves several stages. The 
first stage requires some choice of the feature to foveate on. 
The second stage involves estimation of the camera-to- 
foveation-point distance, and the initial parameters for the 
best fitting active parametric model [lo]. The third stage 
uses these parametric models to guide the visual system to 
continue to maintain the same foveation point, and track 
existing and emerging features as the camera moves. This 
paper does not deal with the first two stages, but outlines the 
development and the use of the parametric models used in 
the tracking stage. 
2.1 Tracking Features: The Ideal Case 
A common tracking approach uses a single kinematic 
model (constant velocity or acceleration) for predicting and 
limiting the search space. Kalman filtering is often used to 
estimate the parameters involved in the model [7]. A 
traditional structure from motion problem involves 
constructing 3-D structures from 2-D images. This may be 
unstable as it involves mapping 2-D observations to 3-D 
estimates [ 11. 
In our strategy, the foveation point in active vision is 
used to establish correspondence between subsequent 
frames. This is the only 2-D to 3-D mapping used. 
Subsequent tracking only involves 2-D to 2-D mappings as 
we are only concemed with the movement of an edge away 
from the fixation point and not with the exact 3-D location 
of that edge. Examples where computations involved are 
simplified by behavioural assumptions are given by Ballard 
and Brown [4]. 
The foveation point may be a stationary point in 3D 
space or a point on an occluding boundary. The other point 
currently being tracked may also be another stationary 
point or a point on an occluding boundary. Three cases: (1) 
both the foveation point and the point being tracked are 3D 
stationary points; (2) the foveation point is a stationary 
point while the point being tracked is on an occluding 
boundary of an object and (3) both the foveation point and 
the point being tracked are points on occluding boundaries; 
have been discussed in [lo]. The camera-to-foveation- 
point distance has been correctly estimated and the camera 
moves in a circular trajectory with respect to the foveation 
point. 
3. Tracking Features: Multiple Edges 
The strategies outlined would be ineffective without 
dealing with multiple feature points& 61. Each feature 
point in each image could be linked to many others in 
successive or previous images. In reality there is usually 
only a 1 to 1 match. The points to be tracked could be: 
1) feature points that are a fixed distance away from the 
fixation point and visible from beginning of camera 
motion, 
2) feature points that emerge at some stage of the camera 
motion or 
3) feature points that merge with its surroundings as the 
view point changes. 
The tracking strategy involves: 
1) establishing correspondence between consecutive 
images via the foveation point, 
2) use of context dependent function-based geometric 
models that described the spatial relationships between 
the foveation point and the points being tracked, 
3) searching a tree structure to obtain the optimal path for 
each of the competing models, and 
4) the concept of non-accidental correspondence in which 
the number of frames where feature points are found to 
fit a particular model can be used to strengthen the 
particular hypothesis as it is highly unlikely that points 
from a large number of frames can accidentally fit a 
certain model. 
The advantages of this tracking strategy are : 
(1) the tracking motion is driven by several function-based 
geometric models, 
(2) the problem of continually maintaining 
correspondence is reduced due to the maintenance of a 
single fixation point, and 
(3) the process allows for emerging behaviour as well as 
being tolerant to noise and loss of points due to the well 
known problems of image segmentation. 
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3.1 Edges that are Visible Throughout the Cam- 
era Motion 
For each of the edges being tracked, a geometric model 
is used to represent the relationship of these feature points 
with the fixation point as the view point of the camera 
changes. Thus a number of hypotheses can be made about 
the points obtained from a sequence of images. In our 
tracking strategy, the set of data obtained from a sequence 
of images is tested against each of the models and the best 
match retained. 
In trying to establish the best fit models, a tree structure 
is constructed. Figure 1 shows a tree where the root 
corresponds to a point found in the first image. The second 
level consists of a number of nodes, each of which is a point 
detected in the second image after camera motion. The arcs 
represents the fact that the two points (nodes) are linked or 
tracked between the images. Each node at time tn can link 
to a number of nodes at time tn+I. Obviously without 
constraints the fan out of the tree will be excessive as &l 
points in the next image could be tracked from a point in the 
current image. The fist  constraint applied is to only build 
the tree to four levels. Once four images have been 
acquired, the tree is analysed and the error for each model 
calculated by traversing the tree depth first. The error is 
defined by: 
i =  1 
where ti is the theoretical expected value and di is the actual 
value obtained from the image. This is the least mean 
squares error which is calculated for four images. Note 
each model has less than four parameters so that the fitting 
is overdetermined. 
Traversal is necessary because the values are not 
calculated while building the tree. The hypothesis with the 
minimum error is the optimal path for a particular model. 
The result is that only one path through each tree will be 
chosen and only one model will be chosen for a particular 
tree. The pixel locations of the best path of each of the 
competing models are stored. 
The model fitting process described above is repeated 
using groups of four consecutive images obtained by 
discarding the first image in the sequence used previously 
and truncating the tree. The next level in the tree is added 
by incorporating the points from the image from the next 
viewpoint. 
However a different strakgy must be adopted for dealing 
with emerging features, If a new pixel appears that is not 
part of any of the models being currently tracked, it is 
deemed to be part of an emergent feature. This new pixel 
starts the construction of a new tree. 
The number of hypothesis or models to be tested is 
context depemdent and thus is guided by high level 
cognitive processes. Once the hypothesis is confirmed we 
can then use this hypothesis to predict how the feature 
points will move in the subsequent images. 
3.2 Emerging Features 
Emerging feature hypothesis verification is incorporated 
by continuously checking for the best fit model or 
hypothesis. Each of the emerged feature points can be 
tracked and a geometrical model can be used to indicate its 
relationship with the fixation point. Figure 2 shows the 
emergence of a feature point at ti (indicated by '+') between 
the fixation point (black '0') and the point that is currently 
tracked (white '0'). 
4. Experimental Results 
The action and movement of the camera is modelled 
using physical modelling (ie. raytracing) so as to avoid the 
issues of active control of the camera [13]. The important 
point is that we are mainly interested in the geometry and 
not the camera control issues. Using raytracing, we can 
accurately control the parameters of the objects and 
geometric models and repeat experiments under different 
known conditions. This is difficult when using real 
cameras and robots. 
4.1 Emerging Features 
Let us consider the case of establishing the use of simple 
parametric models to track emerging points. Consider a 
cup where the fixation point is on the top opening edge 
(point A in figure 3), the bottom of the cup is not observed 
initially due to occlusion by the side of the container. As 
the viewpoint changes in the direction shown, the bottom of 
the container starts to emerge as indicated in figures 4 (a to 
f). The emergence of the bottom edge of the container 
illustrates the case where feature points emerged during 
camera motion. 
We track this emerged edge as it moves away from the 
fixation point using a function dependent geometric model. 
Equation 2 describes the spatial relationship of the emerged 
bottom edge with the fixation point as the viewpoint of the 
camera changes. The estimated distance between the point 
currently being tracked and the foveation point is d. 
RsinO+H 
d = f x  tan (0-  atan-- Rcose + D )  (2) 
where: 
f = focal length 
R = distance of the camera-to-foveation point 
H = height of cup 
820 
D = width of cup 
8 = angle between the line joining the view point and the 
The values of 8 and f are known and as previously 
discussed, only the initial values of R, H and D needs to be 
estimated. Refer to [lo] for details on the determination of 
the initial estimates of the parameters. 
The points (diamond with a dot) in figure 5 are the points 
found to best match the model as described by equation 2. 
The emergence of the bottom edge is initially confirmed in 
the tIth image. It is apparent from the results that the 
tracked feature points closely follow those predicted from 
the model. 
foveation point and the horizontal plane 
4.2 Functions 
Consider the scenario where we have to determine if an 
object is cylindrical and has the capacity to contain. In OUT 
strategy, we can establish the function capacity using a 
combination of geometric models. Figure 5 shows the 
comparison between the theoretical values and 
experimental results. The curves indicate the theoretical 
values of geometric models (such as equations 2) while the 
points are the feature points found in the sequence of 
images that best fit the models. Feature points indicated by 
’+’ matches the edge points on the opposite edge of the 
opening to the foveation point. The emergence of the 
bottom intemal edge occurs at the 8th frame thus 
confirming the capacity to contain. If the object is a solid, 
there is no emergence of a new edge. 
Once the function capacity has been confirmed, 
verification that the object is cylindrical is carried out using 
another geometric model. The result of this verification 
process confirming that the object is cylinderical is shown 
in figure 6. Owing to the fact that the camera-to-foveation 
point distance is maintained a constant value as the 
viewpoint of the camera is changed, the distance between 
the foveation point and the point being tracked is a constant 
value as expected. 
4.3 Various Experimental Results 
Owing to the constrainst of space experimental results 
for cases mentioned in section 2.1 and tracking in the 
presence of noise are not presented here. Interested readers 
can refer to [lo] for details. 
5. Conclusion 
This paper has described a paradigm for using 2D 
parametric models for the determination of 3D shape and 
hence function using a monocular active vision scenario. 
Various context dependent geometric models were used 
in the tracking strategy. Results show that tracking points 
in ideal images using the context dependent geometric 
models enable shape and function to be determined. At 
present the efficiency of the searching and model matching 
has not been explored. The computational expense would 
be reduced if the tree was pruned. 
This strategy is applicable to any situation where a 
particular foveation point and geometric models can be 
defmed for a particular 3-D feature and ultimately the 
function of the 3D object The strength of this strategy is its 
resilience to loss of points due to image segmentation and 
noise. The number of frames where feature points are 
found to fit a particular model is significant as it is highly 
unlikely that points from a large number of frames can 
accidentally fit a certain model. 
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