Abstract--For quadratic delay difference systems, a result related to stability analysis is established. More specifically, the zero solution is uniformly stable and uniformly asymptotically stable for suitably small delay r < r*, where r* is the admissible maximum value of delay under certain conditions; furthermore, the estimates of the corresponding stability and asymptotic stability regions are given. Hence, the obtained result is both qualitative and quantitative. Also, as a by-product, an improved uniform asymptotic stability criterion is established.
INTRODUCTION
In [1] , we have established the stability criteria for the finite delay difference systems of the general form in terms of the discrete Liapunov functionals as well as Liapunov functions. Furthermore, this technique has been developed in [2] for the infinite delay difference systems, and has been further improved for both finite and infinite delay difference systems in [3] .
However, so far all the results are qualitative but not quantitative; i.e., we could only assert that the zero solution is uniformly stable and/or uniformly asymptotically stable, but we were not able to estimate the size of stability region. But, for practical purpose, it would be more important and interesting if we could concretely describe the stability region under certain conditions so that as long as the initial disturbance is restricted within a certain region the desired stability property is guaranteed.
Inspired by the ideas involved in [4, 5] which deal with the autonomous (finite) delay differential systems with quadratic right-hand side, we have developed a technique for the (finite) delay difference systems with quadratic right-hand side. In that way, the estimates of the sizes of stability region as well as asymptotic stability region have been given.
But as pointed in [6] , the results obtained there are independent of the size of delay; i.e., they are valid for arbitrary delay. On the other hand, the conditions imposed there on the system are certainly rather restricted. In this work, we will derive the relevant reduced conditions to guarantee the required stability for suitably small delay, and we will also establish the estimates for the corresponding stability region and asymptotic stability region.
For simplicity, we consider the delay difference systems with one quadratic term. However, the arguments used in this work can be easily extended to delay difference systems with more quadratic terms. Therefore, the technique introduced here is rather general and flexible. This ~ch is supported by the National Natural Science Foundation of China.
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For our purpose, we first cite some basic definitions (eft [1] ) and establish a new stability criterion for delay difference systems of the following general form:
where Z + denotes the set of nonnegative integers z • R t~, and z,(s) = z(n + s) for s = -r, -r + 1,..., -1, 0 with some positive integer r > 0. We assume f(n, 0) = 0 for n • Z + so that (1) always has the zero solution z(n) = O. Obviously, for any given no • Z + and a given initial function ~ : {-r, -r+l,..., -1,0} ~ R k, there is a unique solution of (1), denoted by x(n, no, ~), such that it satisfies (1) for all integer n > no and z(n0 + s, no, ~) = ~(s), for s = -r, -r + 1,..., -1, 0.
Let I}~11 = sup {l~(s)l : s • {-r,-r + 1,...,-1,0}}.
In the sequel, we always assume that the variables n, 8, i, mad j take integer values and the corresponding intervals and inequalities are discrete ones. DEFINITION 1. The zero solution of (1) 
for n-r < s < n with n > O, 
Then the zero solution of (I) is US and UAS.
REMARK. Trivially, this result is an improved version of the known result (cf. [1, Theorem 6]).
PROOF. First, we claim the US. For any given e > 0 (~ < h), choose 6 > 0 with W2(6) < Wl(e).
Let noEZ +, [[~[[<~, and x(n)=x(n, no,~o).
Then, we have V (n,x(n)) < <
We now claim that
In fact, suppose there exists nl _> no such that
V (n,x(n)) < W1(¢),
and Hence, for no -r < n < no.
for all n _> no -r.
for no -r < n < nl,
Hence,
But then
V (nl + l,X(nl + l)) > Wl(¢) > V (s,x(s)), for nl -r < s < nl, which implies by (ii) that

AV (nl,x(nl)) <_ O.
It is a contradiction. Therefore, (2) holds, and thus it follows from (i) that
This proves the US.
To prove the UAS, we let e = h and 60 = $(h) be the corresponding constant from the US. 
V (n, x(n)) < W1 (h),
for n _> no -r.
We claim that there exists NI _> no + ~ such that
To prove the claim, we assume the contrary, that is,
Thus, by Assumption (ii), it follows that
Using Assumption (i) and (3), we obtain
This would imply that
for n* -l _< s < n*, and thus by Assumption (ii), we have
This contradicts (6) , and (5) 
This implies by Assumption (i) that
[x(n)l < 7, for all n _~ NK.
This proves the UAS.
Suppose (5) is not true, then there exists n* _> Art such that 
which leads to a contradiction. Therefore, there must be some Na E [no + fi, n0
MAIN RESULT
For simplicity, consider the following delay difference systems with one quadratic term:
where n E Z +, 2: E R k, A0, A1 are k x k constant matrices, X(n) and BT1 (B T denotes the transpose of B1) are k × k 2 matrices of the forms
with Xi(n) being the matrix whose ith row is xT(n) ----(xl(n),x2(n) .... ,Xk(n)) and the other elements are all zero; i.e., while x (n) = As an associate system with equation (7), we consider the following linear system without delay:
x(n + 1) = A2:(n), where A : A0 + ]3A1 with some constant D : 0 _< ~ < 1 such that A is stable; i.e., the modulii of all eigenvalues of A are less than one. It is known (cf. [7] ) that if the modulii of all eigenvalues of A are less than one, then for any given positively definite symmetric matrix C, there exists a (unique) positively definite symmetric matrix H such that where I denotes the k x k identity matr/x. Then, for any solution x( n ) = x( n, no, to) of equation (7) with Jill[ < 6, there holds Ix(n)l <_ 6L, for no < n < no + r.
PROOF. Since
n-1 n-1
xCn) = x(no) + Z AxCi) = x(no) + Z [AoxCi) -x(i) + Axx(i -r) + X(i -rlBlx(i)],
i=nO i=nO by the assumption, there holds [6] , for no _< n _< no + r. 
LEMMA 2. Let x(n) = x(n, no, ~o) be a solution of equation (7) such that V (x(n) ) <_ Amax( H)L2 62 for no -r < n <_ n*, and V(x(n* + 1))Amax(H)L262 with 6 <_ 1/(L~o(H)) and n* > no + r. If
-qo(H)[All > 0, where ~o(H) = ~/Amax(H)/Amin(H) and H is the solution of equation (8), then the following estimate holds:
Ix (n*) -x (n* -r)[ _< Mr Ix (n*)[,
where M = u~(H)(IAo --rl + IAll + IBll) and U = (IAo[ + IBll/1 -~(H)IAll).
PROOF. First of all, we note that there holds
Am~(H) Amin(H) Ix(n)[ s < V (x(n)) <_ Amax(g)L26 s <_ ~o2(H) , which implies that
Ix(n)] < 1, for no -r < n < n*.
On the other hand, we have Amin(n) Ix(n)l 2 < V (x(n)) < Amax(H)L262 < V (x (n* -t-1)) < Amax(H) Ix (n* + 1)12 , which implies that Ix(n)l < ~(H)Ix (n* + 1)1, for no -r < n < n*.
Thus, it follows from (7), (9), and (10) that Ix(n* + 1)1 < IZol Ix (n*)l + IAxl~(n) Ix (n* + 1)1 + IX (n* -r)l IBll Iz (n*)l < IAol Ix (n*)l + IAII~(H)Ix(n* + 1)I + IBll Ix(n*)l, which implies that
qa(g)lAll
It now follows from equation (7) that
Therefore, in virtue of (9)- (12) 
whenever p2V(x(n + 1)) > V(x(s)) for n -2r < s < n, where
for n -2r < s < n.
Then under the assumption p2V(x(n + 1)) > V(x(s)) for n -2r < s < n, it follows from equation (7) 
and where L is as given in Lemma 1,
F(r) = -Amax(H)[All2M2r 2 -2M ([AT HAI[ + lATH[ [B~I,~(H)) r + )kmin(C ) G = 2#~(H)[ATHI ISll + Amax(H)IBII2#=~2(H).
Furthermore, the asymptotic stability region f~ contains at/east a ball SR with the radius
for arbitrarily small number a > 0.
PROOF PART I. For any given 6 : 0 < ~ <_ 1 and no e Z +, choose 6(6) as in (14) . Let [1~o[[ < and x(n) = x(n, no,~O). Then it follows from [x(n)[ < 8 for no -r _< n _< no, that
for no -r < n < no.
On the other hand, it follows from Lemma 1 that for no _< n <_ no + r, we have the zero solution of equation (7) 
for no -r < n < no + r.
V (x(n)) < Amax(H)62L 2,
for all n > no -r.
Suppose not, there exists some integer n* _> no + r such that
for no -r < n < n* and V (x (n* + 1)) > Amax(H)62L 2, hence, AV (x (n*)) = V (x (n* + 1)) -V (x (n*)) > 0.
Then by Lemma 2, we conclude that 
where
Since F(r) = 0 has two distinct roots with rl < 0 < r2, where
Let 5o = R as given in (15) . Then by Part I, we know that if I1 11 < 5o = R, then
for all n > no.
Hence, by applying Lemma 3 with e0 = 1, we obtain for any n > no + r that
whenever p~V(x(n + 1)) > V(x(s)) for n -2r < s < n.
On the other hand, as in Part I, we have that
and thus,
for all n _> no.
As remarked above, by the choices of p > 1 and ~1 > 0 it implies that
ix(n)l < F(r,p)-al
for adl n > n0.
Therefore, for any n > no + r there holds
whenever p2V(x(n + 1)) > V(x(s)) for n -2r _< s < n. Note that here P(u) = p2u with p > 1 is as required in (ii) of Theorem 1 with fi = r and l = 2r. Hence, the zero solution of equation (7) is uniformly asymptotically stable by Theorem 1. Moreover, the uniform asymptotic stability region contains at least the ball SR with R as given in (15). This completes the proof.
REMARKS
In the end, it is worth making the following remarks. REMARK 1. It is easy to see that for a given system of the form (7), one may choose an arbitrary positively definite symmetric matrix C to get the corresponding matrix H satisfying (8). Then under the conditions in Theorem 2 one can find the corresponding maximum admissible delay r*, the number 6(e) in the uniform stability to each given number 6 > 0; moreover, one can calculate the radius R of the ball inscribed in the uniform asymptotic stability region. Since the computer techniques have been rapidly developed, the calculations of r*, 5(e), and R can be easily done without much difficulty. On the other hand, it is clear that for different choices of C, the corresponding values of r*, 5(e), and R are different. Hence, there is an open problem that which is the best possible choice of C so that the r*, 6(~), or R attains the maximum. REMARK 2. We note that the numbers L, Fir ), and G in Theorem 2 are independent of e.
Hence, for any given e > 0 with e _< F(r)/G, by (14) we get g
5(~) = L~(H)'
which gives us the immediate relationship between E and 5(e) for each admissible delay r.
