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Abstract 
Brennan, J.P. and W.V. Vasconcelos, Effective computation of the integral closure of a 
morphism, Journal of Pure and Applied Algebra 86 (1993) 125-134. 
Let B = k[y,, , y,]/p be an affine domain and let A be a finitely generated k-subalgebra of 
B. We provide direct methods to determine the integral closure of A in B. The tools are derived 
from Grobner basis computations but the approaches mimic certain proofs of some classical 
results (e.g. Zariski’s ‘Main Theorem’). 
Introduction 
The problem of finding the means of computing the integral closure of an affine 
domain in its field of quotients has been dealt with by several authors; see 
[lo, 13-151. We address the question of the effective construction of the integral 
closure of an affine domain in another affine domain. It is the affine version of the 
question of how to carry out the Stein factorization of a morphism. Our interest 
was aroused on reading a paper of Kempf [4] in which he uses volleys of Stein 
factorizations in the development of an algorithmic approach to invariant theory. 
The procedures that are presented in this paper are closely modelled on 
Peskine’s proof of Zariski’s Main Theorem [7]. It is particularly instructive in the 
Correspondence to: Professor J.P. Brennan, Department of Mathematics, North Dakota State 
University, Fargo, ND 58105, USA. 
* This author wishes to thank Rutgers University for its hospitality during the period in which this 
paper was written. Email: brennan@plains.nodak.edu. 
** Partially supported by the NSF. Email: vasconce@rings.rutgers.edu. 
0022-4049/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
126 .I. P. Brennan. W. V. Vasconcelos 
manner in which the algebraic techniques are realized computationally through 
the utilization of Grobner basis algorithms. 
We shall not provide estimates for the complexity of the proposed construc- 
tions. There are several reasons for the omission, the main one being the near 
impossibility of estimating the complexity of Grobner basis computations of ideals 
whose generators have many relationships. Nevertheless, close attention was paid 
to the known optimizations of these computations, and in this we followed [l]. 
1. Input and output structures 
The nature of what is computable depends on what is considered an appropri- 
ate structure for the representation of the data. For appropriate fields k, the 
algorithm presented takes as input two k-algebras of finite type A and B and a 
homomorphism cp : A- B. The structure of the k-algebra B is to be represented 
as a quotient of a polynomial ring k[y,, . y,,,] iti. The k-algebra A and the 
homomorphism cp are jointly represented by a set {f,. , f,} of elements of 
k[y,,..., y,,]. In particular we assume for the purposes here that cp is injective. 
Sometimes we shall want the J;‘s to be represented by the symbols x,‘s so that A 
can be seen as a quotient of the polynomial ring k[x,. . , I,,]. 
The principal tools are Grobner bases computations on so-called elimination 
orders. Roughly, given a polynomial ring over a field with indeterminates 
ix,, ” ,x,,, y, , . , y,,,}, an ordering of its monomials is chosen such that every 
term in the y-indeterminates is bigger than the terms in the x-indeterminates. 
Examples of such an ordering of monomials are the product and elimination 
orders of [12]. 
The usefulness of an elimination order is that the Grobner basis of an ideal with 
respect to this order can be contracted to the subring generated by the x- 
indeterminates. For simplicity of notation, we shall set k[x] = k[x,, ,x,1 and 
similarly k[x, y]. The intersection of the Grobner basis with the polynomial ring 
provides a Grobner basis of the intersection [9, 121. (The flipside is their 
voracious use of computer resources.) 
We shall make repeated use of the following property. Given a ring 
B = k[x, y] it, and an ideal .I of B; lift J to the ideal $ of the polynomial ring 
k[x, y]. Then the contraction of the ideal J to the k-subalgebra of B generated by 
the (images of) x-indeterminates is generated by the intersection of the Grobner 
basis of 9 to k[x] in the k-s&algebra of B. We summarize the above as the 
following theorem: 
Theorem 1.1. (The elimination engine) Let I C J be ideals of the polynomial ring 
k[x, y], and let cr be an admissible term ordering for which every monomial in the 
y-indeterminates is bigger than every term in the x-indeterminates. Let G = 
{g,, . . . . gk} be a Grijbner basis for J with respect to u, and let A be the subalgebra 
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of B = k[x, y]lI generated by the set {x,, . . ,x,,}. Then G n k[x] is a Grobner 
basis of an ideal of k[x], w h ose image in A generates the ideal /II n A. 0 
In particular, the set obtained by intersecting a Grobner basis of I with k[x] is a 
Grobner basis for the ideal P such that A = k[x] iv. 
The output of the algorithm takes the form of a representation of the k-algebra 
B as a quotient of a polynomial ring k[ y , , . . . , yk] /q with the integral closure A’ 
of A in B being the k-subalgebra of B generated by an identified set { y , , . . , y,} 
of indeterminates. 
2. Integral closure of a birational morphism 
Colon processes 
If M is a Noetherian module over the ring A, and M,, C M, C . . . C M is a 
sequence of A-submodules of M, then the Hilbert basis theorem asserts that there 
exists an m E N,, such that m = inf{m E lV,, 1 M,, = Mm+k, k E FV(,}. Aspects of the 
question of the computability of such an m in the case of a chain of ideals have 
been addressed in [3,8, lo]. In this section, we want to consider briefly the 
question of the existence of criteria for establishing that the stabilization of the 
sequence has been realized in the case that the sequence of submodules is 
uniformly given a representation of the form M, = J,[(N, : I,) f’ I’;], where N, and 
Pi are submodules of M, I, is an ideal of A, and J, is a fractional ideal of A. Such a 
chain of submodules is called a colon process. Constructions such as these are not 
uncommon and are susceptible to a more systematic investigation particularly in 
view of certain bounds discovered recently on various kinds of filtrations (see [2] 
for a discussion). Our discussion will be a brief digression of the main topic. 
The criterion that is sought demands that stability of some associated sequences 
of modules over a finite interval of a priori fixed length ensures stability of the 
colon process. This assertion means that there exists a k E N known a priori and 
associated sequences of modules Hi” such that if H,(” = Hj:‘, = . . . = HI:‘, then 
M, = M,,, for all r E iV,,. 
The establishment of such criteria can only be made in the presence of 
additional restrictive hypotheses. 
Proposition 2.1. Let A be a domain, let M be an A-module, let I be an invertible 
ideal of A, and let Ni, Pi, i E No be descending chains of submodules of M. Then: 
(a) Zf ZP, C P, + , and IN, G N,, , then M, = I-‘[( N, : Z) n Pi] is a colon process. 
(b) If further there exists a c EN,, such that for n > c, (N,,,, : Z) = N,, and 
(P,,+, : I) = P,, , then M, stabilizes at c. 
(c) If, whenever the sequences of modules N, and P, satisfy (N,,+, : I) = I’N,, 
and (P,,, : I) = I’P, over an interval of finite length (0 5 r I k) implies that these 
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conditions hold for all r E N,, then it @ices to check these conditions for Mi to 
stabilize. 
Proof. The proof is a straightforward verification that the hypotheses imply the 
given inclusions. For M, to be a colon process one needs M, C M,+, while 
M, = z-‘((N, : I) n Pi) c z-“+“[z(N; : Z) n ZP;] c z-(‘+‘)[N, n ZP;] . 
The hypothesis that ZP, C P, + , and ZN, C N, + , implies 
zP+‘)[N, n zp,] c zm(i+')[(zv,+, : z) n Pi+,] = hz,+l 
Imposing the additional conditions, that for n Z- c, (IV,,, : Z) = N,, and 
(P,+i : I) = P,, results in equality holding in the inclusions of the previous 
paragraph. 
The last part of the theorem is an observation that the stabilization of the colon 
process Mj can be determined from the sequences ZeiNi and I-‘Pi. 0 
Algorithms 
We are first going to isolate the elements which will play the key roles in the 
constructions. 
Consider the diagram of inclusions 
A-A’=AnB-B 
where 2 and B are the integral closures of A and B respectively in their 
(common) quotient field and A’ is the desired integral closure of A in B. 
Since A and B have a common quotient field, and B is a k-algebra of finite type 
(and hence an A-algebra of finite type) we have an expression for B of the form 
f ,,..., fn,F,...+’ , 1 
where A is the subalgebra k[ f, , . . . , f,], and b is an element of A. 
Given the representation of B as 
k[x,,. . ,x,]l’J3: 
with A the k-subalgebra generated by the set {x,, . . . ,x,}, this new representa- 
tion can be obtained in the following manner. For each xi, i = rz + 1,. , m 
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consider the k-subalgebra generated by the set {xi,. . . ,x,, xi}. Choose an 
elimination ordering on the indeterminates {x,, . . . , xm} such that x,, . . ,x, are 
the smallest and xi is made the smallest of the remaining indeterminates (see [ll] 
for an examination of this ordering). By the theorem on elimination, the reduced 
Grijbner basis for the ideal @ II k[x,, . . . ,x,, x,] can be found. There will exist an 
element of the form &x, - cyj in the Grobner basis found by this process. Thus 
xi = 2, and if one sets 
a, = (Y, n pj and b =n /3,, 
jr; J 
one will then have the desired manner of expressing B. 
Let us recall the notion of integrality of ideals. Let R be a ring and let I be an 
ideal. The integral closure of I is the set of all elements z E R satisfying an integral 
equation of the form 
2’ + a,? + . . . + a, = 0, a, E I’ 
This set, 1, is also an ideal of R [6, p. 341. 
There are rather onerous means to determine 7, a process that can be likened to 
computing the convex hull of a set of vectors. Here however we shall need just 
the integral closure of a principal ideal. It is then easy to see that if z is the - 
integral closure of A, then the integral closure of (a) is simply (a) = A II Aa. 
Another way to view this notion which 
algebra of an ideal Z of a commutative 
polynomials R[ t], 
will be useful is the following. The Rees 
ring R is the subalgebra of the ring of 
R[Zt] = R@ZtCB.. .$Z’t’C3.. . . 
Then z E R is integral over Z if and only if zt E R[t] is integral over R[Zt]. Coding 
together the integral closures of the ideal Z” leads to the integral closure of R[Zt] 
in R[t], 
R[Zt] = c Z”t” . 
.szo 
If R is an affine ring, R[Zt] is a finitely generated graded R[Zt]-module, so that for 
s $0, 
ZEZF. Z (I) 
We shall now organize the two approaches to the determination of A’. They 
shall use some of the same elements. The first method, less general, takes place 
entirely in A, in a manner of speaking, while the other involves B. 
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where w is in (b’) f? (a,,+, , . , arrl, b)’ . 
This representation need not however be a minimal one in terms of the degree of 
the denominator. 
For i E N,,, let us define S, to be the A-submodule of B given by 
S, = b-‘Kb’) n (a,,,,, . , a,,,, b)‘] . 
The above remarks yield the following proposition: 
Proposition 2.2. The integral closure A’ of A in B is given by A’ = U ltN,, Si. 0 
This gives us a vehicle for the computation of A’. Recall that an element b of an 
idea1 I is superficial (of order 1) with defect c [6] if 
(I’ : b) n I’ = I’- ’ for all i > c . (2) 
It is a consequence of the Artin-Rees lemma that if b is a regular element by 
enlarging c we may remove I’ from this equation (see [5, Proposition ll.E]). We 
shall refer to such c as a strong defect of b. 
Theorem 2.3. Zf b is a superficial element of the ideal (a,,, , , . . , a,, b) with defect 
c, then: 
(a) Si is a colon process. 
(b) There exists un r E N,, such that S, = Sr+k for all k E N,,. 
(c) Zf c is a strong defect and r = max{ c, min{ i 1 (,i”> = b(b’)}}, then S, = Sr+k 
for all k E N,). 
Proof. We need only show that the criteria established in the assertion on genera1 
colon processes applies to the S;, where we need only consider the process as 
starting with the index c. First, note that if J denotes the conductor ideal 
J = ann,(A/A), then for all jE N one has (b’) = (6’ : J). From 
b(a ,1+,1’..3 u,b)’ c (a,,, , . , u,b)‘+’ and b(b’) c (br+l) we then obtain that Sj 
is a colon process. 
The superficiality of b gives the fact that for i > c one has 
((a n+,,...‘um, b)‘:b)n(u,+ ,,..., u,,b)‘=(u,,+,,...,u,,,b)‘-‘. 
Further one knows from (1) that the colon process Si stabilizes. 
Finally, (c) is a straightforward verification. 0 
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What this means is that if b is a superficial element of the ideal 
(a ,I+,‘. . . 7 a,, , b), the integral closure A’ of A in B can be found by computing 
the submodule S,, where Y is as described in the theorem. The value of r will be 
found from c and by the successive computation of the ideals 
b’?i n A = (b’) 
while testing at each stage the condition (b’) = b(b’-‘), or equivalently (b’) C (b). 
Remark 2.4. We note that there are limits for this value which are independent of 
b. This is a consequence of the uniform Briancon-Skoda theorem (cf. [2, 
Theorem 4.131). 
The defect of the superficial element b can be determined by computing the 
bound on the upper degree of an element in the annihilator of the image of b in 
the associated graded ring of A with respect to the (a,,+, , , a,,,, b)-adic 
filtration. Hence if an oracle indicates to us that the element b is a superficial 
element of the ideal (a,,, , . . . , a,, b), the computation of the A-submodule S, of 
B yields the integral closure of A in B. This need not however be the case. In the 
event that b is not superficial we must find an alternative approach to the solution. 
The following result gives a general and explicit formula for A’. It sums up the 
basic algebraic content of these constructions. 
Theorem 2.5. Let A C B be finitely generated affine domains over a computable 
field k. Then the integral closure of A in B can be determined as follows. Let ?i be 
the integral closure of A in its field of fractions, and suppose B is generated over A 
by fractions having powers of b as denominators. Let r be an integer such that 
Abr+’ C (b). Then the integral closure of A in B is 
A’ = b-‘[b’B n b?i n A] . 
Proof. It suffices to observe that r caps the degrees of the powers of b in the 
denominators. For the actual construction, consider the elements of B which have 
representations of the form z = g, so that w is an element of the ideal b’B f’ A of 
A. By representing the k-algebra B as 
k[x,, . . ,x,1@ 
with A the subalgebra generated by the set {x,, , x,,} of indeterminates, we 
can find a generating set for the ideal b’B f’ A. Place a term ordering on the 
indeterminates such that X, , . . . , x, are less than the other indeterminates. Then 
use the theorem on elimination on the ideal of the polynomial ring k[x,, . . . , xm] 
generated by the elements of the ideal Q and b’. 
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The intersection of the ideals (b’B n A) n (b’) can then be obtained by the 
usual Grobner base methods [12]. 0 
3. Reduction to the birational case 
The computation of the integral closure in general relies on the reduction of the 
problem to the special case where the morphism is birational. Again there are 
several approaches. 
Consider the k-algebras A and B and the morphism cp : A+ B to be repre- 
sented as indicated earlier. Then the k-algebra B[t] has a representation by 
The ideal ‘$ in this representation in the ideal generated by the ideal )J together 
with the polynomials uj - tx, for k = n + 1, . . . , m. 
The k-subalgebra D of B[t] generated by the set {x,, . . . ,x,, t, u,+, , . , urn} 
is birationally equivalent to B[t]. There is also a grading on D given by assigning 
the indeterminates x,, . . . ,x, degree 0 and the indeterminates t, u,+, , . . . , u, 
degree 1. This grading is compatible with the grading on B[ t] given by degree in 
the indeterminate t, and hence D is a graded k-subalgebra of B[t]. Note that D is 
similar in form to a Rees algebra. 
Since the morphism Cc, : D+ B[t] is birational, the integral closure D’ of D in 
B[t] can be computed as specified in the previous section, with representation of 
the form 
k[x ,,..., x,,t,u,+ ,,... ,~~,h,,...,h,,y~,...,Ys]“~, 
where D’ is the k-subalgebra generated by the set {x1,. . , ,x,, t, u,+~, . . . , u,, 
h ,,“‘, h,}. Moreover, as D is a graded k-subalgebra of B[t] SO is D’. 
The k-algebra B therefore has a representation of the form 
k[x ,,..., x,,hl ,..., h,,t,u,+l,...,u,,~,,...,Yl,...Y,]’SS, 
where ‘@ is generated by ‘2 and the element t. 
The k-subalgebra of B generated by the set 
{X,>.“,X”, h,,...,h,,t,u,+l,...,u,) 
is D’fl B. 
Theorem 3.1. The k-algebra D ’ rl B is the integral closure A’ of A in B. 
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Proof. If x lies in A’, then x is in B. Hence x is in B[t] and is integral over A, and 
therefore x is integral over D. Thus x lies in D’ n B. Conversely if x lies in 
D’ II B, then x is integral over D, and of degree 0. But x satisfies a manic 
homogeneous equation, which must therefore be of degree 0. Hence x is integral 
over A, and so x is in A’. 0 
An alternative offers itself if B is algebraic over A. The device that found the 
linear forms aixi - pi would now return a polynomial 
c,x: + c,_,x;y +...+c,Ek[x ,,‘.., X,,Xi]np, 
of least degree s. The c,xi would be added to A to obtain A*, an integral 
extension of A, with B a rational extension of A*. 
Example 3.2. Let us consider a simple illustration of the use of the algorithm to 
compute the integral closure of the ring A = k[x*, y] inside the ring 
B = k[x*, y, z] /(x*2’ - y’). 
We first represent the rings as required for our input 
B = k[X, y, z] /(x2* - y2> , 
where A is the subring generated by the indeterminates {x, y}. 
Since A and B are not birationally equivalent, we form the ring 
B[t] = k[X, y, t, u, z] l(u - tz, Xz2 - y’) 
and find the integral closure D’ of the ring D generated by the set of indetermi- 
nates {X, y, t, u} in B[ t]. One has z = f , and 
D = k[X, y, t, u] /(Xu* - t*y*) . 
So t is a superficial element (of order 1) of defect 0 of the ideal (u, t)D. 
Computing further, we have 
m = (4 Xu) , (t2> = (t’, txu, Xu’) ) ? (t-) = (2, t2Xu, txu’) . 
So representing B[t] as 
JqX, y, t ,u, fi, f2, .&f;, zll(u - tz> a2 - Y2, f, - t, f2 - => f3 -Y'> ) 
with D’ generated by the set {X, y, t, u, f,, f2, f3} of indeterminates, and taking 
the quotient by t gives us that 
B = k[X, y, t, u, f,, fi, f,, z] l(u, t, X2* - Y”> f, > fi - x2, f, - Y’) 3 
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with A again generated by the set of indeterminates {X, y} and A’ generated by 
the set of indeterminates {x, y, f,, f2, f?f;>. Thus A’ = k[.x2, Y, xy]. 
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