A frictionless, structural view of default has the unrealistic implication that recovery rates on bonds, measured at default, should be close to 100 percent. This suggests that standard "frictions" such as default delays, corporate-valuation jumps, and bankruptcy costs may be important drivers of recovery rates. A structural view also suggests the existence of nonlinearities in the empirical relationship between recovery rates and their determinants. We explore these implications empirically and find direct evidence of jumps, and also evidence of the predicted nonlinearities. In particular, recovery rates increase as economic conditions improve from low levels, but decrease as economic conditions become robust. This suggests that improving economic conditions tend to boost firm values, but firms may tend to default during particularly robust times only when they have experienced large, negative shocks.
I. Introduction
The credit risk of corporate debt has two components: the likelihood of default and the recovery rate given default. Understanding the determinants of these risks is critical for the design and implementation of debt pricing models and risk managementstrategies. 2 However, while a number of studies have investigated the empirical determinants of default risk (e.g., Altman (1968) , Ohlson (1980) , Zmijeski (1984) , Begley, Ming, and Watts (1996) , Shumway (2001) , Hillegeist, Keating, Cram, and Lundstedt (2002) , Saretto (2004) ), researchers have only recently begun to conduct comprehensive empirical investigations of recovery rates (e.g., Izvorski (1997) , Hu and Perraudim (2002) , Acharya, Bharath, and Srinivasan (2003) , Altman, Brady, Resti, and Sironi (2004) , Bris, Welch, and Zhu (2004) ). Our analysis also evaluates the empirical determinants of recovery rates, but extends the literature by linking these determinants to a structural view of default.
However, by thinking about recovery rates in a structural framework, we immediately run into the question of why observed recovery rates are so low. Consider, for example, a model in which the market value of a firm's assets relative to its liability level (referred to here as the firm's inverse market leverage ratio or IMLR) evolves smoothly over time, and in which the firm defaults immediately when it becomes insolvent (i.e., when IMLR falls to or below 100 percent). 3 In this frictionless framework, it should be intuitive that recovery rates, particularly when measured at default, will be close to 100 percent, which fits poorly with the empirical reality that recovery rates at default (or RAD)-measured by bond price at default as percent of par value-for nonfinancial corporations over the past two decades have averaged only about 40 percent with a standard deviation of about 28 percent. 4 2 For the importance of modeling default risk in bond pricing, see, for example, Merton (1974) , Litterman and Iben (1991) , Jarrow and Turnbull (1995) , Madan and Unal (1998) , Duffie and Singleton (1999) , and Acharya, Ranjan, and Rangarajan (2002) . For the role of recovery rate risk in bond pricing, see, for example, Bakshi, Madan, and Zhang (2001) . For the importance of default and recovery risk in credit risk management models, see, for example, Fry (2000b) , Carey (2001) , and Gordy (2003) . 3 Note that RAD and IMLR are not identical concepts. When a firm defaults, RAD is always equal to IMLR. However, for firms that are not in default RAD is not well defined, and expected RAD will not be equal to IMLR. 4 Authors' calculations based on Moody's data on defaulted bonds. The data are supplemented with bond price data from Standard and Poor's and Merrill Lynch.
To generate recovery rates less than 100 percent, a structural framework must include "frictions." One friction that has been discussed in the bond pricing literature is that defaults are likely to occur a period of time after a firm becomes insolvent (see, for example, Leland and Toft (1996) and Duffie and Lando (2001) ). Intuitively, default delays imply that IMLR and thus RAD may be less than 100 percent. Another wellknown friction that also has the potential to lower RAD below 100 percent is "jumps" or discrete changes in IMLR (see, for example, Zhou (2001) and Wong and Kwok (2003) ).
Jumps reflect a sudden change in investors' views of the value of the firm and its liabilities, and may be caused by the initiation or resolution of legal challenges, the revelation of fraud, the implementation of regulatory changes, or, more generally, the discrete arrival of information about corporate credit quality (possibly because managers temporarily hide the information). A third friction that could lower RAD below 100 percent is bankruptcy costs. If firms jump into default, the default will trigger a discontinuous increase in expected bankruptcy costs, which would dampen RAD.
In addition to generating recovery rates that are less than 100 percent, the above frictions imply that IMLR at default, and thus RAD, varies across different firms. In our empirical analysis of the variations in RAD, we include firm-level, industry-level, and macro-level proxies for IMLR as explanatory variables. We also include proxies for jumps and bankruptcy costs in our specifications. In addition, we look for indirect evidence of jumps by evaluating whether the empirical relationship between IMLR proxies and RAD switches from positive to negative as IMLR proxies become high. These nonlinearities are suggested by the structural view, which highlights the conditionality of default. More precisely, when IMLR proxies indicate strong financial health, the fact that the firm defaulted anyway suggests that the firm must have been struck by a very bad shock that had yet to be reflected in the measured IMLR but that nevertheless depressed RAD. 5 Our analysis is conducted at the bond level with RAD as the recovery rate measure. Bond price data for firms at default are obtained from Moody's Investor Services, and are supplemented with information from Standard & Poor's and Merrill 5 A similar point is made in Pykhtin (2003) . In a theoretical exploration of recovery rates in a structural framework, he argues that recovery rates may be low for high credit quality firms because such firms would likely default only after experiencing a large negative shock to their financial condition.
Lynch. We also use the information on the reasons for default from issues of the Bankruptcy Yearbook and Almanac to create proxies for jumps. The main sample consists of over 1,300 nonconvertible public bonds issued by U.S. nonfinancial firms that defaulted between 1983 and 2002, inclusive. The regression sample sizes depend on the specification, with the smallest sample being about 600 observations. Focusing on recovery rates at default is reasonable, since such rates are the actual recovery rates for investors that choose to sell their bonds at the time when an issuer defaults. Indeed, many investors do sell their bonds at default, as indicated by the active secondary market for defaulted bonds (see, for example, Altman 2003).
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Our findings break new ground in understanding the determinants of recovery rates. We find that firm, industry, and macroeconomic proxies for IMLR are significantly related to RAD, and that the IMLR proxies explain over one third of the variation in RAD, though none of the coefficients on the bankruptcy cost measures is significant. We also find direct evidence of jumps. In particular, firms that defaulted due to the impact of a change in Medicare reimbursement rules in 1997 had substantially lower RAD than firms that defaulted for other reasons. The effect is robust to controlling for a host of other firm, industry, and macroeconomic factors. Further, we find that firms that defaulted because of an accounting fraud also had lower RAD than other firms; however, the effect is not robust to the inclusion of additional controls. We also find evidence of the predicted nonlinearities in the relationship between RAD and proxies for IMLR. In particular, we find bell-shaped relationships between RAD and industry profit margin, RAD and detrended GDP, and RAD and short-term interest rates.
These findings also complement the results from other studies of recovery rates.
In the most exhaustive study to date, Acharya et al. (2003) analyze recovery rates measured at default (RAD) and at resolution (RAR), where resolutions include bankruptcy emergences, liquidations, and out-of-court restructurings. They find that RAD increases with firm and industry financial performance, bond size, and bond seniority, and that RAR increases with industry financial performance, bond seniority, and less time-in-default. 7 However, unlike our results, Acharya et al. do not find that macroeconomic variables are significantly related to RAD, controlling for firm and industry factors. 8 This discrepancy reflects mainly that we use a more comprehensive data set with one additional recession, and also that we use nonlinear specifications.
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The existence of a macroeconomic factor in recovery rates is an important issue for the design of credit risk models. Our results not only show that such a factor exists, they also suggest strongly that the relationship between macroeconomic conditions and RAD takes a particular nonlinear form. RAD increases as economic conditions improve from relatively low levels, but it decreases as economic conditions become particularly robust. As a result, while defaults may be rare during very robust times, recovery rates may be relatively low. The intuition is that firms may tend to default during particularly robust periods only when hit by very bad shocks, which in turn depress recovery rates. This is surprising, since it implies that an idiosyncratic factor (a firm-level jump) affects the functional form of the relationship between RAD and the systematic factor through the conditionality of default.
The remainder of the paper proceeds as follows. In Section II, we discuss our hypotheses and empirical methodology. The sample construction is described in Section III. In Section IV, we preview our key results with simple univariate statistics. The results from our empirical analysis are then presented in Section V, and we conclude in Section VI. 7 The results in Izvorski (1997) , a smaller-scale study of RAR, were similar to Acharya et al.'s RAR results. A number of earlier analyses also show the importance of bond seniority and security for recovery rates. See, for example, Altman and Kishore (1996 ), Brady (2001 ), Carty and Hamilton (1999 , Franks and Torous (1994) , Frye (2000a) , Gupton, Gates, and Carty (2000) , Hu and Perraudin (2002) , and Tashjian, Lease, and McConnell (1996) . 8 Consistent with our results, Thorburn (2000) , using a sample of small Swedish firms, finds that macroeconomic factors are important determinants of bond recovery rates. 9 Although not motivated by a structural view of default, we also run regression (not reported) with aggregate default rates. We find that such rates are significant determinants of RAD. This is consistent with the findings in Altman et al. (2004) , using aggregate average recovery rates, and Hu and Perraudim (2002) , using a relatively limited set of industry controls.
II. Hypotheses and Empirical Strategy
In this section, we expand our discussion of RAD determinants, present the empirical strategy, and then discuss the construction of the explanatory variables.
1. Default-Delays, Jumps, and Bankruptcy Costs
In contrast to a "frictionless" structural framework, when firms become insolvent they are not likely to default immediately on their obligations. The intuitive implication of introducing this friction into a structural view of default is that RAD may be less than 100 percent and will be equal to IMLR at default. A delay period between insolvency and default is plausible for two reasons. First, it is allowable under the U.S. bankruptcy code; 10 second, as shown in previous studies (for example, Leland and Toft (1996) and Duffie and Lando (2001) ), firms are likely to take advantage of the delay option in order to avoid incurring the costs associated with default and/or bankruptcy (such costs are discussed below).
It is also possible that there are negative "jumps" in a firm's IMLR, which propel the firm into insolvency and default and so depress RAD. As already noted in the introduction, the notion of jumps is not new. Jumps may be caused by an increase in liabilities due to a change in the expected or actual outcome of litigation or a decrease in asset values due to a revelation of fraud or a change in regulation. Jumps may also occur because of the discrete and lumpy arrival of information. From the perspective of investors, information about company credit quality nearly always arrives in discrete increments, typically coming in formal announcements from company management or SEC filings.
A third friction that could be introduced into a structural framework is costs related to default and/or bankruptcy. , Weiss (1990) , and LoPucki and Doherty (2004)). These costs are part of IMLR. Thus, if IMLR evolves smoothly, these costs by themselves are not sufficient to allow for IMLR less than 100 percent at default.
However, for firms that jump into default, such costs would come suddenly, and so would exacerbate the size of the jump.
In our empirical analysis, we include a number of proxies for IMLR, including firm-level financial variables, industry and macroeconomic conditions, as well as proxies for jumps and bankruptcy costs. The theoretical relationship between RAD and IMLR is positive.
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However, the empirical relationship between RAD and observed IMLR proxies may be nonlinear. That is, if a firm appears to have a high IMLR, but nonetheless defaults, then we can infer the existence of a missing negative component of IMLR. Indeed, a very high observed IMLR proxies may signal an omitted negative jump in IMLR. As a result, we may observe that recovery rates increase with IMLR proxies when such proxies are in the "usual" range, but may actually be lower when the proxies are very high, creating a bell-shaped pattern between RAD and the IMLR proxies. The precise nature of the nonlinearity is, of course, an empirical question.
The possibility of omitted components of IMLR at default is plausible given the difficulties of measuring IMLR. The difficulties include the lack of a direct measure of the market value of a firm's assets, the fact that balance sheet measures of assets are recorded at book values and thus inherently backward looking, the fact that stock prices, while forward looking, are essentially zero at default, the fact that balance sheet data tend to only be available in the quarter prior to default, and the possibility that jumps may not be reflected immediately in a firm's financial variables.
Empirical Strategy
Our empirical strategy is to first estimate the relationship between recovery rates and proxies for IMLR, ignoring the possibility of jumps and nonlinearities. We also include variables indicating bond seniority and security. To the extent that the absolute priority rules hold, even loosely, RAD may increase with bond seniority and security.
This "benchmark" specification, shown below in equation (1), facilitates comparisons with prior research. In (1) X t refers to firm, industry, and macroeconomic proxies for IMLR; COST refers to default and bankruptcy cost components of IMLR; and SDUM refers to a set of dummy variables for seniority and security.
We next augment the benchmark specifications by allowing the intercept to shift with indicators of different types of jumps, denoted below as JDUM in equation (2). 
We then test for nonlinear relationships between recovery rates and IMLR by including quadratic terms for the proxies for IMLR, as shown below in equation (3).
Importantly, since our data consist of only defaulted bonds, the coefficients are biased estimates of the relationship between IMLR proxies and a "latent" recovery rate which is not conditional upon default. However, the coefficients are unbiased estimates of what interests us here, which is the relationship between observed proxies for IMLR and recovery rates conditional upon default. Our interest in "conditional" recovery rates stems from their use as critical inputs into credit risk management models (see, for example, Pykhtin (2003) ).
One additional, potential concern with our approach is that there may be liquidity and strategic defaults in our sample. These defaults tend to have high recovery rates and might be correlated with the explanatory variables in our models. While we cannot identify these defaults, they are more likely to be cured or be resolved through out-ofcourt restructuring than to end up in bankruptcy. For this reason, we also report results (in the robustness section) for models estimated on the samples that exclude defaults that were cured or resolved through out-of-court restructurings.
All of our models are estimated at the bond level using ordinary least squared regressions. We use Huber/White methods to compute the robust standard errors of the coefficients and also allow for correlations between debt instruments by the same issuer.
The construction of the explanatory variables is provided in the next section.
Explanatory Variables
Firm, Industry, and Macroeconomic Variables.
The first set of proxies for IMLR includes standard financial ratios constructed using firm balance sheet and income statement variables. Specifically, we consider the firm's inverse book leverage ratio or IBLR (i.e., assets over liabilities), asset tangibility (tangible assets over total assets), and profit margin (income before interest, taxes, depreciation and amortization over sales). 13 The inclusion of firm leverage and asset tangibility is also motivated by its potential effect on bankruptcy costs, as discussed below. IMLR might also be higher, ceteris paribus, when a firm's industry is particularly profitable, in so far as such profitability indicates favorable demand shocks, which could boost the firm's market values. Therefore, we consider industry-level versions of the firm-level financial ratios (that is, industry IBLR and profit margin), as well as an industry market-to-book ratio and an industry current ratio-current asset to total asset ratio. 14 The industry market-to-book ratio is a standard measure of growth opportunity, and the industry current ratio measures the degree of industry liquidity, which often reflects robust profit growth. Both firm and industry variables are obtained from
Compustat. All industry variables are the median values for firms with the same 2-digit SIC codes. In addition, we include in our specifications a dummy variable for whether a firm is in the energy or utility industries. Firms in these industries tend to have substantially higher recovery rates than other firms (as shown in, for example, Acharya et al. (2003)). In our analysis, we do not attempt to explain this phenomenon, but we do test the robustness of our results to dropping these firms from our sample.
In addition to firm and industry variables, a firm's IMLR might, ceteris paribus, be boosted by favorable macroeconomic conditions. We measure macroeconomic conditions with real GDP growth rate, detrended real GDP, a short term interest rate (3 month T-Bill rate), and the slope of the interest-rate term structure or "term premium"
(the seven-year Treasury yield less the three-month Treasury yield). Data on the real-side of the macro economy are from the BEA web site, and data on the financial side are from the Federal Reserve Board's public website. Moreover, because we are interested in contemporaneous relationship between RAD and its potential factors, we use data as close as possible to the time of default. Specifically, firm variables are for the end of the quarter immediately before the default, and industry and macroeconomic variables are for the end of the quarter of default.
Jump Variables
We consider three proxies for jumps in IMLR. The first proxy is an indicator variable for whether a bankruptcy was caused, in whole or in part, by accounting improprieties and fraud. The second proxy is an indicator for bankruptcies caused, in whole or in part, by various torts, including product liabilities (e.g., asbestos), regulatory and environmental problems (e.g., water contamination), labor relations, pension disputes, lawsuits related to patent, contracts, and personal injuries. By definition, the revelation of fraud usually occurs without warning. In contrast, the outcome of torts may be anticipated well before the eventual default and bankruptcy, thus their impacts may have been gradually incorporated into the firm's performance measures. Therefore, the effect of a fraud on RAD may be easier to detect than the effect of a tort, after controlling for firm IMLR proxies. Data identifying whether defaults were due to frauds or torts are obtained from annual publications of the Bankruptcy Yearbook and Almanac. The information is cross-checked with and supplemented by the data collected by Lynn M.
LoPucki's Bankruptcy Research Database (WebBRD).
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The list of the firms whose bankruptcies were caused by either frauds or torts is shown in Table A1 of the Appendix.
Our third proxy for jumps in IMLR is an indicator variable for healthcare companies that defaulted as a result of the Balanced Budget Act of 1997 (BBA). The Act introduced sweeping reforms to the Medicare programs, and substantially reduced the cash flows of healthcare providers that relied heavily on Medicare reimbursements.
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The information linking individual defaults to BBA is obtained from Moody's annual reports. A list of firms with BBA-induced defaults is shown in Table A in appendix.
Note that most of these defaults occurred in 1999, and some even took place in 2000. On the one hand, the time lag between the enactment of the Act and actual default is suggestive of default delays. On the other hand, it is because the Act was not fully implemented until late 1998 and 1999 (see, for example, Silversmith (2000)).
Bankruptcy Cost Variables
We construct three proxies for bankruptcy costs. The first is the number of creditor classes, which is approximated by the number of bond classes. The set of possible bond classes includes senior secured, senior unsecured, senior subordinated, subordinated, and junior subordinated. The second variable is total assets (in real dollar and in log). Bankruptcies with more creditor classes and for larger firms may be more complex. Complex bankruptcy cases may take more time-potentially generating greater fees for attorneys and investment banks and causing more lost opportunities for the firm. 15 The WebBRD is compiled by Lynn M. LoPucki, a law professor at the University of California at Los Angeles. The Database contains over 600 large cases of public companies that filed for bankruptcy since October, 1980. Its information is collected from bankruptcy court filings, SEC filings, and news stories. For details, see http://lopucki.law.ucla.edu/index.htm. 16 Among the many changes included in the BBA legislation, the major provisions include a reduction in the payment rate of Medicare reimbursements and the establishment of a new prospective payment system to reduce overpayments. The Act had the most severe impact on the companies that provided inpatient hospital services and post-acute care services, including home-health care and skilled-nursing facilities (see Wilensky (2000) ). It also appears that the deterioration in financial condition due to BBA led to substantial write-downs in the value of companies' intangible assets, reportedly as relationships with medical practices unwound with the declines in financial health.
In addition, in more complex cases bond values at emergence from bankruptcy may be relatively variable, which would lower the risk-adjusted value of bonds at default. A third variable is the firm's tangible assets to total asset ratio. Bankruptcy costs would decrease with asset tangibility, since the value of tangible assets may be less adversely affected by the bankruptcy process than other liquid assets, perhaps because company employees may easily drain more liquid assets during the bankruptcy process.
Proxies for APR
We construct dummy variables for whether the debt is senior secured, senior unsecured, and senior subordinated. The omitted category combines subordinated and junior subordinated bonds as the number of junior subordinated bonds in our sample is small.
III. RAD Data
Our main data on recovery rates are from Moody's Default Risk Services (DRS).
The DRS data contain information on over 3,000 public bonds that defaulted since 1970.
Moody's defines a bond as being in default if the obligor either fails to make a scheduled payment of interest or principal, files for bankruptcy, or carries out a distressed exchange. 17 For defaulted bonds, DRS provides the issuance date, maturity, coupon, seniority, date of default, type of default, type of resolution, and bond prices (as a percent of par value) at the end of the default month. 18 We use these prices at default (RAD) as our measures of recovery rates.
For our analysis, we keep only non-convertible public bonds issued by nonfinancial U.S. firms that defaulted between 1983 and 2002. We also drop the observations with missing RAD values, but add them back if price data are available 17 A distressed exchange occurs when the issuer offers bondholders a new security or a package of securities that amount to a diminished financial obligation, and/or when the exchange has the apparent purpose of helping the borrower avoid missing a payment, delaying a payment, or filing for bankruptcy. Note that the above definition of default does not include technical defaults such as covenant violations. See Moody's (2004) for details on technical defaults. 18 The majority of the prices represent actual bids (not necessarily trades) on the defaulted securities. Moody's obtains the bond price data from Interactive Data Corp., Bloomberg, and Reuters (see Moody's (1999 Moody's ( , 2004 
IV. Univariate Results
In this section we preview two of our key results, using simple univariate sample statistics. The first result is a generally positive but nonlinear relationship between RAD and favorable macroeconomic conditions. The second result is a negative relationship between jumps and RAD. the diamonds represent the weighted average RAD of nonfinancial straight bonds by default year (using defaulted amounts as weights); the triangles denote the deviation of annual real GDP growth rate from its mean of 3.3 percent; and, the dots indicate the percentage deviation of annual real GDP from its trend (trend GDP is calculated using Hodrick-Prescott filter).
RAD and Macroeconomic Conditions
Aggregate recovery rates appear cyclical at times, except that they are very low in particularly robust periods. The average RAD for recession periods was 31 percent, while the average for expansion periods was 42 percent. However, the lowest average annual RAD of 20 percent was in 2000-a year of robust economic growth. 19 This nonlinearity dampens the generally positive relation between recovery rates and macroeconomic conditions. Indeed, the correlation between RAD and real GDP growth is just 0.2, and the correlation between RAD and detrended GDP is -0.4. 20 This confirms the weak correlations found in previous papers (for example, Altman et al. (2004) and Acharya et al. (2003) ), and suggests that the empirical relationship between RAD and macroeconomic variables may be nonlinear.
2. RAD and Jumps Table 1 shows the unconditional relation between RAD and our three proxies for jumps in IMLR. Each row shows four statistics of RAD-mean, standard deviation, median, and sample size-of a particular group of defaults. The first three rows show these statistics for defaults that were caused by fraud, torts, and "other" reasons. The second three rows show these statistics for healthcare firms whose defaults were caused mainly by BBA, "other healthcare" firms, and non-healthcare firms. The last row of the table (row 7) shows the statistics for all 1346 bonds.
The table shows that RAD on the bonds of firms that defaulted due to fraud and BBA tended to be lower than RAD on other bonds. The average RAD in the fraud group is 32 percent (row 1), which is 7 percentage points lower than the average RAD in the "other" group (row 3). The difference is statistically significant (t=2.25). Surprisingly, the average RAD in the tort group is significantly higher than that in both the fraud group and the "other" group.
For the BBA measure, the average RAD in the BBA-healthcare group is 12 percent, which is significantly less than the roughly 40 percent average RAD observed in both the "other healthcare" group and the non-healthcare group. The pattern of median RADs across groups is similar to the pattern of average RADs just discussed.
V. Multivariate Analysis
This section presents results from our multivariate analyses of RAD. We begin with results from a set of "benchmark" specifications. These specifications are similar to 20 The unusually high recovery rates in 1987 and 1993 also contribute to the weak correlations. The high recovery rate in 1987 can be traced to the defaulted bonds of Texaco Co, which filed for bankruptcy due to litigation, and to two other energy firms, Yankee Companies, Inc. and Getty Oil International N.V.. The high recovery rate in 1993 was due to Mesa Inc., an energy firm, and Thermadyne Holdings Corporation, a technology firm.
those used in previous research, and so are used to test the robustness of previous results.
We next present results from the specifications that include proxies for jumps in IMLR.
We then show results from the specifications that build on the jump models by including squared terms of the firm, industry, and macro-level factors. Our final set of results establishes the robustness of the main results to the use of additional control variables and different samples.
Benchmark Specifications
The benchmark specifications include firm, industry, and macro level factors as proxies for IMLR, as well as dummy variables for the seniority and security of the debt instruments, and proxies for the complexity of the firm's capital structure. All benchmark specifications are linear in IMLR determinants and exclude the proxies for IMLR jumps to facilitate comparisons with previous research. We estimate three specifications (shown in columns 1-3 of Table 2 ), which differ only in terms of their macro-level variables. All samples contain 624 observations.
The results from the benchmark specifications provide evidence of firm, industry, macroeconomic, and bond-level determinants of RAD. Consider first the results for the firm-level variables, shown in the first three rows of Table 2 . The coefficients on firm inverse book leverage ratio (IBLR) are negative but statistically insignificant in all three specifications. The coefficients on the firm's tangible asset ratio are significant (at the 95 percent level) in all three specifications, but the point estimates are negative, which is puzzling. However, (as we show later in the robustness section) the coefficients on the firm's tangible asset ratio become insignificant when industry fixed effects are included in the specifications. The coefficients on the firm's profit margin are all positive, and they are statistically significant in the first two specifications (at the 90 percent level), with point estimates indicating that a one percentage point increase in firm profit margin leads to about a one-half percentage point increase in RAD.
21 21 We also experimented with several alternative measures of firm profitability and growth potentials: return on assets, sale growth rate, and market-to-book ratio. The results with the first two are much similar to those reported here. Including firm's market-to-book ratio reduces the sample size by more than a third. The results from the benchmark specifications confirm the effect of bond seniority on RAD found in previous studies. The coefficients on the dummy variable indicating that the bond is senior secured are positive and significant (at the 95 percent confidence level) in all three specifications, as are the coefficients on the dummy variable indicating that the bond is senior unsecured. In addition, the point estimates show that the economic impact of seniority is large: RAD on senior secured bonds, ceteris paribus, is roughly 28 percentage points higher than on junior subordinated and subordinated bonds (the omitted categories), and RAD on senior unsecured bonds, ceteris paribus, is roughly 12 percentage points higher. However, there is no statistically discernable impact of a bond being senior subordinated relative to other subordinated bonds. The impact of seniority and security shown here is similar to that found in Acharya et al. (2003) .
With respect to the bankruptcy costs, we find that the coefficients on the measures of firm complexity (number of classes and log of total assets) are all insignificant. These results are roughly consistent with prior research, though Acharya et al. (2003) do find a significant impact of complexity measures on RAD in some specifications. Table 3 displays results from six specifications with proxies for negative jumps in IMLR. The first three specifications (columns 1-3) are the same as in the previous table, but augmented with three jump proxies: one indicates the default was due to fraud;
Adding Jumps
another indicates the default was due to a tort; and, the last indicates that default was caused by the Balanced Budget Act of 1997 (BBA). In the next three specifications (columns 4-6) we exclude all firm level financial variables from the regressions to boost the sample size. In the table, we shade the coefficients and standard errors for the macroeconomic and jump variables. Note that the t tests on the coefficients that proxy for the jumps may be interpreted as joint tests of whether the variables proxy for jumps, whether jumps depress RAD, and whether jumps are not already reflected in other financial information.
The results provide some direct evidence of jumps. We find that RAD for firms that defaulted due to BBA is significantly lower (at the 95 percent confidence level), ceteris paribus, than RAD for other firms. The coefficients on BBA dummy variable are statistically significant at the 95 percent confidence level, and they indicate that RADs on bonds issued by firms that defaulted due to BBA are between 16 and 22 percentage points lower, ceteris paribus, than those on other bonds. In contrast, the coefficients on fraud and tort variables in the first three specifications are surprisingly positive and statistically significant. However, as shown in columns 4-6, with a larger sample (1275 observations) due to the exclusion of firm-level financial variables, these coefficients are insignificant, suggesting that the puzzling effects of fraud and tort may be due to the sampling.
Comparing columns 1-3 in Table 3 to those in Table 2 , we find that the inclusion of jump proxies does not qualitatively affect the coefficients on the firm-, industry-, and macro-level variables. The notable exception is that the coefficients on industry IBLR become insignificant. Comparing columns 1-3 in Table 3 to columns 4-6, we find that, when all firm-level financial variables are excluded from the regressions, the coefficients on the industry current ratio become significant (at the 95 percent confidence level), with the point estimates indicating that a one percentage point increase in industry current ratio leads to a 5 percentage point increase in RAD. The coefficients on detrended GDP also become significant, but have unexpected negative signs. We show later that this may be due to the misspecification and that the true relationship appears to be bellshaped. The coefficients on industry IBLR are insignificant.
We now turn to our analysis of nonlinear effects.
Adding Nonlinear Terms
We test for nonlinearities in firm, industry, and macro IMLR proxies by augmenting the same six specifications presented in Table 3 with squared terms for the firm, industry, and macroeconomic IMLR proxies. When presenting the results, shown in Table 4a , we shade the coefficients for a variable and its squared terms when they are jointly statistically significant at the 90 percent confidence level.
The results provide substantial evidence of nonlinearities in the relationship between IMLR proxies and RAD, but the predicted bell-shaped relationship is only within the "reasonable" range of data for some industry and macroeconomic variables.
By "reasonable," we mean below the 90 th percentile of the sample distribution for the respective variable. The coefficients on firm IBLR and its squared term are jointly significant in the first three specifications (at the 90 percent confidence level). Moreover, because the coefficient of the squared term is negative, the relationship between RAD
and firm IBLR appears to be bell-shaped: RAD initially increases with firm IBLR but decreases when firm IBLR is over certain level. However, the point estimates indicate that the top of the bell occurs outside of the "reasonable" range of the data-firm IBLR would have to be over 27 (or 2,700 percent) before the total marginal effect would lead to a decrease in RAD. Thus, RAD is essentially increasing in firm IBLR within the range of the data. The coefficients on the firm's tangible asset ratio and its squared term are jointly significant, and the coefficients on the firm's profit margin and its squared term are jointly significant in one of the three specifications. However, as with firm IBLR, the point estimates indicate that the turning points of the two curves are both outside of the "reasonable" data range. As a result, in the reasonable range of the data, RAD is decreasing in the firm's tangible asset ratio and increasing in the firm's profit margin.
But, as we show later, both relationships are also not robust.
We next consider the coefficients on the industry variables. The coefficients on the industry inverse book leverage and its squared term are significant in the regressions with firm variables excluded (columns 4-6). But the turning point of the bell occurs outside of the "reasonable" data range (at about the 98 th percentile of its sample distribution), suggesting that RAD is essentially increasing in industry IBLR. The coefficients on the industry profit margin and its square term are jointly significant in all six regressions. Moreover, the negative coefficients on the squared terms do suggest a bell-shaped relationship within the reasonable range of the data, with point estimates indicating that the top of the bell is around an industry profit margin of 18 percent (at about the 82 nd percentile of its sample distribution). Such a bell-shaped relationship also exists for industry current ratio in the regressions with firm variables excluded (columns 4-6).
Similar bell-shaped nonlinear relationships are also found for macroeconomic variables. For detrended GDP, its linear and squared terms are jointly significant.
Moreover, the point estimates indicate that the total marginal effect is essentially increasing in detrended GDP when it is negative, but decreasing when it is positive (the top of the bell is at about 0.13 percent). A statistically significant bell-shaped pattern within the "reasonable" data range is also observed for the relationships between the three-month Treasury yield and RAD.
It is also worth noting that the coefficients of the BBA dummy are still large, negative, and significant (at the 95 percent confidence level). As in Table 3 , the coefficients on the fraud and tort dummy variables are mostly insignificant.
The key concern for credit risk management modeling is the relationship between RAD and macroeconomic variables. To further investigate this relationship, we estimate regressions that include only macroeconomic variables and bond seniority and security dummy variables. We estimate three specifications, which differ only in terms of their macroeconomic variables, and the results are shown in Table 4b . We find that the coefficients on all the macroeconomic variables and their respective squared terms are jointly statistically significant. In addition, nearly all the coefficients imply a bell-shaped relationship between RAD and macroeconomic variables within the "reasonable" range of the data. For instance, RAD appears to first increase with the real GDP growth rate but then decrease when the real GDP growth rate is greater than 3.8 percent. The tops of the bells with respect to detrended GDP and the 3-month Treasury yield are at -0.2 percent and 7.1 percent, respectively. The coefficients on the term premium and its squared term suggest a cup-shaped relationship, but the bottom of the cup is far outside of the data range. Thus, RAD is essentially increasing in the term premium. On the whole, these results provide strong evidence that a macroeconomic factor exists and also suggest that its relationship with RAD is nonlinear.
Robustness

Effects of Firm Market-to-Book Ratio
To evaluate the robustness of the result, we augment the first three specifications in Table 4a with an additional firm-level variable. The new variable is the firm's marketto-book ratio (i.e., the sum of a firm's market value of common equity and its book value of assets net of book value of common equity to its book value of assets). This variable is used in the finance literature as a measure of growth prospects or risk, and thus is a natural proxy for IMLR. This variable also contains direct information on the market value of the firm. We excluded it from earlier specifications due to its limited availability. Indeed, the sample size drops from 624 to 391 when the firm's market-tobook ratio is included.
Our main results, shown in Table 5 , are similar but not identical to those in Table   4a . With respect to the firm-level variables, only the results in column 2 are similar as before. All the firm-level variables are insignificant in the other two regressions. With respect to the industry-level variables, only the industry profit margin is significant and only in column 1. The signs and sizes of the coefficients are close to those in Table 4a .
Turning to jumps, the coefficients on the BBA dummy are significant in two of the three specifications with similar magnitudes as in Table 4a . The coefficients on the fraud dummy variable are now insignificant, while the coefficients on the tort dummy variable are again mostly significant. With respect to macroeconomic variables, we find the same bell-shaped relationships for detrended real GDP and the 3-month T-Bill yields. In addition, the relationship between RAD and term premium is now also bell-shaped, and the top of the bell is at a term premium of 2.3 percent, just above the median of our regression sample.
Additional Industry Effects
For additional robustness, we augment the specifications in Table 4a with indicator variables for the telecom, technology and steel industries. These specifications are motivated by the possibility that the nonlinearities found in the macroeconomic variables are driven by a spate of telecom and technology defaults with relatively low
RAD.
The results, shown in Table 6 , indicate that telecom and steel industry bonds have lower recovery rates. The coefficients on the telecom dummy variable are all significant (at the 95 percent confidence level), and they suggest that RADs on telecom bonds are about 20 percentage points lower, ceteris paribus, than on other bonds (the omitted category). The coefficients on the steel industry dummy are significant in two of the three specifications, and they suggest that RADs on steel bonds are about 11 percentage points lower, ceteris paribus, than on other bonds (the omitted category). In contrast, the coefficients on the technology industry dummy are insignificant. The point estimates for energy and utility bonds are similar to those in Table 4a .
However, industry effects do not alter our main results. First, RAD is again increasing in firm IBLR within the "reasonable" data range. Second, the relationships between RAD and macroeconomic variables, including detrended real GDP and the 3-month T-Bill yield, are bell-shaped The same bell-shaped relationship also exists for industry profit margin. Third, RADs for firms that defaulted due to BBA are significantly lower, ceteris paribus, than for other firms.
Excluding Defaults Cured or Resolved through Out-of-Court Restructurings
We conduct two experiments to analyze the impact of liquidity defaults. First, we exclude cured defaults from our regression sample. The results, reported in columns 1-3
in Table 7 , show that excluding cured defaults reduces the sample size by only 17 observations and has a negligible impact on the results. Second, we exclude defaults that were resolved through out-of-court restructurings, including non-bankruptcy reorganizations and distressed exchanges. The results, reported in columns 4-6 in Table   7 , show that this reduces the sample size by 65 observations, but has little effect on the signs and sizes of the coefficients.
VI. Conclusions
A structural view of default suggests that variations in bond recovery rates may reflect "frictions" such as delays between insolvency and default, jumps in firm value, and cost of default and bankruptcy. Moreover, conditional on default, the empirical relationship between RAD and proxies for the firm's inverse market leverage ratio (IMLR) may be nonlinear. In particular, RAD may increase with favorable proxies for IMLR when these proxies are in the "usual" range, but may be low when these proxies are at "unusually" high levels.
Using a comprehensive dataset on bond recovery rate, we find that firm, industry, and macroeconomic proxies for IMLR are positively and significantly related to RAD, and they help explain over one third of the variations in RAD. The results are consistent with the notion that standard frictions, such as default delays and jumps in corporate valuations, drive RAD below 100 percent. We also find some direct evidence of jumps.
In contrast, we find no evidence that another friction, bankruptcy costs, is a significant determinant of RAD. Finally, we find nonlinearities in the relationship between macroeconomic proxies for IMLR and RAD, with RAD increasing as economic conditions improve from relatively low levels, but decreasing as economic conditions become robust. We argue that these nonlinearities may arise because of the intuitive possibility that firms may be more likely to default because of a jump during particularly robust economic times. Inverse book leverage=assets/debt, profit margin=EBITDA/sale, current ratio=current assets/total assets, term premium=the 7-year Treasury yield less the 3-month Treasury yield, "Number of classes" denotes number of seniority and security classes. Inverse book leverage=assets/debt, profit margin=EBITDA/sale, current ratio=current assets/total assets, term premium=the 7-year Treasury yield less the 3-month Treasury yield, "BBA" denotes Balanced Budget Act of 1997, "Number of classes" denotes number of seniority and security classes. Inverse book leverage=assets/debt, profit margin=EBITDA/sale, current ratio=current assets/total assets, term premium=the 7-year Treasury yield less the 3-month Treasury yield, "BBA" denotes Balanced Budget Act of 1997, "Number of classes" denotes number of seniority and security classes. Inverse book leverage=assets/debt, profit margin=EBITDA/sale, current ratio=current assets/total assets, term premium=the 7-year Treasury yield less the 3-month Treasury yield, "BBA" denotes Balanced Budget Act of 1997, "Number of classes" denotes number of seniority and security classes. Inverse book leverage=assets/debt, profit margin=EBITDA/sale, current ratio=current assets/total assets, term premium=the 7-year Treasury yield less the 3-month Treasury yield, "BBA" denotes Balanced Budget Act of 1997, "Number of class" denotes number of seniority and security classes. 
