Helix-helix packing plays a critical role in maintaining the tertiary structures of helical membrane proteins. By examining the overall distribution of voids and pockets in the transmembrane (TM) regions of helical membrane proteins, we found that bacteriorhodopsin and halorhodopsin are the most tightly packed, whereas mechanosensitive channel is the least tightly packed. Large residues F, W, and H have the highest propensity to be in a TM void or a pocket, whereas small residues such as S, G, A, and T are least likely to be found in a void or a pocket. The coordination number for non-bonded interactions for each of the residue types is found to correlate with the size of the residue. To assess speci®c interhelical interactions between residues, we have developed a new computational method to characterize nearest neighboring atoms that are in physical contact. Using an atom-based probabilistic model, we estimate the membrane helical interfacial pairwise (MHIP) propensity. We found that there are many residue pairs that have high propensity for interhelical interactions, but disul®de bonds are rarely found in the TM regions. The high propensity pairs include residue pairs between an aromatic residue and a basic residue (W-R, W-H, and Y-K). In addition, many residue pairs have high propensity to form interhelical polar-polar atomic contacts, for example, residue pairs between two ionizable residues, between one ionizable residue and one N or Q. Soluble proteins do not share this pattern of diverse polar-polar interhelical interaction. Exploratory analysis by clustering of the MHIP values suggests that residues similar in side-chain branchness, cyclic structures, and size tend to have correlated behavior in participating interhelical interactions. A chi-square test rejects the null hypothesis that membrane protein and soluble protein have the same distribution of interhelical pairwise propensity. This observation may help us to understand the folding mechanism of membrane proteins.
Introduction
Integral membrane proteins play essential cellular roles, including signal transduction, proton pumping, ion transport, and light harvesting. They are abundantly found and account for about [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] % of the open reading frames of a typical genome. 1, 2 Although the transmembrane (TM) region of a helical-bundle membrane protein can be predicted reliably using bioinformatics tools, 1,3 ± 7 knowledge of the three-dimensional structures of membrane proteins is still limited. It has long been recognized that helical-helical interactions play a key role in stabilizing membrane proteins. 8, 9 Dimerization experiments combined with extensive replacement mutagenesis 10 ± 13 and insertion mutagenesis 14, 15 are powerful tools that can de®ne the critical interfacial packing regions on TM helices. Several recent studies further pointed out the importance of tight packing and speci®c residues in facilitating helical association of membrane proteins. 16, 17 For example, residue G is found to be important for helix association in model peptides, 18 in single-pass membrane proteins, 19 and in poly-topic membrane proteins, where it serves as molecular notches for orienting multiple helices and for mediating helix-helix interactions. 16 In addition, side-chains in the TM helices are found to be shorter at helix-helix interfaces. 20 Recent experimental data suggest that speci®c interhelical interactions between basic residues and W residues through cation-pi electron interactions may play an important role in the folding of proteins into membranes. 21 The propensity values of the orientation of amino acid residues at the lipid-protein interface have also been estimated. 22 Here, we aim to provide a comprehensive analysis of packing and interhelical interactions of membrane proteins based on known structures. We seek to answer the following questions: how are voids and pockets in the TM regions distributed? What are the coordination numbers for residues in the TM regions? What are the speci®c interhelical interactions? Do helical membrane proteins pack differently from helical soluble proteins?
A detailed structural characterization of the TM helices is a prerequisite for answering these questions. However, manual inspection of interhelical interactions in the TM region is not feasible because it is dif®cult to clearly identify the interacting atoms from different helices, and this approach does not scale up. A common strategy is to de®ne a cut-off distance and search for all atoms and residues within this distance and count them as contact partners. This has been successfully applied in the analysis of heptad repeat pattern of membrane proteins. 23 The problem with this strategy is that in order to identify all contacting nearest neighbor atoms, a large enough distance will have to be chosen, which may lead to the inclusion of many noncontacting neighbors ( Figure 1 ).
Here, we use a new method based on computational geometry to characterize interhelical interactions of membrane proteins. Our goal is to accurately measure the nearest atomic neighbor in physical contact, without the use of a distance cutoff. Analysis of 14 alpha-helical membrane protein structures indicates that bacteriorhodopsin, halorhodopsin, and rhodopsin are tightly packed, but mechanosensitive channel has extensive voids and pockets in the TM region. Each TM helix, on average, interacts with three to four other helices, and the coordination number of non-bonded interactions for residues in the TM regions is correlated with the size of the side-chain. We found that there are many speci®c interhelical pairwise interactions, which often involve polar atoms and/or a hydrogen bond. Using a simple probabilistic model, we estimate the single residue propensities for the 20 amino acid residue types to be located in a void or a pocket in TM region, and the single residue propensities to be in interhelical contact with another residue from a different helix. The propensities of speci®c residue pairs for interhelical interactions are then estimated using an atom-based probabilistic model, and are summarized by a membrane helical interfacial pairwise (MHIP) contact propensity matrix. The algorithms for calculating membrane interhelical interactions, and the probabilistic models used for calculating the single residue propensities and the MHIP propensities are described in Materials and Methods. After we describe the results of the analysis of 14 membrane protein structures, including details of the high-propensity residue pairs that are preferred for interhelical contacts, we show that interhelical packing is different for membrane proteins and soluble proteins, and we discuss the implications of our ®ndings for understanding the mechanism of membrane protein folding.
Results

Helix-helix interactions
In bacteriorhodopsin, a TM helix packs only with two other TM helices that are consecutive in primary sequence, except the ®rst and the last TM helices. In more complex membrane proteins such as calcium transporting ATPase, a TM helix often packs with three or more TM helices, frequently involving non-sequentially neighboring TM helices (Figure 2a and (b) ). In general, each TM helix typically interacts with three helical partners from the same subunit (Figure 2(c) ), although the number of interhelical partners can be as high as ®ve or more. Alpha helices have dipoles, but we do not observe strong preference for either parallel or anti-parallel orientation. This is consistent with an earlier computational study where it was found that nonspeci®c electrostatic interactions play minimal roles in membrane protein packing. 24 
Voids and pockets in TM regions
We examine the overall distribution of voids and pockets in the TM regions of membrane proteins. Some of the voids and pockets are occupied by ligands or prosthetic groups such as heme and retinal, or by water molecules. These non-protein mol- Figure 1 . Distance cut-off approach. To include all atoms that are contacting nearest neighbors (NN) to the atom in the center of the circle, the radius of the circle, which is the cut-off distance, must be large enough to include the atom labeled NN. However, several atoms that are not contacting nearest neighbors (nonNN) will also have to be included.
ecules play important roles for the functions of membrane protein. How residues in the TM regions pack against ligands and water molecules is an important issue that requires detailed analysis, which is beyond the scope of this paper. Here, we are interested in the packing of peptide chains, therefore all ligands and water molecules are removed before computation. Voids and pockets in the TM regions are identi®ed and measured with a probe radius of 1.4 A Ê using the CAST method. 25, 26 We ®nd that the percentage of residues in the TM regions that is in a void or a pocket ranges from 26 % (1c3w, bacteriorhodopsin) to 98 % (1msl, mechanosensitive channel) (Table 1A) . Bacteriorhodopsin and halorhodopsin are the most tightly packed membrane proteins that have the smallest number of amino acid residues found in voids and pockets. Conversely, mechanosensitive channel (1msl) has almost all of its residues in the TM region (98 %) found in voids or pockets. It is possible that large lateral motions are necessary for the functional role of mechanosensitive ion channel. The abundance of voids and pockets, which are deformable under mechanical forces in the TM regions, is consistent with this possibility. For the majority of the membrane proteins (11 out of 14), about 57 % of the residues in the helical bundles of the TM regions participate in the formation of voids and pockets. For comparison, we also examine voids and pockets in a set of 26 soluble proteins. In soluble proteins, the percentage of residues participating in voids and pockets ranges from $11 % in Rop protein (62 residues, 1gto) to $63 % in monooxygenase (1070 residues in three chains, 1mty). On average, 49 % of the residues in soluble proteins participate in forming voids and pockets.
Which type of amino acid residue is most likely to be located in a void or pocket? We estimate the single residue propensity to be in a pocket or a void for each amino acid residue type (Table 1B) . Residues F, W, and H are more likely to be found in a TM pocket or a void. Aromatic residues, including F and W, form an``aromatic belt'', and are frequently located near the ends of the TM helices, regions not tightly packed. 27 Residue H is frequently found in the active sites and often play important functional role. Residues S, G, A and T are least likely to be found in voids or pockets. These are small, hydrophobic or non-ionizable polar residues and tend to be away from voids or pockets. They are located mostly in well-packed regions of the TM helices. The overall pattern of propensities for being located in a void or a pocket in soluble proteins is similar to that of TM helices. The exceptions are residues R and Y, which have higher propensities in soluble proteins to be in a void or a pocket, and residues E and G, which have lower propensities. 
Number of helical partners
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Coordination numbers of non-bonded interactions
The non-bonded atomic contacts among residues in the TM regions re¯ect van der Waals and hydrogen bonding interactions. Here, we measure the number of atomic contacts for each residue in the TM region of membrane proteins and in soluble proteins. Because of potential uncertainty in the original atomic coordinates, a number count of atomic contacts may provide a more robust measure of interactions than a numerical value such as volume overlaps, although an algorithm exists that calculates such parameters. 28 We term this contact number``coordination number of nonbonded interactions''. Figure 3 (a) and (b) show the non-bonded, interresidue coordination numbers per residue for each residue type in TM regions of membrane proteins and in soluble proteins. The residues are arranged on the x-axis in ascending order of the number of atoms in the side-chain. The coordination number increases with the size of the residue in both types of proteins. For both membrane and soluble proteins, small residues such as G, A, S and T, have lower median coordination numbers, whereas large residues, such as W, Y and F, have the highest median coordination numbers. This suggests that bulkier residues have more total non-bonded contacts. However, when normalized by the number of atoms in the side-chains, the coordination number decreases with residue size (Figure 3 (c) and (d)). Smaller residues, such as G and A, have the highest median coordination numbers on a per atom basis in both membrane and soluble proteins. The overall patterns of coordination numbers for both TM helices and soluble proteins are rather similar, except for residues P and S. Proline seems to have a higher per atom median coordination number in membrane proteins than in soluble proteins. This is expected, because in soluble proteins proline is often found in turns. Serine has higher median coordination number per atom in TM helices than in soluble proteins. It is packed more tightly than abundantly found hydrophobic residues V, I, L and M. In soluble proteins, residues V, I, L and M all have more per atom contacts than S. These data indicate that although larger residues have more non-bonded total contacts with other residues, the smaller residues are often located in a tightly packed regions in both membrane and soluble proteins, and have on average more nonbonded interactions for each atom.
Single residue propensities for interhelical interaction
Which residue type is most likely to participate in interhelical contacts? For membrane proteins, the single residue propensity values of each residue to participate in interhelical contacts are close to 1.0, where residue M has the highest propensity (1.17) and residue R the lowest propensity (0.78) (Figure 4 ). In contrast, the propensity values for interhelical contact in soluble proteins have a wider range, with residue W of the highest value (1.32) and residue P of the lowest value (0.62). For soluble proteins, the hydrophobic and aromatic residues (W, C, L, F, Y, M, I, and V) commonly found in protein cores have higher propensity for interhelical contacts. Polar and ionizable residues (D, E, Q, S, K, and T), as well as helix breakers (G Table 1 . Amino acid residues in the transmembrane regions and P), are less likely to participate in interhelical contacts. The lack of simple correlation between propensity values for residues in membrane proteins and in soluble proteins, and the different patterns in the range of propensity values perhaps re¯ects the constraints from different environments of solvent and lipid membranes.
Pairwise interhelical contact
Any contact point between two helices involves at least two residues, one from each helix. The single residue propensity for interhelical interactions cannot capture any packing interaction that depends on the partner residue on the other helix. Here, we consider the pairwise interhelical interactions. Since we can choose two residues from 20 amino acid types with replacement allowed, there are 210 possible pairs of residues. Only 203 of them are observed from a total of 4,144 contacting residue pairs, with 18,991 atomic interhelical contacts, or $4.6 atomic contacts per interacting pair in the small set of 14 membrane proteins. Residue pairs D-D, D-C, D-Q, C-Q, C-K, K-K, and Q-Q are never observed to be in interhelical contacts. The data set of soluble proteins was constructed for comparison, and is also of limited size. Here, we observed all 210 residue pairs from a total of 32,659 atomic contacts.
Residue pair C-C is an example of rarely observed interacting residue pairs in a membrane protein. In soluble proteins, disul®de bonds formed between C-C residue pairs play important roles in maintaining protein stability. In contrast, the C-C pair is observed only once in all 14 membrane proteins, where there are in total 341 atomic contact pairs involving a C residue. It seems that disul®de bonds are less prevalent in membrane proteins and do not play important roles in maintaining the stability of the TM helical bundle. 
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The overall distributions of the relative frequencies of the interacting residue pairs, i.e. the number of observed occurrences of a speci®c pair of interacting residues divided by the total number of all pairs of residues, is shown in Figure 5 and Table 2 . The residue pairs are arranged along the x-axis in ascending order of frequency. The overall patterns of the frequency of pairwise interhelical contacts are similar for membrane proteins and soluble proteins. The top 20 residue pairs account for about 40 % of all residue pairwise contacts in both membrane and soluble proteins. Eleven out of these 20 pairs are identical for both data sets:
, and G-L, seven of which contain L. For soluble proteins, the top 20 residue pairs also include six residue pairs containing one or two polar or ionizable residues: L-R, K-L, E-R, and R-Y. These residue pairs, however, are not frequently seen in membrane proteins. In summary, 20 or so residue pairs dominate interhelical interactions for both membrane and soluble proteins, with roughly half of them common to both membrane and soluble proteins.
MHIP propersity values
For a given residue in the TM region, which residue types are mostly likely to have interhelical contacts with it? We estimate the pairwise propensities for interhelical interactions for all residue pairs using a simple probabilistic model. The estimated values (Table 3) are odds ratio, namely, the ratio of the observed frequency of interhelical atomic contacts between a speci®c type of residue pair against the frequency expected if the pairs of interacting atoms are drawn independently and randomly from the same set of residues. As an example, the G-H pair has an odds ratio of 3.1. This means that the observed frequency of atomic contacts from a G-H residue pair on two helices is 3.1 times what would be expected if the two contacting atoms happen to be from a Gly residue and a His residue when picked randomly and independently. The residue pair L-T has a propensity of 0.6, indicating that it is less likely to ®nd contacting atoms from L-T residue pairs on two helices than would be expected from random sampling. For comparison, helical interfacial pairwise propensity values for soluble proteins are also estimated ( Table 4 ). The list of number count for each type of residue pair is provided as Supplementary Material.
Residue pairs with high propensity
For membrane proteins, there are ®ve frequently observed residue pairs (F-F, 1.7, F-W, 1.4, F-M, 1.4, Table 2 . Observed frequence (%) for the top 20 interacting pairs F-G, 1.3, and A-M, 1.7) with high MHIP propensity values. Each pair accounts for more than 1.1 % of all interhelical contacts, far more than would be expected (1/210 0.48 %) if interhelical contacts were distributed evenly among the possible 210 residue pairs. Four of these contain the F residue, which is abundantly found in helices. The hydrophobic and bulky side-chain of an F residue ef®-ciently packs with non-polar and aromatic residues in membranes, often producing multiple interhelical atomic contacts. In addition, as residues commonly found at the membrane-solution interfaces, 29 ± 31 W and Y residues have higher propensity to interact with residues similarly enriched in the membrane-solution interfaces: 30 W with R and H, Y with K. Polar residue S has a high propensity to form self-pairs (S-S, 4.4), and to interact with M residues (S-M, 1.9). Another polar residue, T, has a high propensity to interact with H residues. For soluble proteins, the top 14 high-propensity residue pairs that each accounts for 1.1 % or more interhelical contacts are:
, L-W (1.5), A-I (1.5), A-F (1.6), F-V (1.5). These are rich in hydrophobic residues (L, A, I, V, and F) commonly found in protein cores.
Some residue pairs occur less frequently, yet their pair-propensity values are higher than what would be expected from random sampling. For those high-propensity pairs that each account for less than 0.3 % of all pairwise contacts, there are 
Polar-polar interactions
To examine the physicochemical nature of helical interactions, we analyze the details of interhelical contacts. We ®rst examine interactions between polar-polar atoms, which are de®ned here conveniently as N and O atoms, and S atom in the thiol groups of C residues. For all 210 possible types of residue pairs, polar-polar atomic contacts are observed for 152 types of residue pairs in membrane proteins and 160 types in soluble proteins. There are 745 and 1617 pairs of polar-polar atomic contacts in membrane and soluble proteins, respectively. These polar contacts account for roughly the same fraction (4 %) of all atomic contact pairs in both soluble and membrane proteins. There are 572 interhelical contacting residue pairs with polar-polar atomic contacts in membrane proteins, 124 of them belong to the 22 types of residue pairs that have high propensity for polar-polar interhelical interactions. The total number of contacting residue pairs is 4,144, including polar-polar, polar-non-polar, and non-polar-non-polar contacts. Therefore, there is roughly one polar-polar atomic contact for every six contacting residue pairs in membrane proteins (4,144/745 5.6) and one polar-polar atomic contact for every 4.5 contacting residue pairs in soluble proteins (7,284/ 1.617 4.5). Because there are N and O atoms in the peptide bond of hydrophobic residues, it is possible to observe atomic polar contacts between hydrophobic residues such as G-V, although they appear very rarely. The majority of atomic polar-polar contacts involve polar and ionizable residues.
Because there are only a few polar atoms for each residue, atomic polar-polar contacts are observed far less frequently than non-polar-nonpolar interactions, and the estimation of interhelical contact propensity of polar-polar atoms is subject to signi®cant sampling errors due to the small sample size. Nevertheless, the propensity values (Table 5) 
), Q-R (3.3), S-S (2.8), H-Q (2.8), N-Q (2.5), E-R (2.4), Q-S (2.3), R-R (2.3), G-H (2.2), Q-Y (2.2), E-N (2.2), N-S (2.0)
, and H-T (1.9)) than in soluble proteins (three residue pairs with 189 observed atomic contacts: D-R, 2.7, H-H, 2.5, D-K, 2.3). Polar-polar interactions in soluble proteins are mostly re¯ec-tions of salt-bridge interactions between ionizable amino acid residues. In membrane proteins, saltbridge interactions also exist, but there are many high-propensity pairs that contain only one ionizable residue. Polar residues such as S, T, Y, N, and Q contribute most to interhelical polar-polar atomic contacts. Many such polar-polar atomic contacts represent interhelical H-bondings between residues buried in a hydrophobic membrane environment. These polar interactions may play important roles for the interhelical recognition between TM helices.
Non-polar-non-polar interactions
Because of the abundance of hydrophobic residues in the TM regions, non-polar-non-polar atomic interhelical contacts are observed frequently, and they account for 69 % of all atomic pairwise contacts. This is similar to soluble proteins, where non-polar-non-polar contacts account for 65 % of all interhelical atomic interactions. Frequently observed residue pairs with high propensity for non-polar-non-polar interactions are: A-P (3.7), A-M (2.8), H-W (2.7), G-W (2.4), G-F (2.4), F-F (2.2), I-I (2.0), T-V (1.9), F-M (1.9), F-W (1.8), G-L (1.8), A-F (1.8), A-I (1.8), each accounts for > 0.5 % of total interhelical atomic contacts. Residue G has no side-chain, and tends to form interhelical non-polar contacts with bulky aromatic residues (W, F and Y). Sterically, they ®t well between two helices. For the G-W residue pair, the C and C a atoms of residue G are often found in contact with the aromatic ring of residue W. In fumarate reductase from E. coli (1fum), the aromatic ring of W86 on helix II is positioned on top of two glycine residues from helix IV (G18 and G21) (Figure 6(a) ). In subunit III of bovine cytochrome c oxidase (1occ), W242 from helix VII interacts with two G residues (G170, helix V and G211, helix VI, Figure 6(b) ). Another example of G-W interactions is found in rhodopsin (PDB 1f88, Figure 6 (c)), where G121 from helix III interacts with aromatic ring of W265 from helix VI. The pattern of non-polar-non-polar interactions between residue G and aromatic residues is common in membrane proteins, but is rarely seen in soluble proteins. Soluble proteins have a different set of frequently observed residue pairs with high interhelical contact propensity values for nonpolar-non-polar interactions. Only F-M, A-F, and A-I are high propensity pairs frequently seen in both membrane proteins and soluble proteins.
Backbone contacts
Interactions between backbone atoms (i.e. O, N, C and C a atoms) are rare. Compared with soluble proteins, membrane proteins may have more backbone-backbone interactions (2.8 % of all atomic contacts versus 1.1 % in soluble proteins). Such interactions usually involve small amino acid residues. The only residue pair that shows a high MHIP propensity value (3.0) with a non-trivial number of observations is the G-G pair (76 contacts observed). This con®rms results from a previous study where glycine was shown to play important role in providing the closest contact point for helixhelix interactions. 16 In soluble proteins, G-G is also the only pair that has high propensity (2.3) for interhelical interactions through backbone with total 20 backbone-backbone atomic contacts. 
Discussion
Statistical analysis of residue contacts
Empirical statistical analysis of residue-residue interaction have long been usefully applied to study a variety of problems, including protein folding, protein threading, and protein-protein interactions. 36 ± 42 Derived from databases of protein structure, they can capture broad information about the speci®c protein environment of amino acid residues. Similar to these empirical potentials, the MHIP reported here is also empirically derived from a database of membrane protein structures. However, there are two characteristics that distinguish MHIP from other residue-residue potentials. First, MHIP is strictly about immediate nearest neighbors that are in physical contact. Although, strictly, contact potentials have been used widely in lattice simulations, 40 they are dif®-cult to derive from real protein structures. Unlike residue-residue potential, any atoms that are one layer of atoms away are not considered, and therefore in MHIP there is no distance dependency, and no atoms are considered beyond the ®rst contact layer in residue-residue correlation. Two atoms are in contact only if their Voronoi cells intersect and only if at least part of the intersecting Voronoi interface plane is contained within the two atoms. These strict criteria dictate that there will not be a third atom in the way of the ®rst two atoms that are recorded to be in contact. Second, the pairwise propensity is estimated from an atomic model instead of a residue model. Each residue is not represented by a single point, and the size information of each residue is encoded explicitly in the random model. In addition, the random model used for odds-ratio calculation is constructed combinatorically, and the probability of atomic contact in the random model is given analytically. This eliminates the need for extensive numerical randomization tests. Like any other empirical potentials derived from ®nite size systems, MHIP values between two different residue pairs may not be fully independent. 40 However, we expect MHIP does not suffer signi®cantly from chain-length dependence, since we are examining interfacial contacts between different TM helices, which are all of similar lengths. In addition, MHIP does not suffer from composition bias because the random model used for odds-ratio calculation is of the same set of amino acid residues in the TM helices. It is hoped that MHIP estimates can provide more discriminating information about helix packing.
Comparison with other studies of membrane protein packing
The packing of helical membrane proteins has been analyzed in several previous studies. Using the method of occluded surface (OS), 43 Eilers et al.
17
analyzed internal packing of helical membrane proteins. Despite of the differences in the methodology and the data sets, in several cases our data con®rm their earlier results. For example, mechanosensitive protein is found to be the least wellpacked membrane protein in both studies, and both studies ®nd residue P to be well packed in membrane proteins. Based on analysis of four polytopic membrane proteins, Javadpour et al. 16 found that residue G plays an important role in facilitating helical packing. It has high propensity for helix-helix interactions and is rarely found in voids. We ®nd that residue G has a high coordination number on a per atom basis (Figure 3(b) ), and has one of the smallest values of the single residue propensity to be located in a void or a pocket of the TM region (Table 1B) . These are consistent with results reported by Javadpour et al.
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In addition, the coordination number per atom for the 20 amino acid residues reported in Figure 3 (b) closely resembles the normalized occurrence at the helix interface. 16 
Correlating MHIP profiles
The behavior of interhelical interactions for a speci®c type of amino acid residue is determined by the 20 values of its MHIP propensity, one for each type of amino acid residue located on a neighboring helix. These values represent the residuespeci®c pro®le for interhelical contacts, and can be represented as a 20-dimensional vector X. Let m 1 , m 2 and s 1 , s 2 be the means and standard deviations of the MHIP vectors X 1 and X 2 of residue type 1 and type 2, respectively. The correlation coef®cient:
measures how well residue type 1 and residue type 2 are correlated globally in participating interhelical interactions across the board with all 20 types of residues. The strongest correlation (r 0.74) is found between residues N and Y (Figure 7(a) ), and the strongest anti-correlation (r À 0.61) is found between residues F and Y (Figure 7(b) ).
To further examine the pro®les of interhelical pairwise interactions of residues, we plot the correlation coef®cient values of residue N and Y to each of the 20 amino acid residue types in Figure 7(c) , respectively. Here the r values on the y-axis are plotted against the 20 residue types, which are arranged along the x-axis in ascending order of their side-chain volumes. The r values of N and Y closely track one another, indicating that their packing behavior is similar in the TM regions. Figure 7(d) shows the pro®les of correlation coef®-cients of residues F and Y. Except for a few residues, the pro®les of correlation coef®cients of residue F and residue Y are strongly anticorrelated.
We can further group the 20 types of amino acid residues by their r values. Figure 8 shows the clustering of the 20 amino acid residues using the cri-terion of correlation by hierarchical clustering. As an exploratory tool for data analysis, hierarchical clustering can reveal interesting and informative grouping patterns of the data, 44 although an accurate and robust analysis of the data requires more detailed statistical modeling (see Zhang et al. 45 for an example where statistical resampling is used to assess the reliability of clusters identi®ed from hierarchical clustering). In this Figure, residues that are correlated in their MHIP propensity values to the 20 residue types are grouped together. Among residues clustered together, K and M both have a long unbranched side-chain that differs in size by only one atom. C and S are grouped together, and both have unbranched residues of the same size, the difference is an S atom versus an O atom. T and V both have branched side-chains and are of the same size. Similarly, both E and L have branched side-chains, P and W both have ring structures. In summary, the pattern of clustering by correlation suggests that residues similar in side-chain branchness, cyclic structures, and size tend to be correlated in participating interhelical interactions.
Glycophorin A and engineered GCN4 leucine zipper
Glycophorin A (GpA) and engineered GCN4 leucine zipper peptide (GCN4-LZ) are two wellstudied model systems that have provided much insight about the association of the TM helices of membrane proteins. 46 ± 49 The modes of helical packing found in these two systems may be representative of other membrane proteins. For example, the packing mode of GpA may be shared by synaptobrevin II, 50 the mode of GCN4-LZ may be representative of phospholamban, 51, 52 M2 proton channel, 52 as well as bacteriorhodopsin, 54 photosynthetic reaction center, 55 and cytochrome c oxidase. 56 It is therefore important to characterize helical packing in these two model protein systems.
Do helices in GCN4-LZ pack differently from helices in GpA? In engineered GCN4 leucine zipper proteins, 47, 48 the two helices are in coiled-coil association as seen in the soluble GCN4 leucine zipper, and are tightly wrapped around each other. In glycophorin A, the TM helices associate to form a stable dimer. Their packing appears to Author to supply involve a less extensive contact surface, because the two helices adopt a splayed con®guration. 49 Based on the con®guration of the helical backbones, it seems that TM helices in GCN4-LZ pack more tightly than helices in GpA.
We assess the packing ef®ciency between the TM helices of GCN4-LZ and GpA by measuring the numbers of interhelical contacts per residue and per atom in both proteins. For the 16 residues of the TM region of the GpA dimer and the 16 central residues of GCN4 leucine zipper, the number of interhelical contacts per residue for GpA and GCN4-LZ is 5.3 and 6.0, respectively. Because leucine zipper uses bulkier amino acid residues for interhelical interactions, the average number of atoms per atom participating in the interhelical contact is 1.6 for GCN4 and 1.5 for glycophorin A. This suggests that packing ef®ciency is very similar for the two motifs represented by GpA and GCN4-LZ. Therefore, speci®c residue packing may play more important roles in these two proteins than the generic effects of packing ef®ciency.
Do membrane proteins pack and fold differently from soluble proteins?
Helical membrane proteins share the same alpha helical up-down bundle topology with many soluble proteins. As shown in previous studies, they also often share the same packing motifs such as the abcdefg heptads found ®rst in soluble coiled-coil proteins. 23 However, the distributions of packing density for individual amino acid residue type are different for membrane proteins and soluble proteins. 16 Several pieces of evidence gathered in this study further suggest that interhelical pairwise interactions in membrane proteins are different from interactions in soluble proteins. First, disul®de bonds formed by two contacting cysteine residues play important roles in maintaining the stability of soluble proteins and are frequently observed, but they rarely occur in the TM regions of membrane proteins. Second, after adjustment of background composition by comparing log oddsratio, helices in membrane proteins and soluble proteins do not share common residue pairs with a high degree of helical interfacial pairwise propensity. Third, the pattern of interhelical atomic contacts between polar atoms is very diverse in membrane proteins, including pairs between ionizable residues (salt bridges), ionizable residue and polar residue, as well as polar-polar residues. In contrast, interhelical atomic contacts of polar atoms are exclusively found in residue pairs of two ionizable residues (salt bridges) in soluble proteins. Fourth, packing between backbone atoms, e.g. between residues G-G seems to be more common in membrane proteins than in soluble proteins. Finally, a chi-square test rejects the null hypothesis with a P-value of 0.00002 that the two matrices of helical interfacial propensity values for membrane proteins (Table 3 ) and soluble proteins (Table 4) are drawn from the same underlying probability distribution (chi square 302.2, df 207).
The ®nding that membrane proteins pack differently from soluble proteins may have important implications in understanding the mechanism of membrane protein folding. According to the twostage model of membrane protein folding, 8 hydrophobic helices are ®rst inserted into the membrane to form independently stable TM helices. These TM helices then associate laterally through speci®c interactions between TM helices to form the tertiary structure. Recently, a detailed Monte Carlo simulation 57 of the folding kinetics of a C-alphabased two-helix bundle fragment of bacteriorhodopsin in membrane 9 showed that TM helices do not pre-assemble in the solution phase. Rather, they ®rst became completely embedded in the membrane phase horizontally without interhelical contacts, then became vertically oriented and gain in packed tertiary structure. A critical assumption in this computational study is that the modi®ed Lennard-Jones 10-12 potential has different values in the membrane region and in the solution region. This assumption is crucial and determines the mechanism of protein insertion across the membrane, and the difference between the potentials in the two regions controls the amount of tertiary structure formation outside the membrane. The difference in structure-derived empirical potential such as the helical interfacial propensity values between membrane proteins and soluble proteins lend support to this assumption.
Summary
We have developed a novel computational approach to analyze contacting nearest neighbor atoms. On the basis of an atom-based probabilistic model, the pairwise propensity values for interhelical interactions in the TM region are estimated for residue pairs. Our results indicate that there are many speci®c pairwise interactions in the TM helices. These often involve a diverse pattern of polar-polar atomic interactions. Our results suggest that membrane proteins and soluble proteins have different interhelical interactions, and this observation may help us to understand the folding mechanism of membrane proteins.
Materials and Methods
Membrane and soluble protein data The 14 membrane proteins used in this study are: cytochrome c oxidase from Paracoccus dentri®cans (PDB accession number: 1ar1), 58 Thermus thermophilus (1ehk) 59 and Bos taurus (1occ), 60 cytochrome bc1 complex from B. taurus (1be3), 61 photosynthetic reaction center from Rhodopseudomonas viridis (1prc), 53 bacteriorhodopsin (1c3w), 54 halorhodopsin (1e12), 62 rhodopsin (1f88), 63 fumarate reductase¯avoprotein from Escherichia coli (1fum), 64 and Wolinella succinogenes (1qla), 65 glycerolconducting channel (1fx8), 32 potassium channel (1bl8), 64 calcium-transporting ATPase (1eul), 33 and mechanosensi-tive ion channel (1msl). 65 The two structures of prokaryotic cytochrome c oxidase from P. dentri®cans and T. thermophilus have low-sequence identity ($21 %), and are both included. Two structures of fumarate reductasē avoprotein subunits (PDB accession numbers: 1fum and 1qla) with low sequence identity are also included. All loops in the soluble regions are manually removed, leaving only the alpha helices that span the TM regions.
Determining the exact boundaries of the TM regions is a dif®cult task even when structures are available. 68 Javadpour et al. 16 assigned the TM regions based on the position of basic and acidic residues. Senes et al. 68 used short 18-residue windows for the analysis of sequences of TM helices. None of these approaches is error-free under all circumstances. Here, we are interested in assessing the interhelical interactions and the packing of TM helices as a whole in integral membrane proteins, and we use the simple de®nition of the TM helices from the secondary-structure assignment.
A set of soluble alpha-helical proteins was also constructed for comparison with the membrane proteins. It consists of 31 X-ray structures (PBD accession numbers: 1a0b, 1a17, 1aue, 1b3u, 1cun, 1dkx, 1dow, 1e2a, 1evs, 1ez3, 1ezf, 1few, 1®o, 1gnw, 1gto, 1gux, 1he1, 1le4, 1mty, 1pbv, 1qgh, 1qgr, 1qjb, 1qkr, 1qsa, 1qsd, 1qu7, 1quu, 1vlt, 256b, 2mhr). These proteins all consist of 50 % or more alpha helix and have negligible amount of beta strands. After manually removing the connecting loops, there are a total of 288 unique helices in the data set. We exclude ®ve soluble proteins (PDB accession numbers: 1a17, 1b3u, 1qgr, 1qkr, 1qsa) from void analysis because they contain interacting helices that form voids and pockets of large global length scale, preventing a meaningful comparison with pockets found in membrane proteins.
Computation of voids, pockets and interhelical contacts
There are two aspects in studying the packing of membrane proteins. 69 First, there are un®lled spaces in the TM regions, namely the voids and the pockets that are not occupied. There are well-developed computational methods for the identi®cation and measurement of voids and pockets, including the CAST program 25, 70 (http://cast.engr.uic.edu), which are used in this study. Second, there are non-bonded atomic contacts or volume overlaps between residues. We describe below the computational approach used for characterizing such atomic contacts.
The main components of our approach are geometric constructs derived from the coordinates of the protein, namely, the Voronoi diagram, the Delaunay triangulation and the alpha complex (Figure 9(a), (b) and (c)). 25,71 ± 73 A similar approach has been applied to the study of packing in soluble proteins. 69 To illustrate, Figure 9 (a) shows a two-dimensional molecule formed by a collection of disks of uniform size. The Voronoi diagram is also shown in Figure 9 (a). Each Voronoi cell is de®ned by its boundaries, shown as broken lines. Every Voronoi edge is a perpendicular bisector of the line between two atom centers. Each Voronoi cell contains one atom, and every point inside a Voronoi cell is closer to this atom than to any other atom. Three connected Voronoi edges meet at a Voronoi vertex. Another geometric construct, the Delaunay triangulation ( Figure 9(b) ) is mathematically dual to the Voronoi diagram, and can be explained by the following procedure. For each Voronoi edge, connect the corresponding two atom centers with a line segment, and for each Voronoi vertex, place a triangle spanning the three atom centers of the three Voronoi cells. Completing this for all Voronoi edges and Voronoi vertices gives a collection of line segments and triangles. Together with the vertices representing atom centers, they form the``Delaunay complex'', which is the underlying structure of Delaunay triangulation. Now we remove all Delaunay edges (or line segments) where the two atoms have no two-body volume overlaps (Figure 9(c) ). When two atoms are spatially very close, the balls representing the two atoms intersect, and these two atoms have non-zero, two-body volume overlap. When three atoms are spatially very close, they intersect and have non-zero, three-body volume overlap. We further remove all Delaunay triangles where the three
