We assessed the positioning accuracy of GNSS-Acoustic (GNSS-A) measurement using a slackly moored buoy. A key feature of real-time buoy-based GNSS-A measurement is that positioning must be performed via single ranging from an arbitrary observation position and encompassing the drifting range of the buoy. In this study, slack-line mooring was employed to resist strong Kuroshio current of up to 5.5 knots in the Nankai Trough. During a year-long sea trial, the buoy drifted within a circle of~4000 m radius, which is much larger than the dimension of a seafloor transponder array. In the sea trial, more than 500 successful regular and on-demand ranging measurements were obtained at various observation positions. The results show that the horizontal positioning accuracy (2σ) of the array for single ranging was 46 cm when the buoy was inside the array and 97 cm when it was outside the array. These accuracies are comparable to those achieved through single ranging in traditional ship-based surveys at the same site. In addition to the distance dependency, we observed directivity in the accuracy, depending on the geometry between an observation point and seafloor transponders. To interpret the accuracy degradation and directivity as a function of observation position, we calculated error ellipses using a dilution-of-precision (DOP) analysis procedure for GNSS-A positioning. The error ellipses clearly illustrate that the variance in array positions is large in the line-of-sight direction from an observation point to the array center. We translated the error ellipses to positioning accuracies using the standard deviation of travel time residuals when an array position is estimated using all pings. The positioning accuracy resulting from the translation corresponded to that obtained using array positions in a buoy observation. The DOP analysis results and their translation into positioning accuracies enabled a detailed assessment of the directional accuracy of GNSS-A positioning at an arbitrary observation position, which is important for realtime measurement of seafloor movement in the event of a huge earthquake.
Introduction
In subduction zones, large earthquakes occur in offshore areas and often generate disastrous tsunamis. Monitoring seafloor crustal movements in such areas during earthquakes is important for detecting tsunami generation and assessing the risks of subsequent ruptures. The GNSSAcoustic (GNSS-A) technique, pioneered by the Scripps Institution of Oceanography, can precisely measure the displacement of seafloor benchmarks by combining kinematic GNSS positioning with underwater acoustic ranging (Spiess, 1985; Spiess et al. 1998) . Since the 2000s, several research groups have been working on GNSS-A observation and have obtained numerous scientific results for the area around Japan, among others. For example, interseismic seafloor crustal movements have been found to constrain the slip deficit rate along the Nankai Trough (Tadokoro et al. 2012; Yokota et al. 2016; Yasuda et al. 2017) , off the northeastern coast of Japan (Fujita et al. 2006; Sato et al. 2011a; Sato et al. 2013) , and in the Okinawa Trough (Chen et al. 2017) . Sato et al. (2011b) and Kido et al. (2011) detected coseismic displacements of the Tohoku earthquake (Mw 9.0) that reached magnitudes of more than 20 m near the Japan Trench. After the Tohoku earthquake, post-seismic deformations in and around the source area were also measured by Watanabe et al. (2014) and Tomita et al. (2017) and revealed the dominance of viscoelastic relaxation (Sun et al. 2014) . However, it took approximately 20 days to obtain the first GNSS-A measurement after the Tohoku earthquake because most research vessels were occupied with rescue tasks. In addition, the typical frequency of a GNSS-A campaign survey during an interseismic period is only a few times per year.
To overcome these limitations, several attempts have been made to build a semi-permanent sea surface platform for continuous GNSS-A measurement and transmission of the data obtained to a land-based station. Chadwell et al. (2016) demonstrated the use of a Wave Glider that autonomously traveled more than 300 miles and carried out campaign GNSS-A observations at three sites in the Cascadia subduction zone. Around Japan, especially in the Nankai region, the sea current is too strong for a Wave Glider to be kept under control; a mooring system is needed instead. Moored Global Positioning System (GPS) buoys have been developed to monitor wave heights and tsunamis using real-time kinematic GPS positioning (Kato et al. 2000; 2011; Terada et al. 2015) or an on-site real-time precise point positioning (PPP, Zumberge et al. 1997 ) technique (Terada et al. 2013 ) along the Pacific coast of Japan. Kato et al. (2018) implemented a GNSS-A system for one of the moored buoys and began experimental measurements. Takahashi et al. (2014) developed a mooring system for seafloor crustal movement and tsunami monitoring and conducted a 3-month sea trial in 2013, 100 km from the Kii Peninsula, at a depth of 3000 m. This mooring system was a prototype for our research. Improvements were made to the whole system and specifically to the GNSS-A component that processes the data obtained and transmits the results automatically via satellite link. Subsequent sea trials were conducted for 5 months in 2014 and for the full year of 2016 Fukuda et al. 2017) . Kido et al. (2018) reported preliminary GNSS-A results from the latest sea trial mentioned above and discussed the difficulty of GNSS-A measurement on a widely drifting buoy. The sea trials were conducted as part of the Strategic Innovation Program (SIP), in which the target positioning accuracy was approximately 1 m, which is the detectable level of fault movement of a disastrous M8-class earthquake. Although the typical repeatability of a campaign GNSS-A measurement with a controlled ship position is 5-10 cm (e.g., Kido et al. 2006; Tomita et al. 2015) , a target accuracy of 1 m is a challenge with an uncontrollable buoy and with only a single ping or a few pings. This is because a slackly moored buoy moves around within a roughly circular area of nearly 4 km radius from the array center, in response to winds and currents. The drift of the buoy causes the following two problems in GNSS-A positioning. First, measurements far from the array center have a poor resolution (Kido, 2007) . Second, measurements from different positions prevent the elimination of the effect of uncertainty in the array geometry (Kido et al. 2006) . As reported by Imano et al. (2015) , the array positions estimated using continuous observation data in our second trial (for 4 months in 2014) were clustered by approximately 4 m, depending on the buoy position, because of the excessive uncertainty in the array geometry at that time. In contrast, Kido et al. (2018) achieved drastically improved accuracy (less than 1 m at 2σ) using the simultaneous geometry determination algorithm proposed by Honsho and Kido (2017) and accumulated ship-based three campaign data. However, Kido et al. (2018) mainly described the technical issues in GNSS-A systems on a buoy; they did not much discuss accuracy assessment of these systems. Furthermore, a latter portion of the time series of the data was unavailable due to instrument trouble.
In this paper, analysis procedures for GNSS-A data are first described, and a GNSS-A system for use with a moored buoy is then briefly introduced. Next, the series of observations used in this study, obtained from campaign surveys conducted using a research vessel and continuous measurements on the buoy, are described in detail. Array positioning results are presented for the full-time series, including the period for which data are missing in Kido et al. (2018) . These latter results were obtained using data from a backup instrument. We introduce a new method for assessing GNSS-A positioning accuracy for our survey conditions and describe how the degradation of positioning accuracy depends on the geometry between an observation point and seafloor transponders (PXPs).
Observations and methods

Observation system and site location
A schematic illustration of our buoy system is shown in Fig. 1 , focused on the GNSS-A part. The concept is to carry out continuous/on-demand observations, triggered by a command given via satellite link. The buoy was designed to be moored at deep ocean and in a strong current area because a huge earthquake (~Mw8) along the Nankai Trough is expected to occur in such a region. To resist the strong current, with a maximum speed of approximately 5.5 knots, we adopted a slack mooring technique (Ishihara et al. 2012 ) using a cable 4700 m long, i.e., much longer than the depth (3000 m). The slack ratio, which is the ratio of the total length of the cable to its depth, is 1.57 in this system, which results in a drifting rage of up to 4 km. The buoy system is described in detail by Takahashi et al. (2017) , and the GNSS-A component is described in detail by Kido et al. (2018) .
Six PXPs for GNSS-A were installed in 2012 on a small terrace on the landward slope along the Nankai Trough, at a depth of approximately 3000 m and a distance of 100 km from the Kii Peninsula (Fig. 2a) . Although the minimum required number of PXPs is three, we employed six PXPs to greatly improve the positioning accuracy achieved, as discussed later, and to help in evaluating possible spatial sound speed variation in a campaign survey due to the Kuroshio current. The area is known as the Kuroshio region, and the current speed in this region reaches 5.5 knots, which is suitable for torture testing. From a scientific point of view, the site is close to the trough axis and is expected to be sensitive to whether ruptures reach the axis, as with the 2011 Tohoku earthquake, and to possible mega splay faults.
GNSS-A measurement and analysis
A GNSS-A observation system consists of a sea surface platform that is equipped with GNSS antennas, a gyro sensor, and an acoustic transducer, together with three or more PXPs aligned in a triangle or a square on the seafloor. The basic steps in GNSS-A data processing are as follows: (1) kinematic GNSS analysis for positioning of the antenna on the surface platform; (2) translation of the GNSS antenna position into a transducer position at the time of transmission and reception of acoustic signals based on the platform attitude and pre-measured antenna-transducer configuration; (3) acoustic signal processing for picking round-trip travel times; (4) calculation of a sound speed profile from the sea surface to the Fig. 1 Schematic illustration of GNSS-A seafloor positioning using a slackly moored buoy system. The buoy is moored with an anchor (approximately 6 tons) using a sufficiently longer rope (4700 m) than the depth (3000 m) near the center of the PXP array, which consists of six PXPs aligned in a triangle. A sequence of GNSS-A observations is carried out automatically at preset intervals (11 shots/week) or on demand from a land-based station. At the end of a measurement sequence, the data are transmitted to the land-based station via Iridium satellite communication Imano et al. Progress in Earth and Planetary Science (2019) 6:56 seafloor based on expendable bathythermograph (XBT)/ conductivity, temperature, and depth (CTD)/expendable CTD (XCTD) measurement and extrapolation; and (5) inversion of all of these data to determine the positions of the transponders and the temporal sound speed variation. We adopted a two-step approach to GNSS-A positioning consisting of two survey types proposed by the Scripps Institution of Oceanography (Spiess et al. 1985) . The first type is a "moving survey" in which a surface platform is moved around and across the transponder array, gathering round-trip times with various incident angles and directions. The positions of the individual transponders, and hence the geometry of the array and its initial position, are determined through this type of survey. The second type of survey is a "point survey" in which round-trip times are measured at a fixed point (typically just above the array center). The array is assumed to be rigid, with the geometry determined from a moving survey, and the horizontal displacement of the array with respect to the initial position is estimated. In most cases, the vertical displacement is not determined because it is in trade-off relation with sound speed change. In the analysis, the sound speed change is represented by the nadir total delay (NTD), which is the effective delay in travel time normalized with respect to the vertical path. Assuming that a sound speed structure is laterally stratified, we determine the horizontal array position and temporal change in NTD for each ping by minimizing the difference between observed and synthetic travel times. In the case of an observed position not being fixed, as in the case of a moored buoy, the accuracy of the initial determination of the array geometry is crucial . Therefore, we employ a method proposed by Honsho and Kido (2017) in which the data obtained from multiple moving surveys are processed simultaneously to determine an array geometry and its initial position reliably, as well as the time-varying NTD, represented by a finite number of bi-cubic B-spline functions. We then estimate the horizontal array position in terms of the east-west (EW) and north-south (NS) components (x, y) and the NTD dt for each ping as three unknowns, q = (x, y, dt), according to the method used by Kido et al. (2006; 2008) . We define a residual dT k between synthetic and observed round-trip travel times, normalized with respect to the incidental angle θ k for the k th PXP, as follows:
where T k is a round-trip travel time between a surface transducer position r and the k th seafloor PXP position p k and f is a function that yields a synthetic travel time by ray-tracing between r and p k , assuming that the sound speed structure is horizontally stratified, using a reference sound speed profile V 0 (z). The observation 
We can calculate horizontal array positions relative to the pre-determined array position by minimizing P K k¼1 dT 2 k . Although a minimum of three travel times are required to solve for the unknowns for each ping, we determine the array position only when all six PXPs respond simultaneously, to minimize the effect of uncertainty in the pre-determined array geometry. The reference sound speed profile V 0 (z) is based on XBT/XCTD measurements, using the Munk profile (Munk, 1974) for the deeper portion. Details of the observations and data are provided in the following section.
Determination of array geometry
To determine an array geometry for our study site, we carried out three campaign GNSS-A observations using a research vessel, in June 2014, June 2016, and December 2016, for the purpose of individual PXP positioning. Figure 3 shows the data distributions of all the campaign observations. The three campaigns obtained 4558, 3746, and 10535 travel times in total. Details of each campaign are shown in Additional file 1: Figure S1 . Travel time data during one of the campaigns are shown in Additional file 1: Figure S2 as an example.
Applying the simultaneous estimation algorithm for multiple campaigns proposed by Honsho and Kido (2017) to all of the ship-based campaign data collected as described above, we successfully determined individual PXP positions (i.e., the array geometry and initial array position). In the analysis, sound speed variation (NTD) was represented by cubic spline functions with a 250-s interval, which adequately captured short-term fluctuations in the ocean. The positions obtained are listed in Table 1 . As shown in Additional file 1: Figure S3 , the observed NTD variations (colored dots) were synchronized among the PXPs and well represented by the modeled NTD variations (black lines); one standard deviation of the observed NTDs from the model was generally0
.07 ms for the three campaigns, which was slightly larger than but comparable to the values presented by Honsho and Kido (2017) . Therefore, we consider that the time variation of sound speed and the PXP positions were estimated as accurately as Honsho and Kido (2017) . This indicates that the PXP positions were determined precisely. The estimation errors associated with the PXP positions were approximately 1 cm and approximately 1.6 cm for the horizontal and vertical components, respectively. The estimation errors are likely to be underestimated because possible modeling errors are not taken into account (Honsho and . However, we confirmed that uncertainty associated with the array geometry does not have a great effect on the array positions, as described in the following section.
Array positioning for buoy observation
In continuous observation using the moored buoy system, GNSS-A measurements were carried out once a week from December 2015 to December 2016. A set of measurements consisted of 11 successive acoustic ranging at 65-s intervals. In addition to the regular measurements, on-demand measurements were also performed. Fifty-three regular measurements and 55 on-demand measurements were conducted. Most of the on-demand measurements were conducted when the buoy was inside the array (Additional file 1: Figure S4 ).
The buoy was equipped with two sets of GNSS systems so that each could serve as a backup for the other. One was an MB-One receiver module (Trimble) with a GNSS antenna (ANT30001R, NAVCOM). The other was a sigma-Q receiver (JAVAD) with four Gr-Ant3 antennas that also measured attitude at 2.5 Hz using a four-antenna array. We used the data from the MB-One system primarily for the GNSS-A analysis. The MB-One internally processed the data, performing a PPP-based analysis, at 10 Hz using Trimble CenterPointRTX service during each GNSS-A measurement. The nominal accuracy of the CenterPointRTX is approximately 4 cm in the horizontal direction. Carrier-phase data from GPS/GLONASS satellites were recorded in a logger at a 2-Hz sampling rate, not only during GNSS-A measurement but also throughout the mooring observation period (December 2015 -December 2016 . Attitude data from the JAVAD system were missing after 17 October 2015 because of a hardware problem. Additional file 1: Figure S5a shows all of the attitude data collected until October 17, and Additional file 1: Figure S5b shows a selected set of measurements obtained over a short time interval (approximately 14 min). There are two peaks at 3-4 s in pitch and roll and 30-50 s in a heading, pitch, and roll (Fig. 5c ). The former corresponds to the characteristic period of pitching and rolling of the moored buoy. The latter originates in the interaction of long-period ocean swell and the tense tether line of the buoy. For backup of the GNSS gyro described above, a MEMS gyro sensor (MTi-G, Xsens) was mounted to measure angular velocity and linear acceleration at a 20-Hz sampling rate. We estimated the attitude of the buoy from the Xsens data, using the method proposed by Honsho et al. (2015) . For the regular and on-demand acoustic measurements, the total number of shots amounted to 1188 (=(53 + 55) × 11) pings in total. In the real-time processing, travel times were selected automatically onboard by cross-correlating the transmitted and recorded acoustic waveforms and selecting a peak of the correlogram for each PXP, as described by Kido et al. (2018) . Although pseudo peaks produced by sea surface multipaths were automatically removed, the algorithm cannot remove double multipaths (reflection at both transmission and reception). Therefore, we manually reselected travel times for such a case after retrieval of the buoy. After the reselection, we selected 527 × 6 = 3162 travel times for array positioning up to 19 December 2016. The travel times selected exceeded a noise threshold of a correlogram peak (the value of the cross-correlation coefficient, 0.4) and instances when all six PXPs simultaneously responded to a ping.
Applying the method described by Kido et al. (2006) , which is represented by Eqs. (1) and (2), to the mooring observation data obtained as described above, we estimated horizontal array positions relative to the array geometry determined as described in the previous section. We usually measure the sound speed profile at each campaign survey. However, the figures of the profiles do not change drastically, and bending of acoustic ray paths can be regarded unchanged. Only averaged temporal change through the water column is estimated as the NTD, which is sufficient to correct travel times. Buoy-based observation inherently has no chance to make a XBT casting, and therefore, we used a reference sound speed profile obtained in campaign 2 (Additional file 1: Figure S1 ) for the buoy-based survey, which can be validated for the reason described above. Figure 4 shows a map of buoy positions and a map view and time series of the estimated array positions for each ping. The track during the mooring period is indicated by gray lines in Fig. 4a , and the positions of regular and on-demand measurements are indicated by solid circles. Most of the time, the moored buoy was on the circumference of a circle with a radius of approximately 4 km whose center was at the anchor point. Note that the anchor point is approximately 500 m from the array center. Conditions permitting GNSS-A measurements inside the array occurred in January, March, and April of 2016. In addition, on-demand measurements had to be conducted concurrently with the ship-based campaign survey in June and December of 2016. The timing of these intensive on-demand measurements is indicated by gray arrows in Additional file 1: Figure S4 .
Results
Array positions
In Fig. 4b-d , array positions determined when the buoy was inside the array are plotted in red, and those determined when the buoy was outside the array are plotted in blue, the latter corresponding to the ping positions shown in Fig. 4a . One hundred and four ping positions were inside, and 423 were outside. We expressed the accuracy of array positioning by the standard deviation (2σ) of the estimated array positions from the initial position, ignoring the steady-state displacement near this site (approximately 4 cm/year, according to Yasuda et al. 2017) because it is quite small relative to the target accuracy. The positioning accuracies in the horizontal direction inside and outside the array using the buoy system were 46 cm and 97 m, respectively (Table 2) . Comparison with array positions using ship-based observation data
There expected a couple of factors that possibly degrade the accuracy of the buoy-based survey than ship-based survey. For example, the buoy swings much faster than a ship; the buoy survey employed real-time kinematic PPP analysis while the ship-based survey usually employs differential analysis to the onshore station by post-processing. To compare the accuracies of buoy and ship-based observations, we also estimated array positions using data collected in the three campaigns, as mentioned previously in the section on individual PXP positioning. To compare the accuracies of the two types of observations, we used ping data obtained only when all six PXPs responded, whereas all of the ping data were used for individual PXP positioning. Using this approach, 1497 and 361 array positions were estimated using the campaign data collected inside and outside the array, respectively. The positioning accuracies achieved inside and outside the array using a research vessel were approximately 40 cm and approximately 1.5 m, respectively ( Fig. 5 and Table 2 ). These results indicate that the positioning accuracy achieved using the buoy system was almost the same as that achieved using a research vessel. Figure 6 shows the deviations in the estimated array position relative to the initial position, using error bars for individual observation points. The lengths and orientation of the error bars correspond to the deviations, on the scale indicated in the panel. We can clearly see that the positioning accuracy is worse outside the array for both the buoy data and ship data. We also found that the orientations of the error bars were roughly consistent with the line-ofsight directions from observation positions to the array center. This can be interpreted to mean that the trade-off between array position estimation accuracy and sound speed change estimation accuracy is great in the line-of-sight direction from an observation position. Imano et al. (2015) showed that uncertainty associated with a pre-determined array geometry produces an uneven systematic error (up to 5 m) in the array positioning at a specific observation point. However, no such systematic pattern is evident in Fig. 6 . This indicates that the uncertainty in the array geometry was sufficiently small. The degradation of array positioning accuracy seems to be simply caused by the positional relation between an observation point and the PXP positions, as noted by Kido et al. (2018) . We discuss this issue in detail in the following section.
Discussion
Definition of DOP of GNSS-A positioning
Kido (2007) quantitatively evaluated the degree of propagation of data error (e.g., error in sea surface platform position or travel times) as a function of observation positions, using a "condition number" defined using a Jacobian of a linearized observation equation. This approach was also employed by Kido et al. (2018) in analyzing buoy data. However, this approach only explains the degradation of the horizontal component of array positioning. To evaluate the degradation separately in the EW and NS directions, we employed the dilution-of-precision method (DOP, Langley, 1999) which is traditionally used to examine GNSS positioning accuracy. Recently, it has also been applied to underwater positioning (e.g., Taraldsen et al. 2011 ).
We applied DOP to GNSS-A positioning to evaluate the accuracy of unknown parameters that depend on the geometry between an observation point and PXP positions, based on Langley (1999) . Equation (2) can be rewritten with a non-dimensionalized Jacobian as follows:
where
and V 0 is an arbitrary reference sound speed employed for non-dimensionalization. We obtained the partial derivative of f k with respect to x and y using the approach presented by Honsho and Kido (2017) . The covariance of δq with an estimation error σ is as follows:
and D xx , D yy , and D dtdt are scaling factors of the degradation in estimation of the EW, NS, and time delay components. The degradations in array positioning in the horizontal, EW, and NS components are defined as follows (Kaplan and Hegarty, 2006) :
We computed EDOP, NDOP, and HDOP as a function of an observation point using our array geometry, shown in Additional file 1: Figure S6 . A large DOP value corresponds to degraded positioning accuracy, indicating difficulty in distinguishing each component of an array position component from the delay due to the temporal variation of sound speed. We also examined the case of three PXPs (Additional file 1: Figure S7) , which is the minimum number required for GNSS-A positioning. Because the case of three PXPs has no redundancy, a mathematically indefinite position (HDOP is singular) appears outside the array for horizontal positioning. In this region, there is a full tradeoff between the array position and sound speed variation. This underscores the importance of a redundant PXP layout, especially for observations from uncontrollable moored buoys.
Additional file 1: Figure S8 shows that the covariances (D xy and D yx ) in Eq. (8) are large through the entire drifting range of the buoy. Therefore, it is not appropriate to assess the degradation of positioning accuracy using only the variances (D xx and D yy ) shown in the definitions of DOP in Eqs. (9) to (10). To take the covariances into account, we calculated error ellipses at each observation position by diagonalization of a 2 × 2 matrix whose elements are D xx , D xy , and D yy in Eq. (8). We defined a matrix of diagonalized DOP D as follows:
where λ 1 and λ 2 are the lengths of the major and minor axes of the error ellipses, respectively. A map view of the error ellipses using the diagonalized DOP shown in Fig.7 has two characteristics: (1) the error ellipses outside the array are larger than those inside the array, and (2) the error ellipses are headed in the direction from an observation position to the array center. This is consistent with the characteristics of the estimated array positions shown in Fig. 6 , indicating that the observed array position errors mainly arise from propagated random data errors according to the positional relationship as the DOP predicts.
Synthetic testing
In the previous section, we described how we compared the deviation bars of actual observed data (Fig. 6) with error ellipses by means of an analytical approach using the diagonalized DOP (Fig. 7) . The DOP-based ellipses directly evaluate the propagation of errors in travel time that follow the Gaussian distribution. On the contrary, actual observation should be affected by nonGaussian errors: discrete travel time misreading and vertical GNSS uncertainty. Therefore, we carried out intensive numerical synthetic tests to examine the behavior of such non-Gaussian errors. We prepared observation positions at 100-m intervals on the sea surface within a region approximately 5 km square, centered at the array center (101 × 101 grids), and travel times were calculated between the grid points and each of the six PXPs, the actual geometries of which are listed in Table 1 . Random data error was taken into account, as well as error in selecting the sidelobe in the correlogram (− 0.1, 0, and + 0.1 ms in even probabilities) for travel time and vertical GNSS uncertainty (0.1 m in the Gaussian at 2σ) for the antenna or transducer position. The horizontal GNSS error does not need to be examined because it propagates directly into the array positions without amplification (Kido et al. 2006) . Synthetic testing was performed 1000 times for each observation position, resulting in different errors in each test. We calculated error ellipses by principal component analysis using the array positions obtained from synthetic testing for comparison with the error ellipses calculated using the analytical approach described in the previous section. The obtained error ellipses are in good agreement with those from diagonalized DOP-based analysis (Fig. 8) , indicating realistic non-Gaussian errors practically behave as the synthetic Gaussian errors. This supports the use of diagonalized DOP for assessment of the accuracy of GNSS-A positioning.
Translation of DOP into positioning accuracy
The use of DOP permits the assessment of positiondependent accuracy and even the directional nature of the accuracy achieved for a single ranging in buoy-based GNSS-A measurement. However, DOP quantities indicate relative accuracy or directional ratios and cannot directly characterize absolute accuracy. By numerically comparing the DOP-based accuracy results with the synthetic test results obtained as described in the previous section, the DOP quantities can be translated into absolute accuracies.
DOP and positioning accuracy are linearly related for each component, with a scaling factor σ (Kaplan and Hegarty, 2006) . The horizontal positioning accuracy (1σ) is defined using the diagonalized DOP D as follows:
Once σ is given, the directional accuracies σ 1 and σ 2 for the major and the minor components, respectively, are calculated in the same manner as is σ H :
We estimated the scaling factor σ from the buoy observation data (527 pings). This scaling factor is an estimation error common to GNSS-A positioning for all pings. The scaling factor is a common residual multiplied by a sound speed V 0 for the purpose of nondimensionalization in Eqs. (5) and (6) when a horizontal array position is estimated simultaneously by minimizing P I i¼1 P K k¼1 dT 2 k;i . We set V 0 to a typical sound speed, Figure 9 shows that the horizontal positioning accuracy (2σ) calculated using Eq. (13) almost corresponds to the one calculated using array positions from buoy-based observations. The latter is larger than the former when HDOP is less than 2. This is probably because of errors in the estimated array positions resulting from model errors, such as horizontal variation in the sound speed structure. On the other hand, the latter is smaller than the former when HDOP is approximately 5. These accuracies were calculated using array positions obtained from intensive observation during campaign 3. Therefore, there is a possibility that the data or model errors were smaller during this observation period than during other observations. However, we have demonstrated that the translation described previously provides an estimate of the positioning accuracy using only an array geometry and an observation point, once a value for σ is calculated using all pings.
As described above, we can easily translate diagonalized DOP into positioning accuracy. The advantage becomes especially obvious for separate directional estimates of σ 1 and σ 2 . It is clear that the positioning accuracy of GNSS-A measurements should be determined considering directional characteristics, depending on the observation point. Although GNSS-A measurement is performed under severe conditions, such as outside the array, we can derive considerable information concerning seafloor displacement from estimated array positions.
Conclusions
We have assessed the horizontal positioning accuracy of GNSS-A observations for a slackly moored buoy near the Nankai Trough, using data obtained from regular and on-demand measurements over the course of a year. The data obtained from three ship-based observation campaigns were used to determine the array geometry precisely and were also analyzed for comparison of the array positions determined to those determined using the buoy observation data. Because the buoy drifted a significant distance from the array center, the accuracies were classified into two categories, based on whether the observation position was inside or outside the PXP array. The positioning accuracies obtained for a single measurement using a buoy and a research vessel inside versus outside of the array were 0.46 versus 0.97 m and 0.39 versus 1.5 m, respectively. This indicates that buoybased measurement has the potential to be comparable in quality with ship-based measurement. Estimated array positions have two notable characteristics: the accuracy is degraded outside the array, and the deviation of array positions is large in the direction of the line of sight from an observation point to the array center. These characteristics were identified by means of DOP analysis, which uses the geometry between an observation point and PXP positions to calculate error ellipses. Error ellipses can illustrate and quantify the anisotropy in accuracy in both buoy-and ship-based data. To confirm the applicability of the assessment of positioning accuracy using error ellipses for an arbitrary observation point, we performed numerical synthetic testing of error propagation over the entire area of the drifting range of the buoy. The error ellipses calculated using array positions in the synthetic tests exhibited patterns quite similar to those of the error ellipses obtained by the DOP analysis approach. Error ellipses can be translated into positioning accuracies using a scaling factor that is the common standard deviation of residuals of travel time when an array position is estimated using all pings. We obtained the common standard deviation of the residuals of the travel times, 0.098 ms, and confirmed that the positioning accuracy predicted by the translation corresponded to that calculated using array positions from buoy-based observations. The error ellipses obtained from DOP analysis and the positioning accuracy obtained by translation of the error ellipses determined using the standard deviation of travel time residuals enable a detailed assessment of the accuracy, including the directional accuracy of buoy-based GNSS-A data immediately after an earthquake.
Additional file
Additional file 1: Figure S1 . Chart table of three observation campaigns for individual PXP positioning. Each set of observations consists of moving and/or point survey data. Figure S2 . Time series of round-trip traveltimes obtained during moving and point surveys in Campaign 2. The traveltimes between the transducer and the PXPs are indicated by colored dots. Figure S3 . Individual PXP positioning results.
The colored dots and black lines indicate the observed and modeled NTD, respectively. Figure S4 . Time series of round-trip traveltimes obtained during continuous observation using a moored buoy. The dots, representing the traveltimes, are color coded in the same way as in Additional file 1 Figure S2 . 
