Introduction
In this article we consider the following boundary value problem (1.1)
where [a ij ] is an m × m real symmetric matrix satisfying the following ellipticity condition
for some λ > 0. In (1.2), I m stands for m × m identity matrix and G is a Carnot group of step k (see, Definition 2.1). The central position of such Lie groups in the analysis of the hypoelliptic operators introduced by Hörmander in his famous paper [23] was established in the 1976 work of Rothschild and Stein on the so-called lifting theorem, see [36] . Here, our aim is to obtain the pointwise gradient estimate for weak solutions to (1.1) upto the non-characteristic portion of the boundary under certain(minimal) regularity assumptions on [a ij ], f i , g, h and the boundary ∂Ω.
The fundamental role of such borderline regularity results in the context of elliptic and parabolic 1 equations is well known. Fr instance, these results play an important role in the analysis of nonlinear PDE's. By using the well established theory of singular integral in the setting of Heisenberg group, interior Schauder estimate has been studied in many articles, see [11, 12, 37, 42, 22, 31, 41] . In 1981, D. Jerison in his famous works [24, 25] , addressed the question of Schauder estimate at the boundary for the horizontal Laplacian in the Heisenberg group H n . Jerison divided his analysis in two parts, according to whether or not the relevant portion of the boundary contains so-called characteristic points (see Definition 2.9 below). At such points the vector fields that form the relevant differential operator become tangent to the boundary and thus one should expect a sudden loss of differentiability, somewhat akin to what happens in the classical setting with oblique derivative problems. In fact, Jerison proved that there exist no Schauder boundary estimates at characteristic points! He did so by constructing a domain in H n with real-analytic boundary that support solutions of the horizontal Laplacean ∆ H u = 0 which vanish near a characteristic boundary point, and which near such point possess no better regularity than Hölder's. On the other hand he established Schauder estimates at the non characteristic portion of the boundary.
Very recently in [3] , by suitably adapting the Levi's method of parametrix, Baldi, G. Citti and G. Cupini established Γ 2,α type Schauder estimate for non-divergence form operators upto the non-characteristic portion of a C ∞ boundary in more general Carnot groups, see Theorem 1.1 in [3] . Subsequently in [4] , by employing an alternate approach based on geometric compactness arguments, the authors showed the validity of Γ 1,α boundary Schauder estimate for divergence form operators as in (1.1) above when boundary is C 1,α regular and when a ij , f i ∈ Γ 0,α , h ∈ Γ 1,α , g ∈ L ∞ see Theorem 1.1 in [4] . We note that such compactness arguments has its roots in the fundamental works of Caffarelli as in [9] and is independent of the method of parametrix. In this article, we consider a similar framework as in [4] and prove the horizontal continuity of the gradient under weaker assumptions on the coefficients and the domain and when the scalar term g belongs to the scaling critical Lorentz space L(Q, 1) with Q being the homogeneous dimension of the Carnot group G. For the precise notion of the function space L(Q, 1), we refer the reader to Definition 4.1.
Finally in order put our results in the right perspective, we note that in 1981, E. Stein in his visionary work [39] showed the following "limiting" case of Sobolev embedding theorem. Theorem 1.1. Let L(n, 1) denote the standard Lorentz space, then the following implication holds:
∇v ∈ L(n, 1) =⇒ v is continuous.
The Lorentz space L(n, 1) appearing in Theorem 1.1 consists of those measurable functions g satisfying the condition ∞ 0 |{x : g(x) > t}| 1/n dt < ∞.
Theorem 1.1 can be regarded as the limiting case of Sobolev-Morrey embedding that asserts
Note that indeed L n+ε ⊂ L(n, 1) ⊂ L n for any ε > 0 with all the inclusions being strict. Now Theorem 1.1 coupled with the standard Calderon-Zygmund theory has the following interesting consequence.
Theorem 1.2. ∆u ∈ L(n, 1) =⇒ ∇u is continuous.
The analogue of Theorem 1.2 for general nonlinear and possibly degenerate elliptic and parabolic equations has become accessible not so long ago through a rather sophisticated and powerful nonlinear potential theory (see for instance [18, 26, 27, 28, 29, 30] and the references therein). The first breakthrough in this direction came up in the work of Kuusi and Mingione in [28] where they showed that the analogue of Theorem 1.2 holds for operators modelled after the p-laplacian. Such a result was subsequently generalized to p-laplacian type systems by the same authors in [29] .
Since then, there has been several generalizations of Theorem 1.2 to operators with other kinds of nonlinearities and in context of fully nonlinear elliptic equations, the analogue of Theorem 1.2 has been established by Daskalopoulos-Kuusi-Mingione in [16] . We also refer to [1] for the boundary analogue of the regularity result in [16] and also to the more recent work [8] for similar borderline regularity results in the context of normalized p-Laplacian. We note that the main idea in order to establish such end point gradient continuity estimates is to employ the modified Riesz potential defined as follows.
In fact, one estimate the L ∞ norm of the gradient as well as a certain moduli of continuity estimate in terms of such modified Riesz potential. Then the continuity of the gradient follows from the fact that
Q, 1) and q < Q, for the details, see [16, Theorem 1.3] . Here, we will follow a similar approach to prove our main result Theorem 1.3 below. In order to state the main theorem, we introduce a few relevant notations. Given an open set Ω ⊂ G and a point p 0 ∈ ∂Ω, for a given τ > 0 we set
where B(p 0 , τ ) is defined as in (2.22) below. Our main result can be stated as follows.
Theorem 1.3.
Let Ω ⊂ G be of class C 1,Dini and p 0 ∈ ∂Ω be such that for some τ > 0 we have that the set S τ consists only of non-characteristic points . Let u ∈ W 1,2 loc (W τ ) ∩ C(W τ ) be a weak solution to (1.1), with a ij , f i , g and h satisfying the following hypothesis:
Moreover we also assume that the uniform ellipticity condition as in (1.2) holds. Then ∇ H u is continuous in W τ /2 , and moreover for any p, q ∈ W τ /2 , we have the following estimate:
where d(·, ·) is defined by (2.18) and W is a modulus of continuity given by (3.87).
The article is organized as follows. Section 2 consists of some basic definitions and elementary results that will be used in the proof of Theorem 1.3. Section 3 is devoted to the proof of our main result Theorem 1.3. In Section 4, we collect some relevant results concerning rearrangements and equivalent characterizations of Lorentz space in the Carnot groups setting.
Basic definitions and results
In this section we have given some of the basic definitions concerning the Carnot group, modulus of continuity of functions etc. and some of its properties that will be used throughout the article. In the last part of this section, some known regularity results also has been presented which will be needed in the proof of Theorem 1.3. Most of the definitions related to the Carnot group have been taken from [4] . Therefore, quite often we will be referring to [4] for the details. Let us start by defining the Carnot group. Definition 2.1. Given k ∈ N, a Carnot group of step k is a simply-connected real Lie group (G, •) whose Lie algebra g is stratified and k-nilpotent. This means that there exist vector spaces g 1 , ..., g k such that
(
Note that for the case k = 1, the group is Abelian and we are in the Euclidean situation. Here g 1 is called the horizontal layer of g and its bracket-generates the whole Lie algebra g. We assume that a scalar product ·, · is given on g for which the g ′ j s are mutually orthogonal. We let m j = dim g j , j = 1, . . . , k, and denote by (2.1)
For simplicity in the notation from here onwards we will denote m = m 1 . In view of the simply connectedness of G, it is well known that the exponential map exp : g → G is a global analytic surjective diffeomorphism, for the details see [40, 13] . We will use this global chart to identify the point p = exp ζ ∈ G with its logarithmic preimage ζ ∈ g. Now, we will define the translations and dilations available in Carnot groups. Using the group law • we can respectively define the left-and right-translations in G by an element p ′ ∈ G as follows:
Given a function f : G → R, the action of L p ′ and R p ′ on f is defined by:
A vector field X on G is called left-invariant (or right-invariant) if for any f ∈ C ∞ (G) and any
In order to define the dilations in a Carnot group G, we assign the formal degree j to the j-th layer g j of the Lie algebra. Then we define a family of non-isotropic dilations ∆ λ : g → g by
where for every χ = χ 1 + ... + χ k ∈ g, with χ j ∈ g j , j = 1, . . . , k. Next, we consider a one-parameter family {δ λ } λ>0 in the group G by
Here, we use the lifting property of the exponential mapping to lift (2.3). The dilations are group automorphism, that is, for any p, p 0 ∈ G and λ > 0 we have
The homogeneous dimension of G with respect to the dilations (2.4) is given by
Note that the bi-invariant Haar measure dp on G and {δ λ } λ>0 satisfy the following relation
In the case of k > 1 the number Q in (2.6) is strictly bigger than the topological dimension N of G. Such number plays an important role in the analysis and geometry of G, see [19] . Given a function f : G → R, we define
and the action of {δ λ } λ>0 on a distribution T ∈ D ′ (G) is defined as follows:
A vector field X on G is called homogeneous of degree κ if for every f ∈ C ∞ (G) one has
Now, we want to introduce the Horizontal Laplaceans on Carnot groups. First, we consider a family {X 1 , . . . , X m } of left-invariant vector fields on G by letting for j = 1, ..., m and p ∈ G (2.9)
where {e 1 , . . . , e m } are orthonormal basis of g 1 and dL p is the differential of L p . Note that, the vector fields {X 1 , . . . , X m } form a basis for the horizontal sub-bundle H of the tangent bundle T G. Given a point p ∈ G, the fiber of H at p is given by (2.10)
We define the action of X j on a function f ∈ C ∞ (G) by the Lie derivative
In this article we will assume that G is endowed with a left-invariant Riemannian metric with respect to which the system {X 1 , ..., X m } given by (2.9) above is orthonormal. Given a function f ∈ C ∞ (G), we define its horizontal gradient as follows:
That is, the projection of the Riemannian connection ∇ of G onto the horizontal bundle H . We also have
In view of (2.11) and the properties of the dilations {δ λ } λ>0 , we find that the following holds.
Lemma 2.3. The left-invariant vector fields X j defined by (2.9) are homogeneous of degree κ = 1 for every j = 1, ..., m.
At this point we would also like to mention that, if X ⋆ j denotes the formal adjoint of X j in L 2 (G), then X ⋆ j = −X j , see [19] . Definition 2.4. The horizontal Laplacean associated with an orthonormal basis {e 1 , ..., e m } of the horizontal layer g 1 is the left-invariant second-order partial differential operator in G defined by (2.14)
where {X 1 , ..., X m } are as in (2.11) above.
Here note that every horizontal Laplacean is homogeneous of degree κ = 2, that is, for every f ∈ C ∞ (G) one has
Furthermore, in view of the assumptions (i) and (ii) in the Definition 2.1, it is clear that the system {X 1 , ..., X m } satisfies the finite rank condition
consequently, by Hörmander's theorem [23] the operator ∆ H is hypoelliptic. However, when the step k of G is > 1 this operator fails to be elliptic at every point p ∈ G.
2.1. Gauge pseudo-distance and Haar measure. In a Carnot group there exists a leftinvariant distance d C (p, p 0 ) associated with the horizontal subbundle H , see for instance [5, 35] and Chapter 4 in [21] . A piecewise
We define the horizontal length of α as ℓ H (α) = T and the metric
is called the gauge pseudo-distance. We can always extend this metric to a full Riemannian metric in R N so that its volume element is the Lebesgue measure L. By Chow's theorem [6] , any two points can be connected by a horizontal curve, which makes d C a metric on R N . The Carnot-Carathéodory ball of radius R centered at a point p 0 is defined as follows: Let ||·|| denote the Euclidean distance to the origin in g.
The function p → |p| G is called the non-isotropic group gauge and satisfies for any λ > 0
Here |p| = |p| G . The gauge pseudo-distance in G is defined by
The function d(p, p 0 ) has the following properties: First for any λ > 0
Next by Proposition 4.28 in [21] , there exist universal constants
Finally as a consequence of (2.20), the following pseudo-triangle inequality holds for d:
for all p, p 0 , p ′ ∈ G, and a universal C 0 > 0, see for instance [20] . Now we define the metric and the gauge pseudo ball centered at p with radius R
respectively. When the center is the group identity e, we will write B C (R) and B(R) instead of B C (e, R) and B(e, R). Now, we denote |E| = E dp the Haar measure of a set E ⊂ G. Note that ω C = ω C (G) = |B C (1)| > 0 and ω = ω(G) = |B(1)| > 0, and hence for every p ∈ G and R > 0,
Lemma 2.5 ( [35] ). For every connected Ω ⊂⊂ G there exist C, ε > 0 such that
where d R (x, y) is the left-invariant Riemannian distance in G and p, p 0 ∈ Ω.
2.2.
Homogeneous polynomials and the Folland-Stein Hölder classes. We define analytic maps
For p ∈ G, the projection of the logarithmic coordinates of p onto the layer g j , j = 1, . . . , k, are defined by
where (
are the horizontal coordinates of p and the sets {e j,1 , . . . , e j,m j }, j = 1, . . . , k, are a fixed orthonormal basis of the j-th layer g j of the Lie algebra g. Whenever convenient we will omit the dependence in p, and identify p with its logarithmic coordinates
For simplify the notation let (2.27)
Furthermore, we write
In this case, we will write z = (x, y), see [20] . For every j = 1, ..., k we assign a multi-index
Now we consider the monomial ξ
We can then form a multi-index I ∈ (N ∪ {0}) N :
where N is as in (2.1). We define
and we call d(I) the homogeneous length of I. Given I as in (2.28), consider the monomial z I given by
Identifying p ∈ G with its logarithmic coordinates z, note that the function f (p) = z I is homogeneous of degree κ = d(I). Definition 2.6. A homogeneous polynomial in G is a function P : G → R which in the logarithmic coordinates z = (x, y) can be expressed as
where b I ∈ R. The homogeneous degree of P is the largest d(I) for which the corresponding b I = 0. For any l ∈ N ∪ {0} we denote by P l the set of homogeneous polynomials in G of homogeneous degree less or equal to l.
The space P l is invariant under left-and right-translation. In the logarithmic coordinates, the elements of P 1 are expressible as
Now, we recall the intrinsic Hölder classes Γ κ,α introduced by Folland and Stein, see Section 5 in [19] and especially [20] see also Chapter 20 in [7] .
We define the semi-norm
Given κ ∈ N, the spaces Γ κ,α (Ω) are defined inductively: we say that
Note that for any λ > 0
We now introduce the relevant notion of Taylor polynomials.
Definition 2.8. Suppose p ∈ G, κ ∈ N ∪ {0}, and f is a function whose derivatives X I f are continuous functions in a neighborhood of p for |I| ≤ κ. The left Taylor polynomial of f at p of weighted degree κ is the unique P ∈ P κ such that X I P (e) = X I f (p) for |I| ≤ κ.
2.3.
The characteristic set. We start with an open set Ω ⊂ G which belongs to a class C 1 that is, for every p 0 ∈ ∂Ω there exist a neighborhood U p 0 of p 0 , and a function
At every point p ∈ ∂Ω ∩ U p 0 the outer unit normal is given by
where ∇ denotes the Riemannian gradient.
where H p 0 is as in (2.10). The characteristic set Σ = Σ Ω is the collection of all characteristic points of Ω. A boundary point p 0 ∈ ∂Ω \ Σ is called non-characteristic boundary point. 
Suppose that Ω ⊂ G and f : Ω −→ R is a given function. Then we define the modulus of continuity of f as follows:
We say that the function f is Dini-continuous if
Similarly, for a vector valued function (f 1 , f 2 , · · · , .) : Ω −→ R m we define the modulus of continuity as follows: 
Definition 2.12. Given α > 0, we say that the modulus of continuity Ψ is α decreasing if for any t 1 , t 2 ∈ (0, R 0 ] satisfying t 1 ≤ t 2 , we have
2.5. Some known results. The first result of this subsection is the extension lemma. This will be used in the proof of the compactness lemma below. We have taken it from [4] , see also page 14 [32] .
Lemma 2.13 (Lemma 4.1 [4] ). Let k 0 ∈ N be a fixed integer and let Ω be a
Proof. This can be done as follows. Letp = Φ(p) be the C k 0 ,β local diffeomorphism that straightens the portion S 1 of ∂Ω. In fact, Φ can be locally expressed in logarithmic coordinates as
We set v(p) = f • Φ −1 (p) and we denote by (x ′ ,x m ,ỹ) the logarithmic coordinates ofp. The function v is now defined forx m ≥ 0. Then, we define the extension of v to the region {x m < 0}
by the classical method of extension by reflection in the following way
, where the constants c 1 , c 2 and c 3 are determined by the system of equations (2.39)
see e.g. p. 14 in [32] . Having constructed V we now define the extensionf of f by setting
It is easy to see that the extension functionf ∈ Γ k 0 ,β (B 1 (p) ∩ Ω) and the following bound holds
This completes the proof of the Lemma.
Next, we recall the following smoothness result at the non-characteristic portion of the boundary, see Theorem 3.5 [4] . Theorem 2.14. Let A = [a ij ] be a symmetric constant-coefficient matrix. Assume that Ω be a C ∞ domain, and let u ∈ L 1,2 loc (Ω) ∩ C(Ω) be a weak solution of (1.1) with f i , g ≡ 0. Let p 0 ∈ ∂Ω be a non-characteristic point and assume that for some neighborhood W = B R (p 0 , r 0 ) of p 0 , we have that u ≡ 0 in ∂Ω ∩ W . Then there exists an open neighborhood V of p 0 depending on W and Ω and a positive constant
Next, we state a Hölder continuity result near a C 1,Dini non-characteristic portion of the boundary that is direct consequence of the results in [14] .
Proof of main result
Proof of main Theorem 1.3 follows in many steps. The first step is to establish the compactness theorem. In the proof of the compactness lemma we need the following result which is known as Caccioppoli type inequality. This type of inequality has variant applications in the PDE's. So we are presenting it as an independent result.
(Ω), Q < 2q and there is an R > 0 such that B 2R (p) ⊂ W 1 , then the following estimate holds:
for some universal C(Q, λ).
Proof. Let φ be a smooth cut off function such that φ ≡ 1 in B(p, R) and vanishes outside B(p, 2R). Now by taking η = φ 2 u as a test function in the weak formulation, we obtain the following equality
where f = (f 1 , . . . , f m ). Now, by applying Cauchy Schwartz inequality and the fact that
By subtracting off the second integral in the right hand side of (3.2) from the left hand side in (3.2), we obtain that the desired conclusion follows by using bounds on φ and also by using the fact that φ ≡ 1 in B(p, R).
Our next result is the compactness Lemma 3.2, which states that if the coefficients a ij in (1.1) are very close to the constant matrix in certain norm and the other data are sufficiently small then the solutions of (1.1) can be approximated by a sufficiently smooth functions. In fact, by the solutions of uniformly elliptic equation with constant coefficient.
Compactness lemma.
Lemma 3.2. Suppose that (1.2) hold. Assume that for a given p 0 = e ∈ ∂Ω the set S 1 be noncharacteristic, and that in the logarithmic coordinates W 1 is given by {(x, y) | x m > ψ(x ′ , y)}, where ψ ∈ C 1,Dini , and
Here, the constant C > 0 is a universal constant, whereas C ⋆ can be taken as that in the estimate (2.40) in Lemma 2.14, corresponding to p 0 = e and M = 1.
Proof. The proof of lemma follows by the standard contradiction argument as in the work [9] (see also [4] ). Suppose there exists an ε 0 > 0 such that for every k ∈ N we can find:
• a matrix-valued function A k = [a k ij ] with continuous entries in G and satisfying (1.2),
• a domain Ω k and with
Note that the sets W k 1 above are described in the logarithmic coordinates by the functions
}. Now, we will show that the validity of (3.6) leads to a contradiction. We proceed by observing that the uniform bounds in (3.5) combined with Proposition 2.15, produces constants C, β > 0, depending on λ, α, but not on k, such that
Since u k ,s are defined on varying domains W k 1 , we need to work with functions defined on same domain. To do this, we now use an idea similar to that in the proof of [4] [Lemma 4.1]. After flattening the boundary as in Lemma 2.13, we extend u k to B 1 using (2.38) and denote the extended function by U k . By Lemma 2.13 (with k 0 = 0), it is easy to see that such an extension ensures that U k is uniformly bounded in Γ 0,β (B 4/5] ). As a consequence, we have the following convergence results.
(1) Applying Arzela-Ascoli theorem, we obtain a subsequence, that we still denote by {U k } k∈N , that converges uniformly to a function U 0 ∈ Γ 0,β (B(4/5)). Clearly, U 0 satisfies
where the constants c 1 , c 2 and c 3 are given by the system (2.39). (2) From (3.5), we see that
Now, we will show that U 0 ∈ L To see this, let us observe that ψ k C 1,Dini ≤ 1/k → 0, so given p ∈ B(4/5) ∩ {x m > 0}, there exist η > 0 and k 0 (p) ∈ N such that for all k ≥ k 0 (p) we have B(p, 2η) ⊂ W k 1 . By the Caccioppoli inequality (see Lemma 3.1 with R = η) for the problem (3.4) combined with the uniform bounds in (3.5), we find that for all k ≥ k 0 (p) following holds:
for some C(λ, η) > 0 independent of k. Therefore, {u k } k∈N has a subsequence, which we still denote by {u k } k∈N , such that 2 (B(p, η) ), and u k → w strongly in L 2 (B(p, η) ).
Since {U k } k∈N converges to U 0 uniformly, by uniqueness of limits we can assert that w = U 0 in B(p, η). Moreover, using the uniform energy estimate for the u ′ k s in (3.10) and (3.5) it follows by standard weak type arguments that U 0 is a weak solution to
, and hence a classical solution by Hörmander's hypoellipticity theorem in [23] . By the arbitrariness of p ∈ B(4/5) ∩ {x m > 0} and (3.8), we conclude that (3.9) holds.
We can now make use of the estimate from Theorem 2.14 to obtain
for some universal C ⋆ > 0. This follows since [a 0 ij ] is a constant coefficient matrix, and the portion B(4/5) ∩ {x m = 0} of the boundary of B(4/5) ∩ {x m > 0} is non-characteristic and C ∞ . Now, from the expression of U 0 in (3.7) we see that the second derivatives in x m are continuous across x m = 0, and thus in fact U 0 ∈ C 2 (B(1/2)), and
where C > 0 is a dimensional constant. This shows that w = U 0 is an admissible candidate for the estimate (3.6). In particular, we have for
which is a contradiction for large enough k's, since u k → U 0 uniformly. This completes the proof of the Lemma.
Having proved the compactness lemma, now we are ready to prove main Theorem 1.3. Since proof the theorem is long so we have divided it in many steps. (I) Preliminary reductions Let us make some observations. (a) Let us considerû = u − h which solves:
a ij X j h, which is again Dini continuous with the modulus of continuity depending on the modulus of continuity of A = [a ij ], h and f i . More precisely, for any p, q ∈ Ω we have:
Therefore,f i is a Dini continuous function. Therefore, without loss of generality, we can assume that h ≡ 0. (b) In view of the left translation we may assume that p 0 = e. Furthermore, by scaling with respect to the family of dilations {δ λ } λ>0 and suitable rotation of the horizontal layer g 1 , without loss of generality we may assume that
In the logarithmic coordinates, W 1 = Ω ∩ B(1) can be expressed as
with ψ(0, 0) = 0, ∇ x ′ ψ(0, 0) = 0 and ψ C 1,Dini ≤ 1.
(c) In view of the scaling we may assume that the data are sufficiently small (satisfying (3.20)), so that we can employ the compactness Lemma. Indeed, for every 0 < τ ≤ 1 consider the domain Ω τ = δ τ −1 (Ω). In the logarithmic coordinates Ω τ can be expressed as follows:
Observe that ∂Ω τ is given by:
We set
Let us observe that:
Thus, ∇ψ τ (x ′ , y) → ∇ x ′ ψ(0, 0), 0 as τ → 0. Therefore, by Taylor's theorem we get
It is also easy to see that for any (x ′ , y), (x ′ ,ȳ) ∈ Ω τ ∩ B(1), we have:
as τ → 0. Also, as in the proof of compactness lemma, we saw that the rescaled function u τ (p) = u(δ τ p), solves the following problem:
Consequently, we have the following relations: d(p, q) ).
Remark 3.3. In view of (3.17) and (3.19), it is clear that by choosing τ sufficiently small, say τ 0 , we can make all the data sufficiently small so that the compactness lemma is applicable provided we consider u τ , a ij,τ , f i,τ g τ , h τ and Ω τ instead of corresponding terms u, a i,j , f i g, h and Ω. Therefore, without loss of generality, from here onwards in the proof of this theorem we assume that (3.20)
whereδ is given by (3.57).
(II) Setting modulus of continuity. Let us consider the function
After normalization and using Theorem 2.5 [1] , we can assume thatω 1 is concave andω 1 (1) = 1. With the help of the above function we can define a new function ω 1 (s) =ω(s α ). Then this function becomes α decreasing (see Definition 2.12) and ω 1 is still Dini continuous, for details see [1] . Now, let us define
Following the similar argument as above for ω 1 , without loss of generality we can assume that ω 2 concave and α decreasing. Having definedω 2 , let us define a new function
Suppose that σ obtained below (see (3.36) ) andδ (see, (3.20) ,(3.57),(3.78)) as above, we define
Finally, let us set
We need some of the properties of the function ω.
(m1) We have the following estimate (3.26)
(m2) For any fixed positive integer l ∈ N, the following estimate holds:
(m5) It is also clear that
Though the proof follows on the same line as Lemma 4.5 and 4.7 [1] . We prove (m1),(m6) and rest follows from the definition of the respective modulus of continuity. Proof of (m1):-In order to estimate the sum in the left hand side of (3.26), we first need to estimate the following sum
Thus, from (3.30), it is clear that, in order to estimate the above sum we need to estimate
The sum involving the term ω 1 is finite because of the Dini continuity of ▽ψ. More precisely, we have the following estimate:
Now, let us estimate the sum involving ω 2 . It is easy to see that there exists a constant C such that
Note that I is finite because g ∈ L(Q, 1) so making use of [30] , we get
II is finite because it is geometric sum. While III is finite because f is Dini continuous as in (3.31) the sum containing ω 1 is finite. Thus, by using (4.10) (with f = g there),(3.32) and (3.31) in (3.30), we find that the sum in (3.30) is finite. Proof of (m6) From (3.25), if ω(σ l ) = σ lα , then we get
Now suppose that ω(σ l ) = ω 3 (σ l ). In this case let us proceed as follows: by (3.25) ).
(III) Existence of the first order Taylor polynomial at every p ∈ S 1/2 . The aim of this section is to establish that u is Γ 1 (p) for every p ∈ S 1/2 . More precisely, we want to establish the estimate (3.79), which will be accomplished in two sub steps.
(a) First of all we show that for any p ∈ S 1/2 there exists a sequence of first order polynomial approximating u near p. Later on we show that the limiting polynomial will give the affine approximation to the solution at p, see step (b) below. Let p ∈ S 1/2 be a non-characteristic point.
In view of translation and rotation without loss of generality we can assume that p = e ∈ S 1/2 . Also by normalizing the solution if necessary, we can assume that u L ∞ (W 1 ) ≤ 1. Denote by the constant CC * = θ in the compactness lemma (3.2) by θ and fix σ > 0 such that (3.36) 0 < σ < (4θ)
We also let
Suppose that δ(ǫ) be the number in the compactness Lemma (3.2) corresponding to ǫ defined above. Let us take another numberδ ∈ (0, δ) which will be fixed later. In view of the above Remark 3.3, it is clear that by choosing the scaling parameter τ sufficiently small we may assume that the smallness condition in (3.20) with such anδ can be ensured. Now, we use induction to show that there exists a sequence of polynomials {L ν } ν∈N∪{−1,0} in P 1 such that for every ν ∈ N ∩ {−1, 0} following holds:
where Ω σ = δ σ −1 (Ω) is defined as above see, (3.13). We prove the above assertion by mathematical induction. Let us set a −1 = a 0 = 0 and by definning the corresponding polynomials L 0 = L −1 = 0, we get:
As we want to establish the continuity of the horizontal gradient at the boundary so we consider the polynomial L ν of the form L ν (p) = l ν x m , where p = (x ′ , x m , y). Thus the result follows for ν = −1, 0. Now, assume that for some fixed ν ∈ N, the polynomials L 1 , L 2, · · · L ν has been constructed satisfying (3.38)-(3.41). In order to complete the mathematical induction we need to construct L ν+1 such that (3.38)-(3.41) hold for ν + 1. This will be accomplished by using the compactness Lemma 3.2. Let us consider the following rescaled function
, for p ∈Ω ∩ B(1), whereΩ = Ω σ ν , (see, (3.13)). It is easy to observe thatũ satisfies the following problem:
Since the result follows for ν, therefore, by (3.38), we have
It is also easy to observe the following points. Since L ν is a polynomial of degree 1, we have
where a 0 ij = a ij (e) andã 0 ij =ã ij (e) = a ij (δ σ ν (e)) = a ij (e). Therefore,
and also
. Consequently, we find thatũ satisfies the following equation:
where (3.52)
. Now, we prove that all the hypotheses in the compactness lemma are satisfied. Let us begin by observing that:
(3.53)ã 0 ij =ã ij (e) = a ij (δ σ ν e) = a ij (e). Thus, we have 
last line follows because of (3.28), we have
Since ∂Ω ∩ B(1) can be represented as:
Let us denoteψ by ψ σ ν . Therefore, for any p, p ∈Ω ∩ B(1), with p = (x ′ , x m , y 2 , · · · , y k ) and p = (x ′ , xx m , y 2 , · · · , y k ) we have
where τ = σ ν . Since τ < 1 and ψ(0, 0) = 0 so by Remark 3.3, Equation 3.20 above, we have
Now, let us consider
|g(p)| q dp
Therefore, by the compactness Lemma (3.2), there exists a v ∈ C 2 (B 1 2 ) such that v C 2 (B 1/2 ≤ θ and
Moreover, since v ∈ C 2 and v = 0 on B(4/5) ∩ {x m = 0}, by Taylor's formula and the fact that v C 2 (B(1/2)) ≤ θ there exists l ∈ R with |l| ≤ θ such that
where the last inequality follows from the choice of σ in (3.36). From (3.63), (3.64) and the choice of ǫ(see (3.37)) along with the triangle inequality we get the following inequality:
Let us denote by L(p) = lx m ∈ P 1 , then we have following inequality:
From (3.66) and (3.65), we have:
Also, from (3.67),
where C = L L ∞ (B(1)) . Moreover, from the expression of L ν+1 in terms of L ν as in (3.67), we can infer by induction that in logarithmic coordinates the polynomials L ν are of the form
where C b is from (3.26). Therefore, (3.40) follows. In order to prove (3.41), let us consider points p, p ∈ ∂Ω ∩ B(1), whereΩ = Ω σ −(ν+1) = δ σ −(ν+1) Ω. Let (x, y) and (x, y) denote the logarithmic coordinates of p and p respectively. Let us denotes σ ν+1 by τ, therefore, we have
This gives (3.73)
In order to estimate the right hand side of inequation (3.73), let us observe that the following holds:
So, in view of (3.74) and Taylor's formula the first term in the last line of (3.73) can be estimated as follows:
where, we use |x
Similarly, again by using the mean value Theorem as above, we can also estimate the second term on the right hand side of (3.73) as follows:
where we have used τ α ≤ ω(τ ) and τ < 1. Now, let us takeC = max{C 2 , C 3 } and choose
Therefore, by the above choice ofδ, and by putting the value (3.76), (3.77) in (3.73) we get (3.41).
(III-(b)) Affine approximation of the solution u on the non-characteristic portion of the boundary. Now, we show that the {L ν } sequence of polynomial converges to linear function L as ν → ∞. Moreover, L is an affine approximation of solution to (1.1) on e ∈ ∂Ω. By translation, in a similar way one can show that at each point of the non-characteristic portion of the boundary, there is an affine approximation of solution to (1.1). More precisely, given any non-characteristic point p 0 ∈ ∂Ω there exists an affine function L p 0 such that
Moreover, W can be chosen to be α−decreasing in the sense of Definition 2.12. Now, let us try to prove (3.79) for e ∈ ∂Ω, by assuming that all the previous step holds at e. Let us take an arbitrary p ∈ ∂Ω ∩ B 1 and choose an integer ν ∈ N such that σ ν+1 ≤ |p| ≤ σ ν . Let us define L = lim ν→∞ L ν , where L ν is from above step, and consider .39) ).
In order to estimate the sum in the last line of (3.80), let us observe that, for any fixed j ∈ N, in view of (3.25) and (3.25), we have following inequality:
Therefore, we have
In the second line we have used (3.32) . In order to estimates D, E and F, in (3.82), let us define (3.83) 
Estimate for D:
We estimate D as follows:
Estimate for E: We use the standard formula for Geometric progression to get:
where the last inequality follows because σ < 1, and so σ 2ν < σ ν . Estimate for F: In this case, let us consider the following
where we have used the fact that σ Qν 2 ≤ σ ν (which follows since σ < 1 and Q ≥ 2) in deducing II from I and in deducing (IV) from (III) we use the fact that ω f (s) ≤ω 2 (s). From (3.84), (3.85) and (3.86) , and the choice of |p| ≈ σ ν , we find that D, E and F → 0 as |p| → 0. It is also clear from the definition of W 2 that it is nondecreasing. Moreover, we can also suppose that each W i non-decreasing.
Without loss of generality we can assume that W j (·) for j = 1 · · · 4 are α decreasing in the sense of Definition 2.12, where α is from (3.64). Indeed, let us first consider the case W 1 . From the fact that ω 1 (·) is a modulus of continuity and concave, we have that W 1 (·) satisfies all the properties of the definition (2.10) and hence is also a modulus of continuity. Using Theorem 2.5 [1] , without loss of generality, we can assume W 1 is also concave. Now, we can replace W 1 (s) by W 1 (s α ) if necessary, we can assume W 1 (·) is α decreasing in the sense of Definition 2.12. Since W 4 (·) is same as W 1 , so the assertion for W 4 also follows. Now let us consider the case of W 3 . From the definition (2.10), it is clear that W 3 is a modulus of continuity. Using Theorem 2.5 [1] , without loss of generality, we can assume W 3 (·) is also concave. Now replacing W 3 (s) by W 3 (s α ), if necessary, we can assume that W 3 (·) is α decreasing in the sense of Definition 2.6 [1] . Without loss of generality, we will denote the changed W i with the same notion and assume that these are α decreasing. With the above W i (·) in the hand we define a new α decreasing function W (·) as follows:
which is again α decreasing. So in view of |p| ≈ σ ν , (3.82), (3.84), (3.85) and (3.86) along with (3.80), we have
and this completes the proof of this step. In order to prove the next step we need the interior estimate. Therefore, we pause the discussion for a while and introduce the interior estimate.
3.2.
Interior estimate. Continuity of the horizontal gradient of the solution upto the boundary follows from the standard patching-up argument. In this process we need an estimate on the non-characteristic portion of the boundary as well as a scale invariant interior estimate. So, having established the continuity of the horizontal gradient on the non-characteristic portion of the boundary, we state and prove the analogous interior estimate. Since the proof follows on the same line as of the boundary case, therefore, we just sketch the proof instead of giving the complete details. For simplicity in the notation, we denote B(e) τ by B τ .
Corollary 3.4. Given 0 < τ ≤ 1, let u be a weak solution to
where
, moreover, we have the following estimates
and
, where C > 0 is a universal constant, where W (·) is a given by (3.87).
Proof. Given a function u let us define a new function v(p) = u(δ τ (p)) for p ∈ B 1 , where B 1 = B 1 (e). It is clear that v satisfies the following equation
where f i,τ (p) = τ f i (δ τ (p)) and g τ (p) = τ 2 g(δ τ (p)). Without loss of generality we can assume that v L ∞ (B 1 ) ≤ 1, otherwise we consider the function
. In order to prove (3.90), it is sufficient to prove that there exists a sequence of polynomials {L ν } of the form
As in the proof of Step (III), the above estimates (3.93) follow by the induction argument. Here, we skip the details. Hence, using the estimates from before (adapted to the interior case), one see that
Therefore, scaling back to u we get
Analogously, we also get
for all p ∈ B 1/2 . Rescaling the inequality (3.96) back to u, we get the following inequality
that is,
Now, putting back q = δ τ p we get
, which completes the proof of the Corollary.
Having finished the interior estimate, now let us move to the next step.
Step-(IV) Continuity of the horizontal gradient on S 1/2 . In the previous step, we have shown the for any p ∈ S 1/2 there is a Taylor polynomial L p of u at p. In this step, our objective is to show that for any (non-characteristic) points p 1 , p 2 ∈ S 1/2 , the following estimate holds:
for some universal C, where W (.) is a modulus function defined by (3.87). Proof of (3.100): Let t = d(p 1 , p 2 ). We consider a "non-tangential" point p 3 ∈ W 1 at a (pseudo-)distance from p 1 comparable to t, i.e., let p 3 be such that
where we have assumed d(p, ∂Ω) = inf
of ∂Ω, therefore, it is possible to find such a point p 3 . Arguing as in the proof of Theorem 7.6 in [15] , at any scale t one can find a non-tangential pseudo-ball from inside centered at p 3 . In fact, there exists a universal a > 0 sufficiently small (which can be seen to depend on the Lipschitz character of ∂Ω near the non-characteristic portion S 1 ), such that for some c 0 universal one has for all p ∈ B(p 3 , at) d(p, ∂Ω) ≥ c 0 t. This allows us to apply step (III) above and conclude that there exists a universal C > 0 such that for all p ∈ B(p 3 , at) we have:
Now, for ℓ = 1, 2 we note that
where we have let
Observe that f i and a ij are a Dini continuous. Therefore, without loss of generality we can assume that f i and F i , also as before are Dini continuous. Moreover, from (3.102) we see that
With (3.104) in hands, we can now use the interior estimate (3.90) in Corollary 3.4 in the pseudo-ball B(p 3 , at) obtaining the following estimate for ℓ = 1, 2
by (3.102). From (3.105) and the triangle inequality we obtain the following estimate holds:
where we have used t ∼ d(p 1 , p 2 ), which is the desired estimate (3.100).
Step-(V) Patching the interior and boundary estimate: In this step we prove that the horizontal gradient of a weak solution to (1.1) is Γ 1 up to the boundary. First, we observe that there is an ε > 0 sufficiently small such that for any p ∈ W ε , there exists p 0 ∈ S 1/2 such that
To finish the proof of the Theorem 1.3, we will show that for all p, p ⋆ ∈ W ε we have:
for some universal constant C ⋆ > 0. Let p, p ⋆ ∈ W ε be the two given points. Let p 0 , p ⋆ 0 be the corresponding points in S 1/2 for which (3.106) holds. Let us write δ(p) = d(p, ∂Ω) for p ∈ Ω. Without loss of generality we can assume that
By step-(III), there exists a first-order polynomial L p 0 such that for every q ∈ W 1 we have
where p 0 is as in (3.106). Now, there are two possibilities:
(a) In view of (3.108), it is clear that B(p, δ(p)) ⊂ Ω. Now, let us consider the function v := u − L p 0 , where p 0 ∈ S 1/2 is the point corresponding to p discussed above and L p 0 is the polynomial from step-(III). Again it is easy to see that v satisfies an equation of the type (3.103) in B(p, δ(p)) ⊂ Ω. Now, we can apply Corollary 3.4(interior estimate) along with (3.109) to get the following estimate:
for someC 2 > 0. Since p ⋆ ∈ B(p, δ(p)/2), so by using the interior estimate (3.91) (Corollary 3.4) and (3.110), we find that for someC depending also onC 2 , the following estimates hold:
Now, α−decreasing property of W (·) implies (3.112)
Observe also that d(p, p
With the help of (3.112), (3.111) can be rewritten as follows:
which gives (3.107). by (3.116). Now, from (3.100) and (3.117) we have
Applying the triangle inequality with the estimates (3.119), (3.120) and (3.121) we get
This completes the proof of the Theorem 1.3.
4. Appendix 4.1. Rearrangements in Carnot groups. In view of [34] (Theorem 3.1) , a Carnot group G endowed with the Carnot gauge x C = d C (x, 0) or with a smooth gauge x → |x| g together with the Lebesgue measure L forms a real variable rearrangement structure, see also [2] . In fact the following holds for the family of balls B C (p, R) centered at some fixed point p ∈ G:
R < S → B C (p, R) ⊂ B C (p, S), (4.1)
∩ R>0 B C (p, R) = {p}, (4.2)
We assume that ξ → |ξ| g is a continuous function and B R = {ξ : |ξ| g < R}. Given a nonnegative Borel measure µ in R N such that the volume function V (R) = µ(B R ) satisfies the following properties: which proves the inequality in this case. In general, due to monotone convergence theorem, one just needs to consider the case of a simple function f , of the form:
where N f is a positive integer, and, for 1 ≤ i ≤ N f , f i is a positive number; A 1 , . . . , A N f are measurable sets such that: A 1 ⊂ A 2 ⊂ · · · ⊂ A N f . Then one has:
which leads to:
Next, we recall the definition of Lorentz spaces.
Definition 4.4 ([17]
). Let p and q be two strictly positive numbers such that p > 1, q ≥ 1. The Lorentz space L p,q (R N ) is defined as the set of real valued, measurable functions f , defined on R N , such that:
Let us consider the following modified L q version of the classical Riesz potential:
First we recall that a basic maximal-type characterization of such spaces tells that g ∈ L(q, γ) for q > 1 and γ > 0 if and only if For that, let g := |f | q , q < Q and note that, for every ball B C (p 0 , t), we have by Lemma 4.3 that 1 |B C (p 0 , t)| B C (p 0 ,t) g(y) dy ≤ 1
where ω C = |B C (1)|. Integrating the above inequality, we get 
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