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Abstract Exhausters are families of compact, convex sets which provide minmax
or maxmin representations of positively homogeneous functions and they are effi-
cient tools for the study of nonsmooth functions [6]. Upper and lower exhausters of
positively homogeneous functions are employed to describe optimality conditions
in geometric terms and also to find directions of steepest descent or ascent. Since
an upper/lower exhauster may contain finitely or infinitely many compact convex
sets, the problem of minimality and reduction of exhausters naturally arise. There
are several approaches to reduce exhausters [1,12,18,19,14]. In this study, in the
sense of inclusion-minimality, some reduction techniques for upper exhausters of
positively homogeneous functions defined from R2 to R is proposed by means of
a representation of support functions. These techniques have concrete geomet-
ric meanings and they form a basis for a necessary and sufficient condition for
inclusion-minimality of exhausters. Some examples are presented to illustrate each
reduction technique.
Keywords Exhausters · Reduction of exhausters · Support function representa-
tion · Minimality of exhausters by inclusion.
Mathematics Subject Classification (2010) 49J52 · 90K47 · 90C56
1 Introduction
The concept of exhausters which gives a newpoint of view to optimality is de-
fined by Demyanov [6]. The exhaustive families of upper convex and lower con-
cave approximations, defined by Pschenichnyi [16], were used to define exhausters.
Exhausters are families of convex bodies providing minmax or maxmin represen-
tations of positively homogeneous functions and they are effective tools for the
study of nonsmooth functions [2,5,9,10]. These notions are employed to describe
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optimality conditions in geometric terms relying on the fact that the directional
derivative and the generalized ones (such as Dini, Hadamard, Clarke and Michel-
Penot derivatives) are positively homogeneous functions of directions [5] and they
also can be used to find directions of steepest descent or ascent. Demyanov and
Roshchina gave some optimality conditions in terms of exhausters and they ob-
tained some relationships between exhausters and some generalized subdifferen-
tials [9,10]. Furthermore, some optimality conditions in terms of lower and upper
exhausters were introduced in [2,7,8,13].
Since an upper/lower exhauster of a positively homogeneous function may con-
tain infinitely many compact convex sets, reduction of exhausters is an important
part of this theory. Reduction techniques mean to obtain minimal exhausters or
smaller exhausters by inclusion or by form. Roshchina defined minimality of ex-
hausters both by inclusion and by form and gave some reduction techniques to
reduce exhausters [18,19]. Grzybowski et al. [12] gave a criterion, in terms of
shadowing sets, for an arbitrary upper exhauster to be an exhauster of sublin-
ear function and a criterion for the minimality of finite upper exhausters. Also,
they showed that minimal exhausters do not have to be unique. On the other
hand, Ku¨c¸u¨k et al. defined weak exhausters consisting convex sets corresponding
to the weak subgradients of a directional derivative of a function, and they gave
some conditions to reduce weak exhausters [13,14]. Recently, Abbasov [1] propose
new conditions for the verification of minimality of exhausters and present some
techniques for their reduction.
In classical mathematics the most widely used representation scheme for con-
vex bodies is the support function representation [3,21]. It was introduced by
Minkowski in 1903 [15], and has been extensively studied by mathematicians there-
after. Ghosh and Kumar [11] showed that the support function representation of
convex bodies can be very effectively used in computing variety of geometric op-
erations within a single framework. The idea of a single framework is to establish
that such geometric operations are nothing but simple algebraic transformations
of the support functions of the operand objects. They presented that the sup-
port function can be viewed not as a single representation, but one of a class of
representation schemes. Since the support function is a real-valued function, arith-
metic operations such as addition, subtraction, reciprocal and max-min of support
functions give rise to geometric operations such as Minkowski addition (dilation),
Minkowski decomposition (erosion), polar duality, and union-intersection of cor-
responding convex bodies, respectively.
In this work, we propose a different approach to reduce exhausters using sup-
port function representations of convex bodies. The framework of this study is
limited to the functions defined on R2. First we show that an upper exhauster E∗
of h can be reduced to a smaller by inclusion one by examining the support func-
tion representations ρC of sets C ∈ E
∗. Since the support function representation
of a convex body occurs as a piecewise function of sinusoidal curves, we examine
the contribution of each ρC to the pointwise minimum value of support functions,
namely ρ := min
C∈E∗
ρC . It is proved that a convex body can be discarded from E
∗
if it does not contribute to the value of ρ. Furthermore we present some reduc-
tion techniques which have apparent geometric meanings to obtain an exhauster
smaller by inclusion. Also, we obtain a necessary and sufficient condition for a con-
vex body not to be removed from an upper exhauster. Furthermore we characterize
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inclusion minimality of an upper exhauster by using support function representa-
tions of convex bodies. The method presented in this work is based on the support
function representations of the convex bodies and when these representations are
displayed together for an exhauster, it can be clearly revealed which of the sets
are necessary or unnecessary. Therefore among the other methods given so far for
the reduction of exhausters, our new approach is much more convenient to make
interpretations geometrically and decide to discard a set from an exhauster .
The paper is organized as follows. In Sect. 2 we give some basic definitions
and summarize the concept of support function representation of convex bodies.
In Sect. 3 we present the main results on reducing exhausters and we introduce
a necessary and sufficient condition for the inclusion minimality of an upper ex-
hauster. We illustrate each of the results and demonstrate the usage of these
reduction techniques. In Sect. 4 we give a discussion of presented results.
2 Preliminaries
Let us recall some basic notions, properties and state the notations that we used
throughout this study.
Definition 1 [20] A function h : Rn → R is called a positively homogeneous
function (p.h.) of degree one if
h(λg) = λh(g), ∀λ ≥ 0, ∀g ∈ Rn.
Definition 2 [20] Let A ⊆ Rn be a nonempty set and x ∈ Rn. The function
defined as
H(A,x) = sup
a∈A
〈a, x〉 (1)
is called the support function of the set A.
As mentioned in [11], since the support function of a set A is a p.h. function,
it is more convenient to use the function H(A, u) where u ∈ Sn−1 denotes a unit
vector of Rn. H(A, u) is a complete representation of the set A because the values
of H(A, u) for all u ∈ Sn−1 completely determine A as
A = {x ∈ Rn | 〈x, u〉 ≤ H(A, u), ∀u ∈ Sn−1}. (2)
That meansA is the intersection of all the half-spaces 〈x, u〉 ≤ H(A,u). Moreover if
A is a convex body (i.e., nonempty, compact, convex set), H(A, u) can be obtained
by (1) considering only the boundary points of A instead of using every point
a ∈ A, that is
H(A, u) = max
a∈bdA
〈a, u〉, ∀u ∈ Sn−1 (3)
where bdA denotes the boundary of the set A.
Definition 3 [6] Let h : Rn → R be a p.h. function.
(a) A family E∗ of nonempty, compact and convex sets in Rn is called an upper
exhauster of h if
h(g) = inf
C∈E∗
max
v∈C
〈v, g〉 for all g ∈ Rn.
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(b) A family E∗ of nonempty, compact and convex sets in R
n is called a lower
exhauster of h if
h(g) = sup
C∈E∗
min
w∈C
〈w, g〉 for all g ∈ Rn.
The minimality of exhausters both by inclusion and by form was defined in [18,
19]. In order to check optimality conditions in terms of exhausters or find directions
of steepest descent or ascent, one prefer to deal with rather ”smaller exhausters”
that has two meanings: Smaller by means of quantity of sets or smaller by means
of the size (breadth, width) of sets. Hence, the aim of reduction techniques is to
obtain smaller or (if possible) minimal exhausters by inclusion or by form.
Definition 4 [1] Let h be a p.h. function, E1 and E2 be upper (lower) exhausters
of h. If E1 ⊂ E2, then E1 is called smaller by inclusion than E2.
Definition 5 [19] An upper (lower) exhauster E of the p.h. function h is called
minimal by inclusion, if there is no other upper (lower) exhauster E˜ which is
smaller by inclusion than E.
Definition 6 [1] An upper (lower) exhauster E1 of the p.h. function h is said to
be smaller by form than other upper (lower) exhauster E2 of h, if for all C˜ ∈ E1
there exists a set C ∈ E2 such that C˜ ⊂ C.
Definition 7 [19] An upper (lower) exhauster E of the p.h. function h is called
minimal by form, if there is no other smaller by form upper (lower) exhauster E˜
of h.
Note that an exhauster minimal by form is also minimal by inclusion, but the
converse is not true [19].
Here we summarize the concept of support function representation of convex
bodies to be used in this work. The reader can find further properties in [11].
Let A ⊆ R2 be a convex polygon. The set A can be represented in terms of
its support function as a sequence of sinusoidal curves in another 2-dimensional
space namely θρ-space. For each edge of A there is only one supporting line,
and if the outer normal direction of an edge ei is ui, then the equation of the
corresponding supporting line L(A,ui) consists of vectors X = (x, y) such that
〈X,ui〉 = H(A, ui). We use the notation H(A, ui) = ρi, shortly.
On the other hand, in 2-dimensional Euclidean space a unit vector u ∈ S1 is
uniquely determined by the angle θ (in radians) between u and the positive x-axis,
i.e., u = (cos θ, sin θ). Therefore, the equation of supporting line L(A, ui) of A at
the direction ui = (cos θi, sin θi) can be expressed as
x cos θi + y sin θi = ρi.
If we consider a new coordinate system having θ and ρ values as its axes, the
line L(A,ui), and hence the edge ei can be presented as a point in θρ-space having
the coordinate (θi, ρi) (See e.g. Figure 1).
Moreover, a point in xy-space can be transformed into a sinusoidal curve in
θρ-space. Let vi = (xi, yi) is a vertex of polygon A. The support function of the
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Fig. 1 The set A = [−1, 1]× [−1, 1] and representations of its edges e1, e2, e3, e4 as points in
θρ-space.
singleton {vi} is clearly H({vi}, u) = 〈vi, u〉. Using the notations H({vi}, u) = ρ
and u = (cos θ, sin θ) we can write the θρ-representation of vertex vi
ρ = xi cos θ + yi sin θ = Λ sin(θ + φ) (4)
where Λ =
√
x2i + y
2
i and φ = tan
−1(xi/yi). Equation (4) is the representation of
the point (xi, yi) in the θρ-space and it is clearly a sinusoidal curve.
To sum up, a convex polygon A in the xy-space can be transformed in the
θρ-space into a sequence of sinusoidal curves representing its vertices and the
intersection point between two consecutive sine curves representing the respective
edges of A (e.g., Fig. 2). In the same way, we may consider the representations of
a circle, ellipse, etc. in the θρ-spaces.
Fig. 2 The set A = [−1, 1]×[−1, 1] and representations of its vertices v1, v2, v3, v4 as sinusoidal
curves in θρ-space.
Geometric operations such that convex hull, intersection, Minkowski addition,
Minkowski decomposition, polar duality etc. on convex bodies corresponds to al-
gebraic operations such that Max-Min, addition, subtraction, reciprocal etc. on
support functions of convex bodies, respectively. Examinations of these geometric
operations by means of support functions were given in [11], in detail.
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If h is a p.h. Lipschitz function, then for all u ∈ Sn−1 it can be represented as
h(u) = min
C∈E∗
H(C, u) = min
C∈E∗
max
v∈C
〈v, u〉
where E∗ is an upper exhauster of h (see [4,5]). On the other hand, min operation
of support functions corresponds to intersection operation of sets in E∗ (see [11],
page 387). But the support function of the intersection of these convex bodies
may not be the pointwise minimum of these support functions. Namely, even if
the intersection Ĉ :=
⋂
C∈E∗ C is nonempty, the value H(Ĉ, u) may not be equal
to the value of h(u) = min
C∈E∗
H(C, u). For example if we consider the p.h. function
h(u1, u2) = min{max{u1+2u2, 2u1+4u2, 3u1+2u2},max{u1+u2, u1+3u2, 3u1+
3u2, 3u1+u2}} then it is clear that E
∗ = {C1, C2} is an upper exhauster of h where
C1 = conv{(1, 2), (2, 4), (3, 2)} and C2 = conv{(1, 1), (1, 3), (3, 1), (3, 3)}. Taking
the point u = (1, 1) we see that h(1, 1) = 6, but H(C1 ∩ C2, (1, 1)) =
11
2
. Thus
there exists a u ∈ R2 such that h(u) = min{H(C1, u),H(C2, u)} > H(C1 ∩C2, u).
Hence we conclude that it is not suitable to intersect all of the sets in an exhauster
to reduce it. Therefore, it is complicated to eliminate the sets of which support
functions do not contribute to the value of h(u). So we need an approach that
takes into account the structure of an exhauster to reduce it adequately.
3 Some Reduction Techniques for Upper Exhausters
In this section, in the sense of inclusion-minimality, some reduction techniques
for upper exhausters of p.h. functions defined on R2 are proposed by means of
support function representations.
These techniques lead us to decide whether a set can be discarded or not
by observing the support function representations (they are generally sequences of
sinusoidal curves in θρ-space) of all sets belonging to an exhauster. They also have
very clear geometric meanings and interpretations allowing us to obtain (if possi-
ble) an exhauster that is smaller by inclusion. In addition, we present a necessary
and sufficient condition for inclusion-minimality of exhausters.
Throughout this work h : R2 → R is a p.h. function and E∗ is an upper
exhauster of h that provides the representation
h(u) = min
C∈E∗
H(C, u), for all u ∈ S1.
Each of the convex body C ∈ E∗ can be represented by a curve uniquely
determined as follows. Let C ∈ E∗ be an arbitrary convex body. It is clear from
(3) that for every direction u ∈ S1 there exists a boundary element of vu ∈ bdC
satisfying H(C, u) = 〈vu, u〉. If we indicate the direction vector u by the angle θ
between u and the x−axis, we represent each of the direction vectors u of S1 with
an angle θ ∈ [0, 2pi] where u = uθ = (cos θ, sin θ). Therefore for all θ ∈ [0, 2pi] there
exists a boundary element vθ = (xθ, yθ) of C such that
H(C, uθ) = 〈vθ, uθ〉 = xθ cos θ + yθ sin θ. (5)
Hence, we define the function ρC : [0, 2pi]→ R as
ρC(θ) := xθ cos θ + yθ sin θ (6)
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which is simply the θρ-representation of C. This function is well-defined because
the inner product 〈vθ, uθ〉 = xθ cos θ + yθ sin θ have the same value for all of the
boundary points vθ (corresponding to angle θ) which intersect the supporting line
L(C, uθ).
Example 1 Consider the set C = [1, 2]× [1, 2] and the direction u0 = (1, 0) (equi-
valently θ = 0). It is easy to see that the equation of supporting line to C in the
direction u0 is x = 2. Hence the intersection of the supporting line with C is the
line segment conv{(2, 1), (2, 2)} and ρC(0) = x0 cos 0 + y0 sin 0 = x0 = 2 for all
(x0, y0) ∈ conv{(2, 1), (2, 2)}.
Fig. 3 Example 1
For simplicity of notation we define the function
ρ(θ) := min
C∈E∗
ρC(θ) = min
C∈E∗
max
v∈C
〈vθ, uθ〉 (7)
and it is obvious that ρ(θ) = h(uθ).
Let us now express the results of how the sets in an upper exhauster can be
reduced using θρ-representations. Firstly, we give the main theorem that leads to
obtain practical reduction techniques in the sense of inclusion-minimality.
Theorem 1 Let C0 be an arbitrary set of E
∗. Then, E¯∗ = E∗ \ {C0} is also an
upper exhauster of h (which means C0 can be discarded from E
∗) if and only if for
all θ ∈ [0, 2pi] there exists a set Cθ ∈ E¯
∗ such that
ρCθ(θ) ≤ ρC0(θ)
holds.
Proof Let E¯∗ = E∗ \ {C0} be also upper exhauster of h which means
ρ(θ) = min
C∈E¯∗
ρC(θ).
By the definition of the function ρ we see that ρ(θ) ≤ ρC0(θ) for all θ ∈ [0, 2pi].
Hence
min
C∈E¯∗
ρC(θ) ≤ ρC0(θ),∀θ ∈ [0, 2pi]. (8)
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On the other hand for an arbitrary θ ∈ [0, 2pi] there exists a set Cθ ∈ E¯
∗ such that
min
C∈E¯∗
ρC(θ) = ρCθ(θ). (9)
Thus from (8) and (9) we find Cθ ∈ E¯
∗ satisfying ρCθ(θ) ≤ ρC0(θ) for all θ ∈ [0, 2pi].
Conversely, assume that for all θ ∈ [0, 2pi] there exists a set Cθ ∈ E¯
∗ such that
ρCθ(θ) ≤ ρC0(θ) (10)
To prove that E¯∗ is also an upper exhauster of h we need to show that
ρ(θ) = min
C∈E¯∗
ρC(θ) for all θ ∈ [0, 2pi]. For an arbitrary θ ∈ [0, 2pi] we consider
the set Cθ satisfying (10) by hypothesis. Since this Cθ is an element of E¯
∗ we have
min
C∈E¯∗
ρC(θ) ≤ ρCθ(θ) ≤ ρC0(θ).
Hence we obtain
ρ(θ) = min{ min
C∈E¯∗
ρC(θ), ρC0(θ)} = min
C∈E¯∗
ρC(θ)
which completes the proof.
In order to obtain smaller exhausters by inclusion we present various techniques
in the light of Theorem 1.
Corollary 1 For a set C0 ∈ E
∗ if
ρC0(θ) > ρ(θ), for all θ ∈ [0, 2pi]
is satisfied, then E¯∗ = E∗ \ {C0} is also an upper exhauster of h, that means C0
can be discarded from E∗.
Proof Let θ ∈ [0, 2pi] be an arbitrary direction. Since ρ(θ) = min
C∈E∗
{
max
v∈C
〈v, uθ〉
}
there exists a set Cθ that produces the minimum value, i.e.,
Cθ := argmin
C∈E∗
{
max
v∈C
〈v, uθ〉
}
.
Then by hypothesis we have
ρC0(θ) > ρ(θ) = ρCθ(θ)
and it is clear that Cθ 6= C0. Therefore for all θ ∈ [0, 2pi] we find a set Cθ ∈ E¯
∗
such that
ρCθ(θ) < ρC0(θ)
which means E¯∗ is also an upper exhauster of h, by Theorem 1.
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Fig. 4 (a) The sets belonging to the upper exhauster E∗ of Example 2. (b) θρ-representations
of the sets Ci for i = 0, . . . , 4. (c) ρC0 (θ) > ρ(θ), for all θ ∈ [0, 2pi].
Example 2 Consider the function
h(x, y) = min{max{x+ y,−x+ y, 0};x+ 2y;max{−2x+ y,−2x+ 2y};−x− y; max{−x+ y,−x+ 2y} }.
The family E∗ = {C0, C1, C2, C3, C4} is an upper exhauster of h where
C0 = conv{(0, 0), (1, 1), (−1, 1)}, C1 = {(1, 2)},C2 = conv{(−2, 1), (−2, 2)},
C3 = {(−1,1)} and C4 = conv{(−1, 1), (−1, 2)} (see Fig. 4(a)). It is clear that
ρC0(θ) > ρ(θ), for all θ ∈ [0, 2pi]
as seen in Fig. 4(b)-(c). Hence, C0 can be discarded from E
∗ by Corollary 1.
Corollary 2 For a set C0 ∈ E
∗ if there exists a set C˜ ∈ E¯∗ such that
ρC˜(θ) ≤ ρC0(θ), for all θ ∈ [0, 2pi] (11)
holds, then E¯∗ = E∗ \ {C0} is also an upper exhauster of h.
Proof If we take Cθ as C˜ for all θ ∈ [0, 2pi], then C0 can be discarded from E
∗ by
Theorem 1.
Remark 1 The inequality (11) is equivalent to H(C˜, uθ) ≤ H(C0, uθ) for all uθ ∈
S1 which means C˜ ⊆ C0. Therefore, Corollary 2 means that any superset of a
set C0 ∈ E
∗ can be removed from the exhauster. This result was stated in [18,
Theorem 4.3(i)] and here we restate it in a different way.
Corollary 3 Let C0 ∈ E
∗, n ∈ N+ and P = {α0, α1, . . . , αn} be a partition of
[0, 2pi] where 0 = α0 < α1 < . . . < αn = 2pi. Consider the family of intervals
B = {Bj = [αj , αj+1] | j = 0, 1, . . . , n− 1} generated by P . For all Bj ∈ B if there
exists a set Cj ∈ E¯
∗ = E∗ \ {C0} satisfying
ρCj (θ) ≤ ρC0(θ), for all θ ∈ Bj
then C0 can be discarded from E
∗, hence E¯∗ is also an upper exhauster of h.
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Fig. 5 (a) The sets belonging to the upper exhauster E∗ of Example 3. (b) θρ-representations
of the sets C0, C1 and C2. (c) The set C0 can be discarded by Corollary 3.
Proof Take an arbitrary θ ∈ [0, 2pi]. Since P be a partition of [0, 2pi], then there
exists Bθj ∈ B such that θ ∈ B
θ
j . By the hypothesis, for this B
θ
j there exists a set
Cθj ∈ E¯
∗ satisfying
ρCθ
j
(θ) ≤ ρC0(θ), ∀θ ∈ B
θ
j .
Thus if we consider Cθj as Cθ in Theorem 1, it is clear that C0 can be discarded
from E∗.
Example 3 Let us consider the function
h(x, y) = min{max{0, 2x, 2y, 2x+ 2y};max{0,−x,−y};−2x− 2y}
The family E∗ = {C0, C1, C2} is an upper exhauster of h where
C0 = conv{(0, 0), (−1, 0), (0,−1)},C1 = {(−2,−2)}, C2 = conv{(0, 0), (2, 0), (0, 2), (2, 2)}
(see Fig. 5(a)). One can obtain with some basic calculations that
ρC1(θ) ≤ ρC0(θ) , ∀θ ∈ [0, θ1]
ρC2(θ) ≤ ρC0(θ) , ∀θ ∈ [θ1, θ2]
ρC1(θ) ≤ ρC0(θ) , ∀θ ∈ [θ2, 2pi]
where θ1 ≈ 2, 68pi, θ2 ≈ 5.17pi and B = {[0, θ1], [θ1, θ2], [θ2, 2pi]} is a partition of
[0, 2pi] as seen in Fig. 5(b)-(c). Therefore, we can discard the set C0 by Corollary 3
that means E¯∗ = {C1, C2} is an upper exhauster of h which is smaller by inclusion.
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In the following theorem, we present a sufficient condition for the impossibility
of discarding a set from an upper exhauster.
Theorem 2 Let h be p.h. function, E∗ be an upper exhauster of h, C0 ∈ E
∗
and assume that E∗ does not contain any proper subset of C0. If there exist some
θ1, θ2 ∈ [0, 2pi], θ1 < θ2 such that
ρC0(θ) = ρ(θ), for all θ ∈ [θ1, θ2]
then E¯∗ = E∗ \ {C0} is not an upper exhauster of h.
Proof Let C be an arbitrary set from E¯∗. Since ρ(θ) ≤ ρC(θ) for all θ ∈ [0, 2pi]
and by the assumption there exists a closed interval [θ1, θ2] ⊆ [0, 2pi] such that
ρC0(θ) = ρ(θ) ≤ ρC(θ), ∀θ ∈ [θ1, θ2]. (12)
In this case, there exists either a θC ∈ [θ1, θ2] such that
ρC0(θC) = ρ(θC) < ρC(θC) (13)
or there exists a θC ∈ [0, 2pi] \ [θ1, θ2] satisfying (13). In order to prove this ar-
gument, assume that the interval [θ1, θ2] does not contain any element satisfying
(13). Therefore it is clear from (12) that
ρC0(θ) = ρ(θ) = ρC(θ), ∀θ ∈ [θ1, θ2]. (14)
If we consider the set M := [0, 2pi] \ [θ1, θ2] then there exists a θC ∈M such that
ρC0(θC) < ρC(θC). Because if there was no such θC , in other words if ρC0(θ) ≥
ρC(θ) was satisfied for all θ ∈M then with (14) we would get
ρC0(θ) ≥ ρC(θ), ∀θ ∈ [0, 2pi]
that means C ⊆ C0 which contradicts the assumption. Thus for an arbitrary
C ∈ E∗ \ {C0} there exists a θC ∈ [0, 2pi] such that
ρC0(θC) < ρC(θC)
that means C0 can not be discarded from E
∗ and so E¯∗ is not an upper exhauster
of h.
Conversely, assume that E¯∗ is not an upper exhauster of h. If we set the
function
ρ¯(θ) := min
C∈E¯∗
max
v∈C
〈v, uθ〉
then it is obvious that there exists a θ¯ ∈ [0, 2pi] such that
h(uθ¯) = ρ(θ¯) < ρ¯(θ¯). (15)
Since ρ(θ¯) = min{ρ¯(θ¯), ρC0(θ¯)} we obtain
ρC0(θ¯) = ρ(θ¯) < ρ¯(θ¯)
with the inequality in (16). In addition, since the functions ρC0 and ρ¯ are continu-
ous functions as piecewise sinusoidal curves there exists an interval [θ1, θ2] ⊂ [0, 2pi]
containing θ¯ such that
ρC0(θ) < ρ¯(θ), ∀θ ∈ [θ1, θ2].
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By the definition of function ρ¯ it is clear that ρ¯(θ) ≤ ρC(θ) on the interval [θ1, θ2]
for all C ∈ E¯∗. Hence for all C ∈ E¯∗ we get ρC0 < ρC on [θ1, θ2] which means
that there is no other set of E¯∗ that gives the minimum value to ρ on [θ1, θ2]. In
other words, C0 is the unique set that affects the minimum value of ρ(θ) on this
interval. Thus it follows immediately that
ρC0(θ) = ρ(θ), ∀θ ∈ [θ1, θ2]
which completes the proof.
Example 4 [1, Example 5] Consider the function
h(x, y) = min{max{−x, x,−x+y};max{−2x,−2y,−2x−2y};max{3x,−3y, 3x−3y};max{4x, 4y, 4x+4y}}.
The family E∗ = {C1, C2, C3, C4} is an upper exhauster of h where
C1 = conv{(−1, 0), (0, 1), (−1, 1)}, C2 = conv{(−2, 0), (0,−2), (−2,−2)}
C3 = conv{(3, 0), (0,−3), (3,−3)}, C4 = conv{(4, 0), (0, 4), (4, 4)} (see Fig. 6(a)).
As seen in Fig. 6(b) and (c), we deduce from θρ-representations of the sets
C1, C2, C3 and C4, there exist some intervals for all of these four sets satisfying
the equalities
ρC1(θ) = ρ(θ), for all θ ∈ [0,
pi
2
]
ρC2(θ) = ρ(θ), for all θ ∈ [
pi
2
, pi]
ρC3(θ) = ρ(θ), for all θ ∈ [pi,
3pi
2
]
ρC4(θ) = ρ(θ), for all θ ∈ [
3pi
2
, 2pi].
Therefore none of the sets can be discarded from E∗, by Theorem 2.
In the following theorem we present a necessary and sufficient condition for the
inclusion-minimality of an upper exhauster. This theorem means that an exhauster
of which all elements contribute to the pointwise minimum of the curves ρC is
minimal by inclusion.
Theorem 3 Let E∗ be an upper exhauster of a p.h. function h and assume that
elements of E∗ do not contain each other. Then, E∗ is minimal by inclusion if
and only if for all C ∈ E∗ there exists a closed interval IC = [αC , βC ] ⊂ [0, 2pi]
such that
ρC(θ) = ρ(θ), ∀θ ∈ IC (16)
where ρ(θ) := min
C∈E∗
ρC(θ).
Proof Let C ∈ E∗ be an arbitrary set. Since there isn’t any subset of C in E∗ and
there exists a closed interval IC = [αC , βC ] ⊂ [0, 2pi] satisfying (16), the set C can
not be discarded from E∗ by Theorem 2. Since C is arbitrary it follows that there
is no other upper exhauster E˜∗ which is smaller by inclusion than E∗ that means
E∗ is minimal by inclusion.
Conversely, let us assume that E∗ is minimal by inclusion and take any C ∈ E∗.
Since E¯∗ = E∗ \ {C} is not an upper exhauster of h, then by Theorem 2 there
exists an interval IC = [αC , βC ] ⊂ [0, 2pi] such that
ρC(θ) = ρ(θ),∀θ ∈ IC
which is desired result.
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Fig. 6 (a) The sets belonging to the upper exhauster E∗ of Example 4. (b) θρ-representations
of the sets C1, C2, C3, C4 of E∗. (c) None of the sets can be discarded from E∗ by Theorem 2.
Fig. 7 θρ-representations of some Bα belonging to the upper exhauster of zero function.
Example 5 The upper exhauster given in Example 4 is minimal by inclusion by
Theorem 3.
Remark 2 It is important that the equation (16) is satisfied on an interval, be-
cause when (16) holds for some discrete points of [0, 2pi] we can not guarantee the
inclusion minimality of the exhauster.
Example 6 [18, Example 3.3] Consider the zero function h : R2 → R, h(x, y) = 0.
Define the sets Bα := B(α, 1) for α ∈ S
1 which are unit balls tangential to the
origin. Then one can see that
E∗ = {Bα | α ∈ S
1}
is an upper exhauster of h. Let us denote the θρ-representations ρBα by ρα, shortly.
Some of the θρ-representations of Bα are given in Fig. 7. As seen for all α ∈ S
1
there exists a unique θα ∈ [0, 2pi] such that ρα(θα) = 0.
Moreover, it is clear that ρ(θ) = min
α∈S1
ρα(θ) = 0. Hence, each of the curves ρα
coincides with the curve ρ at only one point (not on an interval), namely θα. That
14 Didem Tozkan
is
ρC(θα) = ρ(θα).
On the other hand, ρα(θ) > 0 = ρ(θ) for all θ ∈ [0, 2pi] \ {θα}. Therefore,
by Corollary 1, we can discard all of the sets Bα included in E
∗ and add the
intersection
⋂
α∈S1
Bα = {(0, 0)}, since the min operation of support functions means
intersection of corresponding sets. Hence, the family E∗ can be reduced to a rather
smaller exhauster, namely E˜∗ = {{(0,0)}}, and that means E∗ is not minimal by
inclusion.
4 Conclusion
In this study, we observe that sets in upper exhausters can be converted into
some sinusoidal curves in a very simple and practical way, and when we observe
all curves together it can be easily determined which sets are unnecessary in an
upper exhauster. These representations of sets in θρ-space enable us to develop a
very useful method of reducing exhausters. In the continuation of this initial work,
it is foreseen to obtain very efficient results in terms of minimality by shape of the
exhausters.
It is obvious that results obtained in this study can be established for lower
exhausters, analogously.
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