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Abstract
We derive the equations of motion for a system undergoing boost-invariant longitudinal and
azimuthally-symmetric transverse “Gubser flow” using leading-order anisotropic hydrodynam-
ics. This is accomplished by assuming that the one-particle distribution function is ellipsoidally-
symmetric in the momenta conjugate to the de Sitter coordinates used to parameterize the Gubser
flow. We then demonstrate that the SO(3)q symmetry in de Sitter space further constrains the
anisotropy tensor to be of spheroidal form. The resulting system of two coupled ordinary differential
equations for the de Sitter-space momentum scale and anisotropy parameter are solved numerically
and compared to a recently obtained exact solution of the relaxation-time-approximation Boltz-
mann equation subject to the same flow. We show that anisotropic hydrodynamics describes the
spatio-temporal evolution of the system better than all currently known dissipative hydrodynam-
ics approaches. In addition, we prove that anisotropic hydrodynamics gives the exact solution of
the relaxation-time approximation Boltzmann equation in the ideal, η/s→ 0, and free-streaming,
η/s→∞, limits.
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I. INTRODUCTION
Dissipative hydrodynamics is now commonly used to describe the spatio-temporal evolu-
tion of the matter created in ultrarelativistic heavy-ion collisions. The approaches used for
this purpose have included relativistic ideal hydrodynamics [1–3], second-order viscous hy-
drodynamics [4–30], and, most recently, anisotropic hydrodynamics [31–47]. For phenomeno-
logical applications, second-order viscous hydrodynamics is the most often used dynamical
framework, however, traditional viscous hydrodynamics approaches rely on linearization
around an isotropic equilibrium state. If the system has large non-equilibrium corrections,
it is not clear a priori that a perturbative treatment will be phenomenologically reliable
at all points in spacetime. In order to address this issue, the framework of anisotropic
hydrodynamics was created in order to extend the range of applicability of dissipative hy-
drodynamics [31, 32]. In the anisotropic hydrodynamics framework, the most important
(diagonal) components of the energy-momentum tensor are treated non-perturbatively and
non-spheroidal/off-diagonal components are treated perturbatively. This approach has been
shown to more accurately describe the evolution of systems subject to boost-invariant and
transversely homogeneous (0+1d) flow than traditional viscous hydrodynamics approaches
[42, 44, 46, 48, 49].
Despite this limited success, to date there is no compelling evidence that anisotropic
hydrodynamics can better describe systems that are also expanding transversely. In this pa-
per, we derive the dynamical equations of anisotropic hydrodynamics for a system subject to
Gubser flow [50, 51] and compare them to recently obtained analytic solutions to the Boltz-
mann equation in the relaxation-time approximation subject to the same flow [52, 53]. Since
Gubser flow includes both cylindrically-symmetric transverse and boost-invariant longitudi-
nal (1+1d) expansion, this will allow us to test the efficacy of anisotropic hydrodynamics in
a more realistic setting. We will also compare to recently obtained solutions using the Israel-
Stewart second-order viscous hydrodynamics framework [54] and a complete second-order
Grad 14-moment approximation [53].
In order to implement the anisotropic hydrodynamics framework, we begin by assuming
that, to leading order, the one-particle distribution function is ellipsoidally-symmetric in
the momenta conjugate to the de Sitter coordinates used to parameterize the Gubser flow
and that the argument of the distribution function only depends quadratically on the de
2
Sitter-space momenta. We then demonstrate that the SO(3)q symmetry in de Sitter space
further constrains the anisotropy tensor to be of spheroidal form. The resulting system of
two coupled ordinary differential equations for the de Sitter-space momentum scale λˆ and
anisotropy parameter αˆς are solved numerically and compared to a recently obtained exact
solution of the relaxation-time approximation Boltzmann equation subject to Gubser flow.
We show that anisotropic hydrodynamics describes the spatio-temporal evolution of the
system better than all currently known dissipative hydrodynamics approaches. In addition,
we prove that anisotropic hydrodynamics gives the exact solution of the relaxation-time
approximation Boltzmann equation in the ideal, η/s → 0, and free-streaming, η/s → ∞,
limits.
The structure of this paper is as follows. In Sec. II we introduce the conventions used.
In Sec. III we introduce the Gubser flow profile, de Sitter coordinates, and the Weyl trans-
formation which can be used to make the Gubser flow static. In Sec. IV we introduce an
ellipsoidal ansatz for the de Sitter-space one-particle distribution function and calculate the
non-vanishing components of the energy-momentum tensor in de Sitter space based on this.
We then show that requiring SO(3)q symmetry in de Sitter space constrains the distribution
function to be of spheroidal form. Using this result, in Sec. V we derive the equations of
motion for the de Sitter-space momentum scale and anisotropy parameter by taking the
first and second moments of the Boltzmann equation. In Sec. VI we present the ideal and
free-streaming limits of the anisotropic hydrodynamics equations of motion. In Sec. VII
we generalize the exact solution of the relaxation-time-approximation Boltzmann equation
subject to Gubser flow obtained originally in Refs. [52, 53], to allow for arbitrary anisotropy
initial conditions and demonstrate that the anisotropic hydrodynamics equations of motion
give the exact result in both the ideal and free-streaming limits. In Sec. VIII we compare
the numerical solution of the anisotropic hydrodynamics equations of motion with the exact
solution and two different viscous hydrodynamics approximations. Finally, in Sec. IX we
present our conclusions and an outlook for the future. We collect some details and ancillary
information in four appendices.
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II. CONVENTIONS
In this paper, the metric is taken to be “mostly plus” such that in Minkowski space with
xµ = (t, x, y, z), the line element is
ds2 = gµνdx
µdxν = −dt2 + dx2 + dy2 + dz2 . (1)
Milne coordinates are defined by xˇµ = (τ, x, y, ς), where τ =
√
t2 − z2 is the longitudi-
nal proper time, ς = tanh−1(z/t) is the longitudinal spacetime rapidity, and the metric is
dsˇ2 = −dτ 2 + dx2 + dy2 + τ 2dς2. Since we deal with a system that is cylindrically-symmetric
in the lab frame, it is convenient to transform to polar coordinates in the transverse plane
with r =
√
x2+y2 and φ = tan−1(y/x). If we use polar coordinates in the transverse plane,
we will refer to this as “polar” Milne coordinates with components x˜µ = (τ, r, φ, ς) and met-
ric ds˜2 = −dτ 2 + dr2 + r2dφ2 + τ 2dς2. In some places we denote the scalar product between
two 4-vectors with a dot, i.e. aµb
µ ≡ a · b. In all cases, the flow velocity uµ is normalized as
uµu
µ = −1.
III. SETUP
Herein we assume that the system is boost invariant and cylindrically symmetric with
respect to the beamline at all times. With this assumption, one can construct a flow with
SO(3)q⊗SO(1, 1)⊗Z2 symmetry (“Gubser symmetry”) [50, 51]. In this case, one can show
that all dynamical variables depend on τ and r through the dimensionless combination
G(τ, r) =
1− q2τ 2 + q2r2
2qτ
, (2)
where q is an arbitrary energy scale.1 In order to study the dynamics, we start by specifying
a basis appropriate for treating a boost-invariant and cylindrically-symmetric system and
then simplify the equations of motion by introducing de Sitter coordinates.
1 The final results presented herein are expressed in de Sitter space and hold for arbitrary q.
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A. Boost-invariant and cylindrically-symmetric flow in Minkowski space
A general tensor basis can be constructed by introducing four 4-vectors in the local rest
frame (LRF)
uµLRF ≡ (1, 0, 0, 0) ,
X µLRF ≡ (0, 1, 0, 0) ,
YµLRF ≡ (0, 0, 1, 0) ,
ZµLRF ≡ (0, 0, 0, 1) . (3)
The metric in flat spacetime is gµν = diag(−1, +1, +1, +1), which can be written in terms
of the tensor basis above as
gµν = −uµuν + X µX ν + YµYν + ZµZν . (4)
For boost-invariant flow which is cylindrically-symmetric around the beamline axis, one can
parameterize the basis vectors in the lab frame as
uµ = (cosh θ⊥ cosh ς, sinh θ⊥ cosφ, sinh θ⊥ sinφ, cosh θ⊥ sinh ς),
X µ = (sinh θ⊥ cosh ς, cosh θ⊥ cosφ, cosh θ⊥ sinφ, sinh θ⊥ sinh ς),
Yµ = (0,− sinφ, cosφ, 0),
Zµ = (sinh ς, 0, 0, cosh ς) . (5)
B. Weyl transformation
In order for a system to be conformally invariant, the dynamics should be invariant
under Weyl rescaling [51]. A (m,n) tensor of the form Qµ1...µmν1...νn (x) with canonical dimension
∆ transforms under Weyl rescaling as
Qµ1...µmν1...νn (x) → Ω∆+m−nQµ1...µmν1...νn (x) , (6)
where Ω(x) = exp(ω(x)) with ω(x) being a function of space and time. For example, the
metric tensor gµν is a dimensionless tensor of rank 2. Using the relation above with m = 0,
n = 2, and ∆ = 0, one finds [gµν ] = −2. This means that gµν has a conformal weight of −2
and transforms under Weyl rescaling as [51]
gµν → Ω−2 gµν . (7)
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C. Gubser flow and de Sitter coordinates
The Gubser flow is completely determined by symmetry constraints to be [50, 51]
u˜τ = cosh
[
tanh−1
(
2q2τr
1 + q2τ 2 + q2r2
)]
,
u˜r = sinh
[
tanh−1
(
2q2τr
1 + q2τ 2 + q2r2
)]
,
u˜φ = 0 ,
u˜ς = 0 . (8)
Using Eqs. (5) and (8), one can determine the corresponding transverse rapidity θ⊥
θ⊥ = tanh
−1
(
2q2τr
1 + q2τ 2 + q2r2
)
. (9)
In what follows, we will perform Weyl rescaling and a change of variables to de Sitter
coordinates. For this purpose, we begin by introducing the de Sitter “time” ρ and polar
angle θ [51]
sinh ρ = −1− q
2τ 2 + q2r2
2qτ
, (10)
tan θ =
2qr
1 + q2τ 2 − q2r2 , (11)
where τ and r are polar Milne 4-vector coordinates x˜µ = (τ, r, φ, ς) and ρ and θ are two
of the de Sitter coordinates xˆµ = (ρ, θ, φ, ς). Note that, for fixed r, the limit τ → 0+
corresponds to the limit ρ → −∞ and the limit τ → ∞ corresponds to the limit ρ → ∞.
This means that the de Sitter map covers the future (forward) light cone.
In order to map the flow (8) to a static one, we follow the prescription of Gubser [50, 51]
and make a coordinate transformation combined with a Weyl rescaling to pass from R3,1 to
dS3×R (de Sitter space). Quantities defined in de Sitter space will be indicated with a hat
throughout the paper. Using Eq. (7) and the rules for general coordinate transformations
of tensors, one can relate the de Sitter-space metric with the Minkowski space metric via
gˆµν =
1
τ 2
∂xα
∂xˆµ
∂xβ
∂xˆν
gαβ . (12)
The de Sitter-space metric tensor in matrix form is
gˆµν = diag(−1, cosh2ρ, cosh2ρ sin2θ, 1) , (13)
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and gˆµν = gˆ−1µν , which can also be expressed in terms of tetrads (see (15) below) as gˆµν =
uˆµuˆν + ΘˆµΘˆν + ΦˆµΦˆν + ςˆµςˆν . The determinant of gˆµν is
gˆ ≡ det gˆµν = − cosh4ρ sin2θ . (14)
In order to proceed, we need to establish relations between the Minkowski-space basis
vectors and the de Sitter-space basis vectors. To do this, we first need to know the con-
formal weights of the Minkowski-space basis vectors. Knowing that [gµν ] = −2 and using
gµνX µX ν = 1 (where X µ generally stands for the spacelike Minkowski basis vectors), one
concludes that [X µ] = 1 and [Xµ] = −1. Also, using gµνuµuν = −1, one obtains [uµ] = 1
and [uµ] = −1. The tensor transformation to relate 4-vectors in de Sitter coordinates to
4-vectors in Minkowski coordinates can be written as follows
uˆµ = τ
∂xˆµ
∂xν
uν ,
Θˆµ = τ
∂xˆµ
∂xν
X ν ,
Φˆµ = τ
∂xˆµ
∂xν
Yν ,
ςˆµ = τ
∂xˆµ
∂xν
Zν . (15)
Starting with the Minkowski-space basis vectors in lab frame Eq. (5), one can use Eq. (15)
and the de Sitter-space identities detailed in Appendix A to obtain
uˆµ = (1, 0, 0, 0) ,
Θˆµ = (0, (cosh ρ)−1, 0, 0) ,
Φˆµ = (0, 0, (cosh ρ sin θ)−1, 0) ,
ςˆµ = (0, 0, 0, 1) . (16)
One can check explicitly that the orthonormality conditions for the basis vectors are satisfied,
i.e.
uˆ · uˆ ≡ uˆµuˆµ = −1 ,
Θˆ · Θˆ ≡ ΘˆµΘˆµ = 1 ,
Φˆ · Φˆ ≡ ΦˆµΦˆµ = 1 ,
ςˆ · ςˆ ≡ ςˆµςˆµ = 1 , (17)
and all other dot products vanish. In de Sitter coordinates, θ and φ are transverse coordinates
and ς is the longitudinal one.
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D. Ellipsoidal form for the distribution function
We now introduce our ansatz for the one-particle distribution function. We will assume
that, in de Sitter space, the anisotropy tensor is diagonal.2 An ellipsoidal anisotropic distri-
bution function can be constructed by introducing a tensor of the form [46]
Ξˆµν = uˆµuˆν + ξˆµν , (18)
where uˆµ is the four-velocity and ξˆµν is a symmetric traceless anisotropy tensor. Expanding
ξˆµν in the de Sitter basis gives
ξˆµν = ξˆθΘˆ
µΘˆν + ξˆφΦˆ
µΦˆν + ξˆς ςˆ
µςˆν . (19)
The basis vectors above obey the identities listed in Eq. (17). We require
ξˆµµ = 0 , (20)
uˆµξˆ
µν = 0 . (21)
Therefore,
Ξˆµµ = −1 , (22)
uˆµΞˆ
µν = −uˆν . (23)
Using the tensor Ξˆµν , one can construct an anisotropic distribution function following
Ref. [46] 3
f(xˆ, pˆ) = fiso
(
1
λˆ
√
pˆµΞˆµν pˆν
)
, (24)
where λˆ can be identified with the de Sitter-space temperature, Tˆ , only when ξˆµν = 0.
E. Dynamical variables
Since ξˆµν is traceless and diagonal, one has
ξˆθ + ξˆφ + ξˆς = 0 , (25)
2 This is motivated by the fact that in the linearized viscous hydrodynamics framework one finds that the
shear tensor is diagonal in de Sitter space.
3 We assume herein that the chemical potential is zero.
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which can be verified using Eqs. (13) and (16). In order to satisfy SO(3)q invariance, the
distribution function can only depend on pˆ2Ω ≡ pˆ2θ + pˆ2φ/sin2θ [53]. As a result, one must
have ξˆθ = ξˆφ. Using this, the condition (25) implies
ξˆθ = − ξˆς
2
. (26)
For convenience, one can define new parameters αˆi as
αˆi ≡ (1 + ξˆi)−1/2 , (27)
where i ∈ {θ, φ, ς}. Using Eqs. (13), (18), and (27) one can simplify the distribution function
to
f(xˆ, pˆ) = fiso
(
1
λˆ
√∑
i
pˆipˆi
αˆ2i
)
, (28)
where pˆi and pˆ
i are related through the metric (13) as before. Note that a trivial consequence
of ξˆθ = ξˆφ is
αˆθ = αˆφ . (29)
IV. BULK VARIABLES IN DE SITTER COORDINATES
In order to extract the energy density and pressures from the energy-momentum tensor,
one can expand it in a tensor basis (16) in de Sitter coordinates. Since the distribution
function is of ellipsoidal form, the energy-momentum tensor is diagonal in de Sitter space
Tˆ µν = εˆuˆµuˆν + PˆθΘˆ
µΘˆν + PˆφΦˆ
µΦˆν + Pˆς ςˆ
µςˆν , (30)
where εˆ, Pˆθ, Pˆφ, and Pˆς are the energy density and pressures in de Sitter coordinates. In the
kinetic theory framework, one can use the integral form of Tˆ µν to evaluate these quantities.
In general, the nth-moment of the distribution function is defined as
Iˆµ1...µn ≡ 1
(2pi)3
∫
d3pˆ√−gˆ pˆ0 pˆ
µ1 ... pˆµnf(xˆ, pˆ) , (31)
where gˆ is defined in Eq. (14). Taking n = 2 in Eq. (31), the integral form of the energy-
momentum tensor is obtained
Tˆ µν ≡ 1
(2pi)3
∫
d3pˆ√−gˆ pˆ0 pˆ
µpˆνf(xˆ, pˆ) . (32)
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Taking projections of Tˆ µν with the de Sitter-space basis vectors (16), one finds
εˆ ≡ uˆµTˆ µν uˆν = 1
(2pi)3
∫
d3pˆ√−gˆ pˆρ pˆ
ρpˆρfiso
(
1
λˆ
√∑
i
pˆipˆi
αˆ2i
)
, (33)
Pˆθ ≡ ΘˆµTˆ µνΘˆν = 1
(2pi)3
∫
d3pˆ√−gˆ pˆρ cosh
2ρ pˆθpˆθfiso
(
1
λˆ
√∑
i
pˆipˆi
αˆ2i
)
, (34)
Pˆφ ≡ ΦˆµTˆ µνΦˆν = 1
(2pi)3
∫
d3pˆ√−gˆ pˆρ cosh
2ρ sin2θ pˆφpˆφfiso
(
1
λˆ
√∑
i
pˆipˆi
αˆ2i
)
, (35)
Pˆς ≡ ςˆµTˆ µν ςˆν = 1
(2pi)3
∫
d3pˆ√−gˆ pˆρ pˆ
ς pˆςfiso
(
1
λˆ
√∑
i
pˆipˆi
αˆ2i
)
, (36)
where d3pˆ ≡ dpˆθdpˆφdpˆς and we have used pˆ0 = pˆρ. To obtain these results, the following
identities were used
uˆµpˆ
µ = −pˆρ ,
Θˆµpˆ
µ = pˆθ cosh ρ ,
Φˆµpˆ
µ = pˆφ cosh ρ sin θ ,
ςˆµpˆ
µ = pˆς . (37)
Computing the integrals, the bulk variables in de Sitter coordinates are
εˆ =
6αˆθαˆφ
(2pi)3
λˆ4
∫ 2pi
0
dφ αˆ2⊥H2(y) , (38)
Pˆθ =
6αˆ3θαˆφ
(2pi)3
λˆ4
∫ 2pi
0
dφ cos2φH2T (y) , (39)
Pˆφ =
6αˆθαˆ
3
φ
(2pi)3
λˆ4
∫ 2pi
0
dφ sin2φH2T (y) , (40)
Pˆς =
6αˆθαˆφ
(2pi)3
λˆ4
∫ 2pi
0
dφ αˆ2⊥H2L(y) . (41)
where αˆ⊥ ≡
√
αˆ2θ cos
2 φ+ αˆ2φ sin
2 φ, y ≡ αˆς/αˆ⊥, and the H-functions are defined as follows
H2(y) ≡ y
∫ 1
−1
d(cosθ)
√
y2 cos2θ + sin2θ
=
y√
y2 − 1
(
tanh−1
√
y2 − 1
y
+ y
√
y2 − 1
)
, (42)
H2T (y) ≡ y
∫ 1
−1
d(cosθ) sin2θ√
y2 cos2θ + sin2θ
=
y
(y2 − 1)3/2
(
(2y2 − 1) tanh−1
√
y2 − 1
y
− y
√
y2 − 1
)
, (43)
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H2L(y) ≡ y3
∫ 1
−1
d(cosθ) cos2θ√
y2 cos2θ + sin2θ
=
y3
(y2 − 1)3/2
(
y
√
y2 − 1− tanh−1
√
y2 − 1
y
)
. (44)
As discussed earlier, requiring SO(3)q invariance in de Sitter space implies (29). Together
with Eq. (25), this condition implies that one can write αˆθ in terms of αˆς
αˆθ =
√
2αˆ2ς
3αˆ2ς − 1
. (45)
Additionally, αˆφ = αˆθ implies that αˆ⊥ = αˆθ. Therefore, one can simplify Eqs. (38)-(41) to
εˆ =
3 αˆ4θλˆ
4
2pi2
H2(y¯) , (46)
Pˆθ =
3 αˆ4θλˆ
4
4pi2
H2T (y¯) , (47)
Pˆφ = Pˆθ , (48)
Pˆς =
3 αˆ4θλˆ
4
2pi2
H2L(y¯) , (49)
where y¯ ≡ αˆς/αˆθ is
y¯ =
√
3αˆ2ς − 1
2
. (50)
V. MOMENTS OF BOLTZMANN EQUATION
The Boltzmann equation in the relaxation-time approximation in de Sitter coordinates is
pˆ ·Df = pˆ · uˆ
τˆeq
(f − fiso) , (51)
where Dµ is the covariant derivative defined in Appendix B, fiso denotes the isotropic equi-
librium distribution function, and τˆeq is the relaxation time. Conformal invariance requires
that τˆeq is inversely proportional to the temperature, i.e. τˆeq ∝ 1/Tˆ . Since we work in the
relaxation-time approximation, the exact relation is τˆeq = 5ˆ¯η/Tˆ , where ˆ¯η = ηˆ/sˆ = η/s with
ηˆ being the Weyl-rescaled shear viscosity and sˆ being the Weyl-rescaled entropy density.
In order to derive the dynamical equations, we take the first and second moments of the
Boltzmann equation in de Sitter coordinates.
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A. First Moment
Taking the first moment of the Boltzmann equation (51) gives
DµTˆ
µν = 0 , (52)
where Tˆ µν is the energy-momentum tensor. To obtain (52) we require that the first moment
of the right-hand side of the Boltzmann equation vanishes, so that the energy and momenta
are conserved. This results in the so-called dynamical Landau matching condition, which
allows us to express the effective temperature Tˆ in terms of the microscopic parameters
Tˆ =
αˆς
y¯
(
H2(y¯)
2
)1/4
λˆ . (53)
Using Eqs. (30) and (B7) in Appendix B, one can expand Eq. (52) to obtain
ΓνλµTˆ
λµ + Tˆ µν
∂µ
√−gˆ√−gˆ
+uˆν(uˆµ∂µ)εˆ+ uˆ
ν(∂µuˆ
µ)εˆ+ εˆ(uˆµ∂µ)uˆ
ν
+Θˆν(Θˆµ∂µ)Pˆθ + Θˆ
ν(∂µΘˆ
µ)Pˆθ + Pˆθ(Θˆ
µ∂µ)Θˆ
ν
+Φˆν(Φˆµ∂µ)Pˆφ + Φˆ
ν(∂µΦˆ
µ)Pˆφ + Pˆφ(Φˆ
µ∂µ)Φˆ
ν
+ςˆν(ςˆµ∂µ)Pˆς + ςˆ
ν(∂µςˆ
µ)Pˆς + Pˆς(ςˆ
µ∂µ)ςˆ
ν = 0 . (54)
Making use of the de Sitter 4-vectors (16), one can take different projections of Eq. (54).
Taking uˆν , Θˆν , Φˆν , and ςˆν projections gives, respectively,
∂ρεˆ+ tanhρ (2εˆ+ Pˆθ + Pˆφ) = 0 , (55)
∂θPˆθ + (Pˆθ − Pˆφ) cot θ = 0 , (56)
∂φPˆφ = 0 , (57)
∂ςPˆς = 0 . (58)
Using the SO(3)q symmetry and Eq. (29), one can simplify the equations above to
∂ρεˆ+ 2 tanhρ (εˆ+ Pˆθ) = 0 , (59)
∂θPˆθ = 0 , (60)
∂φPˆφ = 0 , (61)
∂ςPˆς = 0 . (62)
12
The set of equations above demonstrates that, subject to SO(3)q symmetry, all fields and
physical quantities are functions of ρ exclusively. In other words, the differential equations
describing the system reduce to coupled first-order ordinary differential equations, which
can be solved by providing initial conditions in de Sitter space. Having the final expressions
for εˆ and Pˆθ, Eqs. (46) and (47), one finds the first moment of Boltzmann equation in de
Sitter space
4
d log λˆ
dρ
+
3αˆ2ς
(
H2L(y¯)
H2(y¯)
+ 1
)
− 4
3αˆ2ς − 1
d log αˆς
dρ
+ tanh ρ
(
H2T (y¯)
H2(y¯)
+ 2
)
= 0 . (63)
1. Equivalence to second-order viscous hydrodynamics
As a check that our starting point given by Eqs. (55)-(58) is consistent with the results
obtained previously in the context of second-order viscous hydrodynamics, we can rewrite
them in terms of the shear tensor. To do this, we begin by expanding the shear viscous
tensor in terms of the de Sitter-space basis vectors (16)
pˆiµν = pˆi
θ
θΘˆµΘˆν + pˆi
φ
φΦˆµΦˆν + pˆi
ς
ς ςˆµςˆν , (64)
where the different components obey
pˆiθθ + pˆi
φ
φ + pˆi
ς
ς = 0 . (65)
To proceed, we can use the definition of the shear viscous stress tensor as the correction to
the isotropic equilibrium pressures
Pˆi = Pˆiso + pˆi
i
i , (66)
where i ∈ {θ, φ, ς}. Using Pˆiso = εˆ/3, one obtains
Pˆθ + Pˆφ =
2
3
εˆ− pˆiςς . (67)
Substituting Eq. (67) into Eq. (55) gives
∂ρεˆ+ tanhρ
(
8
3
εˆ− pˆiςς
)
= 0 . (68)
Using the thermodynamic relation εˆ + Pˆiso = Tˆ sˆ, where sˆ is Weyl-rescaled entropy density,
one finds Tˆ sˆ = 4εˆ/3. In conformal field theory we have εˆ ∝ Tˆ 4. Defining p¯iςς ≡ pˆiςς/(Tˆ sˆ), one
obtains the following equation
∂ρTˆ
Tˆ
+
2
3
tanhρ =
1
3
p¯iςς tanhρ . (69)
This is precisely the same as the first-moment equation obtained originally in Ref. [54].
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B. Second Moment
Computing the second moment of Boltzmann equation (51) gives
DλIˆλµν = − 1
τˆeq
(
uˆλIˆλµνiso − uˆλIˆλµν
)
, (70)
where Iˆλµν and Iˆλµνiso can be obtained by taking n = 3 in Eq. (31)
Iˆλµν =
∫
d3pˆ√−gˆ pˆ0 pˆ
λpˆµpˆνf(xˆ, pˆ) , (71)
Iˆλµνiso =
∫
d3pˆ√−gˆ pˆ0 pˆ
λpˆµpˆνfiso(xˆ, pˆ) . (72)
From the symmetry of the integrands in the definition of Iˆλµν above, one concludes
that Iˆλµν only contains terms which have an even number of spatial indices. Using the de
Sitter-space basis (16), one can expand Iˆλµν in covariant form as
Iˆ ≡ Iˆρ
[
uˆ⊗ uˆ⊗ uˆ
]
+Iˆθ
[
uˆ⊗ Θˆ⊗ Θˆ + Θˆ⊗ uˆ⊗ Θˆ + Θˆ⊗ Θˆ⊗ uˆ
]
+Iˆφ
[
uˆ⊗ Φˆ⊗ Φˆ + Φˆ⊗ uˆ⊗ Φˆ + Φˆ⊗ Φˆ⊗ uˆ
]
+Iˆς
[
uˆ⊗ ςˆ ⊗ ςˆ + ςˆ ⊗ uˆ⊗ ςˆ + ςˆ ⊗ ςˆ ⊗ uˆ
]
. (73)
For a massless system, one has pˆµpˆµ = 0, which gives the following useful identity
pˆρ = −pˆρ =
√
pˆ2θ
cosh2ρ
+
pˆ2φ
cosh2ρ sin2θ
+ pˆ2ς . (74)
Using the orthonormality relations listed in Eq. (17), one can take different projections of
Iˆλµν to obtain the following expressions
Iˆρ ≡ −uˆλuˆµuˆν Iˆλµν
=
∫
dPˆ pˆ2ρfiso
(
1
λˆ
√
pˆ2θ
αˆ2θ cosh
2ρ
+
pˆ2φ
αˆ2φ cosh
2ρ sin2θ
+
pˆ2ς
αˆ2ς
)
, (75)
Iˆθ ≡ −uˆλΘˆµΘˆν Iˆλµν
=
∫
dPˆ pˆ
2
θ
cosh2ρ
fiso
(
1
λˆ
√
pˆ2θ
αˆ2θ cosh
2ρ
+
pˆ2φ
αˆ2φ cosh
2ρ sin2θ
+
pˆ2ς
αˆ2ς
)
, (76)
Iˆφ ≡ −uˆλΦˆµΦˆν Iˆλµν
=
∫
dPˆ pˆ
2
φ
cosh2ρ sin2θ
fiso
(
1
λˆ
√
pˆ2θ
αˆ2θ cosh
2ρ
+
pˆ2φ
αˆ2φ cosh
2ρ sin2θ
+
pˆ2ς
αˆ2ς
)
, (77)
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Iˆς ≡ −uˆλςˆµςˆν Iˆλµν
=
∫
dPˆ pˆ2ςfiso
(
1
λˆ
√
pˆ2θ
αˆ2θ cosh
2ρ
+
pˆ2φ
αˆ2φ cosh
2ρ sin2θ
+
pˆ2ς
αˆ2ς
)
, (78)
where
dPˆ ≡ 1
(2pi)3
dpˆθdpˆφdpˆς
cosh2ρ sinθ
. (79)
The results of the integrals above can be compactly written as
Iˆρ = αˆ
[ ∑
i=θ,φ,ς
αˆ2i
]
Iˆiso , (80)
Iˆi = αˆαˆ2i Iˆiso , (81)
where αˆ ≡ αˆθαˆφαˆς and Iˆiso ≡ 4λˆ5/pi2. The coefficients above clearly obey
Iˆρ =
∑
i=θ,φ,ς
Iˆi , (82)
which follows from gˆµν Iˆµνλ = gˆµλIˆµνλ = gˆνλIˆµνλ = 0 since pˆµpˆµ = 0. If the system possesses
SO(3)q symmetry, one has
Iˆθ = Iˆφ . (83)
1. Dynamical equations
Using Eq. (73), one can expand Eq. (70) as
DλIˆλµν = uˆµuˆν(uˆλDλ)Iˆρ + uˆµuˆν(Dλuˆλ)Iˆρ + Iˆρ(uˆλDλ)uˆµuˆν
+ΘˆµΘˆν(uˆλDλ)Iˆθ + ΘˆµΘˆν(Dλuˆλ)Iˆθ + Iˆθ(uˆλDλ)ΘˆµΘˆν
+uˆµΘˆν(ΘˆλDλ)Iˆθ + uˆµΘˆν(DλΘˆλ)Iˆθ + Iˆθ(ΘˆλDλ)uˆµΘˆν
+Θˆµuˆν(ΘˆλDλ)Iˆθ + Θˆµuˆν(DλΘˆλ)Iˆθ + Iˆθ(ΘˆλDλ)Θˆµuˆν
+(Θˆ→ Φˆ) + (Θˆ→ ςˆ)
= − 1
τˆeq
[
uˆλIˆλµνiso − uˆλIˆλµν
]
. (84)
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Using the identities in Appendices B and C, one can simplify Eq. (84) to
DλIˆλµν= uˆµuˆν
[
∂ρIˆρ + 2 tanh ρ (Iˆρ + Iˆθ + Iˆφ)
]
+ΘˆµΘˆν
[
∂ρIˆθ + 4 tanh ρ Iˆθ
]
+ΦˆµΦˆν
[
∂ρIˆφ + 4 tanh ρ Iˆφ
]
+ςˆµςˆν
[
∂ρIˆς + 2 tanh ρ Iˆς
]
+
uˆµΘˆν + Θˆµuˆν
cosh ρ
[
∂θIˆθ + cot θ(Iˆθ − Iˆφ)
]
+
uˆµΦˆν + Φˆµuˆν
cosh ρ sin θ
[
∂φIˆφ
]
+ (uˆµςˆν + ςˆµuˆν)
[
∂ς Iˆς
]
= − 1
τˆeq
[
uˆλIˆλµνiso − uˆλIˆλµν
]
. (85)
From the expression above, we can obtain various scalar projections. The diagonal pro-
jections are:
uˆuˆ-projection
∂ρIˆρ + 2 tanh ρ (Iˆρ + Iˆθ + Iˆφ) = 1
τˆeq
[
Iˆρ,iso − Iˆρ
]
, (86)
ΘˆΘˆ-projection
∂ρIˆθ + 4 tanh ρ Iˆθ = 1
τˆeq
[
Iˆθ,iso − Iˆθ
]
, (87)
ΦˆΦˆ-projection
∂ρIˆφ + 4 tanh ρ Iˆφ = 1
τˆeq
[
Iˆφ,iso − Iˆφ
]
, (88)
ςˆ ςˆ-projection
∂ρIˆς + 2 tanh ρ Iˆς = 1
τˆeq
[
Iˆς,iso − Iˆς
]
. (89)
Using Eq. (82), one can verify that equations above are not independent, i.e. Eqs. (87),
(88), and (89) imply that Eq. (86) is automatically satisfied. The non-trivial off-diagonal
projections are:
uˆΘˆ (or Θˆuˆ)-projection
∂θIˆθ + cot θ(Iˆθ − Iˆφ) = 0 , (90)
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uˆΦˆ (or Φˆuˆ)-projection
∂φIˆφ = 0 , (91)
uˆςˆ (or ςˆ uˆ)-projection
∂ς Iˆς = 0 . (92)
All other projections give equations that are trivially satisfied. Using SO(3)q symmetry,
one can use Eq. (83) to find the set of independent second-moment equations
∂ρIˆθ + 4 tanh ρ Iˆθ = 1
τˆeq
[
Iˆθ,iso − Iˆθ
]
, (93)
∂ρIˆς + 2 tanh ρ Iˆς = 1
τˆeq
[
Iˆς,iso − Iˆς
]
, (94)
∂θIˆθ = ∂φIˆφ = ∂ς Iˆς = 0 , (95)
Iˆρ = 2Iˆθ + Iˆς , (96)
Iˆρ,iso = 2Iˆθ,iso + Iˆς,iso . (97)
Using Eqs. (81), (93), and (94), one finds
6αˆς
1− 3αˆ2ς
dαˆς
dρ
− 3
(
3αˆ4ς − 4αˆ2ς + 1
)
4τˆeqαˆ5ς
(
Tˆ
λˆ
)5
+ 2 tanh ρ = 0 . (98)
For the effective temperature appearing above, one uses Eq. (53), which was obtained by
requiring energy conservation.
C. Final anisotropic hydrodynamics equations
Equations (63), (98), and (53) form the complete set of equations required in order to
describe the de Sitter-space evolution using anisotropic hydrodynamics. We list them again
here in order to provide easier access in the forthcoming discussion
4
d log λˆ
dρ
+
3αˆ2ς
(
H2L(y¯)
H2(y¯)
+ 1
)
− 4
3αˆ2ς − 1
d log αˆς
dρ
+ tanh ρ
(
H2T (y¯)
H2(y¯)
+ 2
)
= 0 , (99)
6αˆς
1− 3αˆ2ς
dαˆς
dρ
− 3
(
3αˆ4ς − 4αˆ2ς + 1
)
4τˆeqαˆ5ς
(
Tˆ
λˆ
)5
+ 2 tanh ρ = 0 , (100)
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where y¯ ≡ αˆς/αˆθ =
√
(3αˆ2ς − 1)/2. The H-functions appearing above are defined in
Eqs. (42)-(44). The set of equations can be closed by using the dynamical Landau matching
condition
Tˆ =
αˆς
y¯
(
H2(y¯)
2
)1/4
λˆ. (101)
VI. LIMITING CASES
In this section, we consider two limiting cases of Eqs. (99)-(101). The cases we consider
are the ideal (τˆeq → 0) and free-streaming (τˆeq → ∞) limits. In these two cases, one
can dramatically simplify the equations and solve them analytically as first-order ordinary
differential equations. As we will see below, this will allow us to compare our results with
the exact solution of Boltzmann equation in the ideal and free-streaming limits, which one
can also obtain analytically.
A. Ideal hydrodynamics limit
In order to take the ideal limit of Eqs. (99) and (100), one has to impose the following
conditions which require that the system is perfectly isotropic and remains so for all de
Sitter time ρ
αˆς → 1 ,
∂ραˆς → 0 ,
τˆeq → 0 . (102)
With these assumptions, y¯ → 1 and λˆ(ρ) → Tˆ (ρ). Using these relations, one finds that
Eq. (100) is trivially satisfied. Eq. (99) simplifies dramatically and can be solved analytically
giving
Tˆ (ρ) = Tˆ0
(
cosh ρ0
cosh ρ
)2/3
, (103)
where Tˆ0 = Tˆ (ρ0). This is precisely the solution obtained originally by Gubser and Yarom
[51].4
4 We have generalized the solution to allow the boundary condition to be specified at an arbitrary ρ0. The
form of the Gubser and Yarom solution is recovered when ρ0 = 0.
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B. Free-streaming limit
In order to take the free-streaming (FS) limit, one has to take the limit τˆeq → ∞ of
Eqs. (99) and (100). As it turns out, it is also possible to solve the anisotropic hydrodynamics
equations analytically in this case. In this limit, solving Eq. (100) gives
αˆ2ς (ρ) =
1
3
+
(
αˆ2ς,0 −
1
3
)
cosh2 ρ
cosh2 ρ0
, (104)
where we have specified the boundary condition at ρ = ρ0 and required that αˆς(ρ0) = αˆς,0.
With this result, one can obtain an expression for y¯FS using Eq. (50)
y¯FS =
√
3αˆ2ς,0 − 1
2
cosh ρ
cosh ρ0
. (105)
Substituting the previous two results into Eq. (99) and solving it analytically gives
λˆ(ρ) =
λˆ0αˆς,0
αˆς(ρ)
, (106)
where we have required λˆ(ρ0) = λˆ0. Finally, one can use Eq. (101) to find the free-streaming
limit for the (effective) temperature
Tˆ (ρ) = λˆ0αˆς,0H1/4ε (Cρ0,ρ) , (107)
where
Hε(x) ≡ x
2
2
+
x4
2
tanh−1
√
1− x2√
1− x2 , (108)
and
Cρ0,ρ ≡
1
y¯FS
=
αˆθ,0 cosh ρ0
αˆς,0 cosh ρ
. (109)
Using the effective temperature obtained above, one can find the free-streaming limit of
the energy density
εˆFS =
3λˆ40αˆ
4
ς,0
pi2
Hε(Cρ0,ρ). (110)
In addition, one can use Eq. (45) to find αˆθ(ρ).
Finally, using Eqs. (49) and (66) one can determine the ςς-component of the viscous stress
tensor in the free-streaming limit
(pˆiςς )FS =
λˆ40αˆ
4
ς,0
pi2
Hpi
(C−1ρ0,ρ) , (111)
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where
Hpi(x) ≡
x
√
x2 − 1(1 + 2x2) + (1− 4x2)coth−1(x/√x2 − 1)
2x3(x2 − 1)3/2 . (112)
We note that the functionsHε andHpi introduced above are closely related to theH-functions
previously defined in Eq. (42)-(44) as
Hε(x) = 1
2
x4H2
(
x−1
)
, (113)
Hpi(x) = 3
2x4
(
H2L(x)− H2(x)
3
)
. (114)
VII. EXACT SOLUTION
Recently, Denicol et al. obtained an exact solution to the Boltzmann equation subject
to Gubser flow in the relaxation-time approximation [52, 53]. In order to assess the efficacy
of the anisotropic hydrodynamics equations, one can compare the results obtained herein
with this exact solution. We note that one limitation of the exact solution obtained in
Refs. [52, 53] is that the distribution function was assumed to be isotropic at ρ0. As we will
show below, if one assumes that the initial distribution function is of spheroidal form in de
Sitter space, then it is possible to allow for an arbitrary pressure anisotropy at ρ0. This will
allow us to compare anisotropic hydrodynamics with the exact solution subject to a variety
of different de Sitter-space initial conditions.
In general, the exact solution can be expressed in the form [52, 53]
εˆ(ρ) = D(ρ, ρ0)εˆFS +
3
pi2c
∫ ρ
ρ0
dρ′D(ρ, ρ′)Hε
(
cosh ρ′
cosh ρ
)
Tˆ 5(ρ′) , (115)
pˆiςς (ρ) = D(ρ, ρ0)(pˆi
ς
ς )FS +
1
pi2c
∫ ρ
ρ0
dρ′D(ρ, ρ′)Hpi
(
cosh ρ
cosh ρ′
)
Tˆ 5(ρ′) , (116)
where
D(ρ2, ρ1) = exp
(
−
∫ ρ2
ρ1
dρ′′
Tˆ (ρ′′)
c
)
. (117)
Above Tˆ (ρ) = (pi2εˆ(ρ)/3)1/4 is the effective temperature and c ≡ 5ηˆ/sˆ. Using Eqs. (33)-(36),
εˆFS and (pˆi
ς
ς )FS can be obtained
εˆFS ≡ 1
(2pi)3
∫
d3pˆ√−gˆ pˆρ (pˆ
ρ)2fiso
(
1
λˆ0
√
pˆ2θ
αˆ2θ,0 cosh
2ρ0
+
pˆ2φ
αˆ2θ,0 cosh
2ρ0 sin
2θ
+
pˆ2ς
αˆ2ς,0
)
=
3λˆ40αˆ
4
ς,0
pi2
Hε(Cρ0,ρ) , (118)
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(pˆiςς )FS ≡
1
(2pi)3
∫
d3pˆ√−gˆ pˆρ
(
pˆ2ς −
(pˆρ)2
3
)
fiso
(
1
λˆ0
√
pˆ2θ
αˆ2θ,0 cosh
2ρ0
+
pˆ2φ
αˆ2θ,0 cosh
2ρ0 sin
2θ
+
pˆ2ς
αˆ2ς,0
)
=
λˆ40αˆ
4
ς,0
pi2
Hpi
(C−1ρ0,ρ) . (119)
By using the results above, the integral equations (115) and (116) allow for an arbitrary
momentum-space anisotropy at ρ = ρ0 with αˆς(ρ0) = αˆς,0 and 1/3 < αˆ
2
ς,0 < ∞. In the
original work [52, 53], the solutions obtained were restricted to the case αˆς,0 = 1. If one takes
αˆς,0 = 1, the expressions above reduce to the ones obtained in [52, 53]. Importantly, we find
that Eqs. (110) and (111) correspond precisely to the exact free-streaming limits obtained
above. This means that, if the initial distribution function at ρ0 is of spheroidal form in de
Sitter space, anisotropic hydrodynamics gives the exact solution in the free-streaming limit.
VIII. NUMERICAL RESULTS
In the general case, it is necessary to solve Eqs. (99), (100), and (101) numerically.
Since they are ordinary first-order differential equations, this task is rather straightforward.
In order to complete the solution, however, we need to specify a boundary condition. This
might be non-trivial task since not all choices lead to physical results. As shown in Appendix
B of Ref. [53], in the exact solution, some initial conditions can result in complex-valued
temperatures, etc. While such solutions may be mathematically sound, they are clearly
not physical. However, as discussed in Appendix B of Ref. [53], if one fixes the boundary
condition on the “left” (ρ→ −∞), which corresponds to the “distant past” in de Sitter time,
one has freedom to choose the initial condition. In addition, with this boundary condition,
one can smoothly take the limit η/s→ 0 in order to obtain the ideal hydrodynamics result
(see Fig. 8 of Ref. [53]). This limit is not guaranteed for other choices of ρ0.
More importantly, we want to specify a set of initial conditions on a fixed proper-time
surface τ = τ0 and then take the limit τ0 → 0+ so that we can describe the system’s
evolution in the entire forward light cone. For this reason, in what follows we will always fix
the boundary condition on the left. As discussed above, these boundary conditions will also
allow us to smoothly go from the ideal to free-streaming limits unambiguously. In practice,
specifying numerical boundary conditions at extremely large negative ρ and obtaining the
full solution also for positive ρ is time-consuming, particularly for the exact solution that we
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FIG. 1. In the top row, we compare the de Sitter-space effective temperature Tˆ obtained from
the exact solution (black solid line), the anisotropic hydrodynamics equations obtained herein (red
dashed line), the DNMR second-order approach (green dot-dashed line), and the Israel-Stewart
second-order approximation (blue dotted line). The columns from left to right correspond to three
different choices of the shear viscosity to entropy density ratio with 4piη/s ∈ {1, 3, 10}, respectively.
In the bottom row, we compare results for the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ). The labeling and values
of 4piη/s in the bottom row are the same as in the top row. In all cases, at ρ = ρ0 = −10, we fixed
the initial effective temperature to be Tˆ0 = 0.002 and the initial anisotropy to be αˆς,0 = 1, which
corresponds to an isotropic initial condition in de Sitter space.
intend to compare with. For this reason, we will present solutions in which the boundary
condition is fixed at a large, but finite, negative ρ. In all plots shown, we fix the boundary
condition at ρ0 = −10.
In addition to comparing to the generalization of the exact result of Refs. [52, 53], we
will also compare with results obtained using the Israel-Stewart second-order viscous hydro-
dynamics approximation [54] and a complete second-order Grad 14-moment approximation
[53]. For the second-order hydrodynamic approximations, one has to solve two coupled ordi-
nary differential equations subject to a boundary condition at ρ = ρ0. For the Israel-Stewart
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FIG. 2. Same as Fig. 1 except here we take αˆς,0 = 10, which corresponds to a prolate initial
condition in de Sitter space. We do not include the Israel-Stewart approximation result, because,
for this boundary condition, the Israel-Stewart equations are unstable and diverge in the negative-ρ
region.
(IS) case, the necessary equations are [54]
1
Tˆ
dTˆ
dρ
+
2
3
tanh ρ =
1
3
p¯iςς (ρ) tanh ρ , (120)
dp¯iςς
dρ
+
4
3
(
p¯iςς
)2
tanh ρ+
p¯iςς
τˆpi
=
4
15
tanh ρ , (121)
where p¯iςς ≡ pˆiςς/(Tˆ sˆ) and τˆpi = 5ηˆ/(sˆTˆ ). As mentioned above, one can go beyond the IS
approximation presented in Ref. [54] and also include the complete second-order contribution
(see Appendix A of Ref. [53] for further details). In this case, the second equation above
should be replaced by
dp¯iςς
dρ
+
4
3
(
p¯iςς
)2
tanh ρ+
p¯iςς
τˆpi
=
4
15
tanh ρ+
10
21
p¯iςς tanh ρ . (122)
If Eq. (122) is used, the result is labeled as DNMR.
In Figs. 1-3 we present our numerical solutions of Eqs. (99), (100), and (101) and compare
the results to the exact solution and the two second-order viscous hydrodynamics approxi-
mations. In these three figures we take αˆς,0 = 1, 10, and 0.6, which correspond to an initially
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FIG. 3. Same as Fig. 1 except here we take αˆς,0 = 0.6, which corresponds to an oblate initial
condition in de Sitter space.
isotropic, prolate (Pˆθ = Pˆφ < Pˆς), and oblate (Pˆθ = Pˆφ > Pˆς) initial condition, respectively.
In all cases, at ρ = ρ0 = −10, we fixed the initial effective temperature to be Tˆ0 = 0.002.
In the top row of all three figures, we compare the de Sitter-space effective temperature Tˆ
obtained from the exact solution (black solid line), the anisotropic hydrodynamics equations
obtained herein (red dashed line), the DNMR second-order approach (green dot-dashed line),
and the Israel-Stewart second-order approach (blue dotted line). The columns from left to
right correspond to three different choices of the shear viscosity to entropy density ratio with
4piη/s ∈ {1, 3, 10}, respectively. In the bottom row of all three figures, we compare results
for the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ). The labeling and values of 4piη/s in the bottom row are
the same as in the top row.
As can be seen from Figs. 1-3, the anisotropic hydrodynamics equations obtained herein
provide the best approximation to the exact result in all cases. For the temperature, it
is very difficult to distinguish the anisotropic hydrodynamics result from the exact result.
For the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ), there are visible differences between the anisotropic
hydrodynamics solutions and the exact solution in the region between ρ >∼ 0 for small η/s,
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but at large ρ one sees that anisotropic hydrodynamics has the correct asymptotic behavior.5
Between the two hydrodynamic approximations, we find that, for negative ρ, the DNMR
solutions better reproduces the exact solution for p¯iςς ≡ pˆiςς/(Tˆ sˆ), whereas for positive ρ the
IS solution seems to perform better overall. That being said, we find that in the range of
de Sitter times considered, the DNMR solution better reproduces the exact solution for the
effective temperature.
IX. CONCLUSIONS
In this paper we have used the framework of anisotropic hydrodynamics to derive two
coupled ordinary differential equations that describe the evolution of the de Sitter-space
scale parameter λˆ and anisotropy parameter αˆς . Our final analytic results are listed in
Eqs. (99), (100), and (101). Using these equations we could find the evolution of the effective
temperature Tˆ and shear correction p¯iςς in de Sitter time. We demonstrated that these
equations reproduce both the ideal (η/s = 0) and free-streaming (η/s → ∞) limits of
the exact solution obtained in Ref. [53]. In order to make a more general comparison, we
extended the exact solution of Ref. [53] to allow for arbitrary momentum-space anisotropy
in the de Sitter-space initial condition. Our numerical results indicate that Eqs. (99), (100),
and (101) provide an excellent approximation to the exact solution and, hence, this work
provides further evidence that the anisotropic hydrodynamics approximation might provide
a superior approximation even when including transverse expansion. That being said, the
transverse flow pattern considered herein (“Gubser” flow) is rather special, and we cannot
generalize beyond the specific case studied herein to a general transverse flow at this point
in time.
In the numerical results section we presented solutions for the de Sitter-space evolution
of the effective temperature and scaled shear. The solutions obtained herein can be easily
mapped back to Milne space, giving the full spatio-temporal evolution for a boost-invariant
and cylindrically-symmetric system for arbitrary values of parameter q, which sets the spatial
extent of the solution. Using this mapping, one can obtain the radial temperature profile
at any given proper time. This can be used as an initial condition for subsequent evolution
5 Using Eqs. (99)-(101), one finds that in the limit ρ → ∞, αˆς ∼ exp(ρ/3) and λˆ ∼ exp(−2ρ/3). As a
consequence, one finds that the anisotropic hydrodynamics equations give p¯iςς = 0.5 in the limit ρ → ∞
independent of the value of τˆeq.
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in Milne space. In a forthcoming paper, we plan to compare the recently obtained 1+1d
ellipsoidal anisotropic hydrodynamics equations of Tinti and Florkowski [43] with both the
anisotropic hydrodynamics equations obtained herein and the exact solution. Additionally,
it will be interesting to see if the methods used herein can also describe the effects of vorticity
following Refs. [55, 56].
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Appendix A: De Sitter coordinates identities
In this appendix, we present some useful identities and derivatives of the de Sitter co-
ordinates which we have used in our calculations. As mentioned in Eqs. (10) and (11), de
Sitter coordinates are defined as
ρ(τ, r) = arcsinh
(
−1− q
2τ 2 + q2r2
2qτ
)
, (A1)
θ(τ, r) = arctan
(
2qr
1 + q2τ 2 − q2r2
)
. (A2)
Taking partial derivatives and using Eq. (9) for θ⊥, one can obtain the necessary derivatives
of (ρ, θ) with respect to (τ, r)
∂ρ
∂τ
= q (cosh ρ− sinh ρ cos θ) ,
∂ρ
∂r
= −q sin θ ,
∂θ
∂τ
= −q sin θ
cosh ρ
,
∂θ
∂r
= q (1− cos θ tanh ρ) , (A3)
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and inversely
∂τ
∂ρ
= τ cosh θ⊥ ,
∂τ
∂θ
= qτr ,
∂r
∂ρ
= τ sinh θ⊥ ,
∂r
∂θ
= qτr coth θ⊥ . (A4)
Note that the variables above are also related through the following useful relations
τ =
1
q
sinh θ⊥
sin θ
, (A5)
r =
1
q
cosh ρ sinh θ⊥ . (A6)
Appendix B: The covariant derivative
The covariant derivative is the generalization of the directional derivative of a vector field
which acts as a derivative along tangent vectors of a manifold. Its action on an arbitrary
scalar ϕ and rank-1 and rank-2 tensors (indicated by V below) is
Dµϕ = ∂µϕ , (B1)
DµVν = ∂µVν − ΓλβµVλ , (B2)
DµVαβ = ∂µVαβ − ΓλαµVλβ − ΓλβµVλα , (B3)
DµV
ν = ∂µV
ν + ΓνµλV
λ , (B4)
DµV
µ =
1√−g ∂µ
(√−g V µ) , (B5)
DµV
µν =
1√−g ∂µ
(√−g V µν)+ ΓνλµV λµ , (B6)
DλV
µν = ∂λV
µν + ΓµληV
ην + ΓνληV
µη , (B7)
where Γνµλ are Christoffel symbols, which are
Γνµλ =
1
2
gνσ(∂µgσλ + ∂λgσµ − ∂σgµλ) . (B8)
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Appendix C: Christoffel symbols in de Sitter coordinates
Starting from Eq. (B8) and using the de Sitter metric (13), one obtains the following
non-vanishing Christoffel symbols
Γρθθ = sinh ρ cosh ρ , (C1)
Γρφφ = sin
2 θ sinh ρ cosh ρ , (C2)
Γθρθ = Γ
θ
θρ = tanh ρ , (C3)
Γθφφ = − sin θ cos θ , (C4)
Γφρφ = Γ
φ
φρ = tanh ρ , (C5)
Γφθφ = Γ
φ
φθ = cot θ . (C6)
Appendix D: The anisotropy tensor in different coordinate systems
In this appendix, we present the transformation of the anisotropy tensor from de Sitter
to Milne and polar Milne coordinates. The tensors in the different cases are indicated by
ξˆµν , ξ˜
µ
ν , and ξˇ
µ
ν in de Sitter, polar Milne, and Milne coordinates, respectively. According to
Sec. III B, since ξˆµν is a dimensionless tensor of rank 2 with one up and one down index, it
has a conformal weight of 0. Therefore,
ξ˜µν =
∂x˜µ
∂xˆα
∂xˆβ
∂x˜ν
ξˆαβ . (D1)
The anisotropy tensor in de Sitter space is expanded using Eqs. (19). Using Eq. (16), one
can expand it in matrix form as
ξˆµν =

0 0 0 0
0 ξˆθ 0 0
0 0 ξˆφ 0
0 0 0 ξˆς
 . (D2)
Using the derivative relations in App. A, one can find the matrix forms of ξ˜µν and ξˇ
µ
ν
ξ˜µν =

−ξˆθ sinh2 θ⊥ ξˆθ sinh θ⊥ cosh θ⊥ 0 0
−ξˆθ sinh θ⊥ cosh θ⊥ ξˆθ cosh2 θ⊥ 0 0
0 0 ξˆφ 0
0 0 0 ξˆς
 , (D3)
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ξˇµν =

−ξˆθ sinh2 θ⊥ ξˆθ sinh(2θ⊥)2 cosφ ξˆθ sinh(2θ⊥)2 sinφ 0
−ξˆθ sinh(2θ⊥)2 cosφ ξˆθ cosh2θ⊥ cos2φ+ ξˆφ sin2φ (ξˆθ cosh2θ⊥− ξˆφ) sinφ cosφ 0
−ξˆθ sinh(2θ⊥)2 sinφ (ξˆθ cosh2θ⊥−ξˆφ) sinφ cosφ ξˆθ cosh2θ⊥sin2φ+ξˆφ cos2φ 0
0 0 0 ξˆς
, (D4)
where, in ξ˜µν the indices are taken from (µ, ν) ∈ {τ, r, φ, ς}, and in ξˇµν they are taken from
(µ, ν) ∈ {τ, x, y, ς}. Since we started with the basis vectors in Minkowski space lab frame,
one needs to boost them to find their form in the local rest frame (LRF).6 Constructing the
necessary boost from the fluid velocity 4-vector appropriate to each coordinate system one
finds
(
ξ˜µν
)
LRF
=

0 0 0 0
0 ξˆθ 0 0
0 0 ξˆφ 0
0 0 0 ξˆς
 , (D5)
(
ξˇµν
)
LRF
=

0 0 0 0
0 ξˆ++ξˆ− cos(2φ)
2
ξˆ− sinφ cosφ 0
0 ξˆ− sinφ cosφ
ξˆ+−ξˆ− cos(2φ)
2
0
0 0 0 ξˆς
 , (D6)
where ξˆ+ ≡ ξˆθ + ξˆφ and ξˆ− ≡ ξˆθ − ξˆφ. Using SO(3)q symmetry, one finds ξˆ+ → 2ξˆθ and
ξˆ− → 0 and, therefore,
(
ξ˜µν
)
LRF
=

0 0 0 0
0 ξˆθ 0 0
0 0 ξˆθ 0
0 0 0 ξˆς
 , (D7)
(
ξˇµν
)
LRF
=

0 0 0 0
0 ξˆθ 0 0
0 0 ξˆθ 0
0 0 0 ξˆς
 . (D8)
6 In both cases, only a transverse boost is required. For the case of polar Milne coordinates, one can make
a pure radial boost.
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From the results above, one can conclude that the LRF anisotropy tensor in polar Milne
coordinates is diagonal, irrespective of whether the system is SO(3)q-symmetric or not,
however, in Milne coordinates, the anisotropy is only diagonal if the system is SO(3)q-
symmetric.
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