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Résumé : Hyperarbres et Partitions semi-pointées :
Aspects combinatoires, algébriques et homologiques
Cette thèse est consacrée à l’étude combinatoire, algébrique et homologique des hyperarbres
et des partitions semi-pointées. Nous étudions plus précisément des structures algébriques et
homologiques construites à partir des hyperarbres, puis des partitions semi-pointées, qui appa-
raissent naturellement au cours de notre étude.
Après un bref rappel des notions utilisées, nous utilisons la théorie des espèces de structure
introduite par A. Joyal afin de déterminer l’action du groupe symétrique sur l’homologie du
poset des hyperarbres, connu aussi sous le nom de poset de Whitehead. Cette action s’identifie à
l’action du groupe symétrique liée à la structure anti-cyclique de l’opérade PreLie. Nous raffinons
ensuite nos calculs sur une graduation de l’homologie, appelée homologie de Whitney.
Lors de cette étude interviennent des formules semblant décrire des hyperarbres décorés par
des espèces. Nous définissons la notion d’hyperarbre aux arêtes décorées par une espèce avant
d’établir des équations fonctionnelles vérifiées par ces hyperarbres. Ces hyperarbres décorés
peuvent être décrits comme des cas particuliers d’arborescence R-enrichie. Une bijection des
hyperarbres décorés avec des arbres en boîtes et des partitions dont les parts sont décorées permet
d’obtenir une formule close pour leur cardinal, à l’aide d’un codage de Prüfer. Certains exemples
pertinents reliés à des objets connus sont exhibés. Nous généralisons ensuite la décoration des
hyperarbres en décorant à la fois les arêtes et le voisinage des sommets de l’hyperarbre, ce
qui permet d’obtenir une interprétation combinatoire de l’homologie de Whitney du poset des
hyperarbres en terme d’hyperarbres bidécorés.
Nous adaptons ensuite les méthodes de calcul de caractères sur les algèbres de Hopf d’in-
cidence, introduites par W. Schmitt dans le cas de familles de posets bornés, à des familles
de posets non bornés vérifiant certaines propriétés. Cette adaptation repose sur l’introduction
d’une bigèbre formée sur les posets dont nous relions le coproduit au coproduit sur l’algèbre
de Hopf d’incidence obtenue en bornant les posets par l’ajout d’un maximum. Nous appliquons
ensuite cette adaptation aux posets des hyperarbres. Nous donnons une formule explicite pour
le coproduit de la bigèbre associée, qui fait intervenir le cardinal de l’ensemble des hyperarbres
dont la taille des arêtes et la valence des sommets sont fixées.
Enfin, une sorte d’hyperarbre décoré, appelée hyperarbre aux arêtes pointées, peut être à
son tour munie d’un ordre partiel. Nous montrons que ces posets sont Cohen-Macaulay avant
de calculer la dimension de l’unique groupe d’homologie non nulle. L’étude de ces posets fait
apparaître une généralisation des posets des partitions et des posets des partitions pointées : les
poset des partitions semi-pointées. Nous montrons que ces posets sont aussi Cohen-Macaulay,
avant de déterminer à l’aide de la théorie des espèces une formule close pour la dimension de
l’unique groupe d’homologie non trivial de ces posets.
Mots-clés : Hyperarbre, poset, espèce, homologie, partition, action du groupe symétrique,
algèbre de Hopf d’incidence, Cohen-Macaulay.

Abstract : Hypertrees and Semi-pointed Partitions :
Combinatorial, Algebraic and Homological Aspects
This thesis is dedicated to the combinatorial, algebraic and homological study of hypertrees
and semi-pointed partitions. More precisely, we study algebraic and homological structures built
from hypertrees and semi-pointed partitions, which occur naturally in our study.
After recalling briefly the notions needed, we use the theory of species of structures, introdu-
ced by A. Joyal, to compute the action of the symmetric group on the homology of the hypertree
posets, also known as Whitehead poset. This action is the same as the action of the symmetric
group linked with the anticyclic structure of the PreLie operad. We refine our computations on
a grading of the homology, called Whitney homology.
In this study occur formulas related to hypertrees decorated by species. We define the notion
of edge-decorated hypertrees before stating functional equations satisfied by these hypertrees.
These decorated hypertrees can be described as a special case of R-enriched trees. A one-to-one
correspondence of decorated hypertrees with box trees and partitions whose parts are decorated
sets enables us to compute a close formula for the cardinality of decorated hypertrees, thanks
to a Prüfer code. Some relevant examples are related to known objects. We then generalize
decorations of hypertrees by decorating both edges and neighbourhoods of vertices in a hypertree,
which gives a combinatorial interpretation of Whitney homology of hypertree posets in terms of
bidecorated hypertrees.
Moreover, we adapt computation methods of characters on incidence Hopf algebras, intro-
duced by W. Schmitt for families of bounded posets, to families of unbounded posets satisfying
some additional properties, called triangle and diamond posets. This relies on the link between
the coproduct on a new bialgebra and the coproduct on the incidence Hopf algebra obtained by
bounding posets by the addition of a greatest element. After applying these results to the hyper-
tree posets, we give an explicit formula for the coproduct on the obtained bialgebra, involving
the number of hypertrees with fixed valencies and edge sizes.
Finally, a kind of decorated hypertree, called pointed-edge hypertree, can also be endowed
with a partial order. We show that the associated posets are Cohen-Macaulay and compute
the dimension of the unique non-vanishing homology group. By studying the associated posets,
we unveil a new family of posets : the semi-pointed partition posets, which generalize both
partition posets and pointed partition posets. We show the Cohen-Macaulayness of these posets
and obtain, thanks to species theory, a closed formula for the dimension of its unique homology
group, which extend the ones established for partition posets and pointed partition posets.
Keywords : Hypertree, poset, species, homology, partition, action of the symmetric group,
incidence Hopf algebra, Cohen-Macaulayness.
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Introduction générale
Hâtez-vous lentement, et sans perdre courage,
Vingt fois sur le métier remettez votre
ouvrage,
Polissez-le sans cesse, et le repolissez,
Ajoutez quelquefois, et souvent effacez.
Art poétique (1674)
Nicolas Boileau
Avant-propos
Nous présentons dans ce manuscrit les résultats obtenus au cours de cette thèse, effectuée sous
la direction de Frédéric Chapoton. Ce travail s’organise autour des hyperarbres, des partitions,
et des posets associés. Nous nous sommes particulièrement intéressés aux posets des hyperarbres
et à leur homologie ainsi qu’à des variations décorées de ceux-ci. Plus particulièrement, nous
avons étudié l’action du groupe symétrique sur l’homologie du poset des hyperarbres ainsi que
l’homologie du poset des hyperarbres pointés. Nous avons dénombré les hyperarbres décorés par
des espèces. Nous avons de plus étudié le coproduit d’une bigèbre reliée à l’algèbre de Hopf
d’incidence des posets des hyperarbres et des partitions, qui contient l’algèbre de Hopf de Faa
di Bruno. Nous avons enfin étudié une généralisation des posets des partitions et des partitions
pointées qui est apparue naturellement au cours de ce travail : les posets des partitions semi-
pointées.
Liste des travaux rassemblés dans la thèse Les différents travaux rassemblés dans cette
thèse ont fait l’objet des publications ou pré-publications suivantes :
– Chapitre 2 : Action of the symmetric groups on the homology of the hypertree posets,
Journal of Algebraic Combinatorics [Oge13a],
– Chapitre 3 : Decorated hypertrees, Journal of Combinatorial Theory, Ser. A[Oge13b],
– Chapitre 4 : Hypertree posets and hooked partitions, soumis [Oge14].
1
2 Introduction générale
Des hypergraphes au poset des hyperarbres Les principaux objets apparaissant dans
cette thèse sont les hyperarbres. La notion d’hypergraphe a été introduite au début des années
1970 par C. Berge dans [Ber73] et [Ber89], comme une généralisation de la notion de graphe.
Un hypergraphe est un ensemble de sommets et d’arêtes, où une arête n’est plus seulement une
paire de sommets, comme dans le cas des graphes, mais un ensemble de sommets de cardinal au
moins deux. Depuis leur introduction, les hypergraphes ont fait l’objet de plusieurs études. D’un
point de vue combinatoire, ils ont notamment été énumérés, ainsi que leurs arbres couvrants,
par W. D. Smith et D. M. Warme dans [War98]. Ils ont de plus été dénombrés suivant le nombre
de sommets et d’arêtes de tailles fixées par I. Gessel et L. Kalikow dans l’article [GK05] et dans
la thèse [Kal99]. Cependant, l’intérêt des hypergraphes ne se limite pas à la combinatoire. En
effet, la théorie des hypergraphes trouve des applications dans des domaines très variés tels que
les théories des systèmes dynamiques et des ultrafiltres (théorème de Ramsey, cf. [Bla93]), la
théorie des nombres (théorème de Szemerédi, cf. [FK78] et [Tao06] par exemple), la logique pro-
positionnelle (problème SAT), les graphes et-ou, les bases de données et l’analyse des transports
(cf. [GLPN93]), ou encore la théorie des arrangements de sous-espaces, utilisée en théorie de la
complexité [Bjö94]. Les hypergraphes permettent de plus de modéliser des systèmes biologiques
(cf. [KHT09]) ou encore des réseaux de réactions chimiques (cf. [Özt08]).
Il est naturel de définir à partir de la notion d’hypergraphe la notion d’hyperarbre. Un hy-
perarbre est en effet un hypergraphe connexe et sans cycle, relativement à une certaine notion
de chemins dans un hypergraphe. L’ensemble des hyperarbres sur n sommets peut être muni
d’une structure de poset définie comme suit. Soient deux hyperarbres sur n sommets H et K.
L’hyperarbre H est plus petit que l’hyperarbre K si et seulement si toute arête de K est un sous-
ensemble d’une arête de H. Plusieurs constructions sur le poset des hyperarbres ont été étudiées.
Dans leur article [EFMre] par exemple, K. Ebrahimi-Fard et D. Manchon ont construit sur les
hyperarbres planaires une structure d’algèbre de Hopf combinatoire qui généralise l’algèbre de
Hopf des arbres enracinés de Butcher-Connes-Kreimer. L’action de sous-groupes du groupe des
automorphismes du groupe libre sur un complexe simplicial associé au poset des hyperarbres a
de plus permis d’obtenir des résultats dans l’étude des automorphismes du groupe libre et de
produits libres dans les articles de D. McCullough et A. Miller [MM96], de N. Brady, J. McCam-
mond, J. Meier et A. Miller [BMMM01], de J. McCammond et J. Meier [MM04] et de C. Jensen,
J. McCammond et J. Meier [JMM07] et [JMM06]. Le chapitre 2 de cette thèse est en grande
partie motivé par ce dernier corpus d’article, ainsi que par l’article de F. Chapoton [Cha07]. En
effet, N. Brady, J. McCammond, J. Meier et A. Miller montrent dans l’article [BMMM01] que le
poset des hyperarbres sur n sommets ne possède qu’un unique groupe d’homologie non trivial et
calculent sa dimension égale à (n− 1)n−2. Cette dimension a incitée F. Chapoton à conjecturer
l’action du groupe symétrique sur le poset des hyperarbres sur n sommets après avoir calculé le
polynôme caractéristique du poset dans [Cha07].
Espèces et Opérades Nous utilisons dans cette thèse la notion d’espèce de structure. Cette
notion a été introduite par A. Joyal dans l’article [Joy81]. Une espèce est un foncteur de la
catégorie des ensembles finis et bijections dans elle-même. De manière informelle, une espèce peut
être considérée comme une règle, un "plan de construction", qui permet de former à partir d’un
ensemble d’éléments, que nous appellerons étiquettes, un ensemble d’objets stable par l’action
du groupe symétrique sur les étiquettes. L’introduction de cette notion établit un cadre clair
et universel pour la compréhension d’identités entre séries génératrices de structures étiquetées
et non étiquetées. La théorie des espèces permet l’obtention de preuves élégantes de techniques
algébriques usuelles, telles que la théorie de Pólya et l’inversion de Möbius pour n’en citer
que quelques unes, ainsi que des résolutions efficaces de nombreux problèmes de combinatoire
énumérative. Elle a connu, et connaît encore, de nombreux développements notamment grâce à
l’école de combinatoire de Montréal et G.-C. Rota ([BRSV86]). Le livre [BLL98] de F. Bergeron,
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G. Labelle and P. Leroux permettra au lecteur curieux d’approfondir la notion d’espèce et ses
applications.
La notion d’espèce est intimement reliée à la notion d’opérade. En effet, une opérade O
est une famille d’ensembles (On)n≥1 où chaque élément de l’ensemble On peut être vu comme
une "boîte", qui associe à n éléments en entrée un élément en sortie. L’opérade O est aussi
munie d’opérations de composition entre les "boîtes". Si elle est de plus munie d’une action du
groupe symétrique sur les entrées compatible avec les opérations de composition, l’opérade O
est dite symétrique. Une opérade symétrique peut alors être vue comme une espèce vérifiant
certaines propriétés de composition. Bien que les prémices de l’histoire des opérades remonte
jusqu’en 1898 avec l’article [Whi09], d’après [MSS02], la notion d’opérade n’a été formalisée
qu’à partir des années 1960 en topologie algébrique comme outil pour l’étude des espaces de
lacets itérés. Elle a été inspirée des notions de PACTS et PROPS de J.F. Adams et S. MacLane
introduites au début des années 1960. Le nom d’"opérade" apparaît dans l’article [May72] de
P. May, puis la théorie des opérades est développée par J. Stasheff, M. Boardman, R. Vogt,
P. May, A. Joyal et d’autres mathématiciens spécialisés en topologie et théorie des catégories.
Une opérade encode un type d’algèbre, et plus particulièrement, les opérations de ces algèbres
ainsi que les manières de les composer. Cette description a permis à la théorie des opérades de
connaître un nouveau souﬄe depuis les années 1990, avec des développements en théorie des
déformations, en théorie quantique des champs, en géométrie non commutative, en théorie de la
renormalisation, en théorie des catégories, en algèbre homologique, en informatique, ainsi qu’en
combinatoire algébrique avec notamment les travaux de E. Getzler, V. Ginzburg, M. Kapranov,
M. Kontsevitch et Y. Manin. Le lecteur curieux pourra trouver dans les références suivantes de
plus amples informations sur l’aspect historique de la théorie des opérades : le livre [LV12] et
l’article [MSS02].
Les opérades auxquelles cette thèse fait référence seront principalement les opérades Comm,
Lie, Assoc, Perm, introduite par M. Mendez et J. Yang dans l’article [MY91] et F. Chapoton dans
[Cha01] et PreLie, introduite par F. Chapoton et M. Livernet dans l’article [CL01]. Cette dernière
opérade apparaît notamment lors de l’étude de l’action du groupe symétrique sur l’homologie
du poset des hyperarbres du chapitre 2.
Algèbres de Hopf d’incidence et Posets des partitions et des partitions décorées
W. Schmitt définit en 1994 dans son article [Sch94] la notion d’algèbre de Hopf d’incidence
associée à une famille donnée de posets bornés satisfaisant certaines propriétés de clôture. Le
produit de l’algèbre est le produit direct sur les posets. Le coproduit d’un poset est obtenu
en effectuant la somme sur les éléments du poset, du produit direct de l’intervalle au-dessous
de l’élément par l’intervalle au-dessus de l’élément. En utilisant le coproduit de l’algèbre de
Hopf, il est alors possible de définir une convolution sur les caractères de l’algèbre. Les prémices
de cette opération de convolution remontent à R. Dedekind et E.T. Bell, d’après G.C. Rota
[BRSV86]. Cette opération apparaît aussi dans l’article [BRSV86] de G.C. Rota en même temps
que l’introduction de la notion de nombre de Möbius d’un poset, qui se calcule de manière
récursive sur les intervalles du poset et se trouve être égal à la caractéristique d’Euler du poset
(théorème de Philip Hall). Le nombre de Möbius d’un poset est donc un invariant topologique
clé de la théorie des posets.
L’une des algèbres de Hopf d’incidence les plus étudiées est certainement l’algèbre de Hopf
d’incidence des posets de partitions, aussi connue sous le nom d’algèbre de Hopf de Faa di Bruno.
Le poset de partitions sur n sommets est constitué de l’ensemble des partitions de {1, . . . , n}
muni de l’ordre partiel suivant : une partition P est plus petite qu’une partition Q si toute part
de Q est incluse dans une part de P . L’algèbre de Hopf de Faa di Bruno est apparue en 1974
dans l’article de Doubilet [Dou74], ainsi qu’en 1979 dans l’article de G.C. Rota et S. A. Joni
[JR79]. Elle admet plusieurs constructions équivalentes. Elle peut ainsi être vue comme algèbre
4 Introduction générale
de Hopf de renormalisation en théorie quantique des champs ou encore comme dual gradué de
l’algèbre enveloppante de l’algèbre de Lie des difféomorphismes formels (cf. [FM14]).
Nous étudierons au chapitre 4 l’algèbre de Hopf d’incidence associée au poset des hyperarbres,
dont certains intervalles se décomposent en produits de posets des partitions.
Plans et résultats de la thèse Nous résumons maintenant le contenu de cette thèse.
Le premier chapitre rappelle les notions usuelles et les résultats connus concernant la théorie
des espèces, l’homologie des posets et les posets des hyperarbres, qui seront utilisés dans la suite
du manuscrit. Nous rappelons notamment que les posets des hyperarbres sont Cohen-Macaulay
([BMMM01]), c’est-à-dire que leur homologie est concentrée en degré maximal.
Le deuxième chapitre s’attache à l’étude de l’action du groupe symétrique sur l’homologie
du poset des hyperarbres. Nous montrons que, le poset étant Cohen-Macaulay, l’étude de cette
action repose sur l’étude de l’action du groupe symétrique sur les k-chaînes larges du poset. La
théorie des espèces permet alors d’obtenir, par des décompositions de chaînes, des équations
fonctionnelles pour les chaînes considérées. Ces équations fonctionnelles mènent à une équation
différentielle sur les séries génératrices qui permet de déterminer la dimension (n − 1)n−2 de
l’unique groupe d’homologie non nul du poset des hyperarbres sur n sommets, retrouvant ainsi
un résultat de J. McCammond et J. Meier [MM04]. Ces mêmes équations fonctionnelles traduites
en termes de séries indicatrices de cycles permettent de déterminer l’action du groupe symétrique
sur l’homologie du poset des hyperarbres sur n sommets, qui s’identifie à l’action du groupe
symétrique Sn sur l’espace vectoriel PreLie(n−1) de l’opérade PreLie issue de sa structure anti-
cyclique. L’action du groupe symétrique sur l’homologie de Whitney du poset des hyperarbres
s’identifie quant à elle à l’action du groupe symétrique sur une sorte d’hyperarbre décoré, étudié
au chapitre 3.
Un hyperarbre décoré est un hyperarbre muni d’un choix pour chacune de ses arêtes de taille
k d’une Sk-structure. Une bijection entre l’ensemble des hyperarbres décorés par une espèce P
et l’ensemble des couples formés d’un arbre en boîtes et d’un ensemble d’ensembles décorés par
P ′ nous permet d’énumérer les hyperarbres décorés par une espèce donnée P. Une fois encore,
la théorie des espèces fournit des équations fonctionnelles pour les espèces d’hyperarbres décorés
qui permettent de calculer récursivement l’action du groupe symétrique sur les objets considérés.
Ces équations sont appliquées dans les cas particuliers d’hyperarbres dont les arêtes sont décorées
par P̂reLie et L̂ie. Nous généralisons ensuite la décoration de l’hyperarbre en choisissant de plus
une Sj-structure pour chaque sommet de valence j d’un hyperarbre décoré. Un tel hyperarbre
sera appelé bidécoré. Nous établissons des équations fonctionnelles pour ces hyperarbres avant
d’étudier certains cas d’hyperarbres bidécorés apparaissant dans l’article [Cha07] de F. Chapoton
et lors de l’étude de l’action du groupe symétrique sur l’homologie du poset des hyperarbres.
Le quatrième chapitre est une adaptation des calculs de caractères sur les algèbres de Hopf
d’incidence à certaines familles de posets non bornés. En effet, la notion d’algèbre de Hopf
d’incidence a été introduite dans le cadre de familles de posets bornés. Les posets des hyperarbres
n’étant pas bornés, il n’est pas possible d’appliquer la théorie des algèbres de Hopf d’incidence
aux posets eux-mêmes. Nous appelons posets en triangle les posets possédant un minimum
mais non bornés comme les posets des hyperarbres. Nous pouvons appliquer la construction des
algèbres de Hopf d’incidence aux posets en triangle augmentés d’un maximum qui sont alors
bornés : nous obtenons une algèbre de Hopf d’incidence H. Cette algèbre de Hopf étant très
grande, nous introduisons une bigèbre plus petite B que nous relions à H et dans laquelle les
calculs seront allégés. Appliquant ces constructions aux posets d’hyperarbres, nous calculons le
coproduit dans la bigèbre associée au poset des hyperarbres BH . Le coproduit dans BH est relié
au nombre d’hyperarbres ayant un nombre fixé αk de sommets de valence k et un nombre fixé
pij d’arêtes de taille j. Grâce au lien entre les algèbres B et H et au calcul du coproduit sur BH ,
nous pouvons ensuite donner un nouveau calcul de la dimension de l’homologie du poset des
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hyperarbres.
Le cinquième chapitre est lié à l’étude de certains hyperarbres décorés qui peuvent être munis
d’un ordre partiel, les hyperarbres aux arêtes pointées. Ces hyperarbres sont des hyperarbres
munis pour chaque arête d’un sommet distingué dans l’arête. Un hyperarbre aux arêtes pointées
H sera plus petit qu’un autre hyperarbre aux arêtes pointées K si et seulement si chaque arête
de H est union d’arêtes de K et a son pointage choisi parmi les pointages des arêtes de K dont
elle est union. Nous montrons que le poset ainsi obtenu est Cohen-Macaulay, en montrant que
tout intervalle ne contenant pas le minimum du poset est semi-modulaire, puis que le poset lui-
même admet un ordre récursif sur ses atomes. Nous donnons ensuite des équations fonctionnelles
vérifiées par la dimension mn de l’unique groupe d’homologie non nul du poset des hyperarbres
aux arêtes pointées sur n sommets, ainsi que les premières valeurs obtenues, pour des petits n.
Les travaux sur les hyperarbres aux arêtes pointées font surgir une généralisation des posets
des partitions et des posets des partitions pointées : les posets des partitions semi-pointées qui
sont l’objet du sixième chapitre. Une partition semi-pointée est une partition d’un ensemble à
n éléments dont certaines parts possèdent un élément distingué et d’autre non. Une partition
semi-pointée S est plus petite qu’une partition semi-pointée P si et seulement si chaque part
s de S est l’union de parts (p1, . . . , pj) de P et s n’est pointée que si au moins l’un des pi
l’est, auquel cas le pointage de s est choisi parmi ceux des pk pointés. L’ensemble des parti-
tions semi-pointées plus petites que la partition en n parts de {1, . . . , n} avec l parts pointées
{{1}, . . . , {l}, {l + 1}, . . . , {n}}} forme alors un poset que nous bornons par l’ajout d’un mini-
mum et que nous notons Πn,`. Ce poset est totalement semi-modulaire donc Cohen-Macaulay.
En utilisant la théorie des espèces et un raisonnement sur les chaînes strictes et larges similaire
à celui utilisé pour le poset des hyperarbres, nous calculons ensuite la dimension de l’unique
groupe d’homologie non nul du poset Πn,`, pour laquelle nous donnons une formule close.
L’ordre des chapitres suit l’ordre chronologique et logique. Chaque chapitre peut cependant
être lu indépendamment des autres, sous réserve de connaître les généralités rappelées dans le
premier chapitre.
Nous présentons ci-dessus un diagramme situant les notions utilisées dans chacun des cha-
pitres de ce manuscrit :
Hyperarbres
Posets
Espèces
Partitions
Ch. 3
Ch. 2
Ch. 5
Ch. 4Ch. 6
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Notation
Les notations suivantes seront utilisées dans la thèse :
– |E| désignera le cardinal de l’ensemble E.
– ĤTn désignera le poset des hyperarbres sur n sommets.
– Une espèce sera notée F ou F . La série génératrice associée sera notée CF et la série
indicatrice de cycles associée sera notée ZF , sauf mention contraire.
– Nous utiliserons la même notation pour une opérade, l’espèce associée et la série indicatrice
de cycles associée. Ainsi par exemple, elles seront toutes notées Comm dans le cas de
l’opérade commutative et Perm dans le cas de l’opérade permutative.
CHAPITRE 1
Généralités
Sommaire
1.1 Espèces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Topologie des posets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Hyperarbres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Ce premier chapitre se veut être une introduction accessible aux notions et aux résultats
nécessaires dans la suite de ce manuscrit de thèse : les espèces de structures et les opérades,
l’homologie des posets, accompagnés des notions d’épluchabilité, d’ordre récursif sur les atomes
et de semi-modularité totale, ainsi que les hyperarbres et le poset associé.
1.1 Espèces de structure
Dans cette section, nous introduisons la théorie des espèces en nous appuyant sur le livre
[BLL98]. Cette théorie a été introduite pour la première fois par A. Joyal dans les années 1980
dans l’article [Joy86].
1.1.1 Qu’est-ce qu’une espèce ?
Définition 1.1.1. Une espèce F est un foncteur de la catégorie des ensembles finis et bijections
dans elle-même. À un ensemble fini I, l’espèce F associe un ensemble fini F(I) indépendant de
la nature de I.
Remarque 1.1.2. Une espèce F peut être vue comme une règle qui produit pour tout ensemble
fini I, un ensemble fini F(I) et pour toute bijection σ : I → J , une fonction Fσ : F(U)→ F(V )
telle que :
1. Pour toutes bijections σ : I → J et τ : J → K, Fτ◦σ = Fτ ◦ Fσ,
2. Pour l’identité IdI : I → I, FIdI = IdF(I).
Exemple 1.1.3. – L’application qui associe à un ensemble fini I l’ensemble des ordres to-
taux sur I est une espèce, appelée l’espèce des listes et notée L.
– L’application qui associe à un ensemble fini I l’ensemble {I} est une espèce, appelée l’espèce
des ensembles et notée E.
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– L’application définie pour tout ensemble fini I par :
I 7→
{
{I} si I = ∅,
∅ sinon,
est une espèce, appelée l’espèce unité et notée 1. Cette espèce sera commentée dans
l’exemple 1.1.5.
– L’application définie pour tout ensemble fini I par :
I 7→
{
{I} si |I| = 1,
∅ sinon,
est une espèce, appelée l’espèce singleton et notée X.
– L’application définie pour tout ensemble fini I par :
I 7→
{
{I} si |I| ≥ 1,
∅ sinon,
est une espèce, appelée l’espèce des ensembles non vides, associée à l’opérade Comm et qui
sera notée de la même manière.
– L’application qui associe à un ensemble fini I l’ensemble I est une espèce, appelée l’espèce
des ensembles pointés. En effet, un élément de l’ensemble image correspond à un élément
distingué dans l’ensemble de départ. Elle est associée à l’opérade Perm et sera notée de la
même manière.
– L’application qui associe à un ensemble fini I l’ensemble des arbres enracinés étiquetés par
I est une espèce, associée à l’opérade PreLie, et qui sera notée de la même manière.
– L’application qui associe à un ensemble fini I l’ensemble des cycles sur I est une espèce
appelée espèce des cycles. Nous représenterons les cycles par des boucles lues en sens
horaire.
1.1.2 Opérations sur les espèces
Il est possible de définir les opérations suivantes sur l’ensemble des espèces :
Définition 1.1.4. Soient F et G deux espèces. Nous rappelons les opérations suivantes :
– F ′(I) = F(I unionsq {•}), (Dérivée )
– (F + G)(I) = F(I) unionsq G(I), (Somme)
– (F · G)(I) = ∑I1unionsqI2=I F(I1)× G(I2), (Produit)
– Si G(∅) = ∅, (F ◦ G)(I) = ⊔pi∈P(I)F(pi) × ∏J∈pi G(J), où P(I) parcourt l’ensemble des
partitions de I. (Substitution)
Notons que la somme et le produit de deux espèces sont commutatifs par définition.
Exemple 1.1.5. – La dérivée de l’espèce des cycles associe à un ensemble E l’ensemble des
cycles sur E et le symbole {•}. Nous choisissons d’orienter les cycles en sens horaire. Cou-
pant l’étiquette {•} dans le cycle, nous obtenons alors une liste des éléments de l’ensemble
E : la dérivée de l’espèce des cycles est l’espèce des listes.
Cet exemple est illustré sur la figure 1.1.
– L’espèce unité 1 est l’unité du produit. En effet, étant donnée une espèce F , nous obtenons,
pour tout ensemble fini I :
1 · F(I) =
∑
I1unionsqI2=I
1(I1)×F(I2) = 1(∅)×F(I) = {∅} × F(I) = F(I).
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Figure 1.1 – Dérivée de l’espèce des cycles : l’espèce des listes.
(1)
(2, 4, 3)
, (1)
(4, 3, 2)
, (4, 2, 3)
(1)
, (1, 2)
(3, 4)
, (4, 1)
(2, 3)
, (4)
(2, 3) (1)
, . . .
Figure 1.2 – Arbres enracinés de listes.
– Sur la figure 1.2 sont présentés des exemples appartenant à l’image de l’ensemble {1, 2, 3, 4}
par l’espèce composée des arbres enracinés et des listes.
Les égalités que nous écrivons entre espèces signifient qu’il existe un isomorphisme entre ces
espèces :
Définition 1.1.6 ([BLL98]). Soient F et G deux espèces. Un isomorphisme de F à G est une
famille de bijections αU : F (U) 7→ G (U), où U est un ensemble fini, telle que pour tout ensemble
fini V , toute bijection σ : U 7→ V et toute F-structure s ∈ F (u), l’égalité suivante soit vérifiée :
Gσ  αU (s) = αV (Fσ  s)
où  est une notation pour l’action du groupe symétrique sur la structure.
Les deux espèces F et G sont alors dites isomorphes.
Les opérations entre espèces permettent notamment de décomposer les espèces, c’est-à-dire
d’établir un isomorphisme d’espèces entre une espèce et une autre espèce obtenue par produit
et composition d’espèces, comme dans l’exemple suivant.
Exemple 1.1.7. – Un arbre enraciné est constitué d’une racine et de la forêt de ses fils qui
peuvent eux-mêmes être vus comme des arbres enracinés. Nous avons donc un isomor-
phisme d’espèces entre l’espèce PreLie et l’espèce (X · ((1 + Comm) ◦ PreLie)).
– Une liste est soit vide, soit constituée de son premier élément et de la liste de ses autres
éléments. L’espèce L est donc isomorphe à l’espèce 1 +X · L.
1.1.3 Séries associées
Plusieurs séries peuvent être associées à une même espèce. Nous en présentons ici deux types :
la série génératrice exponentielle et la série indicatrice de cycles.
À toute espèce F peut être associée la série suivante, appelée série génératrice exponentielle :
CF (x) =
∑
n≥0
|F({1, . . . , n})|x
n
n! .
Exemple 1.1.8. Les séries génératrices des espèces définies à l’exemple 1.1.3 sont :
– CL(x) = 11−x ,
– CE(x) = exp(x),
– CX(x) = x,
– CComm(x) = exp(x)− 1.
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Les séries génératrices vérifient la proposition suivante :
Proposition 1.1.9. Soient F et G deux espèces. Leurs séries génératrices satisfont :
– CF ′ = C′F ,
– CF+G = CF +CG,
– CF·G = CF ×CG,
– CF◦G = CF ◦CG, si G(∅) = ∅.
Soit F une espèce. Nous pouvons lui associer la série formelle suivante :
Définition 1.1.10. La série indicatrice de cycles d’une espèce F est la série formelle en une
infinité de variables p = (p1, p2, p3, . . .) définie par :
ZF (p) =
∑
n≥0
1
n!
 ∑
σ∈Sn
Fσpσ11 pσ22 pσ33 . . .
 ,
où Fσ désigne le nombre de F-structures fixées par l’action de σ et σi est le nombre de cycles
de longueur i dans la décomposition de σ en cycles disjoints.
Remarque 1.1.11. La série génératrice exponentielle se relie à la série indicatrice de cycles
comme suit :
ZF (x, 0, 0, . . .) = CF (x).
Nous rappelons les opérations suivantes sur les séries indicatrices de cycles :
Définition 1.1.12. Les opérations + et × sur les séries indicatrices de cycles coïncident avec
les opérations + et · définies sur les séries formelles.
Pour f = f(p) et g = g(p), la substitution pléthystique f ◦ g est définie par :
f ◦ g(p) = f(g(p1, p2, p3, . . .), g(p2, p4, p6, . . .), . . . , g(pk, p2k, p3k, . . .), . . .).
Elle est linéaire et distributive à gauche.
Ces opérations peuvent être reliées aux opérations sur les espèces par la proposition suivante :
Proposition 1.1.13. Soient F et G deux espèces. Leurs séries indicatrices de cycles vérifient :
ZF+G = ZF + ZG , ZF×G = ZF × ZG ,
ZF◦G = ZF ◦ ZG , ZF ′ = ∂ZF∂p1 .
Nous pouvons de plus définir l’opération suivante :
Définition 1.1.14. La suspension Σt d’une série indicatrice de cycles f(p1, p2, p3, . . .) est définie
par :
Σtf(p1, p2, p3, . . .) = −1
t
f(−tp1,−t2p2,−t3p3, . . .).
Par convention, nous écrirons Σ pour la suspension en t = 1.
La proposition suivante relie la suspension et les opérations préalablement définies sur les
séries indicatrices de cycle.
Proposition 1.1.15. Soient f et g deux séries indicatrices de cycles. Elles vérifient :
– Σ (f ◦ g) = Σf ◦ Σg,
– Σ (f · g) = −Σf × Σg,
– −Σf = f ◦ (−p1).
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1.1.4 Espèces sur deux ensembles
Il existe des variations de la notion d’espèce. Nous présentons dans cette sous-section et
la suivante deux types de variations : les espèces sur deux ensembles et les espèces linéaires.
Commençons par définir la notion d’espèce sur deux ensembles.
Nous rappelons ici la définition d’une espèce sur deux ensembles, qui est un cas particulier des
espèces multi-ensembles définies dans le livre [BLL98] de F. Bergeron, G. Labelle et P. Leroux.
Définition 1.1.16. Une espèce sur deux ensembles est une règle F qui produit pour tout couple
d’ensembles finis (I1, I2), un ensemble fini F(I1, I2) et pour toutes bijections σ1 : I1 → J1 et
σ2 : I2 → J2, une fonction Fσ1,σ2 : F(I1, I2)→ F(J1, J2) telle que :
1. Pour toutes bijections σ1 : I1 → J1, σ2 : I2 → J2, τ1 : J1 → K1 et τ2 : J2 → K2,
Fτ1◦σ1,τ2◦σ2 = Fτ1,τ2 ◦ Fσ1,σ2 ,
2. Pour les identités Id1 : I1 → I1 et Id2 : I2 → I2, FId1,Id2 = IdF(I1,I2).
Notons B, la catégorie des ensembles finis et bijections. Une espèce sur deux ensembles peut
être définie de manière équivalente comme un foncteur de la catégorie B × B dans la catégorie
B.
Exemple 1.1.17. L’application Ar,s qui à deux ensembles V1 et V2 associe l’ensemble des forêts
d’arbres enracinés dont les racines sont étiquetées par V1 et les autres sommets sont étiquetés
par V2 est une espèce sur deux ensembles. Cette espèce est illustrée sur la figure 1.3.
1
♥ ♠ ♣
♦
2 , 1
♥ ♣ ♠
♦
2 , 2
♥ ♠ ♣ ♦
1 , 1
♥
♠ ♣
♦
2 , . . .
Figure 1.3 – Éléments de l’image par l’espèce Ar,s des ensembles {1, 2} et {♦,♣,♥,♠}
Nous effectuerons les opérations suivantes sur les espèces sur deux ensembles.
Définition 1.1.18. Soient F et G deux espèces sur deux ensembles. Nous pouvons leur appliquer
les opérations suivantes :
– (F + G)(I1, I2) = F(I1, I2) unionsq G(I1, I2), (addition)
– (F · G)(I, J) = ∑I1unionsqI2=I,J1unionsqJ2=J F(I1, J1)× G(I2, J2), (produit)
– Si G(∅, ∅) = ∅ et E est une espèce au sens classique du terme,
(E ◦ G)(I1, I2) =
⊔
pi∈P(I1∪I2)
E(pi)×
∏
J∈pi
G(J ∩ I1, J ∩ I2),
où P(I1 ∪ I2) parcourt l’ensemble des partitions de I1 ∪ I2. (substitution)
Nous définissons les deux séries suivantes associées aux espèces sur deux ensembles :
Définition 1.1.19. Soit F une espèce sur deux ensembles. La série génératrice exponentielle
associée à F est définie par :
CF (x, y) =
∑
n≥0
∑
m≥0
|F({1, . . . , n}, {1, . . . ,m})|x
nym
n!m! .
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La série indicatrice de cycles associée à F est la série formelle en une infinité de variables
p = (p1, p2, p3, . . .),q = (q1, q2, q3, . . .) définie par :
ZF (p,q) =
∑
n,m≥0
1
n!m!
 ∑
σ∈Sn,τ∈Sm
Fσ,τpσ11 pσ22 pσ33 . . . qτ11 qτ22 qτ33 . . .
 ,
où Fσ,τ est le nombre de F-structures sur ({1, . . . , n}, {1, . . . ,m}) fixées par l’action de σ sur
{1, . . . , n} et de τ sur {1, . . . ,m}.
Pour f = f(p) et g = g(p,q), la substitution pléthystique f ◦ g est définie par :
f ◦ g(p,q) = f(g(p1, p2, p3, . . . , q1, q2, q3, . . .), . . . , g(pk, p2k, p3k, . . . , qk, q2k, q3k, . . .), . . .).
Elle est linéaire et distributive à gauche.
Ces séries vérifient les relations suivantes vis-à-vis des opérations :
Proposition 1.1.20. Soient F et G deux espèces sur deux ensembles et E une espèce. Leurs
séries associées vérifient :
CF+G = CF +CG, CF·G = CF ×CG, et si G(∅, ∅) = ∅, CE◦G = CE ◦CG,
ZF+G = ZF + ZG, ZF·G = ZF × ZG, et si G(∅, ∅) = ∅, ZE◦G = ZE ◦ ZG.
1.1.5 Opérades
Nous ne définirons brièvement dans cette partie que les opérades symétriques et renvoyons
le lecteur à [Cha08], [Lod96] et [LV12] pour plus d’informations sur les opérades symétriques et
non-symétriques.
La notion d’opérade a été introduite pour la première fois en topologie algébrique dans les
années 1970 dans le cadre de l’étude des espaces de lacets par J. Boardman, R. Vogt et J. May.
Elle a connu un regain d’intérêt dans les années 1990 avec la théorie de la dualité de Koszul
introduite par V. Ginzburg et M. Kapranov et ses liens avec les espaces de modules de courbes.
Définition 1.1.21. Une opérade O est une espèce munie d’un morphisme associatif µ, appelé
morphisme de composition de O ◦O dans O, et telle que O({1}) = {1}. L’élément 1 est appelé
l’unité de l’opérade.
La composition de l’opérade O peut aussi s’exprimer en termes de compositions partielles,
pour tous ensembles I et J et élément i de I :
◦i : O(I)×O(J)→ O(I − {i} unionsq J),
satisfaisant des axiomes d’associativité.
Exemple 1.1.22. 1. Considérons l’espèce des ensembles non vides Comm. L’opérade asso-
ciée, appelée commutative, est l’opérade obtenue en définissant l’application de composi-
tion qui à un ensemble d’ensembles d’éléments de I, {{I1}, . . . , {Ik}}, I = unionsqkj=1Ij associe
le singleton de l’ensemble des éléments de I, {I}.
2. Considérons l’espèce des listes non vides Assoc. L’opérade associée, appelée associative
est l’opérade obtenue en définissant l’application de composition qui à une liste de listes
d’éléments de I, ((a11, . . . , a1j1), (a
2
1, . . . , a
2
j2),. . ., (a
k
1, . . . , a
k
jk
)), I = unionsqki=1 unionsqjip=1 aip associe la
liste des éléments de I, (a11, . . ., a1j1 , a
2
1, . . ., a2j2 , . . ., a
k
1, . . .,akjk) obtenue par concaténation
des listes précédentes.
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1
2
3 4
◦1 5
6
→ 5
2
3 46
Figure 1.4 – Composition de deux arbres enracinés dans l’opérade NAP.
1
2
3 4
◦1 5
6
→ 5
2
3 46
+ 5
23
46
+ 5
2
3 4
6
+ 5
4
2
3 6
Figure 1.5 – Composition de deux arbres enracinés dans l’opérade PreLie.
3. Il peut y avoir plusieurs opérades sur une même espèce. Ainsi, considérant l’ensemble
des arbres enracinés non vides PreLie, on peut lui associer l’opérade PreLie rappelée à
l’exemple 1.1.24, mais aussi une opérade appelée NAP (non-associative permutative), in-
troduite par M. Livernet dans [Liv06]. La composition associée est l’application qui a un
arbre A d’arbres enracinés a1, . . . an associe un arbre enraciné comme suit : si l’arbre en-
raciné ai est dans le sommet i de A, alors les fils de i deviennent fils de la racine de ai,
le père de i devient le père de ai et le sommet i est supprimé. La racine du nouvel arbre
obtenu est alors la racine de l’arbre qui se trouvait dans la racine de A. Une illustration
de cette composition est représentée sur la figure 1.4. Nous renvoyons à l’article [Cha08]
pour d’autres exemples.
Nous rappelons maintenant la définition des espèces linéaires, obtenues en changeant la
catégorie d’arrivée, qui apparaissent dans le chapitre sur les hyperarbres décorés au paragraphe
3.1.2. Cette notion permet d’élargir la notion d’opérade.
Définition 1.1.23. Une espèce linéaire F est un foncteur de la catégorie des ensembles finis et
bijections dans la catégorie des espaces vectoriels. À un ensemble fini I, l’espèce F associe un
espace vectoriel F (I) indépendant de la nature de I.
Les opérations sur les espèces induisent par linéarité des opérations sur les espèces linéaires.
Toute espèce donne une espèce linéaire en considérant l’espace vectoriel engendré par son
image : cette notion est donc bien une généralisation de la notion d’espèce. La notion d’opérades
se généralise naturellement aux espèces linéaires.
Exemple 1.1.24. 1. Considérant l’espèce linéaire des arbres enracinés non vides PreLie, qui
à un ensemble non vide associe l’espace vectoriel engendré par les arbres enracinés sur cet
ensemble, on peut lui associer l’opérade PreLie introduite par F. Chapoton et M. Livernet
dans [CL01]. La composition d’un arbre enraciné T dans le sommet i d’un arbre enraciné
S est une somme sur l’ensemble des fonctions des fils de i dans S vers les sommets de T .
Étant donnée une telle fonction ϕ, nous déconnectons le sommet i de ses fils et de son
père, s’il existe, puis nous relions ce père à la racine de T et chacun des fils fj de i au
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sommet ϕ(fj) de T . La racine du résultat est la racine de T si i était la racine de S, et la
racine de S sinon. Une illustration de cette composition est représentée sur la figure 1.5.
Certaines opérades sont munies d’une structure additionnelle : elles sont cycliques ou anti-
cycliques. Nous renvoyons à [Cha05] pour plus de détails.
Définition 1.1.25. Une opérade O est dite cyclique ou anti-cyclique s’il existe une action
naturelle du groupe symétrique Sn+1 sur l’espace O({1, . . . , n}) qui étende l’action de Sn, et si
cette action satisfait certains axiomes de compatibilité avec la composition. Une opérade sera
alors cyclique si l’unité 1 de l’opérade est envoyée sur elle-même et anti-cyclique si elle est envoyée
sur son opposé.
Exemple 1.1.26. – L’opérade Assoc est cyclique. En effet, l’espèce des listes est la dérivée
de l’espèce des cycles : à une liste sur I peut donc être associé un cycle sur I∪{•}. L’action
de SI∪{•} sur le cycle induit une action sur la liste : si I est de cardinal n, nous obtenons
une action de Sn+1 qui étend l’action de Sn. De plus, considérant la liste (1), elle est
associée au cycle 1  • qui est invariant par l’action de S{1,•} : l’unité de Assoc est donc
envoyée sur elle-même par cette action.
– L’opérade PreLie est anti-cyclique (cf. [Cha05]).
1.2 Topologie des ensembles partiellement ordonnés
Cette section est une introduction à l’homologie des posets basée sur le livre [Wac07]. Nous y
présentons le complexe simplicial associé à chaque poset : l’homologie du poset est alors l’homo-
logie du complexe simplicial associé au poset. Nous présentons ensuite la notion d’épluchabilité
et de semi-modularité totale, qui impliquent que l’homologie du poset soit concentrée en plus
haut degré. Le poset est alors dit Cohen-Macaulay. Nous présentons finalement une variante dd’
l’homologie d’un poset : l’homologie de Whitney.
1.2.1 Poset et complexe simplicial associé
Commençons par définir la notion de poset ou ensemble partiellement ordonné.
Définition 1.2.1. Un ordre partiel est une relation binaire ≤ vérifiant :
– x ≤ x, (Réflexivité)
– (x ≤ y et y ≤ x)⇒ x = y, (Antisymétrie)
– (x ≤ y et y ≤ z)⇒ x ≤ z. (Transitivité)
Un poset ou ensemble partiellement ordonné est un ensemble V muni d’un ordre partiel ≤.
Nous noterons x < y si x ≤ y avec x 6= y.
Exemple 1.2.2. Quelques exemples de posets :
– Z2 muni de l’ordre défini par (a, b) < (α, β) si et seulement si a < α et b < β.
– Le poset des sous-ensembles d’un ensemble E muni de l’ordre défini par A ≤ B si et
seulement si A est un sous-ensemble de B, pour A et B deux sous-ensembles de E.
– Le poset des partitions d’un ensemble E muni de l’ordre défini par P1 ≤ P2 si et seulement
si les parts de P1 sont unions de parts de P2, pour P1 et P2 deux partitions de E.
– Le poset des sous-groupes d’un groupe G muni de l’ordre défini par H ≤ H ′ si et seulement
si H est un sous-groupe de H ′, pour H et H ′ deux sous-groupes du groupe G.
On note [x, y] l’intervalle fermé {z ∈ P : x ≤ z ≤ y}, (x, y) l’intervalle ouvert {z ∈ P :
x < z < y}, (x, y] l’intervalle semi -ouvert à droite {z ∈ P : x < z ≤ y} et [x, y), l’intervalle
semi-ouvert à gauche {z ∈ P : x ≤ z < y}.
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Un poset est dit borné s’il possède un minimum 0̂ et un maximum 1̂.
Pour P un poset quelconque, on note P̂ , le poset P complété d’un minimum et d’un maximum
et P¯ , le poset P où l’on a ôté, s’ils existent, le maximum et le minimum.
Définition 1.2.3 (Relation de couverture). On dit que y couvre x si x < y et il n’existe aucun
z tel que x < z < y.
L’ensemble des couples (x, y) tels que y couvre x s’appelle l’ensemble des relations de cou-
verture.
Le diagramme de Hasse d’un poset P est un graphe dont les sommets sont les éléments de
P et dont les arêtes sont les relations de couverture dans P .
Exemple 1.2.4. Nous présentons ici les diagrammes de Hasse de quelques posets présentés à
l’exemple 1.2.2. Le minimum sera toujours représenté en bas.
– Le poset des sous-ensembles non vides d’un ensemble à trois éléments a son diagramme
de Hasse représenté sur la figure 1.6.
{1} {2} {3}
{1, 2} {2, 3}{1, 3}
{1, 2, 3}
Figure 1.6 – Diagramme de Hasse du poset des sous-ensembles non vides d’un ensemble à trois
éléments
– Le poset des partitions d’un ensemble à trois éléments a son diagramme de Hasse représenté
sur la figure .
{1}{2}{3}
{1}{2, 3} {3}{1, 2}{2}{1, 3}
{1, 2, 3}
Figure 1.7 – Diagramme de Hasse du poset des partitions d’un ensemble à trois éléments.
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– Le poset des sous-groupes de D4, le groupe des automorphismes du carré son diagramme
de Hasse représenté sur la figure .
D4
{id}
〈(12)(34)〉 〈(14)(23)〉 〈(13)(24)〉 〈(24)〉 〈(13)〉
〈(12)(34), (14)(23)〉 〈(1234)〉 〈(13), (24)〉
Figure 1.8 – Diagramme de Hasse du poset des sous-groupes de D4.
Nous allons associer à chaque poset un complexe simplicial.
Définition 1.2.5. Un complexe simplicial ∆ sur un ensemble V est un ensemble non vide de
sous-ensembles éventuellement vides de V tel que :
– {v} ∈ ∆ pour tout v ∈ V , un tel élément sera appelé sommet du complexe simplicial,
– Si F ⊆ G et G ∈ ∆, alors F ∈ ∆.
Exemple 1.2.6. L’ensemble suivant est un complexe simplicial :
∆ ={{a}, {b}, {c}, {d}, {e}, {f}, {g},
{ab}, {ac}, {ad}, {bc}, {cd}, {bd}, {de}, {df}, {ef}, {fg},
{abc}, {adb}, {bcd}, {def}}
a
b
c
d
e
f
g
Les éléments de ∆ sont appelés faces et les faces maximales sont appelées facettes. La dimen-
sion d’une face F de ∆ est égal à |F | − 1. La dimension dim(∆) d’un complexe simplicial est le
maximum des dimensions de ses facettes. Le complexe simplicial {∅} est le complexe simplicial
vide, de dimension −1. Si toutes les facettes de ∆ ont la même dimension, ∆ est dit pur.
À tout poset P = (V,≤), on associe le complexe simplicial ∆(P ), appelé complexe d’ordre,
défini comme suit :
– Les sommets de ∆(P ) sont les éléments de P ,
– Les faces de ∆(P ) sont les chaînes, c’est-à-dire les sous-ensembles totalement ordonnés de
P .
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Exemple 1.2.7. Nous présentons dans cet exemple le diagramme de Hasse et le complexe
simplicial associé au poset des sous-ensembles non vides de {1, 2, 3}.
{1} {2} {3}
{1, 2} {2, 3}{1, 3}
{1, 2, 3}
{1}
{2}
{3}
{1, 2}
{2, 3}
{1, 3}
{1, 2, 3}
Diagramme de Hasse Complexe simplicial associé
Une chaîne de P est dite maximale si elle n’est pas incluse dans une chaîne plus longue.
L’ensemble des chaînes maximales de P correspond alors à l’ensemble des facettes de ∆(P ).
Le poset P est dit pur (ou gradué) si toutes les chaînes maximales ont la même longueur. Le
complexe ∆(P ) est alors pur si et seulement si P est gradué.
Définition 1.2.8. Le poset dual (P ∗,≤∗) d’un poset (P,≤) est obtenu à partir du même en-
semble sous-jacent en posant x ≤∗ y pour tout paire (x,y) de l’ensemble vérifiant x ≤ y dans
P .
Un poset et son dual ont le même complexe simplicial associé.
1.2.2 Fonction de Möbius et caractéristique d’Euler
Nous définissons dans ce paragraphe deux invariants d’un poset : son nombre de Möbius et
sa caractéristique d’Euler, et les relions l’un à l’autre.
Définition 1.2.9. La fonction de Möbius µ est définie récursivement sur les intervalles fermés
d’un poset P par :
µ(x, x) = 1, ∀x ∈ P
µ(x, y) = −
∑
x≤z<y
µ(x, z), ∀x < y ∈ P.
Pour un poset borné P , le nombre de Möbius est défini par µ(P ) := µ(0̂, 1̂). Le nombre de
Möbius d’un poset non borné P est défini par µ(P ) := µ(P̂ ).
La fonction de Möbius vérifie alors l’égalité suivante :
(1.1)
∑
z∈[x,y]
µ(z, y) = 0, ∀x < y.
Le nom de cet invariant vient de l’exemple suivant. Si Divn est le poset des diviseurs d’un
entier n, µ(d,m) = µ(m/d), où µ est la fonction de Möbius classique telle que :
µ(n) =
{
(−1)k, si n = p1 . . . pk,
0, sinon.
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Exemple 1.2.10. Nous calculons dans cet exemple quelques nombres de Möbius.
– Le nombre de Möbius du poset des sous-ensembles sur un ensemble à trois sommets de la
figure 1.9 vaut :
µ(0̂, 0̂) = 1
µ(0̂, {a}) = −1, a ∈ {1, 2, 3}
µ(0̂, {a, b}) = 1, a, b ∈ {1, 2, 3}, a 6= b
µ(0̂, 1̂) = −1.
0̂
{1} {2} {3}
{1, 2} {2, 3}{1, 3}
1̂
Figure 1.9 – Poset des sous-ensembles sur un ensemble à trois sommets.
– Nombre de Möbius du poset des sous-groupes de D4, le groupe des automorphismes du
carré, de la figure 1.8 :
µ(id, id) = 1
µ(id, {a}) = −1, a ∈ {〈(12)(34)〉, 〈(14)(23)〉, 〈(13)(24)〉, 〈(24)〉, 〈(13)〉}
µ(id, {〈(1234)〉}) = 0
µ(id, {〈(13), (24)〉}) = µ(id, {〈(12)(34), (14)(23)〉}) = 2
µ(D4) = 0.
Dans tout poset, la fonction de Möbius vérifie le même genre de relation que la fonction de
Möbius classique.
Proposition 1.2.11 (Inversion de Möbius,[Rot64, Sta12]). Soient P un poset et f, g : P → C.
Alors, nous avons :
g(y) =
∑
x≤y
f(x)⇔ f(y) =
∑
x≤y
µ(x, y)g(x).
L’ensemble des résultats obtenus en appliquant la fonction de Möbius aux intervalles dont le
minimum est le minimum du poset peut être regroupé sous la forme d’un polynôme : le polynôme
caractéristique.
Définition 1.2.12. Le polynôme caractéristique d’un poset P possédant un minimum 0̂, gradué
par une fonction r est donné par :
car(s) =
∑
x∈P
µ(0̂, x)sn−r(x),
où n = maxx∈P r(x).
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Exemple 1.2.13. La caractéristique d’Euler du poset des sous-ensembles d’un ensemble à trois
éléments est s3 − 3s2 + 3s− 1.
Celle des sous-groupes de D4 est s3 − 5s2 + 4s.
Remarquons que, par définition, le terme constant du polynôme caractéristique d’un poset
est égal à son nombre de Möbius. De plus, le polynôme caractéristique d’un intervalle s’annule
en 1.
Nous définissons maintenant un autre invariant de poset : la caractéristique d’Euler.
Définition 1.2.14. La caractéristique d’Euler réduite d’un complexe simplicial est définie par :
χ˜(∆) :=
dim ∆∑
i=−1
(−1)i−1fi(∆),
où fi(∆) est le nombre de i-faces de ∆.
La caractéristique d’Euler réduite d’un poset est définie comme celle de son complexe d’ordre.
Les deux invariants de poset définis précédemment sont reliés par le théorème suivant.
Théorème 1.2.15 (Théorème de Philip Hall). [Sta12, 3.8.5] La fonction de Möbius d’un poset
et sa caractéristique d’Euler sont reliées par :
µ(P̂ ) = χ˜(∆(P )).
Remarque 1.2.16. Cette relation fait intervenir P̂ : il faut donc considérer un poset P sans
extrema afin que le nombre de Möbius de P̂ ne soit pas trivial.
Exemple 1.2.17. Nous calculons la caractéristique d’Euler du poset des sous-ensembles non
vides d’un ensemble à trois éléments privé de son maximum.
{1} {2} {3}
{1, 2} {2, 3}{1, 3} {1}
{2}
{3}
{1, 2}
{2, 3}
{1, 3}
Diagramme de Hasse Complexe d’ordre associé
Cette caractéristique d’Euler est bien égale au nombre de Möbius du poset des sous-ensembles
d’un ensemble à trois éléments, calculée à l’exemple 1.2.10.
χ˜(∆) :=
dim ∆∑
i=−1
(−1)ifi(∆) = −1 + 6− 6 = −1
Ces deux invariants sont des invariants topologiques du poset liés à la dimension des groupes
d’homologie du poset que nous définissons maintenant.
1.2.3 Homologie d’un poset
L’homologie d’un poset peut être définie comme l’homologie du complexe simplicial associé.
Nous renvoyons au livre de J. Munkres [Mun84] pour plus de détails sur l’homologie simpliciale.
Pour tout poset P et tout entier naturel j, l’espace des chaînes Cj(P ) est défini comme étant
le C-espace vectoriel engendré par les j + 1-chaînes sur P , c’est-à-dire les j + 1-uplets de P
(a0, . . . , aj) tels que ai < ai+1, pour tout 0 ≤ i ≤ j − 1. On définit de plus C−1 = C.e.
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L’application de bord ∂j : Cj(P )→ Cj−1(P ) est définie par :
∂j(x0 < x1 < . . . < xj) =
j∑
i=0
(−1)i(x0 < x1 < . . . < x̂i < . . . < xj),∀j > 0,
où x̂i signifie que l’on ôte l’élément xi
et ∂0(x0) = e.
L’application de bord vérifie : ∂j−1 ◦ ∂j = 0.
L’homologie réduite mesure le défaut d’exactitude du complexe de chaînes. Elle est définie,
pour tout j ≥ 0, par :
H˜j(P ) = Ker ∂j/ Im ∂j+1.
Exemple 1.2.18. Calculons l’homologie réduite du poset des sous-ensembles non vides privé
de son maximum :
{1} {2} {3}
{1, 2} {2, 3}{1, 3} {1}
{2}
{3}
{1, 2}
{2, 3}
{1, 3}
Diagramme de Hasse Complexe d’ordre associé
Une base de C1 est donnée par :
{{1} − {1, 3}, {1} − {1, 2}, {2} − {1, 2},
{2} − {2, 3}, {3} − {1, 3}, {3} − {2, 3}}.
Une base de C0 est donnée par :
{{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}}.
Comme Im ∂1 = C0, le calcul de l’homologie donne alors :
H˜0 = C0/ Im ∂1 = {0}.
De plus, Im ∂2 = {0} et une base de Ker ∂1 est donnée par {{1}−{1, 3} +(−1)×{1}−{1, 2}
+{2} − {1, 2} +(−1)× {2} − {2, 3} +{3} − {2, 3} +(−1)× {3} − {1, 3}}. Nous obtenons alors :
H˜1 = Ker ∂1/ Im ∂2 = C.
Le lien entre l’homologie d’un poset et les invariants de la section précédente est donné par
le théorème suivant.
Théorème 1.2.19. L’homologie d’un poset est reliée à son nombre de Möbius et à sa caracté-
ristique d’Euler par la relation suivante :
µ(P̂ ) = χ˜(∆(P )) =
dim ∆∑
i=0
(−1)i dim H˜i(∆(P )).
1.2.4 Posets épluchables
Nous présentons ici les notions d’épluchabilité et la semi-modularité totale qui impliquent
toutes les deux une concentration en degré maximal de l’homologie du poset qui est alors dit
Cohen-Macaulay. Le degré maximal est alors déterminé par la longueur des chaînes du poset.
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Épluchabilité
L’épluchabilité (shellability en anglais) est une propriété combinatoire des complexes sim-
pliciaux ayant de fortes implications topologiques et algébriques. Cette notion est apparue au
milieu du dix-neuvième siècle, dans des travaux de L. Schläfli sur le calcul de la caractéristique
d’Euler d’un polytope convexe [Sch01]. Rappelons qu’un complexe simplicial pur est un com-
plexe dont toutes les faces maximales, appelées facettes, ont même dimension. La théorie de
l’épluchabilité ne s’appliquait qu’aux complexes simpliciaux purs avant d’être étendue par A.
Björner et M. Wachs aux complexes non purs dans leurs articles [BW96] et [BW97].
Pour toute face F d’un complexe simplicial ∆, nous notons 〈F 〉 l’ensemble {G ∈ ∆ : G ⊆ F}.
Nous définissons maintenant la notion d’épluchabilité.
Définition 1.2.20. Un complexe simplicial est dit épluchable s’il est possible d’ordonner ses
facettes en F1, . . . , Ft de telle sorte que le sous-complexe
(
∪k−1i=1 〈Fi〉
)
∩ 〈Fk〉 soit pur et de
dimension dimFk − 1 pour tout k = 2, . . . , t. Un tel ordre des facettes est appelé un épluchage.
Un poset est épluchable si son complexe d’ordre est épluchable.
Exemple 1.2.21. – Le complexe simplicial ci-dessous à gauche est épluchable alors que
celui de droite ne l’est pas. En effet, pour le complexe simplicial de gauche, en posant
F1 = {1, 2, 3}, F2 = {2, 3, 4}, F3 = {3, 4, 5} et F4 = {1, 5}, l’ordre obtenu est un épluchage.
Par contre, pour le complexe simplicial de droite, aucun ordre ne convient car aucune des
facettes de dimension 2 ne peut être intersectée de manière à ce que l’intersection soit de
dimension 1.
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– Les posets des partitions et des sous-ensembles sont épluchables. (cf. exemple 1.2.30)
Cette notion a de fortes implications topologiques, que nous énonçons au théorème suivant.
Théorème 1.2.22 ([BW96]). Un complexe simplicial épluchable a le même type d’homotopie
qu’un bouquet de sphères (de dimension variées), où pour tout i, le nombre de i-sphères est le
nombre de i-facettes dont l’ensemble du bord est contenu dans l’union des facettes précédentes
(dans l’ordre d’épluchabilité). De telles facettes sont appelées facettes d’homologie.
Corollaire 1.2.23. Si le complexe d’ordre de P est épluchable, alors pour tout i, l’homologie de
P est donnée par :
H˜i(P ) ∼= Cri ,
où ri est le nombre de i-facettes d’homologie de ∆.
Une conséquence topologique de l’épluchabilité est la notion suivante.
Définition 1.2.24. Un poset est dit Cohen-Macaulay si son homologie est concentrée en degré
maximal, c’est-à-dire si tous ses groupes d’homologie sont triviales, sauf celui de degré k, où
toute chaîne stricte du poset sans bornes est constituée d’au plus k + 1 éléments.
Proposition 1.2.25 ([BW96]). Un poset pur épluchable est Cohen-Macaulay.
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Épluchabilité lexicographique
Dans l’article [Bjö80], A. Björner a prouvé une conjecture de R. Stanley émise au début
des années 1970 en trouvant une condition sur l’étiquetage des arêtes du diagramme de Hasse
d’un poset qui implique l’épluchabilité du poset. De cette condition a émergé une théorie de
l’épluchabilité lexicographique établie dans une série d’articles de A. Björner et M. Wachs,
d’abord développée dans le cas pur avec les articles [BW82] et [BW83] puis dans le cas général
dans les articles [BW96] et [BW97].
Il y a deux versions de l’épluchabilité : l’épluchabilité selon les arêtes (EL) et l’épluchabilité
selon les chaînes (CL).
Nous n’étudierons ici que la première version de l’épluchabilité.
Un étiquetage des arêtes d’un poset borné P est une application λ : E(P ) → Λ, où E(P )
est l’ensemble des arêtes du diagramme de Hasse de P , c’est-à-dire l’ensemble des relations
de couverture dans P , et Λ est un poset (souvent N muni de sa relation d’ordre naturelle).
Étant donné un étiquetage des arêtes λ, il est possible d’associer à chaque chaîne maximale
c = (0̂ < x1 < · · · < xt < 1̂) un mot
λ(c) = λ(0̂, x1)λ(x1, x2) . . . λ(xt, 1̂).
Le chaîne c est alors dite croissante si le mot est strictement croissant, c’est-à-dire si
λ(0̂, x1) < λ(x1, x2) < · · · < λ(xt, 1̂).
Définition 1.2.26. Soit P un poset borné. Un étiquetage lexicographique des arêtes (EL-labeling
en anglais) est un étiquetage des arêtes tel que, dans tout intervalle fermé [x, y] de P , il y ait une
et une seule chaîne maximale croissante, plus petite que toutes les autres chaînes dans l’ordre
lexicographique. S’il existe un étiquetage lexicographique des arêtes du diagramme de Hasse de
P , P est dit épluchable selon ses arêtes (EL-shellable en anglais).
L’épluchabilité selon les arêtes implique l’épluchabilité.
Théorème 1.2.27 ([Bjö80], [BW96]). Considérons un poset borné P épluchable selon ses arêtes,
alors l’ordre lexicographique sur les chaînes maximales de P est un épluchage de ∆(P ). De plus,
l’ordre correspondant pour les chaînes de P¯ est un épluchage de ∆(P¯ ).
Exemple 1.2.28. Nous considérons le poset borné P de la figure 1.10.
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Figure 1.10 – Le poset P de l’exemple 1.2.28 et le complexe simplicial associé à P¯ .
Les chiffres figurant à côté des arêtes du diagramme de Hasse correspond à un étiquetage lexi-
cographique des arêtes. L’ordre lexicographique sur les chaînes maximales du poset est :
1. 0ˆ < 1 < 3 < 1ˆ
2. 0ˆ < 1 < 2 < 1ˆ
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3. 0ˆ < 4 < 2 < 1ˆ
4. 0ˆ < 4 < 3 < 1ˆ
L’épluchage du complexe simplicial correspondant ∆(P¯ ) représenté figure 1.10, donné par l’ordre
{1, 3} < {1, 2} < {4, 2} < {4, 3}, est bien un épluchage du complexe simplicial.
Théorème 1.2.29 ([BW96]). Soit P un poset tel que P̂ soit épluchable selon ses arêtes. Le
poset P a alors le même type d’homotopie qu’un bouquet de sphères, où le nombre de i-sphères
est le nombre de (i+ 2)-chaînes décroissantes maximales de P̂ .
Exemple 1.2.30. 1. En étiquetant l’arête (P,Q), P ≤ Q par l’élément q ∈ Q− P , le poset
des sous-ensembles est épluchable selon ses arêtes.
2. Nous définissons l’étiquetage selon les arêtes du dual du poset des partitions comme suit.
Soit P une partition d’un ensemble à n éléments en k parts Pi qui couvre une partition
Q dont les parts sont {P1 ∪ P2, P3, . . . Pk}. Alors l’étiquetage obtenu en étiquetant l’arête
(P,Q) par max(min(P1),min(P2)) est un étiquetage lexicographique des arêtes du poset.
Cet étiquetage a été introduit par I. Gessel (cf. [Bjö80]). Nous le représentons pour n = 4
sur la figure ci-dessous.
poids 2
poids 3
poids 4
{1}{2}{3}{4}
{1, 2}{3}{4} {1, 3}{2}{4} {1}{2, 3}{4} {1, 4}{2}{3} {1}{2, 4}{3} {1}{2}{3, 4}
{1, 2, 3}{4} {1, 2, 4}{3} {1, 2}{3, 4} {1, 3}{2, 4} {1, 3, 4}{2} {1, 4}{2, 3} {1}{2, 3, 4}
{1, 2, 3, 4}
Figure 1.11 – Étiquetage selon les arêtes du poset dual de Π4
Les conséquences topologiques de l’épluchabilité sont particulièrement intéressantes dans le
cas de posets sans extrema, puisque le complexe d’ordre d’un poset possédant un maximum ou
un minimum est un cône donc tous les groupes d’homologie réduite d’un tel poset sont triviaux.
De ce fait, il est plus intéressant d’une manière générale d’étudier P¯ que d’étudier P . Par la
suite, nous noterons P̂ = ̂¯P pour alléger les notations.
Ordre récursif sur les atomes
Dans cette section, nous présentons une autre notion impliquant l’épluchabilité : l’ordre
récursif sur les atomes. Les atomes d’un poset borné P sont les éléments couvrant 0̂.
Définition 1.2.31. Un poset borné P admet un ordre récursif sur ses atomes si P n’a qu’un
seul élément ou s’il en a au moins deux et qu’il existe un ordre a1, a2, . . . , at sur les atomes de
P vérifiant :
1. Pour tout j = {1, 2, . . . , t}, l’intervalle [aj , 1̂] admet un ordre récursif sur les atomes dans
lequel les atomes de [aj , 1̂] qui sont dans [ai, 1̂] pour i < j viennent d’abord.
2. Pour tout i < j, si ai, aj < y, alors il existe k < j et un atome z de [aj , 1̂] qui couvre aj et
tel que ak < z ≤ y.
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Exemple 1.2.32. Le poset ci-dessous à gauche n’admet par d’ordre récursif sur ses atomes car
la deuxième propriété n’est pas respectée. Celui de droite en admet un : l’ordre donné en lisant
les sommets de gauche à droite à chaque niveau par exemple.
•
• •
• •
•
•
• • •
• • •
•
Théorème 1.2.33. [BW83, Proposition 2.3 & Theorem 3.2] Si un poset borné P est épluchable
selon ses arêtes, alors il admet un ordre récursif sur ses atomes. Si un poset borné et gradué P
admet un ordre récursif sur ses atomes, alors il est épluchable.
Les relations entre les différentes notions définies jusqu’à présent sont rappelées sur le dia-
gramme suivant.
Épluchabilité selon les arêtes Semi-modularité totale
⇓ ⇓
Existence d’un ordre récursif sur les atomes
⇓
Épluchabilité
⇓
Cohen-Macaulay.
Un poset borné P est semi-modulaire si pour tous u, v ∈ P qui couvrent un élément x ∈ P , il
existe un élément y ∈ P qui couvre à la fois u et v. La semi-modularité n’implique pas forcément
l’épluchabilité. Un poset est totalement semi-modulaire si tout intervalle fermé dans le poset est
semi-modulaire. Les posets des sous-ensembles et des partitions sont totalement semi-modulaires.
La notion de semi-modularité est reliée aux notions précédentes par le théorème suivant.
Théorème 1.2.34. [BW83, Theorem 5.1] Tout ordre sur les atomes d’un poset totalement
semi-modulaire est un ordre récursif sur les atomes.
La semi-modularité totale peut donc être utilisée pour montrer l’existence d’un ordre récursif
pour les atomes et donc pour montrer l’épluchabilité d’un poset. En effet, en regroupant les
théorèmes 1.2.33 et 1.2.34, nous obtenons le corollaire suivant.
Corollaire 1.2.35. Tout poset borné, gradué et totalement semi-modulaire est Cohen-Macaulay.
1.2.5 Homologie de Whitney d’un poset
Nous introduisons ici un raffinement de l’homologie d’un poset. Ce raffinement sera utile
pour le calcul de l’action d’un groupe sur un poset. La notion d’homologie de Whitney a été
introduite pour la première fois par K. Baclawski dans l’article [Bac75], dans le cas de treillis
géométriques. Elle a été définie par la suite par S. Sundaram dans l’article [Sun94b] dans le cas
pur, puis généralisée au cas quelconque par M. Wachs dans l’article [Wac99].
Soit P un poset Cohen-Macaulay de minimum 0̂, sur lequel agit un groupe G, l’homologie
de Whitney de P est définie pour tout entier r par :
WHr(P ) =
⊕
x∈Pr
H˜r−2(0̂, x),
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où, pour tout x de P , r(x) est le rang de x et Pr := {x ∈ P : r(x) = r}.
L’action de G sur P induit une action de G sur WHr(P ).
S. Sundaram utilise l’homologie de Whitney d’un poset Cohen-Macaulay pour calculer des
représentations de groupes sur l’homologie. Sa technique se base sur le résultat suivant.
Théorème 1.2.36 ([Sun94b], [Sun94a]). Soit P un poset avec un minimum 0̂, muni d’une
action d’un groupe G. Si P est Cohen-Macaulay, alors :
H˜l(P )−1(P − {0̂}) ∼=G
l(P )⊕
r=0
(−1)l(P )+rWHr(P ).
Nous étudierons l’homologie de Whitney du poset des hyperarbres dans la partie 2.5.
1.3 Des hypergraphes au poset des hyperarbres
La notion d’hypergraphe a été introduite par C. Berge au début des années 1970. Un hy-
pergraphe est une généralisation d’un graphe dont les arêtes sont des ensembles de sommets
de cardinal au moins deux et non plus seulement des paires non ordonnées. Dans cette section,
nous définissons les hyperarbres comme étant des hypergraphes connexes et acycliques. Nous
introduisons ensuite un ordre partiel sur l’ensemble des hyperarbres sur n sommets avant de
récapituler les résultats déjà existants sur le poset des hyperarbres.
1.3.1 Des hypergraphes aux hyperarbres
Définition 1.3.1. Un hypergraphe (sur un ensemble V ) est un couple (V,E) où V est un
ensemble fini et E est un ensemble de sous-ensembles de cardinal au moins deux de V . Les
éléments de V sont appelés sommets et ceux de E sont appelés arêtes. La valence d’un sommet
est le nombre d’arêtes auxquelles le sommet appartient. La taille d’une arête est le nombre de
sommets qu’elle contient.
Un exemple d’hypergraphe est représenté sur la figure 1.12.
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Figure 1.12 – Exemple d’hypergraphe sur {1, 2, 3, 4, 5, 6, 7}.
Définition 1.3.2. Soit H = (V,E) un hypergraphe.
Un chemin d’un sommet ou d’une arête d à un sommet ou une arête f de H est une suite
finie alternée de sommets et d’arêtes commençant par d et finissant par f :
(d, . . . , ei, vi, ei+1, . . . , f),
où pour tout i, vi ∈ V , ei ∈ E et {vi, vi+1} ⊆ ei. La longueur du chemin est le nombre d’arêtes
et de sommets dans le chemin.
Exemple 1.3.3. Dans l’hypergraphe de la figure 1.12, il y a plusieurs chemins de 4 à 2 :
(4, A, 7, B, 6, C, 2) et (4, A, 7, B, 6, C, 1, D, 3, D, 2) entre autres. Un chemin de C à 3 est (C, 1, D, 3).
Définition 1.3.4. Un hyperarbre est un hypergraphe sur un ensemble non vide de sommets H
tel que, étant donnés deux sommets distincts v et w de H,
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|Hn| |n 1 2 3 4 5 6 7
1 1 4 29 311 4447 79745 1722681
Table 1.1 – Nombre d’hyperarbre |Hn| sur n sommets.
– il existe un chemin de v à w dans H à arêtes distinctes, c’est-à-dire que H est connexe,
– et ce chemin est unique, c’est-à-dire que H n’a pas de cycles.
Le couple H = (V,E) est appelé hyperarbre sur V . Si V est de cardinal n, H est appelé
hyperarbre sur n sommets.
L’espèce des hyperarbres est notée H. Un exemple d’hyperarbre est représenté sur la figure
1.13. Le nombre d’hyperarbres sur n sommets est représenté sur la table 1.1 pour de petites
valeurs de n (voir aussi la suite A030019 sur l’OEIS). La formule pour ce nombre est donnée au
troisième point de l’exemple 3.2.9.
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Figure 1.13 – Exemple d’hyperarbre sur {1, 2, 3, 4}.
Remarquons qu’il existe une autre description des hyperarbres sur un ensemble V en termes
d’arbres bipartis étiquetés par V , utilisée par McCullough et Miller dans [MM96]. Un arbre
biparti étiqueté par un ensemble V est un arbre T qui est muni d’une bijection de V dans
un sous-ensemble des sommets de T qui contient tous les sommets de valence 1 et qui inclut
une et une seule extrémité de chaque arête de T . Les sommets étiquetés d’un arbre biparti
correspondent aux sommets de l’hyperarbre associé et les sommets non étiquetés correspondent
aux arêtes de l’hyperarbre.
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Figure 1.14 – Hyperarbre et arbre biparti étiqueté associé.
Les chemins sur les hyperarbres vérifient la propriété suivante.
Proposition 1.3.5. Étant donné un hyperarbre H, un sommet ou une arête d de H et une
arête ou un sommet distinct f de H, il existe un unique chemin de longueur minimale de d à
f . De plus, ce chemin est l’unique chemin à arêtes distinctes de d à f .
Démonstration. La preuve est immédiate en considérant les hyperarbres comme des arbres bi-
partis : cela vient du fait qu’un arbre biparti est un arbre.
1.3.2 Quelques types d’hyperarbres pointés
Nous utiliserons par la suite les variantes suivantes d’hyperarbres.
Définition 1.3.6. Un hyperarbre enraciné est un hyperarbre H dont un sommet s est distingué.
On dit alors que l’hyperarbre H est enraciné en s et que s est la racine H.
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Figure 1.15 – Hyperarbre sur neuf sommets enraciné en 1.
Un exemple d’hyperarbre enraciné est représenté sur la figure 1.15.
Définition 1.3.7. Un hyperarbre pointé en une arête est un hyperarbre H dont une arête a est
distinguée. On dit alors que l’hyperarbre H est pointé en a.
Un exemple d’hyperarbre pointé en une arête est représenté sur la figure 1.16.
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Figure 1.16 – Hyperarbre sur sept sommets, pointé en {1, 2, 3, 4}.
Définition 1.3.8. Un hyperarbre enraciné pointé en une arête est un hyperarbre H dont une
arête a et un sommet s appartenant à l’arête a sont distingués. L’hyperarbre H est dit pointé
en a et enraciné en s.
Un exemple d’hyperarbre enraciné pointé en une arête est représenté sur la figure 1.17.
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Figure 1.17 – Hyperarbre sur sept sommets, pointé en {1, 2, 3, 4} et enraciné en 3.
Définition 1.3.9. Un hyperarbre creux sur un ensemble de sommets I est un hyperarbre sur
l’ensemble {#} ∪ I, tel que le sommet étiqueté par #, appelé creux, n’appartient qu’à une et
une seule arête, appelée arête creuse.
Un exemple d’hyperarbre creux est représenté sur la figure 1.18.
L’application qui à un ensemble I associe l’ensemble des hyperarbres d’un certain type (pointé
ou non, enraciné ou non) dont les sommets sont étiquetés par I est une espèce. Nous noterons H
(resp. Hp, Ha, Hpa) l’espèce qui, à un ensemble fini I, associe l’ensemble des hyperarbres (resp.
hyperarbres enracinés, hyperarbres pointés en une arête, hyperarbres pointés en une arête et un
sommet) dont les sommets sont étiquetés par I.
Nous invitons le lecteur à consulter le livre [BLL98, Chapitre 2.3] pour plus d’explications
sur le principe de dissymétrie. De manière générale, un principe de dissymétrie est l’utilisation
d’un centre naturel pour exprimer une espèce non pointée en fonction d’espèces pointées. Un
exemple d’application de ce principe est l’utilisation du centre d’un arbre pour relier les arbres
aux arbres enracinés.
Nous pouvons appliquer le principe de dissymétrie aux hyperarbres pointés et non pointés.
Proposition 1.3.10. La relation suivante lie les espèces d’hyperarbres pointés et non pointés :
H+Hpa = Hp +Ha.
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Figure 1.18 – Hyperarbre creux sur huit sommets. L’arête creuse est l’arête {1, 2, 3, 4}.
Pour la preuve, nous avons besoin de la notion suivante qui utilise la proposition 1.3.5.
Définition 1.3.11. L’excentricité d’un sommet ou d’une arête dans un hyperarbre est le nombre
maximum d’arêtes et de sommets sur un chemin minimal le reliant à un autre sommet. Le
centre d’un hyperarbre (pointé en une arête ou non, enraciné ou non) est le sommet ou l’arête
d’excentricité minimum.
Exemple 1.3.12. Sur la figure 1.19 sont représentées les excentricités e de deux hyperarbres.
Le centre de l’hyperarbre de gauche est une arête alors que le centre de l’hyperarbre de droite
est un sommet.
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Figure 1.19 – L’excentricité e de deux hyperarbres
Proposition 1.3.13. Le centre d’un hyperarbre est unique.
Démonstration. Nous prouvons cette proposition par l’absurde.
Considérons un hyperarbre H possédant deux centres a et b. Les centres a et b ont donc
la même excentricité  par définition. Le nombre de sommets et d’arêtes sur un chemin entre
une arête et un sommet est pair. Le nombre de sommets et d’arêtes sur un chemin entre deux
sommets est impair. Comme les chemins maximaux de longueur  relient a et b à des sommets,
les centres a et b sont donc tous les deux des arêtes ou tous les deux des sommets, suivant la
parité de .
Comme a et b sont différents, il existe un chemin Cm minimal de longueur impaire de a
à b, donc possédant au moins un élément c différent de a et de b. Considérons un chemin
(b, . . . , en, vn = f) de b à un sommet f tel que c ne soit pas dans ce chemin. Si c n’est
pas dans le chemin minimal (a, . . . , e′p, v′p = f) de a à f , alors la concaténation des chemins
(b, . . . , en, f, e′p, . . . , a) est une marche de b à a ne contenant pas c. Les arêtes de type ei (res-
pectivement e′j) sont toutes différentes. Si cette marche n’est pas minimale, il existe un indice i
minimal tel que ei et e′j soient égaux pour un j et alors, le chemin (b, . . . , ei, v′j , . . . , a) serait un
chemin minimal de a à b ne contenant pas c donc différent de Cm : ceci contredit la proposition
1.3.5.
Ainsi, pour tout sommet f , c est soit sur le chemin de b à f , soit sur celui de a à f .
L’excentricité de c est donc strictement plus petite que celle  de a et b, ce qui contredit la
minimalité de .
Nous pouvons maintenant démontrer la proposition 1.3.10.
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Démonstration de la proposition 1.3.10. Les applications suivantes sont des bijections réciproques :
φ : H+Hpa → Ha +Hp,
ψ : Ha +Hp → H+Hpa.
Soit I un ensemble fini. Nous définissons les applications φ et ψ comme suit :
Si T appartient à l’image de I par H, φ(T ) est l’hyperarbre obtenu en enracinant ou pointant
T en son centre. Si le centre est un sommet, nous obtenons alors un hyperarbre enraciné, si son
centre est une arête, nous obtenons un hyperarbre pointé en une arête. (cas A)
Si T appartient à l’image de I par Hpa, φ(T ) est l’hyperarbre obtenu à partir de T en :
– oubliant la racine de T si c’est son centre, ce qui donne un hyperarbre pointé en une arête,
(cas B)
– oubliant l’arête pointée de T si c’est son centre, ce qui donne un hyperarbre enraciné, (cas
C)
– oubliant la racine ou l’arête pointé le plus près du centre de l’hyperarbre sinon.(cas D)
Si T appartient à l’image de I par Ha, ψ(T ) est l’hyperarbre obtenu à partir de T en :
– oubliant l’arête pointée de T si c’est son centre, (réciproque du cas A)
– enracinant le centre de T s’il appartient à l’arête pointée de T , (réciproque du cas B)
– enracinant le sommet de l’arête pointée le plus proche du centre de T . (réciproque du cas
D)
Sinon, T appartient à l’image de I par Hp, ψ(T ) est l’hyperarbre obtenu à partir de T en :
– oubliant la racine de T si c’est son centre, (réciproque du cas A)
– pointant le centre de T si c’est une arête contenant sa racine, (réciproque du cas C)
– pointant l’arête la plus proche du centre de T et qui contient la racine de T . (réciproque
du cas D)
1.3.3 Le poset des hyperarbres
Soient I un ensemble fini de cardinal n, S et T deux hyperarbres sur I. L’hyperarbre S est
plus petit que T , noté S  T , si chaque arête de S est union d’arêtes de T , et l’hyperarbre S est
strictement plus petit que T , noté S ≺ T si S  T mais S 6= T . Un exemple est présenté figure
1.20.
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Figure 1.20 – Exemple d’ordre dans le poset des hyperarbres à quatre sommets étiquetés par
I = (♦,♥,♣,♠).
L’ensemble (H(I),) est un ensemble partiellement ordonné (ou poset), noté HT(I). Le
poset des hyperarbres est parfois aussi appelé poset de Whitehead. Nous noterons ĤT(I) le
poset obtenu en ajoutant à HT(I) un maximum 1ˆ. Pour tout entier naturel n, nous noterons de
plus HTn le poset HT({1, . . . ,n}).
Dans HT(I), il est possible de définir le rang r(h) d’un hyperarbre h à A arêtes par :
r(h) = A− 1.
Les relations de couverture augmentent (ou diminuent) le rang de 1 : le poset HT(I) est
gradué par le nombre d’arêtes de chaque hyperarbre.
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Les posets des hyperarbres apparaissent lors de l’étude de groupes d’automorphismes de
groupes libres et de produits libres dans les articles de D. McCullough-A. Miller [MM96], N.
Brady-J. McCammond-J. Meier-A. Miller [BMMM01], J. McCammond-J. Meier [MM04] ou
encore C. Jensen-J. McCammond-J. Meier [JMM07] et [JMM06]. L’ensemble de ces travaux a
motivé l’étude de ces objets qui sera exposée dans les chapitres suivants.
1.3.4 Homologie du poset des hyperarbres
N. Brady, F. Chapoton, C. Jensen, J. McCammond, J. Meier et A. Miller ont montré plusieurs
résultats sur le poset des hyperarbres que nous regroupons ci-après.
En montrant que le poset obtenu en renversant l’ordre des posets des hyperarbres admet un
ordre récursif sur ses atomes, N. Brady, C. Jensen, J. McCammond, J. Meier et A. Miller ont
prouvé le théorème suivant.
Théorème 1.3.14 ([BMMM01]). Les posets des hyperarbres ĤTn sont Cohen-Macaulay.
Un calcul sur les nombres de Möbius du poset des hyperarbres effectué par J. McCammond
et J. Meier donne le résultat suivant.
Théorème 1.3.15 ([MM04]). La caractéristique d’Euler réduite du poset des hyperarbres est
(n− 1)n−2.
En utilisant la notion d’hyperarbre cyclique, F. Chapoton a montré le résultat suivant.
Proposition 1.3.16 ([Cha07]). Le polynôme caractéristique du poset des hyperarbres sur n
sommets est donné par la fonction génératrice de l’ensemble fini des hyperarbres cycliques sur n
sommets selon le nombre d’arêtes.
CHAPITRE 2
Action du groupe symétrique sur l’homologie du poset des
hyperarbres
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Dans l’article [BMMM01], il est montré que les posets des hyperarbres sont Cohen-Macaulay :
leur homologie est concentrée en degré maximal. J. McCammond et J. Meier ont calculé dans
leur article [MM04] la dimension de l’unique groupe d’homologie non trivial du poset des hyper-
arbres sur n sommets : cette dimension est (n − 1)n−2. L’action du groupe symétrique Sn sur
l’ensemble {1, . . . , n} des sommets des hyperarbres induit une action sur le poset des hyperarbres
sur n sommets compatible avec la différentielle du complexe de chaînes associé : le groupe symé-
trique agit alors sur l’unique groupe d’homologie non trivial du poset. Dans son article [Cha07],
F. Chapoton a calculé le polynôme caractéristique du poset des hyperarbres et a énoncé une
conjecture pour l’action du groupe symétrique sur l’homologie et sur l’homologie de Whitney du
poset des hyperarbres. Après avoir calculé la dimension de l’homologie du poset des hyperarbres
de manière originale, nous utilisons la théorie des espèces pour déterminer l’action du groupe
symétrique sur cette homologie, que nous relions à la structure anti-cyclique de l’opérade Prelie
par le théorème suivant.
Théorème. La série indicatrice de cycles Z−1, qui donne le caractère pour l’action du groupe
symétrique sur l’homologie du poset des hyperarbres, est reliée à la série indicatrice de cycles M
associée à la structure anti-cyclique de l’opérade PreLie par :
Z−1 = p1 − ΣM = (Comm ◦Σ PreLie) + p1 (Σ PreLie +1) .
Nous calculons aussi l’action du groupe symétrique sur l’homologie de Whitney du poset,
répondant ainsi à la conjecture de F. Chapoton.
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Théorème. L’action du groupe symétrique sur l’homologie de Whitney du poset des hyperarbres
est reliée à la série HAL par :
Z−1,t = HAL +
p1
t
.
où la série HAL est définie par le système d’équations suivant :
HALpA = p1
(
p1
1 + tp1
◦ Comm ◦(p1 + (−t) HALpA)
)
,
HALp = p1(Σt Lie ◦Comm ◦(p1 + (−t) HALpA)),
HALA = (Comm−p1) ◦ (p1 + (−t) HALpA),
HAL = HALp + HALA−HALpA .
Ce système permet de calculer les premiers termes des séries à l’aide du logiciel de calcul
formel favori du lecteur.
2.1 Homologie du poset des hyperarbres
Nous présentons dans cette section une méthode pour ramener l’étude de l’homologie du
poset des hyperarbres, qui est Cohen-Macaulay, à l’étude des chaînes larges d’hyperarbres dans
le poset.
2.1.1 Chaînes et homologie du poset des hyperarbres
Nous renvoyons au chapitre 1.2 pour les définitions relatives à l’homologie d’un poset.
L’ensemble des k − 1-chaînes strictes d’hyperarbres sur I est l’ensemble HSIk des k-uplets
(a0, . . . , ak−1) où les ai sont des éléments non minimaux de HT(I) et ai ≺ ai+1. L’espace vectoriel
engendré par l’ensemble HS{1,...,n}k est alors noté Cnk−1. Nous noterons de plus H˜nm, l’homologie
réduite du poset ĤTn.
Les dimensions des espaces d’homologies satisfont la propriété classique suivante.
Lemme 2.1.1. La caractéristique d’Euler de l’homologie vérifie :
(2.1) χeul =
∑
m≥0
(−1)m dim H˜nm =
∑
m≥−1
(−1)m dimCnm.
Le théorème suivant décrit une partie de l’homologie du poset.
Théorème 2.1.2. [MM04, theorem 2.9] Pour tout n ≥ 1, le poset ĤTn est Cohen-Macaulay.
Corollaire 2.1.3. L’homologie de ĤTn est concentrée en degré maximal :
H˜ni =
{
0, pour i 6= dim(|ĤTn|)
Cdim H˜ni , pour i = dim(|ĤTn|).
Comme dim ĤTn = n− 3, l’équation (2.1) peut alors être réécrite comme suit :
(2.2) (−1)n−3 dim H˜nn−3 =
∑
m≥−1
(−1)m dimCnm.
De plus, comme la différentielle du complexe de chaînes est compatible avec l’action du groupe
symétrique, l’action de celui-ci sur (Cnm)m≥−1 induit une action sur H˜nn−3. Nous obtenons alors
la relation suivante, avec χs,ni+1 le caractère de l’action du groupe symétrique sur l’espace vectoriel
Cni et χH˜nn−3 le caractère de l’action du groupe symétrique sur l’espace vectoriel H˜
n
n−3 :
(2.3) (−1)n−3χH˜nn−3 =
∑
m≥−1
(−1)mχs,nm+1.
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2.1.2 Des chaînes larges aux chaînes strictes
D’après l’équation (2.3), il suffit de calculer la somme alternée des caractères sur Cnm pour
déterminer le caractère sur l’unique groupe d’homologie non trivial.
Soient k un nombre naturel et I un ensemble fini. L’ensemble des k-chaînes larges d’hyper-
arbres sur I est l’ensemble HLIk des k-uplets (a1, . . . , ak) où les ai sont des éléments de HT(I) et
ai  ai+1. Notons que les k-chaînes strictes sont alors des chaînes de k + 1 éléments alors que
les k-chaînes larges sont des chaînes de k éléments.
Nous définissons les espèces suivantes :
Définition 2.1.4. L’espèce Hk des k-chaînes larges d’ hyperarbres est définie par :
I 7→ HLIk .
L’espèce Hsk des k − 1-chaînes strictes d’ hyperarbres est définie par :
I 7→ HSIk .
Définition 2.1.5. Soit Mk,s l’ensemble des mots sur {0, 1} de longueur k, contenant s lettres
"1". L’espèceMk,s est définie par : {
∅ 7→ Mk,s,
V 6= ∅ 7→ ∅.
Nous décrivons maintenant le lien entre ces espèces :
Proposition 2.1.6. Les espèces Hk et Hsi vérifient la relation suivante :
Hk ∼=
∑
i≥0
Hsi · Mk,i.
Démonstration. Soit (a1, . . . , ak) une k-chaîne large. Elle peut se factoriser en un couple formé
d’une s-chaîne stricte (ai1 , . . . , ais), obtenue par suppression dans (a1, . . . , ak) des répétitions et
du minimum 0ˆ, s’il apparaît, et d’un élément u1 . . . uk de Mk,s tel que :
– u1 = 0 si a1 = 0ˆ, 1 sinon ;
– uj = 0 si aj = aj−1, 1 sinon.
Remarquons que 0ˆ est interdit ici dans les chaînes strictes considérées car les extremums
du poset doivent être enlevées pour éviter que le complexe simplicial associé soit contractile (et
donc que son homologie soit triviale). D’une i-chaîne stricte et d’un mot u1 . . . uk de Mk,i, on
peut alors reconstruire une k-chaîne large.
La bijection précédente ne modifie pas l’étiquetage des sommets des hyperarbres considérés :
un élément du groupe symétrique Sn envoie une chaîne large L1 sur une chaîne large L2 si et
seulement si elle envoie la chaîne stricte s1 correspondant à L1 sur la chaîne stricte s2 correspon-
dant à L2. Cette bijection est donc compatible avec l’action de Sn. Ceci établit l’isomorphisme
d’espèces voulu.
Exemple 2.1.7. La chaîne large suivante :
1 2
4 3
≤
1 2
4 3
≤
1 2
4 3
≤
1 2
4 3
≤
1 2
4 3
est alors reliée au couple formé de la chaîne stricte suivante :
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1 2
4 3
<
1 2
4 3
et du mot : 00110.
Remarque 2.1.8. Ce raisonnement, considéré sur les ensembles sous-jacents, se généralise à tout
poset Cohen-Macaulay.
Corollaire 2.1.9. Considérons l’action par permutation de Sn sur {1, . . . , n}. Les caractères χk
et χsi des actions induites sur les espaces vectoriels Hk({1, . . . , n}) et Hsi ({1, . . . , n}) satisfont :
(2.4) χk =
n−2∑
i=0
(
k
i
)
χsi .
Démonstration. L’isomorphisme de la proposition 2.1.6 est un isomorphisme d’espèces : il pré-
serve donc l’action du groupe symétrique.
Nous obtenons alors :
Hk({1, . . . , n}) ∼=
∑
i≥0
Hsi ({1, . . . , n}) · Mk,i(∅).
De plus, l’action de Sn surMk,i(∅) est triviale, nous obtenons alors :
χk =
∑
i≥0
χsi × |Mk,i|.
Le cardinal de Mk,i est
(k
i
)
. Comme la longueur d’une chaîne stricte maximale de HTn est
n− 2, la somme est finie.
L’expression χk =
∑n−2
i=0
(k
i
)
χsi est un polynôme en k, de degré borné par n : il est donc
possible d’étendre le polynôme χk aux entiers relatifs. De plus, le coefficient binomial
(−1
i
)
est
égal à (−1)i : nous obtenons alors χ−1 = ∑n−2i=0 (−1)iχsi . L’équation (2.3) montre que la valeur
absolue du polynôme χk évalué en k = −1 est égale à la valeur absolue du caractère de l’action
du groupe symétrique Sn induite sur l’homologie du poset.
Proposition 2.1.10. Notons Pn(X) le polynôme qui, évalué en k, donne le caractère des k-
chaînes larges dans le poset ĤTn. Le caractère donné par l’action de Sn induite sur l’homologie
du poset ĤTn est donnée par (−1)nPn(−1).
Cette proposition se généralise à tout autre poset Cohen-Macaulay muni d’une action du
groupe symétrique compatible, avec une évaluation du polynôme des caractères des k-chaînes
larges en un k0 pouvant varier suivant les cas.
2.2 Relations entre espèces et espèces auxiliaires
Nous avons ainsi relié l’action du groupe symétrique sur l’homologie du poset des hyperarbres
à l’action du groupe symétrique sur les k-chaînes larges du poset des hyperarbres. Il nous faut
maintenant calculer cette action. Pour ce faire, nous définissons dans cette section de nouvelles
espèces et relions les espèces introduites entre elles. Nous renvoyons le lecteur à la partie 1.1
pour une introduction à la théorie des espèces.
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2.2.1 Hyperarbres enracinés et pointés
Nous renvoyons le lecteur à la section 1.3.2 pour les définitions des hyperarbres enracinés,
pointés en une arête, pointés en un sommet et une arête et creux.
Soit k un entier naturel.
Rappelons que le minimum d’une chaîne est l’hyperarbre de la chaîne qui possède le moins
d’arêtes.
L’espèce associée aux k-chaînes larges d’hyperarbres, dont le minimum est un hyperarbre
enraciné, est notée Hpk. Le sommet racine dans le minimum est alors distingué dans les autres
hyperarbres de la chaîne, si bien que tous les hyperarbres de la chaîne peuvent être considérés
comme enracinés en ce sommet. Nous appellerons ces chaînes k-chaînes larges d’hyperarbres
pointées et noterons Hpk l’espèce associée.
L’espèce associée aux k-chaînes larges d’hyperarbres dont le minimum est un hyperarbre
pointé en une arête, appelées k-chaînes larges d’hyperarbres pointées en une arête, est notée Hak.
L’espèce associée aux k-chaînes larges d’hyperarbres dont le minimum est un hyperarbre pointé
en une arête et un sommet, appelées k-chaînes larges d’hyperarbres pointées en une arête et un
sommet, est notée Hpak .
2.2.2 Principe de dissymétrie
Nous renvoyons le lecteur à la proposition 1.3.10 pour une explication du principe de dissy-
métrie sur les hyperarbres. Nous appliquons ce principe aux chaînes larges d’hyperarbres. Soit
k un entier naturel, la proposition suivante relie les k-chaînes larges d’hyperarbres non pointées,
enracinées, pointées en une arête et pointées en une arêtes et un sommet.
Proposition 2.2.1 (Principe de dissymétrie pour les chaînes d’hyperarbres). Les espèces des
chaînes d’hyperarbres vérifient la relation suivante :
(2.5) Hk +Hpak = Hpk +Hak,
où = signifie l’existence d’un isomorphisme d’espèces.
Démonstration. La proposition résulte de l’application du principe de dissymétrie aux minima
des chaînes.
2.2.3 Relations entre espèces
Relations pour Hpk
Pour obtenir une équation fonctionnelle pour Hpk, nous avons besoin d’introduire un dernier
type de chaîne à partir de la notion d’hyperarbre creux, définie dans la partie 1.3.2.
Définition 2.2.2. Une k-chaîne large d’hyperarbres creuse est une chaîne large de longueur k
dans le poset des hyperarbres sur {#, 1, . . . , n− 1}, dont le minimum est un hyperarbre creux.
L’espèce des k-chaînes larges d’hyperarbres creuses est notée Hck. L’espèce des k-chaînes larges
d’hyperarbres creuses dont le minimum n’a qu’une seule arête est notée Hcmk .
Remarquons que les autres hyperarbres de la chaîne ne sont pas forcément des hyperarbres
creux parce que le sommet étiqueté par # est dans une et une seule arête dans le minimum de la
chaîne mais peut par la suite appartenir à plusieurs arêtes après division de l’arête le contenant.
Toutes ces espèces sont reliées par la proposition suivante.
Proposition 2.2.3. Les espèces Hpk, Hck et Hcmk vérifient :
(2.6) Hpk = X +X · Comm ◦Hck,
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(2.7) Hck = Hcmk ◦ Hpk,
(2.8) Hcmk = Comm ◦Hck−1.
Démonstration. Toutes les bijections décrites ci-dessous sont compatibles avec l’action du groupe
symétrique : ce sont des isomorphismes d’espèces.
Équation (2.6) Une k-chaîne d’hyperarbres enracinée sur un ensemble de cardinal 1 est consti-
tuée d’un sommet répété à chaque étape. C’est donc le même objet qu’un singleton :
l’espèce associée est l’espèce X.
Considérons maintenant les k-chaînes d’hyperarbres enracinées sur au moins deux som-
mets. Une telle chaîne peut être divisée en un singleton et un ensemble de k-chaînes larges
creuses d’hyperarbres. Le singleton correspond en effet à la racine du minimum de la chaîne
et l’ensemble de chaînes creuses d’hyperarbres est obtenu en :
– supprimant la racine dans tous les hyperarbres de la chaîne,
– mettant un creux # dans les arêtes où se trouvait la racine,
– séparant les arêtes contenant les creux dans le minimum de la chaîne de manière à
obtenir un ensemble d’hyperarbres creux.
Le troisième point induit une décomposition de la chaîne en un ensemble de chaînes creuses.
En effet, il permet d’obtenir une partition de l’ensemble des arêtes telle que chaque sommet
différent de la racine apparaisse dans une et une seule part et telle que les parts soient
connexes. De plus, cette partition est préservée dans la chaîne puisque les autres éléments
dans la chaîne sont obtenus par division des arêtes uniquement : ceci donne le résultat
(2.6).
Exemple 2.2.4. Une chaîne d’hyperarbres enracinée et sa décomposition en un singleton
et un ensemble de chaînes creuses d’hyperarbres est présentée sur la figure 2.1. Nous avons
ici représenté seulement les minima (en haut) et les maxima (en bas) des chaînes.
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Figure 2.1 – Décomposition d’une chaîne d’hyperarbres enracinée.
Équation (2.7) Soit S une k-chaîne creuse d’hyperarbres selon la définition 2.2.2.
L’arête creuse dans le minimum, c’est-à-dire l’arête contenant le creux, donne à chaque
niveau l de la chaîne un ensemble d’arêtes distinguées Dle. Ces arêtes distinguées forment
une chaîne creuse d’hyperarbres D dont le minimum n’a qu’une arête.
Supprimer l’arête creuse D1e dans le minimum de S donne une forêt d’hyperarbres, c’est-
à-dire un ensemble d’hyperarbres {h11, . . . , h1f}. Tout hyperarbre hi a un sommet distingué
si qui était dans l’arête creuse. Enracinons hi en si. L’évolution des arêtes de l’hyperarbre
hi dans S induit une chaîne Shi . L’enracinement de hi implique un enracinement de la
chaîne Shi .
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Remarquons maintenant que la forêt d’hyperarbres {hl1, . . . , hlf} obtenue au niveau l de
la chaîne en supprimant Dle est identique à la forêt d’hyperarbres obtenue en prenant les
hyperarbres au niveau l dans les chaînes Sh1 , . . . , Shf .
Ainsi la chaîne S est la chaîne D, où à chaque niveau l, sur un sommet i, on greffe
l’hyperarbre hli. La greffe consiste à remplacer le sommet i par la racine de l’hyperarbre
hli.
La chaîne S peut aussi être vue comme la chaîne D, où une chaîne d’hyperarbres enracinée
Shi a été insérée au sommet i. Ceci donne le résultat (2.7).
Exemple 2.2.5. Une chaîne creuse d’hyperarbres est équivalente à une chaîne creuse
d’hyperarbres dont le minimum n’a qu’une arête, et dont les sommets sont des chaînes
d’hyperarbres enracinées. Un exemple est présenté sur la figure 2.2.
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Figure 2.2 – Décomposition d’une chaîne d’hyperarbres creuse.
Équation (2.8) Une k-chaîne d’hyperarbres creuse dont le minimum n’a qu’une seule arête peut
être vue comme une (k− 1)-chaîne large d’hyperarbres Ck−1 avec un sommet étiqueté par
#. Séparant les arêtes contenant l’étiquette # dans le minimum de Ck−1 revient à séparer
cette chaîne en un ensemble non vide de (k−1)-chaînes d’hyperarbres creuses. Ceci donne
le résultat (2.8).
Comme l’espèce Hpk peut se factoriser par l’espèce X, l’application
Hp
k
−X
X est une espèce.
Nous obtenons le corollaire suivant.
Corollaire 2.2.6. L’espèce Hpk vérifie :
Hpk = X +X · Comm ◦
(Hpk−1 −X
X
◦ Hpk
)
.
Relations pour Hak
La proposition suivante relie l’espèce des chaînes pointées en une arête aux autres espèces.
Proposition 2.2.7. L’espèce Hak vérifie :
(2.9) Hak = (Hk−1 −X) ◦ Hpk.
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Démonstration. Soit S une k-chaîne large d’hyperarbres pointée en une arête.
L’arête pointée dans le minimum donne à chaque niveau l de la chaîne un ensemble d’arêtes
distinguées Dle, obtenu par division de l’arête pointée. Ces arêtes distinguées forment une chaîne
d’hyperarbres D dont le minimum n’a qu’une arête. Cette chaîne peut être vue comme une
k − 1-chaîne d’hyperarbres.
Supprimer l’arête pointée D1e dans le minimum de S donne une forêt d’hyperarbres, c’est-à-
dire un ensemble d’hyperarbres {h1, . . . , hf}. Tout hyperarbre hi a un sommet distingué si qui
était dans l’arête pointée. Enracinons hi en si. L’évolution des arêtes de l’hyperarbre hi dans S
induit une chaîne Shi . L’enracinement de hi implique un enracinement de la chaîne Shi .
Remarquons maintenant que la forêt d’hyperarbres {hl1, . . . , hlf} obtenue au niveau l de la
chaîne en supprimant Dle est identique à la forêt d’hyperarbres obtenue en prenant les hyper-
arbres au niveau l dans les chaînes Sh1 , . . . , Shf .
Ainsi la chaîne S est la chaîneD, où à chaque niveau l, sur un sommet i, on greffe l’hyperarbre
hli. La greffe consiste à remplacer le sommet i par la racine de l’hyperarbre hli.
Le chaîne S peut aussi être vue comme la chaîne D, où une chaîne d’hyperarbres enracinée
Shi a été insérée au sommet i. Ceci donne le résultat, comme dans la démonstration de la
proposition 2.2.3.
Exemple 2.2.8. Une chaîne d’hyperarbres pointée en une arête peut être vue comme une
chaîne d’hyperarbres dont les sommets sont des chaînes d’hyperarbres enracinées. Un exemple
est présenté sur la figure 2.3.
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Figure 2.3 – Décomposition d’une chaîne d’hyperarbres pointée en une arête.
Relations pour Hpak
L’espèce des chaînes d’hyperarbres pointées en une arête et un sommet vérifie la proposition
suivante.
Proposition 2.2.9. L’espèce Hpak vérifie l’équation fonctionnelle :
(2.10) Hpak = (Hpk−1 −X) ◦ Hpk.
Démonstration. Si l’on oublie l’enracinement dans la chaîne, nous pouvons appliquer la décom-
position de la proposition 2.2.7.
Enraciner une chaîne d’hyperarbres pointée en une arête est équivalent à enraciner la (k−1)−
chaîne d’hyperarbres correspondante. Nous obtenons ainsi le résultat voulu.
Exemple 2.2.10. Une chaîne d’hyperarbres pointée en un sommet et une arête peut être vue
comme une chaîne d’hyperarbres enracinés, dont les sommets sont étiquetés par des chaînes
d’hyperarbres enracinés. Un exemple est présenté sur la figure 2.4.
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Figure 2.4 – Décomposition d’une chaîne d’hyperarbres pointée en une arête et un sommet.
Relations pour Hk
Les relations entre espèces pointées et non pointées impliquent la proposition suivante.
Proposition 2.2.11. L’espèce Hk vérifie :
(2.11) X · H′k = Hpk,
où ′ est la dérivation des espèces.
2.2.4 Retour sur les chaînes strictes et larges
Enraciner les chaînes ne change pas la nature polynomiale du caractère associé à l’action
du groupe symétrique sur ces chaînes, montrée dans la section 2.1.2. Ceci montre que les séries
génératrices et les séries indicatrices de cycles de Hp sont des polynômes en k. De plus, comme la
composée de deux séries formelles à coefficients polynomiaux est une série formelle à coefficients
polynomiaux, les séries génératrices et séries indicatrices de cycles associées à Ha, Hpa, Hc et
Hcm sont des polynômes en k. Par conséquent, pour toutes les espèces considérées, nous pouvons
évaluer la série indicatrice de cycles en −1 et cela permettra de déterminer le caractère pour
l’action du groupe symétrique sur l’homologie associée aux posets des hyperarbres enracinés puis
quelconques.
2.3 Dimension de l’homologie du poset
Le calcul de la dimension de l’homologie du poset se ramène donc à un calcul du nombre
de k-chaînes larges. Nous utilisons maintenant les relations entre espèces obtenues à la section
précédente, traduites en terme de séries génératrices, pour déterminer ce nombre. Ces relations
impliquent en effet une équation différentielle sur le nombre de k-chaînes larges d’hyperarbres
que nous résolvons pour k = −1. Les séries génératrices exponentielles associées aux espèces Hk,
Hpk, Hak, Hpak , Hck et Hcmk sont notées Ck, Cpk, Cak, Cpak , Cck et Ccmk .
2.3.1 Liens entre séries génératrices
Les égalités entre espèces de la partie 2.2 impliquent des égalités entre séries génératrices,
que nous énonçons à la proposition suivante.
Proposition 2.3.1. La série Cpk vérifie :
(2.12) Cpk = x× exp
(
Cpk−1 ◦Cpk
Cpk
− 1
)
.
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La série Cak vérifie :
(2.13) Cak = (Ck−1 − x) ◦ (Cpk).
La série Cpak vérifie :
(2.14) Cpak = (C
p
k−1 − x) ◦ (Cpk).
La série Ck vérifie :
(2.15) x×C′k = Cpk.
De plus, d’après le principe de dissymétrie de la proposition 2.2.1, ces séries vérifient aussi :
(2.16) Ck +Cpak = C
p
k +C
a
k.
2.3.2 Valeurs de ces séries pour k = 0 et k = −1
Calcul de C0 et Cp0
Il n’y a qu’une 0-chaîne d’hyperarbres : la chaîne vide. Ceci donne :
(2.17) C0 =
∑
n≥1
xn
n! = e
x − 1.
La relation (2.15) donne :
(2.18) Cp0 = xex.
Calcul de C−1
D’après la proposition 2.1.10, il suffit d’étudier la valeur en −1 du polynôme dont la valeur en
k donne le nombre de k-chaînes larges pour obtenir la dimension du seul groupe d’homologie du
poset des hyperarbres non trivial. Ainsi, nous étudions la valeur en k = −1 des séries génératrices
exponentielles dont les coefficients sont ces polynômes.
La série C−1 est donnée par le théorème suivant. Ce résultat a été prouvé pour la pre-
mière fois par McCammond et Meier dans leur article [MM04]. Nous donnons ici une nouvelle
démonstration de ce résultat.
Théorème 2.3.2. [MM04, theorem 5.1] La dimension de l’unique groupe d’homologie non trivial
du poset des hyperarbres sur n sommets est (n− 1)n−2.
Démonstration. Pour montrer ce théorème, nous relions la série génératrice C−1 à la série de
Lambert dont nous rappelons la définition.
Définition 2.3.3. Soit ΣW la série donnée par :
ΣW (x) =
∑
n≥1
(−1)n−1nn−1x
n
n! .
Cette série est la suspension de la série génératrice W de l’espèce des arbres enracinés, associée
à l’opérade PreLie.
D’une part, d’après les équations (2.13) et (2.14), appliquées en k = 0, le principe de dissy-
métrie du corollaire 2.2.1 s’écrit :
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C0 −Cp0 = Ca0 −Cpa0 = (C−1 −Cp−1) ◦Cp0.
Avec les équations (2.15), (2.17) et (2.18), cette égalité équivaut à :
(2.19) (C−1 − xC′−1) ◦ xex = ex − xex − 1.
D’autre part, la suspension de la série de Lambert vérifie l’équation suivante, obtenue à partir
d’une décomposition des arbres enracinés (voir [BLL98, page 2] par exemple) :
ΣW (x)eΣW (x) = x.
Calculons sa dérivée :
(ΣW )′(x) = 1
x+ eΣW .
En composant l’équation (2.19) avec ΣW , nous obtenons :
C−1 − xC′−1 = eΣW − x− 1.
Pour conclure, nous avons besoin du lemme suivant.
Lemme 2.3.4. Un calcul du terme eΣW − x− 1 donne :
eΣW − x− 1 =
∑
n≥2
(−1)n−1(n− 1)n−1x
n
n! .
Démonstration du lemme 2.3.4. Les deux parties de l’équation s’annulent en 0.
Dériver la partie gauche de l’équation donne :
(eΣW − x− 1)′ = ΣW ′eΣW − 1 = e
ΣW − x− eΣW
x+ eΣW = −xΣW
′.
Dériver la partie droite de l’équation donne :∑
n≥2
(−1)n−1(n− 1)n−1x
n
n!
′ = ∑
n≥2
(−1)n−1(n− 1)n−1 x
n−1
(n− 1)! .
D’où l’égalité suivante∑
n≥2
(−1)n−1(n− 1)n−1x
n
n!
′ = ∑
n≥1
(−1)nnnx
n
n! = −xΣW
′.
Ces deux séries formelles ont même dérivée et même valeur en 0 : elles sont donc égales.
Nous concluons grâce au lemme 2.3.4, en posant C−1 =
∑
n≥1 an
xn
n! . Ainsi les coefficients an
satisfont pour tout entier n > 0 :
an − nan = −(n− 1)an = (−1)n−1(n− 1)n−1.
Corollaire 2.3.5. La dérivée de la série C−1 vérifie :
(C−1 − x)′ = ΣW.
Démonstration. Nous dérivons l’expression de C−1 obtenue dans le théorème 2.3.2 :
(C−1 − x)′ =
∑
n≥2
(−1)n(n− 1)n−2 x
n−1
(n− 1)! .
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Retour sur Ca0 et C
pa
0
Les séries Ca0 et C
pa
0 sont données par la proposition suivante.
Proposition 2.3.6. 1. La série Ca0 vérifie :
(2.20) Ca0 =
∑
n≥2
(n− 1)2x
n
n! .
2. La série Cpa0 vérifie :
(2.21) Cpa0 =
∑
n≥2
n(n− 1)x
n
n! .
Démonstration. D’après les équations (2.13) et (2.18), Ca0 vérifie :
Ca0(x) = (C−1 − x) ◦Cp0(x) = (C−1 − x) ◦ xex.
En dérivant cette égalité et en utilisant le corollaire 2.3.5, nous obtenons :
(Ca0)′(x) = ΣW ◦ xex × (x+ 1)ex = x(x+ 1)ex.
Ce qui donne :
(Ca0)′(x) =
∑
n≥1
n2
xn
n! .
Comme Ca0(0) = 0, nous obtenons le premier résultat.
D’après les équations (2.14) et (2.18), Cpa0 vérifie :
Cpa0 (x) = (C
p
−1 − x) ◦Cp0(x) = (x(C′−1 − 1)) ◦ xex.
Avec le corollaire 2.3.5, nous obtenons :
Cpa0 (x) = (xΣW ) ◦ xex = x2ex.
Ceci donne le second résultat.
2.4 Action du groupe symétrique sur l’homologie du poset
Nous utilisons de nouveau les relations entre espèces de la section 6.2.6, traduites en terme
de séries indicatrices de cycles cette fois. Ces relations permettent de calculer l’action du groupe
symétrique sur l’homologie du poset des hyperarbres qui se relie à l’opérade PreLie. Nous ren-
voyons le lecteur à la section 1.1.3 pour un rappel sur les séries indicatrices de cycles.
2.4.1 Description de l’action
Considérons un poset d’hyperarbres sur n sommets, comme décrit précédemment. Le groupe
symétrique Sn agit sur l’ensemble des sommets d’un hyperarbre par permutation. Cette action
conserve le nombre d’arêtes et l’ordre du poset : elle induit donc une action sur les chaînes puis
sur l’homologie du poset ĤTn. Nous déterminons dans cette section le caractère de cette action
sur l’homologie du poset.
Dans ce qui suit, Zk, Zpk, Zak et Z
pa
k désigneront les séries indicatrices de cycles associées aux
espèces Hk, Hpk, Hak et Hpak .
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2.4.2 Relations entre séries indicatrices de cycles
Les relations entre espèces de la section 2.2 impliquent la proposition suivante :
Proposition 2.4.1. Les séries Zk, Zpk, Zak et Z
pa
k vérifient les relations suivantes :
(2.22) Zk + Zpak = Z
p
k + Z
a
k,
(2.23) Zpk = p1 + p1 × Comm ◦
(
Zpk−1 ◦ Zpk − Zpk
Zpk
)
,
(2.24) Zak + Z
p
k = Zk−1 ◦ Zpk,
(2.25) Zpak + Z
p
k = Z
p
k−1 ◦ Zpk,
et
(2.26) p1
∂Zk
∂p1
= Zpk.
Ces relations sont valides pour tout entier relatif k. En effet, les coefficients de pλ sont des
polynômes en k, donc nous pouvons étendre à Z les relations précédentes valides sur N.
2.4.3 Calcul du caractère du groupe symétrique
Calcul de Z−1
Utilisant la proposition 2.1.10, il suffit d’étudier la valeur en −1 du polynôme dont la valeur
en k est, au signe près, le caractère de l’action du groupe symétrique sur les k-chaînes larges
pour obtenir le caractère sur l’homologie. C’est pourquoi nous étudions la valeur en −1 de la
série indicatrice de cycles dont les coefficients sont ces polynômes.
L’opérade PreLie est anti-cyclique, comme montré dans l’article de F. Chapoton [Cha05].
Ceci signifie que l’action usuelle du groupe symétrique Sn sur le module PreLie(n), ayant pour
base l’ensemble des arbres enracinés sur n sommets, peut être étendue à une action du groupe
symétrique Sn+1. Nous écrivons M pour la série indicatrice de cycles associée à cette structure
anti-cyclique.
Le lecteur pourra consulter l’article [Cha07, part 5.4] pour plus d’informations sur cette série.
Nous montrons maintenant le théorème suivant, qui décrit l’action du groupe symétrique sur
l’homologie du poset des hyperarbres en fonction des séries indicatrices de cycles associées aux
opérades Comm et PreLie.
Théorème 2.4.2. La série indicatrice de cycles Z−1, qui donne le caractère pour l’action du
groupe symétrique sur l’homologie des posets des hyperarbres, est reliée à la série indicatrice de
cycles M associée à la structure anti-cyclique de l’opérade PreLie par :
(2.27) Z−1 = p1 − ΣM = Comm ◦Σ PreLie +p1 (Σ PreLie +1) .
La série indicatrice de cycles Zp−1 est donnée par :
(2.28) Zp−1 = p1 (Σ PreLie +1) .
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Démonstration. Nous commençons par calculer Z0 et Zp0. Il n’y a qu’une 0-chaîne : la chaîne
vide. Elle est fixée par n’importe quelle permutation. Un calcul rapide donne :
Z0 = Comm .
Nous obtenons avec l’équation (2.26) :
(2.29) Zp0 = p1
∂ Comm
∂p1
= Perm = p1(1 + Comm).
L’équation (2.23) donne :
Zp0 = p1 + p1 × Comm ◦
(
Zp−1 ◦ Zp0 − Zp0
Zp0
)
,
donc remplacer Zp0 par son expression donne :
p1 + p1 × Comm = p1 + p1 × Comm ◦
(
Zp−1 ◦ Perm−Perm
Perm
)
.
Rappelons que Σ PreLie ◦Perm = Perm ◦Σ PreLie = p1, d’après [Cha07], en conséquence de
la dualité de Koszul pour les opérades.
Nous obtenons :
Σ PreLie =
Zp−1 − p1
p1
,
d’où le résultat :
(2.30) Zp−1 = p1 (Σ PreLie +1) .
L’équation de dissymétrie (2.22), combinée avec les relations (2.24) et (2.25) en k = 0 donne :
Comm +Zp−1 ◦ Perm−Perm = Perm +Z−1 ◦ Perm−Perm .
En composant par Σ PreLie et en remplaçant Zp−1 par son expression dans l’équation (2.28),
nous obtenons :
Z−1 = Comm ◦Σ PreLie +p1 (Σ PreLie +1)− p1.
Comme (p1(Comm +1)) ◦ Σ PreLie = p1, nous obtenons alors :
Comm ◦Σ PreLie = p1 − Σ PreLieΣ PreLie .
Ainsi, la série indicatrice de cycles Z−1 vérifie :
(2.31) Z−1 = −1 + p1Σ PreLie + p1 × Σ PreLie .
En utilisant l’équation [Cha05, equation 50], composée avec la suspension, nous obtenons :
ΣM − 1 = −p1(−1 + Σ PreLie + 1Σ PreLie),
Le résultat est obtenu en utilisant l’égalité suivante, venant de l’équation (2.31) :
(p1 − Z−1)− 1 = p1 − p1Σ PreLie − p1 × Σ PreLie .
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Retour sur Za0 et Z
pa
0
Dans cette partie, nous raffinons les résultats obtenus à la proposition 2.3.6.
Théorème 2.4.3. Les séries indicatrices de cycles associées aux espèces des 0-chaînes larges,
dont le minimum est un hyperarbre pointé en une arête et des 0-chaînes larges, dont le minimum
est un hyperarbre pointé en une arête et un sommet, vérifient :
(2.32) Za0 = Comm +(p1 − 1)× Perm,
et
(2.33) Zpa0 = p1 Perm .
Pour une série indicatrice de cycles C, nous écrivons (C)n pour la partie de C correspondant
à la représentation du groupe symétrique Sn.
Pour tout n ≥ 2, écrivant S(n−1,1) pour la représentation irréductible du groupe symétrique
Sn associée à la partition (n− 1, 1) de n, nous obtenons :
1. (Za0)n est le caractère de la représentation S(n−1,1) ⊗ S(n−1,1) ;
2. (Zpa0 )n est le caractère de la représentation S(n−1,1) ⊗ S(n−1,1) ⊕ S(n−1,1).
Démonstration. Les égalités viennent des relations (2.24) et (2.25), en remplaçant les séries Zp0,
Zp−1 et Z−1 par leurs expressions dans les équations (2.29), (2.28) et dans le théorème 2.4.2.
Nous obtenons alors :
(2.34) (Za0)n =
∑
λ`n
pλ
zλ
+
∑
λ`n−2
p21
pλ
zλ
−
∑
λ`n−1
p1
pλ
zλ
.
Notons maintenant fλ le nombre de points fixés par une permutation de type λ.
Le coefficient devant pλzλ dans (Z
a
0)n est :
1− fλ + fλ(fλ − 1) = (fλ − 1)2.
De la même manière, nous obtenons :
(2.35) (Zpa0 )n =
∑
λ`n−2
p21
pλ
zλ
.
Le coefficient devant pλzλ dans (Z
pa
0 )n est
(fλ − 1)2 + fλ − 1 = fλ(fλ − 1).
Nous pouvons maintenant conclure grâce au lemme suivant.
Lemme 2.4.4. Le caractère de la représentation irréductible S(n−1,1) sur la classe de conjugaison
Cσ est égale à p− 1, où p est le nombre de points fixés par chaque élément de Cσ.
Ce lemme repose sur le fait que la représentation naturelle de Sn sur Cn, de caractère p sur
une classe de conjugaison à p points fixes, est la somme directe de la représentation triviale, de
caractère constant égal à 1, et de la représentation S(n−1,1).
Ainsi, d’après ce lemme, le caractère de la représentation S(n−1,1) ⊗ S(n−1,1) sur la classe de
conjugaison Cσ est égal à (p− 1)2, où p est le nombre de points fixés par chaque élément de Cσ.
On obtient ainsi la première relation.
La seconde relation est obtenue en calculant le caractère de la représentation S(n−1,1) ⊗
S(n−1,1) ⊕ S(n−1,1), égal à fσ(fσ − 1) sur toute classe de conjugaison dont les éléments ont fσ
points fixes.
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2.5 Action du groupe symétrique sur l’homologie de Whitney
Nous calculons maintenant l’action du groupe symétrique sur un raffinement de l’homologie
de Whitney du poset des hyperarbres. Pour ce faire, nous introduirons de nouvelles variantes de
chaînes pointées.
2.5.1 Propriétés de l’homologie de Whitney
Nous renvoyons le lecteur à la section 1.2.5 pour la définition de l’homologie de Whitney.
Pour calculer l’homologie de Whitney de ĤTn, nous définissons le poids suivant sur les k-
chaînes larges.
Définition 2.5.1. Le poids d’une chaîne d’hyperarbres S, noté w(S), est :
w(S) = |arête(max(S))| − 1
où |arête(max(S))| est le nombre d’arêtes dans le maximum de S.
Remarquons que dans ĤTn, le poids d’une chaîne est égal au rang de son maximum.
Pour E une espèce de série indicatrice de cycles C, nous noterons Et l’espèce pondérée asso-
ciée, de série indicatrice de cycles Ct.
Ainsi, l’espèce Hk,t est l’espèce qui associe à un ensemble A l’ensemble des paires formées
d’une k-chaîne large d’hyperarbres et du poids de son maximum. C’est pourquoi nous obtenons :
Zk,t =
∑
n≥1
∑
i≥0
χ(HLnk,i)ti
xn
n! ,
où χ(HLnk,i) est le caractère donné par l’action du groupe symétrique Sn sur l’espace des k-
chaînes larges dont le maximum a pour rang i.
Nous reprenons le raisonnement de la section 2.1.2 : notre but est de trouver des relations po-
lynomiales en k entre les k-chaînes larges d’hyperarbres quelconques, pointées ou non, enracinées
ou non, et de les évaluer après en k = −1. Nous obtenons alors :
(2.36) Z−1,t =
∑
n≥1
∑
i≥0
WHi(ĤTn)(−t)ix
n
n! .
2.5.2 Liens entre séries indicatrices de cycles
Un raisonnement similaire à celui de la partie 2.2 permet d’obtenir les relations suivantes en
tenant compte du poids.
Proposition 2.5.2. Les séries Zk,t, Zpk,t, Zak,t et Z
pa
k,t vérifient les relations suivantes :
(2.37) Zk,t + Zpak,t = Z
p
k,t + Z
a
k,t,
(2.38) Zpk =
p1
t
× (1 + Comm ◦
(
tZpk−1,t − p1
p1
◦ tZpk,t
)
,
(2.39) Zak,t = (Zk−1,t −
p1
t
) ◦ (tZpk,t),
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(2.40) Zpak,t = (Z
p
k−1,t −
p1
t
) ◦ (tZpk,t),
(2.41) p1
∂Zk,t
∂p1
= Zpk,t.
2.5.3 Nouvelles chaînes pointées
Nous avons besoin de deux nouveaux types de chaînes. Nous noterons :
– par HAk,t, l’espèce associée aux k-chaînes larges d’hyperarbres dont le maximum est un
hyperarbre pointé en une arête, et par ZAk,t la série indicatrice de cycles associée.
– par HpAk,t , l’espèce associée aux k-chaînes larges d’hyperarbres dont le maximum est un
hyperarbre pointé en une arête et un sommet, et par ZpAk,t la série indicatrice de cycles
associée.
Par définition, l’espèce Ha1,t coïncide avec l’espèce HA1,t et l’espèce Hpa1,t coïncide avec l’espèce
HpA1,t .
Les espèces précédentes sont liées aux autres espèces pointées et enracinées d’hyperarbres
par le théorème suivant.
Proposition 2.5.3. Les espèces HAk,t et HpAk,t vérifient :
(2.42) HAk,t = HAk−1,t ◦ (tHpk,t),
(2.43) HpAk,t = HpAk−1,t ◦ (tHpk,t),
(2.44) Hk,t +HpAk,t = Hpk,t +HAk,t.
Démonstration. Pointer une arête dans le maximum revient à pointer une arête dans le minimum
de la chaîne puis pointer une arête dans l’ensemble des arêtes distinguées ainsi obtenues dans
le maximum de la chaîne. La première relation découle de ce fait et de la démonstration de la
proposition 2.2.7.
Si nous enracinons la chaîne en un sommet, nous obtenons la seconde relation.
La troisième relation est obtenue par le même raisonnement que pour la proposition 2.2.1
qui établit le principe de dissymétrie pour les k-chaînes larges.
Nous obtenons alors les relations suivantes.
Corollaire 2.5.4. Les séries ZAk,t et Z
pA
k,t satisfont :
(2.45) ZAk,t = ZAk−1,t ◦ (tZpk,t),
(2.46) ZpAk,t = Z
pA
k−1,t ◦ (tZpk,t).
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2.5.4 Les séries HAL
Nous rappelons ici les définitions des séries HAL introduites par F. Chapoton dans son article
[Cha07].
Définition 2.5.5. Les séries HAL, HALp, HALpA et HALA sont définies par les équations
fonctionnelles suivantes :
(2.47) HALpA = p1
(
p1
1 + tp1
◦ Comm ◦(p1 + (−t) HALpA)
)
,
(2.48) HALp = p1(Σt Lie ◦Comm ◦(p1 + (−t) HALpA)),
(2.49) HALA = (Comm−p1) ◦ (p1 + (−t) HALpA),
(2.50) HAL = HALp + HALA−HALpA .
Nous introduisons la série ΣW t, définie par :
(tPerm−tp1 + p1) ◦ ΣW t = ΣW t ◦ (tPerm−tp1 + p1) = p1.
Proposition 2.5.6. La série ΣW t vérifie :
(2.51) Comm ◦ΣW t = p1 − ΣW t
tΣW t
.
Démonstration. Par définition, nous avons :
(Perm−p1) ◦ ΣW t = p1 − ΣW t
t
.
Cependant, Perm vérifie : Perm = p1(1 + Comm), d’où le résultat.
Le théorème suivant donne des expressions explicites pour les séries HAL en fonction de
ΣW t.
Théorème 2.5.7. Les séries HAL, HALp, HALpA et HALA vérifient :
(2.52) HALpA = p1 − ΣW t
t
,
(2.53) HALA = (Comm−p1) ◦ ΣW t,
(2.54) HALp = p1
t
(
Σ Lie ◦p1 − ΣW tΣW t
)
.
où Σ Lie est la série vérifiant Σ Lie ◦Comm = Comm ◦Σ Lie = p1.
Démonstration. 1. Un calcul utilisant l’équation (2.51) donne :
p1
( Comm ◦ΣW t
1 + tComm ◦ΣW t
)
= p1
p1 − ΣW t
tΣW t + tp1 − tΣW t ,
d’où la relation :
p1 − ΣW t
t
= p1
(
p1
1 + tp1
◦ Comm ◦
(
p1 + (−t)p1 − ΣW t
t
))
.
Les séries HALpA et p1−ΣW tt satisfont la même équation fonctionnelle. De plus, si nous
connaissons les n premiers termes d’une solution de cette équation, celle-ci détermine de
façon unique le n + 1ème coefficient : cette équation admet donc une unique solution
s’annulant en x = 0. Ainsi, les séries HALpA et p1−ΣW tt sont égales.
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2. La seconde égalité découle de la première et de l’équation (2.49) parce que la série ΣW t
vérifie :
p1 + (−t) HALpA = ΣW t.
3. D’après la première relation de la proposition, la série HALp vérifie :
HALp = p1(Σt Lie ◦Comm ◦ΣW t).
L’égalité Σt Lie = 1tΣ Lie ◦(tp1) implique la relation suivante.
HALp = p1
t
(Σ Lie ◦tComm ◦ΣW t).
À l’aide de l’équation (2.51), nous obtenons finalement le résultat souhaité.
2.5.5 Calcul des caractères
Calcul des séries pour k = 0
Les séries des k-chaînes d’hyperarbres évaluées en k = 0 sont données par les séries suivantes.
Proposition 2.5.8. 1. La série Z0,t s’exprime :
(2.55) Z0,t = Comm−p1 + p1
t
.
2. La série Zp0,t s’exprime :
(2.56) Zp0,t = Perm−p1 +
p1
t
= p1 Comm +
p1
t
.
La série tZp0,t est alors l’inverse pour la substitution de la série ΣW t.
3. La série ZA0,t s’exprime :
(2.57) ZA0,t = Comm−p1.
4. La série ZpA0,t s’exprime :
(2.58) ZpA0,t = Perm−p1 = p1 Comm .
Démonstration. 1. La seule chaîne d’hyperarbres fixée par l’action d’un élément σ du groupe
symétrique Sn est la chaîne vide. Néanmoins, le poids de la chaîne vide est 1, sauf pour
n = 1, où ce poids est 1t . C’est pourquoi la série Z0,t ne diffère de Comm que pour n = 1,
d’où le résultat.
2. Comme p1 ∂ Comm∂p1 = Perm, le résultat vient de la relation (2.41) avec k = 0.
3. Par définition, ZA1,t = Za1,t donc avec les relations (2.45) et (2.39), la série ZA0,t vérifie :
ZA0,t = Z0,t −
p1
t
= Comm−p1.
4. Par définition, ZpA1,t = Z
pa
1,t donc avec les relations (2.46) et (2.40), la série Z
pA
0,t vérifie :
ZpA0,t = Z
p
0,t −
p1
t
= Perm−p1 = p1 Comm .
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Calcul des séries pour k = −1
Le théorème suivant raffine le calcul du polynôme caractéristique de l’article [Cha07], prouve
la conjecture de [Cha07, Conjecture 5.3] et relie l’action du groupe symétrique sur l’homolo-
gie de Whitney du poset des hyperarbres à des séries définies par équation fonctionnelle, qui
s’avère correspondre à l’action du groupe symétrique sur un ensemble d’hyperarbres décorés par
l’opérade Lie (cf. section 3.4).
Théorème 2.5.9 (D’après la conjecture 5.3 de [Cha07]). 1. La série Zpa−1,t vérifie :
(2.59) Zpa−1,t =
p1 − ΣW t
t
= HALpA .
2. La série Za−1,t vérifie :
(2.60) Za−1,t = (Comm−p1) ◦ ΣW t = HALA .
3. La série Zp−1,t vérifie :
(2.61) Zp−1,t =
p1
t
(
1 + Σ Lie ◦p1 − ΣW tΣW t
)
= HALp +p1
t
.
4. La série Z−1,t vérifie :
(2.62) Z−1,t = HAL +
p1
t
.
Démonstration. Les parties droites des égalités sont données par le théorème 2.5.7.
1. La relation (2.46) avec k = 0 donne, associée aux équations (2.56) et (2.58) :
Zpa−1,t = (p1 Comm) ◦ ΣW t.
Nous pouvons alors conclure grâce à l’équation (2.51).
2. La relation (2.46) avec k = 0 donne, associée aux équations (2.56) et (2.57) :
Za−1,t = (Comm−p1) ◦ ΣW t,
d’où le résultat.
3. Comme ΣW t est l’inverse de tZp0,t, la relation (2.38) avec k = 0 donne :
p1 = ΣW t
(
1 + Comm ◦ tZ
p
−1,t − p1
p1
)
comme Σ Lie ◦Comm = p1 d’après l’article [Cha07], nous obtenons :
Σ Lie ◦p1 − ΣW tΣW t =
tZp−1,t − p1
p1
.
Ceci donne le résultat.
4. Cette relation vient des relations précédentes associées au principe de dissymétrie.
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2.6 Perspectives
2.6.1 Analogue en type B
Certains intervalles du poset des hyperarbres se décomposent en produit de posets des par-
titions. Dans leur article [BW83], A. Björner et M. Wachs ont introduit un analogue en type B
du poset des partitions, c’est-à-dire un poset de partitions sur lequel le groupe hyperoctaédral
des permutations signées agit par automorphisme de manière à ce que cette action soit compa-
tible avec la différentielle du complexe de chaînes associé au poset. L’une des perspectives de
cette thèse serait la construction d’un analogue en type B du poset des hyperarbres sur lequel
le groupe hyperoctaédral agirait par automorphisme. Ce travail est en cours, en collaboration
avec Ben Summers.
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Hyperarbres décorés
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Nous considérons dans ce chapitre les hyperarbres munis d’une S-structure additionnelle sur
leurs arêtes et/ou au voisinage des sommets. Un exemple typique est donné par les hyperarbres
munis d’un ordre cyclique sur les éléments de chaque arête et avec un ordre total sur l’ensemble
des arêtes entourant chaque sommet. Un hyperarbre muni d’une telle structure sur ses arêtes
est appelé hyperarbre décoré. Quand la structure additionnelle est présente sur les arêtes et au
voisinage des sommets, l’hyperarbre est dit bidécoré. Des hyperarbres décorés apparaissent dans
l’article [JMM07] de C. Jensen, J. McCammond et J. Meier lors du calcul de la caractéris-
tique d’Euler d’un sous-groupe du groupe des automorphismes du groupe libre. Dans son article
[Cha07], F. Chapoton introduit une sorte d’hyperarbre bidécoré pour calculer le polynôme ca-
ractéristique du poset des hyperarbres. De plus, dans l’article [Oge13a], le caractère de l’action
du groupe symétrique sur l’homologie de Whitney du poset des hyperarbres est relié à un autre
type d’hyperarbres bidécorés, lui aussi introduit par F. Chapoton dans [Cha07]. Ces exemples
motivent l’étude d’hyperarbres décorés effectuée dans ce chapitre.
Pour l’étude générale des hyperarbres décorés, nous utilisons la notion d’espèce et des hy-
perarbres auxiliaires : les hyperarbres enracinés, pointés en une arête, pointés en une arête et un
sommet et creux. Comme les hyperarbres décorés et leurs variations enracinées et pointées sont
reliés par le principe de dissymétrie 3.1.6, nous étudions les versions enracinées et pointées des
hyperarbres décorés pour obtenir des résultats sur les hyperarbres décorés. D’autres relations
entres les différents types d’hyperarbres sont obtenues dans la proposition 3.1.13. Ces relations
sont utilisées pour l’étude de l’action du groupe symétrique dans les cas particuliers de la section
3.3.
L’un des principaux résultats de ce chapitre est le théorème 3.2.8, qui décrit le nombre
d’hyperarbres décorés et de leurs variations pointées et enracinées.
Théorème. Étant donnée une espèce S, le nombre d’hyperarbres décorés enracinés sur n som-
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mets et k arêtes est donné par :
ES (k, n− 1)nk.
Le nombre d’hyperarbres décorés creux sur n sommets et k arêtes est donné par :
ES (k, n)nk−1.
Le nombre d’hyperarbres décorés sur n sommets et k arêtes est donné par :
ES (k, n− 1)nk−1.
où ES (k, n) est le nombre d’ensembles de k ensembles sur n sommets, chacun muni d’une
S ′-structure et S ′ est la différentielle de l’espèce S.
Pour montrer ce théorème, nous introduisons la notion d’arbre en boîtes. Un arbre en boîtes
est une paire formée d’un ensemble d’étiquettes, regroupées en sommets, et d’un ensemble
d’arêtes orientées d’une étiquette vers un sommet. De plus, le graphe obtenu en réunissant
toutes les étiquettes d’un sommet en un unique élément doit être un arbre enraciné orienté.
Nous relions ensuite à des objets connus des hyperarbres décorés et bidécorés par certaines
espèces spécifiques. Deux cas particuliers d’hyperarbres décorés sont étudiés à la section 3.3. Le
premier cas a été introduit dans [JMM07], et correspond aux hyperarbres dont les arêtes sont
décorées par l’espèce linéaire P̂reLie. Les versions enracinées de ces hyperarbres sont alors les
hyperarbres dont chaque arête e contient un sommet isolé, nommé pétiole de l’arête e, et un
arbre enraciné dont les sommets sont les autres sommets de e. Ces hyperarbres sont en bijection
avec les arbres enracinés 2-colorés, qui sont des arbres enracinés dont les arêtes sont bleues ou
rouges. Cette bijection permet de déterminer le caractère de l’action du groupe symétrique sur
la version creuse de ces hyperarbres décorés. Les relations entre espèces déterminées dans la
première section permettent alors de déduire le caractère pour les autres hyperarbres décorés
par P̂reLie. La section 3.3 porte aussi sur un autre type d’hyperarbres décorés : les hyperarbres
dont les arêtes sont décorées par l’espèce linéaire L̂ie. Nous les relions à l’opérade Λ introduite
dans l’article de F. Chapoton [Cha02].
Nous introduisons à la section 3.4 les hyperarbres bidécorés et relions deux types d’hyper-
arbres bidécorés au poset des hyperarbres. Le premier cas est une décoration des arêtes de
l’hyperarbre par l’espèce des ensembles non vides Comm et du voisinage de ses sommets par
l’espèce des cycles. Ces hyperarbres sont appelés hyperarbres cycliques et reliés aux hyperarbres
de l’article [Cha07]. Le second cas d’hyperarbres bidécorés est un hyperarbre dont les arêtes sont
décorées par l’espèce des ensembles Comm et les voisinages des sommets sont décorés par l’es-
pèce Σ Lie. Nous montrons que le caractère de l’action du groupe symétrique sur l’homologie de
Whitney du poset des hyperarbres est identique au caractère de l’action du groupe symétrique
sur ces hyperarbres.
3.1 Hyperarbres décorés
3.1.1 Définitions des hyperarbres décorés
Nous définissons à partir des notions d’hyperarbre, hyperarbre enraciné, hyperarbre pointé
et hyperarbre creux, rappelées au paragraphe 1.3.2 ce qui sera appelé par la suite un hyperarbre
décoré. Cette définition fait intervenir la notion d’espèce rappelée au paragraphe 1.1.
Définition 3.1.1. Étant donnée une espèce S, un hyperarbre décoré (resp. enraciné, pointé en
une arête, pointé en une arête et un sommet, creux) est obtenu à partir d’un hyperarbre H
(resp. enraciné, pointé en une arête, pointé en une arête et un sommet, creux) en choisissant
pour chaque arête e de H un élément de S (Ve), où Ve est l’ensemble des sommets de l’arête e.
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Figure 3.1 – Exemple d’hyperarbre décoré enraciné décorés par l’espèce S ′ qui associe à un
ensemble I l’ensemble des applications de {1, 2, 3} dans I.
Nous définissons le poids suivant sur l’ensemble des hyperarbres de tout type (pointé ou non,
enraciné ou non, creux ou non) :
Définition 3.1.2. Le poids d’un hyperarbre H qui a pour ensemble d’arêtes E est donné par :
Wt (H) = t|E|−1.
Étant donnée une espèce S, l’application qui associe à un ensemble fini I l’ensemble des
hyperarbres (resp. enraciné, pointé en une arête, pointé en une arête et un sommet, creux) décorés
sur I, munis de leur poids, est une espèce, appelée l’espèce des hyperarbres (resp. enraciné, pointé
en une arête, pointé en une arête et un sommet, creux) S-décorés et notée HS (resp. HpS , HaS ,
HpaS , HcS). Quand il n’y a aucune ambiguïté sur l’espèce utilisée, nous ne la mentionnerons pas.
Exemple 3.1.3. Nous considérons deux décorations différentes du même hyperarbre H.
Un hyperarbre décoré obtenu à partir de H en décorant ses arêtes par l’espèce des cycles
Cycle est dessiné sur la partie gauche de la figure 3.2. Le poids de cet hyperarbre est t7.
Un hyperarbre décoré obtenu à partir de H en décorant ses arêtes par l’espèce des ensembles
pointés Perm est dessiné sur la partie droite de la figure 3.2. Le sommet près duquel se trouve
une étoile dans chaque arête est le sommet pointé de l’arête : par exemple, le sommet pointé de
l’arête {9, 11} est 9, celui de {9, 10} est 10, celui de {8, 9} est 9 et celui de {12, 13, 1, 8} est 12.
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Figure 3.2 – Hyperarbres décorés.
Sur la figure 3.3, nous décorons l’hyperarbre pointé en une arête de l’exemple 1.16 avec
l’espèce des arbres, qui associe à un ensemble fini I l’ensemble des arbres ayant pour ensemble
de sommets l’ensemble I. Les arêtes sont représentées par des rectangles sur le dessin, et l’arête
pointée est représentée par un double rectangle.
Les hyperarbres enracinés et creux possèdent un sommet naturellement distingué dans chaque
arête non creuse : le sommet le plus proche de la racine ou de l’arête creuse, que nous nommerons
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Figure 3.3 – Hyperarbre décoré pointé en une arête.
pétiole de l’arête. Nous pouvons alors donner des définitions équivalentes reposant sur la notion
de dérivée d’une espèce.
Définition-Proposition 3.1.4. Considérons un hyperarbre H enraciné (resp. pointé en une
arête et un sommet, resp. creux). Alors, un hyperarbre enraciné (resp. pointé en une arête et un
sommet, resp. creux) décoré est obtenu à partir de H en choisissant pour chaque arête e de H
un élément dans l’ensemble S ′
(
V le
)
, où l’ensemble V le est l’ensemble des sommets de e différent
du pétiole, s’il existe.
Cette définition est équivalente à la définition 3.1.1.
Exemple 3.1.5. Nous donnons un exemple d’hyperarbre enraciné décoré. La partie gauche de
la figure 3.4 est obtenue en décorant les arêtes d’un hyperarbre enraciné par l’espèce des cycles.
La partie droite de la figure 3.4 est le même hyperarbre enraciné dans lequel l’ensemble des
éléments de chaque arête différents du pétiole a été décoré par la dérivée de l’espèce des cycles :
l’espèce des listes. Les deux images représentent le même hyperarbre.
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Figure 3.4 – Hyperarbre enraciné décoré par l’espèce des cycles.
Nous décorons maintenant les arêtes d’un hyperarbre pointé en une arête et un sommet par
l’espèce des listes, sur le côté gauche de la figure 3.5. Les petits nombres à l’intérieur de chaque
arêtes, à côté de chaque sommet donnent l’ordre des sommets dans la liste associée à l’arête.
La dérivée de l’espèce des listes est l’espèce des unions de deux listes. Ainsi, l’hyperarbre décoré
du côté gauche de la figure est équivalent à l’hyperarbre du côté droit de la figure, où, pour
chaque arête, l’ensemble des sommets différents du pétiole est séparé en deux listes. La ligne en
pointillée marque la séparation de l’arête entre ces deux listes. La seconde liste de l’arête {2, 7}
est vide.
Sur la figure 3.6, nous donnons un exemple d’hyperarbre creux décoré par l’espèce des en-
sembles pointés non vides Perm. Comme précédemment, la partie gauche de l’exemple est obte-
nue avec la première définition d’hyperarbre creux décoré. Le sommet pointé de la décoration de
chaque arête est représentée avec une étoile ∗ à côté. La partie droite est obtenue par la seconde
définition, avec S ′ = 1 + Comm + Perm. Ces deux dessins représentant le même hyperarbre.
Le principe de dissymétrie 3.1.6 préserve le poids sur les hyperarbres. Enraciner un hyper-
arbre en un sommet ou pointer une de ses arêtes puis décorer ses arêtes revient à d’abord décorer
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Figure 3.5 – Hyperarbre pointé en un sommet et une arête décoré par l’espèce des listes.
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Figure 3.6 – Hyperarbre creux décoré par l’espèce des ensembles pointés.
ses arêtes puis enraciner l’hyperarbre en un sommet ou pointer une de ses arêtes. C’est pourquoi
la décoration des arêtes est compatible avec le principe de dissymétrie 1.3.10 précédente et nous
obtenons la proposition suivante.
Proposition 3.1.6 (Principe de dissymétrie pour les hyperarbres décorés). Étant donnée une
espèce S, la relation suivante est vérifiée :
(3.1) HS +HpaS = HpS +HaS .
Nous généralisons ces définitions aux espèces linéaires.
3.1.2 Généralisation aux espèces linéaires et premières relations avec d’autres
structures arborescentes
La définition-proposition 3.1.4 motive l’introduction d’hyperarbres enracinés ou creux aux
arêtes décorées par des espèces qui ne soient pas des dérivées d’espèces mais d’une des généra-
lisations : les espèces linéaires, définies en 1.1.23 et dont nous rappelons ici la définition.
Définition 3.1.7. Une espèce linéaire F est un foncteur de la catégorie des ensembles finis et
bijections dans la catégorie des espaces vectoriels. À un ensemble fini I, l’espèce F associe un
espace vectoriel F (I) indépendant de la nature de I.
La notion de dérivée d’une espèce linéaire peut être définie comme suit.
Définition 3.1.8. Soit F une espèce linéaire. La dérivée de F est l’espèce définie par :
F ′ (I) = F (I unionsq {•}) .
Les opérations sur les espèces peuvent être adaptées aux espèces linéaires.
Nous pouvons maintenant généraliser la décoration des arêtes des hyperarbres.
Définition 3.1.9. Étant donnée une espèce linéaire S, un hyperarbre décoré (resp. enraciné,
pointé en une arête, pointé en une arête et un sommet, creux) est obtenu à partir d’un hyperarbre
(resp. enraciné, pointé en une arête, pointé en une arête et un sommet, creux) H en choisissant
pour chaque arête e de H un élément de S (Ve), où Ve est l’ensemble des sommets de l’arête e.
L’espèce qui a un ensemble I associe l’ensemble des hyperarbres (resp. enraciné, pointé en une
arête, pointé en une arête et un sommet, creux) décorés sur I est alors une espèce linéaire. Les
hyperarbres décorés par une espèce linéaire vérifie alors la relation suivante (multi-linéarité).
Si une arête a dans un hyperarbre H est décoré par une somme d’espèce linéaire ∑i=1 nEi(a),
l’hyperarbre sera alors équivalent à la somme des hyperarbres obtenus en décorant, dans le i-ème
terme, l’arête a de H par Ei(a).
58 3. Hyperarbres décorés
Une espèce ensembliste peut alors être vue comme une espèce linéaire en considérant l’espace
vectoriel engendré par l’ensemble image. Nous noterons l’espèce ensembliste et l’espèce linéaire
associée de la même façon.
Nous définissons de même les hyperarbres décorés creux, enracinés et pointés en une arête
et un sommet.
Considérons une espèce S. Quand il existe une espèce ou une espèce linéaire F telle que
F ′ = S, nous la notons Ŝ. Notons qu’une telle espèce n’est pas unique. Pour toute opérade
cyclique ou anti-cyclique C, il existe toujours une espèce linéaire Ĉ. Ceci prouve l’existence des
espèces linéaires P̂reLie, L̂ie, P̂erm et Âssoc. La cyclicité ou l’anti-cyclicité de ces opérades a été
examinée dans l’article de F. Chapoton [Cha05] et dans l’article de E. Getzler et M. Kapranov
[GK95]. Par abus de langage, nous dirons maintenant indifféremment espèce pour une espèce ou
une espèce linéaire.
La notion d’hyperarbre décoré creux peut être reliée à différents objets, suivant sa décoration.
Par exemple, considérant l’espèce linéaire P̂erm dont la dérivée est l’espèce Perm, les hyperarbres
décorés creux associés peuvent être reliés à la notion d’arbre gras.
Sur la figure 3.7, nous donnons un exemple d’hyperarbre creux, décoré par P̂erm, où Perm
est l’espèce des ensembles pointés non vides. Le sommet pointé de chaque arête est marqué par
une étoile ∗. Le pétiole de l’arête {2, 6, 7} est 2. Nous pouvons remarquer que les sommets 8, 9,
4 et 5 sont nécessairement pointés puisqu’ils sont seuls avec le pétiole dans leur arête.
9 ∗
∗8 6
7
∗
2
1
∗
3
#
4∗
5
∗
Figure 3.7 – Hyperarbre creux décoré par P̂erm.
Définition 3.1.10 ( [Zas02]). Un arbre gras sur un ensemble V est une partition de V , dont
les parts sont appelées sommets, munie d’arêtes reliant les éléments des différents sommets, telle
que :
– un chemin sur l’arbre gras est une suite alternée (a1, b1, c1, a2, . . . , cn), où pour tout i, ai
et ci sont des éléments de sommets différents et bi est une arête entre ai et ci, et pour tout
i entre 1 et n− 1, ci et ai+1 sont des éléments du même sommet ;
– pour toute paire d’éléments de sommets différents (a, c), il existe un et un seul chemin à
arêtes disjointes de a à c.
Un arbre gras enraciné est un arbre gras muni d’un sommet distingué appelé la racine.
Sur la figure 3.8, un exemple d’arbre gras enraciné est représenté. La racine est entourée.
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Figure 3.8 – Arbre gras enraciné sur l’ensemble {1, . . . , 9}.
Proposition 3.1.11. L’espèce des hyperarbres creux décorés par P̂erm est isomorphe à l’espèce
des arbres gras enracinés.
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Démonstration. Remarquons d’abord que les hyperarbres creux décorés par P̂erm sont des hy-
perarbres creux où dans chaque arête, l’ensemble des sommets différents du pétiole est un en-
semble pointé.
Considérons un arbre gras enraciné FT sur un ensemble fini V . Le pétiole d’une arête e est
le sommet de l’arête e le plus proche de la racine et l’extrémité est l’autre sommet. Considérons
un sommet v de l’arbre gras enraciné. Nous formons une arête de l’hypergraphe en considérant
l’ensemble formé des éléments de V dans le sommet v et du pétiole de l’arête reliant ce som-
met à la racine, si la racine n’est pas dans v. Notons E l’ensemble des arêtes ainsi formées.
L’hypergraphe H = (E, V ) obtenu est un hyperarbre car tout chemin dans H était dans FT .
Ajoutant un creux dans l’arête de E contenant la racine de FT , nous obtenons un hyperarbre
creux. De plus, l’extrémité de chaque arête dans FT donne un élément pointé différent du pétiole
dans chaque arête de H. Cette structure est identique à celle obtenue en décorant les arêtes de
l’hyperarbre par P̂erm.
Réciproquement, considérons un hyperarbre creux H décoré par P̂erm. Il est possible de
construire la structure dont les sommets sont les arêtes de H privées de leur pétiole et sans
creux, et dont les arêtes sont entre l’élément pointé de chaque arête de H et son pétiole : c’est
un arbre gras FT . En distinguant le sommet de FT obtenu à partir de l’arête creuse de H, nous
obtenons un arbre gras enraciné.
Exemple 3.1.12. Les deux figures précédentes 3.7 et 3.8 sont reliées par la bijection de la
démonstration.
3.1.3 Relations entre espèces
Pour établir des relations entre espèces, nous avons besoin des opérations sur les espèces
rappelées à la section 1.1. Les espèces précédentes sont alors reliées par la proposition suivante.
Proposition 3.1.13. Étant donnée une espèce ou une espèce linéaire S telle que |S (∅)| = 0 et
|S ({1})| = 0, les espèces HS , HpS , HaS , HpaS et HcS vérifient :
(3.2) HpS = X · H′S ,
(3.3) tHpS = X +X · (Comm ◦ (tHcS)) ,
(3.4) HcS = S′ ◦ tHpS ,
(3.5) HaS = S ◦ tHpS ,
(3.6) HpaS = HcS · tHpS = X ·
[(
X · (1 + Comm)) ◦ HcS] .
Démonstration. Cette preuve repose sur le même principe de décomposition utilisée dans la
preuve de la proposition 2.2.3. La différence vient du fait que les arêtes sont ici décorées par S et
non plus seulement des ensembles : casser une arête revient à obtenir un S-ensemble d’éléments
(S) et non plus seulement un ensemble (Comm). En multipliant les séries par t, la puissance de
t correspond au nombre d’arêtes dans les hyperarbres associés.
– La première relation vient du lien entre une espèce et ses variations pointées.
– La seconde relation est obtenue en décomposant un hyperarbre enraciné. S’il n’y a qu’un
sommet, l’étiquetage de ce sommet de l’hyperarbre correspond à l’espèce singleton X.
Comme il n’y a aucune arête, la puissance de t associée est 0. Autrement, nous séparons
l’étiquette de la racine du reste de l’hyperarbre, ce qui correspond à une multiplication
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par X. Il reste un hyperarbre avec un creux contenu dans différentes arêtes. En séparant
ces arêtes, nous obtenons un ensemble non vide d’hyperarbres creux dont les arêtes sont
décorées par S. Il y a le même nombre d’arêtes dans l’ensemble des hyperarbres creux
et dans l’hyperarbre enraciné. Cette opération est donc un isomorphisme d’espèces parce
qu’un sommet seul est un hyperarbre et nous obtenons un hyperarbre enraciné décoré en
identifiant ensemble tous les creux d’une forêt non vide d’hyperarbres creux décorés puis
en étiquetant le creux obtenu.
– La troisième relation est obtenue en pointant les sommets dans l’arête creuse puis en
la cassant : nous obtenons une forêt non vide d’hyperarbres enracinés décorés. Comme
nous cassons une arête, la forêt d’hyperarbres enracinés obtenue a une arête de moins que
l’hyperarbre creux initial : nous pouvons donc simplifier le t devant la série HcS . L’ensemble
des racines est une S ′-structure et induit cette structure sur l’ensemble des hyperarbres de
la forêt ; nos obtenons une S ′-structure dans laquelle tous les éléments sont des hyperarbres
enracinés décorés. Comme cette opération est réversible et ne dépend pas de l’étiquetage
des sommets de l’hyperarbre creux, c’est un isomorphisme d’espèces.
– La quatrième relation est obtenue en pointant les sommets de l’arête pointée et en la
cassant : nous obtenons une forêt d’au moins deux hyperarbres enracinés décorés. Comme
nous cassons une arête, la forêt d’hyperarbres enracinés obtenue a une arête de moins que
l’hyperarbre pointé en une arête initial : nous pouvons donc simplifier le t devant la série
HaS . L’ensemble des racines est une S-structure et induit cette structure sur l’ensemble des
hyperarbres de la forêt ; nos obtenons une S-structure dans laquelle tous les éléments sont
des hyperarbres enracinés décorés. Comme cette opération est réversible et ne dépend pas
de l’étiquetage des sommets de l’hyperarbre pointé en une arête, c’est un isomorphisme
d’espèces.
– La dernière relation est obtenue en séparant l’arête pointée des autres arêtes contenant la
racine et en remplaçant la racine de l’arête pointée par un creux : la composante connexe
de l’arête pointée donne un hyperarbre creux décoré et la composante connexe contenant
la racine donne un hyperarbre enraciné décoré. Il y a le même nombre d’arêtes dans
l’hyperarbre pointé en un sommet et une arête et dans l’union formée de l’hyperarbre
creux et de l’hyperarbre enraciné.
Corollaire 3.1.14. En utilisant les équations (3.3) et (3.4) de la proposition précédente, nous
obtenons :
(3.7) tHpS = X +X ·
[
Comm ◦ (tS′ ◦ tHpS)]
et
(3.8) HcS = S′ ◦ (X +X · Comm ◦ (tHcS)) .
3.2 Compter les hyperarbres décorés grâce aux arbres en boîtes
Dans cette section, nous comptons les hyperarbres décorés et leurs variations enracinées et
pointées en utilisant un nouveau type de structures arborescentes : les arbres en boîtes.
3.2.1 Arbres en boîtes
Considérons un quadruplet (L, V,R,E), où
– L est un ensemble fini appelé l’ensemble des étiquettes,
– V est une partition de L appelée l’ensemble des sommets,
– R est un élément de V appelé la racine,
– E est une application de V − {R} dans L appelée l’ensemble des arêtes.
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Nous noterons E˜, l’application de V − {R} dans V qui associe à un sommet v le sommet v′
contenant l’étiquette E (v). La paire
(
V, E˜
)
est alors un graphe orienté, dont les sommets sont
étiquetés par des sous-ensembles de L.
Définition 3.2.1. Un quadruplet (L, V,R,E) est un arbre en boîte si et seulement si le graphe(
V, E˜
)
est un arbre, enraciné en R, dont les arêtes sont orientées vers la racine.
L’étiquette l est appelée parent du sommet v si E (v) = l.
Un exemple d’arbre en boîtes est présenté sur la figure 3.9. La racine est le rectangle double.
1 2 3
4
5
6 7
89
Figure 3.9 – Arbre en boîtes.
La différence entre arbres en boîtes et arbres gras repose principalement dans les arêtes :
elles sont entre étiquettes dans les arbres gras et et entre une étiquette et un sommet dans un
arbre en boîtes.
Proposition 3.2.2. Considérons L un ensemble fini de cardinal n et V une partition de L en
k + 1 parts p0, p1, . . . , pk, où le cardinal de pi est ni et où k ≥ 0. Le nombre d’arbres en boîtes
Np0;p1,...,pk sur k + 1 sommets dont la racine est étiquetée par p0 et les k autres sommets (s’il y
en a) sont étiquetés par l’un des k autres pi est donné par :
Np0;p1,...,pk = n0 × nk−1.
Première démonstration. Nous prouvons la proposition par récurrence forte sur k.
Pour k = 0, nous avons V = L = p0 et n0 = n : il n’y a alors qu’un arbre en boîte possible,
celui a un seul sommet contenant toutes les étiquettes. Pour k = 1, il n’y a qu’un sommet attaché
à une étiquette de la racine. Comme il y a n0 étiquettes dans la racine, il y a n0 arbres en boîtes
sur deux sommets.
Supposons la proposition vraie pour tout q < k, nous calculons le nombre Np0;p1,...,pk d’arbres
en boîtes sur k + 1 sommets satisfaisant les hypothèses. Il peut être obtenu comme une somme
sur le nombre de sommets attachés à la racine, appelés ses enfants. Si la racine a j enfants, avec
respectivement ni1 , . . . , nij étiquettes, il y a n
j
0 façons de les relier à la racine. De plus, couper
la racine puis fusionner ses enfants en une nouvelle racine donne un arbre en boîtes sur k+ 1− j
sommets et n−n0 étiquettes, dont la racine a ni1 + · · ·+nij étiquettes. En utilisant l’hypothèse
de récurrence, nous obtenons :
Np0;p1,...,pk =
k∑
j=1
nj0
∑
0<i1<···<ij
(
ni1 + · · ·+ nij
)
(n− n0)k−j−1 .
Dans la deuxième somme ∑0<i1<···<ij (ni1 + · · ·+ nij), tout ni apparaît (k−1j−1) fois, pour i ≥ 1.
En effet, dans ce cas le sommet étiqueté par pi est un enfant de la racine donc nous choisissons
les j − 1 autres fils parmi les k − 1 autres sommets. C’est pourquoi nous avons :
Np0;p1,...,pk =
k∑
j=1
(
k − 1
j − 1
)
nj0 (n− n0)k−j = n0 × nk−1.
Ceci donne le résultat voulu.
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Après publication de l’article [Oge13b], nous avons trouvé lors d’un séjour au laboratoire
Gaspard Monge de Marne-la-vallée, d’après les suggestions de J.-C. Novelli et J.-Y. Thibon,
la démonstration suivante, reposant sur le principe de codage de Prüfer pour les hyperarbres,
introduit par B. Selivanov dans l’article [Sel72] (cf. [Bac11] pour une retranscription en anglais
d’une partie de cet article) et Roland Bacher dans l’article [Bac11].
Deuxième démonstration. Étant donnés p0, p1, . . . , pk et un arbre en boîtes A, on définit récur-
sivement un mot de Lk−1× p0 associé à l’arbre A. Si l’arbre a deux sommets, le mot associé est
le sommet de la racine étiquetée par p0 auquel est attaché le sommet étiqueté par p1. L’ensemble
des mots possibles est donc l’ensemble p0. Si k ≥ 2, l’arbre en boîtes A a au moins une feuille
différente de la racine. On considère pi1 la feuille ayant la plus petite étiquette. Notant w le mot
de Lk−2 × p0 associé à l’arbre en boîtes obtenu en coupant pi1 dans A, le mot associé à A sera
le mot E(pi1)w de Lk−1 × p0.
Étant donnés p0, p1, . . . , pk et un mot w1w2 . . . wk de Lk−1 × p0, on reconstruit un arbre en
boîtes et on montre que cette construction est la réciproque de la précédente par récurrence.
Si k = 1, il n’y a qu’un sommet à relier à la racine et le mot est une étiquette de la racine :
on relie le sommet à cette étiquette w1. On obtient alors un graphe enraciné sur deux sommets
à une arête : c’est donc bien un arbre en boîtes. De plus, cette construction est l’inverse de la
construction précédente. Soit k ≥ 2, tel que la proposition soit vraie pour k − 1. Considérons
l’ensemble pej des pi dont aucune des étiquettes n’apparaît dans le mot. Ces pej formeront les
feuilles de l’arbre. Supposons que pe1 possède la plus petite étiquette parmi les pej . Alors, la
donnée de {pi}ki=0 − pe1 et de w2 . . . wk donne un arbre en boîtes de racine p0. Reliant pe1 à
w1 dans cet arbre, nous obtenons toujours un arbre en boîtes puisque l’arbre reste connexe et
qu’aucun cycle n’est créé. De plus, pe1 est la feuille avec la plus petite étiquette.
La construction est donc une bijection entre l’ensemble des arbres en boîtes sur k+1 sommets
et l’ensemble des mots sur Lk−1 × p0.
Exemple 3.2.3. Le mot ainsi associé à l’arbre en boîtes de la figure 3.9 est : 4377−2, ce dernier
chiffre appartenant forcément à la racine de l’arbre en boîtes.
3.2.2 Dénombrement des hyperarbres décorés
Proposition 3.2.4. Soit S une espèce. Tout hyperarbre enraciné à k arêtes et n sommets,
décorés par S, peut se décomposer en un triplet (r,S, BT ) où :
– r est la racine de l’hyperarbre,
– S est une partition en k parts d’un ensemble de cardinal n − 1 avec une S ′-structure sur
chacune des parts,
– et BT est un arbre en boîtes sur k + 1 sommets dont la racine est étiquetée par r et tous
les autres sommets sont étiquetés par l’une des k parts décrites au point précédent.
Démonstration. Étant donné un hyperarbre enraciné décoré H à k arêtes et n sommets et avec
une racine étiquetée par r, l’ensemble des arêtes induit une partition en k parts d’un ensemble de
cardinal n−1 avec une S ′-structure sur chacune des parts. En effet, soit e, une arête, l’ensemble
des sommets de e différent du pétiole est muni d’une S ′-structure, parce que l’hyperarbre enraciné
est décoré. De plus, tout sommet différent de la racine est le pétiole de l’ensemble des arêtes
le contenant, sauf de l’arête le contenant la plus proche de la racine, qui existe toujours et est
unique par connexité et acyclicité.
Ainsi, tout sommet différent de la racine est compté une fois dans l’ensemble S. Nous no-
tons ensuite V , l’ensemble des sommets du futur arbre, défini comme la partition en k parts
précédente. Pour toute arête e de H, nous associons le sommet correspondant de V au pétiole
de e qui appartient à un autre sommet de V : appelons BT le résultat obtenu. Comme H est
un hyperarbre, pour tout sommet v il existe un et un seul chemin entre la racine et v, donc il
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n’y a aussi qu’un et un seul chemin de la racine au sommet contenant v dans BT : BT est donc
un arbre en boîtes avec une racine étiquetée par r.
Réciproquement, étant donné un arbre en boîtes BT avec une racine étiquetée par r et
les autres sommets étiquetés par un des k ensembles sur n − 1 sommets, chacun muni d’une
S ′-structure, nous appelons parent d’un sommet l’étiquette qui lui est attachée par une arête.
Notant l’ensemble des étiquettes V , nous définissons E somme la partition de V obtenue en
prenant, pour tout sommet de BT , l’union de l’ensemble de ses étiquettes avec leur parent.
Nous obtenons alors un hyperarbre enraciné en r. De plus, la S-structure sur tout sommet de
BT induit une décoration S des arêtes de l’hyperarbre enraciné.
Exemple 3.2.5. La bijection précédente associe à l’hyperarbre enraciné décoré de la figure 3.4
la racine 3, l’ensemble des listes {(15, 1), (14, 7, 13, 2), (4, 5, 6), (8), (10, 9), (11), (12)} et l’arbre
en boîtes de la figure 3.10. L’ordre des éléments dans chaque boîte n’interfère pas.
3
9 10 4 5 6 1 15
11 812
2 7 13 14
Figure 3.10 – Arbre en boîtes associé, avec la racine 3 et l’ensemble de listes {(15, 1),
(14, 7, 13, 2), (4, 5, 6), (8), (10, 9), (11), (12)}, à l’hyperarbre de la figure 3.4.
Proposition 3.2.6. Étant donnée une espèce S, tout hyperarbre creux sur k arêtes et n sommets,
dont les arêtes sont décorées par S, peut se décomposer en un couple (S, BT ) où :
– S est une partition en k parts d’un ensemble de cardinal n avec une S ′-structure sur
chacune des parts,
– et BT est un arbre en boîtes sur k sommets dont chacun des sommets est étiqueté par un
des k ensembles du point précédent.
Démonstration. Nous adaptons ici la démonstration de la proposition 3.2.4 des hyperarbres
enracinés aux hyperarbres creux.
Étant donné un hyperarbre creux décoré H à k arêtes et n sommets et avec une racine
étiquetée par r, l’ensemble des arêtes induit une partition S en k parts des n sommets, chacune
des parts étant munie d’une S ′-structure. En effet, soit e, une arête, l’ensemble des sommets de
e différent du pétiole est muni d’une S ′-structure, parce que l’hyperarbre creux est décoré. De
plus, tout sommet est le pétiole de l’ensemble des arêtes le contenant, sauf de l’arête la plus
proche de l’arête creuse, qui existe toujours et est unique par connexité et acyclicité.
Ainsi, tout sommet différent de la racine est compté une fois dans l’ensemble S. Nous notons
ensuite V , l’ensemble des sommets du futur arbre, défini comme l’ensemble des k ensembles
précédents. Pour toute arête non creuse e de H, nous associons le sommet correspondant de V
au pétiole de e qui appartient à un autre sommet de V : appelons BT le résultat obtenu. Les
sommets qui étaient dans l’arête creuse forment la racine de BT . Comme H est un hyperarbre,
pour tout sommet v il existe un et un seul chemin entre l’arête creuse et v, donc il n’y a aussi
qu’un et un seul chemin de la racine au sommet contenant v dans BT : BT est donc un arbre
en boîtes avec une racine étiquetée par les sommets de l’arête creuse.
Réciproquement, étant donné un arbre en boîtes BT avec ses sommets étiquetés par un des
k ensembles sur n sommets, chacun muni d’une S ′-structure, nous appelons parent d’un sommet
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l’étiquette qui lui est attachée par une arête. Les arêtes de l’hyperarbre creux seront obtenue
en considérant pour chaque sommet non racine de l’hyperarbre, l’ensemble des étiquettes de ce
sommet et son parent et en considérant les étiquettes du sommet racine comme une arête dans
laquelle on ajoute un creux. Nous obtenons alors un hyperarbre creux, la structure d’hyperarbre
étant issue de la structure arborescente de l’arbre en boîtes. De plus, la S ′-structure sur tout
sommet de BT induit une décoration par S des arêtes de l’hyperarbre creux.
Exemple 3.2.7. L’arbre en boîtes associé à l’hyperarbre de la figure 3.7 est présenté sur la
figure 3.9, avec l’ensemble des ensembles pointés associés {{1, 2, 3}, {4}, {5}, {6,7}, {8}, {9}}.
Soient CS , CpS , CcS , CaS et C
pa
S les séries génératrices pondérées des espèces HS , HpS , HcS ,
HaS et HpaS . Notons ES (k, n) le nombre d’ensembles de k ensembles munis d’une S ′-structure
sur n sommets. Par convention, nous posons ES (1, 1) = 1.
Utilisant l’énumération des arbres en boîtes de la proposition 3.2.2, les bijections entre hy-
perarbres et arbres en boîtes des propositions 3.2.4 et 3.2.6 impliquent le théorème suivant.
Remarquons notamment que la formule donnant le nombre d’hyperarbres décorés ne dépend
que du nombre de parts dans la partition, et du nombres de sommets et d’arêtes de l’hyper-
arbre : le nombre d’arbres en boîte d’une forme donnée ne dépend pas de la taille des parts en
question.
Théorème 3.2.8. Étant donnée une espèce S, le nombre d’hyperarbres décorés enracinés sur n
sommets et k arêtes est donné par :
(3.9) ES (k, n− 1)nk.
Le nombre d’hyperarbres décorés creux sur n sommets et k arêtes est donné par :
(3.10) ES (k, n)nk−1.
Le nombre d’hyperarbres décorés sur n sommets et k arêtes est donné par :
(3.11) ES (k, n− 1)nk−1.
où ES (k, n) est le nombre d’ensembles de k ensembles sur n sommets, chacun muni d’une
S ′-structure et S ′ est la différentielle de l’espèce S.
Les séries génératrices des espèces des hyperarbres décorés pointés en une arête et décorés
pointés en une arête et un sommet sont liées aux séries génératrices des espèces des hyperarbres
décorés enracinés et creux par les relations suivantes :
(3.12) CpaS (x) = tC
p
S (x)×CcS (x) ,
(3.13) CaS (x) = CS (x) +C
pa
S (x)−CpS (x) .
Ces formules donnent le nombre de tous les types d’hyperarbres décorés en fonction du nombre
d’ensembles décorés.
Démonstration. – D’après la proposition 3.2.4, le nombre d’hyperarbres enracinés sur k
arêtes et n sommets est donné par :
n× ES (k, n− 1)nk−1,
où il y a n façons différentes de choisir la racine, ES (k, n− 1) façons de former une partition
en k parts d’un ensemble de cardinal n − 1 avec une S ′-structure sur chacune des parts,
et 1× nk−1 façons d’assembler ces ensembles en un arbre en boîtes à racine fixée, d’après
la proposition 3.2.2.
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– Appliquons la proposition 3.2.6. Il y a ES (k, n) façons de construire une partition en k
parts d’un ensemble de cardinal n−1 avec une S ′-structure sur chacune des parts. Notons
ni1 , . . . , nik les cardinaux de ces parts. Nous choisissons la jième de ces parts comme racine
de l’arbre en boîtes sur k sommets et n étiquettes. Le nombre d’arbres en boîtes obtenus
est nij×nk−2, d’après la proposition 3.2.2. Comme
∑k
j=1 nij×nk−2 = nk−1, nous obtenons
le résultat voulu.
– Nous prouvons l’équation (3.11) par intégration de la formule (3.9).
– Les dernières équations sont obtenues en traduisant en termes de séries génératrices les
équations (3.1) et (3.6) sur les espèces.
Exemple 3.2.9. – Soit Assoc l’espèce des listes non vides. Le nombre de partitions d’un
ensemble de cardinal n en k listes est
(n−1
k−1
)
n!
k! . En effet, il y a n! façons de ranger les éléments
de l’ensemble en une liste puis
(n−1
k−1
)
façons de découper cette liste en k morceaux. Nous
avons alors compté les listes de k listes sur n éléments : il nous faut diviser par k! pour
obtenir le résultat souhaité. Ainsi, si nous considérons les hyperarbres décorés par Âssoc,
les séries génératrices des hyperarbres décorés enracinés et creux sont :
CpS (x) =
x
t
+ 1
t
∑
n≥2
n−1∑
k=1
(
n− 2
k − 1
)
(n− 1)!
k! (nt)
k x
n
n!
et
CcS (x) =
∑
n≥1
n∑
k=1
(
n− 1
k − 1
)
n!
k! (nt)
k−1 xn
n! .
Nous retrouvons notamment la formule (44) de la proposition 3.3 de [Ler04]. La relation
entre espèces du théorème 1.3 de ce même article se retrouve par les relations entre espèces
de la proposition 3.1.13.
– Soit Perm l’espèce des ensembles pointés non vides. Le nombre de partitions d’un ensemble
de cardinal n en k ensembles pointés est
(n
k
)× kn−k. En effet, nous choisissons le sommet
pointé de chaque ensemble, puis le reste de la partition est donnée par une application des
autres sommets vers le sommet pointé de l’ensemble auquel il appartient. Ainsi, considérant
les hyperarbres décorés par P̂erm, les séries génératrices des hyperarbres décorés enracinés
et creux sont :
CpS (x) =
x
t
+ 1
t
∑
n≥2
n−1∑
k=1
(
n− 1
k
)
kn−1−k (nt)k x
n
n!
et
CcS (x) =
∑
n≥1
n∑
k=1
(
n
k
)
kn−k (nt)k−1 x
n
n! .
– Soit Comm l’espèce des ensembles non vides. Le nombre de partitions d’un ensemble de
cardinal n en k ensembles est donné par S (n, k), un nombre de Stirling de seconde espèce.
Ainsi, considérant les hyperarbres décorés par Ĉomm, les séries génératrices des hyper-
arbres décorés enracinés et creux sont :
CpS (x) =
x
t
+ 1
t
∑
n≥2
n−1∑
k=1
S (n− 1, k) (nt)k x
n
n! ,
et
CcS (x) =
∑
n≥1
n∑
k=1
S (n, k) (nt)k−1 x
n
n! .
Ces hyperarbres décorés sont isomorphes aux hyperarbres non décorés. Ce résultat a été
prouvé pour la première fois par I. Gessel et L. Kalikow dans [GK05].
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– Le nombre de partitions d’un ensemble de cardinal n en k cycles est donné par |s (n, k) |,
la valeur absolue d’un nombre de Stirling de première espèce. Ainsi, considérant les hy-
perarbres décorés par l’espèce des cycles, les séries génératrices des hyperarbres décorés
enracinés et creux sont :
CpS (x) =
x
t
+ 1
t
∑
n≥2
n−1∑
k=1
|s (n− 1, k) | (nt)k x
n
n!
et
CcS (x) =
∑
n≥1
n∑
k=1
|s (n, k) | (nt)k−1 x
n
n! .
Ces séries correspondent à celles obtenues pour une décoration par L̂ie. Nous verrons ce
cas en détail dans la partie 3.3.2.
3.2.3 Raffinement
Nous introduisons maintenant deux poids : un sur l’ensemble des arbres en boîtes et l’autre
sur l’ensemble des hyperarbres enracinés et creux.
Définition 3.2.10. Sur un arbre en boîtes BT = (L, V,R,E), nous définissons le poids suivant :
W (BT ) =
∏
i∈L
x
|E−1(i)|
i ,
où les xi sont des variables formelles. La puissance de xi est alors le nombre d’enfants de
l’étiquette i, pour toute étiquette i de L.
Avec ce poids, le nombre d’arbres en boîtes est donné par la proposition suivante.
Proposition 3.2.11. Considérons L un ensemble fini de cardinal n et V une partition de L en
k + 1 parts p0, p1, . . . , pk, où le cardinal de pi est ni et où k ≥ 0. Le nombre d’arbres en boîtes
Np0;p1,...,pk sur k + 1 sommets dont la racine est étiquetée par p0 = {i1, . . . , ip} et les k autres
sommets (s’il y en a) sont étiquetés par l’un des k autres pi est donné par :
Np0;p1,...,pk = n0 × nk−1.
Démonstration. Nous reprenons la démonstration par code de Prüfer de la proposition 3.2.2.
Les lettres du mot obtenu correspondent aux étiquettes ayant des fils : une étiquette ayant j fils
apparaîtra j fois dans le mot. Ce mot est formé de k− 1 lettres sans restriction puis d’une lettre
de la racine, ce qui donne le résultat.
Le poids sur l’ensemble des hyperarbres sur n sommets est défini comme suit :
Définition 3.2.12. Sur un hyperarbre creux ou enraciné H = (V,E), nous définissons le poids
suivant :
W (H) =
∏
i∈V
x
p(i)
i ,
où p (i) est le nombre d’arêtes dont le pétiole est i.
Ces poids sont reliés par le théorème suivant.
Théorème 3.2.13. Étant donnée une espèce S, tout hyperarbre enraciné pondéré sur n sommets
avec k arêtes, dont les arêtes sont décorées par S, peut se décomposer en un triplet (r,S, BT )
où :
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– r est la racine de l’hyperarbre,
– S est une partition en k parts d’un ensemble de cardinal n − 1 avec une S ′-structure sur
chacune des parts,
– et BT est un arbre en boîtes pondéré sur k+ 1 sommets dont la racine est étiquetée par r
et chacun des autres sommets est étiqueté par l’un des k ensembles du point précédent.
Démonstration. Il suffit de montrer que la bijection de la démonstration de la proposition 3.2.4
est compatible avec les poids. Cette compatibilité vient du fait que les ensembles des pétioles de
l’hyperarbre enraciné et de l’arbre en boîtes reliés par la proposition sont identiques.
Exemple 3.2.14. Le poids de l’hyperarbre enraciné de la figure 3.4, qui correspond au poids
de l’arbre en boîtes de la figure 3.10, est : x33x26x9x12.
Théorème 3.2.15. Étant donnée une espèce S, tout hyperarbre creux pondéré sur n sommets,
avec k arêtes décorées par S, peut se décomposer en un couple (S, BT ) où :
– S est une partition en k parts d’un ensemble de cardinal n avec une S ′-structure sur
chacune des parts,
– et BT est un arbre en boîtes pondéré sur k sommets, chacun des sommets étant étiqueté
par l’un des k ensembles du point précédent.
Démonstration. De la même manière que nous avons prouvé la compatibilité en terme de poids
de la bijection de la démonstration de la proposition 3.2.4 dans le cas des hyperarbres enracinés
pondérés, nous montrons que la démonstration de la proposition 3.2.6 s’adapte en tenant compte
du poids.
Exemple 3.2.16. Le poids de l’hyperarbre creux de la figure 3.7, qui correspond au poids de
l’arbre en boîtes de la figure 3.9, est : x2x3x4x27.
Nous notons CS,W , CpS,W , CcS,W , CaS,W et C
pa
S,W les séries génératrices pondérées des espèces
HS , HpS , HcS , HaS et HpaS . Nous noterons aussi ES (k, n) le nombre d’ensembles de k ensembles
sur n sommets, chaque ensemble étant muni d’une S ′-structure.
Avec la proposition 3.2.11, les théorèmes précédents 3.2.15 et 3.2.13 impliquent le corollaire
suivant.
Corollaire 3.2.17. Les séries génératrices pondérées des espèces des hyperarbres décorés enra-
cinés et creux s’expriment :
(3.14) CpS,W (x) =
x
t
+
∑
n≥2
n−1∑
k=1
(x1 + · · ·+ xn)ES (k, n− 1)
(
(x1 + · · ·+ xn) t
)k−1xn
n!
et
(3.15) CcS,W (x) =
∑
n≥1
n∑
k=1
ES (k, n)
(
(x1 + · · ·+ xn) t
)k−1xn
n! .
Ce corollaire sera utilisé dans la section suivante où nous spécialisons les résultats obtenus
pour les opérades Lie et PreLie.
3.3 Deux cas d’hyperarbres décorés
Nous présentons deux types d’hyperarbres décorés particuliers : les hyperarbres décorés par
P̂reLie et les hyperarbres décorés par L̂ie.
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3.3.1 Hyperarbres décorés par P̂reLie
Dans leur article [JMM07], C. Jensen, J. McCammond et J. Meier introduisent un poids sur
l’ensemble des hyperarbres. Nous montrons ici que ce poids est relié à une décoration des arêtes
des hyperarbres par l’espèce linéaire P̂reLie, dont la dérivée est l’espèce PreLie qui associe à un
ensemble fini I non vide l’ensemble des arbres enracinés étiquetés par I.
Application du dénombrement des hyperarbres décorés
En appliquant les résultats de la section précédente sur le dénombrement des hyperarbres
décorés, nous obtenons la proposition suivante.
Proposition 3.3.1. La série génératrice de l’espèce des hyperarbres enracinés décorés par l’es-
pèce linéaire P̂reLie est donnée par :
Cp
P̂reLie
= x
t
+
∑
n≥2
n (tn+ n− 1)n−2 x
n
n! .
Cette équation est la spécialisation en xi = 1 de l’équation donnant les hyperarbres enracinés
pondérés dans [JMM07, Theorem 3.9].
La série génératrice de l’espèce des hyperarbres décorés par l’espèce linéaire P̂reLie est donnée
par :
CP̂reLie = x+
∑
n≥2
(tn+ n− 1)n−2 x
n
n! .
La série génératrice de l’espèce des hyperarbres creux décorés par l’espèce linéaire P̂reLie est
donnée par :
CcP̂reLie =
∑
n≥1
(tn+ n)n−1 x
n
n! .
Démonstration. Nous utilisons la formule classique pour le nombre de forêts de k arbres sur n
sommets, qui peut être trouvée dans le livre de M. Aigner et G. Ziegler [AZ04] :
(3.16) EPreLie (k, n) =
(
n
k
)
k × nn−1−k =
(
n− 1
k − 1
)
nn−k.
Utilisant les expressions du théorème 3.2.8, nous obtenons :
Cp
P̂reLie
(x) = x
t
+
∑
n≥2
n−1∑
k=1
n
(
n− 2
k − 1
)
(n− 1)n−1−k (nt)k−1 x
n
n!
et
CcP̂reLie (x) =
∑
n≥1
n∑
k=1
(
n− 1
k − 1
)
nn−k (nt)k−1 x
n
n! .
En réindexant les sommes, cela donne :
Cp
P̂reLie
= x
t
+
∑
n≥2
n−2∑
k=0
n
(
n− 2
k
)
(n− 1)n−2−k (nt)k x
n
n!
et
CcP̂reLie (x) =
∑
n≥1
n−1∑
k=0
(
n− 1
k
)
nn−1−k (nt)k x
n
n! .
La formule du binôme de Newton donne le résultat voulu pourCp
P̂reLie
etCc
P̂reLie
. La sérieCP̂reLie
est ensuite obtenue par intégration.
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Lien avec les arbres enracinés 2-colorés
Nous relions maintenant les arbres 2-colorés, dont les arêtes sont ou bleu (0) ou rouge (1),
aux hyperarbres décorés par P̂reLie pour calculer les séries génératrices des hyperarbres décorés
enracinés et pointés en une arête et un sommet.
Définition 3.3.2. Un arbre enraciné 2-coloré est un arbre enraciné (V,E), où V est l’ensemble
des sommets et E ⊆ V ×V est l’ensemble des arêtes, muni d’une application ϕ de E dans {0, 1}.
De manière équivalente, c’est la donnée d’un arbre enraciné (V,E) et d’une partition E0 ∪ E1
de E, où E0 ∩ E1 = ∅.
Un exemple d’arbre enraciné 2-coloré est représenté sur la figure 3.11. Les arêtes de E1 sont
en pointillés (rouge) alors que les arêtes de E0 sont en trait plein (bleu).
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Figure 3.11 – Arbre enraciné 2-coloré.
Proposition 3.3.3. L’espèce des hyperarbres creux décorés par P̂reLie est isomorphe à l’espèce
des arbres enracinés 2-colorés. Le poids de l’hyperarbre est alors égal au nombre d’arêtes rouges.
Démonstration. Un hyperarbre creux dont les arêtes sont décorées par P̂reLie est un hyperarbre
creux dans lequel, pour toute arête e, les sommets de e différents du creux ou du pétiole forment
un arbre enraciné.
Considérons un hyperarbre creux H décoré par P̂reLie sur un ensemble de sommets V .
Notons E0, l’ensemble des arêtes entre les éléments de V dans les arbres enracinés obtenus avec
la décoration par P̂reLie. Le graphe (V,E0) est alors la forêt d’arbres obtenue en supprimant les
arêtes de l’hyperarbre H. Pour chaque arête e de H, nous notons re la racine de l’arbre enraciné
dans e et pe le pétiole de e. Soit E1 l’ensemble des arêtes entre re et pe pour toute arête e de
H. Par définition de ces ensembles, l’intersection de E0 avec E1 est vide. De plus, tout chemin
dans H correspond à un chemin dans (V,E0 ∪ E1). Comme H est un hyperarbre, le graphe
(V,E0 ∪ E1) est un arbre T . Nous enracinons cet arbre en la racine r de l’arbre décorant l’arête
creuse de H : T est alors un arbre 2-coloré enraciné en r.
Réciproquement, soit T = (V,E0 ∪ E1) un arbre enraciné 2-coloré. Le graphe (V,E0) est une
forêt d’arbres : nous pouvons enraciner ces arbres en leur sommet le plus proche de la racine de
T . Notons T1, . . . , Tn cette forêt, où T1 est l’arbre enraciné contenant la racine de T . Pour tout
i entre 2 et n, il existe un sommet de V plus proche de la racine de T que la racine de Ti : nous
notons ce sommet pi. Ainsi, nous considérons l’hypergraphe dont l’ensemble des sommets est V ,
dont les arêtes contiennent les sommets de T1 ou l’union des sommets de Ti et de pi, pour tout i
entre 2 et n. Nous obtenons alors un hypergraphe décoré par P̂reLie. De plus, les chemins dans
T et dans l’hypergraphe obtenu sont identiques : cet hypergraphe est donc un hyperarbre.
Exemple 3.3.4. L’hyperarbre creux dont les arêtes sont décorés par P̂reLie associé à l’arbre
enraciné 2-coloré de la figure 3.11 est l’hyperarbre creux de la figure 3.12.
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Figure 3.12 – Hyperarbre creux décoré par P̂reLie.
Remarquons que cette proposition redonne l’expression de Cc
P̂reLie
obtenue précédemment
dans la proposition 3.3.1.
Relions maintenant les hyperarbres enracinés décorés par P̂reLie aux arbres enracinés 2-
colorés. Nous considérerons que les arêtes de E0 sont bleues et que les arêtes de E1 sont rouges.
Proposition 3.3.5. L’espèce des hyperarbres enracinés décorés par P̂reLie est isomorphe à
l’espèce des arbres enracinés 2-colorés dont la racine a tous ses fils rouges. Le nombre d’arêtes
de l’hyperarbre correspond au nombre d’arêtes rouges de l’arbre 2-coloré.
Démonstration. Étant donné un hyperarbre enraciné H décoré par P̂reLie à k arêtes et n som-
mets, nous considérons l’ensemble pointé de ses sommets (r, V ). Nous dessinons en bleu les arêtes
obtenues grâce à la structure PreLie dans les arêtes de H : nous obtenons ainsi une forêt de
k + 1 arbres avec n− k − 1 arêtes bleues. Pour toute arête e, nous relions maintenant le pétiole
de e à la racine de l’arbre dans e. Nous obtenons ainsi un graphe 2-coloré G sur n sommets avec
n−k−1 +k arêtes, dont k arêtes rouges. Montrons que ce graphe est connexe. Un chemin entre
la racine et un sommet x dans H est une suite de chemins dans les arbres décorant les arêtes de
H entre leur racines et un sommet qui est le pétiole d’une autre arête et de chemins du pétiole
d’une arête à la racine de l’arbre correspondant. Comme ces chemins existent aussi dans G, nous
obtenons un arbre enraciné 2-coloré dont la racine a tous ses fils rouges.
Réciproquement, étant donné un tel arbre enraciné 2-coloré T , nous supprimons les arêtes
rouges de T . Nous enracinons toutes les composantes connexes obtenues en le sommet qui était
le plus proche de la racine de T dans T . Étant donnée une composante connexe Ck, nous la
plaçons avec son parent dans une arête d’un hypergraphe H. Nous enracinons l’hypergraphe
obtenu en le sommet qui était racine de T . Nous obtenons ainsi un hyperarbre enraciné décoré
par P̂reLie. En effet, l’hypergraphe est pointé en un sommet et une arête et toute arête contient
un sommet et un arbre enraciné, ce qui donne la décoration par P̂reLie. De plus, tout couple
de sommets relié par une arête dans T est dans la même arête dans H donc H est connexe.
Finalement, un cycle dans H viendrait d’un cycle dans T , qui n’en contient pas puisque c’est
un arbre : H est donc un hyperarbre. Le nombre d’arêtes de l’hyperarbre correspond alors au
nombre d’arêtes rouges de l’arbre 2-coloré.
Exemple 3.3.6. Sur la figure 3.13 sont représentés un hyperarbre enraciné décoré par P̂reLie
et l’arbre 2-coloré correspondant.
Proposition 3.3.7. L’espèce des hyperarbres pointés en une arête et un sommet décorés par
P̂reLie est isomorphe à l’espèce des arbres enracinés 2-colorés dont la racine a exactement un
fils bleu (et possiblement des fils rouges). Le poids de l’hyperarbre est alors le nombre d’arêtes
rouges.
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Figure 3.13 – Un hyperarbre enraciné décoré par P̂reLie et l’arbre 2-coloré correspondant.
Démonstration. Étant donné un hyperarbre pointé en un sommet et une arête H décoré par
P̂reLie à k arêtes et n sommets, nous considérons l’ensemble pointé de ses sommets (r, V ). Nous
dessinons en bleu les arêtes obtenues grâce à la structure PreLie dans les arêtes de H : nous
obtenons ainsi une forêt de k+1 arbres avec n−k−1 arêtes bleues. Nous relions r avec la racine
de l’arbre dans l’arête pointée de H par une arête bleue : nous obtenons une forêt de k arbres
avec n − k arêtes bleues. Pour toute arête non pointée e, nous relions maintenant le pétiole de
e à la racine de l’arbre dans e. Nous obtenons ainsi un graphe 2-coloré G sur n sommets avec
n − k + k − 1 arêtes. Montrons que ce graphe est connexe. Un chemin entre la racine et un
sommet x dans H est une suite de chemins dans les arbres décorant les arêtes de H entre leur
racines et un sommet qui est le pétiole d’une autre arête et de chemins du pétiole d’une arête
à la racine de l’arbre correspondant. Comme ces chemins existent aussi dans G, nous obtenons
un arbre enraciné 2-coloré dont la racine a exactement un fils bleu et possiblement d’autre fils
rouges.
Réciproquement, étant donné un tel arbre enraciné 2-coloré T , nous supprimons les arêtes
rouges de T . Nous enracinons toutes les composantes connexes obtenues en le sommet qui était
le plus proche de la racine de T dans T . Étant donnée une composante connexe Ck, nous la
plaçons avec son parent dans une arête d’un hypergraphe H. Nous enracinons l’hypergraphe
obtenu en le sommet qui était racine de T , pointons l’arête contenant l’arête bleue adjacente à
la racine et supprimons cette arête. Nous obtenons ainsi un hyperarbre pointé en un sommet et
une arête décoré par P̂reLie. En effet, l’hypergraphe est pointé en un sommet et une arête et
toute arête contient un sommet et un arbre enraciné, ce qui donne la décoration par P̂reLie. De
plus, tout couple de sommets relié par une arête dans T est dans la même arête dans H donc
H est connexe. Finalement, un cycle dans H viendrait d’un cycle dans T , qui n’en contient pas
puisque c’est un arbre : H est donc un hyperarbre. Le poids de l’hyperarbre correspond alors
au nombre d’arêtes rouges.
Calcul des sériés génératrices des hyperarbres pointés
Nous utilisons maintenant l’analogie avec les arbres enracinés 2-colorés pour calculer les
autres séries génératrices exponentielles.
Proposition 3.3.8. La série génératrice de l’espèce des hyperarbres pointés en un sommet et
une arête décorés par P̂reLie est donnée par :
Cpa
P̂reLie
= x+
∑
n≥2
n (n+ tn− 1)n−3 (n− 1) (1 + 2t) x
n
n! .
La série génératrice de l’espèce des hyperarbres pointés en une arête, décorés par P̂reLie est
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donnée par :
CaP̂reLie = x+
∑
n≥2
(n+ tn− 1)n−3 (n− 1) (1 + tn) x
n
n! .
Démonstration. – Nous avons relié les hyperarbres pointés en un sommet et une arête décorés
par P̂reLie aux arbres enracinés 2-colorés dont la racine a exactement un fils bleu (et
éventuellement d’autres fils rouges) dans la proposition 3.3.7. Nous comptons les arbres
enracinés 2-colorés en utilisant le nombre d’arêtes rouges comme un poids sur les arbres
2-colorés. Il y a alors n façons de choisir la racine de l’arbre enraciné 2-coloré. Si la racine
a k fils, k− 1 sont rouges et il y a k façons de choisir le fils bleu. L’ensemble des fils forme
alors une forêt de k arbres enracinés 2-colorés sur n− 1 sommets. Comptons les forêts de
k arbres enracinés 2-colorés sur n− 1 sommets. Nous utilisons la formule (3.16) :
EPreLie (k, n− 1) =
(
n− 2
k − 1
)
(n− 1)n−1−k .
Il y a n − 1 − k arêtes dans la forêt, chacune étant bleue ou rouge. Ainsi, le nombre
de forêts de k arbres enracinés 2-colorés sur n − 1 sommets est donné par : (n−2k−1) ×
(n− 1)n−1−k (1 + t)n−1−k. Enfin, le n-ième coefficient de la série est :
(
Cpa
P̂reLie
)
n
= n
n−1∑
k=1
ktk−1
(
n− 2
k − 1
)(
(n− 1) (1 + t))n−1−k.
Un calcul rapide utilisant une réindexation de sommet et la formule du binôme de Newton
donne le résultat voulu.
– Nous obtenons la deuxième série génératrice grâce au principe de dissymétrie de la propo-
sition 3.1.6.
Raffinement
Nous utilisons maintenant le poids défini dans la partie 3.2.3 sur les hyperarbres enracinés
et creux. Ces poids nous permettent d’obtenir les mêmes résultats que dans [JMM07].
Proposition 3.3.9. La série génératrice des hyperarbres creux décorés par P̂reLie est donnée
par :
CcP̂reLie = x+
∑
n≥2
(
(x1 + · · ·+ xn) t+ n
)n−1xn
n! .
La série génératrice des hyperarbres enracinés décorés par P̂reLie est donnée par :
Cp
P̂reLie
= x
t
+
∑
n≥2
(x1 + · · ·+ xn)
(
(x1 + · · ·+ xn) t+ n− 1
)n−2xn
n! .
Démonstration. Nous utilisons les formules du corollaire 3.2.17.
Les hyperarbres enracinés pondérés comptés dans [JMM07, Theorem 3.9] sont en bijection
avec les hyperarbres enracinés décorés par P̂reLie.
Il est possible de raffiner le deuxième n en y1 + . . .+yn en introduisant un nouveau poids sur
l’ensemble des hyperarbres creux décorés par P̂reLie. Pour ce faire, nous avons d’abord besoin
des définitions suivantes.
Définition 3.3.10. Étant donnée une forêt enracinée et un de ses sommets v, un fils v′ du
sommet v est un sommet v′ relié à v par une arête et tel que v est sur le chemin de v′ à la racine.
Le degré de v dans la forêt enracinée est le nombre de fils de v dans cette forêt.
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Avec cette définition, nous pouvons définir le poids suivant sur l’ensemble des forêts d’arbres
enracinés sur un ensemble de sommets V .
Définition 3.3.11. Soit F une forêt d’arbres enracinés sur un ensemble de sommets V . Nous
munissons cette forêt du poids suivant :
W (F ) =
∏
i∈V
y
s(i)
i ,
où s (i) est le degré du sommet i.
La bijection entre d’une part les hyperarbres creux décorés par P̂reLie et d’autre part les
arbres en boîtes et l’ensemble d’ensembles décorés de la proposition 3.2.6, et les poids introduits
dans les définitions 3.2.10 et 3.3.11, induisent un poids sur l’ensemble des hyperarbres creux
décorés par P̂reLie.
Définition 3.3.12. Soit H un hyperarbre creux décoré par P̂reLie sur un ensemble de sommets
V . Nous le munissons du poids suivant :
W (T ) =
∏
i∈V
x
p(i)
i y
s(i)
i ,
où p (i) est le nombre d’arêtes de H dont le pétiole est i et s (i) est le nombre d’enfants de i
dans l’arbre venant de la décoration par P̂reLie.
En utilisant la bijection avec les arbres en boîtes et les ensembles d’ensembles décorés, nous
pouvons calculer la série génératrice de l’espèce pondérée des hyperarbres creux décorés par
P̂reLie.
Proposition 3.3.13. La série génératrice de l’espèce pondérée des hyperarbres creux dont les
arêtes sont décorées par P̂reLie est donnée par :
Cct = x+
∑
n≥2
(
(x1 + · · ·+ xn) t+ y1 + · · ·+ yn
)n−1xn
n! .
Démonstration. Dans le livre de Stanley [Sta01, Proposition 5.3.2], la formule pour le nombre
de forêts de k arbres sur n sommets est donnée par :
(3.17) EPreLie (t, k, n) =
(
n− 1
k − 1
) n∑
j=1
∑
i∈Vj
yi
n−k .
Nous utilisons le corollaire 3.2.17 pour obtenir le résultat voulu.
Calcul des séries indicatrices de cycles des hyperarbres décorés par P̂reLie
Nous renvoyons le lecteur à la section 1.1 pour une introduction aux séries indicatrices de
cycles. Nous utiliserons la même notation pour les espèces et la série indicatrice de cycles associée.
Nous calculons la série indicatrice de cycles des hyperarbres décorés par P̂reLie. Nous n’écrirons
pas l’argument des séries indicatrices de cycles (t, p1, p2, . . .) dans cette partie.
Proposition 3.3.14. La série indicatrice de cycles des hyperarbres creux décorés par P̂reLie est
donnée par :
(3.18) ZcP̂reLie =
1
1 + t PreLie ◦ (1 + t) p1.
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Démonstration. Par la proposition 3.3.3, la série indicatrice de cycles des hyperarbres creux
décorés par P̂reLie est donnée par la série indicatrice de cycles des arbres enracinés 2-colorés.
Nous définissons les expressions suivantes, pour λ une partition d’un entier n, noté λ ` n :
fk (λ) =
∑
l|k
lλl
et
Pk (λ) =
(
(1 + tk)fk (λ)− 1
)λk − kλk(tk + 1)× ((1 + tk)fk (λ)− 1)λk−1.
Nous obtenons les formules suivante pour les séries indicatrices de cycles des hyperarbres
décorés par P̂reLie.
Proposition 3.3.15. La série indicatrice de cycles des hyperarbres enracinés décorés par P̂reLie
est donnée par :
(3.19) Zp
P̂reLie
=
∑
n≥1
∑
λ`n,λ1 6=0
λ1 (λ1t+ λ1 − 1)λ1−2
∏
k≥2
Pk (λ)
pλ
zλ
.
La série indicatrice de cycles des hyperarbres pointés en un sommet et une arête, décorés par
P̂reLie est donnée par :
(3.20) Zpa
P̂reLie
=
∑
n≥1
∑
λ`n,λ1 6=0
λ1 (λ1 − 1) (2t+ 1) (λ1 + λ1t− 1)λ1−3
∏
k≥2
Pk (λ)
pλ
zλ
.
La série indicatrice de cycles des hyperarbres pointés en une arête et décorés par P̂reLie est
donnée par :
(3.21) ZaP̂reLie =
∑
n≥1
∑
λ`n,λ1 6=0
(λ1 − 1) (1 + λ1t) (λ1 + λ1t− 1)λ1−3
∏
k≥2
Pk (λ)
pλ
zλ
.
La série indicatrice de cycles des hyperarbres décorés par P̂reLie est donnée par :
(3.22) ZP̂reLie =
∑
n≥1
∑
λ`n,λ1 6=0
(λ1t+ λ1 − 1)λ1−2
∏
k≥2
Pk (λ)
pλ
zλ
.
Démonstration. Nous utilisons la proposition 3.1.13 et la série indicatrice de cycles des hyper-
arbres creux décorés par P̂reLie pour calculer les autres séries.
– La série Zp
P̂reLie
vérifie :
Zp
P̂reLie
= p1
t
×
(
(1 + Comm) ◦
(
t× ZcP̂reLie
))
.
En utilisant le résultat de la proposition 3.3.14, nous obtenons :
Zp
P̂reLie
= p1
t
×
(
(1 + Comm) ◦
(
t
1 + t PreLie ◦
(
(1 + t) p1
)))
.
Nous utilisons maintenant les méthodes de la démonstration du lemme 4 de l’article de
V. Dotsenko et A. Khoroshkin [DK07] et de la démonstration de la proposition 7.2 dans
l’article de F. Chapoton [Cha07].
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Posons µ = (µ1, . . . , µr) = (λ1 + 1, λ2, . . . , λr). Nous pouvons supposer que, pour i ≥ r,
nous avons µi = 0. Le coefficient de tpµ dans ZpP̂reLie est donné par le résidu suivant.
cµ =
∫
(1 + Comm) ◦ t1 + t PreLie ◦
(
(1 + t) p1
) r∏
i=1
dpi
pµi+1i
,
avec 1 + Comm = ∏k≥1 exp (pk/k). Nous effectuons le changement de variables yl =
pl ◦ t(1 + t)−1 PreLie ◦
(
(1 + t) p1
)
. Par la dualité de Koszul des opérades, prouvée dans le
cas de l’opérade PreLie par F. Chapoton et M. Livernet dans leur article [CL01], la série
indicatrice de cycles PreLie vérifie
(−p1 (1 + Comm))◦−PreLie = p1. Ainsi, la substitution
est donnée pour tout k ≥ 1 par :
pk =
yk
tk
exp
−∑
l≥1
1 + tkl
tkl
ykl
l
 .
Nous obtenons donc :
cµ =
∫ r∏
k=1
exp
yk
k
+ µk
∑
l≥1
1 + tkl
tkl
ykl
l
( tk
yk
)µk (
1− yk 1 + t
k
tk
)
y−1k
r∏
k=1
dyk.
Nous réécrivons alors une partie de l’argument de l’exponentielle :
∑
k≥1
kµk
∑
l≥1
1 + tkl
tkl
ykl
kl
=
∑
k≥1
1 + tk
tk
(fk (λ)− 1) yk
k
,
avec fk (λ) =
(∑
l|k,l>1 lλl
)
+ λ1 + 1. Ainsi, cµ est donné par le résidu :
cµ =
r∏
k=1
∫
exp
(
ykak
k
)
tkµk
(
1− yk 1 + t
k
tk
)
dyk
yµk+1k
,
avec ak = 1 +
(
1 + tk
) (
tk
)−1
(fk (λ)− 1). Cela donne le résultat voulu puisque le résidu
de exp (az) z−n, pour une constante a, est donné par an−1/(n− 1)!.
– La relation (3.6) de la proposition 3.1.13 donne la relation suivante pour la série Zpa
P̂reLie
:
Zpa
P̂reLie
= p1 ×
((
p1 (1 + Comm)
) ◦ t1 + t PreLie ◦((1 + t) p1)
)
.
Nous utilisons les même méthodes que pour les hyperarbres enracinés, avec le même chan-
gement de variable, pour obtenir le résultat.
– La relation (3.5) de la proposition 3.1.13 donne la relation suivante pour la série Za
P̂reLie
:
ZaP̂reLie = P̂reLie ◦ tZ
p
P̂reLie
.
Cependant, l’équation (50) de l’article de F. Chapoton [Cha05] donne :
P̂reLie = p1 ×
(
1 + PreLie + 1PreLie
)
.
Ainsi, la série Za
P̂reLie
vérifie :
ZaP̂reLie = tZ
p
P̂reLie
×
(
1 + PreLie ◦tZp
P̂reLie
+ 1PreLie ◦tZp
P̂reLie
)
.
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De plus, en utilisant l’expression de Zc
P̂reLie
en fonction de Zp
P̂reLie
de l’équation (3.4) de
la proposition 3.1.13, et celle de la proposition 3.3.14, nous obtenons :
ZaP̂reLie = p1 ×
[(
(1 + Comm)×
(
1 + p1
t
+ t
p1
))
◦ t1 + t PreLie ◦
(
(1 + t) p1
)]
.
Nous utilisons les mêmes méthodes que pour les hyperarbres enracinés, avec le même
changement de variable, pour obtenir le résultat.
– La série ZP̂reLie est obtenue en utilisant le principe de dissymétrie 3.1.6.
3.3.2 Hyperarbres décorés par L̂ie
Dans cette partie, nous étudions les hyperarbres décorés par L̂ie, où Lie est l’espèce associée
à la série indicatrice de cycles suivante :
Lie = −
∑
k≥1
µ (k)
k
log (1− pk) ,
où µ est la fonction de Möbius, qui vaut (−1)p sur les entiers positifs sans diviseurs carrés et
avec p facteurs premiers, et 0 sur les autres entiers.
Calcul des séries génératrices des hyperarbres décorés par L̂ie
En appliquant les résultats de la deuxième section, nous obtenons la proposition suivante :
Proposition 3.3.16. La série génératrice de l’espèce des hyperarbres enracinés décorés par L̂ie
est donnée par :
Cp
L̂ie
=
∑
n≥1
1
t
n−2∏
k=0
(nt+ k)× x
n
n! .
La série génératrice de l’espèce des hyperarbres décorés par L̂ie est donnée par :
CL̂ie =
∑
n≥1
n−2∏
k=1
(nt+ k)× x
n
n! .
La série génératrice de l’espèce des hyperarbres creux décorés par L̂ie est donnée par :
Cc
L̂ie
=
∑
n≥1
n−1∏
k=1
(nt+ k) x
n
n! .
La série génératrice de l’espèce des hyperarbres pointés en une arête et un sommet décorés
par L̂ie est donnée par :
Cpa
L̂ie
=
∑
n≥2
n−1∑
p=1
(
n
p
)
n−2∏
k=0
n−p−1∏
l=1
(pt+ k)
(
(n− p) t+ l)xn
n! .
La série génératrice de l’espèce des hyperarbres pointés en une arête décorés par L̂ie est
donnée par :
Ca
L̂ie
=
∑
n≥2
n−2∏
k=0
(nt+ k)−
n−1∑
p=0
(
n
p
)
n−2∏
k=0
n−p−1∏
l=1
(pt+ k)
(
(n− p) t+ l)xn
n! .
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Démonstration. Les trois premiers résultats sont obtenus en appliquant les formules (3.9) et
(3.11) du théorème 3.2.8 avec EL̂ie (k, n) = (−1)
k+n s (k, n), où s (k, n) est un nombre de Stirling
de première espèce. En effet, les nombres de Stirling de première espèce vérifient l’équation
classique suivante :
n∑
k=1
s (k, n)xk =
n−1∏
k=0
(x− k) .
La quatrième équation est obtenue en utilisant la relation (3.6) et la dernière est obtenue en
utilisant le principe de dissymétrie de la proposition 3.1.6.
Calcul des séries indicatrices de cycles des hyperarbres décorés par L̂ie
Nous étudions maintenant l’action du groupe symétrique sur ces hyperarbres. Nous définis-
sons les expressions suivantes, pour λ = (λ1, λ2, . . .) une partition d’un entier n :
fk (λ) =
∑
l|k
lλl
et
ϕi (λ) =
∑
k|i
tk
i
µ
(
i
k
)
fk (λ) ,
où µ est la fonction de Möbius rappelée précédemment.
En utilisant ces expressions, nous obtenons les relations suivantes :
Proposition 3.3.17. La série indicatrice de cycles des hyperarbres creux décorés par L̂ie est
donnée par :
Zc
L̂ie
=
∑
n≥1
∑
λ`n
∑
p≥1
µ (p)
p
r∏
i=1,i 6=p
((
ϕi (λ) + λi − 1
λi
)
− ti
(
ϕi (λ) + λi − 1
λi − 1
))
×
λp∑
q=1
1
q
((
ϕp (λ) + λp − q − 1
λp − q
)
− tq
(
ϕp (λ) + λp − q − 1
λp − q − 1
))
pλ
zλ
.
La série indicatrice de cycles des hyperarbres enracinés décorés par L̂ie est donnée par :
Zp
L̂ie
=
∑
n≥1
∑
λ`n
1
t
λ1−2∏
k=0
(λ1t+ k)
∏
i≥2
((
ϕi (λ) + λi − 1
λi
)
− ti
(
ϕi (λ) + λi − 1
λi − 1
))
pλ
zλ
.
Démonstration. – Les équations du corollaire 3.1.14 donnent :
tZp
L̂ie
= p1 + p1 × Comm ◦
(
t× Lie ◦tZp
L̂ie
)
et
Zc
L̂ie
= Lie ◦tZp
L̂ie
.
Notons λ = (λ1, . . . , λr). Nous pouvons supposer que pour i ≥ r, nous avons pi = 0. Le
coefficient de pλ dans ZpL̂ie est donné par le résidu cλ suivant :
cλ =
∫
Zp
L̂ie
r∏
i=1
dpi
pλi+1i
.
Nous utilisons le changement de variable yi = pi ◦ tZpL̂ie. Calculons d’abord (1 + Comm) ◦
tLie.
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(1 + Comm) ◦ tLie = exp
∑
k≥1
tk
k
pk ◦
−∑
l≥1
µ (l)
l
log (1− pl)

= exp
−∑
k≥1
∑
l≥1
tk
kl
µ (l) log (1− pkl)

=
∏
k,l≥1
(1− pkl)−
tkµ(l)
kl .
Ainsi, le changement de variable est donné par :
pi = yi
∏
k,l≥1
(1− ykli)
tkiµ(l)
kl .
Nous obtenons :
cλ =
∫
y1
t
r∏
i=1
∏
k,l≥1
(1− ykli)−
λit
kiµ(l)
kl
(
1− t
iyi
1− yi
)
dyi
yλi+1i
.
Nous séparons alors les termes pour chacun des yj . Cela donne :
cλ =
∫
y1
t
r∏
i=1
∫
(1− yi)−ϕi(λ)
(
1− t
iyi
1− yi
)
dyi
yλi+1i
,
où nous avons :
ϕi (λ) =
∑
j|k|i
tk
i
µ
(
i
k
)
jλj =
∑
k|i
tk
i
µ
(
i
k
)
fk (λ) .
Nous calculons maintenant l’intégrale suivante :∫
yqp (1− yp)−ϕp(λ)−1 (1− yp (1 + tp))
dyp
y
λp+1
p
=
∑
j≥0
(
ϕp (λ) + j
j
)(∫
yq+j−λp−1p dyp − (1 + tp)
∫
yq+j−λpp dyp
)
=
(
ϕp (λ) + λp − q − 1
λp − q
)
− tp
(
ϕp (λ) + λp − q − 1
λp − q − 1
)
.
Ce calcul appliqué à cλ donne le résultat voulu pour ZpL̂ie.
– Notons λ = (λ1, . . . , λr). Nous supposons que pour tout i ≥ r, nous avons pi = 0. Le
coefficient de pλ dans ZcL̂ie est donné par le résidu dλ :
dλ =
∫
Lie ◦tZp
L̂ie
r∏
i=1
dpi
pλi+1i
.
Pour calculer dλ, nous utilisons le même changement de variable yi = pi ◦ tZpL̂ie. Nous
obtenons ainsi, en développant log :
dλ = −
∫ ∑
p≥1
µ (p)
p
log (1− yp)
r∏
i=1
∏
k,l≥1
(1− ykli)−
iλit
kiµ(l)
kli
(
1− t
iyi
1− yi
)
dyi
yλi+1i
=
∑
p≥1
µ (p)
p
∑
q≥1
1
q
∫
yqp
r∏
i=1
(1− yi)−ϕi(λ)
(
1− t
iyi
1− yi
)
dyi
yλi+1i
.
Ceci donne le résultat attendu.
3.3 Deux cas d’hyperarbres décorés 79
Lien avec l’opérade Λ
Dans cette partie, nous relions les hyperarbres décorés par Σ̂ Lie et L̂ie à l’opérade Λ, défi-
nie dans l’article de F. Chapoton [Cha02]. Nous renvoyons le lecteur à la partie 1.1 pour une
introduction aux séries indicatrices de cycles et pour un rappel de la définition de la suspension
Σ.
Proposition 3.3.18. Les hyperarbres creux décorés par Σ̂ Lie et L̂ie sont reliés par la relation
suivante :
Zc
L̂ie
(t, p1, p2, . . .) = ΣZcΣ̂ Lie (−t, p1, p2, . . .) .
Démonstration. D’après le corollaire 3.1.14, la série Zc
Σ̂ Lie
vérifie :
ZcΣ̂ Lie (t, p1, p2, . . .) = Σ Lie ◦
(
p1 × (1 + Comm) ◦
(
tZcΣ̂ Lie (t, p1, p2, . . .)
))
.
D’où, en appliquant la suspension puis en utilisant la proposition 1.1.15 :
ΣZcΣ̂ Lie (t, p1, p2, . . .) = Lie ◦
(
−p1 × Σ (1 + Comm) ◦
(
tΣZcΣ̂ Lie (t, p1, p2, . . .)
))
,
= Lie ◦
(
p1 × (1 + Comm) ◦
(
−tΣZcΣ̂ Lie (t, p1, p2, . . .)
))
.
La dernière équation est l’équation définissant Zc
L̂ie
(−t, p1, p2, . . .), nous obtenons alors le résultat
voulu.
Nous introduisons maintenant les opérades Pasc et Λ, définies dans [Cha02]. Ces deux opé-
rades sont des opérades symétriques dans la catégorie des espaces vectoriels et définies par
des générateurs et des relations quadratiques. Ces présentations peuvent être retrouvées dans
[Cha02]. L’opérade Pasc admet une base explicite indexée par les ensembles non vides, et l’espèce
sous-jacente est donnée par :
Pasc = (1 + Comm)Σt Comm .
L’opérade Λ est définie comme le dual quadratique de l’opérade Pasc. Dans un papier non
publié [Dot12], V. Dotsenko a montré la koszulité de ces deux opérades. Ce résultat implique la
proposition suivante.
Proposition 3.3.19. Les hyperarbres creux décorés par Σ̂ Lie sont liés à l’opérade Λ par :
ZcΣ̂ Lie (t, p1, p2, . . . , pi, . . .) = t
−1Λ
(
t−1, tp1, . . . , tipi, . . .
)
= ΣΣtΛ
(
t−1, p1, . . .
)
.
Démonstration. Le corollaire 3.1.14 donne la relation suivante, comme Comm ◦Σ Lie = p1 :(
ZcΣ̂ Lie
)−1
= Comm1 + Comm ◦tp1 ,
=
∏
k≥1
exp (pk/k)− 1
×∏
k≥1
exp
(
−tkpk/k
)
.
Puisque l’opérade Λ est Koszul, elle vérifie Σ Pasc ◦Λ = p1, ce qui donne la relation :
tp1 =
∏
k≥1
exp
(
−pk
k
◦ Λ (t, p1, . . . , pi, . . .)
)
×
∏
k≥1
exp
(
tk
k
pk ◦ Λ (t, p1, . . . , pi, . . .)
)
− 1.
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Donc, en remplaçant t par t−1 dans cette expression, nous obtenons, comme 1 = t× t−1 :
p1
t
=
∏
k≥1
exp
(
− t
k
k
pk ◦ t−1Λ
(
t−1, p1, . . . ,
))
∏
k≥1
exp
(
pk
k
◦ t−1Λ
(
t−1, p1, . . . ,
))
− 1

=
(
ZcΣ̂ Lie
)−1 ◦ t−1Λ (t−1, p1, . . . , pi, . . .) .
En composant par tp1, nous obtenons que ΣΣtΛ
(
t−1, p1, . . .
)
est l’inverse de
(
Zc
Σ̂ Lie
)−1
pour
le pléthysme.
3.4 Généralisations : hyperarbres bidécorés
3.4.1 Définitions des hyperarbres bidécorés et de leurs variations enracinées
et pointées
Dans cette partie, nous généralisons la décoration des arêtes étudiée précédemment à une
décoration des arêtes et du voisinage des sommets.
Définition 3.4.1. Étant données deux espèces ou espèces linéaires Se et Sv, un hyperarbre
bidécoré (resp. enraciné, pointé en une arête, pointé en une arête et un sommet, creux) est
obtenu à partir d’un hyperarbre (resp. enraciné, pointé en une arête, pointé en une arête et un
sommet, creux) dont les arêtes sont décorées par Se, en choisissant pour tout sommet v de H
un élément de Sv (Ev), où Ev est l’ensemble des arêtes contenant v.
Un hyperarbre enraciné bidécoré gauche est obtenu à partir d’un hyperarbre enraciné dont
les arêtes sont décorées par Se, en choisissant pour tout sommet v de H un élément de S ′v (Ev),
où Ev est l’ensemble des arêtes contenant v.
Remarquons que quand Sv est l’espèce Comm, les hyperarbres enracinés bidécorés et bidé-
corés gauches sont du même type : des hyperarbres enracinés décorés.
L’application qui associe à un ensemble fini I l’ensemble des hyperarbres (resp. enracinés,
pointés en une arête, pointés en une arête et un sommet, creux) bidécorés sur I est une espèce,
appelée l’espèce des hyperarbres (resp. enracinés, pointés en une arête, pointés en une arête et
un sommet, creux) (Se,Sv)-bidécorés et notée HSe,Sv (resp. HApSe,Sv , HaSe,Sv , H
pa
Se,Sv , HcSe,Sv)
L’application qui associe à un ensemble fini I l’ensemble des hyperarbres enracinés bidécorés
gauches est une espèce, appelée espèce des hyperarbres enracinés (Se,Sv)-bidécorés gauches, et
notée HBpSe,Sv .
Exemple 3.4.2. Sur le côté droit de la figure 3.14 est représenté un exemple d’hyperarbre
bidécoré, avec le voisinage de ses sommets décoré par l’espèce des listes non vides Assoc et ses
arêtes décorées par l’espèce des ensembles pointés non vides Perm. Le sommet pointé de chaque
arête est représenté avec une étoile à côté. L’ordre des arêtes autour d’un sommet est donné
par les nombres près de chaque sommet. Par exemple, autour du sommet 9, l’arête {8, 9} est la
première de la liste, l’arête {10, 9} est la deuxième et l’arête {11, 9} est la troisième et dernière.
Sur le côté gauche de la figure 3.14, nous avons représenté un exemple d’hyperarbre enraciné
bidécoré, avec ses arêtes décorées par l’espèce des cycles et le voisinage de chaque sommet décoré
par l’espèce des ensembles pointés non vides Perm. Quand le sommet n’est que dans une arête,
cette arête est l’élément pointé de la décoration. Autrement, nous indiquons l’arête pointée à
l’aide d’une étoile ∗. Par exemple, dans le voisinage du sommet 15, l’arête pointée est l’arête
{12, 15}, qui est aussi pointée dans le voisinage du sommet 12.
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Figure 3.14 – Hyperarbres bidécorés.
Nous pouvons donner la définition équivalente suivante dans les cas creux et pointé en une
arête.
Définition 3.4.3. Étant donné un sommet v, il y a une arête contenant v qui est la plus proche
de l’arête pointée ou creuse de H : nous l’appelons la branche de v. Alors, un hyperarbre pointé
en une arête (et éventuellement en un sommet) bidécoré (resp. hyperarbre creux bidécoré) est
obtenu à partir d’un hyperarbre H pointé en une arête (et éventuellement en un sommet) (resp.
creux) en choisissant pour chaque sommet v de H un élément de S ′v
(
Elv
)
, où Elv est l’ensemble
des arêtes contenant v, différentes de la branche.
Exemple 3.4.4. Nous décorons un hyperarbre pointé en une arête et un sommet sur le côté
gauche de la figure 3.15 par l’espèce de cycles dans les arêtes et autour des sommets. Cet
hyperarbre est équivalent à l’hyperarbre plan représenté sur le côté droit de la figure 3.15 où les
sommets et les arêtes sont ordonnés dans la liste d’après leur place dans le plan (avec un sens
de rotation horaire). Pour tous les sommets différents de la racine, l’arête venant de la racine
vers le sommet est la branche du sommet et les autres arêtes forment une liste.
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Figure 3.15 – Hyperarbre bidécoré enraciné.
3.4.2 Relations entre espèces
Principe de dissymétrie
Nous utilisons le principe de dissymétrie de la proposition 3.1.6. Comme la décoration autour
des sommets est définie de la même manière pour tous les types d’hyperarbres, le principe de
dissymétrie est encore valide pour les hyperarbres bidécorés.
Proposition 3.4.5 (Principe de dissymétrie pour les hyperarbres bidécorés). Étant données
deux espèces Se et Sv, la relation suivante est vérifiée :
(3.23) HSe,Sv +HpaSe,Sv = H
Ap
Se,Sv +HaSe,Sv .
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Équations fonctionnelles
Les espèces précédentes sont liées par la proposition suivante.
Proposition 3.4.6. Considérons l’espèce Se, telle que Se (∅) = Se ({1}) = ∅, et l’espèce Sv, telle
que Sv (∅) = ∅ et |Sv ({1})| = 1. Les espèces HSe,Sv , HApSe,Sv , H
Bp
Se,Sv , HaSe,Sv , H
pa
Se,Sv et HcSe,Sv
satisfont :
tHApSe,Sv = X +X ·
(
Sv ◦ tHcSe,Sv
)
,(3.24)
tHBpSe,Sv = X +X ·
((S ′v − 1) ◦ tHcSe,Sv) ,(3.25)
HcSe,Sv = S ′e ◦ tHBpSe,Sv ,(3.26)
HaSe,Sv = Se ◦ tHBpSe,Sv ,(3.27)
HpaSe,Sv = HcSe,Sv · tH
Bp
Se,Sv .(3.28)
Démonstration. – Le cas d’un hyperarbre à un seul sommet est trivial. Pour des hyperarbres
plus gros, nous séparons l’étiquette de la racine : elle correspond à l’espèce singleton
X. Il reste alors un hyperarbre avec un creux à la place de la racine, contenu dans au
moins une arête. Par définition d’un hyperarbre bidécoré, ces arêtes sont munies d’une
Sv-structure. Nous obtenons un ensemble muni d’une Sv-structure d’hyperarbres creux
aux arêtes décorées par Se et aux sommets décorés par Sv.
– Ce cas ne diffère du cas précédent que par la structure autour de la racine, qui est une
S ′v-structure et non une Sv-structure comme dans le cas précédent.
– La troisième relation est obtenue en pointant les sommets de l’arête creuse, puis brisant
cette arête : nous obtenons une forêt non vide d’hyperarbres enracinés décorés. L’ensemble
des racines est une S ′e-structure et induit cette structure sur l’ensemble des hyperarbres :
nous obtenons une S ′e-structure dans laquelle tous les éléments sont des hyperarbres enra-
cinés décorés. Les arêtes restantes autour de la racine sont alors munies d’une S ′v-structure
héritée de la Sv-structure initialement autour de la racine. Comme cette opération est
réversible et ne dépend pas de l’étiquetage des sommets de l’hyperarbre creux, c’est un
isomorphisme d’espèces.
– La quatrième relation est obtenue en pointant les sommets de l’arête pointée, puis en
brisant cette arête : nous obtenons une forêt non vide d’hyperarbres enracinés décorés.
L’ensemble des racines est une Se-structure et induit cette structure sur l’ensemble des
hyperarbres : nous obtenons une Se-structure dans laquelle tous les éléments sont des
hyperarbres enracinés décorés. Les arêtes restantes autour de la racine sont alors munies
d’une S ′v-structure héritée de la Sv-structure initialement autour de la racine. Comme
cette opération est réversible et ne dépend pas de l’étiquetage des sommets de l’hyperarbre
pointé en une arête, c’est un isomorphisme d’espèces.
– La dernière équation est obtenue en décorant le voisinage des sommets de part et d’autres
de l’égalité de la proposition 3.1.13.
Corollaire 3.4.7. À l’aide des équations (3.25) et (3.26) de la proposition 3.4.6, nous obtenons :
HcSe,Sv = S ′e ◦
(
X +X ·
[(S ′v − 1) ◦ tHcSe,Sv]) ,
tHBpSe,Sv = X +X ·
[(S ′v − 1) ◦ tS ′e ◦ tHBpSe,Sv] .
Remarque 3.4.8. Les hyperarbres décorés sont des cas particuliers des arborescences R-enrichies
introduites par G. Labelle dans [Lab81], avec R = S ′v ◦ S ′e.
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3.4.3 Cas particuliers d’hyperarbres bidécorés et lien avec le poset des hy-
perarbres
Dans le chapitre 2, nous avons relié le caractère de l’action du groupe symétrique sur l’homo-
logie de Whitney du poset des hyperarbres avec une série formelle HAL définie par F. Chapoton
dans l’article [Cha07]. Nous donnons maintenant une interprétation combinatoire de HAL en
termes d’hyperarbres bidécorés. Comme ces séries ont été inspirées par celles des hyperarbres
cycliques, nous étudions d’abord le lien entre les hyperarbres cycliques et les hyperarbres bidé-
corés.
Hyperarbres cycliques
Dans l’article [Cha07], les hyperarbres cycliques sont définis comme des hyperarbres avec,
pour chaque sommet v, un ordre cyclique sur les arêtes contenant v. L’espèce associée est notée
HAC. Cette définition correspond à celle des hyperarbres bidécorés obtenus en prenant l’espèce
des ensembles d’au moins deux éléments Comm−X pour Se et l’espèce des cycles Cycle pour
Sv.
Comme pour les hyperarbres usuels, nous considérerons des hyperarbres cycliques enracinés,
pointés en une arête et pointés en une arête et un sommet, dont les espèces associées sont
respectivement notées HACp, HACa et HACpa. Avec ces définitions, HACa et HaComm,Cycle, et
aussi HACpa et HpaComm,Cycle sont isomorphes parce que dans ces définitions, le pointage et la
décoration commutent. Comparons les relations pour trouver d’autres liens entre les différents
types d’hyperarbres.
D’une part, les espèces définies par F. Chapoton vérifient les relations suivantes :
HACpa = t−1X · (Assoc ◦tYC) ,
avec YC définie par :
YC = Comm ◦ (X + tHACpa) ,
HACa = (Comm−X) ◦ (X + tHACpa) ,
HACp = t−1X Cycle ◦tYC,
HAC = HACa + HACp−HACpa .
Alors que, d’autre part, les hyperarbres bidécorés vérifient :
tHApComm,Cycle = X +X ·
(
Cycle ◦tHcComm,Cycle
)
,
tHBpComm,Cycle = X +X ·
(
Assoc ◦tHcComm,Cycle
)
,
HcComm,Cycle = Comm ◦tHBpComm,Cycle,
HaComm,Cycle = (Comm−X) ◦ tHBpComm,Cycle,
HpaComm,Cycle = HcComm,Cycle · tHBpComm,Cycle,
HComm,Cycle = HApComm,Cycle +HaComm,Cycle −HpaComm,Cycle.
En comparant ces équations, nous obtenons les relations suivantes :
HACa = HaComm,Cycle,
X + tHACpa = tHBpComm,Cycle,
YC = HcComm,Cycle,
HACpa = HpaComm,Cycle,
HACp = t−1X +HApComm,Cycle.
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Étudions maintenant le cas des séries HAL.
Le poset des hyperarbres
Les séries HAL, HALp, HALa et HALpa définies dans [Cha07] satisfont les relations suivantes,
qui les caractérisent :
tHALpa = p1 × Σ Assoc ◦tComm ◦ (p1 + (−t) HALpa) ,
tHALp = p1 × Σ Lie ◦tComm ◦ (p1 + (−t) HALpa) ,
HALa = (Comm−p1) ◦ (p1 + (−t) HALpa) ,
HAL = HALa + HALp−HALpa .
Nous relions ces séries aux séries indicatrices de cycles d’hyperarbres bidécorés obtenues en
considérant l’espèce des ensembles d’au moins deux éléments Comm−X pour Se et l’espèce Σ Lie
pour Sv. Pour ce choix de décorations, les séries indicatrices de cycles d’hyperarbres bidécorés
satisfont :
tHApComm,Σ Lie = X +X · Σ Lie ◦tComm ◦tHBpComm,Σ Lie,
tHBpComm,Σ Lie = X +X · (−Σ Assoc) ◦ tComm ◦tHBpComm,Σ Lie,
HaComm,Σ Lie = (Comm−X) ◦ tHBpComm,Σ Lie,
HpaComm,Σ Lie =
(
Comm ◦tHBpComm,Σ Lie
)
· tHBpComm,Σ Lie,
HComm,Σ Lie = HApComm,Σ Lie +HaComm,Σ Lie −HpaComm,Σ Lie.
En comparant ces équations, nous obtenons les relations suivantes :
p1 + (−t) HALpa = tHBpComm,Σ Lie,
HALa = HaComm,Σ Lie,
HALpa = HpaComm,Σ Lie,
HALp = t−1p1 +HApComm,Σ Lie,
HAL = t−1p1 +HComm,Σ Lie.
Ainsi, le caractère de l’action du groupe symétrique sur l’homologie de Whitney du poset
des hyperarbres est identique au caractère pour l’action du groupe symétrique sur l’ensemble
des hyperarbres dont les sommets sont décorés par Σ Lie.
3.5 Perspectives
3.5.1 Composition dans les hyperarbres décorés
L’ensemble des partitions décorées par une opérade est munie d’une structure naturelle de
poset, héritée de la composition de l’opérade (cf. [Val07]). Étant données deux arêtes a1 et a2,
possédant un sommet commun et décorées par une espèce P, serait-il possible de définir une
composition permettant de déterminer une décoration cohérente par P de l’arête a1∪a2, comme
c’est la cas pour P = Perm et P = Comm ? Cette composition permettrait notamment de définir
des posets d’hyperarbres décorés par des espèces.
CHAPITRE 4
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En 1994, W. Schmitt a introduit dans son article [Sch94] la notion d’algèbre de Hopf d’inci-
dence HF associée à une famille donnée F de posets satisfaisant certaines conditions de clôture.
Utilisant la structure d’algèbre de Hopf de HF , il est possible de définir une convolution sur les
caractères de cette algèbre. Les nombres de Möbius des posets de la famille F peuvent alors être
calculés en utilisant les caractères sur l’algèbre de Hopf d’incidence.
Cependant, les algèbres de Hopf d’incidence de W. Schmitt ne sont définies que pour des
posets bornés. Nous introduisons dans cette partie une méthode pour calculer certains caractères
d’autres types de posets, appelés posets en triangle et en diamant. Les posets en diamant sont
des posets bornés alors que les posets en triangle ont un minimum mais n’ont pas de maximum.
Si nous considérons la famille héréditaire engendrée par les posets en diamant et les posets
en triangle augmentés, c’est-à-dire les posets en triangle auquel on ajoute un maximum, il est
possible de construire l’algèbre de Hopf d’incidence associée H. Le coproduit de la bigèbre B
engendrée par les classes d’isomorphismes de la famille héréditaire associée aux posets en triangle
et en diamant peut être relié au coproduit de l’algèbre de Hopf d’incidence H : cette relation
nous permet d’identifier le calcul de certaines applications de la bigèbre B à valeurs dans Q avec
la convolution des caractères sur l’algèbre de Hopf d’incidence H. L’avantage de cette méthode
est d’alléger et de simplifier les calculs de caractères.
Nous appliquons ensuite cette méthode aux posets des hyperarbres. Pour ce faire, nous
prouvons dans la troisième partie de ce chapitre le critère suivant sur αi et pij pour l’existence
d’un hyperarbre avec αi sommets de valence i et pij arêtes de taille j :
(4.1)
k∑
i=1
iαi =
l∑
j=2
jpij =
k∑
i=1
αi +
l∑
j=2
pij − 1.
Ce critère permet alors de calculer le coproduit dans la bigèbre BHT associée aux posets des
hyperarbres hn et aux posets des partitions pn. Le coproduit est donné par la formule suivante :
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Théorème. Soit P(n), l’ensemble des uplets α = (α1, . . . , αk) et pi = (pi2, . . . , pil) satisfaisant
les équations (4.1). Le coproduit de hn dans BHT est donné par :
∆(hn) =
1
n
∑
(α,pi)∈P(n)
n!× k!× n!∏
j≥2(j − 1)!pijpij !
∏
i≥1(i− 1)!αiαi!
k∏
i=2
pαii ⊗
l∏
j=2
h
pij
j ,
avec k = ∑j≥2 pij − 1.
Cette formule est liée au nombre d’hyperarbres de valences et tailles des arêtes fixées, qui a
aussi été déterminé par M. Bousquet-Mélou et G. Chapuy dans [BMC12] (voir aussi [Sta01]), en
terme d’arbres bicolorés, et par R. Bacher dans [Bac11] en termes d’hyperarbres. La première
étape de ce calcul est de montrer qu’il se réduit au calcul du nombre de façons de construire un
hyperarbre à partir d’une pi-partition crochue. Nous montrons ensuite à l’aide d’un codage de
Prüfer que cette construction est codée par des mots. Finalement, nous comptons ces mots.
Le nombre de Möbius du poset de hyperarbres sur n sommets a été calculé par J. Mc-
Cammond et J. Meier en 2004 dans l’article [MM04]. F. Chapoton a calculé son polynôme
caractéristique dans [Cha07] et a conjecturé l’action du groupe symétrique sur l’homologie du
poset des hyperarbres, qui a été prouvée dans [Oge13a]. Nous donnons une nouvelle démonstra-
tion du calcul des nombres de Möbius des posets des hyperarbres. Ce calcul donne la proposition
suivante.
Proposition. L’égalité suivante, reliant le nombre d’arbres sur n− 1 sommets au nombre d’hy-
perarbres sur n sommets, avec valence α et taille des arêtes pi, est vérifiée :
(n− 1)n−2 =
∑
(α,pi)∈P(n)
(−1)iαi−1
n
× n!∏
j≥2(j − 1)!pijpij !
× k!× n!∏
i≥1 αi!
,
où P(n) est l’ensemble des couples d’uplets (α = (α1, . . . , αk), pi = (pi2, . . . , pil)) satisfaisant les
équations (4.1).
4.1 Généralités sur les algèbres de Hopf d’incidence
Nous introduisons dans cette section des notions concernant les algèbres de Hopf d’incidence,
qui seront nécessaires par la suite.
Toutes les définitions rappelées ici sont issues de l’article de W. Schmitt [Sch94].
Une famille de posets P est close par intervalles, si elle est non vide et si, pour tout P ∈ P
et x ≤ y ∈ P , l’intervalle [x, y] appartient à P. Une relation d’équivalence ∼ sur une famille
close par intervalles P est dite compatible avec l’ordre si pour toute relation P ∼ Q, il existe
une bijection φ : P → Q telle que [0P , x] ∼ [0Q, φ(x)] et [x, 1P ] ∼ [φ(x), 1Q], pour tout x ∈ P.
L’isomorphisme de posets est un exemple de relations compatibles avec l’ordre : c’est la relation
compatible avec ordre qui sera utilisée dans ce chapitre.
Étant donné K un anneau unitaire commutatif, et ∼ une relation compatible avec l’ordre sur
une famille close par intervalles P, nous considérons l’ensemble quotient P/ ∼ et nous notons
[P ] la classe d’équivalence par ∼ du poset P ∈ P. Nous définissons une cogèbre C(P) comme
suit.
Proposition 4.1.1. [Sch94, Theorem 3.1] Notons C(P) le K-module libre engendré par P/ ∼.
Nous définissons les applications linéaires ∆ : C(P)→ C(P)⊗ C(P) et  : C(P)→ K par :
∆[P ] =
∑
x∈P
[0P , x]⊗ [x, 1P ]
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et
[P ] = δ|P |,1,
où δi,j est le symbole de Kronecker. Alors, C(P) est une cogèbre ayant une comultiplication ∆
et une counité .
Le produit direct de posets P1 et P2 est le produit cartésien d’ensembles P1×P2 partiellement
ordonné par la relation (x1, x2) ≤ (y1, y2) si et seulement si xi ≤ yi dans Pi, pour i = 1, 2. Une
famille héréditaire est une famille close par intervalles qui est aussi close par produit direct.
Considérons ∼ une relation compatible avec l’ordre de P qui soit aussi une congruence de semi-
groupe, c’est-à-dire telle que si P ∼ Q dans P, alors P ×R ∼ Q×R et R×P ∼ R×Q, pour tout
R ∈ P. Cette relation est réduite si, quand |R| = 1, on a P × R ∼ R × P ∼ P . Ces hypothèses
garantissent la bonne définition du produit sur le quotient. Une relation compatible avec l’ordre
sur une famille héréditaire P qui est aussi une congruence réduite est appelée relation de Hopf
sur P. L’isomorphisme entre posets est une relation de Hopf.
Proposition 4.1.2 ([Sch87]). Soit ∼ une relation de Hopf sur une famille héréditaire P. Alors
H(P) = (C(P),×,∆, ), muni d’un antipode S est une algèbre de Hopf sur K.
Nous ne détaillons pas ici l’antipode S et renvoyons à [Sch87] pour une description plus
fournie.
Exemple 4.1.3. L’algèbre de Hopf d’incidence engendrée par la famille des posets des sous-
ensembles de J1, nK est l’algèbre des polynômes K[x], munie du coproduit suivant :
∆(xn) =
n∑
k=0
(
n
k
)
xk ⊗ xn−k.
Nous considérerons ici le cas du corps K = Q.
L’ensemble des morphismes d’algèbres, appelés caractères, entre H(P) et Q peut être muni
d’une structure de groupe. Étant donnés deux caractères φ et ψ, la convolution de φ et ψ est
définie sur tout élément P de H(P) par :
φ ∗ ψ(P ) =
∑
φ(P(1))ψ(P(2)),
où le coproduit est noté suivant la convention de Sweedler ∆(P ) = ∑P(1) ⊗ P(2). L’unité de ce
groupe est la counité de l’algèbre de Hopf H(P).
4.2 Algèbre de Hopf d’incidence des posets en triangle et en
diamant
Nous établissons dans cette section le lien entre l’algèbre de Hopf d’incidence de posets dits
en triangle et en diamant et une bigèbre plus petite que nous construisons.
4.2.1 Présentation des posets en triangle et en diamant et de leurs algèbres
de Hopf d’incidence
Considérons une famille F0 de posets {(di)i≥1, (tj)j≥3}, tels que d1 soit le poset trivial, di
soit un intervalle pour tout i ≥ 2 et tj soit un poset avec un minimum mais aucun maximum.
Les posets (di)i≥1 sont appelés posets en diamant et les posets (tj)j≥2 sont appelés posets en
triangle. Nous notons t̂j les posets en triangle augmentés, bornés par l’addition d’un maximum
1̂. Nous supposons de plus que :
– tout intervalle fermé d’un poset en diamant peut s’écrire comme un produit de posets en
diamant, (Propriété de décomposition 1)
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– tout intervalle fermé d’un poset en triangle peut s’écrire comme un produit de posets en
diamant, (Propriété de décomposition 2 a)
– tout intervalle semi-ouvert [t, 1̂) d’un poset en triangle augmenté t̂j peut s’écrire comme
un produit de posets en triangle. (Propriété de décomposition 2 b)
Nous notons F1 la famille héréditaire engendrée par F0 : du fait des propriétés de décompo-
sition énoncées plus haut, cette famille est constituée des produits directs de posets en triangle
et en diamant. Comme les posets en diamant et en triangle possèdent tous un minimum, tous
les posets de F1 possèdent un minimum, certains étant des intervalles et d’autres non.
Pour appliquer le procédé de construction de W. Schmitt, nous considérons maintenant la
famille héréditaire F2 engendrée par les éléments de la famille F1, augmentés d’un maximum
quand ils n’en possèdent pas déjà : F2 est alors une famille héréditaire d’intervalles. Nous appli-
quons maintenant la construction de W. Schmitt à cette famille en considérant l’isomorphisme
entre posets comme relation réduite compatible avec l’ordre pour obtenir une algèbre de Hopf
d’incidence H,O. Nous allons montrer que, sous certaines hypothèses, le calcul de certains ca-
ractères sur H,O peut se réduire à des calculs sur une bigèbre plus petite. En effet, l’algèbre de
Hopf d’incidence H,O est librement engendrée en tant qu’algèbre par les posets en diamant et
les posets en triangle augmentés d’un maximum, ainsi que par les produits de posets en diamant
et triangle augmentés d’un maximum. La bigèbre considérée ne sera elle librement engendrée
en tant qu’algèbre que par les posets en diamant et les posets en triangle. Le coproduit dans la
bigèbre sera ainsi plus simple, car il fera intervenir moins de termes.
4.2.2 Une bigèbre plus petite construite sur les posets en diamant et en
triangle
La famille F1 est close par produits directs et par intervalles, c’est-à-dire que tout intervalle
fermé d’un poset de la famille appartient à cette famille. Nous construisons une bigèbre (non
co-unitaire) depuis cette famille en employant la méthode que W. Schmitt utilise pour construire
une algèbre de Hopf d’incidence à partir d’une famille héréditaire de posets.
Considérons l’isomorphisme de posets comme relation de Hopf ∼, l’ensemble F˜1 = F1/ ∼ est
un monoïde, dont le produit est induit par le produit direct entre posets et dont l’élément neutre
1 correspond à la classe de l’intervalle à un élément. Notons V (F1) le K-module libre engendré
par F˜1. La structure de monoïde sur F˜1 induit une structure d’algèbre sur V (F1), isomorphe
à l’algèbre monoïdale de F˜1 sur K. Comme F1 est l’ensemble des monômes sur les posets en
triangle et en diamant de F0, l’algèbre V (F1) est engendrée par les classes d’isomorphismes des
posets en triangle et en diamant de F0. Tous les éléments de F1 possèdent un minimum : nous
pouvons alors munir l’algèbre V (F1) du coproduit suivant défini sur chaque classe d de posets
bornés et chaque classe t de posets non bornés possédant un minimum par :
∆(d) =
∑
x∈d
[0̂d, x]⊗ [x, 1̂d],
et
∆(t) =
∑
x∈t
[0̂t, x]⊗ [x, 1̂t̂).
Ce coproduit est bien défini car l’intervalle semi-ouvert [x, 1̂
t̂
) appartient à V (F1) d’après
la propriété de décomposition 2.b. C’est de plus un morphisme d’algèbres puisqu’un intervalle
d’un produit de posets peut s’écrire comme un produit d’intervalles.
Remarquons que les posets en diamant sont des intervalles alors que les posets en triangle ne
le sont pas : ces deux types de posets n’appartiennent donc pas à la même classe d’isomorphismes.
Nous notons B,O la bigèbre obtenue.
La sous-algèbre D engendrée par les posets en diamant est aussi une sous-cogèbre d’après
la propriété de décomposition 1 : c’est donc une sous-bigèbre de l’algèbre de Hopf d’incidence
4.2 Algèbre de Hopf d’incidence des posets en triangle et en diamant 89
des posets en triangle et en diamant. D’après la propriété de décomposition 2.a, la sous-algèbre
TO de B,O engendrée par les posets en triangle est un comodule à droite sur D. Grâce à la
définition du coproduit et à la structure de produit direct sur les posets, le coproduit sur TO
reste un morphisme d’algèbres.
•
•
Figure 4.1 – Intervalles dans les posets en diamant et triangle : tous sont des produits de posets
en diamant, sauf l’intervalle semi-ouvert en haut des posets en triangle, qui est produit de posets
en triangle.
Nous montrons que le calcul de certains caractères sur l’algèbre de Hopf d’incidence H,O
peut se réduire à des calculs sur la bigèbre B,O.
4.2.3 Résultats sur le calcul de certains caractères sur l’algèbre de Hopf
d’incidence des posets en triangle et en diamant
Nous définissons l’application linéaire suivante :
λ : B,O → H,O
qui envoie la classe d’isomorphisme cdi d’un poset en diamant di de B,O sur la classe d’isomor-
phisme cdi de di dans H,O et qui envoie la classe d’isomorphisme ctj d’un poset en triangle tj
dans B,O sur la classe d’isomorphisme ct̂j du poset en triangle augmenté t̂j dans H,O.
Cette application linéaire est bien définie. En effet, si deux posets en diamant sont dans la
même classe d’isomorphisme dans B,O, alors ils sont isomorphes et ont donc aussi la même classe
d’isomorphisme dans H,O. Si deux posets en triangle ont la même classe d’isomorphisme dans
B,O, alors ils sont isomorphes et donc, les posets augmentés associés sont aussi isomorphes : ces
posets auront la même classe d’isomorphisme dans H,O.
Nous voudrions calculer certains caractères sur les classes d’isomorphismes des posets en
diamant di de F0 et des posets en triangle augmenté t̂j issus des posets en triangle tj de F0
dans H,O. Comme F0 est une sous-famille de F1, à chaque élément de F0 correspond une classe
d’isomorphisme de B,O qui est envoyée sur la classe d’isomorphisme de l’élément correspondant
dans H,O : les éléments sur lesquels nous voulons calculer les caractères appartiennent donc
bien à l’image de λ.
Nous remarquons de plus que la fibre d’une classe d’isomorphisme dans l’image de λ est
composée d’au plus une classe d’isomorphisme de posets en triangle et d’une classe d’isomor-
phisme de posets en diamant. En effet, si deux classes d’isomorphismes de posets en triangle,
ou deux classes d’isomorphismes de posets en diamant, sont envoyés par λ sur la même classe
d’isomorphisme, alors ces classes d’isomorphismes sont égales.
Considérons deux caractères α et β sur H,O tels qu’il existe deux nombres rationnels α, β
et deux applications α˜ et β˜ de B,O dans Q satisfaisant :
α(λ(cdi)) = α˜(cdi), α(λ(ctj )) = αα˜(ctj ),
et
β(λ(cdi)) = β˜(cdi), β(λ(ctj )) = ββ˜(ctj ),
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pour toute classe d’isomorphisme cdi de posets en diamant di de F0 et pour toute classe d’iso-
morphisme ctj de posets en triangle tj de F0.
Alors, la convolution de α et β peut être calculée grâce à la proposition suivante.
Proposition 4.2.1. La convolution des caractères α et β sur H,O est donnée par :
α ∗ β(λ(cdi)) =
∑
α˜(c(1)di )β˜(c
(2)
di
),
et
α ∗ β(λ(ctj )) = β
∑
α˜(c(1)tj )β˜(c
(2)
tj ) + αα˜(ctj ),
où ∆(cdi) =
∑
c
(1)
di
⊗ c(2)di et ∆(ctj ) =
∑
c
(1)
tj ⊗ c
(2)
tj dans B,O.
Cette proposition permet de ramener les calculs de caractères sur H,O à des calculs de
caractères sur B,O, engendrée par moins d’éléments.
Démonstration. La classe d’isomorphisme λ(cdi) est la classe d’isomorphisme d’un poset en
diamant di dans H,O par définition de λ. De plus, le coproduit de λ(cdi) dans H,O et de cdi
dans B,O sont identiques, par définition du coproduit. Comme α et α˜ d’une part et β et β˜
d’autre part coïncident sur λ(cdi) et cdi respectivement, nous obtenons la première égalité.
Pour obtenir la deuxième égalité, remarquons que la classe d’isomorphisme λ(ctj ) correspond
à la classe d’isomorphisme d’un poset en triangle augmenté t̂j par définition de λ. Ainsi, le
coproduit de λ(ctj ) sur H,O possède un terme de plus que le coproduit de ctj sur B,O, dû au
fait que le poset t̂j a un élément de plus que le poset tj (son maximum). Ce terme supplémentaire
est λ(ctj ) ⊗ 1. Tous les autres termes de chacun des coproduits peuvent être liés en associant
λ(ctj ) à l’unique classe d’isomorphisme de posets en triangle dans sa fibre ctj . De plus, les
posets dans la partie gauche du coproduit de λ(ctj ) sont en diamant, excepté pour le terme qui
n’appartient pas au coproduit de ctj . Comme α et α˜ coïncident sur les posets en diamant, nous
obtenons comme voulu :
α ∗ β(λ(ctj )) =
∑
α˜(c(1)tj )ββ˜(c
(2)
tj ) + αα˜(ctj ).
Remarquons que les hypothèses sur α et β sont identiques : le théorème précédent donne
donc aussi la formule pour β ∗ α.
Nous utiliserons ce résultat dans la section 4.3.3 pour calculer certains caractères sur les
posets des hyperarbres.
4.3 Algèbre de Hopf d’incidence des posets des hyperarbres et
des partitions
Nous appliquons la section précédente au cas des posets des hyperarbres et des partitions.
Nous travaillerons maintenant avec K = Q.
4.3.1 Algèbre de Hopf d’incidence des posets d’hyperarbres
Nous étudions maintenant l’algèbre de Hopf d’incidence de la famille des posets d’hyper-
arbres. La notion d’hyperarbre et de poset des hyperarbres est rappelée dans la section 1.3.
Certains intervalles dans les posets d’hyperarbres se décomposent en produit d’un autre type
de poset : les posets de partitions. Le poset des partitions (de V ) est un poset sur l’ensemble
des partitions d’un ensemble V . Une partition pi1 est plus petite qu’une partition pi2 si chaque
part de pi1 est l’union de parts de pi2. Le poset des partitions sur n sommets Πn est basé sur
l’ensemble des partitions d’un ensemble de cardinal n.
Nous avons besoin du résultat suivant de J. McCammond et J. Meier sur les intervalles dans
le poset des hyperarbres sur n sommets.
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{1}{2}{3}{4}
{1, 2}{3}{4} {1, 3}{2}{4} {1}{2, 3}{4} {1, 4}{2}{3} {1}{2, 4}{3} {1}{2}{3, 4}
{1, 2, 3}{4} {1, 2, 4}{3} {1, 2}{3, 4} {1, 3}{2, 4} {1, 3, 4}{2} {1, 4}{2, 3} {1}{2, 3, 4}
{1, 2, 3, 4}
Figure 4.2 – Le poset Π4
Lemme 4.3.1 (Lemma 2.5,[MM04]). Soit τ un hyperarbre sur n sommets. Dans le poset ĤTn,
1. l’intervalle [0̂, τ ] est un produit direct de posets de partitions, avec un facteur Πj pour
chaque sommet de τ de valence j ;
2. l’intervalle semi-ouvert [τ, 1̂) est un produit direct de posets d’hyperarbres, avec un facteur
HTj pour chaque arête de τ de taille j.
Considérons l’algèbre de Hopf d’incidenceH
ĤT
= (H
ĤT
,×, , η,∆, S) obtenue par la construc-
tion de la partie 4.2.1 en considérant l’ensemble des posets des partitions (pi)i≥1 comme ensemble
de posets en diamant et l’ensemble des posets des hyperarbres (hn)n≥3, où hn est la notation
abrégée pour HTn, comme ensemble de posets en triangle. En effet, p1, le poset des partitions
sur un élément et le poset des hyperarbres sur deux éléments HT2 sont isomorphes au poset
trivial, les posets des partitions sont des intervalles et les posets d’hyperarbres possèdent un
minimum mais aucun maximum. De plus, c’est un résultat classique que tout intervalle du poset
des partitions d’un ensemble est isomorphe à un produit de posets des partitions. Ceci combiné
avec le lemme 4.3.1 implique que cette famille vérifie les propriétés de décomposition et donc
tous les pré-requis de la partie 4.2.1. Nous noterons ĥn les posets d’hyperarbres augmentés ĤTn.
Considérons H∗
ĤT
, le groupe des caractères χ : H
ĤT
→ Q. Notre but est de calculer les
nombres de Möbius des posets des hyperarbres augmentés en utilisant les techniques classiques de
caractères. Une bonne référence pour ce genre de calcul de caractères, et de nombres de Möbius,
pour les posets de partitions est l’article [Spe97] de R. Speicher. Pour calculer le caractère qui
associe à chaque poset de H
ĤT
son nombre de Möbius, nous utilisons la proposition 4.2.1.
Nous notons BHT la bigèbre définie dans la partie 4.2.2. Grâce au lemme 4.3.1(2), nous
obtenons que cette bigèbre n’est pas seulement engendrée comme algèbre par les classes d’iso-
morphismes des posets de partitions et des intervalles [τ, 1̂), pour tout hyperarbre τ , mais aussi
par un ensemble plus petit : les classes d’isomorphismes des posets de partitions pn et des posets
d’hyperarbres hn. De plus, ces posets sont gradués : deux posets de partitions pn et pm (resp.
d’hyperarbres hn et hm) sont isomorphes si et seulement si n = m. Comme les pi et hj sont
deux à deux dans des classes d’isomorphismes disjointes et que nous nous concentrerons sur ces
classes, nous utiliserons les mêmes notations pour les classes d’isomorphismes de posets et pour
les posets eux-mêmes.
Ainsi, la convolution des caractères α et β sur H
ĤT
peut être calculée en utilisant la bigèbre
BHT .
Proposition 4.3.2. La convolution de caractères α et β sur H
ĤT
peut être calculée en utilisant
les applications α˜ et β˜ de BHT dans Q, si elles existent et satisfont les équations suivantes, pour
tout i ≥ 1 et n ≥ 3 :
α(pi) = α˜(pi), α(ĥn) = αα˜(hn),
β(pi) = β˜(pi), β(ĥn) = ββ˜(hn),
avec α, β ∈ Q.
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Ce calcul est donné par :
α ∗ β(pi) =
∑
α˜(p(1)i )β˜(p
(2)
i ),
et
α ∗ β(ĥj) = β
∑
α˜(h(1)j )β˜(h
(2)
j ) + αα˜(hj),
où ∆(pi) =
∑
p
(1)
i ⊗ p(2)i et ∆(hj) =
∑
h
(1)
j ⊗ h(2)j dans BHT .
Démonstration. C’est un corollaire de la proposition 4.2.1 appliqué à pi et hj .
Exemple 4.3.3. Nous considérons le poset ĤT3 représenté sur la figure 4.3.
1̂
1
2
3
1
2
3 1
2
3 1
2
3
Figure 4.3 – Le poset ĤT3
Le calcul du coproduit donne :
∆(ĥ3) = 1⊗ ĥ3 + 3 p2 ⊗ ĥ2 + ĥ3 ⊗ 1, dans HĤT ,
∆(h3) = 1⊗ h3 + 3 p2 ⊗ h2, dans BHT .
Nous exprimons de manière explicite le coproduit dans la section suivante.
4.3.2 Calcul du coproduit
Nous calculons maintenant le coproduit ∆ dans l’algèbre BHT . Nous notons p1 = 1 l’élément
neutre de BHT pour le produit, c’est-à-dire le poset trivial.
Le coproduit des classes d’isomorphismes des posets de partitions pn est déjà connu. Son
expression est rappelée par exemple dans l’article de W. Schmitt [Sch94].
Proposition 4.3.4. [Sch94, Example 14.1] : Le coproduit sur les classes d’isomorphismes des
posets de partitions est donné par :
∆
(
pn
n!
)
=
n∑
k=1
∑
(j1,...,jn)∈N∑n
i=1 ji=k,
∑n
i=1 iji=n
(
k
j1, . . . , jn
)
n∏
i=1
(
pi
i!
)ji
⊗ pk
k! ,
où p1 est le poset trivial.
Nous calculons maintenant le coproduit de hn. D’après la structure des posets des hyperarbres
et le lemme 4.3.1, la partie gauche du coproduit d’une classe d’isomorphismes de posets des
hyperarbres hn est le produit de classes d’isomorphismes de posets de partitions et la partie
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droite est un produit de classes d’isomorphismes de posets des hyperarbres hk. Nous commençons
par établir un critère pour décrire les produits tensoriels apparaissant dans le coproduit de hn.
Nous écrivons le coproduit comme suit :
(4.2) ∆(hn) =
∑
(α,pi)∈Pn
cnα,pipα ⊗ hpi,
où Pn est l’ensemble des couples (α, pi) tels que cnα,pi ne soit pas nul, et pour tout α = (α1, α2, . . . , αk)
et pi = (pi2, pi3, . . . , pil), pα = pα11 p
α2
2 . . . p
αk
k et hpi = h
pi2
2 h
pi3
3 . . . h
pil
l . Le coefficient cnα,pi correspond
au nombre d’hyperarbres dans HTn avec αi sommets de valence i et pij arêtes de taille j, pour
tout i ≥ 1 et j ≥ 2.
Nous donnons maintenant une caractérisation de l’ensemble Pn. Nous considérons les hyper-
arbres comme des arbres bipartis étiquetés par J1, nK, comme dans [MM96]. Un arbre biparti
étiqueté par J1, nK est un arbre T muni d’une injection de J1, nK dans l’ensemble de ses sommets
tel que l’image de J1, nK contienne tous les sommets de valence 1 et tel que pour toute arête
dans T exactement une de ses extrémités appartienne à l’image de J1, nK. Les sommets étiquetés
d’un arbre biparti correspondent aux sommets de l’hyperarbre associé et les autres sommets
correspondent aux arêtes de l’hyperarbre. Nous notons αi le nombre de sommets étiquetés de
valence i et pij le nombre de sommets non étiquetés de valence j (ou, de manière équivalente, le
nombre d’arêtes de taille j dans l’hyperarbre). Un hyperarbre et son arbre biparti associé sont
représentés sur la figure 4.4. Pour cet exemple, nous avons pi2 = pi3 = pi4 = 1, α1 = 5 et α2 = 2.
Nous voulons déterminer une condition nécessaire et suffisante sur (α1, . . . , αk) et (pi2, . . . , pil)
pour qu’il existe un hyperarbre avec αi sommets de valence i et pij arêtes de taille j, pour tout
i ≥ 1 et j ≥ 2.
4
1 2
3 5
6 7
• • •
4
1 2
3 5
6 7
Figure 4.4 – Hyperarbre et arbre biparti associé.
Nous obtenons alors le critère suivant de non-annulation de cnα,pi, exprimé en terme d’hyper-
arbres.
Proposition 4.3.5. Étant donnés deux uplets α = (α1, . . . , αk) et pi = (pi2, . . . , pil), et n =∑k
i=1 αi, il existe un hyperarbre avec αi sommets de valence i et pij arêtes de taille j si et
seulement si :
(4.3)
k∑
i=1
iαi =
l∑
j=2
jpij =
k∑
i=1
αi +
l∑
j=2
pij − 1.
Nous retardons la démonstration de la proposition pour l’illustrer à l’aide de l’exemple sui-
vant.
Exemple 4.3.6. Pour n = 4, la deuxième équation de (4.3) implique ∑lj=2 pij ≤ 3, i.e.∑k
i=1 iαi ≤ 6. Les α possibles sont :
– α = (4), alors nous obtenons la condition ∑lj=2 pij = 1 donc le seul pi possible est pi =
(0, 0, 1). La forme d’hyperarbre correspondante est : ∗
∗
∗
∗
.
– α = (3, 1), alors nous obtenons la condition ∑lj=2 pij = 2 donc le seul pi possible est
pi = (1, 1). La forme d’hyperarbre correspondante est : ∗
∗
∗ ∗ .
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– α = (2, 2), alors nous obtenons la condition∑lj=2 pij = 3 donc le seul pi possible est pi = (3).
La forme d’hyperarbre correspondante est : ∗∗ ∗∗ .
– α = (3, 0, 1), alors nous obtenons la condition ∑lj=2 pij = 3 donc le seul pi possible est
pi = (3). La forme d’hyperarbre correspondante est : ∗∗
∗
∗ .
Démonstration de la proposition 4.3.5. Supposons qu’il existe un tel hyperarbre. Tout sommet
a une valence fixée donc, en comptant les sommets, nous obtenons l’équation :
k∑
i=1
αi = n.
Par construction, tout sommet non étiqueté est relié à un sommet étiqueté. Nous obtenons alors
l’égalité suivante en comptant les arêtes :
(4.4)
k∑
i=1
iαi =
l∑
j=2
jpij .
De plus, à chaque arbre biparti peut être associé un complexe simplicial dont la dimension des
faces n’excède pas 1. Ce complexe simplicial est connexe et sans cycle. Sa caractéristique d’Euler
est donc égale à 1 et s’exprime :
(4.5) χ = 1 =
∑
j≥2
pij −
∑
j≥2
jpij +
∑
i≥1
αi.
Une preuve plus combinatoire suggérée par N. Thiéry revient à remarquer qu’il y a une arête de
moins que de sommets dans un arbre. Ces équations sont équivalentes aux équations (4.3).
Nous pouvons aussi déduire de la seconde équation de la proposition l’expression suivante
pour pi2 en termes de pij pour j ≥ 3 :
pi2 = n− 1−
∑
j≥3
(j − 1)pij .
Montrons maintenant que cette condition est aussi suffisante. Nous considérons un ensemble
de αi sommets étiquetés, chacun muni de i demi-arêtes et pij sommets non étiquetés, chacun
muni de j demi-arêtes, avec i ≥ 1, j ≥ 2, tels que les équations (4.3) soient satisfaites. Comme
l’équation (4.4) est vérifiée, nous pouvons associer les sommets ensemble, en reliant deux-à-deux
les demi-arêtes de sommets étiquetés et non étiquetés, de manière à former un graphe biparti T
étiqueté par J1, nK, c’est-à-dire un graphe muni d’une injection de J1, nK dans l’ensemble de ses
sommets telle que l’image de J1, nK contienne tous les sommets de valence 1 et telle que, pour
toute arête de T , exactement une de ses extrémités appartienne à l’image de J1, nK.
Comme l’équation (4.5) est vérifiée, la caractéristique d’Euler du graphe vaut 1. Cette carac-
téristique est aussi égale à la différence entre le nombre de composantes connexes et le nombre
de cycles du graphe. Si le graphe est connexe, alors, il ne possède aucun cycle : c’est un arbre
et nous venons de construire l’arbre biparti voulu. L’hyperarbre associé a les valences et tailles
d’arêtes voulues.
Si le graphe n’est pas connexe, alors il y a un cycle dans l’une des composantes connexes.
Une arête dans cette composante connexe peut donc être enlevée, sans pour autant augmenter
le nombre de composantes connexes. Cette arête est entre un sommet non-étiqueté u1 et un
sommet étiqueté l1. Coupons une arête dans une autre composante connexe entre deux sommets
u2 et l2. Nous obtenons alors un graphe dans lequel chaque élément de l’ensemble {u1, l1, u2, l2}
a une demi-arête non reliée. En liant u2 avec l1 et u1 avec l2, nous obtenons un graphe biparti
satisfaisant les conditions requises, avec une composante connexe de moins. En effet, nous avons
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peut-être déconnecté la composante connexe de u2 et l2 en supprimant l’arête, mais nous recréons
un chemin entre u2 et l2 en reliant les sommets, en utilisant le chemin existant entre u1 et l1.
Comme cette opération diminue le nombre de composantes connexes, nous pouvons la répéter
jusqu’à obtenir l’hyperarbre vérifiant les conditions requises.
Nous voulons maintenant calculer le coefficient cnα,pi quand il ne s’annule pas. Nous le faisons
par une méthode bijective. Étant donné un uplet de nombres pi = (pi2, . . . , pim), nous appelons
pi-partition crochue une partition formée d’un bloc d’un sommet et de pij autres blocs avec un
crochet et j − 1 sommets, pour tout j ≥ 2.
Exemple 4.3.7. Une pi-partition crochue P , pour pi = (1, 2) :
2 1 5 4 3 6 .
Rappelons que le pétiole d’une arête dans un hyperarbre enraciné est le sommet de l’arête le
plus proche de la racine. L’assemblage des éléments d’une pi-partition crochue en un hyperarbre
enraciné peut être vu comme un assemblage de cintres et de patères, où les sommets sont des
patères et les arêtes privées de leur pétiole peuvent être vues comme des cintres (portant eux-
mêmes des patères). Chaque cintre est alors accroché à la patère correspondant au pétiole de
l’arête. Nous représentons ici l’hyperarbre T de l’exemple 4.3.9 :
2
6
1 5
4 3 .
Pour des raisons de place, nous noterons X le crochet et représenterons cette pi-partition
crochue comme suit :
P = (2) (X|1 5) (X|4 3) (X|6).
Enraciner un hyperarbre en un sommet, c’est-à-dire choisir un sommet dans cet hyperarbre,
donne l’équation suivante, en remplaçant cnα,pi par
cn•α,pi
n dans l’équation (4.2) :
∆(hn) =
1
n
∑
(α,pi)∈Pn
cn•α,pipα ⊗ hpi,
où cn•α,pi correspond au nombre d’hyperarbres enracinés dans HTn avec αi sommets de valence i
et pij arêtes de taille j, pour tout i ≥ 1 et j ≥ 2.
Fixons pi et α et notons ΠPC l’ensemble des pi-partitions crochues et Hpα,pi, l’ensemble des
hyperarbres enracinés avec αi sommets de valence i et pij arêtes de taille j. Le cardinal de
Hpα,pi est cn•α,pi. Considérons l’application ϕ : Hpα,pi → ΠPC définie en prenant pour chaque arête e
l’ensemble de tous les sommets de e, excepté le plus proche de la racine, et en ajoutant un crochet
à cet ensemble. Si nous ajoutons le singleton formé par la racine à cet ensemble d’ensembles
crochus, nous obtenons une pi-partition crochue. En effet, tous les ensembles, sauf un de cardinal
un, ont un crochet et la taille de chaque ensemble crochu est un de moins que la taille de l’arête
associée.
Étant donné P dans ΠPC, nous appelons FP la fibre ϕ−1(P ). Les fibres de deux éléments
distincts de ΠPC sont nécessairement disjointes puisque leurs images par ϕ sont différentes.
De plus, tout élément dans Hpα,pi a une image dans ΠPC par ϕ. Le coefficient cn•α,pi est alors la
96 4. Algèbre de Hopf d’incidence des posets des hyperarbres et des partitions
somme des cardinaux de ses fibres disjointes. Comme nous le verrons dans la démonstration, le
cardinal d’une fibre est indépendant de la pi-partition crochue considérée : nous le notons dnα,pi.
Nous dirons que l’on peut construire un hyperarbre H à partir d’une pi-partition crochue P si
ϕ(H) = P .
Relions maintenant les hyperarbres aux partitions crochues :
Lemme 4.3.8. Le coefficient cnα,pi est relié à dnα,pi par :
(4.6) cnα,pi =
1
n
× n!∏
j≥2(j − 1)!pijpij !
× dnα,pi.
Démonstration. Nous voulons calculer le cardinal cn•α,pi de Hpα,pi. Considérons l’action du groupe
symétrique Sn sur Hpα,pi. Par définition de l’application ϕ, qui ne dépend pas de l’étiquetage des
sommets, cette action induit une action du groupe symétrique sur l’ensemble ΠPC.
L’action du groupe symétrique Sn sur l’ensemble des partitions crochues de type pi est bien
définie, puisque elle ne change pas la taille des blocs des partitions, et transitive. Nous notons
(Oj)1≤j≤p les orbites de l’action de Sn sur l’ensemble Hpα,pi. La fibre FP a une composante fPj
dans chaque orbite Oj . Nous résumons les notations sur le diagramme suivant :
ϕ
ΠPCHpα,pi
O1O2O3
PH3 H2 H1
fP3 f
P
2 f
P
1
FP
Figure 4.5 – L’application ϕ.
Prenons un hyperarbre Hj dans chaque fPj . La formule des classes appliquée à Oj donne :
n! = |Oj | × |AutHj |,
où |AutHj | est le cardinal du groupe d’automorphisme des hyperarbres enracinés Hj .
Comme Hpα,pi =
⊔p
j=1Oj , nous obtenons la relation :
(4.7) cn•α,pi = n!×
p∑
j=1
1
|AutHj |
.
Considérons le groupe GP des permutations de J1, nK fixant P . Le nombre de tels permuta-
tions est ∏j≥2(j − 1)!pijpij !. Le groupe GP agit sur la fibre FP transitivement sur chaque fPj .
En effet, si σ ∈ Sn envoie un hyperarbre H de fPk sur un hyperarbre H ′ de fPk , alors, comme
ϕ(H) = ϕ(σ(H)) = P , σ stabilise P . Nous pouvons donc appliquer la formule des classes à fPj
qui donne :
(4.8) |fPj | × | StabGP Hj | = |GP | =
∏
j≥2
(j − 1)!pijpij !,
où StabGP Hj = {σ ∈ GP |σ(Hj) = Hj}.
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Nous montrons que StabGP Hj = AutHj . Comme GP ⊆ Sn, il en découle que StabGP Hj ⊆
AutHj . Considérons σ dans AutHj , alors ϕ(σ(Hj)) = ϕ(Hj) = P et ϕ(σ(Hj)) = σ(P ) : σ stabilise
P . Nous obtenons ainsi la relation StabGP Hj = AutHj . Combiné aux équations (4.7) et (4.8),
nous obtenons le résultat, puisque dnα,pi =
∑p
j=1 |fPj |.
Exemple 4.3.9. Nous considérons la pi-partition crochue P suivante :
P = (2) (X|1 5) (X|4 3) (X|6),
avec pi = (1, 2), où X| représente le crochet du bloc.
Pour α = (4, 2), nous pouvons construire les hyperarbres enracinés suivants (et beaucoup
d’autres) :
T = 6
1
52 4
3
et T ′ = 6
5
12 4
3
.
Nous décrivons un exemple d’action du groupe GP sur la fibre de P . Considérant T et T ′,
qui sont dans la fibre de P , la permutation (3 4) fixe T et T ′ mais la permutation (1 5) envoie
T sur T ′. Alors T et T ′ sont dans la même orbite.
L’hyperarbre T ′′ suivant n’est pas dans la même orbite que T et T ′ :
6
4
321
5
.
Nous voulons maintenant calculer le nombre dnα,pi de constructions d’un hyperarbre ayant αj
sommets de valence j à partir d’une pi-partition crochue Ppi. Ce nombre est aussi le cardinal de
la fibre ϕ−1(Ppi). Il est donné par une bijection introduite par B. Selivanov dans [Sel72] et R.
Bacher dans [Bac11], que nous rappelons ici :
Lemme 4.3.10. Étant donné un couple (α, pi) dans Pn et une pi-partition crochue Ppi, il existe
une bijection entre l’ensemble des constructions d’un hyperarbre enraciné ayant αj sommets de
valence j depuis Ppi et l’ensemble des mots sur J1, nK, de longueur ∑j≥2 pij − 1, avec ∑i≥2 αi
lettres différentes, où αi lettres apparaissent i− 1 fois, pour tout i ≥ 2.
Démonstration. Nous prouvons ce lemme en utilisant une démonstration de type code de Prüfer.
Nous voulons compter le nombre d’hyperarbres enracinés différent pouvant être construits à
partir d’une pi-partition crochue Ppi et qui ont αi sommets de valence i pour tout i ≥ 1. Étant
donné un tel hyperarbre enraciné, nous construisons récursivement une variante de code de
Prüfer.
Si l’hyperarbre n’a qu’une arête de taille n, alors, nous séparons la racine de l’arête et y
mettons un crochet à la place : nous obtenons deux blocs, l’un avec la racine et l’autre crochu de
taille n−1. Étant donnée une pi-partition crochue, nous assemblons les deux blocs de la partition
en une arête et nous obtenons un hyperarbre. Le mot associé est le mot vide, qui est de longueur
0.
Si l’hyperarbre enraciné H a plus d’une arête, nous considérons l’ensemble des feuilles de
l’hyperarbre, c’est-à-dire l’ensemble des arêtes dont tous les sommets sauf le plus proche de
la racine, appelé le pétiole, sont de valence 1. Il est possible d’ordonner l’ensemble des feuilles
suivant leur élément non partagé minimal. Le pétiole de la feuille minimale sera la première lettre
w1 du mot w associé à H. Supposons que ce sommet soit de valence v. Nous notons sm la taille
de la feuille minimale. En supprimant cette feuille et les sm − 1 sommets différents du pétiole
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présents dans cette feuille, nous obtenons un hyperarbre enraciné H ′ sur n − sm + 1 sommets
dans lequel la valence du pétiole w1 a diminué de un, le nombre de sommets de valence 1 a
diminué de sm − 1 et tous les autres sommets ont même valence qu’avant. Comme les sommets
de valence 1 n’apparaissent pas dans le mot associé à l’hyperarbre, la suppression de ces sommets
ne fera que diminuer d’un le nombre d’occurrences de w1 dans le mot associé à H ′ par rapport
au mot associé à H. Si w′ est le mot associé à H ′, nous obtenons la relation w = w1w′.
De plus, la partition crochue associée à H ′ peut être obtenue à partir de Ppi en supprimant le
bloc crochu de Ppi contenant les sommets de valence 1 dans la feuille minimale. Nous construisons
alors le mot w′ associé àH ′ : c’est un mot de longueur∑j≥2 pij−2, avec∑i≥2 αi lettres différentes,
où αi lettres apparaissent i−1 fois pour tout i /∈ {v, v−1}, αv−1 lettres apparaissent v−1 fois
et αv−1 + 1 lettres apparaissent v − 2 fois. Remarquons que le sommet w1 est de valence v − 1
dans H ′ donc il apparaît v − 2 fois dans w′. Alors, la lettre w1 apparaît v − 1 fois dans le mot
w = w1w′ et le mot w = w1w′ vérifie les conditions requises.
Réciproquement, si nous avons une pi-partition crochue et un mot w satisfaisant les conditions
requises, nous pouvons construire l’hyperarbre enraciné associé en ordonnant les blocs crochus
dont les éléments ne sont pas des lettres de w suivant leur élément minimal. Nous attachons
ensuite le bloc minimal à la dernière lettre du mot, qui est un élément d’un autre bloc et nous
supprimons cette lettre. Nous répétons ces opérations jusqu’à ce que le mot soit vide. Nous
obtenons finalement un hyperarbre enraciné et cette opération est l’inverse de la construction
ci-dessus. Ainsi, nous obtenons une bijection entre les constructions d’hyperarbres enracinés à
partir d’une partition crochue et l’ensemble des mots du lemme.
Remarque 4.3.11. Remarquons que cette démonstration est un raffinement de la démonstration
pour les arbres en boîtes 3.2.1.
Exemple 4.3.12. Considérant la partition crochue P et les hyperarbres T , T ′ et T ′′ de l’exemple 4.3.9,
les mots respectivement associés à la construction de T , T ′ et T ′′ à partir de P sont : 1 6, 5 6, et
2 6.
L’hyperarbre dont la construction depuis P est associé au mot 6 2 est :
6
1
524
3
.
Il y a 36 mots associés à la pi-partition crochue : 6 correspondant à des hyperarbres avec un
sommet de valence 3 et les autres de valence 1, et 30 correspondant à des hyperarbres avec deux
sommets de valence 2 et les autres de valence 1.
Lemme 4.3.13. Le nombre de mots de k lettres, sur un alphabet de taille n, avec αi lettres
répétées i− 1 fois est :
(4.9) dnα,pi =
k!× n!∏
i≥2(i− 1)!αiαi!
.
Démonstration. Le nombre de mots sur J1, nK, de longueur k, avec ∑i≥2 αi lettres différentes,
où αi lettres apparaissent i− 1 fois pour tout i ≥ 2 est :
k!× n!∏
i≥1(i− 1)!αiαi!
.
En effet, il y a
( n
α1,α2,...
)
façons de choisir les lettres de ces mots. L’ensemble des lettres du mot
peut être muni d’un ordre total (nous en choisissons un). Alors, si p positions dans le mot ont
déjà été choisies, nous avons
(k−p
i
)
choix de positions pour une lettre apparaissant i fois. Le
résultat vient de la combinaison de ces énumérations.
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Grâce au lemme, nous obtenons la proposition suivante.
Proposition 4.3.14. Si les uplets α = (α1, . . . ) et pi = (pi2, . . . ) satisfont les équations (4.3), le
nombre d’hyperarbres avec αi sommets de valence i et pij arêtes de taille j, avec i ≥ 1 et j ≥ 2
est donné par :
(4.10) cnα,pi =
1
n
× n!∏
j≥2(j − 1)!pijpij !
× k!× n!∏
i≥1(i− 1)!αiαi!
,
avec k = ∑j≥2 pij − 1 = ∑i≥2(i− 1)αi et n = ∑i≥1 αi = ∑j≥2(j − 1)pij + 1.
Démonstration. Cette proposition est une conséquence des lemmes 4.3.8, 4.3.10 et 4.3.13.
Cette proposition associée à l’équation (4.2) donne une formule explicite pour le coproduit.
Théorème 4.3.15. Soit P(n) l’ensemble des uplets α = (α1, . . . , αk) et pi = (pi2, . . . , pil) satis-
faisant l’équation (4.1). Le coproduit de hn dans BHT est donné par :
∆(hn) =
1
n
×
∑
(α,pi)∈P(n)
n!∏
j≥2(j − 1)!pijpij !
× k!× n!∏
i≥1(i− 1)!αiαi!
k∏
i=2
pαii ⊗
l∏
j=2
h
pij
j ,
avec k = ∑j≥2 pij − 1.
Exemple 4.3.16. Nous pouvons maintenant calculer le coproduit de quelques hn. En utilisant
les valeurs de (α, pi) pour lesquelles cnα,pi est non nul, calculées dans l’exemple 4.3.6, nous obtenons
pour h4 :
∆h4 =
1
4 ×
4!
3! ×
0!4!
4! × p
4
1 ⊗ h4 +
1
4 ×
4!
2! ×
1!4!
3! × p
3
1p2 ⊗ h2h3
+ 14 ×
4!
3! ×
2!4!
2!2! × p
2
1p
2
2 ⊗ h32 +
1
4 ×
4!
3! ×
2!4!
3!2! × p
3
1p3 ⊗ h32,
∆h4 = 1⊗ h4 + 12 p2 ⊗ h2h3 + 12 p22 ⊗ h32 + 4 p3 ⊗ h32.
En sommant les coefficients de ce coproduit, nous obtenons le nombre d’hyperarbres sur 4
sommets attendu, qui est 29.
4.3.3 Calcul du nombre de Möbius des posets des hyperarbres augmentés
Sur n’importe quelle algèbre de Hopf d’incidence H ayant pour générateurs une famille de
posets (gn)n≥1, nous définissons les caractères ζ et µ pour tout n ≥ 1 par :
ζ : gn 7→ 1
et
µ : gn 7→ µ(gn),
où µ(gn) est le nombre de Möbius du poset gn, dont la définition est rappelée en 1.2.9.
Ces caractères sont les inverses l’un de l’autre. Cela signifie que si  est la counité de H et ∗
est la convolution de caractères, nous avons :
ζ ∗ µ = µ ∗ ζ = .
En effet, ces équations viennent des définitions de la convolution et de la fonction de Möbius
d’un poset :
µ ∗ ζ([h, h]) = µ([h, h]) = 1
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et
µ ∗ ζ([h, h′]) =
∑
h≤x≤h′
µ([h, x])× 1 = µ(h, h′) +
∑
h≤x<h′
µ(h, x) = 0,
pour tout intervalle [h, h′], h < h′ dans H.
D’après la définition de la fonction de Möbius 1.2.9, µ∗ζ et ζ ∗µ s’annulent sur tout intervalle
non trivial.
Nous voulons calculer le nombre de Möbius des posets des hyperarbres augmentés. Nous
utilisons alors la proposition 4.3.2. Pour prouver que les caractères satisfont les hypothèses de
la proposition, nous avons besoin de la définition et du lemme suivants.
Définition 4.3.17. Si P est un poset fini avec un unique minimum, alors nous définissons la
fonction somme par s(P ) = ∑x∈P µ(0̂, x).
Si P̂ est le poset obtenu à partir de P en lui ajoutant un maximum 1̂, alors µ(P̂ ) = −s(P ).
Lemme 4.3.18. [MM04, Lemma 4.4] Si Pi, i ∈ [k] est une liste de posets finis ayant chacun
un minimum et Q = ∏ki=1 Pi, alors s(Q) = ∏ki=1 s(Pi).
Alors nous pouvons définir deux applications de BHT dans Q, sur tout poset borné p de BHT
et tout poset h avec un minimum mais sans maximum par :
ζ˜(p) = ζ(p) = 1, ζ˜(h) = ζ(h) = 1,
et
µ˜(p) = µ(p), µ˜(h) = s(h).
Ces applications vérifient la propriété suivante, de par leur définition et le lemme 4.3.18,
pour tout i ≥ 2 et j ≥ 3 :
ζ˜(
k∏
i=1
pi) =
k∏
i=1
ζ˜(pi), ζ˜(
l∏
j=1
hj) =
l∏
j=1
ζ˜(hj),
et
µ˜(
k∏
i=1
pi) =
k∏
i=1
µ˜(pi), µ˜(
l∏
j=1
hj) =
l∏
j=1
µ˜(hj).
Ces applications vérifient les conditions de la proposition 4.3.2, nous l’appliquons donc dans
les sections suivantes. Comme les posets des partitions et des hyperarbres ne sont pas mêlés dans
le coproduit d’un poset des hyperarbres, la convolution de µ et de ζ sera donnée par un calcul
ne faisant interférer que les valeurs de ζ˜ et µ˜ sur les posets des partitions et des hyperarbres.
La première partie de ce qui suit sera dévolue à l’équation ζ ∗ µ =  et la seconde partie sera
dévolue à l’équation µ ∗ ζ = .
Calcul à droite
Dans cette section, nous donnons une démonstration simplifiée du résultat de J. McCammond
et J. Meier du calcul des nombres de Möbius des posets des hyperarbres augmentés.
Appliquant la fonction de Möbius sur la partie droite du coproduit, nous obtenons :
ζ ∗ µ(ĥn) = 0,
pour tout n ≥ 2.
Ainsi, appliquant le calcul du coproduit du théorème 4.3.15 et le résultat de la proposi-
tion 4.3.2, nous obtenons l’égalité suivante pour n ≥ 2 :
0 = −
∑
µ˜(h(2)n ) + 1,
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où ∆(hn) =
∑
h
(1)
n ⊗ h(2)n .
Utilisant le lemme 4.3.1, la définition du coproduit sur BHT et la multiplicativité de −µ,
nous obtenons alors :
(4.11) µ(ĤTn) =
∑
h∈HTn,
h>0̂
∏
i∈ES(h)
−µ(ĤTi) + (−1)n,
où ES(h) est le multiensemble des tailles des arêtes de h.
Le calcul des premiers termes donne :
µ(ĤT2) = −1,
µ(ĤT3) = 3× (−µ(ĤT2))2 − 1 = 2,
et
µ(ĤT4) = 13× (−µ(ĤT3)) + 16× (−µ(ĤT2))3 + 1 = −26 + 16 + 1 = −9.
Pour obtenir une formule close, nous considérons les séries génératrices exponentielles d’hy-
perarbres munis d’un poids −µ(ĤTi) pour chaque arête de taille i :
T (x) = −x+
∑
n≥2
∑
h∈HTn
∏
i∈ES(h)
(
−µ(ĤTi)
) xn
n! ,
où ES(h) est le multiensemble des taille des arêtes de l’hyperarbre h. Utilisant l’équation (4.11),
nous obtenons :
T (x) = −x−
∑
n≥2
(−x)n
n! = 1− e
−x.
De plus, L. Kalikow a montré dans [Kal99] que la dérivée de T vérifie l’équation fonctionnelle
suivante.
Théorème 4.3.19 (Kalikow). La série génératrice T vérifie l’équation suivante :
xT ′(x) = x× exp(y(x)) où y(x) =
∑
j≥1
−µ(ĤTj+1)x
jT ′(x)j
j!
Nous obtenons alors :
x =
∑
j≥1
µ(ĤTj+1)
xje−jx
j! .
Ceci montre le théorème suivant de J. McCammond et J. Meier.
Théorème 4.3.20. [MM04, Theorem 5.1] Le nombre de Möbius du poset augmenté des hyper-
arbres sur n sommets est donné par :
µ(ĤTn) = (−1)n−1(n− 1)n−2.
Comme l’homologie d’un poset des hyperarbres augmenté est concentrée en degré maximal,
ce nombre de Möbius est aussi, au signe près, la dimension de l’unique groupe d’homologie non
trivial du poset. L’action du groupe symétrique sur cette homologie a été calculée dans l’article
[Oge13b] et au chapitre 2.
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Calcul à gauche
Appliquant la fonction de Möbius sur la partie gauche du coproduit, nous obtenons :
µ ∗ ζ(ĥn) = 0,
pour tout n ≥ 2.
En utilisant la proposition 4.3.2, nous pouvons réécrire ceci pour tout n ≥ 2 en :
0 =
∑
µ˜(h(1)n )ζ˜(h(2)n )− µ˜(hn).
La formule (4.2) pour le coproduit donne :
µ(ĤTn) = −
∑
(α,pi)∈Pn
cnα,pi
∏
(−1)(i−1)αi(i− 1)!αi .
Utilisant les théorèmes 4.3.20 et 4.3.15, nous obtenons la proposition suivante.
Proposition 4.3.21. L’égalité suivante, reliant le nombre d’arbres sur n−1 sommets au nombre
d’hyperarbres sur n sommets, avec valence α et taille des arêtes pi, est vérifiée :
(n− 1)n−2 =
∑
(α,pi)∈P(n)
(−1)iαi−1
n
× n!∏
j≥2(j − 1)!pijpij !
× k!× n!∏
i≥1 αi!
,
où P(n) est l’ensemble des couples d’uplets (α = (α1, . . . , αk), pi = (pi2, . . . , pil)) satisfaisant :
n =
k∑
i=1
αi =
l∑
j=2
(j − 1)pij + 1 et k =
l∑
j=2
pij − 1 =
k∑
i=1
(i− 1)αi.
Démonstration. Ceci vient du calcul du coproduit, combiné avec les nombres de Möbius des
posets augmentés des hyperarbres et des posets de partitions. En effet, le nombre de Möbius du
poset des partitions sur n éléments est donné par (−1)n−1(n− 1)!.
Exemple 4.3.22. Nous obtenons ainsi, utilisant le calcul du coproduit de l’exemple 4.3.16 :
µ(ĤT4) = −(1× (−1)0×40!4 + 12× (−1)0×20!2 × (−1)1×11!1 + 12× (−1)1×21!2
+ 4× (−1)0×10!1 × (−1)2×12!1,
= −(1− 12 + 12 + 8) = −9.
Pour n = 5, les couples (α, pi) possibles, d’après la proposition 4.3.5, sont :
– (α, pi) = ((5, 0, 0, 0), (0, 0, 0, 1)) : la forme d’hyperarbre correspondante est ∗
∗
∗
∗∗ .
– (α, pi) = ((4, 1, 0, 0), (1, 0, 1, 0)) : la forme d’hyperarbre correspondante est ∗∗∗
∗ ∗ .
– (α, pi) = ((4, 1, 0, 0), (0, 2, 0, 0)) : la forme d’hyperarbre correspondante est ∗
∗
∗
∗
∗ .
– (α, pi) = ((4, 0, 1, 0), (2, 1, 0, 0)) : la forme d’hyperarbre correspondante est
∗
∗
∗∗
∗
.
– (α, pi) = ((3, 2, 0, 0), (2, 1, 0, 0)) : la forme d’hyperarbre correspondante est
∗∗
∗
∗∗
.
– (α, pi) = ((2, 3, 0, 0), (4, 0, 0, 0)) : la forme d’hyperarbre correspondante est ∗∗ ∗ ∗ ∗ .
– (α, pi) = ((4, 0, 0, 1), (4, 0, 0, 0)) : la forme d’hyperarbre correspondante est
∗∗
∗
∗
∗
.
– (α, pi) = ((3, 1, 1, 0), (4, 0, 0, 0)) : la forme d’hyperarbre correspondante est ∗∗
∗
∗ ∗ .
Les coefficients cnα,pi correspondants sont donnés, d’après la proposition 4.3.14, par :
– Pour (α, pi) = ((5, 0, 0, 0), (0, 0, 0, 1)), cnα,pi = 15 × 5!4! × 1!5!5! , d’où cnα,pi = 1.
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– Pour (α, pi) = ((4, 1, 0, 0), (1, 0, 1, 0)), cnα,pi = 15 × 5!3! × 1!5!4!1! , d’où cnα,pi = 20.
– Pour (α, pi) = ((4, 1, 0, 0), (0, 2, 0, 0)), cnα,pi = 15 × 5!2!22! × 1!5!4! , d’où cnα,pi = 15.
– Pour (α, pi) = ((4, 0, 1, 0), (2, 1, 0, 0)), cnα,pi = 15 × 5!2!2! × 2!5!4!2! , d’où cnα,pi = 30.
– Pour (α, pi) = ((3, 2, 0, 0), (2, 1, 0, 0)), cnα,pi = 15 × 5!2!2! × 2!5!3!2! , d’où cnα,pi = 120.
– Pour (α, pi) = ((2, 3, 0, 0), (4, 0, 0, 0)), cnα,pi = 15 × 5!4! × 3!5!2!3! , d’où cnα,pi = 60.
– Pour (α, pi) = ((4, 0, 0, 1), (4, 0, 0, 0)), cnα,pi = 15 × 5!4! × 3!5!3!4! , d’où cnα,pi = 5.
– Pour (α, pi) = ((3, 1, 1, 0), (4, 0, 0, 0)), cnα,pi = 15 × 5!4! × 3!5!2!3! , d’où cnα,pi = 60.
Nous obtenons ainsi le nombre de Möbius du poset de hyperarbres sur 5 sommets :
µ(ĤT5) = −(1× (−1)0×50!5 + 20× (−1)0×40!4 × (−1)1×11!1
+ 15× (−1)0×40!4 × (−1)1×11!1 + 30× (−1)0×40!4 × (−1)2×12!1
+ 120× (−1)0×30!3 × (−1)1×21!2 + 60× (−1)0×20!2 × (−1)1×31!3
+ 5× (−1)0×40!4 × (−1)3×13!1 + 60× (−1)0×30!3 × (−1)1×11!1 × (−1)2×12!1)
= −1 + 20 + 15− 60− 120 + 60 + 30 + 120
= 64.

CHAPITRE 5
Hyperarbres aux arêtes pointées
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Nous avons étudié les posets des hyperarbres dans les chapitres 2 et 4 et les hyperarbres
décorés dans la partie 3. Certains ensembles d’hyperarbres décorés peuvent être à leur tour
munis d’une structure de poset : c’est le cas des hyperarbres aux arêtes pointées que nous
étudions dans cette section. Un hyperarbre aux arêtes pointées est un hyperarbre muni, pour
chacune de ses arêtes e, d’un sommet distingué de cette arête e. L’ensemble des hyperarbres aux
arêtes pointées sur n sommets peut être muni de l’ordre suivant : un hyperarbre P est plus petit
qu’un hyperarbre Q si et seulement si les arêtes de Q sont incluses dans les arêtes de P et le
pointage d’une arête e de P est choisi parmi le pointage des arêtes de Q contenues dans e.
Après une présentation des posets des hyperarbres aux arêtes décorées, nous montrons qu’ils
sont Cohen-Macaulay, c’est-à-dire que leur homologie est concentrée en degré maximal, en mon-
trant qu’ils sont totalement semi-modulaires. Nous déterminons ensuite la dimension de l’unique
groupe d’homologie non nul.
Proposition. La dimension mi du groupe d’homologie du poset des hyperarbres aux arêtes
pointées sur i sommets ĤT p,i est le coefficient de xi−1 dans la série R˜ donnée par le système
d’équations fonctionnelles suivant : R˜ = x exp
(∑
i≥2 i(−mi) R˜
i−1
(i−1)!
)
,
1− e−x =
[
exp
(∑
i≥2(−mi) R˜
i−1
(i−1)!
)
− 1
]
× exp
(∑
i≥2(i− 1)(−mi) R˜
i−1
(i−1)!
)
.
5.1 Présentation des posets
Considérons l’ensemble des hyperarbres sur n sommets décorés par l’espèce Perm des en-
sembles pointés non vides, comme définis au chapitre 3. Ce sont des hyperarbres sur n sommets
où pour chaque arête, un sommet est distingué. Ces arêtes sont dites pointées et de tels hyper-
arbres sont appelés hyperarbres aux arêtes pointées. Nous appellerons forme de l’hyperarbre aux
arêtes pointées H, et noterons s(H), l’hyperarbre non décoré sous-jacent.
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n 2 3 4 5 6 7
hpn 2 15 204 4 100 109 818 3 687 859
Table 5.1 – Nombre hpn d’hyperarbres aux arêtes pointées sur n sommets
Le nombre d’hyperarbres aux arêtes pointées sur n sommets, n ≥ 2, peut être calculé en
utilisant les formules du théorème 3.2.8 de la section 3. Les premières valeurs pour ce nombre
apparaissent dans la table 5.1.
Nous munissons l’ensemble des hyperarbres aux arêtes pointées sur n sommets de l’ordre
suivant. Soient T et S, deux hyperarbres aux arêtes pointées. L’hyperarbre T est plus petit que
l’hyperarbre S, noté T ≤ S, si et seulement si les arêtes de T sont unions d’arêtes de S et le
pointage de chacune des unions d’arêtes est choisi parmi les pointages de ces arêtes. Nous notons
ĤT pn le complété du poset obtenu en ajoutant au poset un maximum 1ˆ et un minimum 0ˆ.
Exemple 5.1.1. Un exemple d’hyperarbre aux arêtes pointées est représenté sur la figure 5.1.
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Figure 5.1 – Exemple d’hyperarbre aux arêtes pointées.
Cet hyperarbre est inférieur à l’hyperarbre de la figure 5.2.
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Figure 5.2 – Exemple d’hyperarbre aux arêtes pointées plus grand que l’hyperarbre de la figure
5.1.
Notons que si l’arête {2, 5} de l’hyperarbre 5.2 ci-dessus était pointée en 5 et non en 2, les
deux hyperarbres 5.2 et 5.1 seraient incomparables.
Le poset des hyperarbres aux arêtes pointées sur trois sommets est représenté sur la figure
5.3.
Le poset des hyperarbres aux arêtes pointées sur n sommets est gradué par le nombre d’arêtes
des hyperarbres, comme l’est le poset des hyperarbres sur n sommets.
5.2 Caractère Cohen-Macaulay
Dans ce qui suit, nous fixons un entier n ≥ 2. Nous montrons que le poset des hyperarbres
aux arêtes pointées ĤT pn est Cohen-Macaulay. Le lecteur pourra trouver au chapitre 1.2 les
notions de topologie des posets nécessaires à ce qui suit.
Pour prouver le caractère Cohen-Macaulay de ĤT pn , nous suivons les deux étapes de la
méthode utilisée pour le poset des hyperarbres par N. Brady, J. McCammond, J. Meier et A.
Miller dans [BMMM01], qui repose sur une technique de A. Björner et M. Wachs [BW83], en
raffinant celle-ci avec le pointage introduit dans les hyperarbres. La première étape consiste à
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Figure 5.3 – Poset des hyperarbres aux arêtes pointées sur trois sommets ĤT p3 .
montrer que les intervalles entre les atomes et le maximum sont totalement semi-modulaires.
Nous exhibons ensuite un ordre sur les atomes du poset qui permet de montrer que les intervalles
de ĤT pn admettent un ordre récursif sur leurs atomes, ce qui conduit au résultat principal.
Rappelons qu’un poset est totalement semi-modulaire si et seulement si pour tout intervalle
[a, b] du poset et pour tous u, v ∈ [a, b] qui couvrent un élément x ∈ [a, b], il existe un élément
y ∈ [a, b] qui couvre à la fois u et v. Rappelons aussi qu’un poset borné P admet un ordre récursif
sur ses atomes si P n’a qu’un seul élément ou s’il en a au moins deux et qu’il existe un ordre
a1, a2, . . . , at sur les atomes de P vérifiant :
1. Pour tout j = {1, 2, . . . , t}, l’intervalle [aj , 1̂] admet un ordre récursif sur les atomes dans
lequel les atomes de [aj , 1̂] qui sont dans [ai, 1̂] pour i < j viennent d’abord.
2. Pour tout i < j, si ai, aj < y, alors il existe k < j et un atome z de [aj , 1̂] qui couvre aj et
tel que ak < z ≤ y.
Considérons maintenant le poset dual ĤT pn
∗
de ĤT pn . Comme ĤT pn est borné et gradué,
ĤT pn
∗
l’est aussi. Le minimum de ĤT pn devient le maximum de ĤT pn
∗
, que nous noterons 1˜. Le
maximum de ĤT pn devient le minimum de ĤT pn
∗
, que nous noterons 0˜. Les atomes de ĤT pn
∗
sont
les arbres dont chaque arête est pointée en un sommet. Nous avons donc T ≤ T ′ si et seulement
si T = 0˜, ou T ′ = 1˜, ou bien les arêtes de T sont unions d’arêtes de T ′. La forme de ĤT pn
∗
est
représentée sur la figure 5.4.
Proposition 5.2.1. Pour tous T, T ′ ∈ ĤT pn
∗
différents de 0˜, l’intervalle [T, T ′] est totalement
semi-modulaire.
Démonstration. Considérons un intervalle [T, T ′] de ĤT pn
∗
, T différent de 0˜. Dans cet intervalle,
considérons un élément t couvert par deux éléments x et y. Si x et y n’ont chacun qu’une arête,
ils sont couverts par 1˜ qui est alors nécessairement égal à T ′. Nous supposerons maintenant que
ce n’est pas le cas. Il y a plusieurs cas à examiner :
Cas 1 Supposons que x et y soient obtenus à partir de t par fusion de deux paires d’arêtes
disjointes (a1x, a2x) et (a1y, a2y) avec un choix de pointage px ∈ a1x ∪ a2x et py ∈ a1y ∪ a2y.
Comme x et y ont au moins deux arêtes, il y a un élément M de l’intervalle, supérieur
à x et y, dans lequel chacune de ces paires est fusionnée, et possiblement avec d’autres
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∗ ∗
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∗∗
Figure 5.4 – Forme du poset ĤT pn
∗
.
arêtes. Alors, l’élément obtenu par la fusion de chacune de ces deux paires d’arêtes puis le
pointage de a1x ∪ a2x par px et de a1y ∪ a2y par py, couvre x et y et est plus petit que M : il
appartient donc à l’intervalle.
Cas 2 Supposons que x et y soient obtenus à partir de t par fusion de deux paires d’arêtes non
disjointes (ax, ax,y) et (ax,y, ay) avec un choix de pointage px ∈ ax ∪ ax,y et py ∈ ax,y ∪ ay.
a) S’il y a un élément M de l’intervalle, supérieur à x et y, dans lequel les trois arêtes
sont fusionnées ensemble, possiblement avec d’autres arêtes. Le pointage de ce groupe
d’arêtes dans M est alors px, py ou un autre élément, pointage d’une arête n’appar-
tenant pas à ce triplet d’arêtes. L’élément obtenu à partir de t en fusionnant les trois
arêtes ax, ax,y et ay et en choisissant px, s’il est pointé dans M , et py sinon, couvre
alors x et y et est inférieur à M .
b) S’il n’existe pas un tel élément M , cela signifie que T ′ = 1˜. Notons respectivement p1,
p2 et p3 les éléments pointés respectifs des arêtes ax, ax,y et ay. Alors les cas suivants
se présentent :
px = p1 Alors, il est possible de choisir p1 comme pointage de la fusion de l’arête
ax ∪ ax,y avec l’arête ay dans x et de la fusion de l’arête ax,y ∪ ay avec l’arête ax
dans y. L’hyperarbre obtenu couvre donc à la fois x et y.
px = p2 Alors, il est possible de choisir py comme pointage de la fusion de l’arête
ax ∪ ax,y avec l’arête ay dans x et de la fusion de l’arête ax,y ∪ ay avec l’arête ax
dans y. L’hyperarbre obtenu couvre donc à la fois x et y.
Ceci montre le résultat voulu.
Comme tout ordre sur les atomes d’un poset totalement semi-modulaire est un ordre récursif
sur ses atomes d’après le théorème 1.2.34, la première partie de la définition de l’ordre récursif
sur les atomes d’un poset est ainsi vérifié. Pour démontrer que le poset ĤT pn
∗
admet un ordre
récursif sur ses atomes, il reste donc à trouver un ordre (a1, . . . , ap) sur les atomes du poset tel
que la deuxième propriété de la définition 1.2.31 soit vérifiée :
"il existe un ordre a1, a2, . . . , at sur les atomes de P vérifiant que pour tout i < j, si ai, aj < y,
alors il existe k < j et un atome z de [aj , 1̂] qui couvre aj tel que ak < z ≤ y".
Cet ordre peut être défini en utilisant l’ordre total ≤BM3 sur les arbres, induit par l’ordre
partiel défini par N. Brady, J. McCammond, J. Meier and A. Miller dans [BMMM01], auquel le
lecteur est renvoyé pour plus de détails.
Pour le définir, nous avons besoin de la définition suivante.
Définition 5.2.2. La liste de pointage d’un hyperarbre aux arêtes pointées H, noté −→lp(H), est
la liste obtenue en considérant le multi-ensemble des pointages de l’hyperarbre avec multiplicité
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et en l’ordonnant par ordre décroissant. L’ensemble des listes de pointage peut être muni de
l’ordre partiel suivant. Etant données deux listes de pointage de deux hyperarbres aux arêtes
pointées ayant le même nombre d’arêtes a = (a1, . . . , ak) et b = (b1, . . . , bk), nous définissons :
a  b⇔ ∃i ∈ {1, . . . , k} :
{
aj = bj∀j < i,
ai < bi
(ordre lexicographique)
Exemple 5.2.3. La liste de pointage de l’hyperarbre aux arêtes pointées de la figure 5.1 est (9,
8, 2, 2, 1).
Celle de l’hyperarbre aux arêtes pointées de la figure 5.2 est (9, 8, 6, 5, 3, 2, 2, 1).
Définition 5.2.4. Définissons un ordre ≤PO sur les arbres aux arêtes pointées en posant pour
deux arbres aux arêtes pointées T et T ′ :
T ≤PO T ′ ⇐⇒ s(T ) <BM3 s(T ′)
ou s(T ) = s(T ′) et −→lp(T )  −→lp(T ′).
Exemple 5.2.5. Exemple d’ordre entre deux arbres :
2
1 4
3
≤
∗
∗
∗
2
1 4
3
∗
∗
∗
Proposition 5.2.6. L’ordre ≤PO sur les atomes de ĤT pn
∗
donne un ordre récursif sur ses atomes.
Démonstration. Il nous faut montrer la propriété suivante :
Il existe un ordre a1, a2, . . . , at sur les atomes de ĤT pn
∗
vérifiant que pour tout i < j, si
ai, aj <PO y, alors il existe k < j et un atome z de [aj , 1˜] qui couvre aj et tel que ak < z ≤ y.
Soient T et T ′, deux atomes de ĤT pn
∗
, T <PO T ′, et H, un élément de ĤT pn
∗
plus grand que
T et T ′ dans l’ordre de ĤT pn
∗
. Il nous faut examiner les deux cas suivants :
Cas 1 : s(T ) 6= s(T ′). En utilisant les propriétés démontrées dans l’article [BMMM01] de l’ordre
≤BM3, il existe un atome A˜ et un hyperarbre sM tels que l’atome A˜ soit plus petit que
s(T ′) pour ≤BM3 et l’hyperarbre sM couvre s(T ′) et soit plus petit que s(H) et plus grand
que A˜.
Alors, il existe un pointage des arêtes de sM tel que l’hyperarbre aux arêtes pointées obtenu
M couvre T ′ et soit plus petit que H. En effet, si une arête de sM est union d’arêtes de
s(T ′), il suffit de choisir son pointage parmi les pointages de cet ensemble d’arêtes dans
T ′, en conservant les pointages qui apparaîtront dans H. Il existe aussi un pointage des
arêtes de A˜ tel que A˜ soit plus petit que M . En effet, il suffit que les pointages des arêtes
de M apparaissent dans les pointages des arêtes de A˜.
Cas 2 : s(T ) = s(T ′). Dans ce cas, seul le pointage des arêtes de T et T ′ les distinguent. Soit
k′ le plus grand entier tel que l’une des arêtes de T ′ soit pointée en k′ mais pas l’arête
correspondante dans T . Alors, il existe une arête a de s(T ) contenant le sommet k′ et un
autre sommet k telle que cette arête soit pointée en k′ dans T ′ et en k dans T . Alors, par
définition, comme T <PO T ′, nous avons k < k′. Soit T˜ , l’hyperarbre obtenu depuis T ′
en changeant le pointage de a de k′ à k. Par définition de l’ordre, nous avons T˜ <PO T ′.
De plus, le pointage de a est différent dans T et T ′ donc l’arête a doit être fusionnée avec
d’autres arêtes (a1, . . . , ap) dans H, supérieur à T et T ′, et son pointage doit être oublié,
au profit de celui de a1 par exemple. Prenant l’hyperarbre M obtenu depuis T ′ par la
fusion de a avec a1, en conservant le pointage de a1, M est inférieur à H, supérieur à T˜ et
couvre T ′.
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Théorème 5.2.7. Le poset ĤT pn
∗
admet un ordre récursif sur ses atomes, donc les posets ĤT pn
∗
et
ĤT pn sont Cohen-Macaulay.
Démonstration. Ceci est une conséquence du théorème 1.2.33 appliqué au poset gradué et borné
ĤT pn .
5.3 Homologie du poset des hyperarbres aux arêtes pointées
Nous calculons maintenant la dimension de l’homologie du poset des hyperarbres aux arêtes
pointées qui ont une arête pointée en 1, que nous noterons ĤT p,n . Ce poset est un sous-poset
de ĤT pn . Le choix de 1 est arbitraire et les résultats obtenus ne dépendront pas de ce choix.
L’ensemble des hyperarbres sur n sommets plus grands que l’hyperarbre à une arête pointée en
1, muni de l’ordre partiel correspondant, sera noté HT p,n . L’homologie de ce poset vérifie la
propriété suivante.
Proposition 5.3.1. Le poset ĤT p,n est Cohen-Macaulay.
Démonstration. Nous raisonnons sur le dual du poset ĤT p,n
∗
. Nous montrons que ce poset
hérite de l’ordre récursif sur les atomes sur ĤT pn
∗
montré au théorème 5.2.7. Tous les intervalles
[T, T ′] de ĤT p,n
∗
, où T et T ′ sont des hyperarbres aux arêtes pointées, sont des intervalles de
ĤT pn
∗
donc sont semi-modulaires. Il reste à trouver un ordre sur les atomes du poset tel que :
Pour tout i < j, si ai, aj < y, alors il existe k < j et un atome z de [aj , 1̂] qui couvre aj et
tel que ak < z ≤ y.
L’ordre induit par celui sur les atomes de ĤT pn
∗
convient. En effet, si ai et aj sont des atomes
de ĤT p,n
∗
et y est un élément de ĤT p,n
∗
, alors notamment, ce sont des élément de ĤT pn
∗
et il
existe k < j, un atome ak de ĤT pn
∗
et un atome z de [aj , 1̂] qui couvre aj et tel que ak < z ≤ y
dans ĤT pn
∗
. Comme ak et z sont plus petit que y, ils ont aussi une arête pointée en 1 donc
appartiennent à ĤT p,n
∗
.
Nous calculons maintenant la dimension de l’homologie du poset des hyperarbres aux arêtes
pointées. Pour ce faire, nous adaptons la méthode appliquée par J. McCammond et J. Meier
dans [MM04] pour le calcul de la dimension de l’homologie du poset des hyperarbres.
Nous définissons d’abord le poids suivant sur l’ensemble des hyperarbres de HT p,n .
Définition 5.3.2. Soit H un hyperarbre aux arêtes pointées de HT p,n et λi le nombre d’arêtes
de taille i de H. Le poids de H est défini par :
POIDS(H) = uλ22 u
λ3
3 . . . u
λn
n .
Le sommet 1 devant être présent dans tous les pointages, les posets ĤT p,n+1 et HT
p,
n+1 se-
ront munis d’une action de Sn. Nous notons alors T la série génératrice exponentielle des
hyperarbres aux arêtes pointées pondérées dans HT p,n :
(5.1) T =
∑
n≥1
∑
H∈HT p,n+1
POIDS(H)x
n
n! .
Nous notons R la série génératrice exponentielle des hyperarbres enracinés en un sommet
aux arêtes pointées. Remarquons qu’aucune condition n’est imposée sur les pointages des arêtes
de ces hyperarbres : ils n’appartiennent pas nécessairement à ĤT p,n .
Ces séries vérifient les relations suivantes.
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Proposition 5.3.3. La série R vérifie :
R = x exp
∑
i≥2
iui
Ri−1
(i− 1)!
 .
La série R est alors reliée à la série T par la relation suivante :
T =
exp
∑
i≥2
ui
Ri−1
(i− 1)!
− 1
× exp
∑
i≥2
(i− 1)ui R
i−1
(i− 1)!
 .
Démonstration. 1. Considérons un hyperarbre aux arêtes pointées enraciné en un sommet
s. Nous enlevons le sommet s dans l’hyperarbre pour le remplacer par un creux puis
séparons les arêtes qui contenaient la racine : nous obtenons un sommet et un ensemble
éventuellement vide d’hyperarbres aux arêtes pointées contenant un creux dans l’une de
leurs arêtes.
Considérant un tel hyperarbre aux arêtes pointées possédant un creux dans l’une de leur
arête, nous pouvons supposer que cette arête creuse contient i − 1 éléments en plus du
creux. Alors, il y a i manières de choisir le pointage de cette arête et nous obtenons, en
la cassant, i − 1 hyperarbres aux arêtes pointés, enracinés au sommet de l’arête que l’on
casse.
2. Soit H un hyperarbre aux arêtes pointées pondérées de ĤT p,n . Nous enlevons le sommet 1
de cet hyperarbre pour le remplacer par un creux et séparons les arêtes qui étaient reliées
par ce sommet. Nous obtenons un ensemble non vide d’hyperarbres creux dont toutes les
arêtes, sauf celle contenant le creux, sont pointées et un ensemble éventuellement vide
d’hyperarbres creux dont toutes les arêtes sont pointées. Éclatant l’arête creuse, nous
obtenons une forêt de i− 1 hyperarbres aux arêtes pointées enracinées. Cette arête creuse
correspond à un terme ui et il y a i− 1 façons de la pointer si elle doit l’être.
Pour un hyperarbre H de ĤT p,n , nous noterons µH le nombre de Möbius de l’intervalle
[H; 1̂] et mH sa valeur absolue. Nous noterons de plus µn le nombre de Möbius du poset ĤT p,n
et mn sa valeur absolue.
Nous allons maintenant évaluer la série T en ui = −mi. La série obtenue T˜ vérifie la
proposition suivante.
Proposition 5.3.4. La série T˜ vérifie :
T˜ = 1− e−x.
Démonstration. D’après l’égalité (1.1), la somme des nombres de Möbius des hyperarbres de
HT p,n vaut : ∑
H∈HT p,n
µH = −µ(1̂, 1̂) = −1.
De plus, le coefficient T˜n de x
n
n! est donné par :
T˜n =
∑
H∈HT p,n+1
 ∏
i∈ES(H)
(−mi)

où ES(H) est le multiensemble des taille des arêtes de H.
Nous avons maintenant besoin de décrire les intervalles de ĤT p,n . Cette description est
donnée par le lemme suivant.
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i 2 3 4 5 6
mi 1 6 120 4690 291880
Table 5.2 – Dimension de l’homologie du poset des hyperarbres aux arêtes pointées
Lemme 5.3.5. Soit τ un hyperarbre aux arêtes pointées sur n sommets ayant une arête pointée
en 1.
L’intervalle semi-ouvert [τ, 1̂) est un produit direct de posets de la forme HT p,n , avec un
facteur HT p,j pour chaque arête de τ de taille j.
Démonstration du lemme 5.3.5. Dans l’intervalle [τ, 1̂), les arêtes de τ se scindent indépendam-
ment les unes des autres. Nous pouvons alors séparer l’intervalle en produit des posets obtenus
par subdivision de l’une des arêtes de τ . Si l’arête considérée est de taille j et pointée en i, un
tel poset est isomorphe à HT p,j en associant au sommet i le sommet 1 et réétiquetant les autres
sommets de 2 à j.
Le lemme 4.3.18 et la proposition 5.3.5 impliquent alors, pour un hyperarbre H aux arêtes
pointées sur n sommets à r arêtes :
−µH = s
(
[H, 1̂)
)
=
∏
i∈ES(H)
s
(
HT p,i
)
=
∏
i∈ES(H)
∑
τ∈HT p,i
µτ = (−1)r
∏
i∈ES(H)
µi.
Or le poset est Cohen-Macaulay donc le signe de µi est (−1)i−1. De plus, tous les sommets sauf
la racine sont les pétioles de toutes les arêtes qui les contiennent sauf une. En comptant les
sommets des arêtes privées de leur pétiole, nous obtenons donc que ∑i∈ES(H)(i − 1) = n − 1.
Cette relation implique :
−µH =
∏
i∈ES(H)
(−µi) = (−1)n−1
∏
i∈ES(H)
(−mi).
Nous obtenons donc :
T˜n = (−1)n
∑
H∈HT p,n+1
µH = (−1)n−1.
La valeur absolue des nombres de Möbius mi du poset est alors donnée par le système
suivant : R˜ = x exp
(∑
i≥2 i(−mi) R˜
i−1
(i−1)!
)
,
1− e−x =
[
exp
(∑
i≥2(−mi) R˜
i−1
(i−1)!
)
− 1
]
× exp
(∑
i≥2(i− 1)(−mi) R˜
i−1
(i−1)!
)
.
Comme mi apparaît pour la première fois dans le coefficient de xi−1, les mi vérifiant cette
équation sont uniques.
En développant et comparant les deux termes des deux équations, nous obtenons les valeurs
indiquées dans le tableau 5.2. Ces valeurs pouvant posséder de gros facteurs premiers, il y a peu
d’espoir d’obtenir une formule close "simple" pour ces dimensions.
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Sommaire
6.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.2 Homologie des posets de partitions semi-pointées . . . . . . . . . . . 117
6.3 Parenthèse sur les partitions décorées par une opérade . . . . . . . 124
6.4 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Certains intervalles du poset des hyperarbres se décomposent en produits de posets des par-
titions (cf. Lemme 4.3.1). Cela tient au fait que dans un intervalle du poset dont le maximum est
un hyperarbre, le voisinage de chacun des sommets se comporte comme un poset de partitions.
Si nous étudions de même le voisinage d’un sommet dans un intervalle du poset des hyperarbres
aux arêtes pointées décrit au chapitre 5, une variation des posets des partitions apparaît natu-
rellement : les posets des partitions semi-pointées. Ces posets généralisent à la fois les posets
des partitions et les posets des partitions pointées étudiés par F. Chapoton et B. Vallette dans
[CV06] et [Val07]. Ils peuvent être vus comme un cas particulier de partition décorée par une
espèce, qui apparaissent dans la composition des espèces et dans l’article de M. Mendez et J.
Yang [MY91]. Nous étudions l’homologie des posets de partitions semi-pointées dans ce chapitre.
Après avoir décrit les posets de partitions semi-pointées, nous montrons qu’ils sont Cohen-
Macaulay grâce à la semi-modularité totale puis nous utilisons la théorie des espèces pour calculer
la dimension de leur unique groupe d’homologie non nul. Cette dimension est donnée par le
théorème suivant.
Théorème. La dimension de l’homologie du poset augmenté des partitions semi-pointées sur
un ensemble de taille `+ p et un ensemble de pointage de taille ` est donnée par :
(−1)`+p−1 (`+ p− 1)!(`− 1)! (`+ p− 1)
`−1.
La somme des dimensions des homologies des intervalles maximaux des posets des partitions
semi-pointées sur un ensemble de taille `+ p et un ensemble de pointage de taille ` est donnée
par :
(−1)`+p−1 (`+ p− 1)!
`! (`+ p)
`.
Enfin, nous calculons l’action du groupe symétrique sur les posets de partitions décorées
par une opérade et retrouvons un corollaire du résultat de B. Vallette [Val07]. Sous certaines
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conditions sur l’opérade P, l’action du groupe symétrique sur l’homologie du poset de partitions
décorées par l’opérade P vérifie la proposition suivante.
Proposition. L’action du groupe symétrique sur l’homologie du poset augmenté des partitions
décorées par l’opérade P est donnée par la série indicatrice de cycles de la composée Comm ◦ P−1
de l’opérade Comm et de l’inverse pour la composition de l’opérade P.
L’action du groupe symétrique sur la somme de l’homologie des intervalles maximaux du
poset des partitions décorées par l’opérade P est donnée par la série indicatrice de cycles de
l’inverse pour la composition P−1 de l’opérade P.
6.1 Généralités
Nous commençons par définir les posets des partitions semi-pointées et montrer que leur
homologie est concentrée en degré maximal. Dans cette section et les suivantes, nous utiliserons
la notion d’espèce sur deux ensembles rappelée au paragraphe 1.1.4. Nous noterons dans la
suite les espèces F , la série génératrice correspondante CF et la série indicatrice de cycles
correspondante ZF , où l’indice F pourra être omis.
6.1.1 Poset des partitions semi-pointées
Définition 6.1.1. Soit V = V1 unionsq V2 un ensemble de cardinal n, avec V1 de cardinal `. Une
partition semi-pointée de V = V1 unionsq V2 est une partition de V telle que chaque part de la
partition vérifie :
– Si la part n’est constituée que d’éléments de V1, elle est pointée en un de ces éléments,
– Si la part n’est constituée que d’éléments de V2, elle n’est pas pointée,
– Si la part est constituée d’éléments de V1 et de V2, elle peut être non pointée ou pointée
en l’un des éléments de V1.
Le pointage d’une part sera l’élément pointé de la part ou l’ensemble vide si la part n’est pas
pointée. Une (n, `)-partition semi-pointée est une partition semi-pointée de V = {1, . . . , n} avec
V1 = {1, . . . , `} et V2 = {`+ 1, . . . , n}.
Nous noterons en gras l’élément pointé de chaque part.
Exemple 6.1.2. L’ensemble des (4, 2)-partitions semi-pointées est le suivant :
{1, 2, 3, 4}, {1,2,3, 4}, {1, 2, 3, 4}
{1}{2, 3, 4}, {1}{2, 3, 4}, {2}{1, 3, 4}, {2}{1, 3, 4}, {3}{1, 2, 4},
{3}{1,2, 4}, {3}{1, 2, 4}, {4}{1, 2, 3}, {4}{1,2, 3}, {4}{1, 2, 3},
{1, 3}{2, 4}, {1, 3}{2, 4}, {1, 3}{2, 4}, {1, 3}{2, 4}, {1, 4}{2, 3},
{1, 4}{2, 3}, {1, 4}{2, 3}, {1, 4}{2, 3}, {1, 2}{3, 4}, {1,2}{3, 4}
{1}{3}{2, 4}, {1}{3}{2, 4}, {1}{4}{2, 3},{1}{4}{2, 3}, {2}{3}{1, 4}, {2}{3}{1, 4},
{2}{4}{1, 3}, {2}{4}{1, 3}, {3}{4}{1, 2}, {3}{4}{1,2}, {1}{2}{3, 4},
{1}{2}{3}{4}.
L’application qui à (V1, V2) associe l’ensemble des partitions semi-pointées de V = V1 unionsq V2
est une espèce sur deux ensembles.
Soit V un ensemble fini. L’ensemble des partitions semi-pointées sur V = V1 unionsq V2 peut être
muni de l’ordre partiel suivant.
Définition 6.1.3. Soient deux partitions semi-pointées P et Q. La partition P est inférieure à
la partition Q si et seulement si les parts de P sont unions de parts de Q et le pointage des parts
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de P est "hérité" de ceux de Q, au sens où si une part p de P est union de parts (q1, . . . , qn) de
Q, alors le pointage de p est choisi parmi ceux des qi, sachant que si l’une des parts qi n’est pas
pointée, la part p peut ne pas être pointée.
Exemple 6.1.4. Avec V1 = {1, 2, 3} et V2 = {4, 5}, la partition semi-pointée {1, 2}{3, 4}{5}
est plus grande que la partition semi-pointée {1, 2, 3, 4}{5} mais n’est pas comparable avec la
partition semi-pointée {1, 2,3, 4}{5}. Ces partitions sont aussi des partitions semi-pointées de
V = {1, 3} unionsq {2, 4, 5} par exemple.
Nous pouvons remarquer que deux partitions semi-pointées P et Q peuvent être dans plu-
sieurs posets ΠV,V1 différents. Si la partition P est inférieure à la partition Q dans l’un de ces
posets, alors elle l’est dans tous les autres qui contiennent ces deux éléments : l’ordre entre deux
éléments ne dépend donc pas du choix de la décomposition V = V1 unionsq V2.
Nous noterons ΠV,V1 le poset des partitions semi-pointées de V = V1 unionsq V2 borné par l’ajout
d’un minimum 0̂ et Πn,` le poset des (n, `)-partitions semi-pointées borné par l’ajout d’un mi-
nimum 0̂. Sur la figure 6.1 est représenté le poset Π3,1. Le maximum du poset ΠV,V1 , qui est la
partition dont toutes les parts sont de cardinal 1, munie de son unique pointage possible, sera
noté piV,V1 .
Remarque 6.1.5. Le poset Πn,0 est le poset des partitions de {1, . . . n} auquel on a rajouté un
minimum.
Rappelons la définition du poset des partitions pointées. Une partition pointée d’un ensemble
V est une partition de V munie pour chacune de ses parts d’un élément distingué. Le poset des
partitions pointées sur n éléments est l’ensemble des partitions pointées de {1, . . . , n} où une
partition P est plus petite qu’une partition Q si les parts de P sont unions de parts de Q
et l’élément pointé de chacune de ses parts appartient à l’ensemble des éléments pointés des
parts dont elle est l’union. Les posets Πn,n et Πn,n−1 sont deux posets isomorphes au poset
des partitions pointées, le premier de manière immédiate d’après les définitions respectives des
objets et le deuxième en identifiant l’absence de pointage d’une part à un pointage du dernier
élément qui appartient à cette part.
{1}{2}{3}
{1, 2, 3} {1, 2, 3}
{1, 2}{3} {1, 2}{3} {1, 3}{2} {1, 3}{2} {1}{2, 3}
0̂
Figure 6.1 – Le poset Π3,1.
6.1.2 Concentration de l’homologie
Nous renvoyons à la section 1.2 pour les notions de base concernant l’homologie des posets,
l’ordre récursif sur les atomes et l’épluchabilité. Le but de cette sous-section est de montrer
que le poset Πn,` est Cohen-Macaulay, c’est-à-dire que son homologie est concentrée en degré
maximal.
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Pour ce faire, il suffit de montrer que le poset, ou son dual, est totalement semi-modulaire,
d’après les théorèmes 1.2.34 et 1.2.33.
Nous montrons maintenant la semi-modularité totale du poset dual qui est le poset obtenu
en renversant l’ordre du poset des partitions semi-pointés et en ajoutant un maximum. Notons
qn,` le poset obtenu. Il n’apparaîtra que dans cette partie. Le poset qn,` est représenté sur la
figure 6.2.
Proposition 6.1.6. qn,` est totalement semi-modulaire.
{1} . . . {`}{`+ 1} . . . {n}
{1, 2, . . . , n} {1, . . . , `− 1, `, `+ 1, . . . n} {1, 2, . . . , n}
0̂
Figure 6.2 – Le poset qn,`.
Démonstration. Soit un intervalle [a, b] de qn,`. Supposons qu’il existe t, x, y trois éléments de
[a, b] tels que x et y couvrent t et x soit différent de y.
Il nous faut montrer qu’alors, il existe un élément z de [a, b] couvrant x et y.
a
t = p1, p2, p′ = p3, p4, p′′
x = p1 unionsq p2, p′ y = p3 unionsq p4, p′′
∃ z ?
b
Si x et y n’ont chacun qu’une part, b = 0̂ et ils sont couverts par b.
Sinon, nous pouvons supposer que x est obtenu à partir de t par fusion de deux parts p1 et
p2 de t avec un choix de pointage ex pouvant être vide, l’élément pointé de p1, s’il existe, ou
l’élément pointé de p2, s’il existe. Nous pouvons aussi supposer que y est obtenu par fusion de
deux parts p3 et p4 de t avec un choix de pointage ey pouvant être vide, l’élément pointé de p1,
s’il existe, ou l’élément pointé de p2, s’il existe.
– Premier cas : Les parts p1, p2, p3 et p4 sont disjointes.
Alors nous considérons l’élément z obtenu à partir de t en fusionnant p1 et p2 et choisissant
le pointage ex pour la fusion et en fusionnant p3 et p4 et choisissant le pointage ey pour
la fusion.
Cet élément peut être obtenu depuis x en fusionnant p3 et p4 et choisissant le pointage
ey pour la fusion et depuis y en fusionnant p1 et p2 et choisissant le pointage ex pour la
fusion : il couvre donc ces deux éléments. Comme x et y sont supérieurs à a, z l’est aussi.
De plus, b est supérieur à x et y donc les parts p1 et p2 sont fusionnées dans t, tout comme
p3 et p4, avec un pointage compatible : b est donc aussi supérieur à z et z appartient à
l’intervalle [a, b].
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– Deuxième cas : Les parts p1, p2, p3 et p4 ne sont pas disjointes.
Alors, quitte à renuméroter les parts, nous pouvons supposer que p1 et p4 sont égales.
Notons qu’il ne peut pas y avoir plus de deux parts égales comme x et y sont différents
et les parts p2i−1 et p2i sont différentes, pour i ∈ {1, 2}. Nous exhibons maintenant un
élément couvrant x et y.
Cas b 6= 0̂ et le pointage d’une des parts de b vient du pointage p de l’une des
parts pi. Comme b est supérieur à x et y, les trois parts p1, p2 et p3 sont, possiblement
avec d’autres parts, unies en une part dans b. Alors, nous notons p le pointage de
cette part fusionnée dans b issu du pointage de l’une des parts pi. Nous considérons
alors z obtenu à partir de t en fusionnant les trois parts p1, p2 et p3 et en choisissant le
pointage p. La partition z couvre bien x et y et est inférieure à b. En effet, le pointage
p peut être choisi à la fois comme pointage pour l’union de p1 ∪ p2 et p3 dans x et
pour l’union de p2 et p1 ∪ p3 dans y. De plus, les parts de b peuvent être obtenues
comme union de parts de z.
Autres cas Nous pouvons considérer l’élément z obtenu à partir de t en fusionnant les
trois parts p1, p2 et p3 et en choisissant le pointage comme suit :
– Si x et y ont tous les deux hérité du pointage, ou de l’absence de pointage, de p1,
z hérite de ce même pointage.
– Si x a hérité du pointage, ou de l’absence de pointage, de p1, et y de celui de p3, z
hérite du pointage de p3.
– Si y a hérité du pointage, ou de l’absence de pointage, de p1, et x de celui de p2, z
hérite du pointage de p2.
– Sinon, z hérite du pointage de p2 ou de celui de p3 (les deux conviennent).
Corollaire 6.1.7. Les posets Πn,` sont Cohen-Macaulay.
Démonstration. Ceci est une conséquence du corollaire 1.2.35 combiné avec la proposition 6.1.6.
6.2 Homologie des posets de partitions semi-pointées
Le but de cette partie est le calcul de la dimension de l’unique groupe d’homologie non nul
de Πn,`. Nous montrons que ce calcul se ramène à un calcul sur les chaînes larges de partitions
semi-pointées.
6.2.1 Passage des chaînes strictes aux chaînes larges
Nous appliquons ici au poset Πn,` le raisonnement du paragraphe 2.1.2 sur le passage des
chaînes strictes au chaînes larges dans le poset des hyperarbres. Pour obtenir le caractère de
l’action du groupe symétrique sur l’homologie du poset, il nous faut calculer la somme alternée
des caractères de l’action du groupe symétrique sur les chaînes strictes du poset.
Soient k un nombre naturel et V = V1unionsqV2 un ensemble fini. L’ensemble des k-chaînes strictes
de partitions semi-pointées sur ΠV,V1 est l’ensemble PS
V1,V2
k des k-uplets (a1, . . . , ak) où les ai
sont des éléments non minimaux et non maximaux de ΠV,V1 et ai ≺ ai+1. L’espace vectoriel
engendré par l’ensemble PS{1,...,l},{1,...,n−l}k est alors noté C
n,`
k . L’ensemble des k-chaînes larges
de partitions semi-pointées sur V = V1 unionsqV2 est l’ensemble PSLV1,V2k des k-uplets (a1, . . . , ak) où
les ai sont des éléments différents de 0̂ dans ΠV,V1 et ai  ai+1.
L’ensemble des k-chaînes strictes avec multiplicité de partitions semi-pointées dans ΠV,V1− 0̂
est l’ensemble PSMV1,V2k des couples formés par un élément minimal m de ΠV,V1 − 0̂ et un k-
uplet (a1, . . . , ak) où ai ∈]m;piV,V1 [, ∀i ∈ {0, . . . , k − 1}, et ai ≺ ai+1, ∀i ∈ {0, . . . , k − 1}.
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Enfin nous appellerons k-chaînes larges avec multiplicité et noterons PSLMV1,V2k l’ensemble des
couples formés d’un élément minimal m de Πn,` − 0̂ et d’une k-chaîne large de [m, piV,V1 ], ou
de manière équivalente, l’ensemble des chaînes larges dans chacun des intervalles maximaux du
poset Πn,` − 0̂, comptées avec multiplicité.
Pour k ≥ 1, nous définissons les espèces suivantes :
Définition 6.2.1. L’espèce Cgk des k-chaînes larges de partitions semi-pointées est définie par :
(V1, V2) 7→ PSLV1,V2k .
L’espèce Clk des k-chaînes larges de partitions semi-pointées avec multiplicité est définie par :
(V1, V2) 7→ PSLMV1,V2k .
L’espèce Csk des k-chaînes strictes de partitions semi-pointées est définie par :
(V1, V2) 7→ PSV1,V2k .
L’espèce Cslk des k-chaînes strictes de partitions semi-pointées avec multiplicité est définie
par :
(V1, V2) 7→ PSMV1,V2k .
Définition 6.2.2. Soit Mk,s l’ensemble des mots sur {0, 1} de longueur k, contenant s lettres
"1". L’espèceMk,s est définie par :{
(∅, ∅) 7→ Mk,s,
V 6= (∅, ∅) 7→ ∅.
Nous décrivons maintenant le lien entre ces espèces.
Proposition 6.2.3. Pour k ≥ 1, les espèces Cgk , Clk, Csli et Csi vérifient les relations suivantes :
Cgk ∼=
∑
i≥0
Csi · Mk,i.
et
Clk ∼=
∑
i≥1
Csli−1 · Mk,i +
∑
i≥0
Csli · Mk,i
Démonstration. 1. Soit (a1, . . . , ak) une k-chaîne large dans le poset Πn,`. Elle peut se facto-
riser en un couple formé d’une s-chaîne stricte (ai1 , . . . , ais), obtenue par suppression dans
(a1, . . . , ak) des répétitions et du maximum piV,V1 , s’il apparaît, et d’un élément u1 . . . uk
de Mk,s tel que :
– uk = 0 si ak = piV,V1 , 1 sinon ;
– uj = 0 si aj = aj+1, 1 sinon, si 1 ≤ j ≤ k − 1.
D’une i-chaîne stricte et d’un mot u1 . . . uk deMk,i, on peut alors reconstruire une k-chaîne
large.
Ceci établit l’isomorphisme d’espèce voulu.
2. Soit maintenant ((a1, . . . , ak),m) une k-chaîne large avec multiplicité, appartenant à l’in-
tervalle entre l’élément minimal m et le maximum piV,V1 . Elle peut se factoriser comme
suit.
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Si la chaîne finit par piV,V1 . elle se décompose en un couple formé d’une s − 1-chaîne
stricte avec multiplicité ((ai1 , . . . , ais−1),m) appartenant à l’intervalle entre l’élément
minimal m et le maximum piV,V1 , obtenue par suppression dans (a1, . . . , ak) des ré-
pétitions, de m et de piV,V1 , s’il est présent, et d’un élément u2 . . . uk de Mk,s tel
que :
– uk = 0 si ak = m, 1 sinon ;
– uj = 0 si aj = aj+1, 1 sinon.
Sinon elle se décompose en un couple ((ai1 , . . . , ais),m) formé d’une s-chaîne stricte avec
multiplicité appartenant à l’intervalle entre l’élément minimal m et le maximum piV,V1 ,
obtenue par suppression dans (a1, . . . , ak) des répétitions et de m, s’il est présent, et
d’un élément u1 . . . uk de Mk,s tel que :
– uk = 0 si ak = m, 1 sinon ;
– uj = 0 si aj = aj+1, 1 sinon.
Ceci établit l’isomorphisme d’espèce voulu.
Corollaire 6.2.4. Soit k un entier naturel non nul. Les séries génératrices exponentielles Cgk,
Clk, Csk et Cslk vérifient :
Cgk ∼=
∑
i≥0
Csi ×
(
k
i
)
,
et
Clk ∼=
∑
i≥1
Csli−1 ×
(
k
i
)
+
∑
i≥0
Csli ×
(
k
i
)
.
Les séries indicatrices de cycles Zgk, Zlk, Zsk et Zslk vérifient :
Zgk ∼=
∑
i≥0
Zsi ×
(
k
i
)
,
et
Zlk ∼=
∑
i≥1
Zsli−1 ×
(
k
i
)
+
∑
i≥0
Zsli ×
(
k
i
)
.
Démonstration. L’isomorphisme de la proposition 6.2.3 est un isomorphisme d’espèce : il pré-
serve donc l’action des groupes symétriques. Comme, l’action de S` ×Sn−` sur Mk,i(∅, ∅) est
triviale, nous obtenons directement les relations.
La longueur d’une chaîne stricte dans le poset Πn,` est d’au plus n− 2. Les séries Zgk et Zlk
sont donc polynomiales en k.
Proposition 6.2.5. L’action de S` × Sn−` induite sur l’homologie du poset Πn,` est donnée,
au signe près, par la valeur en k = −1 du polynôme Zgk. L’action de S` ×Sn−` induite sur la
somme directe des homologies des intervalles maximaux du poset Πn,` − 0̂ est donnée, au signe
près par la valeur en k = −2 du polynôme Zlk.
Démonstration. Ce résultat vient de l’écriture de la caractéristique d’Euler du poset, qui est
Cohen-Macaulay, et du corollaire 6.2.4.
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6.2.2 Relations entre espèces
Soit k un entier naturel non nul.
Nous aurons besoin dans ce qui suit des espèces auxiliaires suivantes :
– C•k , l’espèce qui à (V1, V2) associe l’ensemble des chaînes larges de longueur k dans le poset
ΠV1∪V2,V1 , formées de partitions semi-pointées dont le minimum est une partition en une
part pointée,
– C×k , l’espèce qui à (V1, V2) associe l’ensemble des chaînes larges de longueur k dans le poset
ΠV1∪V2,V1 , formées de partitions semi-pointées dont le minimum est une partition en une
part non pointée.
Proposition 6.2.6. Les espèces C•k, C×k , Cgk et Clk sont reliées par les relations suivantes :
C•k = C•k−1 · (Comm +1) ◦
(
C•k−1 + C×k−1
)
,
C×k = Comm ◦ C×k−1 · (Comm +1) ◦ C•k−1,
Cgk = Comm ◦
(
C•k + C×k
)
,
Clk−1 = C•k + C×k .
Démonstration. – Considérons une chaîne large de longueur k dont le minimum n’a qu’une
part, qui est pointée. Alors, l’élément e suivant ce minimum dans la chaîne a une part
pointée d’où provient le pointage du minimum et d’autres parts éventuelles pointées ou
non. Oubliant le minimum et séparant les parts de la partition e, nous obtenons une
chaîne large de longueur k − 1 dont le minimum est en une part pointée et un ensemble
éventuellement vide de chaînes larges de longueur k− 1 dont le minimum est en une part,
pointée ou non.
– Considérons une chaîne large de longueur k dont le minimum n’a qu’une part non pointée.
Alors, l’élément e suivant ce minimum dans la chaîne a un ensemble non vide de parts
non pointées et d’autres parts éventuelles pointées. La séparation de chacune des parts de
e dans le reste de la chaîne est indépendant de la séparation des autres parts. Oubliant
le minimum et séparant les partitions de la chaîne selon les parts de la partition e, nous
obtenons un ensemble non vide de chaînes larges de longueur k − 1 dont le minimum est
en une part non pointée et un ensemble éventuellement vide de chaînes larges de longueur
k − 1 dont le minimum est en une part pointée.
– Considérons une chaîne large de longueur k. La relation voulue est obtenue en séparant
les parts du minimum de la chaîne.
– Considérons une chaîne large avec multiplicité de longueur k ((a1, . . . , ak),m) de parti-
tions semi-pointées dans un intervalle maximal [m, piV,V1 ] du poset épointé. Nous obtenons
une k + 1-chaîne large en rajoutant au début de la chaîne la partition m à une part bor-
nant l’intervalle, qui peut être pointée ou non. Il y a alors une bijection entre les couples
((a1, . . . , ak),m) et les chaînes (m, a1, . . . , ak). La chaîne (m, a1, . . . , ak) est alors une k+1-
chaîne large dont le minimum est en une part, pointée ou non.
6.2.3 Dimension de l’homologie des posets des partitions semi-pointées
Nous nous intéressons maintenant à la dimension de l’unique groupe d’homologie non nul des
posets de partitions semi-pointées. Nous utilisons les relations entre espèces de la proposition
6.2.6 : elles impliquent des relations entre séries génératrices que nous réécrivons à la proposition
suivante. Ces relations nous permettront d’obtenir des formules closes explicites pour la dimen-
sion du groupe d’homologie du poset des partitions semi-pointées. Ces relations sont valables
pour tout entier naturel non nul k. Comme la taille des chaînes est bornée dans un poset donné,
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les coefficients des séries Cgk et Clk sont des polynômes en k. De plus, par les relations montrées
à la sous-sections précédentes entre les séries, les coefficients des séries C•k et C×k sont aussi des
polynômes en k : les relations entre ces séries restent donc valables pour tout entier relatif.
Proposition 6.2.7. Pour tout entier relatif k, les séries génératrices C•k, C×k , C
g
k et Clk vérifient
les relations suivantes :
(6.1) C•k = C•k−1 × eC
•
k−1+C
×
k−1 ,
(6.2) C×k = e
C•k−1
(
eC
×
k−1 − 1
)
,
(6.3) Cgk = exp
(
C•k +C×k
)
− 1,
(6.4) Clk−1 = C•k +C×k .
Calculant les premiers termes, nous obtenons le résultat suivant.
Proposition 6.2.8. Les séries C•−1 et C
g
−1 sont reliées par :
(6.5) x = C•−1
(
1 +Cg−1
)
,
(6.6) y = Cg−1 + 1− eC
•
−1 .
Démonstration. Nous calculons dans un premier temps C•1 et C×1 . Rappelons que le coefficient
de x`yp`!p! dans la série C•1 (resp. C
×
1 ) est le nombre de chaînes larges de longueur un dont le
minimum n’a qu’une part pointée (resp. non pointée), sur un ensemble de pointages possibles
de taille ` et un ensemble d’éléments non pointés de taille p. Il y en a ` dans le cas pointé de C•1
et 1 si p est non nul, 0 sinon, dans le cas non pointé de C×1 . Nous obtenons donc :
C•1 = xex+y et C×1 = ex+y − ex.
En utilisant les relations entre séries génératrices précédentes (6.1) et (6.2), nous obtenons :{
xex+y = C•0eC
•
0+C
×
0
ex+y − ex = eC•0+C×0 − eC•0 .
Ces équations impliquent l’équation fonctionnelle suivante qui détermine de manière unique C•0 :
xex+y = C•0
(
ex+y − ex + eC•0
)
.
Résolvant cette équation et la reportant dans le système ci-dessus, nous obtenons :
C•0 = x et C×0 = y.
En replaçant ces valeurs dans les relations (6.1) et (6.2) pour k = 0, établies à la proposition
6.2.7, dans lesquelles nous éliminons C×−1 à l’aide de l’équation (6.3), nous obtenons les relations
du système.
122 6. Partitions semi-pointées
` |n 1 2 3 4 5 6 7
0 1 2 5 15 52 203 877
1 1 3 8 25 89 354 1551
2 3 10 35 133 552 2493
3 10 41 173 768 3637
4 41 196 953 4815
5 196 1057 5785
6 1057 6322
7 6322
Table 6.1 – Nombre de partitions semi-pointées dans Πn,`
Remarque 6.2.9. La coefficient de x`yn−``!(n−`)! de la série C
g
1 donne le nombre de partitions semi-
pointées dans Πn,`. Cette série vérifie :
Cg1 = exp
(
(x+ 1)ex+y − ex
)
− 1.
Nous récapitulons dans le tableau 6.1 les premières valeurs obtenues.
La première ligne correspond au cas des partitions d’un ensemble à n éléments : son cardinal
est donné par le nième nombre de Bell Bn. Les deux diagonales ` = n et ` = n− 1 correspondent
au cas des partitions pointées dont le cardinal est donné par la formule ∑n`=0 (n`)(n− `)` .
Les équations (6.5) et (6.6) permettent d’obtenir l’équation implicite suivante pour C•−1 :
(6.7) x = C•−1
(
y + eC•−1
)
.
Nous allons utiliser la proposition suivante, citée du livre [Sta01, Theorem 5.4.2, Corollary
5.4.3] pour obtenir le résultat voulu.
Proposition 6.2.10 (Théorème d’inversion de Lagrange). Soient K un corps de caractéristique
nulle, F (x) = ∑i≥1 aixi ∈ xK[[x]], avec a1 6= 0 et n ∈ Z. Alors
n[xn]F<−1>(x) = [xn−1]
(
x
F (x)
)n
=
(
∂
∂z
)n−1 ( z
F (z)
)n
z=0
,
où F<−1> désigne l’inverse de F pour la composition.
Pour tout H(x) ∈ K((x)), nous avons alors :
n[xn]H
(
F<−1>(x)
)
= [xn−1]H ′(x)
(
x
F (x)
)n
.
Théorème 6.2.11. Les séries génératrices C•−1, correspondant aux dimensions de l’homologie
d’un intervalle maximal du poset entre une partition en une part pointée et une partition dont
toutes les parts sont de taille 1, Cg−1, correspondant aux dimensions de l’homologie du poset
augmenté, et Cl−2, correspondant à la somme des dimensions des homologies des intervalles
maximaux du poset, vérifient :
C•−1 =
∑
`≥1,p≥0
(−1)`+p−1 (`+ p− 1)!(`− 1)! (`+ p)
`−1x`yp
`!p! ,
Cg−1 =
∑
`≥1,p≥0
(−1)`+p−1 (`+ p− 1)!(`− 1)! (`+ p− 1)
`−1x`yp
`!p! ,
Cl−2 =
∑
`≥1,p≥0
(−1)`+p−1 (`+ p− 1)!
`! (`+ p)
`x
`yp
`!p! .
6.2 Homologie des posets de partitions semi-pointées 123
Démonstration. – Calculons maintenant les coefficients de C•−1. Nous appliquons à l’équa-
tion (6.7) le théorème d’inversion de Lagrange (proposition 6.2.10) avec F (x) = x (y + ex).
Nous obtenons :
C•−1 =
∑
`≥1
x`
`!
(
∂
∂z
)`−1 ( 1
y + ez
)`
z=0
.
Le calcul de la dérivée donne, en utilisant la formule du binôme de Newton :(
∂
∂z
)`−1 ( 1
y + ez
)`
=
∑
p≥0
(
−`
p
)
yp
(
∂
∂z
)`−1
ez(−`−p).
D’où l’équation suivante, dont découle le résultat voulu :(
∂
∂z
)`−1 ( 1
y + ez
)`
z=0
=
∑
p≥0
(−1)`+p−1 (`+ p− 1)!(`− 1)!
yp
p! (`+ p)
`−1 .
– La deuxième équation est obtenue par inversion de Lagrange avec H(x) = y − 1 + ex
en utilisant la relation (6.6). Le coefficient x`yl`!l! de la série voulue est alors donné par le
coefficient de x`−1yl(`−1)!l! dans la série :
H ′(x)
(
x
F (x)
)`
= ex(y + ex)−`.
– La troisième équation est obtenue grâce à l’équation différentielle du lemme suivant :
Lemme 6.2.12. Les séries génératrices Cl−2 et C•−1 vérifient l’équation différentielle sui-
vante :
x
∂Cl−2
∂x
= x∂C
•−1
∂x
+ y∂C
•−1
∂y
.
Notant Cl−2 =
∑
`≥0,p≥0,(`,p)6=(0,0) a`,p
x`yp
`!p! , l’équation différentielle ci-dessus implique la
relation suivante, pour tout ` ≥ 0, p ≥ 0, (`, p) 6= (0, 0) :
`a`,p = −(`+ p− 1)!(`− 1)! (`+ p)
`−1(`+ p).
Le résultat voulu suit immédiatement.
Prouvons maintenant le lemme que nous venons d’utiliser :
Démonstration du lemme 6.2.12. En utilisant l’équation (6.4), nous obtenons :
x
∂Cl−2
∂x
= x∂C
•−1
∂x
+ x
∂C×−1
∂x
.
Le résultat du lemme sera donc vérifié si l’équation suivante est vérifiée :
y
∂C•−1
∂y
= x
∂C×−1
∂x
.
Pour obtenir cette relation, nous dérivons par rapport à x et à y l’équation (6.7). Nous
obtenons :
y
∂C•−1
∂y
= −yC
•−1
y + eC•−1 +C•−1eC
•
−1
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et
∂C•−1
∂x
= 1
y + eC•−1 +C•−1eC
•
−1
.
Nous dérivons d’autre part l’équation (6.6) par rapport à x. Nous obtenons :
∂C×−1
∂x
=
∂C•−1
∂x
(
eC
•
−1 − eC•−1+C×−1
)
eC
•
−1+C
×
−1
.
Or, d’après l’équation (6.6), nous avons eC•−1 − eC•−1+C×−1 = −y et d’après l’équation (6.5), nous
avons e−C•−1−C
×
−1 = C
•
−1
x , d’où le résultat.
6.3 Parenthèse sur les partitions décorées par une opérade
Dans cette sous-section, nous nous plaçons dans le cadre du théorème 9 de l’article de B.
Vallette [Val07]. Considérons donc une opérade ensembliste basique (basic-set operad) P. C’est
une opérade telle que, notant µ le morphisme de composition µ : P ◦ P → P, l’application
µν1,...,νk : P(k) → P(i1 + . . .+ ik), ν 7→ µ(ν(ν1, . . . , νk)) soit injective, pour tout (ν1, . . . , νk) ∈
(P(i1), . . . ,P(ik)).
Une partition décorée par P sur un ensemble V à n éléments est une partition de V en ` en-
sembles {V1, . . . , V`} munie du choix, pour chacun des Vi d’un élément V Pi de P(Vi). Considérant
l’opérade associative Assoc associée à l’espèce des listes par exemple, l’ensemble des partitions
sur {1, 2, 3} décorées par Assoc est :
{(1 2 3)}, {(1 3 2)}, {(2 1 3)},{(2 3 1)}, {(3 1 2)}, {(3 2 1)},
{(1) (2 3)}, {(1) (3 2)}, {(2) (1 3)},{(2) (3 1)}, {(3) (1 2)}, {(3) (2 1)},
{(1) (2) (3)}.
Le poset Πn,P des P-partitions sur n éléments est alors défini comme l’ensemble des partitions
sur n éléments décorées par l’opérade P, muni de l’ordre suivant. La partition maximum est la
partition dont toutes les parts sont de taille 1, notée pi. Une partition P1 est plus petite qu’une
partition P2 = (V P1 , . . . , V Pz ) si toutes les parts de P1 sont obtenues comme des µ(f(V Pi1 , . . . , V
P
ij
))
où f est un élément de P(j).
Nous notons CP,mk , l’espèce des chaînes larges avec multiplicité de longueur k de partitions
décorées par P dans chacun des intervalles maximaux des posets Πn,P , n ≥ 1, c’est-à-dire l’espèce
des couples formés d’un élément minimal min de Πn,P et d’une k-chaîne large de [min, pi], c’est-
à-dire un k-uplet (a1, . . . , ak) tel que ai appartienne à l’intervalle [min, pi] et ai soit inférieur (ou
égal) à ai+1.
Nous notons de plus CP,k l’espèce des chaînes larges de longueur k de partitions décorées
par P dans le poset Πn,P dont le minimum n’a qu’une part. Si le poset est Cohen-Macaulay, le
raisonnement sur le passage des chaînes strictes aux chaînes larges se transpose dans ce poset :
la somme des homologies des intervalles maximaux du poset sera donnée par CP,m−2 .
Proposition 6.3.1. Les relations entre espèces sont données par les équations suivantes :
CP,mk = CP,k+1,
CP,k = P ◦ CP,k−1.
Démonstration. Ces décompositions découlent de la définition des partitions et de l’ordre.
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1. Nous comptons les k-chaînes larges avec multiplicité qui sont un couple formé d’un élément
minimal m de Πn,P et d’une k-chaîne large de [m, pi]. Ajoutant m au début de la chaîne,
nous obtenons une k + 1 chaîne large dont le minimum n’a qu’une part.
2. Le minimum d’une k-chaîne large est obtenu comme une image par un élément d’un P(n)
de l’ensemble des parts de l’élément qui le suit dans la chaîne, que nous appellerons le
deuxième élément de la chaîne. En séparant les parts du deuxième élément de la chaîne,
nous pouvons séparer la chaîne privée de son minimum en un ensemble de k − 1-chaînes
dont le minimum n’a qu’une part et la chaîne originale est obtenue comme une image par
un élément d’un P(n) de l’ensemble de ces k − 1-chaînes.
Sous réserve que l’opérade soit Koszul ou le poset Cohen-Macaulay (ce qui est équivalent
d’après [Val07, Theorem 9]), nous retrouvons alors un corollaire du résultat de B. Vallette [Val07]
qui détermine l’homologie de ces posets. Notant P−1 la suspension de l’opérade duale de Koszul
de P, nous obtenons le théorème suivant.
Théorème 6.3.2. L’action du groupe symétrique sur l’unique groupe d’homologie non nul des
posets des P-partitions est donnée par la série suivante :
CP,m−2 = P−1.
Démonstration. Calculons CP,m1 . Pour ce faire, nous commençons par déterminer CP,1 . Une
partition décorée par P en une part est un élément de P et tout élément de P donne une telle
partition. Nous obtenons donc CP,1 = P, ce qui donne, avec les relations de la proposition 6.3.1,
l’égalité CP,m1 = P ◦ P.
Utilisant les relations de la proposition 6.3.1, nous obtenons successivement :
CP,m0 = P,
CP,m−1 = X,
CP,m−2 = P−1.
Nous notons CP,lk , l’espèce des chaînes larges de longueur k de partitions décorées par P dans
les posets Πn,P , n ≥ 1. Remarquons qu’il n’est plus ici question de multiplicité ou d’intervalles
maximaux dans le poset épointé. Si le poset est Cohen-Macaulay, le raisonnement sur le passage
des chaînes strictes aux chaînes larges se transpose dans le poset : l’action du groupe symétrique
sur l’homologie du poset des partitions décorées par P sur n éléments augmenté d’un minimum
est alors donnée par CP,l−1 .
Cette espèce est reliée à l’espèce CP,k par la relation suivante.
Proposition 6.3.3. Les espèces de chaînes larges CP,lk et CP,k sont reliées par :
CP,lk = Comm ◦ CP,k .
Démonstration. En séparant les parts du minimum d’une k-chaîne large, nous obtenons un
ensemble de k-chaînes larges dont le minimum n’a qu’une seule part. De plus, un ensemble de
k-chaînes larges dont le minimum n’a qu’une seule part peut à son tour être vu comme une
k-chaîne large.
L’action du groupe symétrique sur l’homologie du poset augmenté est alors donné par la
proposition suivante.
Proposition 6.3.4. L’action du groupe symétrique sur l’homologie du poset des partitions dé-
corées par P sur n éléments augmenté d’un minimum est donnée par :
CP,l−1 = Comm ◦P−1
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Démonstration. Nos calculs précédents impliquent la relation suivante :
CP,−1 = P−1.
Le résultat suit immédiatement.
Remarque 6.3.5. Les posets des partitions semi-pointées ne rentrent pas dans ce cadre.
6.4 Perspectives
6.4.1 Calcul de l’action du groupe symétrique sur les posets des partitions
semi-pointées
Dans l’optique d’une étude des séries indicatrices de cycles des espèces précédentes, nous
introduisons un raffinement des séries étudiées. Nous nous intéressons donc maintenant à un
raffinement de la série Cg−1 définie comme suit :
Cg−1,t =
exp(tCl−2)− 1
t
=
(Cg−1 + 1)t − 1
t
.
L’intérêt de l’introduction de cette série tient au fait que ses coefficients sont des polynômes
en t qui se factorisent en produit de polynômes de degré 1 à coefficients entiers, ce qui permet
d’espérer que les coefficients de la série indicatrice de cycles correspondante pourraient eux aussi
se factoriser en produit de polynômes en t de petits degrés à coefficients entiers.
La série Cg−1 vérifiant les équations (6.5) et (6.6), nous obtenons :
Cg−1,t =
(y + eC•−1)t − 1
t
.
Le théorème d’inversion de Lagrange (proposition 6.2.10) donne alors le résultat suivant.
Proposition 6.4.1. Les coefficients de la série Cg−1,t sont donnés par :
Cg−1,t =
∑
`≥1,p≥0
p∏
q=1
(t− `− q) (t− `− p)`−1x
`yp
`!p! .
Démonstration. Nous appliquons le théorème d’inversion de Lagrange avec H(z) = (y+e
z)t−1
t .
H ′(x)
(y + ex)` = e
x(y + ex)t−`−1
=
∑
p≥0
∏p−1
q=0(t− `− 1− q)
p! y
p
∑
α≥0
(t− `− p)α
α! x
α.
Le coefficient de x`−1yp(`−1)!p! dans cette expression donne alors le coefficient de
x`yp
`!p! dans la série
Cg−1,t.
Remarque 6.4.2. L’expression trouvée pour la série Cg−1,t évaluée en t = 1 (respectivement
t = 0) redonne l’expression calculée au théorème 6.2.11 pour Cg−1 (respectivement Cl−2).
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6.4.2 Algèbre de Hopf d’incidence
L’algèbre de Hopf d’incidence des posets de partitions (Faa di Bruno) est très étudiée, no-
tamment pour ses nombreuses applications. Elle s’identifie à une structure d’algèbre de Hopf sur
l’algèbre des polynômes en les variables (an)n≥1 où an correspond à l’application de l’ensemble
des séries formelles exponentielles à coefficients dans C, à valeurs dans C définie par
f =
∑
n≥1
fn
xn
n! 7→ fn.
De plus, d’après l’article [CV06] de F. Chapoton et B. Vallette, l’algèbre de Hopf d’incidence
associée à la famille des partitions pointées est isomorphe à une structure d’algèbre de Hopf sur
l’algèbre des polynômes en les variables (an)n≥2 donnée par la composition des séries formelles
de la forme suivante :
x+
∑
n≥2
an
xn
(n− 1)! .
La question d’une identification de l’algèbre de Hopf d’incidence des posets des partitions
semi-pointées à une autre algèbre pouvant être décrite en fonction de séries formelles se pose
légitimement. Les deux premières étapes du chemin menant à une réponse à cette question
sont d’abord de donner une description complète des intervalles d’un poset Πn,` donné, puis de
calculer le coproduit de l’algèbre de Hopf d’incidence des posets des partitions semi-pointées.
6.4.3 Analogue en type B
Les posets des partitions semi-pointées généralisent à la fois les posets de partitions et les
posets des partitions pointées. Cependant, A. Björner et M. Wachs ont exhibé un analogue
en type B du poset des partitions dans l’article [BW83] et F. Chapoton et B. Vallette, un
analogue en type B du poset des partitions pointées dans leur article [CV06]. Il se pose donc
légitimement la question d’une généralisation en type B des posets de partitions semi-pointées
qui généraliserait à la fois les posets de partitions et les posets de partitions pointées de type B.
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Abstract : Hypertrees and Semi-pointed Partitions :
Combinatorial, Algebraic and Homological Aspects
This thesis is dedicated to the combinatorial, algebraic and homological study of hypertrees
and semi-pointed partitions. More precisely, we study algebraic and homological structures built
from hypertrees and semi-pointed partitions, which occur naturally in our study.
After recalling briefly the notions needed, we use the theory of species of structures, introdu-
ced by A. Joyal, to compute the action of the symmetric group on the homology of the hypertree
posets, also known as Whitehead poset. This action is the same as the action of the symmetric
group linked with the anticyclic structure of the PreLie operad. We refine our computations on
a grading of the homology, called Whitney homology.
In this study occur formulas related to hypertrees decorated by species. We define the notion
of edge-decorated hypertrees before stating functional equations satisfied by these hypertrees.
These decorated hypertrees can be described as a special case of R-enriched trees. A one-to-one
correspondence of decorated hypertrees with box trees and partitions whose parts are decorated
sets enables us to compute a close formula for the cardinality of decorated hypertrees, thanks
to a Prüfer code. Some relevant examples are related to known objects. We then generalize
decorations of hypertrees by decorating both edges and neighbourhoods of vertices in a hypertree,
which gives a combinatorial interpretation of Whitney homology of hypertree posets in terms of
bidecorated hypertrees.
Moreover, we adapt computation methods of characters on incidence Hopf algebras, intro-
duced by W. Schmitt for families of bounded posets, to families of unbounded posets satisfying
some additional properties, called triangle and diamond posets. This relies on the link between
the coproduct on a new bialgebra and the coproduct on the incidence Hopf algebra obtained by
bounding posets by the addition of a greatest element. After applying these results to the hyper-
tree posets, we give an explicit formula for the coproduct on the obtained bialgebra, involving
the number of hypertrees with fixed valencies and edge sizes.
Finally, a kind of decorated hypertree, called pointed-edge hypertree, can also be endowed
with a partial order. We show that the associated posets are Cohen-Macaulay and compute the
dimension of the unique non-vanishing homology group. By studying the associated posets, we
unveil a new family of posets: the semi-pointed partition posets, which generalize both partition
posets and pointed partition posets. We show the Cohen-Macaulayness of these posets and
obtain, thanks to species theory, a closed formula for the dimension of its unique homology
group, which extend the ones established for partition posets and pointed partition posets.
Keywords : Hypertree, poset, species, homology, partition, action of the symmetric group,
incidence Hopf algebra, Cohen-Macaulayness.
Hyperarbres et Partitions semi-pointées :
Aspects combinatoires, algébriques et homologiques.
Résumé:
Cette thèse est consacrée à l’étude combinatoire, algébrique et homologique des hyperarbres et des partitions
semi-pointées. Nous étudions plus précisément des structures algébriques et homologiques construites à
partir des hyperarbres, puis des partitions semi-pointées, qui apparaissent naturellement au cours de notre
étude.
Après un bref rappel des notions utilisées, nous utilisons la théorie des espèces de structure introduite par
A. Joyal afin de déterminer l’action du groupe symétrique sur l’homologie du poset des hyperarbres, connu
aussi sous le nom de poset de Whitehead. Cette action s’identifie à l’action du groupe symétrique liée à
la structure anti-cyclique de l’opérade PreLie. Nous raffinons ensuite nos calculs sur une graduation de
l’homologie, appelée homologie de Whitney.
Lors de cette étude interviennent des formules semblant décrire des hyperarbres décorés par des espèces.
Nous définissons la notion d’hyperarbre aux arêtes décorées par une espèce avant d’établir des équations
fonctionnelles vérifiées par ces hyperarbres. Ces hyperarbres décorés peuvent être décrits comme des cas
particuliers d’arborescence R-enrichie. Une bijection des hyperarbres décorés avec des arbres en boîtes
et des partitions dont les parts sont décorées permet d’obtenir une formule close pour leur cardinal, à
l’aide d’un codage de Prüfer. Certains exemples pertinents reliés à des objets connus sont exhibés. Nous
généralisons ensuite la décoration des hyperarbres en décorant à la fois les arêtes et le voisinage des sommets
de l’hyperarbre, ce qui permet d’obtenir une interprétation combinatoire de l’homologie de Whitney du
poset des hyperarbres en terme d’hyperarbres bidécorés.
Nous adaptons ensuite les méthodes de calcul de caractères sur les algèbres de Hopf d’incidence, introduites
par W. Schmitt dans le cas de familles de posets bornés, à des familles de posets non bornés vérifiant
certaines propriétés. Cette adaptation repose sur l’introduction d’une bigèbre formée sur les posets dont
nous relions le coproduit au coproduit sur l’algèbre de Hopf d’incidence obtenue en bornant les posets
par l’ajout d’un maximum. Nous appliquons ensuite cette adaptation aux posets des hyperarbres. Nous
donnons une formule explicite pour le coproduit de la bigèbre associée, qui fait intervenir le cardinal de
l’ensemble des hyperarbres dont la taille des arêtes et la valence des sommets sont fixées.
Enfin, une sorte d’hyperarbre décoré, appelée hyperarbre aux arêtes pointées, peut être à son tour munie
d’un ordre partiel. Nous montrons que ces posets sont Cohen-Macaulay avant de calculer la dimension de
l’unique groupe d’homologie non nulle. L’étude de ces posets fait apparaître une généralisation des posets
des partitions et des posets des partitions pointées : les poset des partitions semi-pointées. Nous montrons
que ces posets sont aussi Cohen-Macaulay, avant de déterminer à l’aide de la théorie des espèces une formule
close pour la dimension de l’unique groupe d’homologie non trivial de ces posets.
Mots clés: Hyperarbre, poset, espèce, homologie, partition, action du groupe symétrique, algèbre de Hopf
d’incidence, Cohen-Macaulay.
Image en couverture : Lien entre le voisinage d’un sommet dans le poset des hyperarbres et le poset des partitions.
