INTRODUCTION
Let J be a nonempty open real interval. We say that a two-place function M : J × J → R is a two-variable mean on J if it possesses the Mean Value Property, that is, if min(x, y) ≤ M (x, y) ≤ max(x, y), (x, y ∈ J).
If both of the above inequalities are sharp whenever x = y, then M is called a strict mean. To formulate the problem what we would like to deal with, we need the following two special classes of means.
The Class of Cauchy Means. The Cauchy Mean Value Theorem states that if G, H : J → R are differentiable functions then, for all distinct elements x, y ∈ J, there exists a point u in the open interval determined by the points x and y such that the equality
holds. If H ′ does not vanish on J, then, by the Rolle Mean Value Theorem, the function H must be injective on J, hence, in this case, the above equality is equivalent to
(y) H(x) − H(y) .
Now, one can see easily that u has to be unique if, in addition, the ratio G ′ /H ′ is invertible on J. We note that, under the mentioned conditions, the invertibility of G ′ /H ′ is equivalent to that it is continuous and strictly monotone on J. The precise formulation and the proof of this statement can be found as Remark 1 in the paper [26] . To prove the essential part, the author uses the Darboux property of the derivative functions. Motivated by the above observation, one can introduce the notion of Cauchy means as follows. We say that a mean M : J × J → R is a two-variable Cauchy mean if there exist differentiable functions G, H : J → R with 0 / ∈ H ′ (J) such that the function G ′ /H ′ is invertible on J and that, for all x, y ∈ J, we have In this case, we denote M by C G,H , where G and H will be called the generator functions of the Cauchy mean.
There are many papers dealing with this class of means. In particular, the equality and homogeneity problem of Cauchy means was completely solved by Losonczi in [20, 23] and [21] , respectively. For the solution of the equality problem in [20] , 7th-order differentiability was assumed. This regularity condition was reduced to first-order differentiability by Matkowski in [26] . The comparison problem of Cauchy means was also studied by Losonczi [22] . The so-called invariance equation for Cauchy means was solved by Berrone in [4] . Characterization type results were obtained by Berrone [5] and by Berrone-Moro [6] .
The Class of Quasi-Arithmetic Means. We say that a mean M : J × J → R is a two-variable quasi-arithmetic mean if one can find a continuous strictly monotone function Φ : J → R such that, for all x, y ∈ J, we have M (x, y) = Φ −1 Φ(x) + Φ(y) 2 =: A Φ (x, y).
The continuity and the strict monotonicity of Φ provides that Φ is invertible and that Φ(J) is an open subinterval of R. Hence the above expression is well-formulated and it indeed defines a strict mean on J. Similarly to the previous part, Φ will be called the generator function of the quasi-arithmetic mean.
In this paper we are going to focus on the equality problem of two-variable Cauchy means and two-variable quasi-arithmetic means. It is easy to check that the equality problem C G,H = A Φ on J can be rewritten as
where we define
Motivated by this reformulation, to solve the equality problem, it is enough to describe the solution triplets (ϕ, f, F ) of the functional equation The functional equations having the form (4) have a rich literature and it was investigated by several authors. The firs remarkable result, from the year 1985, is due to J. Aczél [1] , who solved (4) assuming that f is the identity function. This particular case was also dealt with by Volkmann [36] . Without any regularity assumptions for the unknown functions, he proved that the pair (ϕ, F ) solves the equation if and only if F is a polynomial of degree at most two and ϕ is its derivative. Independently, in 1979, Sh. Haruki investigated a pexiderized version of the equation of Aczél, where f was still the identity, and he proved the same result, again without any regularity conditions. The details of Haruki's work can be found in [10] . The solutions of the equation in (4) was first described in 2016, by Z. M. Balogh, O. O. Ibrogimov and B. S. Mityagin in the paper [3] . In their approach, the functions f and g was supposed to be three-times differentiable. Two years later, R. Łukasik improved this result in [37] , by showing that the first-order differentiability of f and g is sufficient to obtain the same solutions. Now we present a different approach, which allows us to treat and solve (4) solely under the continuity of ϕ.
The functional equation (4) seems to be a particular case of the functional equation
m(x) + n(y) which was studied by Lundberg in a series of papers [24] , [25] . However, the solutions therein have indirect forms and we could not find way to deduce our results from those of [24] and [25] . Another problem, which was formulated by P. K. Sahoo and T. Riedel in their book [32, Section 2.7] , remains still open: without any regularity conditions concerning the members of (ϕ, f, Ψ, F ), solve the functional equation
One of our main observation (which will turn out in the next section) is that equation (4) has a strong connection to the functional equation
which has been studied and solved by the authors in the paper under minimal regularity assumption in [12] .
CONNECTION AMONG THE FUNCTIONAL EQUATIONS (4) AND (5)
We say that a subinterval J ⊆ I is proper if it has at least two elements and is different from I. A function g : I → R will be called locally non-constant on I if there is no proper subinterval of I, where g is constant. In other words, g is locally non-constant on I if and only if, for all λ ∈ R, the set g −1 ({λ}) has an empty interior in the domain I.
First we refer to the result about the solutions of equation (5) . Observe, that the substitution x = y in the equation (5) immediately yields that F = ϕ · f holds on I. Therefore, in view of [12, Theorem 11] , we have the following statement. (ii) f is nowhere zero on I and there exist constants a, b, c, d, γ ∈ R with ad = bc such that
It is worth noticing that the condition (ii) of the above theorem could be formulated in the following equivalent way:
(ii)' f is nowhere zero on I, there exists a constant γ ∈ R such that f and F are linearly independent solutions of the second-order linear homogeneous differential equation Y ′′ = γY , and ϕ = F/f on I. In fact, in the paper [12, Theorem 11] , instead of the continuity of f , a weaker regularity assumption was made. However, the following consequence of Theorem 1, in which the regularity assumptions for f are completely eliminated, will be sufficient for our purposes. Proof. First we show that the assumptions made on ϕ and (5) imply that f is continuous on I. To do this, let x 0 ∈ I be arbitrarily fixed. Then there exists r > 0 such that [x 0 − 2r, x 0 + 2r] ⊆ I. The function ϕ is nonconstant on the interval [x 0 − r, x 0 + r], consequently, there exists u 0 ∈ [x 0 − r, x 0 + r] such that ϕ(x 0 ) = ϕ(u 0 ).
2 ) − ϕ(x) is continuous on I, and, by the choice of u 0 , it is different from zero at the point x := x 0 . Therefore, there exists δ > 0 such that this function is different from zero also on the entire interval ]x 0 − δ, x 0 + δ[ ⊆ I. Using this, and the equality F = ϕ · f , equation (5) directly implies that
Thus f coincides with a continuous function on the neighborhood ]x 0 − δ, x 0 + δ[ of x 0 , which means that f has to be continuous at x 0 . Because x 0 was arbitrarily chosen, it follows that f is continuous on I.
Thus, by Theorem 1, we have the alternatives (i) and (ii) for the solutions of (5). The function f is obviously infinitely many times differentiable, provided that we have the case (ii). On the other hand, having (i) and using that ϕ is locally non-constant, it follows that the subinterval J in alternative (i) must be empty. Hence, in this case, f is identically zero on I, which finishes the proof.
In order to describe the connection between functional equations (4) and (5), let us introduce the following notations. For a positive number h and a function f : I → R, define the subinterval interval I h of I and the function δ h f : I h → R by
With these notations, we have the following basic result, which derives a functional equation from (4) for ϕ and δ h f , furthermore eliminates the function F .
Theorem 3.
Assume that the triplet of functions (ϕ, f, F ) : I → R 3 solves functional equation (4) . Then, for all h > 0, we have 
Proof. Assume that equation (4) holds. Let h > 0 and x, y ∈ I h . Then x ± h and y ± h belong to I. Substituting the pairs (x − h, x + h), (x + h, y − h), (y − h, y + h) and (y + h, x − h) into (4), we get the following four equalities:
Adding up the above equations side by side, the equality in (9) follows immediately. Assume now that ϕ is continuous and locally non-constant on I. Applying Corollary 2 for the function δ h f (instead of f ), it follows, for all positive real number h, that the function δ h f is infinitely many times differentiable on the subinterval I h ⊆ I. Thus, based on the celebrated result of N. G. de Bruijn [7, 8] , f can be written as f 0 +g, where f 0 : I → R is infinitely many times differentiable and g : R → R is additive. Without loss of generality, we may assume that g vanishes on the set of the rationals or, equivalently, that f = f 0 on the set I ∩ Q. This immediately implies that (ϕ, f 0 , F ) solves the equation (4) on the intersection I ∩ Q. Now, indirectly, assume that g is not identically zero. Then there exists x 0 ∈ I \ Q such that g(x 0 ) = 0. Let (x n ) ⊆ I ∩ Q be any sequence such that x n → x 0 as n → ∞. Applying the equation (4) for the triplet (ϕ, f 0 , F ), for any member of (x n ), and for any point y ∈ I ∩ Q, we get that
The continuity of ϕ and f 0 provides that the limit of the left hand side exists as n → ∞. Denoting lim n→∞ F (x n ) by λ, using the decomposition of f , and the equality f = f 0 on I ∩ Q, we get that
On the very right hand side, we can apply that (ϕ, f, F ) solves equation (4) on I, hence
By our assumption, g(x 0 ) = 0, thus this equation is equivalent to
which means that the function ϕ is constant on the dense subset
Thus, by its continuity, ϕ must be constant on the subinterval 1 2 (x 0 + I) ⊆ I, which contradicts the fact that it is locally non-constant on I. Consequently, g must vanish on I, and hence also on R. Therefore f = f 0 on I, where f 0 was an infinitely many times differentiable function.
Finally, we prove that (10) is also valid. Let x, y ∈ I be arbitrary. Then, for small positive h, we have that x, y ∈ I h and hence (9) holds for x, y and for small positive h. Dividing equation (9) by 2h and taking the limit h → 0 + , we get that (10) is satisfied.
In order to be able to apply Theorem 3 to establish the solutions of (4), we have to distinguish two main cases concerning ϕ. First we will deal with the case when ϕ is constant on a proper subinterval of I and then with the case when ϕ is locally non-constant. The second part of the result of Theorem 3 applies in the latter case. The investigation of the first case requires a detailed analysis, thus, firstly, we turn to this part.
PRELIMINARY RESULTS
In order to treat (4), first we investigate a special case, more precisely, we solve the much simple functional equation
which contains the two unknown functions ϕ : I → R and f : I → R. We note that a functional equation having the form as in (11) can be derived from (4) assuming that F is an affine transformation of the function f , that is, there exists A, B ∈ R such that F = Af + B on I.
For the brevity, we will frequently use the notations α := inf I and β := sup I. If S ⊆ I, then the complementary set I \ S will be simply denoted by S c . For a given function g : I → R, denote the set g −1 ({0}) by Z g . For two subsets S, P ⊆ R, let us denote the set (2P − S) ∩ I by (S |P ). That is, (S |P ) consists of those elements of I that are reflections of an element of S with respect to some element of P .
Proposition 4. Let P and S be arbitrary subsets of
is also an interval, furthermore we have (12) inf(S |P ) = max(α, 2 inf P − sup S) and sup(S |P ) = min(2 sup P − inf S, β).
(d) Consequently, for a given point p ∈ I, the set (I |p) is the maximal open subinterval contained in I, which is symmetric with respect to p. Furthermore, by the equality (12) , it follows that (I |p) is bounded unless I = R.
Proof. The statements (a), (b), (c), and (d) are direct consequences of the definition.
Lemma 5. Let (ϕ, f ) be a solution of equation (11) and p ∈ I. Then f (x) = f (p) holds for all x ∈ (p|Z ϕ c ).
Proof. If (p|Z ϕ c ) is empty, then the statement is obvious. Therefore we may assume that (p|Z ϕ c ) is nonempty and let x ∈ (p|Z ϕ c ) be arbitrary. Then there exists u ∈ Z ϕ c such that x+p 2 = u holds. Applying equation (11) for x and p and using that ϕ(u) = 0, we get f (x) = f (p).
Proposition 6. Let (ϕ, f ) be a solution of (11) such that Z ϕ is closed in I and has an empty interior. Then f is constant on I.
Proof. The assumptions concerning
is a nonempty open subset of I. Therefore it can be written as a union of its components. Let K ⊆ Z ϕ c be any component and x, y ∈ K be arbitrary. Then
that is ϕ( x+y 2 ) = 0, hence, based on equation (11), we get that f (x) = f (y).
In the next step we show that f takes the same value on any two components of Z ϕ c . There is nothing to prove if Z ϕ c has only one component. Thus we may assume that this is not the case and let K and L be different components of Z ϕ c . By our assumption, the interior of Z ϕ is empty, hence the intersection
) cannot be empty. Let u be any point of the intersection. Then ϕ(u) = 0, furthermore, there exist x ∈ K and y ∈ L such that x+y 2 = u. Using equation (11) for the points x and y, we obtain that f (x) = f (y). Consequently, there exists λ ∈ R such that f (x) = λ whenever x ∈ Z ϕ c . Finally we show that the restriction f | Zϕ is also identically λ. If Z ϕ is empty, then we are done. If not then let p ∈ Z ϕ be arbitrarily fixed. The assumptions concerning Z ϕ yield that there is an open interval U ⊆ Z ϕ c such that J := (p|U ) ⊆ (p|Z ϕ c ) is contained in I. Then, by Lemma 5 we have f | J ≡ f (p). On the other hand, J is a nonempty interval in I, which implies that the intersection J ∩ Z ϕ c cannot be empty. Consequently, f (p) = λ must hold.
In the following proposition, we establish the solutions of equation (11) supposing that the interior of Z ϕ is nonempty. In this case, the interior of Z ϕ is the union if its components which are maximal open subintervals of the interior of Z ϕ . Provided that Z ϕ is closed, the closure of such intervals are maximal closed subintervals of Z ϕ .
Proposition 7. Let (ϕ, f ) be a solution of (11) such that Z ϕ is a closed subset of I with a nonempty interior. Then, for any maximal closed subinterval J ⊆ Z ϕ , there exist constants λ, µ ∈ R such that
Proof. Let J be any nonempty closed subinterval of Z ϕ . If J = I, then ϕ is identically zero on I and, by (I | inf J) = (I | sup J) = ∅, the inclusions in the statement above hold for any constants λ and µ. Thus, we may assume that at least one of the endpoints of J belongs to I, say p := sup J ∈ I. Then (I |p) is nonempty. Let a := inf(I |p) and b := sup(I |p).
In the first step we are going to show that f is constant on ]a, p]. Let x < y in ]a, p] be arbitrary. Then p < 
, that is 2v − y = 2u − x =: w. A short calculation yields that w ∈ I, which means that the intervals (y |U ) and (x|U ) have a common point in I. By In view of Lemma 5, f (x) = f (y) follows.
If y − x ≥ r, then there exist n ∈ N and t 0 < · · · < t n in [x, y] such that t 0 = x, t n = y and t i − t i−1 < r for all i ∈ {1, . . . , n}. Based on the previous argument, f (t i−1 ) = f (t i ) follows for all i ∈ {1, . . . , n}, particularly, we have again f (x) = f (y). Thus, there exists µ ∈ R such that f (x) = µ if x ∈ ]a, p]. Now we show that f takes µ also on ]p, b[. Let x ∈ ]p, b[ be any point. Then, by the maximality of J, there exists u ∈ Z ϕ c with p < u < x. Then 2u − x belongs to ]a, p]. Applying equation (11) and using ϕ(u) = 0, we immediately get that f (x) = f (2u − x) = µ.
To formulate our next theorem, for a given set S ⊆ I, we introduce the notations S * := {x ∈ I | x < inf S} and S * := {x ∈ I | sup S < x}.
We note that, regardless of the topological properties of S, the sets S * and S * are always open in I and that S * = S * = I if and only if S is empty. provided that −∞ < s * or s * < +∞, respectively.
Proof. We prove only the first identity in (13), the second one can be shown similarly. Assume that −∞ < s * holds. Then, s * is finite and by its definition,
Then α is also finite and
On the other hand, by formula (12) and the inequality in (14),
which finishes the proof.
Theorem 9. Let ϕ, f : I → R such that Z ϕ is closed. Then the pair (ϕ, f ) is a solution of equation (11) if and only if either f is constant on I and ϕ : I → R is any function or there exist a nonempty closed interval K ⊆ I and constants λ * , λ * ∈ R such that the inclusions
Proof. If f is constant on I, then, obviously, for any function ϕ : I → R, the pair (ϕ, f ) is a solution of (11) . Let K ⊆ I be a nonempty closed interval, λ * , λ * ∈ R such that (15) holds, finally let x, y ∈ I be arbitrarily fixed. If either x, y ∈ K * or x, y ∈ K * , then either f (x) = f (y) = λ * or f (x) = f (y) = λ * , respectively, which imply the equality in (11) . In the remaining case, we have that inf K ≤ max(x, y) and min(x, y) ≤ sup K, therefore
where, obviously, max(x, y) + min(x, y) = x + y. These mean that
= 0, whence the equality in (11) follows again.
Conversely, assume that (ϕ, f ) is a solution of equation (11) such that f is non-constant on I. If Z ϕ = I then the statement of the theorem holds with K = I. (Then K * and K * are empty and λ * , λ * can be arbitrary.) Thus, in the rest of the proof, we may assume that Z ϕ is a proper subset of I.
Then J and L are maximal intervals with respect to the property that f is constant on them. Let K := (J ∪ L) c . By Proposition 6, the interior of Z ϕ cannot be empty. Thus, Z ϕ contains a maximal closed subinterval J 0 which cannot be equal to I because Z ϕ is a proper subset of I. Thus, one of the endpoints of J 0 , say p is in I. In view of Proposition 7, it follows that f is constant on (I|p), which is a nonempty interval contained either in J or in L. Therefore at least one of the intervals J or L is nonempty, consequently, K is different from I. By our assumption concerning f , the intervals J and L are disjoint and different from I, which implies that K is nonempty. We have obtained that K is a nonempty closed proper subinterval of I. Furthermore, we also have K * = J and K * = L, thus there exist λ * , λ * ∈ R such that K * ⊆ Z f −λ * and K * ⊆ Z f −λ * . Thus, the first two inclusions in (15) hold and we only need to prove that ϕ is identically zero on G := 1 2 (K + I). By K = I, the interval G strictly contains K, thus G and J ∪ L have common points. This yields that f cannot be constant on G. Restricting the equation (11) to G, by Proposition 6, we get that the interior of G ∩ Z ϕ is nonempty. Thus there exists a maximal nonempty open subinterval U 0 ⊆ G such that ϕ is identically zero on U 0 .
To complete the proof, it suffices to show that U 0 = G. Assume, to the contrary, that this is not the case. Then we may also assume that s * := inf G < p := inf U 0 holds. Let U ⊆ I be a maximal closed subinterval such that U 0 ⊆ U and ϕ is identically zero on U . Then inf U must be also equal to p. Applying Proposition 7 for the maximal closed subinterval U ⊆ Z ϕ , the function f is constant on (I |p). Then exactly one of the identities inf(I |p) = α or sup(I |p) = β can hold. By the maximality property of J and L, we have either (I |p) ⊆ J or (I |p) ⊆ L, respectively. Because of the symmetry, we may assume that (I |p) ⊆ J. Then J is nonempty, which implies that α < a must hold. To finish the proof, we distinguish two cases.
Case 1. If α = s * then, having the relation α < a, it follows that I is not bounded from below, that is, α = s * = −∞ = inf(I |p). Then there exists x ∈ (I |p) such that x < 2p − a, which yields that a < 2p − x ∈ (I |p) ⊆ J. This contradicts that sup J = a.
Case 2. Assume now that α < s * . Then, using Lemma 8 and that inf(I |s * ) = inf(I |p) = α, s * < p, we obtain that J = K * = (I |s * ) (I |p) ⊆ K * = J, which is a contradiction again.
Consequently,
Remark 10. One can easily see that the closedness of the set Z ϕ was only used to establish the necessity of the statement of Theorem 9. The sufficiency holds without any assumption on ϕ.
SOLUTIONS OF (4) ASSUMING THAT ϕ IS CONSTANT ON A SUBINTERVAL OF I
In this section we are going to describe the solutions of the functional equation (4) assuming that the function ϕ is constant on a proper subinterval of I. The next proposition clarifies the main connection between the equations (4) and (11). Proof. Assume that (ϕ A , f ) solves (11) on the interval J, that is, we have
On the other hand, particularly, equation (4) holds on J. Subtracting the above equation from (4) side by side, we get that
Consequently, there exists B ∈ R such that F (x) − Af (x) = B for all x ∈ J, thus F = Af + B holds on J. Conversely, assume that there are constants A, B ∈ R such that F = Af + B on the interval J. Using this and that (ϕ, f, F ) is a solution of equation (4) on J, we obtain that
for all x, y ∈ J. This means that (ϕ A , f ) solves (11) on J, which finishes the proof.
The following consequence of Proposition 11 will play a key role in the proof of Theorem 21 below.
Corollary 12. Let (ϕ, f, F ) be a solution of equation (4) on the interval I, A ∈ R, and J, K be subintervals of
Proof. Assume that (ϕ A , f ) solves equation (11) on J. Then, by Proposition 11, there exists B ∈ R, such that F = Af + B on J. By f (J) = f (K), we get that the same formula holds on K, which, in view of Proposition 11 again, yields that (ϕ A , f ) solves equation (11) on K.
For a given subinterval J ⊆ I, define the sequence of intervals (J n ) by the recursion
By the definition (16), it is easy to see that J n = J for all n ∈ N provided that J is either empty or is a singleton or equals I. If J is nonempty then, for the brevity, denote inf J n and sup J n by a n and b n whenever n ∈ N ∪ {0}, respectively.
Lemma 13. Let J be a subinterval of I. Then (J n ) is a nondecreasing sequence of intervals contained in I and, provided that J is nonempty, for all n ∈ N, we have (17) a n = max(α, 2a 0 − b n−1 ) and b n = min(2b 0 − a n−1 , β).
Consequently, if α < a n and b n < β for some n ∈ N ∪ {0} then
n}).
Finally, if J = I is a proper subinterval, then J = J 0 = J 1 , furthermore, if α = a n or b n = β for some n ∈ N ∪ {0}, then J n+k = J n+k+1 holds for all k ∈ N.
Proof. The monotonicity of the sequence (J n ) can be easily shown by induction with respect to n. Obviously, J 0 = J ⊆ (J |J) = J 1 holds. Assume that J n−1 ⊆ J n for some n ∈ N. Then, by the property (a) of Proposition 4, we have J n = (J n−1 |J) ⊂ (J n |J) = J n+1 . These imply that J n−1 ⊆ J n for all n ∈ N.
Assuming that J is nonempty, the identities in (17) are easy consequences of (12) in Proposition 4. Now suppose that {a n , b n } ⊆ I for some n ∈ N ∪ {0}. Then, by the strict monotonicity of (J n ), we have {a k , b k } ⊆ I for all k ∈ {0, 1, . . . , n}. Using this, we prove (18) by induction with respect to k. If n = 0 then k = 0 and the statement is trivial. Assume that n ∈ N. If k = 0 then the equality in (18) is trivial. Assume that (18) holds for some non-negative integer k ≤ n − 1, that is, we have b k − a k = (2k + 1)(b 0 − a 0 ). Then, by (17) , we obtain that
If J = I is a proper subinterval, then a 0 < b 0 and one of the strict inequalities α < a 0 or b 0 < β holds. In the first case, a 1 < a 0 . Indeed, if this were not true, then by (17), a 1 = max(α, 2a 0 − b 0 ) = a 0 . This imples that 2a 0 − b 0 = a 0 , hence a 0 = b 0 , a contradiction. In the case b 0 < β, the inequality b 0 < b 1 follows similarly.
Assume, finally, that there exists n ∈ N such that a n = α. Then, by the increasingness on (J n ), for all k ∈ N, we have α ≤ a n+k ≤ a n = α, that is a n+k = α. Furthermore, by this and by the second identity in (17) , it follows that b n+k = min(2b 0 − α, β) whenever k ∈ N. Analogously, if b n = β for some n ∈ N, then b n+k = β and a n+k = max(α, 2a 0 − β) whenever k ∈ N.
which is impossible. Therefore J ∞ = (I |J). Proof. If ϕ is identically A on J, then (ϕ A , f ) trivially solves equation (11) on J, thus, in view of Proposition 11, F is of the form Af + B on J = J 0 for some B ∈ R. Assume now that this is valid on J n for some n ∈ N ∪ {0} and let x ∈ J n+1 be any point. Then there exist u ∈ J and y ∈ J n such that u = x+y 2 . Then ϕ(u) = A and, by the inductive hypothesis, F (y) = Af (y) + B. Thus, applying equation (4) for x and y, we get that
which reduces to F (x) = Af (x) + B. This means that we have F = Af + B on J n for arbitrary n ∈ N ∪ {0}. Now our statement is an obvious consequence of the monotonicity of the sequence (J n ) and of the definition of the interval J ∞ .
Having these results, we introduce some special subintervals of I, which will be useful in the proof of our main theorem.
Suppose that (ϕ, f, F ) is a solution of (4) Proof. Let A ∈ ϕ(I) and J ⊆ Z ϕ A be any subinterval. Then, by Corollary 15, there exists B ∈ R, such that F = Af + B on J ∞ . This, in view of Proposition 11, is equivalent to that the pair (ϕ A , f ) solves the equation (11) on the interval J ∞ . Hence at least one of the inclusions J ∞ ⊆Ī or J ∞ ⊆Ī must hold.
The following lemmas are about some useful connections between the structure of the setsĪ andĪ, and the behavior of the members of the solutions triplets of equation (4).
Lemma 17. Let (ϕ, f, F ) be a solution of (4), A and A ′ be distinct points in ϕ(I), furthermore J and K be intervals such that (ϕ A , f ) and (ϕ A ′ , f ) solves (11) on J and K, respectively. Then f is constant on J ∩ K.
Proof. If J ∩ K is empty, then the statement is trivial. If not, then we have
for all x, y ∈ J ∩ K. Subtracting these equations side by side, we get (A − A ′ )(f (x) − f (y)) = 0, which, by our assumption A = A ′ , implies that f (x) = f (y).
Lemma 18. Let (ϕ, f, F ) be a solution of (4). Then f is constant onĪ (resp. onĪ) or there uniquely exists
Proof. We prove the statement only forĪ. To avoid the trivial case, we may assume thatĪ is nonempty. Assume that there is no A ∈ ϕ(I) such thatĪ =Ī A . Then it is enough to show that f is constant on any member of the chain-union in the definition ofĪ. To do this, let A ∈ ϕ(I) be arbitrary and x ∈Ī \Ī A . Then, there exists A ′ ∈ ϕ(I) different from A such that x ∈Ī A ′ . HenceĪ A ⊆Ī A ′ and, in view of Lemma 17, the function f is constant onĪ A ∩Ī A ′ =Ī A .
Lemma 19. Let (ϕ, f, F ) be a solution of (4) . Then, for all constants λ, µ ∈ R with λ = µ, the function ϕ is constant on the set
If at least one of the sets Z f −λ and Z f −µ is empty, then
is also empty, thus, in this case, the statement is trivially true. Assume therefore that Z f −λ and Z f −µ are nonempty. Equation (4) implies that F also must be constant both on the sets Z f −λ and Z f −µ . Thus there exists not necessarily different numbers C λ , C µ ∈ R such that F (u) = C λ and F (v) = C µ whenever u ∈ Z f −λ and v ∈ Z f −µ . Now, applying equation (4) for any points x ∈ Z f −λ and y ∈ Z f −µ , we obtain that
Thus ϕ is indeed constant on A similar argument yields that f (β) = λ also holds. Otherwise, again by Lemma 19, ϕ would be constant on Proof. The sufficiency is trivial. Indeed, assuming there exist A ∈ ϕ(I) and B ∈ R such that (ϕ A , f ) solves (11) on I and F = Af + B on I and calculating both sides of equation the (4), one can conclude that (ϕ, f, F ) solves functional equation (4). We note that the argument in this direction does not need any condition concerning the level sets of ϕ. Now we turn to the necessity, that is, assume that (ϕ, f, F ) solves functional equation (4) . In view of Proposition 11, it is enough to show that there exists A ∈ ϕ(I), such that (ϕ A , f ) solves equation (11) on the interval I. This is trivially fulfilled provided that at least one of the functions f or ϕ is constant on I. Therefore, in the sequel, we suppose that f and ϕ are non-constant functions.
By our assumption, ϕ has at least one level set with a nonempty interior, which, based on Corollary 16, means that at least one of the setsĪ andĪ is nonempty. Without loss of the generality, we may assume thatĪ = ∅. If I = I, then we are done. Hence, in the rest of the proof we may also assume thatĪ is a proper subinterval of I.
For the brevity, denote the interval I \(Ī ∪Ī) by S. We are going to prove that S must be empty. More precisely, first we show that its interior is empty, then, secondly, that it cannot be a singleton. Part 1. Indirectly assume that the interior of S is nonempty. Observe, that, by the statement (ii) of Lemma 20, the function f cannot be constant onĪ. Indeed, if f were constant onĪ = ]α,β[ , then it would also be constant on ]α,ᾱ[ =Ī ∪ (S \ {ᾱ}). Then, for any A, the pair (ϕ A , f ) satisfies (11) on ]α,ᾱ[, which means thatĪ would be strictly expandable, contradicting its definition. Therefore, based on Lemma 18, there uniquely exists A ∈ ϕ(I) such thatĪ =Ī A , that is, the pair (ϕ A , f ) solves equation (11) on the subintervalĪ. Applying Theorem 9 for the intervalĪ, there exists a closed subinterval K ⊆Ī such that J :
Using the notations of Theorem 9, we show that K * ∩Ī must be empty. If not, then, in view of the statement (ii) of Lemma 20, we have that f is constant on
Using that the pair (ϕ A , f ) solves equation (11) onĪ, by Corollary 12, it follows that (ϕ A , f ) also solves equation (11) on ]α,ᾱ[. This contradicts the maximality property ofĪ again.
Therefore, K * ∩Ī is empty, or equivalently, we have that sup J :=β. By Lemma 13, the interval J 1 and hence J ∞ contains the pointβ in its interior. On the other hand, Corollary 16 implies that J ∞ ⊆Ī or J ∞ ⊆Ī. Both inclusions are obviously impossible. This final contradiction means that the interior of S must be indeed empty or, equivalently, the closed interval S is at most a singleton.
Part 2. In this part we are going to show that S is neither a singleton. The proof of this part also goes indirectly, that is, let us assume that S = {p} ⊆ I. 
We claim that λ L and λ R are necessarily equal to f (p). If not, then, by Lemma 19, we get that ϕ is constant on the interval 1 2 (L + p) and 1 2 (p + R), respectively. These sets are left and right neighborhoods of p, which, in view of the previous argument, yields a contradiction.
Thus the restriction of f to the interval L ∪ {p} ∪ R is a constant function. Then we have f (Ī) = f (Ī ∪ R). Since (ϕ A , f ) solves equation (11) onĪ, by Corollary 12, it follows that (ϕ A , f ) also solves equation (11) on ]Ī ∪ R[. This again contradicts the maximality property ofĪ.
Consequently, S is empty or, equivalently, the open intervalĪ ∩Ī is nonempty. Particularly, we get thatĪ is also nonempty. To avoid the trivial case, it can be supposed thatĪ is different from I. The function f is non-constant on I, therefore we may assume that f is non-constant onĪ. Then, by Lemma 18, there uniquely exists A ∈ ϕ(I) such thatĪ =Ī A . If f is constant onĪ, then f (Ī) = f (Ī ∪Ī) = f (I). Thus, in view of Corollary 12, the pair (ϕ A , f ) solves equation (11) on the entire domain I, hence in this case we are done. Therefore in the sequel we may assume also that f is non-constant onĪ. By Lemma 18, there uniquely exists A ′ ∈ ϕ(I) such thatĪ =Ī A ′ . Now, obviously, we have two possibilities, namely either A = A ′ or A = A ′ .
Assume that A = A ′ holds. Then, by Lemma 17, there exists a real constant λ such that f is identically λ on the intersection M :=Ī ∩Ī. Then, because of the maximality property ofĪ andĪ, there is no r > 0 such that f takes λ also on the open subinterval (M + ] − r, r[ ) ∩ I. Consequently, for all n ∈ N, there exists y n ∈ ]β,β + 
SOLUTIONS OF (4) ASSUMING THAT ϕ IS CONTINUOUS
The following statement summarizes what we have established in the previous sections and establishes the main result of our paper. (20)
It is worth noticing that the condition (iii) of the theorem could be formulated in the following equivalent way: (iii)' f and F are differentiable functions, f ′ is nowhere zero on I and there exists a constant γ ∈ R such that f ′ and F ′ are linearly independent solutions of the second-order linear homogeneous differential equation
Proof. The continuity of ϕ implies that, for all E ∈ R, the level set Z ϕ−E is closed in I.
It is obvious that if f and F are constants and ϕ is an arbitrary function on I, then (ϕ, f, F ) : I → R 3 solves equation (4) on I. If F is constant on I, then (ϕ, f ) solves (11) . Therefore, by Theorem 9, either f is constant on I or there exist a nonempty closed interval K ⊆ I and constants λ * , λ * ∈ R such that the inclusions in (15) hold. Thus the alternative (ii) of our theorem is valid with A = 0. Therefore, in the sequel, we may assume that F is non-constant on I. Then f is also non-constant.
If there exists a level set of ϕ whose interior is nonempty, then, in view of Corollary 22, there exist A ∈ ϕ(I), a nonempty closed interval K ⊆ I and constants λ * , λ * , µ ∈ R such that the inclusions (19) hold, furthermore F = Af + µ on I. This shows, that the alternative (ii) is valid in this case.
Finally, we consider the case when ϕ is locally non-constant and the functions f and F are non-constant on I. We are going to show that in this setting the alternative (iii) is valid. First we deal with the necessity of (iii). Assume that the triplet of functions (ϕ, f, F ) : I → R 3 solves equation (4) on I. Then, in view of Theorem 3, the function f is infinitely many times differentiable and (ϕ, f ′ ) satisfies the functional equation (10) on I. Consequently, one of the possibilities (i) or (ii) of Theorem 1 holds concerning the pair (ϕ, f ′ ).
If the alternative (i) of Theorem 1 were valid, then there would exist a subinterval J ⊆ I such that f ′ is zero on I \ J and ϕ is constant on 1 2 (J + I). Using that ϕ is locally non-constant on I, we could conclude that J must be empty, which would yield that f , and hence F , is constant on I contradicting our assumptions. Therefore, we must have the alternative (ii) of Theorem 1. Then there exist real constants a, b, c, d, γ ∈ R with the property ad = bc such that, depending on the sign of γ, the functions ϕ and f ′ are of the forms (6), (7) or (8) listed in Theorem 1. To compute f and F , we distinguish three main cases.
Case γ < 0. Then, in view of (3) of Theorem 1, we have
for all x ∈ I. Therefore, there exists λ ∈ R such that
Replacing a, b, c, and d by A √ −γ, B √ −γ, C √ −γ, and D √ −γ, respectively, we can see that f and ϕ are of the form stated in (20) . To conclude the proof, we compute ϕ x+y 2 (f (x) − f (y)) for x, y ∈ I. To simplify the calculation, denote the points √ −γx and √ −γy by u and v, respectively. Then
Using that (ϕ, f, F ) solves (4), the above identity yields, for all x, y ∈ I, that
hence the mapping x → F (x) + C cos( √ −γx) − D sin( √ −γx) is constant on I. This shows that F is of the form (20) for some real number µ. Case γ = 0. Then, by (2) of Theorem 1, for all x ∈ I, we have
As before, we immediately get that there exists λ ∈ R such that
Now, replacing a, b, c, and d by A, B, C, and D, respectively, we get, for all x, y ∈ I, that
Using that (ϕ, f, F ) solves (4), the above identity yields, for all x, y ∈ I, that we must have
hence the mapping x → F (x) − 1 2 Cx 2 − Dx is constant on I. This shows that F is of the form (21) for some real number µ.
Case γ > 0. Based on (3) of Theorem 1, in this case we have
for all x ∈ I, thus there exists λ ∈ R such that
Substituting A √ γ, B √ γ, C √ γ, and D √ γ instead of the constants a, b, c, and d, respectively, we can see that f and ϕ are of the form stated in (22) . Now we compute ϕ x+y 2 (f (x) − f (y)) for x, y ∈ I. For the brevity, denote the elements √ γx and √ γy by u and v, respectively. Then,
Therefore, for all x, y ∈ I, we have
hence the function x → F (x) − C cosh( √ γx) − D sinh( √ γx) is constant on I. This verifies that F is of the form (22) for some µ ∈ R.
To show the sufficiency of alternative (iii), observe that in each of the above cases, the identities (23), (24) , and (25) are satisfied, respectively. Therefore, the triplet (ϕ, f, F ) satisfies functional equation (4) .
Remark 24. One can easily see that the triplets ϕ, f, F ) described in alternatives (i) and (ii) are solutions of (4) without assuming the continuity of ϕ. It remains an open problem if the continuity assumption about ϕ can be omitted from the formulation of Theorem 23.
AN APPLICATION
In this section, using our main result, we solve the equality problem of two-variable Cauchy means and twovariable quasi-arithmetic means solely under the conditions needed for their definitions. . In view of this connection, the sufficiency part of the statement is obvious. Thus we can turn to the proof of the necessity part, that is, assume that (26) is satisfied.
Due to the properties of Φ, the set Φ(J) is an open subinterval of R. By our assumption, the function G ′ H ′ is invertible on J, which, in view of Remark 1 of the paper [26] , implies that it is continuous and strictly monotone. This and the assumptions concerning Φ imply that ϕ = Assume that there exists a nonempty open subinterval of I, where f is constant. Then, by the continuity and strict monotonicity of Φ, the preimage of this interval is an open interval again, contained in J, where H is turned to be also constant. This contradicts the assumption 0 / ∈ H ′ (J). This means that f must be locally non-constant on I, which means that the case (i) is excluded.
A similar argument shows that the case (ii) of Theorem 23 is also impossible. Indeed, assume indirectly that we have (ii). According to the previous part, the set K must coincide with I, that is, ϕ must be constant on Writing x instead of Φ −1 (u), defining ψ 1 (x) := cos( √ −γΦ(x)) and ψ 2 (x) := sin( √ −γΦ(x)) for x ∈ J, and, finally, writing A and C instead of −A and −C, we get that the pair (G, H) is of the form written in (27) . The proof in the cases γ = 0 and γ > 0 goes analogously. Now we are able to prove that Φ is differentiable with a nonvanishing first derivative. By the Rolle Mean Value Theorem, H has to be invertible on I, hence we have Φ −1 = H −1 • f . In view of Theorem 23, the function f is (continuously) differentiable and, a short calculation yields that its derivative is either positive or negative on its domain. Hence, taking the inverse of both sides of this last identity, we get that Φ = f −1 • H, which shows that Φ is differentiable. Finally, the assumption 0 / ∈ H ′ (J) provides that Φ ′ does not vanish on J.
