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Abstract. We give a characterization of n-cluster tilting subcategories of representation-dire-
cted algebras based on the n-Auslander-Reiten translations. As an application we classify acyclic
Nakayama algebras with homogeneous relations which admit an n-cluster tilting subcategory.
Finally, we classify Nakayama algebras of global dimension d < ∞ which admit a d-cluster tilting
subcategory.
1. Introduction
In representation theory of finite-dimensional algebras, one aims to understand the modules over
an algebra and the homomorphisms between them. In the case of a representation-finite algebras,
classical Auslander-Reiten theory gives a complete picture of the module category, see for example
[ARS95]. In Osamu Iyama’s higher-dimensional Auslander-Reiten theory, introduced in [Iya07] and
[Iya08], one replaces the module category with a subcategory with suitable homological properties
called an n-cluster tilting subcategory, where n is a positive integer.
If an n-cluster tilting subcategory exists, it behaves similarly to the module category from the
perspective of Auslander-Reiten theory. In particular, it contains all the projective and injective
modules and there are many higher-dimensional analogues of classical notions. For instance, n-
almost split sequences and the n-Auslander-Reiten translations τn and τ
−
n become almost split
sequences and the Auslander-Reiten translations τ and τ− when n = 1.
If an n-cluster tilting subcategory admits an additive generator M , M is called an n-cluster
tilting module and we say that the algebra is weakly n-representation-finite. If moreover n is
equal to the global dimension d of the algebra, the d-cluster tilting subcategory is unique and
we say that the algebra is d-representation-finite. In Theorem 3.1 of [IO13] it is shown that
d-representation-finite algebras play the role of hereditary representation-finite algebras in higher-
dimensional Auslander-Reiten theory.
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Since the existence of an n-cluster tilting subcategory is far from guaranteed, it is natural to to
ask under which conditions an n-cluster tilting subcategory exists. We study this question in the
case of representation-directed algebras and give the following characterization.
Theorem 1. Assume Λ is a representation-directed algebra and let C be a full subcategory of modΛ,
closed under direct sums and summands. Denote by CP and CI the sets of isomorphism classes
of indecomposable nonprojective respectively noninjective Λ-modules in C. Then C is an n-cluster
tilting subcategory if and only if the following conditions hold:
(1) Λ ∈ C,
(2) τn and τ
−
n induce mutually inverse bijections
CP CI ,
τn
τ−n
(3) ΩiM is indecomposable for all M ∈ CP and 0 < i < n,
(4) Ω−iN is indecomposable for all N ∈ CI and 0 < i < n.
Remark 1. Let us make two remarks about Theorem 1:
(a) (1) and (2) are known to be necessary for any finite-dimensional algebra ([Iya08], Theo-
rem 2.8). Moreover, (3) and (4) are also necessary for any finite-dimensional algebra by
Corollary 3.3.
(b) Let C be an n-cluster tilting subcategory of modΛ where Λ is representation-direced, and
M ∈ C be indecomposable. By representation-directedness, (2)-(4) imply that τ−in M = 0
and τ jnM = 0 for i and j large enough. Then (2) implies that M = τ
−N
n P for some
projective indecomposable module P and some N ≥ 0. Using (1) and (2) we conclude that
C = add
(⊕∞
r≥0 (τ
−r
n Λ)
)
.
As an application, we characterize the acyclic Nakayama algebras with homogeneous relations
which admit an n-cluster tilting subcategory.
Theorem 2. Let Qm be the quiver
Qm : m m− 1 m− 2 · · · 2 1
am−1 am−2 am−3 a2 a1
,
Then KQm/(radKQm)
l admits an n-cluster tilting subcategory if and only if l = 2 and m = nk+1
for some k ≥ 0 or n is even and m = n2 l + 1 + k(nl − l + 2) for some k ≥ 0.
Cyclic Nakayama algebras with homogeneous relations which admit n-cluster tilting subcate-
gories are classified by Darpo¨ and Iyama in [DI17]. The case l = 2 in Theorem 2 was first con-
sidered by Jasso in [Jas16], Proposition 6.2. Moreover Iyama and Opperman completely classify
2-representation finite acyclic Nakayama algebras in [IO13], Theorem 3.12. It turns out that d-
representation-finite Nakayama algebras arise only as acyclic Nakayama algebras with homogeneous
relations. Therefore, we also give a complete classification of d-representation-finite Nakayama al-
gebras.
Theorem 3. Let Λ be a Nakyama algebra of global dimension d <∞. The following are equivalent.
(i) Λ is d-representation-finite.
(ii) Λ = KQm/(radKQm)
l and d is even or l = 2.
(iii) Λ = KQm/(radKQm)
l and l | m− 1 or l = 2.
Then d = 2m−1
l
.
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2. Preliminaries
Throughout the paper, K will be a field and Λ a finite dimensional unital associative K-algebra.
We denote by modΛ the category of finitely generated right Λ-modules and in the following we say
module instead of right Λ-module. We will denote by d the global dimension of Λ and by D the
duality HomΛ(−,K).
Recall that if M is an indecomposable nonprojective module, then there exists an almost split
sequence
0→ τM → E →M → 0
in modΛ and, similarly, if N is an indecomposable noninjective module, then there exists an almost
split sequence
0→ N → F → τ−N → 0
where τ and τ− are the Auslander-Reiten translations. In particular, we have the Auslander-Reiten
formulas
Ext1Λ(M,N)
∼= DHom(τ−N,M) ∼= DHom(N, τM).
For further details we refer to chapter IV in [ASS06].
Let X ∈ modΛ. We will denote by ΩX the syzygy of X , that is the kernel of P ։ X , where P
is the projective cover of X and by Ω−X the cosyzygy of X , that is the cokernel of X →֒ I where
I is the injective hull of X . Note that ΩX and Ω−X are unique up to isomorphism. Following
[Iya08], we denote by τn and τ
−
n the n-Auslander-Reiten translations defined by τnX = τ(Ω
n−1X)
and τ−n X = τ
−(Ω−(n−1)X).
In this paper, all subcategories considered will be full and closed under direct sums and sum-
mands. Let C be a subcategory of modΛ. A morphism f : M → X with X ∈ C is called a left
C-approximation if ◦ f : HomΛ(X,X
′)→ HomΛ(M,X
′) is surjective for any X ′ ∈ C; if moreover
for any M ∈ modΛ there exists a left C-approximation, we say that C is covariantly finite. Dually
we define a right C-approximation and a contravariantly finite subcategory. If C is both covariantly
and contravariantly finite, we say that C is functorially finite. Functorially finite subcategories
were first introduced in [AS80].
A morphism f : M → N in modΛ will be called left minimal if whenever f is isomorphic
to M
(
f1
0
)
→ N1 ⊕ N2, we have N2 = 0; if f is also a left C-approximation, we will say that f
is a left minimal approximation. Dually we define right minimal morphisms and right minimal
approximations. It is well-known that minimal approximations are unique up to isomorphism.
For the rest of the paper n will be a positive integer.
Definition 2.1. Let X ∈ modΛ. Define the left (ExtnΛ-)support of X , denoted LSn(X), to be
LSn(X) = {Y ∈ modΛ | ∃ 0 < i < n : Ext
i
Λ(X,Y ) 6= 0}.
Similarly, define the right (ExtnΛ-)support of X , denoted RSn(X), to be
RSn(X) = {Y ∈ modΛ | ∃ 0 < i < n : Ext
i
Λ(Y,X) 6= 0}.
The following definition is due to Iyama ([Iya08], [Iya07]).
Definition 2.2. We call a subcategory C of modΛ an n-cluster tilting subcategory if it is functorially
finite and
C = C⊥n = ⊥nC,
where
C⊥n := {X ∈ modΛ | ExtiΛ(C, X) = 0 for all 0 < i < n},
⊥nC := {X ∈ modΛ | ExtiΛ(X, C) = 0 for all 0 < i < n}.
Our main result is inspired by the following necessary condition for n-cluster tilting subcategories
due to Iyama.
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Proposition 2.3. ([Iya08], Theorem 2.8) Let C be an n-cluster tilting subcategory of modΛ. Then
τn and τ
−
n induce mutually inverse bijections
CP CI .
τn
τ−n
ForM ∈ modΛ we denote by addM the subcategory of modΛ containing all modules isomorphic
to direct summands of finite direct sums ofM . Note that addM is always functorially finite. Hence
addM is an n-cluster tilting subcategory if and only if addM = addM⊥n = ⊥naddM . In that
case we will call M an n-cluster tilting module. Observe that if Λ is representation-finite, then any
additive subcategory of modΛ is of the form addM for some M ∈ modΛ. Moreover it is clear from
the definition that any n-cluster tilting subcategory contains Λ and DΛ.
If there exists an n-cluster tilting subcategory with n > d, then ExtiΛ(DΛ,Λ) = 0 for all
i ≤ d < ∞, so Λ is semisimple. Therefore, when Λ is not semisimple, we have n ≤ d. Observe
also that modΛ is the unique 1-cluster tilting subcategory of modΛ so in the following we assume
2 ≤ n ≤ d.
A path from M0 to Mt in modΛ is a sequence of nonzero nonisomorphisms fk : Mk−1 → Mk
between indecomposable modules M0,M1, · · · ,Mt for t ≥ 1. We define the relation M ≤ N on
indecomposable modules M and N as the transitive hull of HomΛ(M,N) 6= 0. Then M ≤ N if
and only if M ∼= N or there is a path from M to N .
Λ is called representation-directed if there is no path from M to N in modΛ with M ∼= N .
Note that representation-directed algebras are representation-finite; for a proof and more details
on paths and representation-directed algebras we refer to [ASS06]. Note also that in this case
M ≤ N and N ≤M implies M ∼= N . Therefore, we will write M < N if M ≤ N and M 6∼= N . In
the following lemma we collect some basic results that will be used throughout.
Lemma 2.4. Let M,N ∈ modΛ be indecomposable. Then,
(i) M is projective if and only if LSn(M) = ∅,
(i′) N is injective if and only if RSn(N) = ∅,
(ii) N ∈ LSn(M) if and only if M ∈ RSn(N),
(iii) if 0 < k < n and Ωk−1M is nonprojective, then ΩkM ∈ LSn(M),
(iii′) if 0 < k < n and Ω−(k−1)N is noninjective, then Ω−kN ∈ RSn(N),
(v) if X is an indecomposable summand of ΩM , then X ≤M ,
(v′) if Y is an indecomposable summand of Ω−N , then N ≤ Y .
If in addition Λ is representation-directed,
(vi) M ≤ N and N ≤M imply M ∼= N ,
(vii) If τM 6= 0, then τM < M ,
(vii′) If τ−N 6= 0, then N < τ−N .
Proof. (i),(i′) and (ii) follow immediately from the definitions. (iii) follows by noticing ExtkΛ(M,Ω
kM) =
Ext1Λ(Ω
k−1M,ΩkM) 6= 0. (v) follows because if P is the projective cover of M then there exists
some indecomposable summand P ′ of P with X ≤ P ′ and since P ′ ≤ M , X ≤ M . (vi) follows
since otherwise there are paths from M to N and from N to M . (vii) follows since there is a path
from τM to M and τM 6∼= M for representation-directed algebras. (iii′), (v′) and (vii′) follow
similarly to (iii), (v) and (vii) respectively. 
3. n-cluster tilting subcategories of representation-directed algebras
3.1. Preparation. We begin by giving a necessary condition for the existence of an n-cluster
tilting subcategory. We thank Steffen Oppermann for suggesting the proof of the following result.
Proposition 3.1. Let Λ be a finite dimensional algebra.
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(a) Let M ∈ modΛ be indecomposable and nonprojective and let P be the projective cover of
M . If ΩM is decomposable, then Ext1Λ(M,P ) 6= 0.
(b) Let N ∈ modΛ be indecomposable and noninjective and let I be the injective hull of N .
If Ω−N is decomposable, then Ext1Λ(I,N) 6= 0.
Proof. We only prove (a); (b) is proved similarly. Assume towards a contradiction that ΩM =
X1 ⊕ X2 with X1 6= 0 and X2 6= 0 (in particular, M is not projective) and Ext
1
Λ(M,P ) = 0.
Consider the short exact sequence 0→ ΩM
ι
→ P
p
→M → 0; by applying HomΛ(−, P ) we get the
long exact sequence
0 −→ HomΛ(M,P )
◦p
−→ HomΛ(P, P )
◦ι
−→ HomΛ(ΩM,P ) −→ Ext
1
Λ(M,P ) −→ · · · .
By our assumption, Ext1Λ(M,P ) = 0 so that ◦ ι is surjective. Hence ι is a left (addP )-
approximation. Moreover, it is left minimal for if P1 ⊕ P2 is a direct sum decomposition of P
such that ι is isomorphic to ΩM
( ι10 )−→ P1 ⊕ P2, then P2 is a direct summand of M , and since M is
not projective and indecomposable, P2 = 0. Now let f1 : X1 → P
′ and f2 : X2 → P
′′ be minimal
left (addP )-approximations. Then f1⊕f2 is a minimal left (addP )-approximation of X1⊕X2, and
therefore it is isomorphic to ι as a map. As P is the projective cover of M , we have that f1 and f2
are both monomorphisms but not isomorphisms. Hence coker f1 6= 0 and coker f2 6= 0. But then
M = coker f1 ⊕ coker f2 contradicts M being indecomposable. 
We have two immediate corollaries.
Corollary 3.2. Let Λ be a finite-dimensional algebra. Then
(a) If M ∈ modΛ is indecomposable nonprojective such that LSn(M) = RSn(τnM), then
ΩiM and Ω−iτnM are indecomposable for all 0 < i < n.
(b) If N ∈ modΛ is indecomposable noninjective such that RSn(N) = LSn(τ
−
n N), then Ω
−iN
and Ωiτ−n N are indecomposable for all 0 < i < n.
Proof. We only prove (a); (b) is proved similarly. Since M is nonprojective, LSn(M) 6= ∅ by
Lemma 2.4(i). Then, by assumption, RSn(τnM) 6= ∅ and so τnM is noninjective by Lemma
2.4(i′). In particular, ΩiM 6= 0 for 0 < i < n.
Let us now prove that Ω−iτnM 6= 0 for 0 < i < n. Assume towards a contradiction the
opposite for some i minimal. In particular 1 < i, since τnM is noninjective. Then Ω
−(i−1)τnM
is injective and nonzero, so that Ω−(i−2)τnM is noninjective. By Lemma 2.4(iii
′), Ω−(i−1)τnM ∈
RSn(τnM) = LSn(M), which contradicts Ω
−(i−1)τnM being injective.
Next, assume towards a contradiction that ΩiM is decomposable for some 0 < i < n minimal.
Then Ωi−1M is indecomposable nonprojective, since ΩiM 6= 0. Let P be the projective cover
of Ωi−1M . By Proposition 3.1(a), Ext1Λ(Ω
i−1M,P ) 6= 0 and so ExtiΛ(M,P ) 6= 0. But then
P ∈ LSn(M) = RSn(τnM), which contradicts P being projective. Hence Ω
iM is indecomposable
for 0 < i < n. Similarly, using Proposition 3.1(b) we prove that Ω−iτnM is indecomposable for
0 < i < n. 
Corollary 3.3. Let Λ be a finite dimensional algebra and C be an n-cluster tilting subcategory of
modΛ. Then
(a) ΩiM is indecomposable for all M ∈ CP and 0 < i < n,
(b) Ω−iN is indecomposable for all N ∈ CI and 0 < i < n.
Proof. We only prove (a); (b) is proved similarly. Assume the opposite and let k be minimal such
that ΩkM is decomposable. Then k ≥ 1 and Ωk−1M is indecomposable. Moreover Ωk−1M is
not projective, since τnM 6= 0 by Proposition 2.3. Let P be the projective cover of Ω
k−1M ; by
Proposition 3.1 we have that Ext1Λ(Ω
k−1M,P ) 6= 0. But then ExtkΛ(M,P ) 6= 0 which contradicts
C being an n-cluster tilting subcategory, since M,P ∈ C. 
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Corollary 3.3 gives a necessary condition for a subcategory C to be n-cluster tilting: the syzygy
and a cosyzygy of an indecomposable module in C must be either indecomposable or 0. In par-
ticular, we have now proved that if C is an n-cluster tilting subcategory then (1)-(4) in Theorem
1 hold, since (1) is immediate by the definition, (2) follows from Proposition 2.3 and (3) and (4)
from Corollary 3.3. More generally, we have shown that conditions (1)-(4) being necessary is true
for any finite-dimensional algebra, since we have not used representation-directedness yet.
In the rest of this section we will develop the tools needed for the reverse implication. From
now on we will additionally assume that Λ is representation-directed. We begin with the following
easy lemma.
Lemma 3.4. Let Λ be a representation-directed algebra.
(a) Let N,X ∈ modΛ be indecomposable such that X ∈ RSn(N) and τ
−N 6∼= X . If Ω−iN is
indecomposable for all 0 < i < n, then τ−N < X and N < X .
(b) Let M,Y ∈ modΛ be indecomposable such that Y ∈ LSn(M) and Y 6∼= τM . If Ω
iM is
indecomposable for all 0 < i < n, then Y < τM and Y < M .
Proof. We only prove (a); (b) is proved similarly. Since RSn(N) 6= ∅, N is noninjective and
Ext1Λ(Ω
−N,N) 6= 0. Then DHom(τ−N,Ω−N) 6= 0 by the Auslander-Reiten formula and since
Ω−N is indecomposable, τ−N ≤ Ω−N . Since X ∈ RSn(N), there exists 0 < j < n such that
ExtjΛ(X,N) 6= 0. Using dimension shift and the Auslander-Reiten formula we have
DHom(τ−Ω−(j−1)N,X) ∼= Ext1Λ(X,Ω
−(j−1)N) ∼= Ext
j
Λ(X,N) 6= 0.
Therefore Ω−(j−1)N ≤ τ−Ω−(j−1)N ≤ X . Since Ω−iN is indecomposable for all 0 < i < n, we
have Ω−kN ≤ Ω−(k+1)N for all 0 ≤ k ≤ j − 2. Finally,
N < τ−N ≤ Ω−N ≤ Ω−(j−1) ≤ X,
and so τ−N < X as τ−N 6∼= X . 
If C is an n-cluster subcategory of modΛ, then X 6∈ C implies that there exist 0 < i, j < n − 1
and M,N ∈ C such that ExtiΛ(M,X) 6= 0 and Ext
j
Λ(X,N) 6= 0. Note that there is no obvious
connection between M and N . We will soon prove that in the case of representation-directed
algebras, one can always choose M and N above so that M = τnN and N = τ
−
n M and X ∈
RSn(M) = LSn(N). To this end, we need to investigate the properties of the left and right
support of a module and its n-Auslander-Reiten translations. The following lemma is the start of
our investigation in that direction.
Lemma 3.5. Let Λ be a representation-directed algebra.
(a) Let N ∈ modΛ be indecomposable noninjective. Then RSn(N) = LSn(τ
−
n N) implies
τnτ
−
n N = N .
(b) Let M ∈ modΛ be indecomposable nonprojective. Then LSn(M) = RSn(τnM) implies
τ−n τnM =M .
Proof. We only prove (a); (b) is proved similarly. As N is noninjective, RSn(N) 6= ∅ and since
LSn(τ
−
n N) 6= ∅, τ
−
n N 6= 0. Let 0 < i < n. First note that Ω
−iN and Ωiτ−n N are indecomposable
by Corollary 3.2. In particular, τ−n N is indecomposable as well.
Therefore, it is enough to show that Ωn−1τ−n N
∼= τ−N . We will show this by showing τ−N ≤
Ωn−1τ−n N and Ω
n−1τ−n N ≤ τ
−N .
Since Ωn−1τ−n N 6= 0, we have Ω
n−1τ−n N ∈ LSn(τ
−
n N) = RSn(N) so by Lemma 3.4 we have
τ−N ≤ Ωn−1τ−n N .
Now, since τ−N ∈ RSn(N) = LSn(τ
−
n N) there exists some j such that Ext
j
Λ(τ
−
n N, τ
−N) 6= 0.
In particular HomΛ(Ω
jτ−n N, τ
−N) 6= 0 so
Ωn−1τ−n N ≤ Ω
jτ−n N ≤ τ
−N,
which finishes the proof. 
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The following technical lemma will be needed for the proof of the main proposition of this
section.
Lemma 3.6. Let Λ be a representation-directed algebra.
(a) Let N ∈ modΛ be indecomposable with Ω−N indecomposable. Then LS2(τ
−
2 N) ⊆
RS2(N).
(b) LetM ∈ modΛ be indecomposable with ΩM indecomposable. ThenRS2(τ2M) ⊆ LS2(M).
Proof. We only prove (a); (b) is proved similarly. If Ω−N is injective, the result holds trivially
since LS2(τ
−
2 N) = ∅. Assume that Ω
−N is noninjective. Then, since it is indecomposable, we
have
ττ−2 N = ττ
−Ω−N ∼= Ω−N. (3.1)
LetX ∈ LS2(τ
−
2 N) so that Ext
1
Λ(τ
−
2 N,X) 6= 0. We will show thatX ∈ RS2(N) or Ext
1
Λ(X,N) 6=
0. Let IN be the injective hull of N ; then applying HomΛ(X,−) to the short exact sequence
0→ N → IN → Ω
−N → 0 gives rise to the long exact sequence
0→ HomΛ(X,N)→ HomΛ(X, IN )→ HomΛ(X,Ω
−N)→ Ext1Λ(X,N)→ · · · .
Assuming towards a contradiction that Ext1Λ(X,N) = 0, implies that the map HomΛ(X, IN ) →
HomΛ(X,Ω
−N) is surjective. In particular, DHom(X,Ω−N) = 0 (since every homomorphism
from X to Ω−N factors through IN ). But then using the Auslander-Reiten formula and (3.1) we
have
0 6= Ext1Λ(τ
−
2 N,X)
∼= DHom(X, ττ−2 N)
∼= DHom(X,Ω−N) = 0,
which is a contradiction. Therefore, Ext1Λ(X,N) 6= 0. 
With this we are ready to prove the next proposition which will be an important tool in the
proof of the main result.
Proposition 3.7. Let Λ be a representation-directed algebra.
(a) Let N ∈ modΛ be indecomposable noninjective. Then if RSn(N) 6= LSn(τ
−
n N) there
exists an indecomposable injective module I such that I ∈ RSn(N)
(b) Let M ∈ modΛ be indecomposable nonprojective. Then if LSn(M) 6= RSn(τnM) there
exists an indecomposable projective module P such that P ∈ LSn(M).
Proof. We only prove (a); (b) is proved similarly. Let us first assume that Ω−iN is decomposable
for some 0 < i < n. Pick m minimal such that Ω−mN is decomposable and let I be the injective
hull of Ω−(m−1)N . If Ω−(m−1)N is injective, then Ω−(m−1)N ∈ RSn(N). Otherwise by Proposition
3.1, Ext1Λ(I,Ω
−(m−1)N) 6= 0 and ExtmΛ (I,N) 6= 0, which implies I ∈ RSn(N).
Assume now that Ω−iN is indecomposable for all 0 < i < n. If τ−n N = 0, then Ω
−(n−1)N ∈
RSn(N) is injective so we can assume further that τ
−
n N 6= 0 and hence τ
−
n N is indecomposable.
We will prove this remaining case using induction on n ≥ 2. If n = 2, we have LS2(τ
−
2 N) ⊆
RS2(N) by Lemma 3.6. Since RS2(N) 6= LS2(τ
−
2 N), there exists some X ∈ RS2(N) such that
X 6∈ LS2(τ
−
2 N). Since Ω
−N is indecomposable, we have
DHom(X,Ω−N) ∼= Ext1Λ(τ
−
2 N,X) = 0.
On the other hand, let IN be the injective hull of N and consider the short exact sequence 0 →
N → IN
p
→ Ω−N → 0. Then we also have that
HomΛ(X,Ω
−N)/Im(p ◦ ) ∼= Ext1Λ(X,N) 6= 0.
where p ◦ : HomΛ(X, IN ) → HomΛ(X,Ω
−N). Therefore, there exists a nonzero homomorphism
f : X → Ω−N that doesn’t factor through IN . But since DHom(X,Ω
−N) = 0, f factors through
an injective I ′ different than IN . In particular there are nonzero homomorphisms g : X → I
′
and h : I ′ → Ω−N such that f = hg. Note that h does not factor through IN since otherwise
f would also factor through IN . Therefore, h ∈ HomΛ(I
′,Ω−N) \ Im(p ◦ ) and we have that
Ext1Λ(I
′, N) 6= 0. In particular, I ′ ∈ RS2(N) and we are done with the base step.
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For the induction step, assume that (a) holds for all k < n. We will prove (a) for n. Let
N ∈ modΛ be indecomposable with τ−n N and Ω
−iN indecomposable for 0 < i < n and RSn(N) 6=
LSn(τ
−
n N). If RS2(Ω
−(n−2)N) 6= LS2(τ
−
n N), then by the base case there exists some indecom-
posable injective module I ∈ RS2(Ω
−(n−2)N). Then we have
Extn−1Λ (I,N) = Ext
1
Λ(I,Ω
−(n−2)N) 6= 0,
so I ∈ RSn(N) and we are done. It remains to prove the result when RS2(Ω
−(n−2)N) =
LS2(τ
−
n N). First note that
RSn(N) = {Y ∈ modΛ | ∃ 0 < i < n : Ext
i
Λ(Y,N) 6= 0}
= {Y ∈ modΛ | ∃ 0 < i < n− 1 : ExtiΛ(Y,N) 6= 0}
∪ {Y ∈ modΛ | Extn−1Λ (Y,N) 6= 0}
= RSn−1(N) ∪ {Y ∈ modΛ | Ext
1
Λ(Y,Ω
−(n−2)N) 6= 0}
= RSn−1(N) ∪RS2(Ω
−(n−2)N),
and similarly,
LSn(τ
−
n N) = LS2(τ
−
n N) ∪ LSn−1(Ωτ
−
n N).
Since RSn(N) 6= LSn(τ
−
n N) but RS2(Ω
−(n−2)N) = LS2(τ
−
n N), we have that RSn−1(N) 6=
LSn−1(Ωτ
−
n N). So it is enough to prove that τ
−
n−1N = Ωτ
−
n N , since then by induction assumption
there exists some indecomposable injective module I ∈ RSn−1(N) ⊆ RSn(N).
Let us first prove that Ωτ−n N is indecomposable. First note that τ
−
n N is indecomposable
and not projective. If Ωτ−n N is decomposable, then there exists a projective module P with
Ext1Λ(τ
−
n N,P ) 6= 0 by Proposition 3.1. But then P ∈ LS2(τ
−
n N) = RS2(Ω
−(n−2)N), so that
Ext1Λ(P,Ω
−(n−2)N) 6= 0, a contradiction.
Hence, to show Ωτ−n N
∼= τ−n−1N = τ
−Ω−(n−2)N it is enough to show Ωτ−n N ≤ τ
−Ω−(n−2)N
and τ−Ω−(n−2)N ≤ Ωτ−n N , since both modules are indecomposable. We have
Ωτ−n N ∈ LS2(τ
−
n N) = RS2(Ω
−(n−2)N)
and so Ext1Λ(Ωτ
−
n N,Ω
−(n−2)N) 6= 0. By the Auslander-Reiten formula,
DHom(τ−Ω−(n−2)N,Ωτ−n N) 6= 0,
which implies τ−Ω−(n−2)N ≤ Ωτ−n N . On the other hand, since Ω
−(n−1)N is indecomposable,
Ω−(n−2)N is noninjective, so
τ−Ω−(n−2)N ∈ RS2(Ω
−(n−2)N) = LS2(τ
−
n N)
and Ext1Λ(τ
−
n N, τ
−Ω−(n−2)N) 6= 0. In particular HomΛ(Ωτ
−
n N, τ
−Ω−(n−2)N) 6= 0 and so Ωτ−n N ≤
τ−Ω−(n−2)N which finishes the proof. 
3.2. Proof of Theorem 1. With the preparation from the previous section, we can give a proof
of the following more general form of Theorem 1.
Theorem 1. Let Λ be a representation-directed algebra and C be a subcategory of modΛ. Then the
following are equivalent.
(a) (1) Λ ∈ C,
(2) τn and τ
−
n induce mutually inverse bijections
CP CI ,
τn
τ−n
(3) ΩiM is indecomposable for all M ∈ CP and 0 < i < n,
(4) Ω−iN is indecomposable for all N ∈ CI and 0 < i < n.
(b) (1) Λ ∈ C,
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(2) for all M ∈ CP , τnM ∈ C and LSn(M) = RSn(τnM),
(3) for all N ∈ CI, τ
−
n N ∈ C and RSn(N) = LSn(τ
−
n N).
(c) C is an n-cluster tilting subcategory.
Proof. First note that as we mentioned before we have already proved (c) implies (a) by Corollary
3.3 and Proposition 2.3. Next note that (b2) implies (a3) and (b3) implies (a4) by Corollary 3.2.
Moreover (b2) and (b3) imply (a2) by Lemma 3.5. This shows that (b) implies (a). Next we will
prove (a) implies (b) and finally (a) and (b) imply (c).
(a) implies (b): We only prove (a) implies (b3); (a) implies (b2) is similar. First note that (a1)
and (a2) imply DΛ ∈ C since Λ is representation-directed and so representation-finite. If N ∈ CI ,
then τ−n N ∈ CP by (a2), so it remains to show that RSn(N) = LSn(τ
−
n N). Assume instead that
there exists some N ∈ CI such that RSn(N) 6= LSn(τ
−
n N) and we will reach a contradiction. By
Proposition 3.7(a) there exists an injective indecomposable module I ∈ RSn(N). More generally,
there is a sequence Xk, k ≥ −1, satisfying:
• X−1 = τ
−
n N ,
• X0 = I,
• Xk = τnXk−2 if RSn(τnXk−1) = LSn(Xk−1),
• Xk ∈ RSn(τnXk−1) and Xk indecomposable injective if RSn(τnXk−1) 6= LSn(Xk−1) .
In particular, Xk ∈ C for all k ≥ −1. We claim that Xk ∈ RSn(τnXk−1) for all k ≥ 0. We will
prove this by induction. For k = 0 we have
X0 = I ∈ RSn(N)
(a2)
= RSn(τnτ
−
n N) = RSn(τnX−1).
For the induction step, assume that Xk ∈ RSn(τnXk−1). We want to prove Xk+1 ∈ RSn(τnXk).
If RSn(τnXk) 6= LSn(Xk), then Xk+1 is an indecomposable injective module in RSn(τnXk) by
construction. Otherwise, RSn(τnXk) = LSn(Xk) and Xk+1 = τnXk−1. By induction assumption
we have Xk ∈ RSn(τnXk−1) and so
Xk+1 = τnXk−1 ∈ LSn(Xk) = RSn(τnXk)
as required. In particular, Xk ∈ CP for all k.
Next we use Xk ∈ RSn(τnXk−1) to show Xk < Xk−1. Since Xk ∈ RSn(τnXk−1), there exists
some 0 < i < n with ExtiΛ(Xk, τnXk−1) 6= 0. In particular, HomΛ(Xk,Ω
−iτnXk−1) 6= 0. Since
τnXk−1 ∈ CI , we have that Ω
−iτnXk−1 is indecomposable by (a4) and so Xk ≤ Ω
−iτnXk−1. Since
Ω−jτnXk−1 is indecomposable for i < j < n,
Xk ≤ Ω
−iτnXk−1 ≤ Ω
−(n−1)τnXk−1 < τ
−Ω−(n−1)τnXk−1.
Since by (a2) we have τ−n τnXk−1 = Xk−1, we get Xk < Xk−1. So, the sequence Xk is an infinite
sequence of indecomposable modules such that
· · · < Xk < Xk−1 < · · · < X1 < X0
which contradicts the fact that Λ is representation-directed and representation-finite.
(a) and (b) imply (c): We have
C⊥n = {X ∈ modΛ | ExtiΛ(C, X) = 0 for all 0 < i < n}
= {X ∈ modΛ | ExtiΛ(M,X) = 0 for all 0 < i < n and M ∈ C}
= {X ∈ modΛ | ExtiΛ(M,X) = 0 for all 0 < i < n and M ∈ CP }
= {X ∈ modΛ | X 6∈ LSn(M) for all M ∈ CP }
= {X ∈ modΛ | X ∈ LSn(M)
c for all M ∈ CP }
=
⋂
M∈CP
LSn(M)
c.
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Similarly,
⊥nC =
⋂
N∈CI
RSn(N)
c.
Hence
C⊥n =
⋂
M∈CP
LSn(M)
c (b2)=
⋂
M∈CP
RSn(τnM)
c (a2)=
⋂
N∈CI
RSn(N)
c = ⊥nC.
It remains to show that C = ⊥nC. Let us first show that ⊥nC ⊆ C. Let X ∈ ⊥nC and without
loss of generality we can assume that X is indecomposable (otherwise use additivity of ExtΛ).
Moreover, if X is projective then X ∈ C by (a1) so we further assume that X is nonprojective.
Consider the sequence τknX for k ≥ 0. We consider two cases.
Case 1: LSn(τ
k−1
n X) = RSn(τ
k
nX) for all k ≥ 1. Then, since Λ is representation-directed, there
exists some minimal l such that τ lnX = 0. Since
∅ = RSn(0) = RSn(τ
l
nX) = LSn(τ
l−1
n X),
τ l−1n X is projective, and so τ
l−1
n X ∈ C. Since l was minimal, τ
l−1
n X 6= 0. Consider the modules
ΩiτknX where 0 ≤ i < n and 0 ≤ k ≤ l − 2. Since τ
l−1
n X 6= 0, they are all nonprojective.
Using Corollary 3.2 and induction on k we find that they are all indecomposable. Hence τ l−1n X =
τΩn−1τ l−2n X is also indecomposable. Since RSn(τ
l−1
n X) = LSn(τ
l−2
n X) 6= ∅ (because τ
l−2
n X
is nonprojective), it follows that τ l−1n X is noninjective and so τ
l−1
n X ∈ CI . On the other hand,
Lemma 3.5 implies τ−n τ
k
nX
∼= τk−1n X for all 1 ≤ k ≤ l − 1, and so τ
−(l−1)
n τ l−1n X = X . Since
τ l−1n X ∈ CI , it follows that X ∈ C.
Case 2: There exists some m ≥ 1 such that LSn(τ
m−1
n X) 6= RSn(τ
m
n X). In particular,
τm−1n X 6= 0. Pick l minimal such that LSn(τ
l−1
n X) 6= RSn(τ
l
nX). Then we have LSn(τ
k−1
n X) =
RSn(τ
k
nX) for all 0 < k < l, and as in Case 1, τ
k−1
n X is indecomposable nonprojective. Moreover,
Lemma 3.5 implies τ−n τ
k
nX = τ
k−1
n X and so τ
k
nX is noninjective for 0 < k < l. In particular, by
Proposition 3.7, there exists an indecomposable projective module P such that P ∈ LSn(τ
l−1
n X).
Then τ l−1n X ∈ RSn(P ) = LSn(τ
−
n P ) by (b3). Equivalently, τ
−
n P ∈ RSn(τ
l−1
n X) = LSn(τ
l−2
n X).
Repeating this argument, we get τ
−(l−1)
n P ∈ LSn(X). Set τ
−(l−1)
n P = N ; then N ∈ CI and
X ∈ RSn(N), contradicting X ∈
⊥nC =
⋂
N∈CI
RSn(N)
c and so Case 2 is impossible.
Finally, let us show that C ⊆ C⊥n. Assume towards a contradiction that Y ∈ C is indecom-
posable but there exists some M ∈ CP such that Y ∈ LSn(M) = RSn(τnM). By representation-
directedness and because of (a2), there exists some minimal l such that τ lnY or τ
l
nM is indecompos-
able projective. Since τnM ∈ LSn(Y ), Y is nonprojective, and so τnM ∈ LSn(Y ) = RSn(τnY ) by
(b2), or τnY ∈ LSn(τnM) = RSn(τ
2
nM). Repeating this argument we get τ
l
nY ∈ RSn(τ
l+1
n M),
which is a contradiction since either τ lnY is projective or τ
l+1
n M = 0. 
Example 3.8. Let us give an example of a 2-cluster tilting subcategory using Theorem 1. Let Λ
be the path algebra of the quiver with relations
◦
◦
◦
◦
◦
◦
◦ ◦
Note that Λ is representation-directed, special biserial and that indecomposable modules are de-
termined uniquely by their dimension vectors. The Auslander-Reiten quiver of Λ is
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0 1
0
0
0
0
0
0
0 1
1
0
0
0
0
0
0 0
1
0
0
0
0
0
0 0
1
1
0
0
0
0
0 0
1
1
1
0
0
0
0 0
0
1
0
0
0
0
0 0
0
1
1
0
0
0
0 0
0
1
0
1
0
0
0 0
0
1
1
1
0
0
0 0
0
0
0
1
0
0
0 0
0
1
1
1
1
0
0 0
0
0
1
0
0
0
0 0
0
0
1
1
1
0
0 0
0
0
1
0
1
0
0 0
0
0
0
1
1
0
0 0
0
0
1
0
1
1
0 0
0
0
0
0
1
0
0 0
0
0
0
0
1
1
0 0
0
0
0
0
0
1
1 0
0
0
0
0
0
1
1 0
0
0
0
0
0
0
.
Let M be the direct sum of all encircled modules. Note that their syzygies and cosyzygies are
indecomposable or zero and computing τ2 and τ
−
2 applied to them we get
0 1
0
0
0
0
0
0
0 0
0
1
0
0
0
0
0 0
0
0
0
0
1
0
1 0
0
0
0
0
0
0
τ−2 τ
−
2 τ
−
2
τ2τ2τ2 ,
0 0
1
1
0
0
0
0
0 0
0
0
0
1
1
0
τ−2
τ2 ,
0 0
0
1
0
1
0
0
0 0
0
0
0
0
1
1
τ−2
τ2 .
If we let C = addM , conditions (a) of Theorem 1 are satisfied for C and so C is a 2-cluster tilting
subcategory. A simple computation shows that gl.dim.Λ = 3; as far as we know this is the first
example of an algebra with global dimension 3 that admits a 2-cluster tilting subcategory.
4. n-cluster tilting subcategories of acyclic Nakayama algebras with
homogeneous relations
4.1. Motivation. In this section we aim to use Theorem 1 to produce examples of n-cluster tilting
subcategories for representation-directed algebras. We begin with a necessary condition.
Proposition 4.1. LetQ be a connected quiver withm vertices, Λ = KQ/I where I is an admissible
ideal and n ≥ 2. Let 1 < k < m be a vertex in Q0 and QA and QB be the full subquivers on vertices
{1, . . . , k− 1} respectively {k+1, . . . ,m}. Assume that Q1 = (QA)1 ∪ (QB)1 ∪ t
−1(k)∪ s−1(k) and
either
(a) k is a sink and there exist arrows α, β ∈ Q1 with t(α) = t(β) = k, s(α) ∈ (QA)0 and
s(β) ∈ (QB)0,
or
(b) k is a source and there exist arrows α, β ∈ Q1 with s(α) = s(β) = k, t(α) ∈ (QA)0 and
t(β) ∈ (QB)0,
then Λ = KQ/I admits no n-cluster tilting subcategory.
Proof. Let us prove the proposition when k is a sink; the other case is similar. Consider the
indecomposable projective module P (k) corresponding to the vertex k. Its dimension vector is
dimP (k) =


0
...
0
1
0
...
0

 .
Moreover it is noninjective and its injective hull, I(k), has I(k)k = K since k is a sink. Furthermore,
in dim I(k), there is at least one nonzero entry in a position i < k since there is an arrow from a
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vertex in QA to k. Similarly, there is at least one nonzero entry in a position j > k. Therefore we
have
dim I(k) =


a1
...
ak−1
1
bk+1
...
bm

 , dimΩ
−P (k) =


a1
...
ak−1
0
bk+1
...
bm

 ,
where (a1, · · · , ak−1) 6= (0, · · · , 0), (bk+1, · · · , bm) 6= (0, · · · , 0). Let Ω
−P (k) = (Mi, φα)i∈Q0,α∈Q1 .
Let f = (fi)i∈Q0 where fi :Mi →Mi is identity if i < k and zero otherwise. Note that f 6= 0 and
f 6= Id. We will prove that f is an endomorphism of (Mi, φα). Let α : a → b be an arrow in Q.
Note that we cannot have a < k < b or b < k < a since Q \ {k} is disconnected and we cannot
have a = k since k is a sink. We need to show that
φαfa = fbφα. (4.1)
If a, b < k, fa = fb = Id and (4.1) becomes φα = φα. If k < a, b then fa = fb = 0 and (4.1)
becomes 0 = 0. If b = k, then since Mk = 0, φα = 0 and (4.1) becomes 0 = 0 again. Hence
f ∈ End(Ω−P (k)) with f2 = f but f 6= 0 and f 6= Id, and so End(Ω−P (k)) is not local, which
implies that Ω−P (k) is not indecomposable. Since any n-cluster tilting subcategory must contain
the projective modules, Λ doesn’t admit an n-cluster tilting subcategory by Proposition 3.1. 
Example 4.2. Let Q be a quiver with underlying graph the Dynkin diagram Am for m ≥ 3, with
nonlinear orientation. Pick any source or sink k with degree 2. Then Proposition 4.1 implies that
there exists no n-cluster tilting KQ/I-module for I an admissible ideal of KQ.
Example 4.2 suggests that perhaps the simplest class of representation-directed algebras for
which one should try to find n-cluster tilting subcategories is quotients of the path algebra of the
quiver
Qm : m m− 1 m− 2 · · · 2 1
am−1 am−2 am−3 a2 a1
,
by an admissible ideal. Such algebras are called acyclic Nakayama and for more details on them
we refer to [ASS06].
4.2. Computations. In this section we will consider acyclic Nakayama algebras with homoge-
neous relations. That is for m ≥ 3 and l ≥ 2, we will denote Λm,l = KQm/(radKQm)
l. As
we will see later, it turns out that this is a necessary condition for a Nakayama algebra to be
d-representation finite. Since our main tool will be Theorem 1, we will need to compute syzygies,
cosyzygies and n-Auslander-Reiten translations for Λm,l-modules.
Recall that the isomorphism classes of the indecomposable modules for any acyclic Nakayama
algebra can be described by the representations M(i, j) of the form
0 · · · 0 K · · · K 0 · · · 0
0 0 0 1 1 0 0 0
m i+j-1 i 1
withM(i, j)I = 0 ([ASS06], Gabriel’s Theorem). We will use the convention thatM(i, j) = 0 if the
coordinates (i, j) do not define a module. In particular, for Λm,l-modules we have M(i, j) 6= 0 if
and only if 1 ≤ i ≤ m, 1 ≤ j ≤ l and 2 ≤ i+j ≤ m+1. For a vertex k ∈ Q0, we will denote by P (k)
respectively I(k) the corresponding indecomposable projective respectively injective Λm,l-module.
In the rest of the section, all modules will be Λm,l-modules.
Lemma 4.3. Let M(i, j) 6= 0. Then
(a) P (k) =
{
M(1, k) if 1 ≤ k ≤ l − 1,
M(1 + k − l, l) if l ≤ k ≤ m
.
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(b) I(k) =
{
M(k, l) if 1 ≤ k ≤ m− l + 1,
M(k,m+ 1− k) if m− l + 2 ≤ k ≤ m
.
(c) M(i, j) is both projective and injective if and only if j = l and 1 ≤ i ≤ m− l + 1.
Proof. (c) follows immediately by (a) and (b). We only prove (a); (b) is proved similarly. Note
that for 1 ≤ k ≤ l − 1, P (k) as a representation is isomorphic to
0 · · · 0 K · · · K
0 0 0 1 1
m k 1 ,
which is precisely M(1, k). Similarly, when l ≤ k ≤ m, P (k) is isomorphic to
0 · · · 0 K · · · K 0 · · · 0
0 0 0 1 1 0 0 0
m k k-l+1 1 .
which is precisely M(1 + k − l, l). 
Next we wish to compute syzygies and cosyzygies of the indecomposable Λm,l-modules.
Lemma 4.4. Let M(i, j) 6= 0. Then
(a) If M(i, j) is nonprojective,
ΩM(i, j) =
{
M(1, i− 1) if i+ j ≤ l,
M(i+ j − l, l− j) if l + 1 ≤ i+ j.
(b) If M(i, j) is noninjective,
Ω−M(i, j) =
{
M(i+ j, l − j) if 1 ≤ i ≤ m− l + 1,
M(m+ i − l+ j, l − j) if m− l + 2 ≤ i ≤ m.
Proof. We only prove (a); (b) is proved similarly. Assume first that l+ 1 ≤ i+ j and consider the
following commutative diagram
M(i+ j − l, l) : 0 ... 0 K ... K K ... K 0 ... 0
M(i, j) : 0 ... 0 K ... K 0 ... 0 0 ... 0
•
i+j−1
•
i
M(i+ j − l, l − j) : 0 ... 0 0 ... 0 K ... K 0 ... 0
i+j−l+(l−1)
•
i+j−l+(l−j−1)
•
i+j−l
•
l − j
l
u
s
j
where the arrows K → K are the identity and all other arrows are the zero map. Then
0→M(i+ j − l, l− j)
u
→M(i+ j − l, l)
v
→M(i, j)→ 0
is a short exact sequence. Since M(i+ j − l, l) = P (i+ j − 1) by Lemma 4.3, we have ΩM(i, j) =
M(i + j − l, l − j). If i + j ≤ l, similarly we have the short exact sequence 0 → M(1, i − 1) →
M(1, i+j−1)→M(i, j)→ 0 withM(1, i+j−1) = P (i+j−1) and so ΩM(i, j) = M(1, i−1). 
Corollary 4.5. Let M(i, j) 6= 0 with j < l and k ≥ 1. Then
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(a) Denote ΩkM(i, j) = M(ik, jk) and assume that l + 1 ≤ ik−1 + jk−1. Then
ΩkM(i, j) =
{
M
(
i+ j − k+12 l, l− j
)
if k is odd,
M
(
i− k2 l, j
)
if k is even.
(b) Denote Ω−kM(i, j) = M(i−k , j
−
k ) and assume that i
−
k−1 ≤ m− l+ 1. Then
Ω−kM(i, j) =
{
M
(
i+ j + k−12 l, l − j
)
if k is odd,
M
(
i+ k2 l, j
)
if k is even.
Proof. Immediate by using Lemma 4.4 and induction on k. 
Proposition 4.6. Let M(i, j) 6= 0 and M(i, j + 1) 6= 0. Then the sequence
0 −→M(i, j)
[ rp ]
−→M(i, j + 1)⊕M(i+ 1, j − 1)
[−t q ]
−→ M(i+ 1, j)→ 0
is almost split, where r, t are the natural inclusions, p, q the natural projections, and by convention
M(i, 0) = 0.
Proof. This follows from Theorem V.4.1 in [ASS06] by noting that radtM(i′, j′) = M(i′, j′− t) for
any t ≥ 0 and any indecomposable Λm,l-module M(i
′, j′). 
Lemma 4.7. Let M(i, j) 6= 0. Then
(a) If M(i, j) is nonprojective, τ(M(i, j)) =M(i− 1, j).
(b) If M(i, j) is noninjective, τ−(M(i, j)) = M(i+ 1, j).
Proof. Immediate by Proposition 4.6 and by uniqueness, up to isomorphism, of almost split se-
quences (see [ASS06], Chapter IV.1). 
Lemma 4.8. Let M(i, j) 6= 0. Then
(a) If M(i, j) is nonprojective, we have
τnM(i, j) =
{
M
(
i+ j − n2 l − 1, l− j
)
if n is even,
M
(
i− n−12 l− 1, j
)
if n is odd.
(b) If M(i, j) is noninjective, we have
τ−n M(i, j) =
{
M
(
i+ j + n−22 l + 1, l− j
)
if n is even,
M
(
i+ n−12 l + 1, j
)
if n is odd.
Proof. Immediate by Corollary 4.5 and Lemma 4.7. Recall that by convention M(i, j) 6= 0 if and
only if 1 ≤ i ≤ m, 1 ≤ j ≤ l and 2 ≤ i+ j ≤ m+ 1. 
4.3. Proof of Theorem 2. With our basic computations done, we are ready to prove Theorem
2.
Theorem 2. Λm,l admits an n-cluster tilting subcategory if and only if l = 2 and m = nk + 1 for
some k ≥ 0 or n is even and m = n2 l + 1 + k(nl − l + 2) for some k ≥ 0.
Proof. For the case l = 2 we refer to Proposition 6.2 in [Jas16]. Assume now that l ≥ 3. Set
C = add
(
∞⊕
r=0
τ−rn Λm,l
)
.
By Remark 1(b) it is enough to prove that C satisfies condition (a) of Theorem 1 if and only if n
is even and m = n2 l+ 1 + k(nl − l + 2) for some k ≥ 0.
Assume first that C satisfies condition (a) and n is odd and we will reach a contradiction. Using
Lemma 4.8 and an easy induction we can show that if n is odd and j < l, we have
τ−kn (M(1, j)) = M
(
1 + k
(
n− 1
2
l + 1
)
, j
)
.
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Since l ≥ 3,M(1, 1) andM(1, 2) are indecomposable projective noninjective by Lemma 4.3. There-
fore, by condition (a2) of Theorem 1 there exist integers k1, k2 > 0 such that τ
−k1
n M(1, 1) and
τ−k2n M(1, 2) are indecomposable injective. Computing
τ−k1n M(1, 1) = M
(
1 + k1
(
n− 1
2
l + 1
)
, 1
)
,
τ−k2n (M(1, 2)) = M
(
1 + k2
(
n− 1
2
l + 1
)
, 2
)
,
and using Lemma 4.3 we find that
M
(
1 + k1
(
n− 1
2
l + 1
)
, 1
)
=M(m, 1),
M
(
1 + k2
(
n− 1
2
l + 1
)
, 2
)
= M(m− 1, 2)
are the only possibilities. In particular,
1 + k1
(
n− 1
2
l+ 1
)
= m, 1 + k2
(
n− 1
2
l + 1
)
= m− 1
which imply (k1 − k2)
(
n−1
2 l + 1
)
= 1, contradicting n > 1.
Hence, n must be even; an easy induction here shows that for j < l we have
τ−kn (M(1, j)) =
{
M
(
1 + j + k−12 l + k
(
n−2
2 l + 1
)
, l − j
)
if k is odd,
M
(
1 + k2 l + k
(
n−2
2 l+ 1
)
, j
)
if k is even.
As before, τ−k1n M(1, 1) and τ
−k2
n M(1, 2) must be indecomposable injective for some integers
k1, k2 > 0. If we assume that k1 and k2 have different parities or are both even, we reach a
contradiction as in the case of n being odd. Therefore k1 must be odd and we have
τ−k1n M(1, 1) = M
(
2 +
k1 − 1
2
l + k1
(
n− 2
2
l + 1
)
, l − 1
)
=M(m+ 2− l, l− 1)
as the only possibility by Lemma 4.3. This implies 2 + k1−12 l + k1
(
n−2
2 l+ 1
)
= m + 2 − l or
equivalently m = n2 l + 1 +
k1−1
2 (nl − l + 2) so we get the result for k =
k1−1
2 .
Now, assume that n is even and that m = n2 l+1+k(nl− l+2) and we will show that condition
(a) of Theorem 1 holds for C. (a1) holds by construction. Note that by Lemma 4.8, τ−kn M(1, j) is
indecomposable or zero. For s = 2k + 1 we have
τ−sn M(1, j) = M
(
1 + j +
s− 1
2
l + s
(
n− 2
2
l + 1
)
, l − j
)
= M(m+ 1 + j − l, l − j),
which is injective by Lemma 4.3. Therefore τ−kn M(1, j) is nonzero for 0 ≤ k ≤ s, it is projective for
k = 0 and injective for k = s. Then (a2) holds since by Lemma 4.8, we have that τnτ
−
n M(i, j) =
M(i, j) if τ−n M(i, j) 6= 0 and τ
−
n τnM(i, j) = M(i, j) if τnM(i, j) 6= 0. Finally (a3) and (a4) hold
by Lemma 4.4 and the proof is complete. 
Example 3 For m = 9, l = 3, n = 2 and k = 1 the Auslander-Reiten quiver of Λ9,3 =
KQ9/(radKQ9)
3 is
(1, 1) (2, 1) (3, 1) (4, 1) (5, 1) (6, 1) (7, 1) (8, 1) (9, 1)
(1, 2) (2, 2) (3, 2) (4, 2) (5, 2) (6, 2) (7, 2) (8, 2)
(1, 3) (2, 3) (3, 3) (4, 3) (5, 3) (6, 3) (7, 3)
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where we write (i, j) instead of M(i, j). The circled modules are the indecomposable summands
of the 2-cluster tilting module of Λ9,3 and they satisfy
(1, 1) (3, 2) (6, 1) (8, 2)
τ−2
τ2
τ−2
τ2
τ−2
τ2 ,
(1, 2) (4, 1) (6, 2) (9, 1)
τ−2
τ2
τ−2
τ2
τ−2
τ2 .
5. d-representation-finite Nakayama algebras
In this section we classify the Nakayama algebras admitting a d-cluster tilting subcategory,
where d = gl.dim.Λ. Even though cyclic Nakayama algebras are not representation-directed, we
include a proof that shows that no cyclic Nakayama algebra is d-representation-finite to present
the full classification. Note that the following proposition shows that the homogeneous case of the
previous chapter plays a special role.
Proposition 5.1. Let Λ be a Nakayama algebra amd assume that Λ admits a d-cluster tilting
subcategory. Then Λ = Λm,l.
Proof. Let us first assume that Λ = KQm/I is an acyclic Nakayama algebra that admits a d-cluster
tilting subcategory C. Assuming that I 6= (radKQm)
l implies that there exist some x and y such
that at least one of the two following cases is true:
(a) M(x, y), M(x+ 1, y) and M(x+ 1, y + 1) are projective,
(b) M(x− 1, y + 1), M(x, y) and M(x+ 1, y) are injective.
Let us prove that case (a) leads to a contradiction; the case (b) is similar.
Since the ideal I is admissible, we have y ≥ 2. Moreover, sinceM(x+1, y+1) 6= 0,M(x+1, y) is
noninjective. Then, by Proposition 2.3, τ−d (M(x+ 1, y)) = N is an indecomposable nonprojective
module and moreover, by the same proposition, τd(N) =M(x+ 1, y). By applying τ
− on this we
get
M(x+ 2, y) = τ−(M(x+ 1, y)) = τ−(τ(Ωd−1(N))),
so that
M(x+ 2, y) = Ωd−1(N).
We have pd
(
Ωd−1N
)
≤ 1, since otherwise we would have pdN > d. Moreover, Ωd−1N is not
projective since τd(N) 6= 0, so pd
(
Ωd−1N
)
= 1. Therefore pd (M(x+ 2, y)) = 1. But since
M(x+ 1, y + 1) is projective, the short exact sequence
0→M(x+ 1, 1)→M(x+ 1, y + 1)→M(x+ 2, y)→ 0
implies that ΩM(x + 2, y) = M(x + 1, 1). But M(x + 1, 1) is nonprojective, since it is a simple
module different than M(1, 1) which contradicts pdM(x+ 2, y) = 1.
To complete the proof, it remains to show that a cyclic Nakayama algebra Λ˜ with gl.dim.Λ˜ =
d˜ <∞ admits no d˜-cluster tilting subcategory. This case is very similar to the previous one so we
omit most of the details.
Let Λ˜ = KQ˜m/I be a cyclic Nakayama algebra where Q˜m is the quiver
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Q˜m :
m0
1 m− 1
am
am−1a0
a1 am−2
.
Then I 6= (rad Q˜m)
l since otherwise Λ˜ is self-injective and thus of infinite global dimension. Then
there exists an indecomposable projective noninjective module P˜ and we must have pd(τ−P˜ ) = 1
as in the previous case. Similarly to the previous case, it is not difficult to see that Ωτ−P˜ is simple,
which is a contradiction since there exists no simple projective Λ˜-module.

5.1. Global dimension of Λm,l. Since given m and l we know by Theorem 2 when Λm,l admits
an n-cluster tilting subcategory, it is enough to see what the global dimension of Λm,l is and then
check under what conditions on m and l we have n = d.
Proposition 5.2. Let Λ = Λm,l. Then
(a) Let M(x, y) 6= 0 and assume x = 1 or y = l. Then pdM(x, y) = 0.
(b) Let M(x, y) 6= 0 and assume x > 1 and y < l. Write x − 2 = ql + r with 0 ≤ r < l. We
have
pdM(x, y) =
{
2q + 1 if y < l − r,
2q + 2 if y ≥ l − r.
(5.1)
(c) Let m− 1 = q′l + r′, 0 ≤ r′ ≤ l − 1. Then
pdM(m+ 1− j, j) =
{⌊
m−1
l
⌋
+
⌈
m−1
l
⌉
if r′ = 0 or j ≤ r′,⌊
m−1
l
⌋
+
⌈
m−1
l
⌉
− 1 otherwise.
(5.2)
(d)
gl.dim.Λ =
⌊
m− 1
l
⌋
+
⌈
m− 1
l
⌉
.
Proof. (a) Follows immediately from Lemma 4.3 since M(x, y) is projective.
(b) Throughout, we use
pdM(x, y) = pdΩ(M(x, y)) + 1. (5.3)
We first prove (5.1) for x+y ≤ l. In that case x−2 < x+y ≤ l so that q = 0 and r = x−2.
Then by Lemma 4.4 ΩM(x, y) =M(1, x− 1) which is projective by Lemma 4.3. Therfore,
pdM(x, y) = 1 = 0q + 1 as required, since y < l − (x− 2).
Now we use induction on x+ y ≥ l. The base case was just proved. Assume that (5.1)
holds when l ≤ x + y ≤ k − 1. Let M(x, y) be such that x + y = k. Since x + y ≥ l + 1,
Lemma 4.4 implies ΩM(x, y) =M(x+ y− l, l− y). In particular, (5.1) holds for ΩM(x, y)
by induction assumption.
Let x− 2 = ql + r and assume first that y < l − r. We calculate
x+ y − l − 2 = ql + r + 2 + y − l− 2 = (q − 1)l + r + y,
where r+ y < r+ l− y = l, so x+ y− l− 2 = q′l+ r′ with q′ = q− 1, r′ = r+ y. To apply
(5.1) to ΩM(x, y), we need to compare l − y with l − r′ so from 0 ≥ −r we get
l − y ≥ l − r − y = l − (r + y) = l− r′,
and thus by (5.1) we have pdM(x+ y − l, l− y) = 2q′ + 2. Then, we have
pdM(x, y) = pdM(x+ y − l, l− y) + 1 = 2q′ + 2 + 1
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= 2(q − 1) + 2 + 1 = 2q + 1.
as required.
For the last case, let x− 2 = ql + r and y ≥ l− r. Now we have
x+ y − l − 2 = ql + r + 2 + y − l − 2 = (q − 1)l + l + (r + y − l) = ql + (r + y − l).
Since l − r ≤ y < l, we get
0 ≤ r + y − l < r ≤ l − 1.
So x+ y− l− 2 = ql+ r′ with r′ = r+ y− l. We compare l− y with l− r′ = 2l− r− y, so
from l > r we get
2l − r − y > l − y
or
l − r′ > l − y.
So pdM(x+ y − l, l− y) = 2q + 1 by (5.1) and (5.3) now gives
pdM(x, y) = pdM(x+ y − l, l− y) + 1 = 2q + 1 + 1 = 2q + 2
as required.
(c) We will prove (c) using (b). Let m + 1 − j − 2 = ql + r so that m − 1 = ql + j + r for
0 ≤ r ≤ l − 1. Assume first that j < l − r so that q′ = q and r′ = j + r < l. Then r′ 6= 0
and j ≤ j + r = r′, so that⌊
m− 1
l
⌋
+
⌈
m− 1
l
⌉
=
⌊
ql + j + r
l
⌋
+
⌈
ql + j + r
l
⌉
= 2q +
⌊
j + r
l
⌋
+
⌈
j + r
l
⌉
0<j+r<l
= 2q + 0 + 1 = 2q + 1 =
(5.1)
= pdM(m+ 1− j, j),
as required.
Assume now that j ≥ l − r so that j + r ≥ l and
m− 1 = ql + r + j = ql + l + r + j − l = (q + 1)l + (r + j − l) = q′l+ r′.
Note that j ≤ r′ gives l ≤ r, a contradiction, so j > r′. If r′ = 0 we have⌊
m− 1
l
⌋
+
⌈
m− 1
l
⌉
=
⌊
q′l
l
⌋
+
⌈
q′l
l
⌉
= 2q′ = 2(q + 1) = 2q + 2
(5.1)
= pdM(m+ 1− j, j),
as required. Finally, if r′ 6= 0 we have⌊
m− 1
l
⌋
+
⌈
m− 1
l
⌉
− 1 =
⌊
q′l + r′
l
⌋
+
⌈
q′l + r′
l
⌉
− 1
= 2q′ +
⌊
r + j − l
l
⌋
+
⌈
r + j − l
l
⌉
− 1
0<r+j−l<l
= 2q + 2 + 0 + 1− 1 = 2q + 2
(5.1)
= pdM(m+ 1− j, j),
which completes the proof of (c).
(d) Note that by (c) we have gl.dimΛm,l ≤
⌊
m−1
l
⌋
+
⌈
m−1
l
⌉
, since M(m+1− j, j) are exactly
the injective non-projective Λm,l-modules. Since pdM(m, 1) =
⌊
m−1
l
⌋
+
⌈
m−1
l
⌉
by (c), the
result follows.

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5.2. Proof of Theorem 3. Now we are ready for the classification of the acyclic Nakayama
algebras which admit a d-cluster tilting subcategory.
Theorem 3. Λ admits a d-cluster tilting subcategory C if and only if Λ = Λm,l and l | m − 1 or
l = 2. Moreover, in that case, C = add(Λ⊕DΛ) and d = 2m−1
l
.
Proof. For the case l = 2 we refer to Proposition 6.2 in [Jas16], so we assume l ≥ 3.
Assume first that Λ = Λm,l and l | m− 1. Then, by Proposition 5.2, we have d = 2
m−1
l
. Then,
Theorem 2 implies that Λ = Λ d
2
l+1,l admits a d-cluster tilting subcategory.
Assume now that Λ admits a d-cluster tilting subcategory. Then Λ = Λm,l by Proposition 5.1.
By Theorem 2 we get
m =
d
2
l + 1 + k(dl − l + 2)
for some k ≥ 0 and d must be even. By Proposition 5.2 we have that d is even if and only
if d = 2m−1
l
which implies l | m − 1. Finally, a direct computation using Lemma 4.8 gives
τ−d M(1, j) = M(m+1− l+ j, l− j) for any 1 ≤ j ≤ l− 1. Since M(1, j) and M(m+1− l+ j, l− j)
are the indecomposable projective noninjective respectively injective nonprojective modules, we
have τ−kd Λ = 0 for k ≥ 2. Hence
C = add
(
∞⊕
r=0
τ−rd Λ
)
= add(Λ ⊕ τ−d Λ) = add(Λ⊕DΛ),
which finishes the proof. 
Example 5.3. As an example, let n = 4, and l = 4. Since we want n = d, we must have
m = 424 + 1 = 9. Then the Auslander-Reiten quiver of Λ9,4 is
(1, 1) (2, 1) (3, 1) (4, 1) (5, 1) (6, 1) (7, 1) (8, 1) (9, 1)
(1, 2) (2, 2) (3, 2) (4, 2) (5, 2) (6, 2) (7, 2) (8, 2)
(1, 3) (2, 3) (3, 3) (4, 3) (5, 3) (6, 3) (7, 3)
(1, 4) (2, 4) (3, 4) (4, 4) (5, 4) (6, 4)
,
where the direct sum of all encircled modules is a 4-cluster tilting module.
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