






















A Study of the representations supported by the orbit




Let v be a complex vector space of dimensionm and letE := Endv. ConsiderD ∈ Q := Sm(E)∗,
whereD is the function taking determinant of anyX ∈ Endv. Fix a basis{v1, . . . , vm} of v and a
positive integern < m and consider the functionP ∈ Q, defined byP(X) = xm−n1,1 Perm(X
o), Xo
being the component ofX in the right downn×n corner, where any element of Endv is represented
by am× m-matrix X = (xi, j)1≤i, j,≤m in the basis{vi} and Perm denotes the permanent. The group
G = GL(E) canonically acts onQ. LetX (resp.Y) be theG-orbit closure ofD (resp.P) insideQ.
Then,X andY are closed (affine) subvarieties ofQ which are stable under the standard homothety
action ofC∗ on Q. Thus, their affine coordinate ringsC[X] andC[Y] are nonnegatively graded
G-algebras over the complex numbersC. Clearly,D ⊙ EndE ⊂ X, where EndE acts onQ on the
right via: (q⊙ A)(X) = q(A · X), for A ∈ EndE, q ∈ Q andX ∈ E.
For any positive integern, let m̄= m̄(n) be the smallest positive integer such that the permanent
of anyn×n matrix can be realized as a linear projection of the determinant of am̄× m̄matrix. This
is equivalent to saying thatP ∈ D ⊙ EndE for the pair (m̄, n). Then, Valiant conjectured that the
functionm̄(n) grows faster than any polynomial inn (cf. [V]).
Similarly, letm = m(n) be the smallest integer such thatP ∈ X (for the pair (m, n)). Clearly,
m(n) ≤ m̄(n). Now, Mulmuley-Sohoni strengthened Valiant’s conjecture. They conjectured that, in
fact, the functionm(n) grows faster than any polynomial inn (cf.[MS1], [MS2] and the references
therein). They further conjectured that ifP < X, then there exists an irreducibleG-module
which occurs inC[Y] but does not occur inC[X]. (Of course, ifP ∈ X, thenC[Y] is a G-
module quotient ofC[X].) This Geometric Complexity Theory programme initiated by Mulmuley-
Sohoni provides a significant mathematical approach to solving the Valiant’s conjecture (in fact,
strengthened version of Valiant’s conjecture proposed by them).
By [K, Theorem 5.2], if an irreducibleG-moduleVE(λ) (with highest weightλ) appears in
C[Y], thenVE(λ) is a polynomial representation ofG given by a partition
λ : (λ1 ≥ λ2 ≥ . . . ≥ λn2+1 ≥ 0 ≥ . . . ≥ 0)
with lastm2 − (n2 + 1) zeroes.
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From now on (in this Introduction), we assume thatm is even. Our principal result in this
paper (Corollary 6.2) asserts that for any partitionµ : (µ1 ≥ . . . ≥ µm ≥ 0 ≥ . . . ≥ 0) with
lastm2 − m zeroes, the irreducibleG-moduleVE(mµ) appears inC[X] with nonzero multiplicity,
provided the column Latin (m,m)-square conjecture is valid (cf. Conjecture 4.3). In particular,
if m ≥ n2 + 1, for any irreducible representationVE(λ) appearing inC[Y], VE(mλ) appears in
C[X] (again asuming the validity of the column Latin (m,m)-square conjecture). Thus, finding
an irreducible representation inC[Y] which does not occur inC[X] (on which the success of
the Mulmuley-Sohoni programme relies) form ≥ n2 + 1 is not so easy. As a consequence of our
Corollary 6.2, we deduce that the symmetric Kronecker coeffici ntskmλ,dδm,dδm > 0 for any partition
λ :
(
λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0
)
of d, whereδm is the partitionδm : (1 ≥ 1 ≥ · · · ≥ 1) (m factors) (cf.
Corollary 6.5).
Here is the content of this paper:
Section 2: By a result of Howe (cf. Corollary 2.4), for any fundamental weightδi (1 ≤ i ≤
m2 = dimE) of GL(E), the irreducibleGL(E)-moduleVE(dδi), for 0 < d < m, does not occur
in S•(Sm(E)), whereasVE(mδi) occurs with multiplicity one inS•(Sm(E)). In fact, it occurs in
Si(Sm(E)). We give an explicit construction of the highest weight vector Pi = γm,i in this unique
copy ofVE(mδi) in Si(Sm(E)) (cf. Definition 2.5).
Section 3: For any 1≤ i ≤ m, we calculateγm,i on a certain subsetθ(M(m, i)) of X given by
a morphismθ : M(m, i) → X, whereM(m, i) denotes the set ofm× i-matrices. The induced map
θ∗ on the level of affine coordinate rings is identified with a certain very explicit mapϕ. The main
result of this section is Proposition 3.2, which asserts that γm,i restricted to the imageθ(M(m, i))
is nonzero if and only if the GL(Vm)-submoduleUi generated byv⊗io ∈ S
i(Sm(V∗m)) intersects the
isotypic componentImδi of S
i(Sm(V∗m)) corresponding to the irreducible GL(Vm)-moduleVm(mδi)
∗
nontrivially, where the elementvo is defined by the identity (7).
In Section 4, we recall the Latin squares (more generally Latin rectangles) and state the cele-
bratedLatin square conjecturedue to Alon-Tarsi and an equivalent formulation due to Huang-Rota
called thecolumn Latin square conjecture. We recall that the Latin square conjecture is known to
be true forp− 1 as well asp+ 1 for any odd primep; in particular, it is true for any even integer
up to 24 (cf. Remark 4.5).
Section 5 is devoted to proving that the validity of the column Latin square conjecture implies
that the isotypic componentImδi of S
i(Sm(V∗m)) corresponding to the irreducible GL(Vm)-module
Vm(mδi)∗ intersects the GL(Vm)-submoduleUi generated byv⊗io nontrivially (cf. Theorem 5.6). In
fact, fori = m, we show that the latter assertion is equivalent to the column Latin square conjecture.
This sets the stage for the proof of our main theorem (cf. Theorem 6.1), which asserts that the
irreducible moduleVE(mδi) occurs inC[X] with multiplicity one for any 1≤ i ≤ m if the column
Latin square conjecture is true form×m Latin squares. This is shown by proving thatPi does not
vanish identically onX. As an immediate corollary (cf. Corollary 6.2), we deduce that for any
partitionλ : λ1 ≥ · · · ≥ λm ≥ 0,VE(mλ) occurs inC[X] (if the column Latin square conjecture is
true form×m Latin squares).
Finally, in Remark 6.6 (b), we observe thatVE(mδi) (for any 1≤ i ≤ m) occurs inC[GL(E) ·P]
with multiplicity one, whereP is the functionE → C taking any matrixA ∈ E = Endv to its
permanent. (Of course, as mentioned above,VE(dδi), for any 0< d < m and 1≤ i ≤ m2, does not
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occur inS•(Sm(E)), and hence it does not occur inC[GL(E) ·P] or in C[X].
For any vector space W over the complex numbers, in this paper, we view Sk(W) as the sub-
space of⊗kW consisting of symmetric tensors.
Acknowledgements:I am grateful to P. Bürgisser and C. Ikenmeyer for pointing out a gap in an
earlier version of the paper which resulted in this vastly modified version. The gap did not alter
the main theorem 6.1, however unfortunately now the validity of the theorem is proved only under
the hypothesis that the Latin Square Conjecture is valid.
I thank J. Landsberg for many helpful conversations/correspondences; in particular, Section 5
is greatly influenced by discussions with him and Proposition 5.5 (b) is due to him.
Partial support from the NSF grants is gratefully acknowledged.
2 An explicit realization of multiples of fundamental GL(E)-
representations inS•(S•(E))
Let E be a finite dimensional complex vector space with basis{e1, . . . , eℓ}. Let δi, 1 ≤ i ≤ ℓ, be
the i-th fundamental weight ofGL(E) = GL(ℓ). This corresponds to the partition 1≥ 1 ≥ · · · ≥ 1
(i-factors).
2.1 Lemma. For any positive integers d, j and m, the multiplicity of the irr ducible GL(E)-module
VE(dδi) (with highest weight dδi) in S j(Sm(E)) is the same as the multiplicity of the irreducible
GL(Ei)-module VEi (dδi) in S
j(Sm(Ei)), where Ei is the subspace of E spanned by{e1, . . . , ei}.
In fact, the highest weight vectors in Sj( m(E)) for the irreducible GL(E)-module VE(dδi)
coincide with the highest weight vectors in Sj( m(Ei)) for the irreducible GL(Ei)-module VEi (dδi).
Proof. Let BE be the standard Borel subgroup ofGL(E) consisting of all the invertible upper
triangular matrices (with respect to the basis{e1, . . . , eℓ}). Let v ∈ S j(Sm(E)) be aBE-eigenvector
of weightdδi. Then, clearlyv ∈ S j(Sm(Ei)) andv is a BEi -eigenvector of weightdδi. Conversely,
let v′ ∈ S j(Sm(Ei)) be aBEi -eigenvector of weightdδi. Then, the lineCv
′ is clearly stable under
BE. Moreover, the vectorv′ is a weight vector of weightdδi with respect to the standard maximal
torusTE (consisting of invertible diagonal matrices) ofGL(E). This proves the lemma. 
2.2 Corollary. With the notation as above, the multiplicityµE(dδi) of VE(dδi) in S j(Sm(E)) is equal
to the dimension of the invariant space[S j(Sm(Ei))]S L(Ei ) if di = jm. If di , jm,µE(dδi) = 0.
We recall the following result from [H, Proposition 4.3].
2.3 Proposition. Let E be a vector space of dimensionℓ as above. For positive integers j, m, we
have
(a) [S j(Sm(E))]S L(E) = (0), if 0 < j < ℓ
(b) [Sℓ(Sm(E))]S L(E) ≃

(0), if m is odd
C, if m is even.
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Combining Corollary 2.2 with Proposition 2.3, together with the action of the center ofGL(E),
we get the following result.
2.4 Corollary. Let E be a vector space of dimensionℓ as above. Let m be a positive even integer
and let l≤ i ≤ ℓ. Let d be the smallest positive integer such that VE(dδi) occurs in S•(Sm(E)) as a
GL(E)-submodule. Then, d= m. Moreover, VE(mδi) occurs in S•(Sm(E)) with multiplicity 1 and
it occurs in Si(Sm(E)).
From now on, m is an even positive integer.
We first give an explicit construction of the invariant [Si(Sm(Ei))]S L(Ei ) for any 1≤ i ≤ ℓ. Recall
from Proposition 2.3 that it is one dimensional.
2.5 Definition. (An explicit construction of [Si(Sm(Ei))]S L(Ei ))





















Let GL(Ei) act onM(i, i) via




Ag−1, for g ∈ GL(Ei) andA ∈ M(i, i).























( f1 ⊗ · · · ⊗ fm′) = θ( f1) ⊗ · · · ⊗ θ( fm′), for fk ∈ (⊗
2Ei)
∗.
For any finite dimensional vector spaceW and nonnegative integerk, letPk(W) be the space of
homogeneous polynomials of degreek onW, i.e.,
Pk(W) = { f : W→ C such thatf (λw) = λk f (w) ∀ w ∈W andλ ∈ C}.




defined byξ(θ)(w) = θ(w⊗k), for θ ∈ Sk(W)∗ andw ∈ W. If an algebraic groupG acts linearly on
W, thenξ is G-equivariant.
Define the linear map̄ξ : Pk(W)→ (⊗kW)∗ by
(ξ̄( f ))(w1 ⊗ · · · ⊗ wk) =
1
k!
(the coefficient oft1 . . . tk in f (t1w1 + · · · + tkwk)),
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for f ∈ Pk(W) andw1, . . . ,wk ∈W. Then, the inverse map
ξ−1 : Pk(W)→ Sk(W)∗
is given by the composition of̄ξ with the restriction map (⊗kW)∗ → Sk(W)∗.
Consider the linear projection obtained via the symmetrization
π : ⊗mEi → S





wσ(1) ⊗ · · · ⊗ wσ(m),


















Now, consider the map
det⊗m
′
: M(i, i)→ C, A 7→ (detA)m
′
.
It is clearly a homogeneous polynomial of degreeim′, which is SL(Ei)-invariant. Thus, via the






Of course, we have a canonical GL(Ei)-equivariant projection
(3) Si(⊗m
′
(M(i, i)))→ Si m
′
(M(i, i)),
obtained via the inclusion
Si(⊗m
′
(M(i, i))) ⊂ ⊗i(⊗m
′
(M(i, i))) ≃ ⊗im
′
(M(i, i))









For any vector spaceW, we have a canonical GL(W)-equivariant identification
(4) Si(W∗) ≃ Si(W)∗
via Si(W∗) ⊂ ⊗i(W∗) ≃ (⊗iW)∗ → Si(W)∗, where the last map is the restriction map. Thus,γm,i can












where{e∗1, . . . , e
∗
i } is the basis of E
∗
i dual to the basis{e1, . . . , ei} of Ei.






































the coefficient of (t1 . . . ti m′) in
[det((t1 + · · · + tm′)E j1, j1 + (tm′+1 + · · · + t2m′)E j2, j2 + · · ·+







the coefficient of (t1t2 . . . ti m′) in
[
(t1 + · · · + tm′)










This proves the lemma. 
We record this in the following.
2.7 Lemma.The elementγm,i is the unique (up to a scalar multiple) nonzero element of[Si(Sm(Ei))]S L(Ei ).
3 Calculation of γm,i on the determinant orbit closure
We continue to assume thatm is even andm′ = m/2.
Let v be a complex vector space of dimensionm and letE := Endv = v ⊗ v∗. Fix a basis
{v1, . . . , vm} of v and let{v∗1, . . . , v
∗
m} be the dual basis ofv
∗. Take the basis{vi ⊗ v∗j }1≤i, j≤m of E and
order them as{e1, e2, . . . , em2} satisfying
e1 = v1 ⊗ v
∗
1, e2 = v2 ⊗ v
∗
2, . . . , em = vm ⊗ v
∗
m.





a jpep, 1 ≤ j ≤ i.
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In the sequel, we will only considerA ∈ End E of the above form and the values ofAej for j > i
will be irrelevant for us. Thus, we can (and will) think ofA = (a jp)1≤p≤m,1≤ j≤i as anm× i-matrix.
Define a right action of the semigroup EndE on Q := Pm(E) ≃ Sm(E)∗ (cf. Definition 2.5 for
the last identification underξ) via
(5) ( f ⊙ A)(e) = f (Ae), for f ∈ Q, A ∈ End E and e ∈ E.
Take f = D ⊙ A ∈ Q, whereD ∈ Pm(E) is the function taking the determinant of anyX ∈ E.









 etc. Then, the
image of f|Ei in ⊗
m′M(i, i) underθ⊗m
′





(ej1 ⊗ ek1) ⊗ · · · ⊗ (ejm′ ⊗ ekm′ )
)








A j1,k1,..., jm′ ,km′
)










E j1,k1 ⊗ · · · ⊗ E jm′ ,km′ ,
where the last summation runs over those orderedm-tuples (j1, k1, . . . , jm′ , km′) such that the col-
lection (without regard to the order)
{ j1, k1, . . . , jm′ , km′} =
{
1d1, 2d2, . . . , idi
}
,
{1d1, 2d2, . . . , idi } means the collection

1, . . . , 1
d1-times
; 2, . . . , 2
d2-times




A(d1,...,di ) means them×m matrix with columns
A1, . . . ,A1
d1-times
; A2, . . . ,A2
d2-times
, . . . ,Ai , . . . ,Ai
di -times






and Perm denotes the permanent of the matrix.
On the vector spaceM(m, i) of m× i-matrices, GL(m) ×GL(i) acts via:
(g, h) · X = gXh−1, for g ∈ GL(m), h ∈ GL(i),X ∈ M(m, i).
In particular, the permutation groupSm thought of as the subgroup of permutation matrices in
GL(m) acts onM(m, i) and hence on anyPk(M(m, i)). For anyd = (d1, . . . , di), d1 + · · · + di = m







where the superscript ‘−(ǫ1+ · · ·+ǫm),Sm’ denotes theSm-invariants of weight−(ǫ1+ · · ·+ǫm) with
respect to the action of GL(m), i.e., the invertible diagonal matrices (t1, . . . , tm) act via (t1 . . . tm)−1.
Recall from [GW, Theorem 5.6.7] that, as GL(m) ×GL(i)-modules, for anyj ≥ 0,








µi andVm(µ) denotes the irreducible GL(m)-module corresponding to the partition
µ.
Let Vm := Cm with the standard basis{v1, . . . , vm}. Define the elements
(7) vo := v
∗
















σ · (v1 ⊗ · · · ⊗ vm) ∈ S
m(Vm).
From (6), by a classical result due to Kostant [Ko] (which asserts that for any irreducible SL(Vm)-
moduleVm(λ) corresponding to the partitionλ with |λ| = m, its zero weight space is an irreducible










(9) Pm(M(m, i))−(ǫ1+···+ǫm),Sm ≃ Sm(Vi),
as GL(i)-modules. It is easy to see that{ad}d=(d1,...,di ) with |d| = m are linearly independent (by
taking , e.g.,a jp = a
j
1 for all 1 ≤ p ≤ m). Hence,{ad}|d|=m provides a basis ofS
m(Vi) under the above
identification (9). The GL(i)-module isomorphism (9) induces a GL(i)-algebra homomorphism:
ϕ : S•(Sm(Vi))→ P






where the above sum runs overµ : µ1 ≥ · · · ≥ µi ≥ 0, |µ| = m•; the last isomorphism follows by
the identity (6).
We now give an alternative description of the map
ϕ : S•(Sm(Vi))→ P
m•(M(m, i))−•(ǫ1+···+ǫm),Sm.
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First of all, as GL(m) ×GL(i)-modules,
(10) Pm j(M(m, i)) ≃ Pm j(Vm⊗ V
∗
i ) ≃ S
m j(V∗m⊗ Vi),
where the last identification is obtained from the isomorphismξ−1 of Definition 2.5 followed by
the identification (4). Define the map
ϕ : ⊗mVi → ⊗
m(V∗m⊗ Vi) = (⊗
mV∗m) ⊗ (⊗
mVi), ϕ(v) = vo ⊗ v.









// ⊗m(V∗m ⊗ Vi),
where the vertical maps are the canonical inclusions.
It is easy to see thatϕ1 is a GL(Vi)-module map with image insideSm(V∗m ⊗ Vi)
−(ǫ1+···+ǫm),Sm.
Thus, from the irreducibility ofSmVi as GL(Vi)-module, applying the Schur’s lemma, we can
choose the identification (9) so thatϕ1 coincides with the mapϕ|Sm(Vi ) under the identification (10).
The mapϕ1 : S




The isomorphism (10) forj = 1:
(11) Pm(M(m, i)) ≃ Sm(V∗m ⊗ Vi)
induces an algebra homomorphismβ : S•(Sm(V∗m ⊗ Vi)) → P
m•(M(m, i)). Let ϕ′1 : S
•(Sm(Vi)) →
Pm•(M(m, i)) be the GL(Vi)-algebra homomorphism which is the compositeβ ◦ ϕ1.
Sinceϕ′1 coincides withϕ on S
m(Vi), and bothϕ andϕ
′
1 are algebra homomorphisms, we get
that
(12) ϕ′1 = ϕ.
Consider the function (fori ≤ m)
θ : M(m, i)→ Pm(Ei) ≃ S
m(Ei)
















 , for A = (a
j
p)1≤p≤m,1≤ j≤i .
Clearly,θ is a polynomial function of homogeneous degreem. Moreover, it is GL(Ei)-equivariant:
θ(A · g−1) = (D ⊙ (Ag−1))|Ei
= g · ((D ⊙ A)|Ei )
= g · θ(A).
Of course,θ gives rise to a GL(Ei)-algebra homomorphism









Proof. Let t be the diagonal matrix (t1, . . . , tm) ∈ GL(m). For any f ∈ Sm(Ei),

















We next show that for anyf ∈ Sm(Ei), θ∗ f is Sm-invariant: Takeσ ∈ Sm (considered as a
permutation matrix), then




= f ((D ⊙ A)|Ei ).
This proves the lemma. 
Since the functionθ is clearly nonzero, we see thatθ∗ coincides (up to a nonzero scalar multiple
in any degree) with the functionϕ : S•(Sm(Ei)) → Pm•(M(m, i))−•(ǫ1+···+ǫm),Sm defined earlier. Now,




By the definition,S j(Sm(Vi)) = [⊗ j(⊗mVi)]H j , whereH j ⊂ Sm j is the subgroupS
× j
m ⋊S j acting
as
((σ1, . . . , σ j), µ) ·
(
(v11 ⊗ · · · ⊗ v
1
m) ⊗ · · · ⊗ (v
j










⊗ · · · ⊗
(





for σp ∈ Sm andµ ∈ S j.
3.2 Proposition. The mapϕ|[Si (Sm(Ei ))]SL(Ei ) , 0 if and only if theGL(Vm)-submodule Ui generated
by v⊗io ∈ S
i(Sm(V∗m)) = [⊗
i(⊗mV∗m)]
Hi intersects the isotypic componentImδi of S
i(Sm(V∗m)) corre-
sponding to the irreducibleGL(Vm)-module Vm(mδi)∗ nontrivially.
Proof. Take 0, v ∈ [Si(Sm(Ei))]SL(Ei ) = [⊗i(⊗mEi)]Hi×SL(Ei ).
Recall that for any partitionλ : λ1 ≥ · · · ≥ λd > 0, d is called theheight htλ of λ. We set
|λ| :=
∑
λ j. LetWλ be the corresponding irreducibleS|λ|-module and letVi(λ) be the corresponding









SL(Ei ) ≃ [Wmδi ]
Hi ⊗ Vi(mδi).
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In particular, [Wmδi ]













under the above decomposition.
Let M ⊂ [⊗i(⊗mEi)]SL(Ei ) be theSmi-submodule generated byv and, for anyµ with htµ ≤ m
and|µ| = mi, let Mµ ⊂ ⊗i(⊗mV∗m) be theSmi-submodule generated byvµ. Then, by the Schur-Weyl






σ · (v⊗io ⊗ v) ∈ S










σ · (vµ ⊗ v).(16)




σ · (vµ ⊗ v) = 0.




σ · (vmδi ⊗ v) , 0 :
By projecting to an ireducible component, we can assume thatMmδi ≃ Wmδi . Now, take aSmi-
invariant nondegenerate bilinear formα : Mmδi ⊗ M → C. Sinceα is Smi-invariant,α|MHimδi⊗M
Hi
remains nondegenerate. Since both ofv andvmδi areHi-invariant, and [Wmδi ]
Hi is one dimensional,











This proves (18). Now, as it is easy to see,vmδi , 0 if and only if Ui intersectsImδi nontrivially.











such that each rowAp := {a1p, . . . , a
m
p } is a permutationσp of [m] (i.e., σp(q) = a
q
p) and each
columnAq := {aq1, . . . , a
q
i } consists of distinct numbers. We define thesignǫ(A
q) of Aq as follows:













LetAq denote the setAq without regard to the order. Then, we call them-tupleA =
(
A1, . . . , Am
)
thepatternof A. Let LA denote the set of Latin (i,m)-rectanglesA with patternA. Let S(i,m) be
the set of all patterns of size (i,m), where by apatternA of size(i,m) (or an (i,m)-pattern) we
mean am-tupleA = (A1, . . . , Am) of subsets of [m], each of cardinality exactlyi such that any
integerq ∈ [m] occurs in exactlyi-many setsA•.




) denote the subset ofLA consisting of column even (resp.
odd) Latin rectangles.
We have the following simple lemma.












removing the last row of any Latin rectangleA in LA. The mapϕ is clearly injective. Moreover,




SA(i − 1,m) :=
{
(i-1,m)-patternsB such that there existsA ∈ LA
with its top (i − 1)-rows having patternB
}
.
By the definition ofL±
A










Assume, if possible, that the lemma is false, i.e.,
(20) ♯L+B = ♯L
−
B , for every (i − 1,m)-patternB;
in particular, for anyB ∈ SA(i − 1,m).




. This contradicts the
assumption and hence proves the lemma. 
We recall the following celebratedcolumn Latin(m,m)-square conjecturedue to Huang-Rota
[HR, Conjecture 3].
4.3 Conjecture.For any positive even integer m,
♯CELS(m) , ♯COLS(m),
where CELS(m) (resp. COLS(m)) denotes the set of column-even Latin(m,m)-squares (resp.
column-odd Latin(m,m)-squares).
(Observe that for Latin(m,m)-squares, there is a unique pattern:([m], [m], . . . , [m]).)
Combining the above conjecture with Lemma 4.2, we get the following proposition.
4.4 Proposition. Let m be a positive even integer. Assume that the above columnLatin (m,m)-
square conjecture 4.3 is true.




4.5 Remark.As proved by Huang-Rota [HR,§3], their column Latin (m,m)-square conjecture is
equivalent to the (full) Latin (m,m)-square conjecture given by Alon-Tarsi [AT]. Now, the (full)
Latin (m,m)-square conjecture is valid in the following cases:
(a) m= p− 1, for any odd primep, due to Glynn [G, Theorem 3.2],
(b) m= p+ 1, for any odd primep, due to Drisko [D].
We have the following very simple lemma.












where each entry inB is shifted by m.










whereǫi = ±1. From this the lemma follows. 
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5 Existence of a certain isotypic component in the module gen-
erated byv⊗io






vσ1(1) ⊗ · · · ⊗ vσ1(m) ∈ S
m(Vm),





σ=(σ1, ..., σi )∈Sim
(
vσ1(1) ⊗ · · · ⊗ vσ1(m)
)
⊗ · · · ⊗
(
vσi (1) ⊗ · · · ⊗ vσi (m)
)
.
Let λ be a partition ofk into at mostm parts and letA be a tableau of shapeλ. As in [GW,
Proposition 9.3.7], define
Row A = {σ ∈ Sk : σ preserves the rows ofA},










vA = vi1 ⊗ · · · ⊗ vik ∈ ⊗
k(Vm),(21)







vA = v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗ v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗ v1 ⊗ v2.
Consider the tableauBo = Bo(i,m) of shapem≥ m≥ · · · ≥ m (i-factors):
1 2 3 . . . m






(i − 1)m+ 1 (i − 1)m+ 2 (i − 1)m+ 3 . . . im
5.2 Proposition. For any1 ≤ i ≤ m and even m,
〈














where〈 , 〉 is the standard pairing between⊗i(⊗m(V∗m)), ⊗
i(⊗mVm) and vo ∈ Sm(V∗m) ⊂ ⊗
m(V∗m) is
defined by the identity(7).
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ǫ(µ) µ · v⊗io
=
∑








vσµ1(2)(1) ⊗ · · · ⊗ vσµm(2)(m)
)
⊗ · · · ⊗
(
vσµ1(i)(1) ⊗ · · · ⊗ vσµm(i)(m)
)
,(22)
whereǫ(µ) := ǫ(µ1) . . . ǫ(µm) andµ j is embedded inSmi as permuting{ j, j +m, . . . , j + (i − 1)m}
only.
For anyi ×m matrix A = (ap,q) 1≤p≤i
1≤q≤m
of integersap,q ∈ [m], let
VA :=
(
va1,1 ⊗ va1,2 ⊗ · · · ⊗ va1,m
)
⊗ · · · ⊗
(
vai,1 ⊗ vai,2 ⊗ · · · ⊗ vai,m
)
∈ ⊗i(⊗mVm).








whereA(σ, µ) is thei ×m matrix
A(σ, µ) =

σµ1(1)(1) . . . σµm(1)(m)
...
...

















where the last summation runs overR consisting of thoseσ = (σ1, . . . , σi) ∈ Sim and µ =
(µ1, . . . , µm) ∈ Smi such thatA(σ, µ) is a Latin (i,m)-rectangle:
Sincevo is, by definition,
∑
σ1∈Sm
v∗σ1(1) ⊗ · · · ⊗ v
∗
σ1(m)
, unless each row ofA(σ, µ) is a permutation
of [m], we have〈v⊗io , VA(σ,µ)〉 = 0. Further, assume that the entries in some column ofA(σ, µ) are
non distinct, say
σµq(p)(q) = σµq(p′)(q), for some 1≤ q ≤ m and some 1≤ p , p
′ ≤ i.
Let τ ∈ Si be the transposition (p, p′). Then,
VA(σ,µ) = VA(σ,µ′),





This proves the identity (23).
Let R′ ⊂ Sim be the subset consisting ofσ = (σ1, . . . , σi) such that
A(σ) =

σ1(1) . . . σ1(m)
...
...
σi(1) . . . σi(m)

is a Latin (i,m)-rectangle. For anyσ ∈ R′, let σ̂ be the pattern (̂σ1, . . . , σ̂m), where
σ̂q := {σ1(q), . . . , σi(q)}.
Define an equivalence relation onR′ byσ ∼ σ′ if the patternŝσ = σ̂′. Denote the equivalence
class containingσ by [σ]. Then, the sum
∑
(σ,µ)∈R































Thus, by the identify (23),






































This proves the proposition. 
As an immediate consequence of the above proposition, we get:
5.3 Corollary. 〈v⊗io , S(Bo) · v
⊗i






For any partitionλ of k into at mostm parts, letGλ be the highest weight space in⊗k(Vm) for
GL(Vm) corresponding to the highest weightλ. Then, we have the following lemma (cf. [GW,
Lemma 9.3.2]).
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Cτ · (S(A) · vA).
We specialize the above lemma tok = m2 andλ the partition:
mδm : m≥ m≥ · · · ≥ m︸               ︷︷               ︸
m-factors
.
In this caseVm(mδm) is a one dimensional representation ofGL(Vm).
Consider the tableauBo = Bo(m,m) (with i = m) given just above Proposition 5.2. Then,










vµ1(2) ⊗ vµ2(2) ⊗ · · · ⊗ vµm(2)
)
⊗ · · · ⊗
(
vµ1(m) ⊗ vµ2(m) ⊗ · · · ⊗ vµm(m)
)
.(24)
By the above lemma, the isotypic componentGλ of ⊗m(⊗m Vm) for the partitionλ = mδm is the
span of {
τ · (S(Bo) · vBo) : τ ∈ Sm2
}
.
I thank J. Landsberg for the (b)-part of the following propositi n.
5.5 Proposition. (a) 〈v⊗mo , S(Bo) · vBo〉 =
♯CELS(m) − ♯COLS(m),
where CELS and COLS are defined in Conjecture 4.3.
(b) For anyτ ∈ Sm2,
〈v⊗mo , τ · (S(Bo) · vBo)〉 = α〈v
⊗m
o , S(Bo) · vBo〉, for someα ∈ {0,±1}.
Proof. By the identity (24),
〈v⊗mo , S(Bo) · vBo〉 =
∑
ǫ(µ),
where the summation runs over thoseµ = (µ1, . . . , µm) ∈ Smm such that
B(µ) :=

µ1(1) µ2(1) · · · µm(1)




µ1(m) µ2(m) · · · µm(m)

is a Latin square (i.e., each row and each column of the above matrix is a permutation of [m]), and
ǫ(µ) := ǫ(µ1) · · · ǫ(µm).
From this the (a)-part follows.
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By the expression ofS(Bo) · vBo as in the identity (24), clearly

























for some fixedipq and j
p
q ∈ [m].
We claim that if for any 1≤ p ≤ m, ipa = i
p
b =: q for somea , b, then Dτ = 0, where






















is a permutation of
(




vµ1(2) ⊗ vµ2(2) ⊗ · · · ⊗ vµm(2)
)
⊗ · · · ⊗
(
vµ1(m) ⊗ vµ2(m) ⊗ · · · ⊗ vµm(m)
)
.
Consider the elementθ = ( jpa, j
p
b) ∈ Sm. Then, replacingµq by µqθ in the above expression of
τ · (S(Bo) · vBo), we clearly get
Dτ = ǫ(θ)Dτ.
Thus,Dτ = 0.
So, let us assume that for any 1≤ p ≤ m, ipa , i
p
b for a , b. Sincev
⊗m
o is Hm-invariant
(whereHm is defined above Proposition 3.2), to calculateDτ, we can assume that






vµ1( j11) ⊗ · · · ⊗ vµm( j1m)
)
⊗ · · · ⊗
(
vµ1( jm1 ) ⊗ · · · ⊗ vµm( jmm)
)
,
where, for any 1≤ q ≤ m, { j1q, . . . , j
m
q } is a permutationσq of [m]. Now, replacingµq by µq ◦ σq,
we get (settingσ = (σ1, . . . , σm))






vµ1(1) ⊗ · · · ⊗ vµm(1)
)
⊗ · · ·
⊗
(
vµ1(m) ⊗ · · · ⊗ vµm(m)
)
= ǫ(σ) S(Bo) · vBo.
This proves the proposition. 
5.6 Theorem. Let m be an even positive integer and let1 ≤ i ≤ m. If there exists a patternB of
size(i,m) such that
(25) ♯L+B , ♯L
−
B,
then theGL(Vm)-submodule Ui generated by v⊗io ∈ S
i(Sm(V∗m)) = [⊗
i(⊗mV∗m)]
Hi intersects the iso-
typic componentImδi of S
i(Sm(V∗m)) corresponding to the irreducibleGL(Vm)-module Vm(mδi)
∗
nontrivially, where Hi is defined over Proposition 3.2.
In particular, if the column Latin(m,m)-square conjecture 4.3 is true, then Ui ∩Imδi , (0), for
all 1 ≤ i ≤ m.
For i = m, Um ∩ Imδm , (0) if and only if the column Latin(m,m)-square conjecture is true.
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Proof. Let yo = vmδi be the component ofv
⊗i
o in Imδi (cf. the identity (15)). Then, as observed
in the proof of Proposition 3.2,Ui ∩ Imδi , 0 if and only if yo , 0. By [GW, Theorem 9.3.10],
S(Bo) · v⊗io belongs to an irreducible GL(Vm)-submodule of⊗
i(⊗mVm) of highest weightmδi. Thus,
〈yo, S(Bo) · v
⊗i
o 〉 = 〈v
⊗i












2, by Proposition 5.2
, 0 by the assumption of the theorem.
Thus,yo , 0, proving the first part of the theorem.
The second ‘In particular’ part of the thoerem, of course, follows from Lemma 4.2.
For the last part, by Lemma 5.4,S(Bo) · vBo is a nonzero highest weight vector of⊗
m(⊗mVm)
with highest weightmδm and the isotypic component of⊗m(⊗mVm) corresponding to the highest







(sinceVm(δm) is a one dimensional representation).
Thus,yo ∈ Imδm is nonzero if and only if








. The above condition is equivalent to the nonvanishing
of 〈v⊗mo , S(Bo) · vBo〉 by Proposition 5.5 (b); which, in turn, is equivalent to the validity of the
column Latin (m,m)-square conjecture (Conjecture 4.3) by Proposition 5.5 (a). This proves the
theorem. 
5.7 Remark. It is quite possible that for any 1≤ i ≤ m, Ui ∩ Imδi , 0 if and only if the equation
(25) is satisfied for some patternB of size (i,m).
6 Statement of the main theorem and its consequences
Letv be a complex vector space of dimensionmand letE := v⊗v∗ = Endv, Q := Pm(E) ≃ Sm(E)∗
(under the isomorphismξ of Definition 2.5). ConsiderD ∈ Q, whereD is the function taking
determinant of anyA ∈ E = Endv. The groupG = GL(E) acts canonically onQ. LetX be the
G-orbit closure ofD insideQ.
Fix a basis{v1, . . . , vm} of v and let{v∗1, . . . , v
∗
m} be the dual basis ofv
∗. Take the basis{vi ⊗
v∗j }1≤i, j≤m of E and order them as{v1, v2, . . . , vm2} satisfying
v1 = v1 ⊗ v
∗
1, v2 = v2 ⊗ v
∗
2, . . . , vm = vm ⊗ v
∗
m.
Assume that m is even. Recall from Corollary 2.4 that for any 1≤ i ≤ m2, the irreducible
GL(E)-moduleVE(mδi) occurs inSi(Sm(E)) with multiplicity one (andVE(mδi) does not occur in
anyS j(Sm(E)), for j , i). Let Pi = γm,i ∈ Si(Sm(E)) be the highest weight vector ofVE(mδi) ⊂
Si(Sm(E)) (which is unique up to a nonzero scalar multiple) with respect to the standard Borel
subgroupB = BE of G consisting of upper triangular invertible matrices, whereGL(E) is identified
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with GL(m2) with respect to the basis{v1, . . . , vm2} of E given above. By Lemma 2.1, in fact
Pi ∈ [Si(Sm(Ei))]SL(Ei ), whereEi is the subspace ofE spanned by{e1, . . . , ei}.
Recall an explicit construction ofPi from Lemma 2.7. SincePi ∈ Si(Sm(E)), we can think of
Pi as a homogeneous polynomial of degreei on the vector spaceQ = Sm(E)∗.
The following is our main result.
6.1 Theorem. Assume, as above, that m is even. Assume further that the column Latin (m,m)-
square conjecture 4.3 is true. Then, with the above notation, for any1 ≤ i ≤ m, the polynomial Pi
doesnotvanish identically onX.
In particular, the irreducible GL(E)-module VE(mδi) occurs with multiplicity one in the affine
coordinate ringC[X]. Moreover, by Corollary 2.4, VE(dδi), for any d< m and any1 ≤ i ≤ m2,
does not occur in S•(Sm(E)); in particular, it does not occur inC[X].
Proof. Recall the definition of the right action of the semigroup EndE on Q = Pm(E) from the
identity (5). Consider the map
θ̂ : M(m, i)→ Q, A 7→ D ⊙ Â,




a jpep, for 1 ≤ j ≤ i, and Âej = 0, for j > i,
whereA = (a jp)1≤p≤m,1≤ j≤i . Clearly,
Im θ̂ ⊂ X.
To prove thatPi ∈ Pi(Q) ≃ Si(Sm(E)) restricts to a nonzero function onX, it suffices to show that




Pi is the pull-back of a function̄Pi ∈ Pi(Pm(Ei)) via the restriction mapr : Pm(E)→ Pm(Ei). Thus,
it suffices to prove that̄Pi restricts to a nonzero function onM(m, i) via θ : M(m, i) → Pm(Ei) ≃
Sm(Ei)∗ defined as the compositeθ = r ◦ θ̂. (Observe that thisθ coincides with the mapθ defined
just before Lemma 3.1.) Now, as observed just before Proposition 3.2, the induced map
θ∗ : S•(Sm(Ei))→ P
m•(M(m, i))
coincides with the mapϕ. SinceP̄i is the unique (up to a nonzero multiple) nonzero element of
[Si(Sm(Ei))]SL(Ei ), it suffices to show thatϕ|[Si (Sm(Ei ))]SL(Ei ) , 0. This follows from Proposition 3.2
and Theorem 5.6, and hence the theorem is proved. 
6.2 Corollary. With the notation and assumptions as in the last theorem (in particular, assuming
the validity of the column Latin(m,m)-square conjecture), for any dominant integral weightλ for
GL(E) of the formλ =
∑m
i=1 niδi, ni ∈ Z+, the irreducible GL(E)-module VE(mλ) occurs inC[X]
with nonzero multiplicity.
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Proof. First of all,X being an irreducible variety,C[X] is an integral domain. Take aBE-eigenvector
P̃i ∈ C[X] of weightmδi for any 1≤ i ≤ m; which exists by the last theorem (assuming the validity





Clearly,P̃λ is a nonzeroBE-eigenvector of weightmλ. This proves the Corollary. 
Let Xo be theG-orbit G · D ⊂ Q. Then, by a classical result due to Frobenius (cf. [K,
Proposition 2.1 and Corollary 2.3]), the isotropy subgroupGD of D is a reductive subgroup. In
particular, by a result of Matsushima,Xo is an affine variety. Moreover, by Frobenius reciprocity,




VE(λ) ⊗ [VE(λ)∗]GD as G-modules, where the summation runs over
all the dominant integral weightsλ of G (i.e.,λ runs over
∑m2
i=1 niδi, ni ∈ Z+ for all 1 ≤ i < m
2
and nm2 ∈ Z) and[VE(λ)∗]GD denotes the subspace of GD -invariants in the dual space VE(λ)∗. The
action of G on the right side is via its standard action on the first factor and it acts trivially on the
second factor.
In particular, the multiplicity of VE(λ) inC[Xo] is the dimension of the invariant space[VE(λ)∗]GD .
Considering the action of the centre ofG, it is easy to see that ifVE(λ) occurs inC[Xo], then
|λ| :=
∑m2
i=1 i ni ∈ mZ, where (as earlier)λ =
∑m2
i=1 niδi.
Applying [BLMW, Proposition 5.2.1], we get that for any polynomial representationVE(λ)
(i.e.,λ =
∑m2
i=1 niδi with all ni ∈ Z+) with |λ| = md, d ∈ Z+,
(26) dim [VE(λ)
∗]GD = skλ,dδm,dδm,
whereδm (as earlier) is the partitionδm : (1 ≥ 1 ≥ · · · ≥ 1) (m factors),λ is the partition (n1 +
· · · + nm2 ≥ n2 + · · · + nm2 ≥ n3 + · · · + nm2 ≥ · · · ≥ nm2 ≥ 0) andskλ,dδm,dδm is the symmetric
Kronecker coefficient (i.e., the multiplicity of the irreducibleSdm-moduleWλ in the symmetric
productS2(Wdδm), where, as earlier,Wλ denotes the irreducibleSdm-module corresponding to the
partitionλ).
As a corollary of the equation (26), and Proposition 6.3, we get the following (sinceC[X] ֒→
C[Xo] is aG-module).
6.4 Corollary. For any irreducible polynomial representation VE(λ) of G, such that|λ| = dm, for
d ∈ Z+, the multiplicityµ(λ) of VE(λ) in C[X] is bounded by:
µ(λ) ≤ skλ,dδm,dδm.
Observe that unlessVE(λ) is a polynomial representation ofG and|λ| ∈ mZ+, we haveµ(λ) = 0.
As an immediate consequence of Corollaries 6.2 and 6.4, we get the following.
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6.5 Corollary. Let m be any positive even integer. Assume that the column Lati (m,m)-square
conjecture is true. Then, for any partitionλ :
(
λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0
)
(with at most m parts) of d
(i.e., |λ| = d), the symmetric Kronecker coefficient
skmλ,dδm,dδm > 0.
6.6 Remark.(a) Compare the above corollary with [BCI, Theorem 1,§ 3].
(b) The following generalization of Theorem 6.1 holds by exactly the same proof.
Let F ∈ Q = Sm(E∗) be any (homogeneous) polynomial such that writingF as a sum of
monomials (in a basis ofE∗), some monomial with no repeated factors occurs with nonzero coef-
ficient. Assume further that the column Latin (m,m)-square conjecture 4.3 is true. Then, for even
m and any 1≤ i ≤ m, the polynomialPi does not vanish identically on the orbitGL(E) ·F .
In particular, this remark applies toF = P, whereP is the functionE→ C taking any matrix
A ∈ E := Endv to its permanent.
Thus, the irreducibleGL(E)-moduleVE(mδi) occurs with multiplicity one inC[GL(E) ·P] for
any 1≤ i ≤ m (assuming the validity of the column Latin (m,m)-square conjecture). Moreover,
VE(dδi), for anyd < mand 1≤ i ≤ m2 does not occur inC[GL(E) ·P] (cf. Corollary 2.4).
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