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Le modèle des automates cellulaires a été introduit par Ulam et von Neu-
mann [53] dans les années 40-50 autant pour des raisons théoriques que dans
le but de modéliser des phénomènes complexes : auto-réplication, etc. Depuis
les années 50, ce modèle parallèle et synchrone a suscité une énorme quantité
de travaux touchant à la modélisation, en physique théorique, biologie, géolo-
gie, voire en sciences économiques et en sciences sociales [29, 51, 17]. On peut
expliquer un tel succès d'une part par la simplicité de ce modèle, d'autre part
par son uniformité et son caractère local qui en font un modèle réaliste (pour
un aperçu des thématiques en informatique théorique, voir [46]).
D'un de vue point théorique, le modèle des automates cellulaires se présente
sous deux aspects principaux. D'une part, il constitue l'exemple typique d'un
modèle de calcul massivement parallèle, local et uniforme avec des probléma-
tiques intéressantes [48]. D'autre part, ce modèle peut être étudié comme un
système dynamique discret ; de ce point de vue un automate cellulaire est une
fonction continue qui commute avec le shift [21]. L'étude des automates cellu-
laires en tant que système dynamique est un domaine de recherche actif, dans
lequel de nombreuses questions restent ouvertes. Dans cette thèse, nous prenons
le parti de nous y intéresser en tant que modèle de calcul, tout en considérant des
notions issues des systèmes dynamiques, comme les conﬁgurations périodiques
et les points ﬁxes.
L'objectif principal de cette thèse est d'apporter une première contribution
à une algorithmique et à une théorie de la complexité des automates cellulaires
agissant sur des conﬁgurations périodiques. Cet objectif est motivé par les deux
points suivants :
1. Les conﬁgurations périodiques sont des objets naturels. Dans la littéra-
ture, les conﬁgurations périodiques de dimension 1, et surtout de dimen-
sion 2, ont été très étudiées, d'une part en tant que pavages [7], d'autre
part dans le cadre des automates cellulaires considérés comme des sys-
tèmes dynamiques [37, 38, 23].
2. À l'inverse, nous n'avons pas trouvé de travaux antérieurs à notre ar-
ticle de 2014 [2] qui portent sur l'algorithmique et la complexité des au-
tomates cellulaires agissant sur des conﬁgurations périodiques. Dans la
littérature, l'algorithmique et la complexité des automates cellulaires se
sont construites essentiellement dans le modèle standard, c'est-à-dire, le
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modèle où la conﬁguration initiale de l'automate cellulaire est son entrée
entourée de symboles spéciaux [50].
Il est clair que le modèle standard est le modèle le mieux adapté à l'algo-
rithmique et à la complexité des automates cellulaires. Il permet de déﬁnir par
analogie avec le modèle de Turing des ressources de calcul précises  le temps et
l'espace  et les classes de complexité correspondantes : espace linéaire, temps
linéaire (ou temps polynomial) avec espace linéaire, etc [14].
Pourtant, par certains aspects, les conﬁgurations périodiques méritent d'être
étudiées aussi dans le cadre du calcul. En dimension 1, par exemple, il peut pa-
raître aussi naturel, voire plus naturel du point de vue du modèle, de présenter la
conﬁguration initiale sur le mot d'entrée w sous la forme périodique . . . www . . .
plutôt que par le mot w entouré de symboles spéciaux (c'est sous cette forme
qu'est présenté le problème de classiﬁcation de densité [27, 19]).
Ce n'est pas tout à fait un hasard si, jusqu'à présent, une algorithmique et une
théorie de la complexité n'ont pas été élaborées pour le modèle des conﬁgurations
périodiques. Contrairement au modèle de Turing, ce modèle est intrinsèquement
uniforme, ce qui pose des limitations, comme nous le verrons, dans le cas de la
dimension 1 et pour les dimensions supérieures :
 Des propriétés de clôture : les objets, langages (de mots ou d'images)
ou fonctions, calculés par les automates cellulaires périodiques ont néces-
sairement certaines propriétés de clôture : en dimension 1, il est facile de
vériﬁer que tout langage reconnu par un automate cellulaire périodique
est un langage cyclique, c'est-à-dire qu'il est clos par shift (permutation
circulaire), puissance et racine.
 La formalisation de l'arrêt du calcul : du fait de la présentation
périodique de l'entrée, on ne peut identiﬁer aucune cellule spéciﬁque pour
détecter l'arrêt du calcul. L'arrêt et le résultat du calcul ne peuvent se
détecter que par une condition globale, typiquement un point ﬁxe ou un
cycle limite.
 La déﬁnition de la complexité : comme dans le modèle standard,
on doit déﬁnir la complexité (en temps ou espace) d'un algorithme en
fonction de la longueur de l'entrée. Pour une conﬁguration périodique, la
référence intrinsèque ne peut être que la longueur d'une période minimale.
Prenant en compte les points précédents, les questions principales que nous
étudions dans cette thèse concernant le modèle des conﬁgurations périodiques,
appelé pour faire court modèle périodique, sont les suivantes :
1. Comment déﬁnir une période minimale ? Avec quel algorithme et quelle
complexité ?
2. Quels sont les liens entre les classes de complexité déﬁnies dans le modèle
standard et les classes de complexité du modèle périodique ?
Nous chercherons à répondre à ces deux questions pour toutes les dimensions.
Alors qu'en dimension 1, nous obtenons des réponses qu'on peut juger complètes,
nos résultats sont plus partiels dans les cas plus complexes de la dimension 2 et
des dimensions supérieures, mais permettent d'aborder d'autres questions avec
une optique nouvelle.
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Dans cette thèse, nous présenterons dans un premier temps le modèle de cal-
cul des automates cellulaires, ainsi que diﬀérents outils et concepts nécessaires
à la conception d'algorithmes, tels que les signaux et les fonctions construc-
tibles en temps. Nous mettrons en ÷uvre ces concepts dans un premier exemple
d'algorithme sur un automate cellulaire de dimension 2.
Le chapitre suivant sera consacré à l'algorithmique des conﬁgurations pério-
diques en dimension 1. En particulier, nous montrerons que le modèle standard
et le modèle périodique sont équivalents en ce qui concerne la reconnaissance de
langages et le calcul de fonction, moyennant quelques restrictions naturelles sur
la forme de ces langages et fonctions. Le principal outil de ce résultat d'équi-
valence est un algorithme polynomial capable d'identiﬁer la période minimale
d'une conﬁguration périodique de dimension 1.
Ensuite, nous tenterons d'adapter les résultats d'équivalence obtenus pré-
cédemment aux automates cellulaires et aux conﬁgurations périodiques de di-
mension 2. Nous n'y parviendrons que partiellement, le principal écueil résidant
dans le fait que le passage à la dimension supérieure induit une généralisation
non triviale du concept de mot primitif. Nous caractériserons toutefois cette gé-
néralisation sous le concept de racine primitive, et présenterons un algorithme
capable de calculer les racines primitives de toute conﬁguration périodique de
dimension 2. Cet algorithme est essentiellement un algorithme d'élection de lea-
der.
Enﬁn, nous analyserons dans un dernier chapitre les possibilités d'étendre
en dimension quelconque les résultats obtenus avec les outils que nous avons
développés pour la dimension 2. Nous adapterons ces outils aﬁn que leurs déﬁ-
nitions restent valables en toute dimension, et transposerons la quasi totalité des
résultats obtenus pour la dimension 2 en dimension quelconque. Nous présente-
rons notamment une version de l'algorithme d'élection de leader et de calcul de
racines primitives capable d'opérer en dimension quelconque. Cette version est
plus simple dans sa mise en ÷uvre que l'algorithme spéciﬁque à la dimension 2,






manipulés, outils et notations
Nous allons tenter dans ce chapitre de familiariser le lecteur avec le modèle de
calcul au c÷ur de cette thèse, celui des automates cellulaires. En particulier, nous
aborderons les notions de conﬁgurations périodiques, de diagrammes espace-
temps et de signal. Nous développerons le concept de reconnaissance de langage
par un automate cellulaire, notamment en précisant comment un tel modèle de
calcul intrinsèquement inﬁni peut accepter ou rejeter des mots ﬁnis.
Pour terminer, nous présenterons un algorithme sur les automates cellulaires
de dimension 2 qui synthétisera les concepts évoqués tout au long du chapitre.
2.1 Automates cellulaires
2.1.1 Le modèle de calcul
Nous utiliserons dans cette thèse la déﬁnition standard d'un automate cel-
lulaire synchrone et déterministe (voir [25]).
Déﬁnition 2.1 (automate cellulaire). Un automate cellulaire est un tuple A =
(d,Q,V, δ) où :
 d ∈ N∗ est la dimension de l'automate cellulaire, et indique que le réseau
sous-jacent est Zd.
 Q est un ensemble ﬁni d'états.
 V ⊂ Zd est un sous-ensemble ﬁni ordonné (appelé voisinage) du réseau
sous-jacent Zd.
 δ : QV → Q est la fonction de transition locale de l'automate.
La plupart des automates cellulaires traités dans cette thèse auront pour
fonction de reconnaître des langages. Pour cette raison, on déﬁnit un alphabet
d'entrée dans lequel seront exprimés les langages caractérisés par un automate
cellulaire.
Déﬁnition 2.2 (alphabet d'entrée). L'alphabet d'entrée d'un automate cellu-
laire A est un sous-ensemble Σ ⊆ Q de son ensemble d'états.
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Déﬁnition 2.3 (conﬁguration d'un automate cellulaire, cellule). Une conﬁgu-
ration d'un automate cellulaire A est une fonction C : Zd → Q qui associe un
état de l'automate à chaque point du réseau Zd. La conﬁguration initiale d'un
automate pour un calcul donné est une fonction Cinit : Zd → Σ.
Une cellule de la conﬁguration C d'un automate cellulaire est un élément
z ∈ Zd. L'état de la cellule z dans la conﬁguration C est noté C(z).
Nous allons particulièrement nous intéresser dans cette thèse aux automates
cellulaires agissant sur des conﬁgurations périodiques. En voici une déﬁnition
formelle :
Déﬁnition 2.4 (conﬁguration périodique). Une conﬁguration C : Zd → Q est
périodique s'il existe une famille libre de vecteurs u1, u2, . . . , ud ∈ Zd telle que :
∀z ∈ Zd ∀i ∈ J1; dK : P (z + ui) = P (z)
La fonction de transition locale d'un automate cellulaire induit une fonction
globale sur l'ensemble des conﬁgurations.
Déﬁnition 2.5 (fonction de transition globale). La fonction de transition glo-
bale d'un automate cellulaire A de voisinage V = {v1, v2, . . . , vn} est la fonction
Fδ : QZd → QZd résultant de l'application synchrone et uniforme de la fonction
de transition locale δ en tout point d'une conﬁguration. En d'autres termes :
∀z ∈ Zd, ∀C ∈ QZd , Fδ(C)(z) = δ(C(z + v1), C(z + v2), . . . , C(z + vn))
Dans la suite de cette thèse, nous ne nous intéresserons qu'à un seul type de
voisinage pour les automates cellulaires, nommé  voisinage de Moore .
Déﬁnition 2.6 (voisinage de Moore). Le voisinage de Moore en dimension d
est l'ensemble V = {z = (z1, . . . , zd) ∈ Zd : max(|z1|, . . . , |zd|) ≤ 1}. Il est
ordonné par l'ordre lexicographique sur Zd.
Par la suite, on supposera que tous les automates cellulaires présentés uti-
lisent le voisinage de Moore de la dimension appropriée. Les capacités de diﬀé-
rents types de voisinages ont déjà été étudiées, notamment dans [42]. Dans le
cadre de cette thèse, nous en retiendrons que tous les voisinages sont équivalents
pour les complexités en temps au moins linéaire (les seules que nous considé-
rerons), à la condition qu'ils permettent à une information de se  déplacer 
n'importe où sur la conﬁguration.
Déﬁnition 2.7 (état persistant, état quiescent).
 Un état p ∈ Q est persistant s'il n'est pas modiﬁé par application de la
règle de transition, quel que soit son voisinage, autrement dit si
∀C ∈ QZd ∀z ∈ Zd C(z) = p =⇒ Fδ(C)(z) = p
 Un état q ∈ Q est quiescent s'il n'est jamais modiﬁé lorsque toute les
cellules de son voisinage sont dans le même état q, autrement dit si
δ(q, q, . . . , q) = q
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Représentation condensée d'un automate cellulaire
Un automate cellulaire peut être représenté de façon condensée par la don-
née de sa seule fonction de transition, si la dimension, l'ensemble d'états et le
voisinage sont suﬃsamment clairs. Par exemple, la ﬁgure 2.1 présente la règle de
transition d'un automate cellulaire de dimension d = 1 utilisant seulement deux
états (symbolisés par des cellules vertes ou orange) et le voisinage V = {−1, 0, 1}
(il s'agit du voisinage de Moore en dimension 1). Ce voisinage implique que l'état
d'une cellule après application de la fonction de transition dépend uniquement
de son état, de l'état de sa voisine de gauche et de celui de sa voisine de droite.
Figure 2.1  Représentation condensée de la fonction de transition locale d'un
automate cellulaire.
La représentation condensée se lit ainsi : les trois cases du bas représentent
les états d'une cellule, de sa voisine de droite et de sa voisine de gauche ; la
case du haut représente l'état de la cellule après application de la fonction de
transition.
Automates cellulaires périodiques
Nous allons particulièrement nous intéresser dans cette thèse aux automates
cellulaires dont la conﬁguration initiale est périodique. Il est intéressant de noter
que si la conﬁguration initiale d'un automate cellulaire est périodique, alors
toutes les conﬁgurations suivantes le sont aussi, puisqu'elles sont l'image d'une
fonction périodique par une fonction appliquée uniformément.
Déﬁnition 2.8 (automate cellulaire d-périodique). On parle d'automate cel-
lulaire d-périodique lorsqu'un automate cellulaire de dimension d s'exécute sur
une conﬁguration initiale périodique.
Les notations suivantes introduisent les automates cellulaires d-périodiques
dans deux dimensions spéciﬁques, qui seront les objets d'étude des deux pro-
chains chapitres.
Notations 2.9 (automate cellulaire cyclique, automate cellulaire torique). Un
automate cellulaire cyclique est un automate cellulaire 1-périodique.
Un automate cellulaire torique est un automate cellulaire 2-périodique.
Diagramme espace-temps
Un diagramme espace-temps est une représentation de l'action d'un auto-
mate cellulaire sur une conﬁguration, principalement utilisée pour les automates
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cellulaires de dimension 1. Une conﬁguration est représentée par une ligne de
cellules, chacune possédant un état, et l'évolution de cette ligne de cellules est
présentée verticalement pour chaque application de la fonction de transition. Par
exemple, la ﬁgure 2.2 représente l'application de l'automate cellulaire présenté






Figure 2.2  Un exemple de diagramme espace-temps.
On remarque que certaines cellules sont laissées en blanc, ce qui signiﬁe que
leur état n'est pas connu. En eﬀet, seul l'état d'un nombre ﬁni de cellules ﬁgure
sur la conﬁguration initiale. Lorsqu'on doit appliquer la fonction de transition,
les cellules au  bord  de la conﬁguration doivent connaître l'état de leurs deux
voisines pour mettre à jour le leur. Puisque ces états sont inconnus, l'état de la
cellule à l'instant suivant est lui aussi inconnu. Naturellement, cette indétermi-
nation se propage à chaque application de la fonction de transition, jusqu'à ce
que l'état d'aucune cellule de la conﬁguration ne puisse être déterminé.
Dans le cas général, la connaissance d'une information ﬁnie sur la conﬁgu-
ration ne permet de déterminer qu'une information ﬁnie dans le temps. Nous
verrons dans la section suivante comment circonvenir cette propriété.
2.1.2 Calcul sur les automates cellulaires
Dans cette thèse, nous étudions les automates cellulaires en tant que modèle
de calcul. En particulier, nous nous intéressons à la reconnaissance de langages
et au calcul de fonctions. Le principe général est simple, présentons le en dimen-
sion 1 : on donne un mot ﬁni en entrée à un automate cellulaire et on laisse cet
automate appliquer itérativement sa fonction de transition pendant un certain
temps, puis on lit le résultat. Les mots ﬁnis fournis en entrée à l'automate cel-
lulaire sont des mots de l'alphabet d'entrée Σ de l'automate, qui est lui-même
un sous-ensemble de son ensemble d'états Q.
La première diﬃculté qui se pose est la suivante : comment fournir un mot
ﬁni en entrée à un modèle de calcul par essence inﬁni et uniforme ? Nous allons
présenter les deux solutions communément adoptées.
Entrée périodique
Une première solution est de répéter périodiquement l'entrée. La conﬁgura-
tion est alors périodique. Pour représenter l'évolution dans le temps d'une telle
conﬁguration en dimension 1, on peut utiliser un diagramme espace-temps dans
lequel on supposera que les bords droit et gauche du diagramme sont confondus
(l'automate se comporte comme si sa conﬁguration était un cycle).
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La ﬁgure 2.3 présente l'évolution de la conﬁguration initiale de la ﬁgure 2.2







Figure 2.3  Un exemple de diagramme espace-temps sur une conﬁguration
périodique (de période 8).
Entrée bornée
Une deuxième solution est d'écrire l'entrée sur un  fond  de cellules, toutes
dans un état spécial q ∈ Q. On ne souhaite pas que les états changent spontané-
ment loin de l'entrée, par conséquent l'état q doit être persistant (si on souhaite
que le calcul soit uniquement localisé dans la zone où le mot initial a été écrit)
ou quiescent (si on autorise le calcul à s'étendre sur l'espace de travail). Évi-
demment, la règle de transition de l'automate doit prendre en compte ce nouvel
état q.
La ﬁgure 2.4 présente l'évolution de la conﬁguration initiale de la ﬁgure 2.2
si on suppose que l'entrée est bornée par des états persistants (ﬁgurés en gris).
Ce mode d'entrée présente la spéciﬁcité de  casser  l'uniformité du modèle
de calcul : les cellules au bord de la conﬁguration initiale peuvent maintenant
jouer un rôle particulier. C'est cette spéciﬁcité qui fait qu'on utilise généralement







Figure 2.4  Un exemple de diagramme espace-temps sur une conﬁguration
bornée par un état persistant (gris).
Remarques : La partie  déterminée  de la ﬁgure 2.2 se retrouve sur les




De plus, nous remarquons que la suite des conﬁgurations successives est
ultimement périodique dans les deux cas (de période 2 pour la ﬁgure 2.3, et de
période 1 pour la ﬁgure 2.4). Cette propriété découle du fait que l'ensemble des
conﬁgurations atteignables est ﬁni dans les deux cas (les conﬁgurations doivent
être périodiques, ou à support ﬁni). Toute suite découlant de l'application de
la fonction Fδ aux éléments d'un ensemble ﬁni est nécessairement ultimement
périodique, indépendamment de la fonction Fδ elle-même.
Reconnaissance de langage
Nous allons maintenant formaliser les notions de conﬁguration bornée géné-
rée par un mot et de langage reconnaissable par un automate cellulaire dont
l'entrée est bornée par des symboles persistants.
Déﬁnition 2.10 (conﬁguration bornée générée par un mot). Soit A = (d,Q,V, δ)
un automate cellulaire de dimension d = 1. La conﬁguration bornée générée par
un mot u = u1u2 . . . un ∈ Σ∗ est la conﬁguration Cu constituée du mot u enca-
dré par une inﬁnité de cellules dans un états persistant ou quiescent q ∈ Q. En
d'autres termes, Cu(i) = ui si 1 ≤ i ≤ n, Cu(i) = q sinon.
Il existe plusieurs formulations équivalentes d'un langage reconnaissable,
voici celle que nous allons utiliser dans cette thèse.
Déﬁnition 2.11 (langage reconnaissable). Un langage L ⊂ Σ∗ est reconnais-
sable avec entrée bornée si il existe un automate cellulaire A = (d,Q,V, δ) et
deux états distincts acc, rej ∈ Q tels que d = 1, Σ ⊂ Q et il existe une fonction
T : N→ N telle que :
∀n ∈ N, ∀u ∈ Σn, ∀t ≥ T (n)
F tδ (Cu)(1) = acc si u ∈ L
F tδ (Cu)(1) = rej si u /∈ L
Cette déﬁnition s'interprète ainsi : on considère la première cellule de Cu ne
contenant pas un symbole quiescent (elle est d'indice 1 d'après notre déﬁnition
précédente). Après un certain nombre T (n) d'applications de la fonction globale
de transition à Cu, cette cellule contient l'état acc (pour  acceptation ) si u ∈ L,
et l'état rej (pour  rejet ) sinon. L'état de la cellule ne changera plus après
ce temps T (n), où n est la longueur de u.
On peut également déﬁnir des notions de reconnaissance pour les automates
cellulaires dont l'entrée est périodique. Toutefois, ces notions sont plus délicates
et ne seront abordées qu'au chapitre suivant.
Aﬁn d'illustrer cette déﬁnition, Nous allons présenter un automate cellulaire
qui reconnaît le langage L = 0∗10∗ des mots qui contiennent exactement une
occurrence du symbole "1". Cet automate possède 6 états, dont un état persis-
tant noté "#". Une représentation condensée de sa fonction de transition est
présentée sur la ﬁgure 2.5. Le symbole "?" désigne n'importe quel état excepté
l'état persistant.
Le diagramme espace-temps de cet automate appliqué à la conﬁguration
initiale générée par le mot u = 010010 est présenté sur la ﬁgure 2.6.
10 N. Bacquey
2.1. Automates cellulaires
? 0 # ? 1 #
? 0 ? 1
? 0 ? 1
? ? # ?
Q = {0, 1,#,vert,orange, rouge}
Σ = {0, 1}
V = {−1, 0, 1}
acc = vert
rej = rouge
Figure 2.5  Résumé de l'automate.
# 0 1 0 0 1 0 #
# 0 1 0 0 1 #
# 0 1 0 0 #
# 0 1 0 #




Figure 2.6  Application de l'automate sur une conﬁguration exemple.
Complexité
Une des notions les plus importantes lorsqu'on souhaite discuter des capa-
cités de calcul d'un modèle est la notion de complexité en temps. Il est possible
de déﬁnir cette notion sur les automates cellulaires à entrée bornée.
Déﬁnition 2.12 (complexité d'un automate cellulaire). La complexité d'un
automate cellulaire A reconnaissant un langage L est la plus petite fonction
T : N→ N vériﬁant les conditions de la déﬁnition 2.11.
Déﬁnition 2.13 (complexité d'un langage). La complexité d'un langage L est
le minimum asymptotique des complexités des automates cellulaires reconnais-
sant le langage L.
De la même manière que sur d'autres modèles de calcul (par exemple, les
machines de Turing), les classes de complexité en temps des langages sur les
automates cellulaires constituent un sujet de recherche intéressant et abondam-
ment étudié (voir par exemple [50]).
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Il est également possible de déﬁnir une notion de complexité en temps des
automates cellulaires dont l'entrée est périodique. Toutefois, à l'instar de la
notion de reconnaissance de langage sur ces mêmes automates, cette notion est
délicate et sera traitée dans le chapitre suivant.
2.1.3 Signaux
Lorsqu'on souhaite construire des algorithmes élaborés sur les automates
cellulaires, le concept de signal émerge naturellement. Un signal est un état,
ou un sous-ensemble d'états qui se déplace sur la conﬁguration d'un automate
cellulaire et qui a pour rôle principal de transmettre une information d'un point
à l'autre de la conﬁguration. Nous nous contenterons dans cette thèse d'une
description informelle du concept de signal, ainsi que d'un exemple présenté sur
les ﬁgures 2.7 et 2.8, celui d'un signal eﬀectuant des allers et retours dans une
conﬁguration bornée par des symboles persistants.
Des études approfondies du concept de signaux sur les automates cellulaires
ont déjà été menées, notamment dans [44] ou [34]. Nous nous contenterons ici de
signaler que les signaux peuvent avoir n'importe quelle pente rationnelle dans














Figure 2.7  Déﬁnition d'un signal élémentaire. L'état "#" est persistant, tan-
dis que l'état "∅" est quiescent (et sera représenté par une cellule vide sur le
diagramme espace-temps).
2.1.4 Constructibilité en temps
Par la suite, nous aurons parfois besoin d'une  horloge , nous utiliserons à
cet eﬀet la notion de fonction constructible en temps.
Déﬁnition 2.14 (constructibilité en temps). Une fonction croissante f : N→
N est constructible en temps s'il existe un automate cellulaire à entrée bornée
A, un mot ﬁni u ∈ Σ∗ et un état particulier q ∈ Q tels que
∀n ∈ N Fnδ (Cu)(1) = q ⇐⇒ ∃i ∈ N f(i) = n
En d'autres termes, il existe un automate qui  marque  la cellule initiale
pour exactement chaque instant f(i).
La constructibilité en temps de fonctions par des automates cellulaires est
également un sujet connu et étudié, notamment dans les articles [34] ou [22].












Figure 2.8  Mise en ÷uvre du signal élémentaire.
des signaux de vitesse et de comportement variables. Par exemple, la ﬁgure 2.9
représente le diagramme espace-temps d'un automate cellulaire qui construit la
fonction f : n 7→ n2. La fonction de transition complète de l'automate n'est pas
explicitée, le diagramme espace-temps suﬃt à donner l'intuition. La construction
utilise l'identité (n+ 1)2 = n2 + 2n+ 1.
2.1.5 Synchronisation d'une conﬁguration
Lors de la conception d'algorithmes sur les automates cellulaires, il arrive
qu'on désire que toutes les cellules actives d'une conﬁguration bornée eﬀectuent
la même opération en même temps. Si cette opération doit avoir lieu à l'ini-
tialisation de l'algorithme, aucun problème ne se pose (puisque le démarrage
du calcul est en lui-même un événement synchronisant). Cependant, si cette
opération doit avoir lieu à un autre instant par exemple, lorsqu'une cellule
particulière reçoit un signal alors un problème se pose : comment déclencher
une opération simultanée sur une nombre arbitrairement grand de cellules, alors
que le voisinage de l'automate est ﬁni ?
Ce problème de synchronisation d'un ensemble de cellules, également appelé
 problème de la ligne de fusiliers  (ou  ﬁring squad synchronization problem )
en dimension 1, se formalise de la manière suivante :
Considérons la conﬁguration d'un automate cellulaire bornée par des
symboles persistants, et composée d'états quiescents (état  soldat ) à
l'exception de la cellule du bord gauche de la conﬁguration (dans un état
 général ). Comment spéciﬁer l'ensemble des états de l'automate et
sa fonction de transition aﬁn qu'à un certain instant toutes les cellules
entrent en même temps dans un état particulier jamais apparu aupara-
vant (l'état  feu ).
Le problème de la ligne de fusiliers a été largement étudié (voir par exemple
[32]), et plusieurs solutions en temps minimal ont été élaborées, notamment dans








Figure 2.9  Construction en temps de la fonction n2 en utilisant deux signaux.
Pour des raisons de lisibilité, les cellules sont représentées comme des points de
la grille, et les signaux comme des segments entre ces points.
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simple qui résout le problème de la ligne de fusiliers en utilisant des signaux de
diﬀérentes vitesses.
2.2 Exemple préliminaire : le problème du com-
pactage
Nous allons maintenant présenter un algorithme sur les automates cellulaires
de dimension 2 à entrée bornée par des symboles persistants. Cet algorithme
résout le problème du compactage en temps linéaire et a initialement été présenté
dans [1].
Le problème du compactage a été énoncé par S. R. Kosaraju dans [26] de la
façon suivante :
Étant donnée une image carrée n × n composée de cellules noires ou
blanches (on a donc Σ = {noir, blanc}) et encadrée par des symboles per-
sistants, comment déﬁnir la règle de transition d'un automate cellulaire
aﬁn de la transformer en une image de même dimension où le nombre
de cellules de chaque couleur est conservé, mais où les cellules noires
sont entassées en lignes pleines en haut de l'image (sauf éventuellement
la dernière ligne, alignée à gauche).
Des versions légèrement diﬀérentes du problème du compactage ont égale-
ment été étudiées dans le contexte des circuits VLSI (Very Large Scale Integra-
tion), notamment dans [47] ou [28].
La résolution de ce problème a de nombreuses applications, par exemple en
traitement d'image, ou pour la reconnaissance du langage de la  majorité ,
composé des images possédant plus de pixels noirs que de pixels blancs. On peut
également l'interpréter du point de vue du regroupement de l'information : si on
considère que les cellules noires portent une information particulière en plus de
leur couleur et que les cellules blanches servent de  fond  à un calcul, il peut
être désirable de regrouper tous les états des cellules noires au même endroit
aﬁn d'accélérer un éventuel traitement.
Une fonction de transition simple résolvant ce problème est présentée par
Kosaraju dans [26]. Nous présentons cette fonction sur la ﬁgure 2.10 ; elle peut
être résumée ainsi : À l'initialisation de l'algorithme, on écrit une ﬂèche (re-
présentée par un état) dans chaque cellule de la conﬁguration. Les cellules des
lignes paires auront une ﬂèche orientée vers la droite, et celles des lignes impaires
seront orientées vers la gauche. Ensuite, les couleurs se déplacent comme suit :
les états noirs se déplacent vers le haut si la cellule au-dessus d'eux est blanche.
Sinon, ils se déplacent dans le sens indiqué par la ﬂèche si la cellule ciblée est
blanche. Lorsqu'une cellule blanche peut recevoir un état noir depuis la cellule
du bas ou depuis une cellule à côté d'elle, la cellule du bas a la priorité.
Kosaraju émettait la conjecture erronée que cet algorithme résolvait le pro-
blème du compactage en temps linéaire en le périmètre de l'image. Cependant,
il est aisé de se convaincre de l'inexactitude de cette conjecture en étudiant
l'exécution de l'algorithme sur une image dont la moitié droite est noire et la
moitié gauche est blanche. On se propose donc dans cette section de présenter
un autre algorithme, qui résout le problème du compactage en temps linéaire.
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Figure 2.10  Les règles de compactage de Kosaraju (utilisant le voisinage de
Moore en dimension 2.
Plus précisément, nous allons améliorer l'algorithme précédent en utilisant
une approche de type  diviser pour régner . Nous allons établir deux points
essentiels :
 De manière générale, il est possible d'implémenter des algorithmes de
type  diviser pour régner  sur les automates cellulaires. Nous ver-
rons comment diviser l'espace initial et comment réaliser la réuniﬁcation
propre des sous-parties, le tout en temps linéaire.
 Étant donnée la conﬁguration d'un automate cellulaire sous la forme
d'une image carrée n×n découpée en 4 sous-images n/2×n/2, chacune de
ces sous-images étant compactée, il est possible de résoudre le problème
du compactage en temps O(n) sur cette image.
Si nous réussissons à prouver ces deux points, nous aurons prouvé que notre
algorithme résout le problème du compactage en temps linéaire. En eﬀet, le
facteur logarithmique qui apparaît souvent dans les analyses d'algorithmes sé-
quentiels  diviser pour régner  sera dans notre cas absorbé par le traitement
parallèle des 4 sous-images de la conﬁguration.
2.2.1 Diviser pour régner sur les automates cellulaires
La méthode générale de diviser pour régner est une manière eﬃcace de ré-
soudre de nombreux problèmes sur les modèles de calcul séquentiels. De plus, elle
apparaît encore plus eﬃcace sur les automates cellulaires, car les diﬀérents sous-
problèmes peuvent être traités en même temps, grâce à la nature massivement
parallèle du modèle. La principale diﬃculté rencontrée lors de la conception d'al-
gorithmes de type diviser pour régner est le besoin d'un processus global pour
diviser le problème en sous-problèmes puis pour fusionner les sous-problèmes
proprement une fois qu'ils ont été résolu. Un tel processus global est délicat à
mettre en place sur le modèle de calcul local qu'est celui des automates cellu-
laires.
Il est intéressant de noter que le problème de division et de fusion de la zone
de calcul n'a besoin d'être résolu que pour les automates cellulaires de dimension
1. En eﬀet, si un tel algorithme de découpage et de fusion est connu, il suﬃt de
l'appliquer en parallèle sur toutes les dimensions de l'automate pour obtenir un
algorithme  diviser pour régner  en dimension quelconque.
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Dans les sections suivantes, nous verrons comment eﬀectuer ces processus de
division et de fusion en adaptant un algorithme naïf qui résout le problème de
la ligne de fusiliers. Nous allons supposer dans un souci de simplicité que les di-
mensions de l'espace de calcul (celui qui est borné par des symboles persistants)
sont des puissances de 2. Nous appellerons  frontière  l'espace entre deux
cellules adjacentes. Pour des raisons d'élégance, les diagrammes espace-temps
seront conçus comme si les frontières de la conﬁguration pouvaient envoyer des
signaux. Les informations portées par ces signaux seront eﬀectivement trans-
mises par les cellules partageant la frontière.
Division de la zone de calcul
De nombreux algorithmes existants divisent une conﬁguration unidimen-
sionnelle. Nous allons en présenter un qui est communément utilisé dans un
algorithme naïf de ligne de fusiliers, qui a été introduit pour la première fois
dans [36] (voir la ﬁgure 2.11 pour une meilleure compréhension) :
1. Depuis la cellule la plus à gauche, envoyer deux signaux de vitesses res-
pectives 1 et 1/3. Le signal de vitesse 1 rebondit contre les symboles
persistants délimitant la conﬁguration.
2. Lorsque les deux signaux s'interceptent (au milieu de la conﬁguration par
construction, voir la ﬁgure 2.11), envoyer un signal vertical (de vitesse 0)
qui agira comme une frontière pour les futurs signaux. Envoyer ensuite
une nouvelle paire de signaux de pente 1 et 1/3 de chaque côté de cette
nouvelle frontière. On marquera aussi la frontière d'un état 'L' si le signal
de pente 1 venait de la gauche, ou 'R' s'il venait de la droite.
- Répéter l'étape 2 jusqu'à ce que chaque cellule soit isolée.
Note : Lorsqu'on utilise cette méthode pour résoudre le problème de la ligne
de fusiliers, il suﬃt qu'une cellule entre dans l'état  feu  lorsqu'elle est iso-
lée. Par construction, les cellules deviennent toutes isolées en même temps, le
problème est ainsi résolu.
Fusion des zones de calcul
Nous utilisons pour la fusion le mot sur l'alphabet {L,R} produit par l'algo-
rithme de division. On assigne à chaque frontière le symbole qui lui correspond,
puis on marque chaque frontière de position impaire (voir la ﬁgure 2.12). On
répète ensuite les étapes suivantes :
 Attendre la ﬁn du traitement de niveau inférieur dans chacune des sous-
parties.
 Supprimer les frontières marquées, puis envoyer un signal de pente 1
dans la direction indiquée par le symbole de la frontière, et un signal
de pente 1/3 dans la direction opposée. Ces signaux rebondissent contre
les frontières. Lorsque 4 signaux s'intersectent sur une frontière, marquer
cette frontière et supprimer les 4 signaux.
Ce mécanisme nous assure que les frontières sont bien supprimées dans
l'ordre inverse de leur création, ce qui est nécessaire aux algorithmes  divi-
ser pour régner  utilisant ces frontières (voir ﬁgure 2.12).
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Complexité temporelle de l'algorithme
Si on suppose que chaque sous-traitement (par exemple, le compactage) est
eﬀectué en un temps linéaire en la largeur de sa sous-image, et si notre image
initiale est de taille n×n, alors il existe une constante C telle que la complexité
globale de l'algorithme est :
C × n+ C × n2 + C × n4 + · · ·+ C = O(n)
2.2.2 L'algorithme de compactage
Avant de lancer l'algorithme proprement dit, il est nécessaire d'attribuer une
direction à chaque cellule de l'image. Chaque cellule d'un rang impair contiendra
une ﬂèche orientée vers la droite, et chaque cellule d'un rang pair contiendra
une ﬂèche orientée vers la gauche. Ces ﬂèches peuvent être écrites en un temps
linéaire en la longueur du côté de l'image, et ne seront plus modiﬁées une fois
écrites.
Au cours de la description de l'algorithme, on dira que les états noirs sont
 tassés  dans une direction particulière lorsqu'on exécute un algorithme de
compactage uni-dimensionnel dans cette direction. Les règles de transition per-
mettant d'eﬀectuer un tassage sont simples : si un état noir a pour voisin un
état blanc dans la direction du tassage, les deux états échangent leur position.
Nous allons maintenant illustrer comment fusionner 2×2 images compactées
de dimension k × k en une seule image carrée compactée de taille 2k × 2k. Une
conﬁguration initiale d'un tel problème est présentée sur la ﬁgure 2.13.
Étape 1
La première chose à faire et de tasser les lignes complètement remplies des
carrés initiaux en haut de l'image, et les lignes partiellement remplies en bas
de l'image. On peut diﬀérencier ces lignes, par exemple en envoyant un signal
qui parcourt les lignes des carrés initiaux et vériﬁe si elles contiennent ou non
des états blancs. Deux couches d'états sont utilisées pour ce calcul : une couche
traitera les lignes pleines, et une autre traitera les lignes partiellement remplies.
Lorsque ce tassage est terminé, l'image est constituée d'au plus 3 composantes
connexes (voir ﬁgure 2.14). De plus, il est clair que les états noirs dans la couche
traitant les lignes partiellement remplies sont disposés dans au plus deux lignes.
Étape 2
On veut maintenant équilibrer les demi-lignes pleines en haut de l'image,
de telle sorte qu'il n'y ait plus qu'au maximum une ligne incomplète en haut
de l'image. Pour cela, il suﬃt de tasser chaque ligne de la couche contenant les
lignes pleines selon la direction inscrite dans ses cellules (voir ﬁgure 2.15), puis
de tasser les cellules de cette même couche vers le haut (voir ﬁgure 2.16).
Finalement, on fusionne les deux couches de calcul, puis on tasse les états
vers le haut, pour obtenir une image telle que présentée sur la ﬁgure 2.17. Notons
que cette image contient au maximum trois lignes incomplètes, et que le nombre
de cellules dans ces lignes incomplètes est croissant de bas en haut.
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Figure 2.11  L'algorithme de divi-
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Figure 2.13  Une conﬁguration composée de 4 images carrées individuellement
compactées.
Figure 2.14  Après le premier tassage.
Figure 2.15  Tassage selon la ligne Figure 2.16  ... puis vers le haut.
Étape 3
L'algorithme va maintenant répéter les premières pas de l'étape 2  c'est-
à-dire tasser les cellules selon la direction de leur ligne, puis les tasser vers le
haut  jusqu'à obtenir une image contenant au plus une ligne incomplète. Nous
allons prouver que deux répétitions de ce processus suﬃsent à obtenir une telle
image.
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Figure 2.17  L'image à la ﬁn de l'étape 2.
En eﬀet, par construction les trois lignes incomplètes sont consécutives. Nous
allons montrer que dans cette situation, chaque exécution des deux étapes in-
diquées ci-dessus ont pour eﬀet soit de vider le rang du bas, soit de remplir le
rang du haut :
Soit n la longueur de nos lignes, et n1, n2, n3 le nombre d'états noirs dans la
ligne du haut (ligne 1), du milieu (ligne 2) et du bas (ligne 3) respectivement.
Nous avons noté précédemment que n1 ≥ n2 ≥ n3.
Supposons maintenant que la ligne 1 n'ait pas été remplie par la première
série de tassage selon les lignes puis vers le haut. Puisque les rangs 1 et 2 ont
été tassés dans des directions diﬀérentes, cela signiﬁe que n1 + n2 < n, nous
avons par conséquent n2 < n/2. Puisque n2 ≥ n3 cela signiﬁe que nous avons
également n3 < n/2, et ﬁnalement n2 + n3 < n. Cette inégalité nous assure
qu'il y a assez de place dans la ligne 2 pour stocker les états noirs de toutes les
cellules des lignes 2 et 3, la ligne 3 est par conséquent vide après la première
série de tassages.
Un raisonnement identique nous permet de conclure que la seconde série de
tassages ne laisse qu'une seule ligne incomplète, ce qui conclut notre preuve.
Notons que dans notre exemple une seule série de tassages est suﬃsante pour à
la fois remplir la ligne 1 et vider la ligne 3 (voir les ﬁgures 2.18 et 2.19).
Figure 2.18  Tassage de la ligne Figure 2.19  ...puis vers le haut.
Il suﬃt maintenant de tasser la dernière ligne incomplète vers la gauche pour
obtenir une image compactée (voir ﬁgure 2.20).
N. Bacquey 21
Chapitre 2. Préliminaires
Figure 2.20  L'image terminale.
Complexité temporelle
Chacune des opérations détaillées ci-dessus peut être eﬀectuée en un temps
linéaire en la longueur du côté du carré contenant le sous-problème en cours de
résolution. Par conséquent, il est possible de fusionner 4 images compactées en
une seule en un temps linéaire en la longueur du côté de l'image résultante.
En tenant compte de notre remarque précédente sur la complexité générale
des algorithmes  diviser pour régner  sur les automates cellulaires, nous avons
bien prouvé que l'algorithme que nous avons présenté résout le problème du
compactage en temps linéaire.
Remarques ﬁnales
Dans l'article à l'origine du problème du compactage [26] l'auteur présente
un deuxième algorithme pour résoudre le problème du compactage, et prouve
qu'il s'exécute en temps linéaire. Cet algorithme procède par comptage des états
noirs sur chaque ligne, puis par sommation et par réécriture des états noir en
bon ordre à partir de la cellule en haut à gauche de la conﬁguration.
À la lumière de cette remarque, on pourrait penser que l'algorithme que
nous venons de présenter n'est qu'un prétexte pour présenter les diﬀérents mé-
canismes qu'il est possible d'utiliser sur les automates cellulaires. Toutefois il
n'en est rien, notre algorithme présentant entre autres avantages celui de conser-
ver les états noirs à tout instant. Cette propriété s'avère notamment utile si on
considère le problème du compactage comme une manière de regrouper l'in-
formation en vue d'un traitement futur, et que les états noirs sont une ma-
nière simpliﬁée de représenter les états portant une information utile. Dans ce
contexte, le comptage des informations induirait une croissance exponentielle du
nombre d'états nécessaire, alors que note algorithme se contente de multiplier




dimension 1 : période
minimale et classes de
complexité
Dans ce chapitre, nous nous intéressons aux algorithmes et à la complexité
des automates cellulaires cycliques (de dimension 1), c'est à dire agissant sur
des conﬁgurations périodiques. L'entrée d'un tel automate est un mot circulaire,
autrement dit un mot déﬁni à permutation circulaire près. Nous verrons qu'un
langage reconnu par un automate cellulaire cyclique est un langage cyclique [11],
c'est-à-dire, un langage clos par shift, puissance et racine.
La première question qui se pose est de trouver la  période minimale 
d'une conﬁguration périodique. Notre problème de référence, appelé PERIODE-
MINIMALE est le suivant : étant donnée une conﬁguration périodique, calculer
une période minimale ; de façon équivalente, étant donné un mot circulaire w,
calculer sa racine canonique (ou mot primitif) u, c'est-à-dire, le mot minimal u
tel que w égale up, pour un entier p. Nous construisons un algorithme sur un
automate cellulaire cyclique qui calcule la période minimale en temps polyno-
mial.
Ce résultat est fondamental pour comparer la complexité des automates
cycliques avec la complexité des automates cellulaires standard, c'est-à-dire,
dont le mot d'entrée est entouré de symboles spéciaux. Nous prouvons que les
classes de complexité coïncident dans les deux modèles, au temps polynomial
près. Plus précisément, nous démontrons les équivalences suivantes, pour tout
langage cyclique L :
 L est reconnu sur un automate cellulaire cyclique si et seulement si L est
reconnu en espace linéaire (L ∈ LINSPACE) ;
 L est reconnu sur un automate cellulaire cyclique en temps polynomial
si et seulement si L est reconnu sur un automate cellulaire standard en
espace linéaire et temps polynomial.
Par ailleurs, nous étendons de façon naturelle ces résultats de complexité aux
fonctions et en déduisons que le problème très étudié de la densité,  Density
N. Bacquey 23
Chapitre 3. Dimension 1
Classiﬁcation Problem  [27], peut être résolu (en temps polynomial) si on
autorise un ensemble d'états de calcul plus grand que l'alphabet d'entrée {0, 1}.
3.1 Généralités sur les conﬁgurations périodiques
Dans cette section, nous étudions les spéciﬁcités des automates cellulaires
travaillant sur des conﬁgurations périodiques en dimension 1, par opposition
aux automates dits  classiques , dont la conﬁguration initiale est composée
d'un mot ﬁni borné par des symboles persistants. Nous insisterons dans un
premier temps sur les diﬀérences et les points communs entre ces deux modes
d'entrée, puis nous étudierons les restrictions imposées par le modèle périodique
sur les mots et les langages qu'un automate cellulaire peut reconnaître.
3.1.1 Entrée bornée, entrée périodique
Nous nous intéressons dans les deux cas à des automates cellulaires qui
traitent des conﬁgurations à support ﬁni. Dans le cas d'un automate à entrée
bornée, la déﬁnition de la conﬁguration générée par un mot donné est triviale.
Nous donnons ici la déﬁnition d'une conﬁguration périodique générée par un
mot ﬁni donné :
Déﬁnition 3.1 (conﬁguration périodique générée par un mot). La conﬁgura-
tion générée par le mot ﬁni u = u0u1 . . . u|u|−1 est la conﬁguration périodique
Cu issue de la répétition du mot u à l'inﬁni. Autrement dit, ∀i ∈ Z Cu(i) =
ui mod |u|.
Un objectif clé est de déterminer la période minimale d'une conﬁguration
périodique.
Déﬁnition 3.2 (période minimale d'une conﬁguration). La période minimale
d'une conﬁguration périodique C ∈ ΣZ est le mot u ∈ Σ∗ de longueur minimale
tel que C = Cu.
Nous devons remarquer que certaines conﬁgurations générées par des mots
diﬀérents vont évoluer de la même manière lorsqu'elles seront fournies en entrée
à un automate cellulaire. Des exemples de telles conﬁgurations sont présentés
sur la ﬁgure 3.1 : ces conﬁgurations sont identiques, à translation près.
La règle de transition d'un automate cellulaire est locale et uniforme, et ne
prend pas en compte la position absolue de la cellule à laquelle on l'applique. Par
conséquent, les diagrammes espace-temps des conﬁgurations présentées dans la
ﬁgure 3.1 seront identiques à translation près, et ce quelle que soit la règle de
transition (et donc l'automate cellulaire) qui s'y applique.
3.1.2 Langages cycliques
Nous allons maintenant formaliser l'intuition que nous avons eu précédem-
ment, à savoir que certains mots doivent se comporter de la même manière que
d'autres. Nous introduisons tout d'abord quelques déﬁnitions formelles :
Déﬁnition 3.3 (puissance d'un mot, racine d'un mot). Soient deux mots u, v ∈
Σ+, v est une puissance de u (et u est une racine de v) si ∃k ∈ N∗ v = uk.
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0 1 1 0 1 1 0 1 1 0 1 1u = 011
1 1 0 1 1 0 1 1 0 1 1 0u = 110
1 0 1 1 0 1 1 0 1 1 0 1u = 101101
Figure 3.1  Ces conﬁgurations générées par des mots diﬀérents vont toutes
évoluer de la même manière.
Déﬁnition 3.4 (mot primitif). Un mot u ∈ Σ+ est primitif s'il n'est la puis-
sance d'aucun autre mot de Σ+, autrement dit si ∀v ∈ Σ+ ∀k > 1u 6= vk.
Déﬁnition 3.5 (fonction shift). La fonction shift notée σ : Σ∗ → Σ∗ est déﬁnie
sur l'ensemble des mots par ∀u = u1u2 . . . un ∈ Σ∗ σ(u) = u2 . . . unu1.
Nous nous intéressons aux automates cellulaires périodiques du point de vue
de la reconnaissance de langages. Notre intuition précédente se formalise ainsi :
si un automate reconnaît un mot (nous verrons ce que signiﬁe exactement cette
notion plus tard), alors il doit reconnaître les puissances de ce mot, les racines
de ce mot et les shifts de ce mot, puisque les conﬁgurations qui en résultent sont
équivalentes.
Par conséquent, tout langage  reconnu  par un automate cellulaire cyclique
doit être clos par shift, translation et racine. De tels langages sont appelés
cycliques, et ont déjà été déﬁnis et étudiés dans le cadre des langages rationnels,
notamment dans un article de Carton [11]. En voici une déﬁnition formelle :
Déﬁnition 3.6 (langage cyclique). Un langage L ⊂ Σ∗ est dit cyclique si
∀w ∈ Σ∗,∀k ≥ 1 :
 w ∈ L ⇐⇒ σk(w) ∈ L (L est stable par shift),
 w ∈ L ⇐⇒ wk ∈ L (L est stable par puissance et racine).
Tout langage cyclique peut également être déﬁni comme la clôture d'un en-
semble (potentiellement inﬁni) de mots primitifs par les opérations de puissance
et de shift. Ces langages cycliques sont donc les seuls qu'il est possible de  re-
connaître  sur un automate cellulaire cyclique.
3.2 Reconnaissance cyclique et algorithme de par-
titionnement
Dans cette section, nous allons déﬁnir formellement la notion de reconnais-
sance d'un langage cyclique. Nous allons étudier les liens qu'elle entretient avec
la reconnaissance classique eﬀectuée à l'aide d'un automate cellulaire à entrée
bornée. En particulier, nous énoncerons un résultat d'équivalence que nous prou-
verons à l'aide d'un algorithme qui va partitionner une conﬁguration périodique
en mots primitifs.
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3.2.1 Reconnaissance de mots sur les automates cellulaires
cycliques
Sur un automate cellulaire standard où l'entrée est bornée par des symboles
persistants, il est possible d'identiﬁer une cellule particulière (par exemple, la
plus à gauche), et s'en servir pour porter le résultat d'un calcul. Un mot donné
en entrée à cet automate sera considéré comme accepté (resp. rejeté) quand
cette cellule précise entre dans un état particulier de Q dit état d'acceptation
(resp. état de rejet). Une étude plus complète de la reconnaissance de langages
par les automates cellulaires peut être trouvée dans l'article de Terrier [50].
En revanche, dans le cadre d'un automate cellulaire cyclique, il est impossible
d'identiﬁer une cellule en particulier : une telle  marque  briserait la nature
périodique de la conﬁguration. Par conséquent, l'acceptation ou le rejet d'un
mot d'un langage doit être un phénomène global. Voici les deux déﬁnitions
d'acceptation que nous allons utiliser sur les automates cellulaires cycliques :
Déﬁnition 3.7 (reconnaissance faible, reconnaissance forte). Un langage L ⊂
Σ∗ est cycle-reconnaissable s'il existe un automate cellulaire cyclique A et deux
sous-ensembles disjoints d'états de A, Qa (ensemble d'états acceptants) et Qr
(ensemble d'états de rejet), tels que :
Pour tout u ∈ Σ+, l'automate A travaillant sur la conﬁguration périodique
Cu évolue de manière telle qu'après un certain temps t toutes les cellules entrent
dans l'ensemble Qa si u ∈ L (resp. Qr si u 6∈ L) et restent dans cet ensemble
après t (reconnaissance faible).
Si en plus les ensembles d'états acceptants et de rejet sont réduits aux sin-
gletons Qa = {qa} et Qr = {qr}, alors on parle de reconnaissance forte.
Nous remarquons que si un automate cellulaire cyclique A reconnaît forte-
ment un langage, alors il converge nécessairement vers les conﬁgurations Cqa ou
Cqr , qui sont des points ﬁxes de la fonction de transition globale FA.
Nous déduisons immédiatement de cette déﬁnition et de nos observations
précédentes le fait suivant :
Fait 3.8. Si un langage L est cycle-reconnaissable, faiblement ou fortement,
alors L est un langage cyclique.
Pour aider à la compréhension des notions de reconnaissances faible et forte,
nous présentons deux automates cellulaires sur les ﬁgures 3.2 et 3.4, ainsi que
des exemples de diagrammes espace-temps sur les ﬁgures 3.3 et 3.5.
Q = {0, 1, 2,φ} Qa = {1,φ} Qr = {2, 0}






0 1 2 φ
0 0 2 0
1 1 φ 1
0 0 2 0






0 1 2 φ
φ 1 φ φ
φ 1 φ φ
φ 1 φ φ






0 1 2 φ
0 0 0 0
φ φ φ φ
2 2 2 2






0 1 2 φ
φ φ 2 φ
1 1 φ 1
φ φ 2 φ
φ φ 2 φ
Figure 3.2  L'automate Afaible qui reconnaît faiblement le langage L#1≥#2.
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...
1 1 0 1 2 2 0 0
1 φ 1 0 0 2 0 0
φ 1 φ 1 2 0 0 0
φ φ 1 φ φ 0 0 0
φ φ φ 1 φ 0 0 0
φ φ φ φ 1 0 0 0
φ φ φ φ φ 1 0 0
φ φ φ φ φ φ 1 0
φ φ φ φ φ φ φ 1
1 φ φ φ φ φ φ φ
(a) #1 > #2
...
2 1 2 2 0 1 1 0
0 φ φ 2 0 1 φ φ
φ φ 2 0 0 φ 1 φ
φ 2 0 0 0 φ φ 1
φ 0 0 0 0 φ φ φ
φ φ 0 0 0 φ φ φ
φ φ φ 0 0 φ φ φ
φ φ φ φ 0 φ φ φ
φ φ φ φ φ φ φ φ
φ φ φ φ φ φ φ φ
(b) #1 = #2
...
2 2 1 1 2 2 0 0
0 2 1 φ φ 2 0 2
2 0 φ 1 2 0 2 0
0 0 φ φ φ 2 0 2
0 0 φ φ 2 0 2 0
0 0 φ 2 0 2 0 0
0 0 2 0 2 0 0 0
0 2 0 2 0 0 0 0
2 0 2 0 0 0 0 0
0 2 0 0 0 0 0 2
(c) #1 < #2
Figure 3.3  Exemples d'application de l'automate Afaible sur diﬀérentes conﬁ-
gurations périodiques.
Notes concernant les ﬁgures 3.2 et 3.3
L'automate présenté dans la ﬁgure 3.2 reconnaît faiblement le lan-
gage cyclique L#1≥#2 composé des mots sur l'alphabet {0, 1, 2} dont le
nombre de 1 est supérieur ou égal au nombre de 2. Il utilise également
un quatrième état noté φ (à interpréter comme  un 0 qui a rencontré
un 1 ). Sa fonction de transition utilise le voisinage V = {−1, 0, 1}, est
exprimée sous forme tabulaire, et peut se résumer comme suit :
 les 1 se déplacent vers la droite en remplaçant les 0 par des φ
jusqu'à rencontrer un 2 ;
 les 2 se déplacent vers la gauche en remplaçant les φ par des 0
jusqu'à rencontrer un 1 ;
 lorsqu'un 1 rencontre un 2, ils sont supprimés et remplacés par
un φ ;
 les φ se propagent vers la droite en remplaçant les 0.





L'ensemble des états d'acceptation est Qa = {1,φ}, l'ensemble des états
de rejet est Qr = {2, 0}. On remarque que chacun des diagrammes
espace-temps de la ﬁgure 3.3 entre dans une boucle dans laquelle les
états appartiennent tous au même sous-ensemble d'acceptation ou de
rejet.
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Q = {0, 1} Qa = {1} Qr = {0}













Figure 3.4  L'automateAfort qui re-
connaît fortement le langage L∃1 des
mots sur Σ = {0, 1} qui contiennent
un 1.
...
0 0 0 1 0 1 0 0
0 0 1 1 1 1 1 0
0 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
Figure 3.5  Exemple d'application
de l'automate Afort sur une conﬁgu-
ration périodique.
Par la suite, nous omettrons de préciser qu'il s'agit de reconnaissance cy-
clique quand il n'y aura pas d'ambiguïté ; nous parlerons simplement de recon-
naissance faible ou forte. De plus, nous prouverons par la suite que ces notions
sont équivalentes en dimension 1.
Notons que notre déﬁnition de reconnaissance forte est d'une certaine ma-
nière la  meilleure  déﬁnition de reconnaissance qui puisse être obtenue, à
cause de la nature périodique de notre modèle. Cette même nature nous amène
à faire une remarque utile sur la borne supérieure du temps de reconnaissance
d'un langage.
Fait 3.9. Si un automate cellulaire cyclique reconnaît un langage L, alors le
temps t après lequel les cellules sont dans leur sous-ensemble d'états terminaux
Qa ou Qr est borné par une fonction exponentielle en la longueur n du mot u
testé.
En eﬀet, chaque conﬁguration étant, comme la conﬁguration initiale Cu de
période n, le nombre de conﬁgurations possibles distinctes est exponentiel en n.
Si l'automate évolue pendant un temps supérieur à ce nombre exponentiel de
conﬁgurations, il entre nécessairement dans un cycle.
3.2.2 Calculabilité de fonctions sur automates cellulaires
cycliques
Comme dans la plupart des modèles de calcul, il est naturel de généraliser les
automates cellulaires cycliques pour le calcul de fonctions : la reconnaissance de
langage est alors un cas particulier de fonctions. Intuitivement, nous voudrions
fournir l'entrée d'une fonction sous la forme d'une entrée périodique à l'automate
cellulaire, attendre un certain temps, puis lire le résultat de la fonction lorsque
l'automate a atteint un point ﬁxe. C'est le sens de la déﬁnition suivante :
Déﬁnition 3.10 (fonction cycle-calculable). Soit Σ et Γ deux alphabets dis-
joints. Une fonction f : Σ+ → Γ+ est cycle-calculable s'il existe un automate
cellulaire cyclique A tel que pour tout u ∈ Σ+ :
 ∃t ∈ N tel que F tA(Cu) = Cf(u) (l'automate calcule f(u)),
 FA(Cf(u)) = Cf(u) (Cf(u) est un point ﬁxe de FA).
Le temps de calcul de A sur u est le plus petit entier t tel que Cf(u) = F tA(Cu).
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Nous pouvons immédiatement déduire quelques propriétés des fonctions cycle-
calculables à partir de la déﬁnition précédente. Nous nous servons de ces proprié-
tés pour établir une déﬁnition similaire à celle des langages cycliques, appliquée
aux fonctions :
Déﬁnition 3.11 (fonctions cycliques). Une fonction f : Σ∗ → Γ∗ est cyclique
si ∀u ∈ Σ∗,∀k ≥ 1 :
 f(σk(u)) = σk(f(u)),
 f(uk) = f(u)k,
 |f(u)| = |u|
Remarquons que la première condition impose que f(u) = σ|u|(f(u)), c'est-
à-dire que f(u) soit périodique de période |u|. À la lumière de cette observation,
notre troisième condition, qui n'est pas à proprement parler nécessaire, apparaît
comme une simpliﬁcation qui ne cause pas de perte de généralité.
3.2.3 Classes de complexité et équivalences
Déﬁnition 3.12 (taille d'une entrée). La taille N de l'entrée périodique Cu d'un
automate cellulaire cyclique est la longueur de la période minimale de Cu.
Notre modèle de calcul peut également être considéré comme un automate
agissant sur un anneau de taille ﬁnie. Cette vision du modèle nous permet de
nous rendre compte qu'on ne peut utiliser qu'un espace de calcul linéaire en
la taille de l'entrée. Par conséquent, tous les langages et les fonctions étudiées
doivent appartenir à LINSPACE, la classe usuelle et robuste de l'espace linéaire
[40].
Déﬁnition 3.13 (classes de complexité).
 LINSPACEcycle(POLY(N)) est la classe de complexité des langages for-
tement cycle-reconnaissables en temps polynomial.
 LINSPACE(N,POLY(N)) est la classe des langages reconnaissables en
espace linéaire et en temps polynomial sur les automates cellulaires à
entrée bornée (ou, de manière équivalente, sur d'autres modèles classiques
comme les machines de Turing ou les machines RAM).
Ces notations seront abusivement utilisées pour dénoter les classes de complexité
de fonctions correspondantes.
Nous allons prouver dans cette section les résultats suivant :
Théorème 3.14 (B. [2]). Un langage cyclique est fortement cycle-reconnaissable
si et seulement si il est faiblement cycle-reconnaissable.
Théorème 3.15 (B. [2]). Soit L un langage cyclique, alors :
 L est fortement cycle-reconnaissable ⇐⇒ L ∈ LINSPACE,
 L ∈ LINSPACEcycle(POLY(N)) ⇐⇒ L ∈ LINSPACE(N,POLY(N)).
Théorème 3.16 (B. [2]). Soit f une fonction cyclique, alors :
 f est cycle-calculable ⇐⇒ f ∈ LINSPACE,
 f ∈ LINSPACEcycle(POLY(N)) ⇐⇒ f ∈ LINSPACE(N,POLY(N)).
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3.3 Preuve des résultats d'équivalence
Nous allons prouver dans cette section les trois théorèmes énoncés précé-
demment. Pour ceci, nous démontrerons les implications suivantes :
 si L est faiblement cycle-calculable, alors L ∈ LINSPACE ;
 si L ∈ LINSPACE, alors L est faiblement cycle-calculable ;
 si L ∈ LINSPACE, alors L est fortement cycle-calculable ;
 si f ∈ LINSPACE, alors f est cycle-calculable ;
De plus, nous eﬀectuerons à chaque étape quelques analyses de complexité qui
nous permettront d'obtenir les résultats d'équivalence des classes polynomiales.
Nous ne traiterons pas la preuve triviale du fait que f ∈ LINSPACE si f est
cycle-calculable.
3.3.1 Du modèle cyclique vers le modèle standard
Jusqu'à la ﬁn du chapitre, L ⊂ Σ∗ dénotera un langage cyclique. Nous
montrons dans cette section que si L est faiblement cycle-reconnaissable, alors
L ∈ LINSPACE.
Cette implication est simple : nous allons considérer un automate cellulaire
cyclique Acycle qui reconnaît faiblement L, et nous en servir pour concevoir
un automate cellulaire standard Aborne (comprendre : à entrée bornée) qui re-
connaît L. La construction de Aborne se déroule comme suit : dans une phase
préliminaire, nous allons ajouter une seconde couche de calcul à l'automate, et
recopier le mot d'entrée de Aborne à l'envers dans cette couche. Ensuite, l'au-
tomate va simuler le calcul de Acycle sur le mot formé par la connexion aux
extrémités du mot d'entrée et de son image inversée (voir ﬁgure 3.6). Après une
phase préliminaire qui se déroule en temps linéaire, Aborne peut simuler Acycle
pas à pas.
Toutefois, il faut être prudent lors de la déﬁnition des conditions d'arrêt de
Aborne. En eﬀet, il peut arriver à un instant donné que toutes les cellules simulées
de Acycle soient dans le sous-ensemble d'états d' acceptation  ou de  rejet ,
mais que le calcul ne soit pas terminé pour autant. Nous devons donc ajouter
une couche de calcul supplémentaire à Aborne qui construit le temps exponentiel
après lequel nous sommes assurés que le calcul de Acycle est terminé (voir fait 3.9
page 28), puis en décidant si le mot est accepté ou refusé en vériﬁant l'état de
n'importe laquelle des cellules simulées de Acycle (par construction, toutes ces
cellules sont dans le même sous-ensemble  acceptation  ou  rejet  à cet
instant).
# # u0 u1 u2 u3 u4 u5 # #Conﬁguration initiale
# #
u0 u1 u2 u3 u4 u5
u0u1u2u3u4u5
# #Après le pré-traitement
Figure 3.6  Simulation d'un automate cellulaire cyclique sur un automate
cellulaire standard.
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Il est possible de traiter immédiatement la preuve de la proposition
L ∈ LINSPACEcycle(POLY(N)) =⇒ L ∈ LINSPACE(N,POLY(N))
Il suﬃt en eﬀet de construire une borne supérieure polynomiale après laquelle
le calcul de Acycle est terminé (cette borne existe par déﬁnition) au lieu de
la borne exponentielle précédente, et la même construction fonctionne, toutes
choses égales par ailleurs.
3.3.2 Du modèle standard vers le modèle cyclique
Dans cette partie, nous allons prouver que L ∈ LINSPACE implique que L
est faiblement cycle-reconnaissable.
Soit Aborne un automate cellulaire à entrée bornée qui reconnaît le langage
L ⊂ Σ∗ en temps linéaire. Nous allons construire un automate cellulaire cyclique
Acycle qui va simuler le calcul deAborne. Si l'ensemble des états deAborne est noté
Q, notre automate Acycle va utiliser un nouvel ensemble d'états Q′ = Σ×Q×ω,
où ω nous permettra de gérer la simulation de Aborne. Nous souhaitons que
chaque cellule de Acycle conserve à tout instant le symbole qui lui a été donné
en entrée, par conséquent nous allons faire en sorte que la projection de Q′ sur
Σ reste constante au cours du temps. Tout le calcul eﬀectif se fera dans les deux
autres couches de calcul, à savoir Q× ω.
Nous introduisons également une bijection val : Σ ∪ {`} → [0, |Σ|] qui va
associer une valeur entière à chaque symbole de Σ, plus une valeur particulière
pour le symbole spécial `.
Vision globale
Nous allons maintenant présenter un algorithme qui, partant d'une conﬁgu-
ration périodique, la partitionne en périodes minimales. Nous utiliserons ensuite
cet algorithme pour simuler l'exécution deAborne sur le mot contenu dans chaque
période minimale. Nous savons que le langage L est cyclique, par conséquent le
résultat de l'exécution de Aborne sur cette période minimale sera le même que
ce qu'il aurait été sur le mot qui a généré la conﬁguration périodique initiale.
La conﬁguration initiale de Acycle va être découpée en blocs de cellules conti-
guës qui seront appelés intervalles, dans lesquels des exécutions de Aborne seront
simulées. Nous allons concevoir ces intervalles de telle sorte que deux intervalles
adjacents contenant des mots diﬀérents fusionnent après un certain temps. Pour
une compréhension intuitive de l'algorithme, le lecteur pourra imaginer que
chaque intervalle peut se trouver dans trois états, à savoir  fusion à droite ,
 fusion à gauche  et  transit . Ces états vont évoluer au cours du temps
selon un principe qui sera détaillé plus bas ; les intervalles vont fusionner selon
la règle suivante :
Règle 1 (Évolution globale). Si un intervalle est dans l'état  fusion à droite 
et que son voisin de droite est dans l'état  fusion à gauche , alors ils fusionnent
l'un avec l'autre.
Au début de la simulation, chaque cellule va former à elle seule son propre
intervalle, et ces intervalles vont fusionner au fur et à mesure des calculs. Nous
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aﬃrmons que le processus de fusion va se poursuivre jusqu'à ce que la conﬁgura-
tion soit découpée en intervalles identiques (voir la ﬁgure 3.7 pour une intuition
du processus de fusion).
Une fois que ce découpage est atteint, la simulation de Aborne dans chaque
intervalle et la propagation de l'état d'acceptation/rejet va correspondre à notre
critère de reconnaissance faible pour les langages cycliques. Nous verrons plus
tard comment améliorer la construction pour obtenir la reconnaissance forte.
1 1 1 0 1 1 1 0 1 1 1 0État initial
1 1 1 0 1 1 1 0 1 1 1 0État intermédiaire
1 1 1 0 1 1 1 0 1 1 1 0État ﬁnal
Figure 3.7  Vue d'ensemble du processus de fusion sur une conﬁguration
cyclique.
Outils de base
Nous identiﬁons une sous-couche particulière de notre alphabet de travail ω,
qui sera de la forme ω = ω′ × {#,∅}. Cette sous-couche va nous permettre de
déﬁnir formellement les intervalles.
Déﬁnition 3.17 (intervalles). Les intervalles d'une conﬁguration donnée sont
les ensemble maximaux (pour l'inclusion) de cellules adjacentes commençant par
un # et contenant exactement un seul symbole #. La taille n d'un intervalle I
est le nombre de ses cellules.
La ﬁgure 3.8 présente une conﬁguration périodique découpée en intervalles
de diﬀérentes tailles.
# # #
Figure 3.8  Intervalles de tailles 2, 5 et 3.
Déﬁnition 3.18 (contenu d'un intervalle). Le contenu d'un intervalle I est le
mot résultant de la projection sur Σ des états de ses cellules, précédé du symbole
spécial ` (nous supposons que `6∈ Σ). Pour un intervalle de taille n, notons ai
le i-ème symbole de son contenu, avec a0 =`.
Deux intervalles sont dits diﬀérents si leurs contenus sont deux mots diﬀé-
rents.
Nous démontrerons plus tard dans ce chapitre que l'algorithme que nous
allons présenter obéit à la propriété suivante :
Lemme 3.19. Il existe une constante C telle que, si deux intervalles adjacents
ont des contenus diﬀérents à un instant t, alors au moins l'un d'entre eux aura
fusionné avant l'instant t + C × n3, où n est la taille du plus grand des deux
intervalles.
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Signaux et pointeurs Chaque intervalle va maintenir un signal qui eﬀectuera
des allers et retours sur son contenu, en commençant par le bord gauche ; les in-
tervalles vont également maintenir un pointeur sur leur contenu (voir ﬁgure 3.9).
À chaque fois que le signal entrera par la droite dans une cellule contenant le
pointeur, il sera déplacé vers la lettre suivante du contenu (à cette ﬁn, nous
supposons que le symbole ` est stocké dans la première cellule de l'intervalle).
Quand le pointeur se trouve sur le dernier symbole du contenu, son prochain
mouvement sera de revenir au début (en n − 1 unités de temps). La position
du signal sur le contenu de l'intervalle sera notée i, de telle sorte que ai soit le
symbole actuellement pointé dans l'intervalle.
À l'initialisation de l'algorithme, un symbole # est inscrit dans chaque cel-
lule, de telle sorte que chacune d'entre elles forme un intervalle de taille 1. De
plus, un signal est lancé dans chaque intervalle, et tous les pointeurs sont po-
sitionnés sur le symbole `. Nous remarquons qu'à tout instant une cellule qui
contient le symbole # contient un symbole ` ainsi que le premier symbole a0
du contenu de son intervalle.
Notations 3.20 (k,ti).
Posons
k = |Σ ∪ {`}|+ 1 = |Σ|+ 2
et
∀i ∈ J0, nK ti = kn2 + 2n× val(ai)
Remarquons que pour tout ai, val(ai) ≤ k − 1.
Comportement du signal Pour chaque symbole ai, le signal va attendre
un temps ti sur le bord gauche de l'intervalle, puis va se déplacer à vitesse
maximale jusqu'au bord droit. Il va ensuite attendre le même temps ti sur le bord
droit, puis va à nouveau se déplacer à vitesse maximale vers le bord gauche, en
modiﬁant au passage le symbole ai pointé dans le mot de contenu. Cette famille
de temps (ti)i∈[0,n] va nous servir à encoder le contenu de l'intervalle. Grâce
à cette méthode, deux intervalles voisins pourront comparer leurs contenus, et
fusionner ensemble le cas échéant.
Notons que la fonction n 7→ kn2 + 2n × val(ai) est constructible en temps
grâce à des techniques standard (voir [34]), en utilisant des signaux encodant
val(ai) dans leurs états. Cette constructibilité nous permet d'attendre eﬀective-
ment un temps ti sur chaque bord.
Revenons à notre vision globale de l'algorithme en considérant qu'un inter-
valle est dans l'état  fusion à droite  (resp.  fusion à gauche ) lorsque son
signal attend sur le bord droit (resp. sur le bord gauche), et qu'il est dans l'état
 transit  dans les autres cas.
Processus de fusion
Soient deux intervalles adjacents I1 et I2, I1 étant à gauche de I2. Consi-
dérons un instant où les signaux respectifs de I1 et I2 se rencontrent sur leur
bord commun. Selon nos considérations précédentes, I1 est dans l'état  fusion
à droite , et I2 est dans l'état  fusion à gauche . Par conséquent, selon la
règle 1, I1 et I2 doivent fusionner. Cette fusion s'eﬀectue en eﬀaçant le symbole
# au début de I2 qui déﬁnit leur bord commun, et en supprimant leurs signaux.
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Figure 3.9  Mouvement du signal dans un
intervalle de taille 2 (avec |Σ| = 2). Le
carré pointillé symbolise le pointeur sur le





Figure 3.10  Illustration
du processus de fusion pour
des intervalles de tailles diﬀé-
rentes.
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Deux signaux sont ensuite envoyés vers le début et la ﬁn de l'intervalle nou-
vellement créé, pour repositionner le pointeur au début du nouveau contenu, et
réinitialiser la simulation de Aborne. Finalement, un nouveau signal de fusion est
créé sur le bord gauche du nouvel intervalle, et le comportement normal reprend
(voir ﬁgure 3.10).
Notons que la ré-initialisation de la simulation de Aborne doit se faire de
manière  propre  : il faut utiliser un algorithme de ligne de fusiliers pour
synchroniser le nouvel intervalle, aﬁn que toutes les cellules du nouvel intervalle
commencent la simulation en même temps.
Nous avons maintenant tous les outils nécessaires pour prouver le lemme 3.19 :
Soient I1 et I2 deux intervalles adjacents dont les contenus a et b sont diﬀé-
rents, et soient n1, n2, S1 et S2 leurs tailles et leurs signaux de fusion respectifs.
Nous aﬃrmons sans perte de généralité que I1 est situé à gauche de I2. Sup-
posons que les intervalles I1 et I2 ne fusionnent pas avec d'autres intervalles
pendant les instants considérés (si cette supposition est fausse, alors le lemme
est prouvé). Notre preuve considérera deux cas disjoints : si I1 et I2 sont de
même taille ou non.
Fusion d'intervalles de tailles diﬀérentes Supposons sans perte de géné-
ralité que n1 > n2, en particulier n1 ≥ n2 + 1. Nous allons prouver que lorsque
S1 arrive sur la frontière commune aux deux intervalles, il va nécessairement
rencontrer S2 avant de repartir, déclenchant ainsi une fusion.
Nous savons que le signal S1 reste sur la frontière pendant une durée T1 =
kn21 + 2n1 × val(ai). Nous remarquons immédiatement que T1 ≥ kn21.
Considérons maintenant le temps maximal T2 pendant lequel S2 peut être
absent de la frontière commune. Ce temps est la somme du temps maximal pen-
dant lequel S2 peut attendre sur l'autre frontière de l'intervalle I2 et du temps




2 + 2n2 ×maxj(val(bj)) + 2n2
T2 = kn
2




Or n1 ≥ n2 + 1, par conséquent :
T1 ≥ kn21
T1 ≥ k(n2 + 1)2
T1 ≥ kn22 + 2kn2 + k
T1 ≥ T2 + k
T1 > T2.
Nous avons donc prouvé que S2 allait revenir sur la frontière commune avant
que S1 n'en parte, déclenchant ainsi une fusion entre I1 et I2.
Complexité temporelle : Nous remarquons aisément que I1 et I2 vont
fusionner en temps O(max(n1, n2)2), car le signal du plus grand intervalle ne
peut pas accomplir un aller et retour sans rencontrer le signal du plus petit. A
fortiori, il existe une constante C telle que I1 et I2 vont fusionner avant l'instant
t+ C ×max(n1, n2)3, ce qui prouve le lemme 3.19 pour le cas n1 6= n2.
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Fusion d'intervalles de mêmes tailles Considérons maintenant le cas où
I1 et I2 ont la même taille n, mais des contenus a et b diﬀérents. Nous al-
lons montrer qu'ils fusionnent peu de temps après que leurs pointeurs aient été
positionnés sur des symboles diﬀérents. Commençons par introduire quelques
notations, pour la compréhension desquelles le lecteur est encouragé à se référer
à la ﬁgure 3.11.
Notations 3.21 (t1, t′1, t2). Soit t1 un instant où le signal S1 atteint le bord
gauche de I1 après avoir eﬀectué un aller et retour dans l'intervalle. Avant
d'arriver sur ce bord à l'instant t1, le signal S1 a quitté la frontière commune
aux deux intervalles à l'instant t′1 = t1−n. Notons t2 le premier instant suivant
t′1 où S2 atteint la frontière commune.
Déﬁnition 3.22 (asynchronicité). L'asynchronicité entre les intervalles I1 et
I2 au temps t1 est la valeur δ = t1 − t2.
Notons que l'asynchronicité entre deux intervalles est déﬁnie à chaque fois
que S1 atteint le bord gauche de son intervalle. Ces instants sont particuliers
dans notre construction : ce sont les instants où les intervalles modiﬁent le
pointeur sur leur contenu. Ainsi, on peut associer à chaque paire d'instants
(t1, t2) la paire de symboles (ai, bj) ∈ {Σ ∪ {`}}2 qui vient d'être nouvellement
pointée dans le contenu des intervalles.
Nous remarquons maintenant quelques propriétés sur les bornes de l'asyn-
chronicité :
Lemme 3.23 (bornes de l'asynchronicité). L'asynchronicité vériﬁe l'inégalité
−n < δ < n si ai−1 = bj−1.
Démonstration. Par construction, il est impossible d'avoir δ ≥ n, puisque t′1 <
t2. D'autre part, si δ est l'asynchronicité entre I1 et I2 au temps t1, et si nous
supposons que les symboles ai−1 et bj−1 sont les mêmes (ce qui signiﬁe que S1
et S2 ont attendu le même temps sur le bord droit de leur intervalle avant les
temps t1 et t2 respectivement), alors il est impossible d'avoir δ ≤ −n (cette
remarque est illustrée sur la ﬁgure 3.12). Le cas contraire signiﬁerait que S1 et
S2 se sont rencontrés avant les instants t1 et t2.
Remarquons qu'il existe un point dans la suite des (ai, bj) déﬁnie précédem-
ment où les symboles ai et bj sont diﬀérents. En eﬀet, le cas contraire signiﬁerait
que la suite coïncide notamment sur les symboles `, et sur tous les symboles
situés entre deux occurrences consécutives du symbole `. Rappelons nous que
le symbole ` marque le début du contenu d'un intervalle ; par conséquent, si la
suite coïncide en permanence cela signiﬁe que les contenus des intervalles sont
les mêmes. Nous avons fait l'hypothèse que les contenus a et b des intervalles
étaient diﬀérents, d'où contradiction.
Considérons donc la première paire d'instants (t1, t2) pour laquelle les sym-
boles associés ai et bj sont diﬀérents, et notons δ l'asynchronicité entre les deux
intervalles à l'instant t1. Puisque ai−1 = bj−1 par déﬁnition, la remarque sur les
bornes de l'asynchronicité est valable ; on a donc |δ| < n. Nous aﬃrmons que
I1 et I2 vont fusionner avant que leurs signaux respectifs n'eﬀectuent un aller
et retour. Nous traitons deux cas séparément : le cas val(ai) < val(bj) et le cas
contraire (voir ﬁgure 3.13).
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Figure 3.11  Déﬁnition de l'asyn-






Figure 3.12  Le cas absurde δ ≤ −n.
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Considérons d'abord le cas val(ai) < val(bj) (voir ﬁgure 3.13a). S1 va at-
tendre un délai T0 = kn2 +2n×val(ai) sur chaque bord de I1, et S2 va attendre
un délai T0 + ∆t, avec ∆t = 2n× (val(bj)− val(ai)). Puisque val(bj) > val(ai),
nous avons donc ∆t ≥ 2n.
S1 va arriver sur le bord commun aux deux intervalles à l'instant t1 +T0 +n,
et S2 va rester sur ce même bord de l'instant t1 + δ à l'instant t1 + δ+ T0 + ∆t.
Nous allons montrer que T0 + n ∈ [δ, δ + T0 + ∆t], autrement dit que les deux
signaux se rencontreront sur la frontière commune à l'instant t1 + T0 + n.
Nous avons T0 > 0 et |δ| < n, par conséquent T0 + n > δ. Par ailleurs,
∆t ≥ 2n, donc δ + ∆t > n, et ﬁnalement T0 + n < δ + T0 + ∆t, ce qui conclut
le cas val(ai) < val(bj).
Considérons maintenant le cas val(ai) > val(bj) (illustré sur la ﬁgure 3.13b) ;
nous verrons que la fusion se produira plus tard, mais avec des arguments simi-
laires. Déﬁnissons cette fois T0 = kn2 + 2n × val(bj) comme le délai d'attente
de S2, et ∆t = 2n × (val(ai) − val(bj)) (pour le confort de la démonstration,
nous préférons avoir ∆t > 0 ; remarquons que la propriété ∆t ≥ 2n est tou-
jours vraie). Le délai d'attente de S1 est donc T0 + ∆t. Nous voulons prouver
que la fusion se produit au retour de S2 sur la frontière commune, à l'instant
t1 + δ + 2(T0 + n) (voir ﬁgure 3.13b).
Nous savons que S1 est présent sur la frontière commune de l'instant t1 +
T0 + ∆t + n à l'instant t1 + n+ 2(T0 + ∆t). Nous devons donc montrer que :
t1 + T0 + ∆t + n ≤ t1 + δ + 2(T0 + n) ≤ t1 + n+ 2(T0 + ∆t)
autrement dit, que
∆t ≤ δ + T0 + n ≤ T0 + 2∆t
La borne supérieure est facile à démontrer : il suﬃt de remarquer que :
δ + n ≤ 2n < 4n ≤ 2∆t
Pour démontrer la borne inférieure, il faut revenir sur l'expression de ∆t.
Nous savons que ∆t = 2n× (val(ai)− val(bj)), or ∀ai val(ai) ∈ [0, k]. Nous en
déduisons donc que :
∆t ≤ 2kn ≤ kn2 ≤ T0 (si n > 1)
Par ailleurs, nous savons que δ + n > 0, nous en concluons ﬁnalement que :
∆t ≤ T0 + δ + n (si n > 1)
Le cas particulier où les deux intervalles sont distincts et de taille n = 1 se
règle facilement.
Analyse de complexité : Soit la paire (t1, t2) qui spéciﬁe, comme pré-
cédemment, la première paire d'instants pour laquelle les symboles associés ai
et bj sont diﬀérents. Nous remarquons que la fusion entre I1 et I2 doit s'eﬀec-
tuer dans un délai O(n2) après l'instant t1, puisque les signaux ne peuvent pas
accomplir un aller et retour dans leurs intervalles sans fusionner à partir de t1.
38 N. Bacquey
3.3. Preuve des résultats d'équivalence
Considérons maintenant le temps avant qu'une telle paire soit observée pour
les intervalles I1 et I2 : nous savons par construction que le symbole pointé
dans un intervalle change avec un délai O(n2). D'autre part, le pointeur sur
le contenu de l'intervalle est réinitialisé une fois qu'il est passé par les n + 1
symboles du contenu du mot. Par conséquent, si une telle paire (t1, t2) existe,



























(b) val(ai) > val(bj)
Figure 3.13  Illustration du processus de fusion pour des intervalles de même
taille.
Rappelons nous maintenant que la conﬁguration est initialement divisée en
intervalles de taille 1. Il est évident qu'au cours de l'algorithme la taille des
intervalles ne peut être supérieure à la taille N de la période minimale de la
conﬁguration, et que le calcul se termine lorsque cette taille est atteinte. Consi-
dérons l'ensemble des N intervalles initiaux de taille 1 qui ﬁniront par fusionner
pour former un unique intervalle de taille N en ﬁn de calcul. Le lemme 3.19
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établit que, tant qu'il existe deux intervalles diﬀérents et adjacents dans cet
ensemble, alors au moins l'un d'entre eux doit fusionner avant un temps O(N3).
Ainsi, il existe un délai Tf = CN3 tel que le nombre d'intervalles dans l'en-
semble considéré décroît strictement tous les Tf , jusqu'à ce que l'ensemble soit
un singleton (c'est-à-dire que tous les intervalles considérés ont fusionné). Nous
établissons ainsi que l'algorithme de fusion d'intervalles se termine en temps
O(N4).
À partir de ce point, il nous suﬃt d'attendre la ﬁn de la simulation de
Aborne dans chaque intervalle, et de déterminer l'acceptation ou le rejet de la
conﬁguration périodique initiale en observant la projection sur Q des états de
Acycle. Étant donné que cette projection ne changera plus au cours de l'évolution
de l'automate (puisque les intervalles ne fusionneront plus, la simulation de
Aborne ne sera plus interrompue), le comportement de Acycle correspond à notre
déﬁnition de la reconnaissance faible.
La preuve reste la même si nous avons L ∈ LINSPACE(N,POLY(N)) et
que nous voulons prouver que L ∈ LINSPACEcycle(POLY(N)). En eﬀet, notre
construction ne fait qu'ajouter un temps O(N4) avant que la simulation de
Aborne ne décide en temps polynomial si l'entrée appartient ou non à L.
3.3.3 De la reconnaissance faible vers la reconnaissance
forte
Nous allons maintenant raﬃner notre construction de telle sorte que l'auto-
mate cellulaire cyclique Acycle reconnaisse fortement le langage L si et seulement
si l'automate simulé Aborne le reconnaît. La première chose à faire est d'ajouter
deux états à notre alphabet de travail Q′ pour encoder l'acceptation ou le rejet
d'une conﬁguration. Notre nouvel alphabet est donc :
Q′ = (Σ×Q× ω) ∪ {acc, rej}
Une manière naïve d'atteindre la reconnaissance forte serait de remplacer les
états de toutes les cellules d'un intervalle par acc ou rej lorsque la simulation
de Aborne dans cet intervalle est terminée. C'est la bonne piste à suivre, mais
elle mène à quelques problèmes que nous allons détailler et résoudre dans les
paragraphes suivants.
Faux positifs Le problème principal auquel nous devons faire face lorsque
nous remplaçons le contenu d'une cellule par des états acc ou rej est que l'on
supprime les  traits de construction  de l'intervalle, et notamment tous les
signaux et pointeurs qu'il contenait. Nous nous trouvons alors face à la pos-
sibilité que l'intervalle n'était pas maximal, et que ses voisins aient eu besoin
de fusionner avec lui. L'intervalle estimerait donc localement que le calcul est
terminé, alors que ce n'est pas le cas globalement. De plus, même si nous par-
venions d'une manière ou d'une autre à reconstruire l'intervalle, son contenu
initial (un mot de Σ∗) serait perdu. Le mécanisme présenté dans le paragraphe
suivant nous permet de résoudre ce problème.
Sauvegarde du contenu Nous ne voulons pas qu'un intervalle ne remplace
son contenu par des états acc ou rej tant qu'il n'est pas certain que son contenu
puisse être restauré si nécessaire. Nous allons pour cela nous rendre compte
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qu'il est possible pour un intervalle de déterminer si un de ses voisins a le même
contenu que lui. Le lemme 3.19 nous assure que si deux intervalles adjacents
cohabitent pendant un certain temps, alors ils ont le même contenu. Nous vou-
lons que les intervalles détectent ces cas (qui arriveront nécessairement, à moins
que l'intervalle ne fusionne), et ne remplacent leur contenu que lorsqu'ils sont
assurés que le contenu de leur voisin de gauche est le même que le leur.
Tout d'abord, remarquons qu'il est facile de détecter si le voisin de gauche
d'un intervalle est de la même taille que ce dernier : si le voisin est de plus
petite taille, nous avons établi précédemment qu'ils vont fusionner lorsque le
signal de l'intervalle considéré attendra sur son bord gauche. Si le voisin est de
plus grande taille, il suﬃt de remarquer que deux passages consécutifs du signal
sur le bord gauche de son intervalle ont lieu sans que le signal du voisin ne s'y
rende (il peut laisser sur son bord gauche un jeton  consommé  par le signal
du voisin pour s'en rendre compte).
Dès lors qu'un intervalle sait que son voisin de gauche est de la même taille
que lui, le lemme 3.19 nous aﬃrme que si ni un intervalle ni son voisin de gauche
n'ont fusionné pendant un temps Cn3, alors ils ont le même contenu. Nous allons
utiliser cette propriété en ajoutant une couche de calcul supplémentaire dans les
intervalles qui fera oﬃce de  minuteur  qui s'activera dès que la simulation de
Aborne s'achèvera et qui déclenchera le remplacement du contenu de l'intervalle
par acc ou rej, à moins que ce minuteur ne soit interrompu par la fusion de
l'intervalle ou celle de son voisin de gauche.
Restauration du contenu Puisque le voisin de droite d'un intervalle peut
compter sur lui pour restaurer son contenu, nous devons nous assurer qu'à
chaque fois qu'un intervalle est modiﬁé (c'est-à-dire lorsqu'il fusionne) son an-
cien contenu soit envoyé dans son voisin de droite pour créer un nouvel intervalle
et remplacer les états acc ou rej qui s'y trouvaient. Une intuition du mécanisme
permettant de recopier le contenu d'un intervalle à sa droite est donnée dans la
ﬁgure 3.14. Le mécanisme complet utilise des signaux à pente variable, et ne sera
pas détaillé ici. Lorsqu'un intervalle récupère son contenu par cette méthode, il
créé un nouveau signal de fusion, et recommence ses calculs comme un nouvel
intervalle résultant d'une fusion ; il vériﬁe aussi si son propre voisin de droite a
besoin d'être restauré, et le restaure par le même mécanisme le cas échéant.
Notre automate ainsi modiﬁé eﬀectue bien la reconnaissance forte du langage
reconnu par l'automate Aborne. En eﬀet, lorsque les intervalles sont maximaux,
ils détectent tous simultanément que leur voisin de gauche a le même contenu
qu'eux (de fait, ils sont eux-même leur propre voisin de gauche, dans un cer-
tain sens), puis ils eﬀacent simultanément leur contenu pour le remplacer par
l'état acc ou rej. Puisque ces deux états sont quiescents, la fonction globale de
transition a bien atteint un point ﬁxe.
3.3.4 Calcul de fonctions
Supposons que nous disposons d'un automate Aborne qui calcule une fonction
cyclique f . Il suﬃt d'une légère modiﬁcation au mécanisme qui nous a permis
d'obtenir la reconnaissance forte d'un langage pour obtenir un automate cel-
lulaire cyclique qui calcule la fonction f . En eﬀet, au lieu d'ajouter l'ensemble
{acc, rej} à Q′, il suﬃt de lui ajouter Γ, l'alphabet de sortie de la fonction f . Au
lieu de remplacer leurs états par acc ou rej, les intervalles écrivent le résultat de
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Figure 3.14  Une intuition du mécanisme de copie de contenu.
l'application de la fonction f sur leur contenu (ils ont la place de le faire, puisque
|f(u)| = |u|). Toutes choses égales par ailleurs, l'automate ainsi modiﬁé calcule
f , qui est donc par conséquent cycle-calculable. Les bornes polynomiales que
nous avions établies sont toujours valables, par conséquent les deux théorèmes
portant sur les classes de complexité de fonctions sont prouvés.
Problème de la densité : Remémorons nous le problème de la densité, ou
 Density Classiﬁcation Problem  tel que déﬁni dans l'article de Land [27] et
notamment étudié dans des articles de Fatès [18] et Fúks [19]. Ce problème
consiste à concevoir un automate cellulaire cyclique sur l'alphabet {0, 1} qui
converge sur la conﬁguration uniformément composée de 0 (resp. de 1) si sa
conﬁguration initiale contient plus de 0 que de 1 (resp. plus de 1 que de 0). Bien
que la résolution de ce problème ait été prouvée impossible dans le cadre originel
des automates cellulaires déterministes à deux états [27], plusieurs solutions
ont été étudiées en s'autorisant certains relâchements (versions asynchrones,
automates probabilistes, etc...).
Nous nous apercevons que la fonction qui associe à une conﬁguration pé-
riodique donnée la conﬁguration uniformément composée de 0 ou de 1 selon
sa densité est une fonction cyclique. Par conséquent, la construction que nous
présentons dans ce chapitre permet de résoudre le problème de la densité en s'au-
torisant un relâchement qui n'avait pas encore été étudié à notre connaissance :
l'augmentation du nombre d'états, tout en conservant un automate cellulaire
déterministe.
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3.3. Preuve des résultats d'équivalence
Il faut toutefois noter que la résolution du problème de la densité que nous
proposons présente l'inconvénient d'utiliser un alphabet de sortie diﬀérent de
l'alphabet d'entrée, ce qui est un relâchement supplémentaire par rapport au
problème initial. Dans ce cas précis, il est possible de légèrement modiﬁer l'al-
gorithme pour obtenir une sortie écrite dans le même alphabet que l'entrée, sans
craindre que le calcul ne reprenne depuis le début : l'intuition serait d'écrire les
symboles # servant à délimiter les intervalles seulement lorsqu'un motif 01 ou
10 est rencontré sur la conﬁguration initiale.
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dimension 2 : motifs primitifs
et élection de leader
Dans le chapitre précédent, nous avons présenté un algorithme qui calcule
en temps polynomial la période minimale d'une conﬁguration périodique, en
dimension 1. Nous en avons ensuite déduit l'égalité (au temps polynomial près)
des classes de complexité des automates cellulaires dans le modèle périodique
et dans le modèle standard, pour les langages cycliques.
Dans ce chapitre, nous cherchons à étendre ces résultats à la dimension 2.
Nous nous intéressons donc à des automates cellulaires de dimension 2 agissant
sur des conﬁgurations bi-périodiques, autrement dit des automates toriques,
qui peuvent être vus comme des automates cellulaires dont la structure sous-
jacente est un tore. L'entrée d'un tel automate est une image torique : une image
périodique déﬁnie à shift près sur ses 2 dimensions.
Il n'est pas surprenant de constater que la situation des problèmes posés est
plus complexe en dimension 2 qu'en dimension 1. La diﬃculté réside dans la
déﬁnition en dimension 2 d'un analogue à la notion de motif primitif d'un mot :
en général, un tel motif primitif rectangulaire pave l'image bi-périodique avec
un décalage, contrairement à un motif primitif.
Nous établissons d'abord que toute image bi-périodique possède plusieurs
racines primitives, potentiellement confondues en une seule. Chacun de ces mo-
tifs est composé d'exactement un représentant de chaque classe d'équivalence
des pixels de l'image, ils possèdent donc tous le même nombre N de pixels. Nous
présentons ensuite un algorithme qui identiﬁe une classe d'équivalence de pixels
de l'image, appelée  leader , en temps polynomial en N . Cet algorithme est
une extension de l'algorithme du chapitre précédent qui calcule la période mini-
male d'un mot périodique ; la notion d'intervalle en dimension 1 est remplacée
par les notions de  patch  et d'arbre de recouvrement d'un patch. Finalement,
nous montrons comment découper l'image en motifs primitifs à partir du réseau
de Z2 constitué des pixels de la classe d'équivalence leader.
N. Bacquey 45
Chapitre 4. Dimension 2
Enﬁn, partant du résultat précédent, nous examinons la question de l'ex-
tension à la dimension 2 des résultats de complexité obtenus en dimension 1,
c'est-à-dire la question de la comparaison des classes de complexité des auto-
mates toriques avec celles des automates cellulaires standards de dimension 2.
Cette comparaison porterait sur des langages constitués d'images qui sont des
motifs primitifs. Malheureusement, nous verrons que de tels langages ne sont
pas formellement déﬁnis, ce qui nous empêche d'établir les résultats d'équiva-
lence que nous souhaiterions. Toutefois, la construction algorithmique que nous
présentons nous permettrait d'établir ces résultats si le problème de la déﬁnition
d'un  langage bidimensionnel primitif  était résolu.
4.1 Racines primitives
Il y avait un lien fort dans le cas de la dimension 1 entre les mots primitifs
et l'élection de leader : élire un leader revient clairement à fragmenter le mot
périodique en motifs primitifs. Nous allons nous intéresser dans cette section
à une extension possible des mots primitifs en dimension 2, nous appellerons
cette extension racine primitive d'une image bi-périodique. Il convient de noter
que cette extension relativement naturelle du concept de mot primitif n'a à
notre connaissance jamais été l'objet d'une étude détaillée. Alors qu'un mot en
dimension 1 pouvait être qualiﬁé de primitif indépendamment du contexte, on
verra ici qu'une racine primitive est nécessairement associée à une image donnée.
4.1.1 Contexte et déﬁnitions
Nous allons introduire quelques déﬁnitions qui nous mèneront à la déﬁnition
formelle d'une racine primitive d'une image bidimensionnelle.
Déﬁnition 4.1 (image, image bi-périodique). Soit Σ un alphabet ﬁni, une
image sur Σ est une fonction P : Z2 → Σ. Une image est dite bi-périodique
s'il existe deux vecteurs non colinéaires (x0, y0), (x1, y1) ∈ Z2 appelés période
de P tels que
∀(x, y) ∈ Z2 : P (x+ x0, y + y0) = P (x+ x1, y + y1) = P (x, y)
Dans le contexte des images, un élément (x, y) ∈ Z2 est appelé un pixel.
Tout au long de cette section, les images que nous considérerons seront bi-
périodiques, sauf si le contraire est explicitement indiqué.
Déﬁnition 4.2 (fonctions shift). Les fonctions shift horizontale σh et shift
verticale σv sont des fonctions déﬁnies sur les images de la façon suivante :
∀(x, y) ∈ Z2 : σh(P )(x, y) = P (x+ 1, y) et σv(P )(x, y) = P (x, y + 1)
La ﬁgure 4.1 illustre les eﬀets des fonctions shift sur une image bi-périodique.
Il est facile de voir que ces fonctions shift sont inversibles, et qu'elles commutent
l'une avec l'autre.
Déﬁnition 4.3 (pixels équivalents). Deux pixels p1 = (x1, y1) et p2 = (x2, y2)
d'une image P sont dits équivalents si la translation qui amène p1 sur p2 laisse



























































































































(b) La nouvelle image σ−1h ◦ σ−1v (P )
Figure 4.1  Illustration de l'eﬀet des fonctions shift sur une image.
On note que cette déﬁnition correspond à une relation d'équivalence. Nous
en déduisons la propriété suivante sur les classes d'équivalence des pixels :
Fait 4.4. Pour toute image bi-périodique P , il existe un nombre ﬁni de classes
d'équivalence de ses pixels. De plus, chaque classe d'équivalence contient un
nombre inﬁni de pixels. Enﬁn, la classe d'équivalence du pixel (0, 0) constitue
















































































































(b) Le réseau associé au pixel (0, 0).
Figure 4.2  Les pixels équivalents et le réseau qu'ils induisent.
Nous voulons maintenant pouvoir considérer des sous-parties ﬁnies rectan-
gulaires de notre conﬁguration bi-périodique. C'est le sens de notre prochaine
déﬁnition.
Déﬁnition 4.5 (motifs rectangulaires). Soit P une image sur Σ, le motif rec-
tangulaire de taille m× n extrait en (x0, y0) est la fonction suivante :
Rx0,y0 : J0,m− 1K× J0, n− 1K → Σ
(x, y) 7→ P (x+ x0, y + y0)
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(b) Le motif rectangulaire de





























































(c) Des racines primitives
de l'image P
Figure 4.3  Motifs rectangulaires d'une image bi-périodique.
Déﬁnition 4.6 (racines primitives). Un motif rectangulaire Rx0,y0 de taille m×
n est une racine primitive de l'image P s'il contient exactement un représentant
de chaque classe d'équivalence de P , c'est à dire si :
∀(x, y) ∈ Z2; ∃!(x′, y′) ∈ J0,m−1K× J0, n−1K tel que (x, y) ∼ (x0 +x′, y0 +y′).
La ﬁgure 4.3 donne un exemple de racines primitives d'une image.
Nous déduisons facilement de la déﬁnition précédente le fait suivant :
Fait 4.7. Toutes les racines primitives d'une image donnée ont la même surface,
qui est le nombre de classes d'équivalence des pixels de cette image.
Remarques : Cette déﬁnition non constructive est un analogue pour la
dimension 2 de la notion de mot primitif dans le cas de la dimension 1. Un
premier résultat non trivial est alors que les racines primitives d'une image
existent.
Théorème 4.8 (B. [4]). Soit P une image bi-périodique, alors P admet des
racines primitives.
Preuve du théorème 4.8. Cette preuve utilise la notion de forme normale de
Hermite d'une matrice carrée, qui est un outil bien étudié d'algèbre linéaire.
Pour résumer, on dit qu'une matrice entière H est sous forme normale de Her-
mite si :
 elle est triangulaire inférieure,
 ses coeﬃcients diagonaux sont positifs,
 dans chaque colonne, les coeﬃcients sous la diagonale sont positifs ou
nuls, et inférieurs au coeﬃcient de la diagonale.
Pour toute matrice entière M , il existe une matrice H sous forme normale
de Hermite telle que H = U × M , où U est une matrice unimodulaire (son
déterminant vaut ±1) à coeﬃcients entiers.
Nous allons aussi utiliser des notions relatives aux réseaux entiers, telles que
la notion de domaine fondamental d'un réseau. Nous n'allons pas prouver dans
cette thèse les propriétés des formes normales de Hermite ou des domaines fon-
damentaux des réseaux, toutefois nous nous permettrons d'utiliser ces propriétés
de manière intuitive dans cette preuve. Davantage d'informations sur la forme
normale de Hermite et les réseaux peuvent être notamment trouvées dans le
cours de Cohen [12].
Considérons le réseau L formé par la classe d'équivalence du pixel (0, 0) (voir















(b) Le même réseau, avec
une base en forme normale
de Hermite
2 1 2 1
0 1 0 1
1 2 1 2
⇒
2 1 2 1
0 1 0 1
1 2 1 2
(c) Transformation du domaine fondamental F
de B′ en un motif rectangulaire R
Figure 4.4  Illustration de la construction d'une racine primitive.
de vecteurs dont la matrice est la forme normale de Hermite de la matrice as-







À cause des propriétés de la transformation de Hermite (en particulier, parce
que la matrice U est unimodulaire), il est clair que la famille de vecteurs
{(α, 0), (β, γ)} est également une base de L (voir ﬁgure 4.4b).
Considérons maintenant F , le domaine fondamental de L associé à la base
B′ (tel que déﬁni dans [12] et représenté en gris dans la ﬁgure 4.4c). Plus pré-
cisément, considérons les pixels à l'intérieur du domaine F . Puisque B′ est une
base de L, il doit nécessairement y avoir exactement un représentant de chaque
classe d'équivalence parmi eux (voir ﬁgure 4.4c).
Finalement, soit R le motif rectangulaire de taille α × γ extrait de P en
position (0, 0) (voir ﬁgure 4.4c). Il apparaît que R contient exactement les mêmes
classes d'équivalence que F , car tout pixel de R est soit un pixel de F , soit la
translation par un vecteur (−α, 0) d'un pixel de F (une telle translation préserve
les classes d'équivalence, puisque (α, 0) est un vecteur de B′).
Nous avons donc montré que le motif rectangulaire R contient exactement
un représentant de chaque classe d'équivalence, ce qui fait donc de R une racine
primitive.
On remarque que la construction d'une racine primitive n'est pas triviale
dans le cas général : la méthode naïve, qui consisterait à prendre un motif
rectangulaire contenant au moins (resp. au plus) un représentant de chaque
classe d'équivalence et à le rétrécir (resp. l'agrandir) jusqu'à ce qu'il contienne
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Figure 4.6  Pavages d'une image bi-périodique par ses racines primitives.
exactement un représentant de chaque classe, ne fonctionne pas dans tous les
cas. Ce fait est illustré par la ﬁgure 4.5, qui donne des exemples de motifs
rectangulaires qui ne sont pas des racines primitives, qui contiennent au moins
(resp. au plus) un représentant de chaque classe d'équivalence, et qui ne peuvent
pas être rétréci (resp. agrandi) en conservant cette propriété.
4.1.2 Caractérisation des racines primitives
Maintenant que nous avons prouvé l'existence des racines primitives dans
toute image bi-périodique, nous allons en proposer une caractérisation exacte.
Pour cela, nous allons utiliser le lemme suivant :
Lemme 4.9. Soit R une racine primitive d'une image bi-périodique P , alors R
pave P par translation.
Une illustration de ce lemme est présentée sur la ﬁgure 4.6. Le lecteur pourra
se convaincre de sa véracité en se rendant compte qu'il est possible de construire
une translation de R autour de chaque pixel de P , car R contient un représen-
tant de chaque classe d'équivalence. De plus, ces translations ne peuvent pas se
superposer, car cela signiﬁerait qu'une classe d'équivalence possède au moins 2
représentants dans R, ce qui est impossible par construction. Ce pavage peut
être obtenu en copiant R en chaque point du réseau L déﬁni précédemment.
Nous pouvons maintenant introduire le théorème suivant, qui nous donne









Figure 4.7  Les vecteurs de répétition associés à une racine primitive donnée.
Théorème 4.10 (B. [4]). Soit P une image bi-périodique, et soit S ⊂ N2 l'en-
semble de toutes les tailles possibles des racines primitives de P (formellement,
S = {(m,n); ∃Rx,y une racine primitive de P de taille m× n}), alors :
 les racines primitives d'une image peuvent avoir au maximum deux tailles
diﬀérentes : ‖S‖ ≤ 2 ;
 une racine primitive peut être extraite de n'importe quel point de P ,
pourvu qu'elle soit de dimension appropriée : ∀(m,n) ∈ S; ∀(x, y) ∈ Z2,
si Rx,y est le motif rectangulaire de taille m × n extrait de P en (x, y),
alors Rx,y est une racine primitive de P .
Preuve du théorème 4.10. Nous allons prouver le premier point du théorème
4.10 en associant une matrice sous forme normale de Hermite à chaque racine
primitive d'une image P , et en considérant les implications qui en découlent.
Soit Rx0,y0 une racine primitive de P de taille m× n. Grâce au lemme 4.9,
nous savons qu'il existe un pavage de P par R. Considérons maintenant deux
vecteurs de répétition particuliers de ce pavage, qui sont illustrés sur la ﬁgure 4.7
et qui sont déﬁnis comme suit :
 V1 = (m,−y1) où y1 est le plus petit entier positif tel que
(x0, y0) ∼ (x0 +m, y0 − y1).
 V2 = (x2, n) où x2 est le plus petit entier positif tel que
(x0, y0) ∼ (x0 + x2, y0 + n).
De manière intuitive, V1 et V2 sont les plus petits (en un certain sens) vec-
teurs permettant de reconstruire le pavage de l'image par R.
Puisque R pave l'image, il est clair que 0 ≤ y1 < n et 0 ≤ x2 < m. Nous
allons maintenant prouver qu'au moins une de ces aﬃrmations est vraie : y1 = 0
ou x2 = 0.
En eﬀet, si y1 6= 0 et x2 6= 0, cela signiﬁerait qu'il existe un  trou  rec-
tangulaire de taille x2 × y1 dans le pavage (voir ﬁgure 4.8). Puisque x2 < m et
y1 < n, cela signiﬁe qu'il est impossible de remplir ce trou avec une translation
de R. Il y a donc une contradiction avec le fait que R pave l'image. Il est donc
nécessaire que V1 = (m, 0), ou bien que V2 = (0, n).
Notons que les vecteurs V1 et V2 constituent une base du réseau L associé à P
(puisqu'ils sont non-colinéaires). À un ré-ordonnancement près des dimensions,
nous pouvons supposer sans perdre de généralité que V1 = (m, 0) et V2 = (x2, n).






Il s'agit de la matrice d'une base de L, et nous pouvons remarquer qu'elle
est sous forme normale de Hermite (puisque 0 ≤ x2 < m). Cela signiﬁe que tout
couple (m,n) éligible pour être la dimension d'une racine primitive de P doit être
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x2
y1
Figure 4.8  Une illustration de ce à quoi ressemblerait le pavage si y1 6= 0 et
x2 6= 0.
le couple de coeﬃcients diagonaux d'une matrice sous forme normale de Hermite
d'une base de L (à un ré-ordonnancement près sur les dimensions). Or on sait
qu'une telle matrice est unique [12], et qu'il existe deux ré-ordonnancements
de deux dimensions (de manière générale, il existe d! ré-ordonnancements de d
dimensions, et 2! = 2). Par conséquent, cela signiﬁe que le couple (m,n) ne peut
prendre que deux valeurs diﬀérentes au maximum, ce qui nous donne le premier
point du théorème.
Pour prouver le second point, nous allons simplement montrer que si Rx0,y0
est une racine primitive de taille m× n, alors les motifs rectangulaires R′x0+1,y0
et R′′x0,y0+1 de même taille le sont aussi. Le second point sera alors prouvé par
récurrence.
Considérons donc Rx0,y0 une racine primitive de P de taille m × n. Soient
également V1 et V2 les vecteurs que nous avons déﬁni précédemment. Supposons
sans perdre de généralité que V1 = (m, 0) et V2 = (x2, n).
La ﬁgure 4.9 montre que R′x0+1,y0 et R
′′
x0,y0+1 contiennent les mêmes classes
d'équivalence que Rx0,y0 . En eﬀet, dans chacun des cas, il existe une bijection
qui préserve les classes d'équivalence entre les pixels du motif original et ceux
des motifs translatés. Cette bijection consiste en une translation par un vecteur
qui conserve la classe d'équivalence des pixels.
Dans le cas de R′x0+1,y0 , les vecteurs sont soit V1, soit (0, 0) (voir ﬁgure 4.9b).
Dans le cas de R′′x0,y0+1, les vecteurs sont V2, V2−V1 ou (0, 0) (voir ﬁgure 4.9c).
Puisque R′x0+1,y0 and R
′′
x0,y0+1 contiennent exactement les mêmes classes d'équi-
valence que Rx0,y0 et sont également des motifs rectangulaires, il s'ensuit qu'ils
sont aussi des racines primitives de P .
Remarquons que la borne supérieure énoncée dans le théorème 4.10 est at-
teinte. En eﬀet, il existe des images pour lesquelles les racines primitives peuvent
avoir deux tailles diﬀérentes (en fait, la plupart d'entre elles). Un exemple d'une
telle image est donné dans la ﬁgure 4.3c. Toutefois, il existe également des
images pour lesquelles les racines primitives n'ont qu'une seule taille possible.
Nous reviendrons sur ces racines doubles un peu plus tard.
Le second point du théorème 4.10 nous permet d'énumérer toutes les racines




(a) La racine primitive
originale et ses vecteurs
de translation V1 et V2.
(b) Le nouveau motif
R′x0+1,y0
(c) Le nouveau motif
R′′x0,y0+1
Figure 4.9  La translation d'une racine primitive préserve ses classes d'équi-





















































































Figure 4.10  L'intégralité des racines primitives de l'image donnée en exemple.
4.1.3 Discussion sur l'ensemble des racines primitives
Nous allons nous intéresser dans cette section à certaines propriétés signiﬁ-
catives de la fonction F qui associe à une image bi-périodique P l'ensemble de
ses racines primitives.
 Calculabilité  de la fonction F
Le premier résultat, probablement le plus intéressant, est que la fonction F
est  calculable . Même si elle s'applique à un objet inﬁni (plus précisément,
à un objet inﬁni à support ﬁni, dont la taille est inconnue a priori). Les conﬁ-
gurations périodiques des automates cellulaires sont de tels objets, et c'est bien
entendu à l'aide de ce modèle que nous établirons la calculabilité de F dans la
section 2 de ce chapitre, grâce à un algorithme d'élection de leader.
Injectivité dans le cas général
Il est possible de remarquer que deux images étant la translation l'une de
l'autre ont exactement le même ensemble de racines primitives, par conséquent
F n'est clairement pas injective. Nous pouvons en revanche nous intéresser à ce
qui se produirait si on déﬁnissait nos images à translation près, ce qui consti-
tuerait un relâchement raisonnable de notre déﬁnition.
Il se trouve que, même dans ce cas de ﬁgure, la fonction F reste non-injective.
Un contre exemple permettant de prouver ce point est donné par la ﬁgure 4.11,
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0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2
1 2 1 2 1 2 1 0 2
0 1 0 2
1 2 1 2 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2
1 2 1 0 2 0 1 0 2 0 1 0 2
0 1 0 2 0 1 0 2 0 1 0 2





1 0 2 0
Figure 4.11  La fonction qui extrait les racines primitives n'est pas injective :
les deux images ont le même ensemble de racines primitives, qui sont toutes des
décalages de celles présentées sur la ﬁgure.
qui présente deux images bi-périodiques diﬀérentes par translation, qui ont le
même ensemble de racines primitives. Nous en déduisons que la simple connais-
sance de l'ensemble des racines primitives d'une image est insuﬃsante pour
reconstituer cette image. Il est également nécessaire de connaître les vecteurs de
répétition associés à un pavage de l'image par ces racines.
À ce point, un lecteur attentif aura peut être remarqué que les deux images
présentées sur la ﬁgure 4.11 sont des rotations l'une de l'autre, et que l'ensemble
de leurs racines primitives est invariant par rotation. Ce lecteur aura pu se
demander si l'injectivité de la fonction F est vraie si les images sont déﬁnies à
rotation et à translation près. Malheureusement ce n'est pas le cas, il existe des
contre-exemples plus complexes qui ne sont pas invariants par rotation.
Le cas particulier d'une racine double
Considérons ce qui se produit lorsque qu'il n'y a qu'une seule dimension
possible pour les racines primitives d'une image, c'est à dire lorsque la forme
normale de Hermite de la matrice associée à P est diagonale au lieu de simple-
ment triangulaire. Un exemple d'un tel cas est présenté dans la ﬁgure 4.12, les
racines primitives de P sont alors dites doubles.
Si Rx0,y0 est une racine double de taille m × n d'une image P , cela signiﬁe
que les vecteurs de translation associés à Rx0,y0 sont horizontaux et verticaux
(V1 = (m, 0) et V2 = (0, n)). Dans ce cas, P peut aisément être reconstruite en
translatant simplement Rx0,y0 selon V1 et V2. Ceci implique que F est bijective




































































Figure 4.12  Lorsqu'il n'existe qu'une seule dimension pour les racines primi-
tives d'une image, la fonction inverse existe et est triviale.
Propriétés intrinsèques des racines primitives
Il peut être intéressant d'étudier les relations entre les racines primitives que
nous venons de déﬁnir et les mots primitifs de dimension 1 (voir par exemple
[41]). En particulier, si P est une image bi-périodique sur Σ et R = Rx0,y0 est
une racine de P de taille m × n, alors R peut être considérée comme un mot
unidimensionnel horizontal sur l'alphabet Σn, ou comme un mot unidimension-
nel vertical sur l'alphabet Σm (tel que suggéré sur la ﬁgure 4.13). Il apparaît
qu'au moins un de ces mots unidimensionnels est un mot primitif, tel que déﬁni
au chapitre précédent. La preuve de ce point est simple, et réside une fois de
plus sur le fait qu'un des vecteurs V1 ou V2 a une composante nulle.
En revanche, nous ne savons pas à l'heure actuelle si cette propriété a une
réciproque : Étant donnée un motif rectangulaire primitif selon l'une de ses
dimensions, la question de savoir s'il existe une image bi-périodique telle que le
motif est une racine primitive de cette image est ouverte.
wh = (0, 0)(1, 1)

















































































Figure 4.13  Une racine primitive peut être vue comme un mot unidimension-
nel vertical wv sur l'alphabet des tuples horizontaux de Σ, ou comme un mot
horizontal wh sur l'alphabet des tuples verticaux de Σ.
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4.2 Algorithme d'élection de leader
Maintenant que nous avons formellement déﬁni les motifs primitifs d'une
image bi-périodique, nous allons présenter un algorithme sur automate cellulaire
qui va déterminer l'ensemble de ces motifs, par le biais d'une élection de leader.
Cet algorithme répond notamment à la question de la calculabilité de l'ensemble
des motifs d'une image donnée, que nous nous sommes posée dans la section
précédente.
Nous allons travailler dans cette section avec des automates cellulaires to-
riques, tels que déﬁnis dans le chapitre 2. Nous rappelons que les automates
cellulaires toriques ont Z2 pour réseau sous-jacent, et qu'ils travaillent sur des
conﬁgurations bi-périodiques.
4.2.1 Élection de leader sur les automates cellulaires to-
riques
La problématique de l'élection de leader sur les automates toriques présente
les mêmes diﬃcultés qu'en dimension 1 : les conﬁgurations sur lesquelles agissent
ces automates sont bi-périodiques. Nous pouvons établir entre les cellules de
nos conﬁgurations une relation d'équivalence déﬁnie de la même manière que la
relation d'équivalence entre les pixels des images bi-périodiques présentée dans
la première section de ce chapitre.
La propriété d'uniformité de la règle de transition des automates cellulaires
nous permet d'établir le fait suivant sur les classes d'équivalence des cellules de
la conﬁguration initiale :
Fait 4.11. À tout instant du calcul d'un automate cellulaire torique, toutes les



















Figure 4.14  Toutes les cellules grisées auront le même comportement durant
le calcul, quel que soit l'algorithme utilisé, étant donné qu'elles appartiennent à
la même classe d'équivalence.
Déﬁnition adaptée de l'élection de leader
Un corollaire des aﬃrmations précédentes est qu'il est impossible d'élire
une unique cellule d'une conﬁguration bi-périodique comme leader (il est même
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d'ailleurs impossible d'élire un ensemble ﬁni de cellules, quel qu'il soit).
Le problème de l'élection de leader sur les conﬁgurations bi-périodiques se
résume en fait à l'élection d'une unique classe d'équivalence. Nous souhaitons
disposer d'un paramètre pour discuter de la complexité en temps des algorithmes
sur les automates cellulaires toriques. C'est le but de la prochaine déﬁnition.
Déﬁnition 4.12 (taille d'une conﬁguration). La taille d'une conﬁguration bi-
périodique C est le nombre de classes d'équivalence des pixels de C. Cette taille
est notée N .
Il nous apparaît que N est le paramètre le plus pertinent lorsqu'on souhaite
discuter de la complexité temporelle des algorithmes sur les automates cellulaires
toriques.
Résultat principal
Dans cette section, nous allons présenter un algorithme qui eﬀectue l'élection
de leader sur les automates cellulaires toriques. Plus précisément, cet algorithme
va agir sur les conﬁgurations bi-périodiques de telle sorte qu'à partir d'un certain
temps T (N) :
 Les états des cellules de la classe d'équivalence élue appartiendront à un
certain sous-ensemble d'états ﬁnaux F ⊆ Q et ne le quitteront plus.
 Les états de toutes les autres cellules resteront dans Q \ F .
Théorème 4.13 (B. [3]). L'algorithme présenté dans cette section résout le
problème de l'élection de leader bi-périodique en un temps T (N) polynomial en
le nombre N de classes d'équivalences de pixels.
Au début de l'algorithme, toutes les cellules seront candidates à l'élection.
Par la suite, l'algorithme va les éliminer au fur et à mesure, jusqu'à ce qu'il ne
reste plus que les cellules d'une seule classe d'équivalence. Notons que de par la
nature de notre modèle de calcul, il est impossible pour une cellule unique de
s'assurer que le calcul est bel et bien terminé. La terminaison du calcul ne peut
être eﬀectivement observée que par un agent extérieur au modèle.
L'idée générale de l'algorithme est de regrouper les cellules en blocs contigus,
que nous appellerons des patchs. De la même manière que les intervalles avaient
chacun leur cellule particulière en dimension 1 (la cellule de gauche), chaque
patch va élire une de ses cellules comme candidate à l'élection de leader. Au fur et
à mesure que ces patchs fusionneront entre eux, l'ensemble de cellules candidates
va diminuer jusqu'à ce qu'il ne forme plus qu'une seule classe d'équivalence.
4.2.2 Objets et outils de base
L'objet principal que nous allons considérer est un patch. Informellement, un
patch est un ensemble ﬁni de cellules adjacentes, dans lequel des calculs seront
eﬀectués. Il s'agit du pendant des intervalles en dimension 2. Plus précisément,
nous cherchons à partitionner toute la conﬁguration en patchs, et à faire en
sorte que le comportement d'un patch autour du calcul dépende uniquement de
son contenu et du contenu de ses voisins directs, à l'instar de ce qui a été fait
en dimension 1.
Plus tard dans la section, nous introduirons des signaux qui voyageront sur la
frontière des patchs. Nous voulons que cette frontière puisse être parcourue par
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un signal dans son intégralité, sans  saut , ce qui semble interdire qu'un patch
ait un trou. Toutefois, notre déﬁnition formelle d'un patch nous permettra, dans
une certaine mesure, de passer outre cette limitation.
Patchs, frontières et contenu
Pour une déﬁnition propre des patchs, nous allons devoir diviser le réseau
de cellules. Chaque cellule du réseau va être divisée en quatre sous-cellules (voir
ﬁgure 4.15). Cette division va entre autres nous servir à considérer les patchs
ayant des trous. Nous déﬁnirons d'abord les patchs comme des courbes fermées
simples, puis comme des ensembles de cellules.
Figure 4.15  Division du réseau de cellules
Déﬁnition 4.14 (patchs en tant que courbes). Un patch est une courbe ﬁnie,
fermée et simple du réseau de cellules divisé, qui obéit à certaines restrictions,
qui seront détaillées ci-après.
Les restrictions portent sur les angles de la courbe, et consistent en un en-
semble d'angles autorisés pour la courbe, qui sont explicités sur la ﬁgure 4.16.
Ces restrictions peuvent être résumées comme suit :
 Chaque angle externe (i.e. un angle de 90° mesuré de l'intérieur de la
courbe) doit se situer entre l'intérieur d'un coin en ligne pleine et l'exté-
rieur d'un coin en ligne pointillée.
 Chaque angle interne (i.e. un angle de 270° mesuré de l'intérieur de la
courbe) doit se situer entre l'extérieur d'un coin en ligne pleine et l'inté-
rieur d'un coin en ligne pointillée.
La ﬁgure 4.17 donne des exemples de courbes simples du réseau divisé. No-
tons que les seules courbes déﬁnissant des patchs sont celles des ﬁgures 4.17a
et 4.17b, car celle de la ﬁgure 4.17c comporte des angles interdits.
L'intuition derrière ces restrictions est que les patchs ne doivent pas contenir
de  demi-cellules , comme c'est le cas sur la ﬁgure 4.17c. On doit clairement
pouvoir dire si une cellule est  à l'intérieur  ou  à l'extérieur  d'un patch.
Déﬁnition 4.15 (frontière). La frontière d'un patch est la projection de sa
courbe sur les arêtes extérieures des cellules du réseau originel (non divisé).
Déﬁnition 4.16 (patchs en tant qu'ensemble de cellules). Le contenu d'un
patch est l'ensemble des cellules à l'intérieur de sa frontière.
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(a) Angles autorisés dans un patch (b) Angles interdits dans un patch
Figure 4.16  Reconnaissance locale des courbes déﬁnissant les patchs (la zone
colorée dénote l'intérieur de la courbe.)
Lorsque l'abus ne prête pas à confusion, le terme de patch pourra désigner
son contenu, ou encore les états initiaux des cellules de ce contenu.
Déﬁnition 4.17 (taille d'un patch). La taille d'un patch est le nombre de
cellules à l'intérieur de sa frontière. Cette taille (aire) est notée a.
Des exemples de patchs, de leur contenu et de leur frontière sont présentés
dans la ﬁgure 4.18. Remarquons que notre déﬁnition nous permet de considérer
des patchs dont le contenu présente un trou, mais dont la frontière peut être
parcourue par un signal sans  saut  (voir ﬁgure 4.18b).
(a) Patch acceptable (b) Patch acceptable (c) Patch interdit
Figure 4.17  Exemples de courbes simples pouvant déﬁnir des patchs.
Patchs propres Nous remarquons que certaines parties de la courbe déﬁnis-
sant un patch peuvent être sans inﬂuence sur son contenu (voir l'exemple de la
ﬁgure 4.19). La déﬁnition suivante nous donne un représentant canonique pour
le contenu d'un patch.
Déﬁnition 4.18 (patch propre). Un patch est dit propre si la courbe qui le
déﬁnit ne contient pas le motif présenté dans la ﬁgure 4.19a. Le patch propre
associé à un patch  brut  est le patch dans lequel toutes les occurrences du
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motif interdit ont été localement supprimées. Remarquons que cette opération
de suppression ne modiﬁe pas le contenu du patch.
Nous aimerions pouvoir identiﬁer une cellule particulière dans les patchs ;
c'est le sens de la déﬁnition suivante.
Déﬁnition 4.19 (cellule principale d'un patch). La cellule principale d'un patch
est la cellule la plus à gauche parmi ses cellules les plus en haut.
(a) Sans trou (b) Avec un trou
Figure 4.18  Exemples de patchs, avec leurs frontières et leurs contenus.
(a) Le motif interdit (b) Un patch non-propre (c) Un patch propre
Figure 4.19  Transformation d'un patch quelconque en patch propre.
Mot de patch
L'algorithme que nous allons présenter va devoir comparer des patchs entre
eux. Un patch étant un objet complexe, nous allons introduire une représentation
canonique que notre modèle pourra manipuler. Un patch va être représenté par
un mot encodant à la fois la forme de sa frontière et son contenu.
Déﬁnition 4.20 (mot de contour). Le mot de contour associé à un patch P est
le mot sur l'alphabet Λ = {↑, ↓,←,→} qui représente la forme de sa frontière
en ordre horaire, en commençant par le coin en haut à gauche de sa cellule
principale.
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Par exemple, le mot de contour du patch présenté dans la ﬁgure 4.20 est
→→→↓↓↓→↓←←←←↑→↑←↑↑
Nous devons maintenant compléter le mot de contour pour prendre en compte
le contenu du patch. Une première solution triviale serait d'énumérer le contenu
de toutes ses cellules en ordre de lecture, en commençant par la cellule princi-
pale. Toutefois, cette solution présente l'inconvénient de ne pas être calculable
localement. À la place, nous nous proposons de construire un arbre couvrant sur
les cellules d'un patch, dont la racine serait la cellule principale.
Nous admettons pour le moment que la construction d'un tel arbre est pos-
sible, une fois que la cellule principale est identiﬁée, et que cet arbre est unique
pour un patch donné (la preuve de ce point sera formulée dans la section 4.2.4).
Les arbres couvrants associés à diﬀérentes formes de patchs sont présentés sur
la ﬁgure 4.21.
Déﬁnition 4.21 (mot de patch). Soit Σ l'alphabet d'entrée de notre automate
cellulaire le mot de patch associé à un patch propre P est le mot wP = wΛwΣ,
où wΛ ∈ Λ∗ est le mot de contour du patch, et wΣ ∈ Σ∗ est le mot représentant
le contenu des cellules du patch, ordonné par l'ordre préﬁxe d'un parcours en
profondeur de l'arbre couvrant associé au patch (pour un ordre donné sur les
directions).
Par exemple, voici le mot de patch correspondant au patch propre présenté
sur la ﬁgure 4.20, dont l'arbre couvrant est celui présenté sur la ﬁgure 4.21a :
wP =→→→↓↓↓→↓←←←←↑→↑←↑↑ 011010011010
Remarquons qu'il existe une bijection entre un patch propre et son mot de





0 0 1 0
Figure 4.20  Un patch propre et son contenu, avec sa cellule principale mise
en évidence.
Voisinages locaux
Nous allons maintenant introduire une partition de la frontière d'un patch
propre en voisinages locaux de la manière suivante :
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Figure 4.21  Des exemples d'arbres couvrants associés à des patchs, et leurs
racines.
Déﬁnition 4.22 (voisinage local, voisin local). Un voisinage local d'un patch
est une composante connexe maximale de la frontière de ce patch pour laquelle le
patch adjacent est unique. Un voisin local est alors déﬁni canoniquement comme
le patch adjacent à un voisinage local.
Nous avons prétendu quelques lignes plus haut que cette déﬁnition corres-
pondait à une partition de la frontière, ce qui implique que tout patch doit être
à tout instant entouré d'autres patchs. Cette condition est vériﬁée durant l'exé-
cution de notre algorithme, car la conﬁguration entière est divisée en patchs.
Nous remarquons sur la ﬁgure 4.22 que le nombre de voisins locaux d'un
patch donné peut être supérieur au nombre de patchs distincts qui lui sont









Figure 4.22  Ce patch a 4 patchs qui lui sont adjacents, mais 8 voisins locaux
correspondant aux 8 voisinages locaux de sa frontière.
4.2.3 Vue d'ensemble de l'algorithme
Tout au long de cet algorithme, la conﬁguration de l'automate cellulaire
va entièrement être partitionnée en patchs, tels que déﬁnis précédemment. Au
lieu de parler directement du comportement individuel des cellules, et pour une
meilleure compréhension de l'algorithme, nous allons tout d'abord considérer
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que les patchs sont munis de méta-états, et nous allons étudier la façon dont ces
méta-états vont évoluer selon un méta-algorithme.
À l'initialisation de l'algorithme, la conﬁguration sera entièrement décom-
posée en patchs de taille 1, c'est à dire que chaque cellule sera seule dans son
propre patch. Notons que cette opération peut être eﬀectuée de manière locale.
Le but de l'algorithme est de fusionner les patchs les uns avec les autres, jusqu'à
ce que la conﬁguration ne soit plus composée que de la répétition périodique
du même grand patch. La ﬁgure 4.23 présente l'évolution d'une conﬁguration
depuis l'initialisation jusqu'à l'état ﬁnal.
Méta-états et méta-algorithme
Chaque patch propre aura un méta-état pour chacun de ses voisins locaux
(ces méta-états seront appelés états de fusion), plus un méta-état spécial (l'état
d'attente). Les états de fusion peuvent être interprétés comme si le patch essayait
de fusionner avec le voisin local associé à l'état, tandis que l'état d'attente signiﬁe
que le patch est en train d'eﬀectuer un calcul de plus bas niveau.
Le comportement d'un patch propre va suivre les règles suivantes :
 Au début de son existence, un patch restera dans l'état d'attente pendant
un temps ﬁni.
 Après que ce temps initial soit écoulé, son état va eﬀectuer un cycle
sur l'ensemble de ses états de fusion, jusqu'à ce que le patch fusionne
eﬀectivement.
Nous désirons qu'une fusion se déclenche lorsque une paire de patchs adja-
cents se trouve simultanément dans un état de fusion correspondant au même
voisinage local (c'est à dire lorsque chacun essaie de fusionner avec l'autre, voir
ﬁgure 4.24). Le processus de fusion eﬀectif et le temps que passeront les patchs


























































Figure 4.23  Une évolution possible pour une conﬁguration bi-périodique au
cours du temps. Les coins grisés représentent les cellules principales des patchs.
Reformulation du résultat principal
Nous allons maintenant expliciter le lien entre les patchs et l'élection de
leader. En préambule, il est clair qu'au cours de l'algorithme, un patch donné
ne peut pas contenir deux représentants d'une même classe d'équivalence. En
eﬀet, deux cellules d'une même classe d'équivalence ont exactement le même
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Figure 4.24  Deux patchs fusionnant selon un voisinage local commun.
comportement durant le calcul ; le fait d'avoir ces deux cellules à diﬀérentes
positions dans un même patch briserait cette symétrie.
Il s'ensuit que la taille maximale que peut atteindre un patch est N , le
nombre de classes d'équivalence de la conﬁguration initiale. De plus, si l'al-
gorithme parvient à construire un patch de taille N par fusions successives,
alors à ce point du temps la conﬁguration doit être entièrement pavée par des
translations de ce patch. Une unique classe d'équivalence peut alors être élue en
sélectionnant la cellule principale de chacun des patchs de ce pavage (ces cellules
appartiennent évidemment à la même classe d'équivalence). Pour correspondre
au formalisme que nous avons utilisé dans le théorème 4.13, nous considérerons
qu'une cellule est dans le sous-ensemble ﬁnal F ∈ Q si elle est actuellement la
cellule principale d'un patch.
Le but de l'algorithme est donc de fusionner des patchs tant qu'il existe deux
patchs adjacents qui sont diﬀérents. En eﬀet, si une telle situation se produit,
cela signiﬁe que les patchs n'ont pas atteint leur taille maximale. En gardant cela
à l'esprit, il suﬃt de prouver le lemme suivant pour prouver le théorème 4.13 :
Lemme 4.23. Si à un instant donné il existe deux patchs adjacents dont les
mots de patch sont diﬀérents, alors au moins l'un d'entre eux doit avoir fusionné
en un temps polynomial en leur taille.
4.2.4 Algorithme détaillé
Préliminaires
Comme nous l'avons annoncé précédemment, chaque cellule de la conﬁgura-
tion va être divisée en quatre sous-cellules dans lesquelles se feront les calculs
eﬀectifs. Nous parlerons de la conﬁguration divisée quand il sera nécessaire de
considérer les quatre sous-cellules de chaque cellule, et de la conﬁguration uniﬁée
dans le cas contraire. L'ensemble des états de l'automate est donc Q = Σ×Q4s,
où Σ est l'alphabet d'entrée de l'automate, et Qs est l'ensemble des états des
sous-cellules. Nous voulons que l'information d'entrée soit accessible à tout ins-
tant dans une cellule, par conséquent la projection de Q sur Σ reste invariante
au cours du temps.
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Si chaque sous-cellule est associée à un coin de la cellule originale, nous
obtenons la division informelle qui a été utilisée pour déﬁnir les patchs.
Pour rendre possible la simulation des méta-états de fusion, chaque patch va
construire et maintenir un signal qui va parcourir sa frontière. Plus précisément,
ce signal va eﬀectuer un cycle en suivant les arêtes de la frontière, en s'arrêtant
parfois plus d'une unité de temps sur une arête. Nous allons maintenant déﬁnir
les points sur lesquels va voyager le signal.
Déﬁnition 4.24 (points d'attente et périmètre d'un patch). Les points d'at-
tente d'un patch sont les intersections de la courbe qui le déﬁnit avec les lignes
de division des cellules (voir ﬁgure 4.25). Le périmètre d'un patch est le nombre
de ses points d'attente. Ce périmètre est noté n.
Remarquons qu'il existe au plus quatre points d'attente dans une unique
cellule ; par conséquent chacun d'entre eux peut être associé à une sous-cellule.
De plus, on peut faire correspondre chaque point d'attente à une unique cellule
voisine de la cellule dans laquelle il se trouve, et par conséquent à un unique
voisinage local du patch. Pour faire le lien avec le méta-algorithme, nous consi-
dérons qu'à un instant donné, un patch est dans le méta-état de fusion associé au
point d'attente sur lequel son signal se trouve. Un patch sera dans le méta-état
d'attente tant qu'il ne contiendra pas encore de signal de fusion.
Puisqu'on utilise le voisinage de Moore sur la conﬁguration uniﬁée, nous
remarquons que le signal peut se déplacer d'un point d'attente à un autre en
une unité de temps.
Figure 4.25  Mise en évidence des points d'attente d'un patch de taille 12 et
de périmètre 18.
Le signal va encoder le mot associé au patch sous la forme de temps d'attente
sur la frontière. Il va se comporter de telle sorte que les signaux de deux patchs
diﬀérents vont ﬁnir par se désynchroniser et se rencontrer, provoquant ainsi une
fusion.
Étape initiale
À l'instant initial de l'algorithme, l'automate va construire des patchs de
taille 1 sur tout la conﬁguration. Le résultat de cette opération, qui peut être
eﬀectuée localement, est visible sur la ﬁgure 4.26. Nous faisons en sorte que les
patchs retiennent leur information d'entrée à tout instant.
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Figure 4.26  Les patchs issus de la conﬁguration initiale. Les lignes de division
des cellules ont été masquées par souci de clarté.
Comportement des patchs au cours du temps
Dans cette section, nous allons considérer le cycle de vie d'un patch, depuis sa
création jusqu'au moment de sa  mort  (en fait, de sa fusion). Nous supposons
que la frontière d'un patch est synchronisée, comme le ferait un algorithme de
ligne de fusiliers (voir le chapitre 2, [5] ou [52]). Cette supposition est vériﬁée au
début du calcul, puisque ce début est en lui-même un événement synchronisant.
nous verrons plus tard comment un patch peut se synchroniser lorsqu'il vient
d'être créé. Nous ne faisons pas la supposition qu'un patch est propre au début
de son existence.
La vie d'un patch va se dérouler en 5 étapes :
 sélection de la cellule principale ;
 réparation du patch en patch propre ;
 construction de l'arbre couvrant ;
 lancement du signal ;
 fusion et synchronisation du nouveau patch.
Sélection de la cellule principale
Considérons un patch nouvellement créé, que nous supposons synchronisé. La
première tâche qui va être accomplie est l'identiﬁcation de la cellule principale,
telle que déﬁnie précédemment. Considérons l'ensemble des sous-cellules qui
forment la courbe fermée servant à déﬁnir le patch. Ces sous-cellules peuvent
être identiﬁées localement, et forment une structure d'anneau dans le plan bi-
dimensionnel. La cellule principale du patch est la cellule contenant la sous-
cellule la plus à gauche parmi celles qui sont le plus en haut (voir ﬁgure 4.27).
Il se trouve que l'élection d'une cellule particulière sur une structure d'anneau
par un automate cellulaire est un sujet bien connu et étudié, et qu'il existe
un article de Nichitiu, Mazoyer et Rémila [39] qui nous fournit un algorithme
qui répond exactement à nos besoins. Nous avons supposé que la frontière de
l'automate était synchronisée, tout ce qu'il nous reste à faire est donc de simuler
l'algorithme présenté dans [39] dans le sous-automate (c'est à dire l'automate
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dont les cellules sont les sous-cellules de notre conﬁguration). Ensuite, il nous
suﬃra de sélectionner comme cellule principale la cellule dont la sous-cellule
en haut à gauche aura été élue par l'algorithme. Il convient de noter que cet
algorithme s'exécute en un temps polynomial en la taille du patch.
Figure 4.27  Mise en évidence de la structure d'anneau de la frontière.
Réparer le patch
Nous voulons maintenant transformer notre patch brut en patch propre. Cette
opération peut être eﬀectuée localement en supprimant toutes les occurrences du
motif interdit dans un patch propre (voir ﬁgure 4.19a). D'un point de vue pra-
tique, un signal va être envoyé depuis la cellule principale le long de la frontière.
Ce signal va remplacer les motifs selon la règle présentée dans la ﬁgure 4.28. On
laisse au lecteur le soin de se convaincre que l'application itérative de cette règle
suﬃt à transformer un patch quelconque en un patch propre qui lui est associé
(voir ﬁgure 4.19).
Notons également que le nombre de motifs interdits à supprimer est au maxi-
mum linéaire en la taille du patch, cette étape s'eﬀectue donc également en temps
polynomial.
(a) Avant (b) Après
Figure 4.28  La transformation locale qui change un patch quelconque en
patch propre. La zone en bleu dénote l'intérieur du patch.
Construction et parcours de l'arbre couvrant
Maintenant que le patch est propre et que la cellule principale est identiﬁée,
nous pouvons construire l'arbre couvrant à partir de la cellule principale par
propagation en suivant une règle simple : si à un instant donné une cellule du
patch a une voisine à l'intérieur de ce patch dans laquelle l'arbre a été construit,
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alors à l'instant suivant une arête de l'arbre va être créée entre la cellule et sa
voisine. Si une cellule a plusieurs voisines remplissant ces conditions, nous en
choisissons une selon un ordre prédéﬁni sur les directions (par exemple, haut >
gauche > bas > droite).
La ﬁgure 4.29 présente la construction d'un arbre couvrant sur un patch
d'exemple. Pour des raisons pratiques, l'arbre est orienté vers la racine.
Nous désirons maintenant parcourir l'arbre et fournir à la cellule principale
les symboles contenus dans les cellules sur demande. Ceci peut être fait de ma-
nière simple en simulant un automate à état ﬁni qui eﬀectuerait un parcours en
profondeur de l'arbre et fournirait un symbole à la racine chaque fois qu'il dé-
couvrirait une nouvelle cellule. Remarquons qu'une telle méthode nous garantit
un intervalle de temps entre la réception de deux symboles consécutifs linéaire
en la taille de l'arbre.
Figure 4.29  Construction d'un arbre couvrant d'un patch à partir de la cellule
principale.
Lancement du signal
Dès que le patch est propre, la cellule principale va envoyer le signal qui déclen-
chera la fusion entre les patchs. Le comportement de ce signal est détaillé dans
cette section.
Considérons l'automate cyclique unidimensionnel dont les cellules sont les
points d'attente d'un patch. Cet automate est appelé l'automate frontière. Sa
taille est le périmètre du patch dans lequel il est simulé, qui est notée n. Le
lecteur se convaincra que l'automate frontière peut être simulé pas-à-pas par
notre automate cellulaire bi-dimensionnel.
Déﬁnition 4.25 (point d'attente principal). Le point d'attente principal d'un
patch est le point d'attente situé en haut de la cellule principale d'un patch.
Par déﬁnition de la cellule principale, il est évident que ce point existe.
Nous voulons que le point d'attente principal  qui est une cellule de l'auto-
mate frontière  ait accès au mot de patch. Ceci peut être accompli en parcou-
rant la frontière du patch et son arbre couvrant, et en envoyant le bon symbole
jusqu'à la cellule principale. Le point d'attente principal va stocker un unique
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symbole à chaque instant, en commençant par le premier symbole du mot de
patch (qui se trouve systématiquement être le symbole →"), et en envoyant
un signal lorsqu'il aura besoin de récupérer le prochain symbole. Nous savons
que le temps pour récupérer un symbole est linéairement borné par la taille
du patch, ce qui signiﬁe qu'il est borné quadratiquement par le périmètre n du
patch. Nous aﬃrmons que ce temps n'introduira pas de délai dans l'algorithme,
nous remarquerons en eﬀet que le délai entre deux requêtes de symbole sera en
O(n3). Dans les sections suivantes, le mot du patch sera noté a = a0a1 . . . al, et
i va dénoter la position du symbole ai contenu dans le point d'attente principal.
Le point d'attente principal va donc envoyer un signal de fusion dans l'auto-
mate frontière. Ce signal va parcourir l'automate en sens anti-horaire à vitesse
maximale ; il transportera parfois un galet, que nous appellerons le galet d'at-
tente (voir ﬁgure 4.30). Lorsque le signal de fusion est créé, le galet d'attente est
positionné sur le point d'attente principal, qui stocke le symbole a0. Le signal
obéit ensuite aux règles suivantes, qui sont illustrées sur la ﬁgure 4.30 :
 Tourner autour de l'automate frontière à vitesse 1 (i.e. eﬀectuer un cycle
sur la frontière) jusqu'à ce qu'on rencontre le galet d'attente (voir ﬁ-
gure 4.30a).
 Lorsque le galet d'attente est rencontré, le déplacer jusqu'au point d'at-
tente suivant, et attendre un certain temps d'attente τn sur ce point (voir
ﬁgure 4.30b).
 Si le galet a été déposé sur le point d'attente principal, eﬀectuer un certain
nombre de cycles supplémentaires après l'attente. Le nombre exact de
cycles dépend de ai. La cellule principale va ensuite récupérer le prochain
symbole (ai+1, ou de nouveau a0 si ai était le dernier symbole du mot),
et le signal reprend son comportement normal (voir ﬁgure 4.30c).
La ﬁgure 4.32 résume le comportement du signal et du galet sur un automate
frontière simple avec n = 4. À tout instant de l'existence du signal de fusion, s'il
rencontre le signal de fusion d'un autre patch (voir ﬁgure 4.31a), alors les deux
signaux sont immédiatement supprimés et une fusion se produit. Ce processus
sera détaillé dans les paragraphes suivants.
Déﬁnition 4.26 (temps d'attente). Le temps d'attente associé au périmètre n
est le temps τn = k.n2 où k = ‖Σ ∪ Λ‖ = ‖Σ‖ + 4 est le nombre de symboles
diﬀérents dans le mot de patch. Rappelons que Λ est l'alphabet des 4 directions
codant la forme du contour du patch.
Déﬁnition 4.27 (cycles supplémentaires). Le nombre de cycles supplémentaires
que doit eﬀectuer le signal sur l'automate de frontière vaut val(ai), où val est
une bijection quelconque de Σ ∪ Λ dans J0; k − 1K.
Rappelons que ces cycles supplémentaires se produisent uniquement lorsque
le galet est déposé sur le point d'attente principal, ce qui introduit un décalage
temporel de n.val(ai) dans le comportement du signal de fusion.
Notons que la fonction τn est constructible en temps quelle que soit la valeur
de n. En d'autres termes, il est possible de  compter  jusqu'à τn (voir chapitre 2
page 12).
Fusion locale et synchronisation
Lorsque deux signaux de fusion se rencontrent sur la frontière commune à deux
patchs, cela signiﬁe que les patchs doivent fusionner, selon la règle globale de
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t0 t0 + 1
. . .
t0 + n− 1
(a) Phase de Déplacement
t0 + n t0 + n+ 1
. . .
t0 + τn + n+ 1




Figure 4.30  Vue d'ensemble du comportement du signal de fusion dans un
patch d'exemple. Le cercle représente le galet d'attente, et le carré représente le
signal.
notre méta-algorithme. Cette fusion peut s'eﬀectuer de manière locale, en sui-
vant le processus illustré sur la ﬁgure 4.31. Il suﬃt de supprimer les portions de
frontière sur lesquelles se trouvent actuellement les signaux, et de  recoller  les
frontières ensemble pour obtenir la frontière d'un nouveau patch, probablement
non propre. Remarquons que la courbe qui résulte de cette opération respecte
toujours les conditions pour déﬁnir un patch.
Une fois que la fusion est eﬀectuée, il est nécessaire d'eﬀacer les deux anciens
arbres couvrants, en envoyant des signaux dans le nouveau patch. Ces signaux
vont aussi eﬀacer l'information des cellules principales des anciens patchs. Il est
important de noter que le processus de fusion s'eﬀectue de façon non concurrente
entre les patchs : étant donné que chaque patch possède un unique signal de
fusion, et que la fusion est déclenchée par la présence en un même point de deux
signaux de fusion, il est impossible qu'un même patch soit impliqué dans deux
fusions simultanément.
(a) Avant (b) Après
Figure 4.31  Une fusion locale se produit lorsque deux signaux de fusion se
rencontrent.
Il faut maintenant synchroniser la frontière du patch issu de la fusion, pour
nous retrouver dans la situation décrite dans la section 4.2.4. Nous allons en-
core une fois considérer la frontière de notre nouveau patch comme un automate
cellulaire unidimensionnel cyclique. Il est facile d'identiﬁer une cellule particu-
lière de cet automate, par exemple l'une des cellules sur lesquelles la fusion s'est
produite. Nous allons ensuite nous servir de cette cellule comme d'un général
pour un algorithme de ligne de fusiliers, dont l'exécution va nous permettre de
resynchroniser la frontière, et ainsi permettre la sélection de la cellule principale
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sur le nouveau patch. Rappelons nous qu'un algorithme de ligne de fusiliers a
été présenté au chapitre 2, page 17. Notons que cet algorithme ou ses variantes
s'exécutent en temps linéaire.
 Terminaison  de l'algorithme
Maintenant que le comportement des patchs a été décrit, il nous faut discuter de
la ﬁn du calcul. Lorsque les patchs sont de taille maximale (c'est à dire N), ils
ne peuvent plus fusionner, de par la déﬁnition même des classes d'équivalence :
on se souviendra en eﬀet que les patchs maximaux ne peuvent pas fusionner.
À la ﬁn de l'algorithme la conﬁguration sera donc entièrement décomposée en
patchs identiques (de taille maximale) dans chacun desquels le même signal de
fusion continuera sans ﬁn sa course, de façon cyclique.
4.2.5 Preuve de l'algorithme
Dans cette section nous démontrerons que notre construction satisfait le
lemme 4.23, c'est à dire que s'il existe à un instant donné deux patchs adjacents
dont les mots de patch sont diﬀérents, alors au moins un d'entre eux doit avoir
fusionné dans un laps de temps polynomial.
Nous supposons qu'il existe deux patchs P1 et P2 dont les mots de patch
sont diﬀérents, et nous allons montrer que si aucun d'entre eux n'a fusionné
avec un troisième patch (auquel cas notre propriété serait vériﬁée), alors ils vont
fusionner ensemble en temps polynomial. Nous noterons n1 et n2 les périmètres
et i et j la position du symbole sur les mots de patch de P1 et P2 respectivement.
Nous allons étudier deux cas disjoints : le cas où les périmètres des patchs sont
diﬀérents, puis le cas où ces périmètres sont égaux.
Preuve du théorème 4.13. Cas 1 : périmètres diﬀérents
Supposons en premier lieu que n1 6= n2. Sans perte de généralité, il est
possible d'aﬃrmer que n1 < n2, ou encore n2 ≥ n1 +1. Considérons maintenant
un instant où le galet d'attente de P2 est lâché sur un point de la frontière
commune avec P1. Le signal de fusion de P2 va attendre le temps τn2 = k.n2
2
sur ce point d'attente. Nous avons donc :
τn2 = k.n2
2
τn2 ≥ k.(n1 + 1)2
τn2 > k.n1
2 + 2k.n1
Considérons maintenant le temps maximal noté τabs pendant lequel le signal
de fusion de P1 peut être absent du point correspondant sur P1. Étant donné
que le signal de fusion eﬀectue au moins un tour complet de la frontière entre
deux attentes, ce temps τabs est la somme du temps d'attente de P1, soit τn1 ,
et du temps pour le signal de faire un tour complet autour de P1, qui se trouve
être n1 − 1. Nous avons donc :
τabs = τn1 + n1 − 1
τabs = k.n
2
1 + n1 − 1
Il est clair que τn2 > τabs, ce qui signiﬁe que le signal de fusion de P1 va
rencontrer celui de P2 pendant le temps d'attente de ce dernier. Par conséquent,
une fusion va se produire entre P1 et P2.
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Figure 4.32  Évolution au cours du temps de la position du signal de fusion
(ligne ﬁne) et du galet d'attente (ligne épaisse).
72 N. Bacquey
4.2. Algorithme d'élection de leader
Notes concernant la ﬁgure 4.32
 Pour ce patch, n = 4. Nous supposons que C3 est le point d'at-
tente principal et que val(ai) = 3 pour l'instant considéré.
 La somme des intervalles de temps non annotés est n, ce qui
correspond aux n déplacements du galet jusqu'à sa prochaine
position, chacun étant de taille 1.
 L'automate frontière est dans la même conﬁguration aux deux
temps encerclés, à la seule diﬀérence que le symbole ai stocké
dans le point d'attente principal a pris sa valeur suivante.
Cas 2 : périmètres égaux
Considérons maintenant le cas n1 = n2 = n. Nommons S1, S2, a et b les
signaux de fusion et les mots de patch de P1 et P2 respectivement. Puisque P1
et P2 sont diﬀérents, cela signiﬁe que a et b le sont aussi. Nous allons mainte-
nant observer les allées et venues de signaux en un unique point de la frontière
commune entre P1 et P2.
Considérons le comportement de S1 sur ce point d'attente : il y passe fré-
quemment, et s'y arrête parfois pour un temps τn. Appelons (tk)k≥0 la suite des
instants pour lesquels S1 s'arrête sur le point d'attente pendant un temps τn.
Par construction de l'algorithme, il y a exactement un instant entre chaque tk
et tk+1 pour lequel S1 attend sur le point d'attente principal de P1 et eﬀectue
val(ai) cycles supplémentaires autour de la frontière, pour un certain ai. Le
même raisonnement vaut pour S2, qui attendra sur le point d'attente principal
de P2 et eﬀectuera val(bj) cycles supplémentaires une unique fois entre chaque
tk et tk+1. Il est donc possible d'associer un couple de symboles (aik , bjk) à
chaque tk.
Nous savons que a 6= b, et par construction a ne peut pas être obtenu par per-
mutation circulaire de b (car l'alphabet de contour est distinct de l'alphabet de
contenu). Par conséquent, il existe un k0 pour lequel nous avons aik0 6= bjk0 . In-
troduisons quelques moments particuliers, qui sont explicités sur la ﬁgure 4.33 :
Notations 4.28 (instants particuliers : T0, δ).
 T0 est le dernier instant où le signal S2 était présent sur le point d'attente
considéré avant l'instant tk0 associé à k0.
 δ = tk0 − T0.
Notons qu'il y a deux types de  trous  pendant lesquels un signal peut être
absent d'un point particulier de la frontière : les trous de taille n et les trous
de taille τn + n. Nous savons que S1 est présent sur le point d'attente pour une
durée τn, à partir de l'instant T0 + δ. Si S1 rencontre S2, alors P1 et P2 vont
fusionner, et la preuve est terminée. Sinon, cela signiﬁe que cette présence de S1
correspond à un trou de taille τn+n pour S2, puisqu'il est clair que τn > n. Nous
savons donc donc que S2 sera présent au point d'attente au temps T0 + τn + n.
Notons maintenant que le galet d'attente eﬀectue un tour complet autour
de l'automate en temps n.(τn + n + 1) + n.val(ai) sur P1, et n.(τn + n + 1) +
n.val(bj) sur P2. nous allons introduire quelques instants supplémentaires, pour
la compréhension desquels le lecteur est fortement encouragé à se référer à la
ﬁgure 4.33 :
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Notations 4.29 (instants particuliers : T1, T2, δ′).
 T1 = T0 + δ+n.(τn +n) +n.val(ai) +n est le prochain temps pour lequel
S1 va attendre pendant τn sur le point d'attente. Remarquons que notre
formalisme précédent nous donne également T1 = tk0+1.
 T2 = T0 +n.(τn+n)+n.val(bj)+n est un temps pour lequel on est assuré
que S2 sera de retour sur le point d'attente, à cause du comportement
quasi-périodique de notre signal (voir aussi la ﬁgure 4.32). Nous savons
aussi que S2 sera présent sur le point d'attente au temps T2 + τn + n.
 δ′ = T1 − T2 est la diﬀérence entre ces deux temps.
Nous allons maintenant prouver que si S1 et S2 ne se sont pas rencontrés
avant, alors il vont se rencontrer soit à l'instant T2, soit à l'instant T2 + τn + n.
Nous savons par déﬁnition que 0 < δ < τn +n. De plus, il est nécessaire que
δ < n : le cas contraire indiquerait que S1 est de retour sur le point d'attente
avant que S2 ne parte. Finalement, nous avons donc 0 < δ < n. Il est également
clair que δ′ = δ + n.(val(ai) − val(bj)). Posons ∆ = val(ai) − val(bj). Par
construction, nous avons ∆ ∈ J−k+ 1,−1K∪ J1, k− 1K, car ai 6= bj . Considérons
maintenant deux sous-cas : soit ∆ < 0, soit ∆ > 0.
Cas 1 : ∆ < 0
Supposons dans un premier temps que ∆ ∈ J−k + 1,−1K. L'inégalité 0 < δ < n
nous permet d'aﬃrmer :
δ + n.(1− k) ≤ δ′ ≤ δ − n
n.(1− k) < δ′ < 0
Cet intervalle de valeurs pour δ′ nous assure que les deux signaux vont se
rencontrer à l'instant T2.
Cas 2 : ∆ > 0
Supposons maintenant que ∆ ∈ J1, k − 1K. L'inégalité 0 < δ < n nous permet
d'aﬃrmer :
δ + n ≤ δ′ ≤ δ + n.(k − 1)
n < δ′ < k.n
Cet intervalle de valeurs pour δ′ nous assure que les deux signaux vont se
rencontrer à l'instant T2 + τn + n (ce qui se produit sur la ﬁgure 4.33).
4.2.6 Analyse temporelle
Souvenons nous que N est le nombre de classes d'équivalence de la conﬁgu-
ration initiale, et qu'il s'agit d'une borne supérieure pour la taille de tout patch
durant les calculs. Étant donné que le périmètre n d'un patch est dans le pire
des cas linéaire en sa taille nous savons donc que pour tout patch n ∈ O(N).
Le point clé de la section précédente était de montrer que si deux patchs
diﬀérents sont adjacents, alors au moins l'un d'entre eux doit fusionner avant
un certain temps. Nous savons que cette fusion doit se produire avant que les
deux patchs n'aient eﬀectué un cycle complet sur leur mot de patch respectif.
Souvenons nous que le point d'attente principal change le symbole qu'il contient
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Figure 4.33  Le diagramme de présence des signaux de fusion sur un point
d'attente commun à P1 et P2. La ligne pleine indique que le signal est présent,
le ligne pointillée indique qu'il est absent. Remarquons que le diagramme de
présence de S1 représente exactement la présence du signal sur le cellule C2
de la ﬁgure 4.32. Similairement, le diagramme de S2 pourrait être celui d'une
cellule voisine, pour laquelle la valeur du symbole stocké dans le point d'attente
principal serait val(bj) = 2.
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tous les O(n3) unités de temps. Étant donné que la taille du mot de patch est
en O(N), nous sommes assurés qu'au moins un des deux patchs considérés va
fusionner en temps O(N×n3) = O(N4). Remarquons par ailleurs que le coût des
opérations nécessaires à la fusion propre des patchs est bien inférieur à O(N4).
Finalement, étant donné qu'il existe N patchs distinguables au début des
calculs (un par classe d'équivalence de cellules), et qu'au moins deux d'entre
eux fusionnent tous les O(N4) unités de temps, nous sommes assurés d'élire une
unique classe d'équivalence de cellules en temps O(N5).
Cette analyse est extrêmement grossière, elle ne prend pas en compte la
nature parallèle du modèle de calcul, et ne considère que deux patchs à un
instant donné. Nous sommes convaincus qu'une analyse plus précise établirait
un temps O(N4).
4.2.7 Remarques ﬁnales sur l'algorithme
Le lecteur attentif aura remarqué que le calcul ne se termine pas dans les
faits, il boucle simplement sur un ensemble ﬁni de conﬁgurations. Pour parler
informellement, cette terminaison est similaire à la reconnaissance faible dont
nous avons parlé pour les automates de dimension 1. Une version plus forte
serait de faire en sorte que la conﬁguration atteigne un point ﬁxe, plutôt qu'un
cycle limite. Quelques modiﬁcations mineures permettraient à notre algorithme
d'atteindre cette propriété. En eﬀet, si un patch a attendu un temps O(n4) en se
rendant compte que ses voisins n'ont pas fusionné, il est capable de déterminer
que ses voisins sont des copies de lui-même, et peut geler ses calculs. Il les
reprendra éventuellement plus tard, à l'occasion de la fusion de l'un de ses
voisins. Si tous les patchs ont déterminé de cette manière que leurs voisins leur
sont identiques et se sont gelés, alors la conﬁguration atteint un point ﬁxe.
Lien avec les motifs primitifs
Remarquons que notre algorithme n'eﬀectue pas simplement une élection
de leader, il calcule un polyomino qui pave la conﬁguration par translation (ce
polyomino est le patch terminal). Nous savons, grâce à [7], que ce polyomino
est de forme pseudo-hexagonale. En fait, il s'agit même d'un pseudo-rectangle :
nos patchs terminaux peuvent être déformés pour les transformer en rectangles
(voir ﬁgure 4.34).
Pour ce faire, il suﬃt de considérer des rectangles contenant uniquement
les cellules principales des patchs (ﬁgure 4.34b), de les étendre à droite jusqu'à
rencontrer une autre cellule principale (ﬁgure 4.34c), puis de les étendre en bas
jusqu'à ce qu'à rencontrer une troisième cellule principale (ﬁgure 4.34d). Chaque
rectangle ainsi créé contient exactement un représentant de chaque classe d'équi-
valence.
Il se trouve que cette méthode de transformation des patchs terminaux en
rectangles nous permet d'obtenir les motifs primitifs de la conﬁguration initiale
(illustrés ici par la ﬁgure 4.34d). Plus exactement, nous obtenons l'une des deux
formes possibles pour les motifs primitifs. Si nous désirions obtenir la seconde
forme, il faudrait d'abord étendre les rectangles vers le bas, puis à droite. Le
lecteur se rappellera que le nombre de formes possibles pour les motifs primitifs
est le nombre d'ordonnancements des deux dimensions de l'image ; il retrouvera
ici cette propriété.
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(d) ...puis en bas.
Figure 4.34  Transformation des patchs en motifs primitifs.
Vers la reconnaissance de langages
Notre algorithme peut faire davantage qu'une élection de classe d'équivalence
(ou qu'une construction de motifs primitifs). En eﬀet, une fois la conﬁguration
découpée en motifs primitifs, il est possible de simuler dans ces motifs les calculs
de n'importe quel automate à entrée bornée agissant sur ces motifs primitifs,
de la même manière que le calcul d'automates cellulaires à entrée bornée a été
simulé dans les intervalles en dimension 1.
Cette simulation d'automates à entrée bornée nous amène à la reconnais-
sance de langages bi-dimensionnels. Toutefois, il n'est pas possible de recon-
naître n'importe quel langage. De la même manière que notre algorithme en
dimension 1 ne permettait la reconnaissance que des langages cycliques, notre
algorithme en dimension 2 n'autorise que la reconnaissance de langages de ra-
cines primitives. Cette notion est délicate : étant donné qu'on ne sait pas décider
si une image ﬁnie peut être la racine primitive d'une conﬁguration donnée, il est
diﬃcile de savoir à quel point cette restriction est contraignante.
Toutefois, il existe des problèmes non triviaux que notre algorithme peut
résoudre : par exemple, une version bi-dimensionnelle du problème de clas-
siﬁcation de densité [27], en d'autres termes, déterminer si une conﬁguration
périodique sur un alphabet {0, 1} contient plus de 0 que de 1. Il est aussi pos-
sible de résoudre des problèmes portant sur le nombre de classes d'équivalence
d'une conﬁguration donnée, par exemple savoir si elle contient plus de classes
d'équivalence que la taille de l'alphabet qu'elle utilise.
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Chapitre 5
Élection de leader et motifs
primitifs en dimension
quelconque
Dans quelle mesure les résultats présentés aux chapitres précédents pour les
conﬁgurations périodiques de dimension 1 ou 2 peuvent-ils se généraliser aux
dimensions supérieures ? Cette question naturelle est l'objet de ce chapitre.
Tout d'abord, nous constaterons que la notion de racine primitive (ou mo-
tif primitif), vue au Chapitre 4, capable de paver une conﬁguration périodique
par translation uniforme, s'adapte à toute dimension d et nous donnerons une
version aﬀaiblie de la caractérisation de leurs dimensions possibles : les racines
primitives d'une conﬁguration d-périodique donnée peuvent avoir jusqu'à d! di-
mensions distinctes n1 × . . .× nd.
Le résultat principal du chapitre est une généralisation des algorithmes vus
en dimensions 1 et 2 à toute dimension d : nous décrivons un automate cellulaire
qui, pour toute conﬁguration d-périodique, réalise l'élection d'un leader (classe
d'équivalence de cellules) et en tire une partition de la conﬁguration initiale par
les translatés d'un certain motif primitif.
L'algorithme que nous présentons ici est, d'une certaine façon, une version
simpliﬁée/épurée de l'algorithme étudié au chapitre précédent pour la dimen-
sion 2. Cet algorithme utilisait la notion d'  arbre de recouvrement  d'un
patch. En dimension d, il s'agit de remplacer la notion d'intervalle en dimension
1 (cf. chapitre 3) et celle de patch en dimension 2 (chapitre 4) par une notion
simple d'arbre, appelé d-arbre.
Cette  simpliﬁcation  de l'algorithme nous permet de le généraliser à
toutes les dimensions de manière uniforme. Par contre, nous verrons que cette
simplicité se paie par une complexité en temps plus élevée même si ce temps
reste polynomial en la taille d'un motif primitif.
5.1 Motifs primitifs
L'intégralité des déﬁnitions portant sur les motifs primitifs que nous avons
présentées au chapitre précédent peuvent se généraliser aux images périodiques
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de dimension quelconque. Nous allons les énoncer pour mémoire.
Déﬁnition 5.1 (image d-périodique). Soit Σ un alphabet ﬁni, une image d-
périodique sur Σ est une fonction P : Zd → Σ telle qu'il existe une famille
libre de vecteurs v1, v2, . . . , vd ∈ Zd telle que :
∀x ∈ Zd ∀i ∈ J1; dK : P (x+ vi) = P (x)
Dans le contexte des images d-périodiques, un élément de Zd est appelé voxel.
Déﬁnition 5.2 (fonctions shift). La famille de fonctions shift (σi)i∈J1;dK est
déﬁnie sur les images de la façon suivante :
∀x = (x1, x2, . . . xd) ∈ Zd : σi(P )(x) = P (x1, x2, . . . , xi + 1, . . . , xd)
Déﬁnition 5.3 (voxels équivalents). Deux voxels x, y ∈ Zd d'une image P sont
dits équivalents si la composition des fonctions shift qui amène x sur y laisse
l'image inchangée, c'est à dire si σy1−x11 ◦ σy2−x22 ◦ . . . σyd−xdd (P ) = P . On note
alors x ∼ y.
Cette déﬁnition est encore une fois celle d'une relation d'équivalence. La
remarque suivante est vériﬁée, comme dans le cas de la dimension 2 :
Fait 5.4. Pour toute image d-périodique P , il existe un nombre ﬁni de classes
d'équivalence de ses voxels. De plus, chaque classe d'équivalence contient un
nombre inﬁni de voxels. Enﬁn, la classe d'équivalence du voxel 0 constitue un
réseau entier de dimension d, c'est à dire un sous-groupe de (Zd,+).
Déﬁnition 5.5 (motifs hyper-rectangulaires). Soit P une image d-périodique
sur Σ, le motif hyper-rectangulaire de taille n1 × n2 × . . . nd extrait en x0 ∈ Zd
est la fonction suivante :
Rx0 : J0, n1 − 1K× J0, n2 − 1K× . . .× J0, nd − 1K → Σ
x 7→ P (x+ x0)
Déﬁnition 5.6 (racines primitives). Un motif hyper-rectangulaire Rx0 de taille
n1 × . . .× nd est une racine primitive de l'image P s'il contient exactement un
représentant de chaque classe d'équivalence de P , c'est à dire si :
∀x ∈ Zd; ∃!x′ ∈ J0, n1 − 1K× . . .× J0, nd − 1K tel que x ∼ x0 + x′.
5.1.1 Discussions sur les propriétés des racines primitives
Comme on l'a vu au cours du chapitre précédent, de nombreuses propriétés
des racines primitives en dimension 2 se retrouvent en dimension quelconque.
Nous allons rapidement revenir sur ces propriétés.
Existence des racines primitives
Le théorème 4.8, qui établit que toute image bi-périodique contient des ra-
cines primitives, peut être étendu en dimension quelconque. Son équivalent est
alors :
Théorème 5.7. Soit P une image d-périodique, alors il existe x0 ∈ Zd et
(n1, . . . , nd) ∈ Nd tels que le motif hyper-rectangulaire Rx0 de taille n1× . . .×nd
est une racine primitive de P .
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La preuve de ce théorème ne sera pas détaillée ici : elle utilise les mêmes
étapes et les mêmes arguments que son homologue en dimension 2 (voir sec-
tion 4.1.1) ; c'est à dire les propriétés des réseaux entiers et de la forme normale
de Hermite des bases de ces réseaux entiers (voir [12]).
Caractérisation des racines primitives
Nous ne sommes pas parvenu à caractériser parfaitement les racines pri-
mitives des images d-périodiques de dimension quelconque. En eﬀet, nous ne
pouvons prouver que le théorème suivant, qui est une version aﬀaiblie du théo-
rème 4.10 :
Théorème 5.8. Soit P une image d-périodique, et soit SP ⊂ Nd l'ensemble
de toutes les dimensions possibles des racines primitives de P (formellement,
SP = {(n1, . . . , nd); ∃Rx0 une racine primitive de P de taille n1 × . . . × nd),
alors une racine primitive peut être extraite de n'importe quel point de l'image
P , pourvu qu'elle soit de dimension appropriée : ∀(n1, . . . , nd) ∈ SP ; ∀x ∈ Zd,
si Rx est le motif rectangulaire de taille n1 × . . . × nd extrait de P en x, alors
Rx est une racine primitive de P .
De plus, les racines primitives d'une image peuvent avoir jusqu'à d! dimen-
sions diﬀérentes : ∃P0 tel que |SP0 | = d! ;
En d'autres termes, nous savons qu'il peut exister d!  formes  diﬀérentes
possibles pour les motifs primitifs d'une image, mais nous ne savons pas s'il peut
en exister davantage (contrairement au cas de la dimension 2, où nous savons
que 2 est une borne maximale pour le nombre de formes des racines primitives
d'une image).
L'aﬀaiblissement de ce point du théorème est dû à une remarque géomé-
trique simple que nous avons pu faire en dimension 2, et dont nous ignorons
pour l'instant la validité en dimension supérieure. Cette remarque concerne les
propriétés d'un pavage uniforme du plan par un rectangle :
Fait 5.9 (pavage uniforme en dimension 2). Soit un rectangle V = J0,m− 1K×J0, n− 1K et L un sous-groupe de (Z2,+) tel que
∀z ∈ Z2 ∃! vz ∈ L tel que z ∈ vz + V
(en d'autres termes, L est un pavage uniforme du plan par V ),
alors on a :
soit ∀z = (x, y) ∈ Z2 x = 0 =⇒ vz est un vecteur vertical
soit ∀z = (x, y) ∈ Z2 y = 0 =⇒ vz est un vecteur horizontal
Cette remarque peut s'interpréter intuitivement de la manière suivante : dans
tout pavage uniforme du plan, il existe une  ligne de fracture  soit horizon-
tale, soit verticale (voir ﬁgure 5.1). L'analogue de cette remarque en dimension
quelconque serait que pour tout pavage uniforme de Zd par un hyper-rectangle,
il existe un  hyperplan de fracture  selon une des d dimensions. Ce fait se
formulerait par l'hypothèse suivante :
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Conjecture 5.10. Soit un hyper-rectangle V = J0, n1 − 1K × . . . × J0, nd − 1K
et L un sous-groupe de (Zd,+) tel que
∀z ∈ Zd ∃! vz ∈ L tel que z ∈ vz + V
alors ∃i ∈ J1, dK tel que
∀z = (z1, . . . , zn) ∈ Zd zi = 0 =⇒ (vz)i = 0
Nous sommes convaincu que cette conjecture est vraie pour d = 3 : il semble
possible de la prouver  à la main  grâce à une étude de cas multiples. Cepen-
dant, cette preuve ne serait ni élégante, ni particulièrement utile, ni adaptable
aux dimensions supérieures. C'est pour ces raisons qu'elle ne sera pas présentée.
Cette conjecture est de nature purement géométrique, et peut être énoncée
de diﬀérentes manières. Étant donné qu'elle sort du cadre général de cette thèse,
nous n'avons pas cherché à l'approfondir. Il est cependant probable qu'elle ait
déjà été considérée, voire même résolue par des géomètres. Si tel est le cas,
nous n'en sommes toutefois pas avertis. La preuve de cette conjecture serait
suﬃsante à renforcer le théorème précédent ; il serait alors l'analogue parfait du







































Figure 5.1  Mise en évidence des lignes de fracture d'un pavage uniforme en
dimension 2.
5.2 Algorithme généralisé
Nous allons présenter dans cette section un algorithme d'élection de leader
en dimension quelconque, qui permettra d'élire une unique classe d'équivalence
parmi les voxels d'une conﬁguration périodique de dimension d. De plus, l'élec-
tion de cette classe d'équivalence permettra de partitionner la conﬁguration
initiale de l'automate cellulaire en racines primitives. Cet algorithme est une
généralisation de celui que nous avons présenté au chapitre précédent ; le lecteur
retrouvera des notions familières, et les preuves seront similaires.
Problème de l'élection de leader : Le problème de l'élection de leader en
dimension quelconque peut s'énoncer ainsi : il s'agit de construire un automate
cellulaire agissant sur les conﬁgurations d-périodiques, de telle sorte qu'à partir
d'un certain temps :
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 Les états des cellules d'une unique classe d'équivalence appartiendront à
un certain sous-ensemble d'états ﬁnaux F ⊆ Q et ne le quitteront plus.
 Les états de toutes les autres cellules resteront dans Q \ F .
Théorème 5.11 (B.). L'algorithme présenté dans cette section résout le pro-
blème de l'élection de leader en dimension quelconque en un temps T (N) po-
lynomial en le nombre N de classes d'équivalence de voxels de la conﬁguration
initiale.
5.2.1 Présentation des outils
Les automates que nous considérerons dans cette section seront des auto-
mates cellulaires d-périodiques, c'est-à-dire des automates pour lesquels le ré-
seau sous-jacent est Zd. De plus, ces automates vont tous utiliser le voisinage
de Moore, c'est-à-dire V = {v ∈ Zd; max(|vi|) ≤ 1}.
Nous introduisons maintenant l'analogue en dimension quelconque des in-
tervalles en dimension 1 et des patchs en dimension 2.
Déﬁnition 5.12 (d-arbre). On appelle d-arbre un sous-graphe ﬁni, connexe
sans cycle du graphe de Cayley induit par (Zd,+). La taille d'un d-arbre est son
nombre de n÷uds, noté a.
La ﬁgure 5.2 donne un exemple de 3-arbre. Il est clair que la structure d'un d-
arbre possédant a n÷uds peut être codé dans les a cellules correspondantes d'un
automate cellulaire de dimension d. Par la suite, lorsqu'on fera référence à un
d-arbre, on supposera qu'il est codé dans un automate cellulaire de dimension d.
Figure 5.2  Un exemple de 3-arbre
De même que nous avions déﬁni le périmètre d'un patch comme le temps
nécessaire à un signal pour parcourir sa frontière, nous déﬁnissons le périmètre
d'un arbre de la manière suivante :
Déﬁnition 5.13 (périmètre). On appelle périmètre d'un d-arbre A possédant
a n÷uds la valeur n = 2da.
Cette déﬁnition trouvera sa justiﬁcation dans la section suivante.
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La notion d'adjacence entre les patchs en dimension 2 se traduisait par la no-
tion de voisinage local. Les déﬁnitions suivantes vont nous permettre de déﬁnir,
de manière similaire, une notion d'adjacence entre les d-arbres.
Déﬁnition 5.14 (cellules voisines). Soient C1, C2 ∈ Zd deux cellules d'un au-
tomate cellulaire de dimension d, soit A = (V,E) un d-arbre encodé dans l'au-
tomate cellulaire. C2 est une voisine de C1 dans A si :
 C1 ∈ V ,
 (C1, C2) /∈ E,
 ||(C1, C2)||1 = 1.
La ﬁgure 5.3 indique quelles sont les voisines d'une cellule particulière dans
un 2-arbre. On note qu'une cellule d'un d-arbre peut avoir une voisine dans ce
même arbre.
Figure 5.3  Les voisines d'une cellule dans un 2-arbre.
Déﬁnition 5.15 (multi-ensemble des voisins). Le multi-ensemble des voisins
d'un d-arbre A est le multi-ensemble résultant de la réunion disjointe des en-
sembles des cellules voisines des cellules de A.
La multiplicité d'un élément dans cet ensemble est égale au nombre de cel-
lules de l'arbre dont l'élément est une cellule voisine. La ﬁgure 5.4 donne le































Figure 5.4  Le multi-ensemble des cellules voisines de l'arbre est :
{2, 3, 4, 5, 11, 15, 15, 19, 13, 14, 19, 23, 22, 16, 12, 12, 12, 6}
Nous pouvons maintenant formaliser la notion intuitive d'adjacence entre
deux d-arbres plongés dans Zd.
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Déﬁnition 5.16 (adjacence d'arbres). Deux d-arbres disjoints T1 = (V1, E1) et
T2 = (V2, E2) sont adjacents s'il existe C1 ∈ V1 et C2 ∈ V2 tels que C2 est une
cellule voisine de C1 dans T1 et C1 est une cellule voisine de C2 dans T2.
Nous voulons que notre algorithme puisse comparer deux arbres entre eux ;
pour cela, nous introduisons un représentant canonique pour les d-arbres, sous
la forme d'un mot unidimensionnel qui va encoder leur forme et leur contenu.
Déﬁnition 5.17 (mot de d-arbre). Soient A un automate cellulaire d-dimension-
nel, et Σ son alphabet d'entrée. Soit A un d-arbre sur cet automate. On introduit
un alphabet Λ tel que |Λ| = 2d qui correspond aux 2d directions que peut prendre
un signal se déplaçant sur le graphe de Cayley de (Zd,+).
Le mot de contour de A est le mot wΛ ∈ Λ∗ donnant la liste des déplace-
ments qu'eﬀectue le signal de A lors de son cycle (on s'intéresse uniquement
aux déplacements, pas aux observations)
Le mot de contenu de A est le mot wΣ ∈ Σ∗ donnant la liste des caractères
d'entrée des cellules de A dans l'ordre d'un parcours en ordre préﬁxe de A.
Finalement, le mot d'arbre de A est le mot wA = wΛwΣ résultant de la
concaténation des mots de contour et de contenu de A.
On dit que deux arbres A1 et A2 sont diﬀérents si leurs mots d'arbre sont
diﬀérents. Il est aisé de remarquer que si deux mots d'arbre sont diﬀérents, alors
ils sont également diﬀérents à une permutation circulaire près.
La ﬁgure 5.5 donne le mot d-arbre pour notre exemple.
1 1 0 0
0 1 0 1
1 0 0 1
Figure 5.5  Le mot de cet arbre est
wA =↑←→↓↓←→→→←↑↓←↑ 10111000
5.2.2 Principe général de l'algorithme
L'algorithme généralisé utilise le même principe que les algorithmes en di-
mension 1 et 2 : Les cellules de l'automate cellulaire sont d'abord isolées les
unes des autres, puis elles se regroupent au cours du temps. Dans chaque grou-
pement, on identiﬁe une cellule particulière. Lorsque les groupements de cellules
ne peuvent plus croître, l'ensemble des cellules sélectionnées (une par groupe-
ment) forme la classe d'équivalence qui est élue. De la même manière que précé-
demment, on s'assurera que deux groupement diﬀérents voisins l'un de l'autre
ﬁniront par fusionner. Les groupements en dimension 1 étaient appelés inter-
valles et les groupements en dimension 2 étaient appelés patchs ; en dimension
quelconque les groupements seront les d-arbres.
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Arbres et signaux
À chaque instant de l'algorithme, la conﬁguration de l'automate cellulaire
est partitionnée en d-arbres. À chaque arbre est associé un unique signal qui va
servir à déclencher sa fusion. Le signal va visiter toutes les cellules de l'arbre,
et  observer les voisines de ces cellules dans cet arbre. Lorsque deux signaux
s'observent mutuellement, leurs deux arbres respectifs fusionnent en un seul
arbre par l'ajout d'une arête entre les cellules contenant leurs deux signaux.
Chaque arbre est enraciné. La position de la racine est déﬁnie récursivement
de la manière suivante :
Déﬁnition 5.18 (racine d'un d-arbre). À l'initialisation, l'arbre ne contient
qu'une seule cellule, cette cellule est la racine. Lorsque deux arbres fusionnent
par l'ajout d'une arête entre deux cellules voisines C1 et C2, la racine du nouvel
arbre est la cellule parmi C1 et C2 qui a les coordonnées lexicographiquement
maximales.
Notons que le changement de racine peut être détecté et traité algorith-
miquement en envoyant un signal dans l'arbre lors d'une fusion. Ce signal va
eﬀacer les anciennes racines des deux arbres fusionnés. La ﬁgure 5.6 illustre le
processus de fusion des arbres et de choix de la racine.
⇒
Figure 5.6  La fusion de deux 2-arbres. Les n÷uds carrés symbolisent la racine
des arbres, les couleurs symbolisent la position des signaux.
Trajet du signal
Lorsqu'un nouvel arbre est créé, sa racine génère le signal qui va le parcourir.
Le signal se comporte comme en dimension 2, c'est à dire qu'il suit un chemin
qui forme une boucle, en marquant parfois des temps d'arrêt. Le signal eﬀectue
un parcours en profondeur du graphe de Cayley induit par (Zd,+), à ceci près
que son chemin est  coupé  lorsqu'il doit traverser une arête qui n'appartient
pas à son d-arbre. Quand son chemin est coupé, il  observe  la cellule dans
laquelle il aurait dû se rendre pendant une étape de calcul, puis continue le
parcours en profondeur jusqu'à retourner à la racine.
La ﬁgure 5.7 résume le trajet cyclique d'un signal partant de la racine. On
remarque que le nombre d' observations  qu'eﬀectue le signal est exactement
le cardinal du multi-ensemble des voisins de l'arbre.
Nous allons maintenant déﬁnir l'analogue du point d'attente principal d'un
patch sur les arbres, la cellule voisine principale, aﬁn de pouvoir induire un



































Figure 5.7  Le voyage du signal sur un 2-arbre. Les ﬂèches pleines indiquent
les déplacements du signal, les ﬂèches pointillées indiquent les observations.
Déﬁnition 5.19 (voisine principale d'un arbre). La voisine principale d'un d-
arbre est la première cellule voisine observée par un signal partant de la racine
du d-arbre.
À propos du périmètre Intéressons nous maintenant au temps que met
le signal pour eﬀectuer un tour complet, s'il ne s'arrête pas. Le signal doit
eﬀectuer un parcours en profondeur de l'arbre et remonter jusqu'à la racine (il
doit pour cela parcourir 2 fois chacune des a− 1 arêtes de l'arbre), et observer
exactement une fois chacune des cellules du multi-ensemble des voisins de l'arbre
(chacune des a cellules de l'arbre a 2d voisins, auxquels il faut retirer 2 fois
chacune des a− 1 arêtes). Le signal eﬀectue donc un cycle complet en un temps
(2da − 2(a − 1)) + 2(a − 1) = 2da. On trouve ici la justiﬁcation du terme de
périmètre pour la valeur n = 2da.
On vériﬁe que le périmètre de l'arbre présenté dans la ﬁgure 5.7 est bien
32 = 2× 2× 8.
Comportement du signal
Nous allons maintenant détailler le comportement du signal qui voyagera
dans les d-arbres. Pour cela, on introduit quelques notations.
Notations 5.20 (k,τn,val).
Pour un d-arbre de périmètre n,
 k = 2d+ |Σ| est la taille de l'alphabet utilisé par les mots de d-arbre.
 τn = kn2 est le temps d'attente du signal sur chaque cellule voisine.
 val : Λ ∪ Σ→ J0; k − 1K est une bijection quelconque.
De la même manière que dans les algorithmes en dimensions 1 et 2, chaque
d-arbre A va produire à la demande les symboles du mot de d-arbre wA qui lui
correspond. Le i-ème symbole du mot sera noté wA(i). Le lecteur se convaincra
facilement que la racine de l'arbre peut fournir ces symboles si un délai linéaire
(O(n)) est respecté entre chaque requête. Nous allons voir plus tard que ce délai
est eﬀectivement respecté.
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Lors de la création du d-arbre, le signal est créé par la racine, puis va se
déplacer selon les modalités évoquées précédemment pour observer la voisine
principale de l'arbre. Ensuite, le comportement du signal suit le cycle suivant :
 Observer la cellule voisine sur laquelle est positionnée le signal pendant
un temps τn.
 Si le signal vient d'observer la voisine principale, eﬀectuer val(wA(i))
tours complets de l'arbre, puis ordonner à la racine de l'arbre de récupérer
le symbole suivant. Si la racine contenait le dernier symbole du mot,
récupérer le premier symbole à nouveau.
 Faire un tour complet de l'arbre, puis se positionner sur la cellule voisine
suivante dans l'ordre de parcours.
À tout instant dans cet algorithme, si deux signaux s'observent mutuellement,
ils sont supprimés et leurs arbres respectifs fusionnent, puis un nouveau signal
est créé à la racine du nouvel arbre (i.e. l'un des deux points de fusion).
Remarque : Le temps d'attente du signal sur une cellule voisine est borné
par O(n2). Étant donné que le signal doit attendre une fois sur chaque cellule
voisine avant de retourner sur la voisine principale, et que le nombre de cellules
voisines d'un d-arbre est de O(n), nous pouvons établir que le symbole du mot
de d-arbre stocké dans la racine doit changer avec un délai O(n3). Ce délai
est suﬃsant pour que le signal n'ait pas à attendre à la racine qu'un nouveau
symbole arrive lorsqu'il est nécessaire.
5.2.3 Preuve de l'algorithme
Aﬁn de prouver le théorème 5.11, nous allons d'abord vériﬁer le lemme sui-
vant :
Lemme 5.21. Si deux d-arbres diﬀérents A1 et A2 de périmètres n1 et n2 sont
adjacents à un instant t, alors au moins l'un d'entre eux doit avoir fusionné
avant l'instant t+ T (max(n1, n2)), où T (n) est une fonction polynomiale en n.
Démonstration. La preuve du lemme ne sera pas complètement détaillée dans
cette section. En eﬀet, elle est extrêmement similaire à la fois dans son intuition
et dans sa mise en ÷uvre à celle du chapitre précédent (voir la section 4.2.5).
L'idée générale est la suivante : on considère deux d-arbres adjacents et diﬀérents
A1 et A2 à un instant donné t, puis on prouve que s'ils n'ont pas fusionné avec un
autre d-arbre avant, alors ils fusionneront ensemble au temps t+T (max(n1, n2)),
où T (n) est une fonction polynomiale en n.
On peut supposer sans perdre de généralité que n1 ≥ n2. Nous sommes
amenés à distinguer deux sous-cas : le cas n1 > n2 et le cas n1 = n2.
Le cas n1 > n2 : Comme précédemment, ce cas se prouve en établissant que
pendant que le signal S1 de l'arbre A1 observe une cellule de l'arbre A2 il est
nécessairement lui-même observé par le signal S2 de A2, ce qui déclenche une
fusion. La preuve se base une fois encore sur une inégalité du type :
k(n+ 1)2 > kn2 + n
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Le cas n1 = n2 : Ce cas est lui aussi traité avec les mêmes outils que précédem-
ment : on observe les allers et venues des deux signaux sur un point d'adjacence
quelconque entre les deux d-arbres (le diagramme de présence des signaux est
similaire, voire identique à celui présenté sur la ﬁgure 4.33). À chaque instant où
le signal S1 s'arrête sur ce point d'adjacence et observe la cellule voisine pendant
τn, nous associons une paire de symboles (ai, bj) des mots d'arbre de A1 et A2.
Étant donné que les mots d'arbre de A1 et A2 sont diﬀérents, nous éta-
blissons qu'il existe un instant pour lequel la paire (ai, bj) sera composée de
symboles diﬀérents. On peut déﬁnir un décalage δ entre les signaux à cet ins-
tant particulier, et ﬁnalement remarquer que ce décalage sera  compensé  par
la diﬀérence entre val(ai) et val(bj), ce qui contraindra les signaux de A1 et A2
à s'observer mutuellement.
La méthode utilisée pour prouver ce fait est légèrement diﬀérente selon le
signe de val(ai) − val(bj), comme précédemment, et utilise une fois encore des
bornes ﬁnes sur le décalage δ entre les signaux.
Complexité temporelle
Nous avons déjà remarqué que le symbole du mot d'arbre contenu dans la
racine changeait avec une période O(n3). De plus, il est évident que la longueur
du mot d'un d-arbre de périmètre n est linéaire en n. Finalement, nous pouvons
établir que la racine d'un d-arbre produit les symboles du mot de contenu au
cours d'un cycle de longueur O(n4).
Nous avons établi précédemment que si deux d-arbres diﬀérents sont adja-
cents à un instant donné t, alors ils doivent fusionner avant que l'intégralité
des symboles des mots de contenu de ces deux arbres aient été produits par
leurs racines respectives, c'est-à-dire avant un temps t + O(n4), ce qui conclut
la preuve du lemme 5.21.
Du lemme 5.21 au théorème 5.11
Le lemme 5.21 nous garantit que tant qu'il existera deux d-arbres diﬀérents
et adjacents dans la conﬁguration de l'automate cellulaire d-périodique, alors
ces d-arbres fusionneront. Nous savons également que le nombre de cellules d'un
d-arbre ne peut pas excéder le nombre N , toujours déﬁni comme le nombre
de classes d'équivalence de la conﬁguration initiale. De plus, nous savons que
tant que la conﬁguration de l'automate ne sera pas entièrement composée de
translatés d'un seul d-arbre de taille maximale, il existera des d-arbres diﬀérents
et adjacents dans cette conﬁguration (de par la déﬁnition même des classes
d'équivalence).
Nous pouvons par conséquent établir qu'il existe un instant T (N) à partir
duquel la conﬁguration de l'automate cellulaire sera entièrement partitionnée en
d-arbres identiques de taille maximale, et que ces arbres ne fusionneront plus à
partir de l'instant T (N). Nous allons maintenant donner une borne à ce T (N).
À aucun instant de l'algorithme la taille d'un d-arbre ne saurait excéder N .
D'autre part, le périmètre d'un arbre est linéaire en sa taille, le périmètre d'un
d-arbre au cours de l'algorithme appartient donc à O(N).
Considérons les N cellules dont sera composé un d-arbre de taille maximale
à la  ﬁn  de l'algorithme. Considérons l'ensemble E des d-arbres formés par ces
cellules ; à l'initialisation E est de cardinal N , puisque chaque cellule forme un
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d-arbre indépendant. Le cardinal de E va diminuer au cours du temps, jusqu'à
atteindre 1 (lorsque toutes les cellules seront réunies dans un d-arbre de taille
maximale). On sait que tant que |E| > 1 il existe dans E des d-arbres diﬀérents
adjacents. Par conséquent, le cardinal de E doit diminuer strictement jusqu'à 1.
Le temps entre deux décrémentations successives est bornée par O(N4).
Finalement, nous pouvons établir que T (N) ∈ O(N5). Nous déﬁnissons
le sous-ensemble d'états ﬁnaux F ⊆ Q comme l'ensemble des états que peut
prendre une cellule en étant la racine d'un d-arbre. En gardant cette déﬁnition
à l'esprit, nous pouvons conclure que notre algorithme résout eﬀectivement le
problème de l'élection de leader multi-dimensionnelle en temps polynomial. La
classe d'équivalence qui est élue est la classe des cellules racines des d-arbres de
taille maximale.
De l'élection de leader à la partition en racines primitives
Il existe un instant dans la vie d'un d-arbre où cet arbre est assuré que
les arbres qui lui sont adjacents sont identiques à lui-même. Cet instant peut
être détecté dès que la racine a produit tous les symboles du mot d'arbre et
que tous les arbres adjacents ont eu un comportement  normal  (s'ils n'ont
pas fusionné). Passé cet instant, il est possible de construire localement un
pavage de l'espace d-dimensionnel par ce qui serait un motif primitif si le calcul
était eﬀectivement terminé (rappelons qu'il est impossible de se rendre compte
localement que le calcul global est terminé).
La procédure pour construire le pavage par racine primitive est la suivante :
 Fixer un ordre arbitraire sur les d dimensions et considérer l'hyper-
rectangle constitué de la cellule contenant la racine de l'arbre.
 Pour chaque dimension, étendre l'hyper-rectangle jusqu'à ce qu'il soit
bloqué par l'hyper-rectangle d'un autre d-arbre.
 Lorsque l'hyper-rectangle a été étendu selon les d dimensions, et si le
calcul est eﬀectivement terminé, la conﬁguration est alors partitionnée
en racines primitives.
Remarques : On retrouve dans les choix arbitraires de l'ordre des d dimen-
sions les d! formes potentielles pour les racines primitives, que nous avions évo-
quées dans la première section de ce chapitre. À tout instant, si l'hyper-rectangle
en extension rencontre un d-arbre en train de fusionner, il s'eﬀace (cela signiﬁe
en eﬀet que le calcul n'était pas globalement terminé). Une illustration de cette
procédure en dimension 2 peut être observée sur la ﬁgure 4.34.
5.2.4 Remarques ﬁnales
Le lecteur attentif aura remarqué que l'algorithme présenté dans ce chapitre
est plus simple que son homologue spéciﬁque à la dimension 2 : les probléma-
tiques de  patch propre , de synchronisation et d'élection de leader sur la
frontière, qui se posaient en dimension 2, n'ont pas lieu d'être lorsque les patchs
sont remplacés par des d-arbres.
Toutefois, le travail qui a été eﬀectué sur l'algorithme en dimension 2 n'a
pas été vain : rappelons nous que notre paramètre de complexité en dimension 2
était le nombre de points d'attente de la frontière du patch, et que les patchs que
nous traitions étaient propres, c'est-à-dire que leur frontière était d'une certaine
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façon minimale. Dans l'algorithme décrit ici, les signaux de fusion parcourent
systématiquement l'intégralité de l'arbre, et observent souvent des cellules voi-
sines qui font en réalité partie du même d-arbre. À l'exception de quelques cas
pathologiques (voir ﬁgure 4.22), ces observations superﬂues étaient évitées en
dimension 2. De plus, même si dans le pire des cas la longueur de la frontière
d'un patch est linéaire en son nombre de cellules, typiquement elle est de l'ordre
de la racine carrée de ce nombre de cellules. Cette propriété ne s'applique pas
aux d-arbres, dont l'intérieur est vide.
Même si les bornes de complexité grossières sont les mêmes dans les deux
cas (c'est-à-dire O(N5)), le lecteur pourra se convaincre que l'algorithme dédié
à la dimension 2 est plus eﬃcace en pratique, d'autant plus que nombre des
traitements des patchs peuvent être parallélisés.
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Les travaux présentés dans cette thèse ont été motivés par des questions
portant sur la notion naturelle de  calcul périodique uniforme . Que se passe-
t-il lorsqu'un modèle de calcul ne dispose d'aucun point de repère, ni dans son
espace de travail (comme la tête d'une machine de Turing, ou son équivalent) ni
sur son entrée (comme dans le cas des automates cellulaires à entrée bornée) ?
Dans de telles conditions, que peut-on appeler un calcul ? Comment détecter sa
terminaison ou déﬁnir son résultat ?
Nous sommes parvenus à des réponses satisfaisantes et relativement com-
plètes dans le cadre des automates cellulaires de dimension 1, qui sont le mo-
dèle de calcul uniforme par excellence. Nous nous sommes rendus compte que
la plupart des concepts utilisés dans le cadre de la dimension 1 s'étendaient
naturellement aux automates cellulaires de dimensions supérieures. Nous avons
par conséquent tenté d'étendre les résultats obtenus, en particulier dans le cas
de la dimension 2.
Les diﬃcultés que nous avons rencontrées nous ont permis de comprendre
que le calcul uniforme en dimension quelconque comporte (au moins) deux as-
pects intéressants : la nature des objets manipulés (les racines primitives) et les
techniques à utiliser pour les construire (les algorithmes d'élection de leader).
C'est autour de ces deux aspects que s'est articulé notre travail.
Naturellement, il a été impossible de traiter toutes les questions ouvertes
survenues lors de nos travaux. On se propose ici de synthétiser celles qui nous
ont semblé les plus pertinentes, et d'ouvrir quelques pistes de réﬂexion.
6.1 Racines primitives en dimensions supérieures
Comme nous l'avons vu, la notion de racine primitive d'une image d-pério-
dique de dimension quelconque est naturelle et s'exprime facilement. Pourtant,
nous n'avons pas été en mesure d'en apporter une caractérisation exacte dans
le cas d > 2. En eﬀet, la question de savoir s'il peut exister plus que d! formes
possibles pour les racines primitives d'une image d-périodique donnée reste ou-
verte. Rappelons nous que nous n'avons pas su répondre à cette question car
nous sommes incapables de prouver notre hypothèse 5.10 (voir page 82). Nous
sommes toutefois convaincu que cette hypothèse n'est pas intrinsèquement dif-
ﬁcile, et que notre incapacité à la prouver est due à notre manque d'expertise
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dans le domaine de la géométrie discrète en dimension quelconque.
Question 1. Existe-t-il des images d-périodiques dont les racines primitives ont
plus de d! formes diﬀérentes ?
Nous avons étudié en détail l'extraction de racines primitives d'une image
d-périodique. Cependant, le problème inverse est également intéressant : à partir
d'un motif rectangulaire ﬁni de dimension d, est-il possible de construire une
image d-périodique telle que le motif ﬁni soit l'une de ses racines primitives ? La
réponse à cette question dans le cas général est non : nous avons vu que toute
racine primitive est nécessairement un mot primitif dans l'une de ses dimensions.
Toutefois, on peut se demander si cette condition est suﬃsante, autrement dit
si :
Question 2. Étant donné un motif hyper-rectangulaire R de dimension d, tel
que R est un mot primitif selon l'une de ses dimensions, existe-t-il une image
d-périodique I telle que R soit une racine primitive de I ?
Une réponse positive à cette question nous permettrait de caractériser des
langages de racines primitives, qui seraient l'analogue en dimensions supérieures
des langages cycliques. Nous serions alors en mesure d'établir des résultats
d'équivalence entre la reconnaissance des langages de racines primitives sur les
automates cellulaires à entrée bornée et les automates cellulaires à entrée pé-
riodique, grâce à des techniques similaires à celles utilisées dans le cas de la
dimension 1. De plus, l'étude de tels langages pourrait être intéressante : le lan-
gage des mots primitifs est en lui-même à l'heure actuelle un objet d'étude [16].
A fortiori, il est raisonnable de supposer que sa généralisation en dimensions
supérieures présente elle aussi des propriétés dignes d'intérêt.
6.2 Vers la reconnaissance forte en dimensions
supérieures
Si on souhaitait parler de reconnaissance de langage sur les automates cellu-
laires d-périodiques (ce qui impliquerait que l'on sache caractériser un langage
de racines primitives), il serait naturel de déﬁnir, de manière analogue à la di-
mension 1, une notion de reconnaissance faible et une notion de reconnaissance
forte. Un langage de racines primitives en dimension d serait alors faiblement
reconnaissable s'il existait un automate cellulaire tel que toute conﬁguration gé-
nérée à partir d'un élément de ce langage évolue jusqu'à atteindre un cycle limite
dans lequel l'acceptation ou le rejet du mot puisse être lu sur n'importe quelle
cellule de la conﬁguration. Un langage serait fortement reconnaissable si le cycle
limite atteint par l'automate est en fait un point ﬁxe (cycle de longueur 1).
Nous avons prouvé que les notions de reconnaissance faible et forte sont
équivalentes en dimension 1, et ce, de manière constructive. Il est légitime de se
demander si cette équivalence est également vraie en dimension supérieure.
Question 3. Tout langage de racines primitives de dimension d faiblement
reconnaissable est-il fortement reconnaissable ?
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6.3 La complexité de l'élection de leader
Nous avons présenté des algorithmes résolvant le problème d'élection de lea-
der des conﬁgurations périodiques dans diﬀérentes dimensions, notamment un
algorithme résolvant le problème en dimension quelconque. Nous avons prouvé
que ces algorithmes s'exécutaient en un temps polynomial en le nombre N de
classes d'équivalence des cellules de la conﬁguration initiale. Cependant, il est
clair que la ﬁnesse de l'analyse de complexité n'a pas été notre principal objec-
tif : des bornes polynomiales grossières ont été utilisées, et l'aspect massivement
parallèle du modèle de calcul n'a pas été pleinement exploité. Nous sommes
convaincu qu'une analyse ﬁne des algorithmes nous permettrait d'abaisser la
borne de complexité de O(N5) à O(N4). Cependant, la question de la com-
plexité intrinsèque de notre problème n'a absolument pas été traitée.
Question 4. Quelle est la complexité précise du problème de l'élection de leader
périodique ? En particulier, ce problème est-il linéaire ?
Il nous est apparu que le problème de l'élection de leader périodique est un
problème de base du calcul périodique uniforme : il permet en eﬀet de  briser 
au maximum le caractère périodique de l'entrée et de dresser un pont entre
le calcul sur entrée périodique et le calcul sur entrée bornée. Dès lors, le fait
de déterminer sa complexité exacte permettrait de disposer d'un problème de
référence dans le cadre d'une  théorie de la complexité périodique uniforme .
6.4 Algorithmique en dimensions supérieures
Au cours de cette thèse, nous avons développé des outils algorithmiques
propres aux dimensions supérieures à 1. Nous avons notamment généralisé la
notion de signal de manière non triviale : en plus d'un ensemble d'états se
déplaçant sur la conﬁguration, les signaux que nous utilisons ont un support sous
la forme d'un d-arbre ou de la frontière d'un patch. Cette extension entre dans
le cadre d'une problématique soulevée entre autres par [44], sur la généralisation
en dimension quelconque du concept de signal.
Il est également intéressant de constater que le concept de signal encodant
la longueur d'un intervalle a été introduite (à notre connaissance) dans un ar-
ticle traitant de la construction d'ensembles µ-limites [9], c'est-à-dire dans un
contexte de systèmes dynamiques discrets. Nous avons modiﬁé cet outil algorith-
mique pour concevoir un signal faisant oﬃce d' horloge , dont les variations
de battements encodent la forme et le contenu de son support. Ce type d'outil,
qui transforme des diﬀérences spatiales en diﬀérences temporelles, pourrait avoir
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Automates Cellulaires : Aspects algorithmiques des conﬁgurations
périodiques en toute dimension
Résumé : Cette thèse analyse les capacités de calcul des automates cellu-
laires travaillant sur les conﬁgurations périodiques de dimension quelconque.
D'une part, nous étudions les objets maximaux identiﬁables par ces automates
cellulaires ; nous appelons ces objets les racines primitives des conﬁgurations
périodiques de dimension quelconque. Nous en présentons une caractérisation
et mettons en évidence certaines de leurs propriétés.
D'autre part, nous présentons un ensemble d'algorithmes, chacun adapté à une
ou plusieurs dimensions particulières, permettant aux automates cellulaires d'ex-
traire les racines primitives des conﬁgurations périodiques sur lesquelles ils sont
appliqués. Ceux-ci utilisent des outils algorithmiques originaux étendant la no-
tion de signal sur les automates cellulaires en dimension quelconque.
Au-delà des aspects techniques et algorithmiques, cette thèse pose les bases du
calcul périodique uniforme, c'est-à-dire du calcul eﬀectué sur un modèle dans
lequel le programme et l'entrée sont isotropes. Nous y abordons notamment les
problématiques de l'arrêt d'un tel calcul, de lecture de son résultat et de sa
complexité en temps et en espace.
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Cellular Automata : Algorithmic behaviour of periodical
conﬁgurations of any dimension
Abstract : This thesis analyses the computational capabilities of cellular au-
tomata working on periodical conﬁgurations of any dimension. We ﬁrst study
the maximal objects these cellular automata can identify ; we call those objects
primitive roots of periodical conﬁgurations of any dimension. We characterize
them and show some of their properties.
Secondly, we present a set of algorithms on cellular automata, each one adapted
to one or more dimensions, that extract primitive roots from the periodical
conﬁgurations on which they are applied. Those algorithms use original tools
that extend the notion of signals on cellular automata.
Beyond its technical and algorithmical aspects, this thesis lays the foundations of
uniform periodical computation, i.e. computation performed on a model whose
program and entry data are isotropic. In particular, we address the issues of
halting such computation, reading its result and deﬁning its temporal or spatial
complexity.
Keywords : cellular automata ; parallel algorithms ; computational complexity ;
dynamical systems ; computable functions
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