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Gerstenhaber-Schack Cohomology for Hom-bialgebras and
Deformations
Khadra Dekkar and Abdenacer Makhlouf
Abstract
Hom-bialgebras and Hom-Hopf algebras are generalizations of bialgebra and Hopf alge-
bra structures, where associativity and coassociativity conditions are twisted by a homomor-
phism. The purpose of this paper is to define a Gerstenhaber-Schack cohomology complex
for Hom-bialgebras and then study one parameter formal deformations.
Introduction
The first instance of Hom-type algebras appeared in various papers dealing with q-deformations
of algebras of vector fields, mainly Witt and Virasoro algebras, see for example [1]. Then
Hartwig, Larsson and Silvestrov introduced and studied the concept of Hom-Lie algebra, which is
a generalization of Lie algebra where the Jacobi condition is twisted by a homomorphism, see [18,
21]. Hom-associative algebras were introduced and studied by the second author and Silvestrov
in [23], where it is shown that usual functors between associative algebras and Lie algebras extend
to Hom-type algebras. Moreover, Hom-analogues of coalgebras, bialgebras and Hopf algebras
have been introduced in [24, 25]. The original definition of a Hom-bialgebra involved two linear
maps, one twisting the associativity condition and the other one the coassociativity condition.
Later, two directions of study on Hom-bialgebras were developed, one in which the two maps
coincide, they are still called Hom-bialgebras, and another one, started in [4], where the two
maps are assumed to be inverse to each other, they are called monoidal Hom-bialgebras. In the
last years, many concepts and properties from classical algebraic theories have been extended
to the framework of Hom-structures, see for instance [3, 7, 8, 9, 17, 22, 27, 28, 31, 35, 36, 37,
38, 39, 40, 41, 42]. The cohomology and deformations of Hom-associative algebra were initiated
in [26] and then completed in [2].
In this paper, we define a cohomology complex for Hom-bialgebras, generalizing Gerstenhaber-
Schack cohomology in [13, 14], and then study one-parameter formal deformations. It is orga-
nized as follows. In Section 1, we recall the basics on Hom-bialgebras and Hom-Hopf algebras,
and provide some concrete examples. Section 2 is dedicated to the study of Hom-type ver-
sion of module over algebras (resp. comodule over coalgebras). Moreover, we discuss their
tensor products. In Section 3, we define a cohomology complex for Hom-bialgebras, generaliz-
ing Gerstenhaber-Schack complex. Finally in Section 4, we study Hom-bialgebras 1-parameter
formal deformation theory.
1
1 Definitions and Preliminaries
In this section, we first recall basics on unital Hom-associative algebras, counital Hom-coalgebras
and Hom-bialgebras. We fix some conventions and notations. In this paper k denotes an
algebraically closed field of characteristic zero, even if the general theory does not require it.
Vector spaces, tensor products, and linearity are all meant over k, unless otherwise specified. We
denote by τi,j : V1⊗...⊗Vi⊗...⊗Vj⊗...⊗Vn −→ V1⊗...⊗Vj⊗...⊗Vi⊗...⊗Vn the flip isomorphism
where τi,j (x1 ⊗ x2 ⊗ ...⊗ xi ⊗ ...⊗ xj ⊗ ...⊗ xn) = (x1 ⊗ x2 ⊗ ...⊗ xj ⊗ ...⊗ xi ⊗ ...⊗ xn) .
We use in the sequel Sweedler’s notation for the comultiplication, ∆ (x) =
∑
(x) x(1) ⊗ x(2), and
sometimes the multiplication is denoted by a dot for simplicity and when there is no confusion.
1.1 Unital Hom-associative algebras
Definition 1.1 A Hom-associative algebra is a triple (A,µ, α) consisting of a k-vector space A,
a linear map µ : A ⊗ A → A (multiplication) and a homomorphism α : A → A satisfying the
Hom-associativity condition
µ ◦ (α⊗ µ) = µ ◦ (µ⊗ α) . (1)
We assume moreover in this paper that α ◦ µ = µ ◦ α⊗2.
A Hom-associative algebra A is called unital if there exists a linear map η : k → A such that
α ◦ η = η and
µ ◦ (η ⊗ idA) = µ ◦ (idA ⊗ η) = α. (2)
The unit element is 1A = η (1k) .
Hom-associativity and unitality conditions (1) and (2) may be expressed by the following com-
mutative diagrams.
A⊗A⊗A
µ⊗ α
−→ A⊗A
α⊗ µ ↓ ↓ µ
A⊗A
µ
−→ A
k⊗A
η⊗idA−→ A⊗A
idA⊗η←− A⊗ k
∼= ↓ µ ∼=
A
α
−→ A
α
←− A.
Remark 1.2
1. We recover the classical associative algebra when the twisting map α is the identity map.
2. We have α ◦ η (1k) = η (1k) then α (1A) = 1A and µ (1A ⊗ 1A) = 1A.
3. We call Hom-associator the linear map asA defined on A
⊗3 by µ ◦ (α⊗ µ− µ⊗ α).
Example 1.3
1. The tensor product of two unital Hom-associative algebras (A1, µ1, η1, α1) and (A2, µ2, η2, α2)
is defined by (A1⊗A2, µ˜, η˜, α˜) such that µ˜ = (µ1 ⊗ µ2)◦τ2,3, η˜ = η1⊗η2, α˜ = α1⊗α2, where
τ23 = idA1 ⊗ τA2⊗A1⊗ idA2 and τA2⊗A1 : A2⊗A1 −→ A1⊗A2; τA2⊗A1 (x2 ⊗ x1) = x1⊗x2,
is the linear ‘flip’ map.
2. Given a Hom-associative algebra A = (A,µ, α), we define the opposite Hom-associative
algebra Aop = (A,µop, α) as the Hom-associative algebra with the same underlying vector
space A, but with a multiplication defined by µop = µ ◦ τA⊗A, µ
op (x⊗ y) = µ (y ⊗ x) .
A Hom-associative algebra (A,µ, α) is commutative if and only if µop = µ.
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Let (A,µ, α) and (A′, µ′, α′) be two Hom-associative algebras. A linear map f : A→ A′ is said
to be a Hom-associative algebras morphism if
µ′ ◦ f⊗2 = f ◦ µ and f ◦ α = α′ ◦ f. (3)
It is said to be a weak morphism if holds only the first condition. If further the Hom-associative
algebras are unital with respect to η and η′, then f ◦ η = η′.
If A = A′, then the Hom-associative algebras (resp. unital Hom-associative algebras) are iso-
morphic if there exists a bijective linear map f : A→ A such that
µ = f−1 ◦ µ′ ◦ f⊗2, α = f−1 ◦ α′ ◦ f, (4)
(resp. µ = f−1 ◦ µ′ ◦ f⊗2, α = f−1 ◦ α′ ◦ f and η = f−1 ◦ η′). (5)
Proposition 1.4 Let (A1, µ, η, α) , (A2, µ
′, η′, α′) be two unital Hom-associative algebras.
The maps
i1 : A1 → A1 ⊗A2
x → i1 (x) = α (x)⊗ 1A
and
i2 : A2 → A1 ⊗A2
y → i2 (y) = 1A ⊗ α
′(y)
are mor-
phisms of unital Hom-associative algebras.
Proof. First we check condition (3) for the map i1. It holds if and only if
µ˜ ◦ (i1 ⊗ i1) = i1 ◦ µ, i1 ◦ α =
(
α⊗ α′
)
◦ i1, and i1 ◦ η = η ⊗ η
′, (6)
where µ˜ is defined as in Example 1.3. For all x1, y1 ∈ A1, we have
µ˜ ◦ (i1 ⊗ i1) (x1 ⊗ y1) =
(
µ⊗ µ′
)
(idA1 ⊗ τA2⊗A1 ⊗ idA2) (i1 (x1)⊗ i1(y1))
=
(
µ⊗ µ′
)
(idA1 ⊗ τA2⊗A1 ⊗ idA2) (α (x1)⊗ 1A2 ⊗ α (y1)⊗ 1A2)
= µ(α (x1)⊗ α (y1))⊗ µ
′(1A2 ⊗ 1A2)
= α (µ(x1 ⊗ y1))⊗ 1A2
= i1 ◦ µ(x1 ⊗ y1).
So the first condition is satisfied. For all x ∈ A1, we have
α˜ ◦ i1 (x) = (α⊗ α
′) (α (x)⊗ 1A2) = α (α (x))⊗ 1A2 = i1 ◦ α (x) .
So the second condition is satisfied.
Finally
i1 ◦ η (1k) = 1A1 ⊗ 1A2 = η (1k)⊗ η
′ (1k) ,
which shows that i1 is a unital Hom-associative algebras morphism. Proof for i2 is similar.
Proposition 1.5 ([35]) Let (A,µ, η, α) be a unital Hom-associative algebra and β : A → A be
a weak morphism of Hom-associative algebra, i.e. β ◦ µ = µ ◦ β⊗2, β ◦ α = α ◦ β, and β ◦ η = η.
Then (A,µβ = β ◦ µ, ηβ = β ◦ η, αβ = β ◦ α) is a unital Hom-associative algebra.
Hence, we denote by βn the n-fold composition of n copies of β, with β0 = idA, β
n ◦ µ = µ ◦(
β⊗2
)n
, then (A,µβn = β
n ◦ µ, ηβn = β
n ◦ η, αβn = β
n ◦ α) is a unital Hom-associative algebra.
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Proof. We have
µβ ◦ α
⊗2
β = (β ◦ µ) ◦ (β ◦ α)⊗ (β ◦ α) = (β ◦ µ) ◦
(
β⊗2 ◦ α⊗2
)
= β ◦ β ◦
(
µ ◦ α⊗2
)
= β ◦ (β ◦ α) ◦ µ = (β ◦ α) ◦ (β ◦ µ)
= αβ ◦ µβ.
Since β is a a weak morphism of Hom-associative algebra, so αβ is a weak morphism of Hom-
associative algebra.
We show that (A,µβ , ηβ , αβ) satisfies the Hom-associativity. Indeed
µβ (µβ ⊗ αβ) = (β ◦ µ) ◦ (β ◦ µ⊗ β ◦ α) = β ◦
(
β⊗2 ◦ (µ ◦ (µ⊗ α))
)
(1)
= β ◦
(
β⊗2 ◦ (µ ◦ (α⊗ µ))
)
= β ◦ (µ ◦ (β ◦ α⊗ β ◦ µ)) = (β ◦ µ) ◦ (β ◦ α⊗ β ◦ µ)
= µβ (αβ ⊗ µβ) .
The second assertion is proved similarly, so (A,µβ , ηβ, αβ) is a unital associative algebra.
Remark 1.6 In particular, if α = idA, one can construct a Hom-associative algebra starting
from an associative algebra and an algebra endomorphism.
1.2 Counital Hom-coassociative coalgebras
We define first the fundamental notion of Hom-coalgebra, which is dual to that of a Hom-
associative algebra, in the sense that if we reverse all the arrows in the defining diagrams of a
Hom-associative algebra, we get the concept of a Hom-coalgebra.
Definition 1.7 A Hom-coassociative coalgebra is a triple (C,∆, β) where C is a k-vector space
and ∆ : C −→ C ⊗ C, is a linear map, and β : C −→ C is a homomorphism satisfying the
Hom-coassociativity condition,
(∆⊗ β) ◦∆ = (β ⊗∆) ◦∆. (7)
We assume moreover that ∆ ◦ β = β⊗2 ◦∆.
A Hom-coassociative coalgebra is said to be counital if there exists a linear map ε : C −→ k
such that ε ◦ β = β and
(ε⊗ idC) ◦∆ = (idC ⊗ ε) ◦∆ = β. (8)
Conditions (7) and (8) are respectively equivalent to the following commutative diagrams
C
∆
−→ C ⊗ C
∆ ↓ ↓ β ⊗∆
C ⊗C
∆⊗β
−→ C ⊗ C
k⊗ C
ε⊗idC←− C ⊗ C
idC⊗ε−→ C ⊗ k
∼= ↑ ∆ ∼=
C
β
←− C
β
−→ C
k⊗ C
ε⊗idC←− C ⊗ C
idC⊗ε−→ C ⊗ k
∼= ↑ ∆ ∼=
C
β
←− C
β
−→ C.
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Remark 1.8 1. We recover the classical coassociative coalgebra when the twisting map β is
the identity map.
2. Given a Hom-coassociative coalgebra C = (C,∆, β) , we define the coopposite Hom-
coassociative coalgebra Ccop = (C,∆cop, β) to be the Hom-coassociative coalgebra with the
same underlying vector space as C and with comultiplication defined by ∆cop = τC⊗C ◦∆.
3. A Hom-coassociative coalgebra (C,∆, β) is cocommutative if and only if ∆cop = ∆.
Let (C,∆, β))and (C ′,∆′, β′) be two Hom-coassociative coalgebras. A linear map f : C → C ′ is
a Hom-coassociative coalgebras morphism if
f⊗2 ◦∆ = ∆′ ◦ f and f ◦ β = β′ ◦ f. (9)
It is said to be a weak morphism if holds only the first condition. If furthermore the Hom-
coassociative coalgebras admit counits ε and ε′, we have moreover ε = ε′ ◦ f .
We say that a Hom-coassociative coalgebra (C,∆, β) is isomorphic to a Hom-coassociative coal-
gebra (C ′,∆′, β′) if there exists a bijective Hom-coalgebra morphism f : C −→ C ′, and we
denote this by C ∼= C ′ when the context is clear, such that
∆′ = f⊗2 ◦∆ ◦ f−1, ε′ = ε ◦ f−1 and β′ = β ◦ f−1.
Next, we describe the tensor product Hom-coassociative coalgebra construction.
Proposition 1.9 Let (C1,∆1, ε1, β1) and (C2,∆2, ε2, β2) be two counital Hom-coassociative
coalgebras. Then the composite map
C1 ⊗ C2
∆1⊗∆2−→ (C1 ⊗ C1)⊗ (C2 ⊗C2)
idC1⊗τC2⊗C1⊗idC2−→ (C1 ⊗ C2)⊗ (C1 ⊗ C2) ,
where : τC2⊗C1 : C2 ⊗ C1 −→ C1 ⊗ C2 is the linear ‘twist’ map, defines a Hom-coassociative
comultiplication ∆˜ = (idC1 ⊗ τC2⊗C1 ⊗ idC2) ◦∆1 ⊗∆2 on C1 ⊗ C2, and with counits ε1 of C1
and ε2 of C2. The map ε1 ⊗ ε2 : C1 ⊗ C2 −→ k is a counit of C1 ⊗ C2.
Definition 1.10 Tensor product C1⊗C2 of two counital Hom-coassociative coalgebras (C1,∆1, ε1, β1)
and (C2,∆2, ε2, β2) is defined by (C1⊗C2, ∆˜, ε˜, β˜) such that ∆˜ = (idC1 ⊗ τC2⊗C1 ⊗ idC2)◦∆⊗∆
′,
ε˜ = ε1 ⊗ ε2 and β˜ = β1 ⊗ β2.
Proposition 1.11 Let (C,∆, ε, α) be a counital Hom-coassociative coalgebra and β : C −→ C
be a weak morphism of Hom-coassociative coalgebra, i.e. ∆ ◦ β = β⊗2 ◦∆ and ε ◦ β = ε. Then
(C,∆β = ∆ ◦ β, εβ = ε ◦ β, αβ = α ◦ β) is a counital Hom-coassociative coalgebra.
Hence, we denote by βn the n-fold composition of n copies of β, with β0 = idC , ∆ ◦ β
n =(
β⊗2
)n
◦∆. Then (C,∆βn = ∆ ◦ β
n, ε, αβn = α ◦ β
n) is a counital Hom-coassociative coalgebra.
Proof. We have
α⊗2β ◦∆β =
(
β⊗2 ◦ α⊗2
)
◦ (∆ ◦ β)
= β⊗2 ◦
(
α⊗2 ◦∆
)
◦ β = β⊗2 ◦∆ ◦ α ◦ β = ∆ ◦ β ◦ α ◦ β
= ∆β ◦ αβ.
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Since β is a weak morphism of Hom-coassociative coalgebra, so αβ is a morphism of Hom-
coassociative coalgebra.
We show that (C,∆β , ε, αβ) satisfies the Hom-coassociativity. Indeed
(∆β ⊗ αβ) ◦∆β = (∆ ◦ β ⊗ α ◦ β) ◦ (∆ ◦ β) = (∆⊗ α) ◦
(
β⊗2 ◦∆
)
◦ β
= ((∆⊗ α) ◦∆) ◦ β ◦ β = (α⊗∆) ◦∆ ◦ β ◦ β = (α ◦ β ⊗∆ ◦ β) ◦∆ ◦ β
= (αβ ⊗∆β) ◦∆β.
The second assertion is proved similarly, so (C,∆β , ε, αβ) is a counital Hom-coassociative coal-
gebra.
If α = idC , this proposition shows how to construct a Hom-coassociative coalgebra starting from
a coalgebra and a coalgebra morphism ([25]). It is a coalgebra version of Proposition 1.5.
Theorem 1.12 Let (C,∆, ε, β) be a counital Hom-coassociative coalgebra and C∗ be the linear
dual of C. We define the maps µ : C∗ ⊗ C∗
ρ
−→ (C ⊗ C)∗
∆∗
−→ C∗, µ = ∆∗ρ, where ρ is defined
by ρ (f∗ ⊗ g∗) (m⊗ n) = f∗ (m) g∗ (n), and η : k
φ
−→ k∗
ε∗
−→ C∗, η = ε∗φ where φ : k −→ k∗
is the canonical isomorphism, and η (1k) = 1C∗ where 1C∗ (x) = ε (x). The homomorphism
α : C∗ −→ C∗ is defined as α (h) = h◦β. Then (C∗, µ, η, α) is a unital Hom-associative algebra.
This is checked in exactly the same way as for Hom-coassociative coalgebras, as was done in [25,
Corollary 4.12].
Conversely, does a unital Hom-associative algebra (A,µ, α) lead to a counital Hom-coassociative
coalgebra on A∗? It turns out that it is not possible to perform a construction similar to the
one of the dual unital Hom-associative algebra, due to the inexistence of a canonical mor-
phism (A⊗A)∗ −→ A∗ ⊗ A∗. However, if A is finite-dimensional, the canonical morphism
ρ : (A⊗A)∗ −→ A∗ ⊗A∗ is bijective.
Theorem 1.13 [25, Corollary 4.12] Let (A,µ, η, α) be a finite dimensional unital Hom-associative
algebra and A∗ be the linear dual of A. We define the comultiplication by the composition
∆ : A∗
µ∗
−→ (A⊗A)∗
ρ−1
−→ A∗ ⊗A∗ by ∆ = ρ−1µ∗,
and
ε : A∗
η∗
−→ k∗
ψ
−→ k, ε = ψη∗,
where ψ is the canonical isomorphism, ε (f) = f (1A) for f ∈ A
∗, where 1A = η (1k) and the
homomorphism
β : A∗ −→ A∗, β (h) = h ◦ α.
Then (A∗,∆, ε, β) is a counital Hom-coassociative coalgebra.
Such a construction could be extended to a so called finite dual.
Proposition 1.14 Let (C,∆, ε, β) and (D,∆′, ε′, β′) be counital Hom-coassociative coalgebras,
and let (A,µ, η, α) and (B,µ′, η′, α′) be finite dimensional unital Hom-associative algebras.
1) If f : C −→ D is a Hom-coassociative coalgebras morphism, then f∗ : D∗ −→ C∗ is a
Hom-associative algebras morphism.
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2) If f : A −→ B is a Hom-associative algebras morphism, then f∗ : B∗ −→ A∗ is a Hom-
coassociative coalgebras morphism.
Proof.
1) We verify that f∗ is a Hom-associative algebra morphism. Let d∗, e∗ ∈ D∗ and c ∈ C. where
µD∗ , ηD∗ , and αD∗ are defined as in Theorem 1.12. We have
f∗ ◦ µD∗ (d
∗ ⊗ e∗) (c) = µD∗ (d
∗ ⊗ e∗) (f (c)) = ρ (d∗ ⊗ e∗) ◦∆D ◦ f (c)
= ρ (d∗ ⊗ e∗) ◦ (f ⊗ f) ◦∆C (c) (f is a Hom-coassociative coalgebra morphism)
= ρ (d∗ (f)⊗ e∗ (f))∆C (c) = µC∗ (f
∗ (d∗)⊗ f∗ (e∗)) (c) = µC∗ ((f
∗ ⊗ f∗) (d∗ ⊗ e∗)) (c) .
Furthermore
f∗ ◦ ηD∗ (1k) = f
∗ (εD) = εD (f) = εC = ηC∗ (1k) .
For d∗ ∈ D∗ we have
f∗ ◦ αD∗ (d
∗) = αD∗ (d
∗) (f) = d∗ ◦ βD (f)
= d∗ ◦ f ◦ βC (f is a Hom-coalgebra morphism)
= f∗ (d∗) ◦ βC = αC∗ ◦ f
∗ (d∗) .
Then f∗ is a Hom-associative algebra morphism.
2) We have to show that the following diagram is commutative
B∗
f∗
−→ A∗
∆B∗ ↓ ↓ ∆A∗
B∗ ⊗B∗
f∗⊗f∗
−→ A∗ ⊗A∗.
Let b∗ ∈ B∗, where ∆A∗ , εA∗ , and βA∗ are defined as in Theorem 1.13. We have
(∆A∗ ◦ f
∗) (b∗) = ∆A∗ ◦ (b
∗ (f))
= b∗ ◦ f ◦ µA = b
∗ ◦ µB (f ⊗ f) (f is a Hom-associative algebra morphism)
= (f∗ ⊗ f∗) (b∗ ◦ µB) = (f
∗ ⊗ f∗)∆B∗ (b
∗) ,
which proves the commutativity of the diagram. Also
(εA∗ ◦ f
∗) (b∗) = εA∗ (b
∗ (f)) = b∗ (f) (1A) = b
∗ ◦ f (ηA (1k))
= b∗ ◦ (ηB (1k)) = b
∗ (1B) = εB∗ (b
∗) ,
and
f∗ ◦ βB∗ (b
∗) = βB∗ (b
∗) (f) = b∗ ◦ αB (f)
= b∗ ◦ f ◦ αA (f is a Hom-coassociative coalgebra morphism)
= f∗ (b∗) ◦ αA = βA∗ ◦ f
∗ (b∗) .
So f∗ is a Hom-coassociative coalgebra morphism.
Proposition 1.15 Let (C,µ, η, α) and (C,∆, ε, α) be respectively unital Hom-associative algebra
and counital Hom-coassociative coalgebra. The following statements are equivalent
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1. The maps µ and η are morphisms of counital Hom-coassociative coalgebras.
2. The maps ∆ and ε are morphisms of unital Hom-associative algebras.
Proof. Let µ be a morphism of the Hom-coassociative coalgebra
µ : (C ⊗ C, ∆˜, ε˜, β˜) −→ (C,∆, ε, α)
such that ∆˜ = τ2,3 ◦∆⊗∆, ε˜ = ε⊗ ε, β˜ = α⊗ α, then the morphism µ satisfies Axiom (9)
(µ ⊗ µ) ◦ τ2,3 ◦∆⊗∆ = ∆ ◦ µ, and µ ◦ (α⊗ α) = α ◦ µ. (10)
And η is a morphism of the Hom-coassociative coalgebra
η :
(
k, idk,k⊗2 , idk,k, idk,k
)
−→ (C,∆, ε, α) ,
then
(η ⊗ η) ◦ idk,k⊗2 = ∆ ◦ η, η ◦ idk,k = α ◦ η, (11)
by relations (10), (11) and α is a homomorphism, the comultiplication
∆ : (C,µ, η, α) −→ (C ⊗ C, µ˜, η˜, α˜)
is a morphism of Hom-associative algebra, such that
µ˜ = (µ⊗ µ) ◦ τ2,3, η˜ = η ⊗ η and α˜ = α⊗ α.
By the relations (10), (11) and α is a homomorphism, the counit
ε : (C,µ, η, α) −→
(
k, idC,k⊗2 , idC,k, idC,k
)
is a morphism of Hom-associative algebra.
Lemma 1.16 Let (C,∆, ε, β) be a counital Hom-coassociative coalgebra and f : C → C be a
linear map which commutes with β and satisfies β ◦ f = f ◦ β. Then
1. (β ⊗ (idC ⊗ f) ◦∆) ◦∆ = (∆⊗ (β ◦ f)) ◦∆;
2. (β ⊗ (f ⊗ idC) ◦∆) ◦∆ = (((idC ⊗ f) ◦∆)⊗ β) ◦∆;
3. ((f ⊗ idC) ◦∆⊗ β) ◦∆ = ((β ◦ f)⊗∆) ◦∆.
Proof. We have
1. The first equality
(β ⊗ (idC ⊗ f) ◦∆) ◦∆ = (idC ⊗ (idC ⊗ f) ◦ (β ⊗∆) ◦∆
(7)
= ((idC ⊗ idC)⊗ f) ◦ (∆⊗ β) ◦∆ = ((idC ⊗ idC) ◦∆⊗ f ◦ β) ◦∆
= (∆⊗ (β ◦ f)) ◦∆.
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2. The second equality
(β ⊗ (f ⊗ idC) ◦∆) ◦∆ = (idC ⊗ (f ⊗ idC) (β ⊗∆) ◦∆
(7)
= ((idC ⊗ f)⊗ idC)(∆⊗ β) ◦∆ = ((idC ⊗ f) ◦∆⊗ β) ◦∆.
3. The third equality
((f ⊗ idC) ◦∆⊗ β) ◦∆
(7)
= ((f ⊗ idC)⊗ idC)(∆ ⊗ β) ◦∆ = (f ⊗ (idC ⊗ idC))(β ⊗∆) ◦∆
= (f ◦ β ⊗ (idC ⊗ idC) ◦∆) ◦∆ = (f ◦ β ⊗∆) ◦∆ = (β ◦ f ⊗∆) ◦∆.
This finishes the proof
Lemma 1.17 Let (C,∆, ε, β))be a Hom-counital coassociative coalgebra and f be a linear map
f : C → C⊗m satisfying f ◦ β = β⊗m ◦ f, then
1. ((∆ ⊗ β⊗n)(∆ ⊗ β⊗(n−1)) ◦ f =
(
(β ⊗∆) ◦∆⊗ (β ◦ β)⊗(n−1)
)
◦ f ;
2.
(
βn ⊗
(
βn−1 ⊗ f
)
◦∆
)
◦∆ = (∆⊗ β⊗m)
(
βn−1 ⊗ f
)
◦∆;
3.
(((
f ⊗ βn−1
)
◦∆
)
⊗ βn
)
◦∆ =
(
(β⊗m ⊗∆)
(
f ⊗ βn−1
))
◦∆.
Proof. This proof is completely analogous to that of Lemma 1.16.
1. The first equality
((∆ ⊗ β⊗n)(∆⊗ β⊗(n−1)) ◦ f =
(
∆⊗ β ⊗ β⊗(n−1)
)
(∆ ⊗ β⊗(n−1)) ◦ f
(7)
=
(
(∆⊗ β)∆⊗ (β ◦ β)⊗(n−1)
)
◦ f =
(
(β ⊗∆)∆⊗ (β ◦ β)⊗(n−1)
)
◦ f.
2. The second equality(
βn ⊗
(
βn−1 ⊗ f
)
◦∆
)
◦∆ = (
(
βn−1 ◦ β)⊗
(
βn−1 ⊗ f
)
◦∆
)
◦∆
(7)
=
(
βn−1 ⊗ (βn−1 ⊗ f)) ◦ (β ⊗∆
)
◦∆ =
(
βn−1 ⊗ (βn−1 ⊗ f)) ◦ (∆ ⊗ β
)
◦∆
= ((βn−1 ⊗ βn−1) ◦∆⊗ f ◦ β) ◦∆ = (∆ ◦ βn−1 ⊗ β⊗m ◦ f) ◦∆
= (∆ ⊗ β⊗m) ◦ (βn−1 ⊗ f) ◦∆.
3. The third equality(((
f ⊗ βn−1
)
◦∆
)
⊗ βn
)
◦∆ =
(((
f ⊗ βn−1
)
◦∆
)
⊗ βn−1 (β)
)
◦∆
(7)
=
((
f ⊗ βn−1
)
⊗ βn−1
)
(∆⊗ β) ◦∆ =
(
f ⊗
(
βn−1 ⊗ βn−1
))
(β ⊗∆) ◦∆
=
(
f (β)⊗
(
βn−1
)⊗2
∆
)
◦∆ =
(
β⊗m (f)⊗∆
(
βn−1
))
◦∆
=
((
β⊗m ⊗∆
) (
f ⊗ βn−1
))
◦∆.
This finishes the proof.
This Lemma will be used in the proof of Proposition 3.1.
Remark 1.18 The following identity is an immediate consequence of Lemma 1.17(((
βn−1 ⊗ f
)
◦∆
)
⊗ βn
)
◦∆ =
((
βn ⊗
(
f ⊗ βn−1
))
◦∆
)
◦∆.
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1.3 Hom-bialgebras and Hom-Hopf algebras
The notion of Hom-bialgebra was introduced in [24, 25], see also [37].
Definition 1.19 A Hom-bialgebra is a tuple (B,µ, η, α,∆, ε, β) in which (B,µ, η, α) is a unital
Hom-associative algebra, (B,∆, ε, β) is a counital Hom-coassociative coalgebra and the linear
maps ∆ and ε are morphisms of Hom-associative algebras, that is
∆ ◦ µ = µ⊗2 ◦ τ2,3 ◦∆
⊗2 and ε⊗ ε = ε ◦ µ. (12)
Remark 1.20 1. ([24]) In terms of elements, condition (12) could be expressed by the fol-
lowing identities :

∆(1B) = 1B ⊗ 1B , α (1B) = 1B , and β (1B) = 1B , where 1B = η (1k) ,
∆(µ (x⊗ y)) = ∆ (x) ·∆(y) =
∑
(x)(y)
µ (x1 ⊗ y1)⊗ µ (x2 ⊗ y2) ,
ε (1B) = 1k, ε (µ (x⊗ y)) = ε (x) ε (y) , ε ◦ α (x) = ε (x) .
where the dot ”·” denotes the multiplication on tensor product.
2. If α = β the Hom-bialgebra is denoted (B,µ, η,∆, ε, α) .
3. Observe that a Hom-bialgebra is neither associative nor coassociative, unless α = β = idB ,
in which case we have a bialgebra.
Compatibility conditions could be formulated in a different way according to Proposition 1.15.
A morphism of Hom-bialgebra (resp. weak morphism of Hom-bialgebra) which is either a mor-
phisms (resp. weak morphism) of Hom-associative algebra and Hom-coassociative coalgebra.
Example 1.21 Let G be a group and kG the corresponding group algebra over k. As a vector
space, kG is generated by {eg : g ∈ G}. If α : G −→ G is a group homomorphism, then it can
be extended to an algebra endomorphism of kG by setting
α

∑
g∈G
ageg

 =∑
g∈G
agα (eg) =
∑
g∈G
ageα(g).
Consider the usual bialgebra structure on kG and α a bialgebra morphism. Then, we define a
Hom-bialgebra (kG,µ,∆, α) over kG by setting:
µ
(
eg ⊗ eg′
)
= α
(
egg′
)
, ∆(eg) = α (eg)⊗ α (eg) .
Combining Propositions 1.5 and 1.11, we obtain the following proposition:
Proposition 1.22 Let B = (B,µ, η,∆, ε, α) be a Hom-bialgebra and β : B −→ B be a Hom-
bialgebra morphism, then Bβ = (B,µβ, ηβ ,∆β, εβ , αβ) is a Hom-bialgebra.
Hence (B,µβn , ηβn ,∆βn , εβn , αβn) is a Hom-bialgebra.
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Proof. According to Propositions 1.5 and 1.11, (B,µβ, ηβ, αβ) is a unital Hom-associative al-
gebra, and (B,∆β, εβ , αβ) is a counital Hom-coassociative coalgebra. It remains to establish
condition (12) for Bβ . Using µβ = β ◦ µ = µ ◦ β
⊗2, ∆β = ∆ ◦ β = ∆ ◦ β
⊗2, τ ◦ β⊗2 = β⊗2 ◦ τ,
and the condition (12) for the Hom-bialgebra B, we compute as follows:
∆β ◦ µβ = ∆ ◦ β ◦ β ◦ µ = β
⊗2 ◦ β⊗2 ◦∆ ◦ µ = β⊗2 ◦ β⊗2 ◦ µ⊗2 ◦ τ2,3 ◦∆
⊗2
= β⊗2 ◦ (β ◦ µ)⊗2 ◦ τ2,3 ◦∆
⊗2 =
(
β ◦ µ ◦ β⊗2
)⊗2
◦ τ2,3 ◦∆
⊗2
= µ⊗2β ◦ β
⊗4 ◦ τ2,3 ◦∆
⊗2 = µ⊗2β ◦ τ2,3 ◦ β
⊗4 ◦∆⊗2 = µ⊗2β ◦ τ2,3 ◦∆
⊗2
β .
We have shown that Bβ is a Hom-bialgebra.
Example 1.23 (Hom-Type Taft-Sweedler bialgebra) We consider T2, the 4-dimensional
unital Taft-Sweedler algebra generated by g, x and the relations (g2 = 1, x2 = 0, xg = −gx).
The comultiplication is defined by ∆(g) = g ⊗ g and ∆(x) = x ⊗ 1 + g ⊗ x, the counit is given
by ε(g) = 1, ε(x) = 0. Set {e1 = 1, e2 = g, e3 = x, e4 = gx} be a basis.
Pick any λ ∈ K, the map α : T2 → T2 defined by α(e1) = e1, α(e2) = e2, α(e3) = λe3,
α(e4) = λe4 is a bialgebra morphism. Therefore, we obtain a Hom-bialgebra (T2)λ which is
defined by the following table that describes multiplying the ith row elements by the jth column
elements.
e1 e2 e3 e4
e1 e1 e2 λe3 λe4
e2 e2 e1 λe4 λe3
e3 λe3 −λe4 0 0
e4 λe4 −λe3 0 0
and
∆(e1) = e1 ⊗ e1,∆(e2) = e2 ⊗ e2,∆(e3) = λ(e3 ⊗ e1 + e2 ⊗ e3),∆(e4) = λ(e4 ⊗ e2 + e1 ⊗ e4).
ε(e1) = ε(e2) = 1, ε(e3) = ε(e4) = 0.
Example 1.24 1. A unital Hom-associative algebra (A,µ, η, α) becomes a Hom-bialgebra
when equipped with the trivial comultiplication ∆ = 0. Likewise, a counital Hom-coassociative
coalgebra (C,∆, ε, β) becomes a Hom-bialgebra when equipped with the trivial multiplication
µ = 0.
2. Let (B,µ, η,∆, ε, α) be a Hom-bialgebra. Then so are
(B,−µ, η,−∆, ε, α) , and (B,µop, η,∆cop, ε, α) where µop = µ ◦ τ1,2 and ∆
cop = τ1,2 ◦∆.
Proposition 1.25 Let B = (B,µ, η,∆, ε, α) be a finite dimensional Hom-bialgebra.
Then B∗ = (B∗,∆∗, ε∗, µ∗, η∗, α∗) is a Hom-bialgebra, together with the Hom-associative algebra
structure which is dual to the Hom-coassociative coalgebra structure of B, and with the Hom-
coassociative coalgebra structure which is a dual to the Hom-associative algebra structure of B,
is a Hom-bialgebra called dual Hom-bialgebra of B.
Proposition 1.26 If B is a finite dimensional Hom-bialgebra, then B is cocommutative if and
only if B∗ is commutative, and B is commutative if and only if B∗ is cocommutative.
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In order to define Hom-Hopf algebras, we define first a convolution product.
Proposition 1.27 Let (A,µ, η, α) be a unital Hom-associative algebra and (C,∆, ε, β) be a
counital Hom-coassociative coalgebra. Then, the vector space Hom(C,A) of k-linear mappings
of C to A equipped with the convolution product defined by
(f ∗ g) (x) = µ ◦ (f ⊗ g) ◦∆(x) x ∈ C,
and the unit being η ◦ε is a unital Hom-associative algebra with the homomorphism map defined
by γ (f) = α ◦ f ◦ β.
Proposition 1.28 Let (C,∆, ε, β) be a counital Hom-coassociative coalgebra and (A,µ, η, α) a
unital Hom-associative algebra. Then the vector space Hom(C ⊗C,A) and Hom(C,A⊗A) are
unital Hom-associative algebras.
Proof. Consider C⊗C with the tensor product of Hom-coassociative coalgebras structure (resp.
A ⊗ A with the tensor product of Hom-associative algebras structure) and A with the Hom-
associative algebra structure (resp. C with the Hom-coassociative coalgebra structure). Then
it makes sense to speak about the unital Hom-associative algebra Hom(C ⊗C,A) (resp. unital
Hom-associative algebra Hom(C,A⊗A)), with the multiplication given by convolution, defined
by
(f ∗ g) (x⊗ y) = µ ◦ (f ⊗ g) ◦ ∆˜ (x⊗ y) where ∆˜ = (idC ⊗ τ ⊗ idC) ◦∆⊗∆,
(resp. (f ∗ g) (x) = µ˜ ◦ (f ⊗ g) ◦∆(x) where µ˜ = (µ⊗ µ) (idA ⊗ τ ⊗ idA) .
The identity element of the Hom-associative algebra Hom(C⊗C,A) is η ◦ (ε⊗ ε) : C⊗C −→ A
(resp. the unit of Hom-associative algebra Hom(C,A⊗A) is (η ⊗ η) ◦ ε : C −→ A⊗A).
Now let (B,µ, η,∆, ε, α) be a Hom-bialgebra.
An endomorphism S is an antipode if it is the inverse of the identity over B for the unital
Hom-associative algebra Hom(B,B) with the multiplication given by the convolution product.
The unit being η ◦ ε, (recall that concatenation denotes composition of maps).
The conditions may be expressed by the identities :
µ ◦ (idB ⊗ S) ◦∆ = µ ◦ (S ⊗ idB) ◦∆ = η ◦ ε. (13)
Condition (13) means that S is the convolution inverse of the identity mapping, that is,
S ∗ idV = idV ∗ S = η ◦ ε.
Definition 1.29 A Hom-Hopf algebra is a Hom-bialgebra with an antipode. It is denoted by
the tuple (B,µ, η,∆, ε, α, S) .
Let H and H ′ be two Hom-Hopf algebras. A map f : H −→ H ′ is a called a Hom-Hopf algebras
morphism if it is a Hom-bialgebras morphism.
It is natural to ask whether a morphism of Hom-Hopf algebra should preserve antipodes. The
following result shows that this is indeed the case. Let (H,µ, η,∆, ε, α, S) be a Hom-Hopf
algebra. For any element x ∈ H , using the counity and Sweedler notation, one may write
α (x) =
∑
(x)
x(1) ⊗ ε
(
x(2)
)
=
∑
(x)
ε
(
x(1)
)
⊗ x(2). (14)
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Then, for any f ∈ Endk(H), we have
f ◦ α (x) =
∑
(x)
f
(
x(1)
)
ε
(
x(2)
)
=
∑
(x)
ε
(
x(1)
)
f
(
x(2)
)
. (15)
The convolution product of f, g ∈ Endk(H). One may write
(f ∗ g) (x) =
∑
(x)
µ
(
f
(
x(1)
)
⊗ g
(
x(2)
))
x ∈ H. (16)
Since the antipode S is the inverse of the identity for the convolution product, then S satisfies∑
µ
(
S
(
x(1)
)
⊗ x(2)
)
=
∑
µ
(
x(1) ⊗ S
(
x(2)
))
= ε (x) η (1k) for all x ∈ H. (17)
Example 1.30 Let (H,µ, η,∆, ε, α, S) is a Hom-Hopf algebra and β : H → H be a Hom-
bialgebra morphism. Then, the antipode S satisfies
µ ◦ (idH ⊗ S) ◦∆ = µ ◦ (S ⊗ idH) ◦∆ = η ◦ ε
β ◦ µ ◦ (idH ⊗ S) ◦∆ ◦ β = β ◦ µ ◦ (S ⊗ idH) ◦∆ ◦ β = β ◦ η ◦ ε ◦ β
µβ ◦ (idH ⊗ S) ◦∆β = µβ ◦ (S ⊗ idH) ◦∆β = η ◦ ε.
Therefore, (H,µβ, η,∆β , ε, α, S) is also a Hom-Hopf algebra.
Proposition 1.31 Let (H,µ, η,∆, ε, α, S) and (H ′, µ′, η′,∆′, ε′, α′, S′) be two Hom-Hopf alge-
bras with antipodes S and S′. If f : H −→ H ′ is a morphism of Hom-bialgebras, then
S′ ◦ f = f ◦ S. (18)
Proof. Consider the Hom-algebra Hom (H,H ′) with the convolution product, and elements
S′ ◦ f and f ◦ S from this Hom-associative algebra. We show that they are equal. Indeed((
S′ ◦ f
)
∗ f
)
(x) = µ′ ◦
(
S′ ◦ f ⊗ f
)
◦∆(x) = µ′ ◦
(
S′ ⊗ idH
)
(f ⊗ f) ◦∆(x)
= µ′ ◦
(
S′ ⊗ idH
)
◦∆′ ◦ f (x) = η′ ◦ ε′ ◦ f (x) = ε′ (f (x)) η′ (1k) = ε (x) η
′ (1k) .
So S′ ◦ f is a left inverse for f . Also
(f ∗ (f ◦ S)) (x) = µ′ ◦ (f ⊗ f ◦ S) ◦∆(x) = µ′ ◦ (f ⊗ f) (idH ⊗ S) ◦∆(x)
= f ◦ µ ◦ (idH ⊗ S) ◦∆(x) = f ◦ η ◦ ε (x) = η
′ ◦ ε (x) = ε (x) η′ (1k) .
Hence f ◦ S is also a right inverse for f . It follows that f is (convolution) invertible, and that
the left and right inverses are equal.
Remark 1.32 1. Since α is a Homomorphism of Hom-bialgebra, so
S ◦ α = α ◦ S. (19)
2. The antipode S of a Hom-Hopf algebra is unique.
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The next proposition gives some important properties of the antipode (see [4], [25]). We
show that the antipode of a Hom-Hopf algebra is an anti-morphism of Hom-algebras and anti-
morphism of Hom-coalgebras. This means that S : H −→ Hop is a Hom-algebra morphism and
S : H −→ Hcop is a Hom-coalgebra morphism.
Proposition 1.33 Let H = (H,µ, η,∆, ε, α, S) be a Hom-Hopf algebra with antipode S. Then
the following identities hold
1. S (x · y) = S (y) · S (x) or S ◦ µ = µ ◦ (S ⊗ S) ◦ τ ;
2. S ◦ η = η;
3. ∆(S (x)) = S
(
x(2)
)
⊗ S
(
x(1)
)
or ∆ ◦ S = (S ⊗ S) ◦ τ ◦∆;
4. ε ◦ S = ε.
Proof. (1) ConsiderH⊗H with the tensor product of Hom-coassociative coalgebra structure ∆˜α,
H with the Hom-associative algebra structure µ and a Hom-associative algebraHom (H ⊗H,H)
with the multiplication given by convolution, (see Proposition 1.28)
f ∗ g (x⊗ y) = µ ◦ (f ⊗ g) ◦ ∆˜α (x⊗ y) ,
where ∆˜α = ∆˜ ◦ (α⊗ α) is defined in Definition 1.10.
Consider the maps F,G : H ⊗H −→ H defined by
F (x⊗ y) = S (y) · S (x) , G (x⊗ y) = S (x · y)
for all x, y ∈ H.We show that µ is a left inverse (with respect to convolution) for F , and a right
inverse for G. Indeed, for x, y ∈ H we have
µ ∗ F (x⊗ y) = µ ◦ (µ⊗ F ) ◦ ∆˜α (x⊗ y) =
∑
(x),(y)
µ
(
(α⊗ α) (x⊗ y)(1)
)
· F
(
(α⊗ α) (x⊗ y)(2)
)
=
∑
(x),(y)
µ
(
α
(
x(1)
)
⊗ α
(
y(1)
))
· F
(
α
(
x(2)
)
⊗ α
(
y(2)
))
(19)
=
∑
(x),(y)
((
α
(
x(1)
)
· α
(
y(1)
))
· α ◦
(
S
(
y(2)
)
· S
(
x(2)
)))
(1)
=
∑
(x),(y)
α2 ◦
(
x(1)
)
·
(
α
(
y(1)
)
·
(
S
(
y(2)
)
· S
(
x(2)
)))
=
∑
(x),(y)
α2 ◦
(
x(1)
)
·
((
y(1) · S
(
y(2)
))
· α
(
S
(
x(2)
)))
=
∑
(x)
α2 ◦
(
x(1)
)
·
(
(η ◦ ε (y)) · α
(
S
(
x(2)
)))
=
∑
(x)
α2 ◦
(
x(1)
)
·
(
η (1k) · α
(
S
(
x(2)
)))
ε (y) =
∑
(x)
(
α2 ◦
(
x(1)
)
· α2 ◦
(
S
(
x(2)
)))
ε (y)
= α2 ◦ η ◦ ε (x) ε (y) = ηH ◦ εH⊗H (x⊗ y) .
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It shows that µ ∗ F = ηH ◦ εH⊗H ,
G ∗ µ (x⊗ y) = µ ◦ (G⊗ α ◦ µ) ◦ ∆˜α (x⊗ y) =
∑
x⊗y
G
(
(α⊗ α) (x⊗ y)(1)
)
· µ
(
(α⊗ α) (x⊗ y)(2)
)
=
∑
(x),(y)
G
(
α
(
x(1)
)
⊗ α
(
y(1)
))
· µ
(
α
(
x(2)
)
⊗ α
(
y(2)
))
=
∑
(x),(y)
S
(
α
(
x(1)
)
· α
(
y(1)
))
·
(
α
(
x(2)
)
· α
(
y(2)
))
= α ◦

 ∑
(x),(y)
S
(
x(1) · y(1)
)
·
(
x(2) · y(2)
)
= α ◦

 ∑
(x),(y)
S
(
(x · y)(1)
)
·
(
(x · y)(2)
) = α ◦
(∑
xy
S
(
(x · y)(1)
)
·
(
(x · y)(2)
))
= α ◦ ηH ◦ εH⊗H (x⊗ y) = ηH ◦ εH⊗H (x⊗ y) ,
and G ∗ µ = ηH ◦ εH⊗H . Hence µ is a left inverse for F and a right inverse for G in a Hom-
associative algebra, and therefore F = G. This means that i) holds.
(2) See ( [4], [24]).
(3)We use the same technique that we applied in part (i). We consider the linear maps
Q : H −→ H ⊗H and R : H −→ H ⊗H
in the convolution Hom-associative algebra Hom (H,H ⊗H) (see Corollary 1.28) where µ˜α =
α ◦ µ˜ is defined in Exemple 1.3.
f ∗ g (x) = µ˜α ◦ (f ⊗ g) ◦∆(x)
given by
Q (x) = S (x)1 ⊗ S (x)2 and R (x) = S (x2)⊗ S (x1)
for all x ∈ H. We will again prove that Q = R by showing that Q and R are both the convolution
inverse of ∆ : H −→ H ⊗H.
(4) See ( [4], [24]).
Proposition 1.34 Let H = (H,µ, η,∆, ε, α, S) be a Hom-Hopf algebra with antipode S. Then
the following assertions are equivalent:
1.
∑
(x) S
(
x(2)
)
x(1) = ε (x) 1H for any x ∈ H. Or µ ◦ (S ⊗ idH) ◦ τ ◦∆ = ε ◦ η;
2.
∑
(x) x(2)S
(
x(1)
)
= ε (x) 1H for any x ∈ H. Or µ ◦ (idH ⊗ S) ◦ τ ◦∆ = ε ◦ η;
3. S2 = idH (by S
2 we mean the composition of S with itself).
Proof. (1)=⇒(3) We know that idH is inverse of S with respect to convolution. We show that
S2 is a right convolution inverse of S, and by the uniqueness of the inverse it will follow that
S2 = idH . We have(
S ∗ S2
)
(x) = µ ◦
(
S ⊗ S2
)
◦∆(x) =
∑
(x)
S
(
x(1)
)
· S2
(
x(2)
)
=
∑
(x)
S
(
S
(
x(2)
)
·
(
x(1)
))
(S is an anti-morphism of Hom-associative algebras)
= S (ε (x) 1H) = ε (x) η (1k) = η ◦ ε (x) .
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This shows that indeed S ∗ S2 = η ◦ ε.
(3)=⇒(2) We know that
∑
(x) x(1) · S
(
x(2)
)
= ε (x) 1H . Applying the anti-morphism of Hom-
associative algebra S, we obtain
∑
(x) S
2
(
x(2)
)
·S
(
x(1)
)
= ε (x) 1H . Since S
2 = idH , this becomes∑
(x) x(2) · S
(
x(1)
)
= ε (x) 1H .
(2)=⇒(3) We proceed as in (1)=⇒(3), and show that S2 = idH is a left convolution inverse for
S. Indeed, (
S2 ∗ S
)
(x) = µ ◦
(
S2 ⊗ S
)
◦∆(x) =
∑
(x)
S2
(
x(1)
)
· S
(
x(2)
)
= S

∑
(x)
x(2) · S
(
x(1)
) = S (ε (x) 1H) = η ◦ ε (x) .
(3)=⇒(1) We apply S to the equation
∑
(x) S
(
x(1)
)
· x(2) = ε (x) 1H , and using S
2 = idH we
obtain
∑
(x) S
(
x(2)
)
· x(1) = ε (x) 1H .
Corollary 1.35 Let H be a commutative or cocommutative Hom-Hopf algebra then S2 = idH .
Proof. If H is commutative ( µ (x⊗ y) = y⊗x), then by
∑
(x) S
(
x(1)
)
·x(2) = ε (x) 1H , it follows
that
∑
(x) x(2) · S
(
x(1)
)
= ε (x) 1H , i.e. (2) from the preceding proposition.
If H is cocommutative, then ∑
(x)
x(1) ⊗ x(2) = x(2) ⊗ x(1),
and then by
∑
(x) S
(
x(1)
)
· x(2) = ε (x) 1H , it follows that
∑
(x) S
(
x(2)
)
· x(1) = ε (x) 1H , i.e. (1)
from the preceding proposition.
Remark 1.36 Let H = (H,µ, η,∆, ε, α) be a Hom-Hopf algebra with antipode S. Then the
Hom-bialgebra Hop,cop = (H,µop, η,∆cop, ε, α) is a Hom-Hopf algebra with the same antipode S.
In Proposition 1.25, we claim that if H is a finite dimensional Hom-bialgebra, then its dual is a
Hom-bialgebra. The following result shows that if H is a Hom-Hopf algebra, then its dual also
has a Hom-Hopf algebra structure.
Proposition 1.37 Let H = be a finite dimensional Hom-Hopf algebra, with antipode S. Then
the Hom-bialgebra H∗ is a Hom-Hopf algebra, with antipode S∗.
Proof. We know already that H∗ is a Hom-bialgebra. We therefore need only show that S∗ is
the antipode of H∗. To this end, we have that,
µH∗ ◦ (S
∗ ⊗ idH∗) ◦∆H∗ (f
∗) = (ρ ◦ (S∗ ⊗ idH∗) ◦∆H) (f
∗ ◦ µH) = (S ⊗ idH)
∗∆H (f
∗ ◦ µH)
= (f∗ ◦ µH) (S ⊗ idH) ◦∆H = (ρ ◦ f
∗ ◦ ηH ◦ εH) = ηH∗ ◦ εH∗ (f
∗) ,
using ρ−1 (S ⊗ idH)
∗ ρ = (S∗ ⊗ idH∗).
Similarly,
µH∗ ◦ (idH∗ ⊗ S
∗) ◦∆H∗ (f
∗) = ηH∗ ◦ εH∗ (f
∗) .
For all f∗ ∈ H∗, since εH∗ (f
∗) = f∗ (1H) = f
∗ ◦ ηH (1k) , and ηH∗ (1k) = 1H∗ = ε, we have that
S∗ is the convolution inverse of idH∗ and therefore S
∗ is the antipode of H∗.
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2 Modules and Comodules of Hom-Hopf algebras
In this section, we recall the definitions of modules and comodules over Hom-associative algebras
and study their tensor products.
The definitions of action and coaction are simply a polarisation of those of Hom-algebras and
Hom-coalgebras, so we include them now among the basic definitions.
A Hom-module is a pair (M,α) in which M is a vector space and α :M −→M is a linear map
[37]. A morphism (M,αM ) −→ (N,αN ) of Hom-modules is a linear map f :M −→ N such that
αN ◦f = f ◦αM . We will often abbreviate a Hom-module (M,α) to M . The tensor product of
Hom-modules (M,αM ) and (N,αN ) consists of the vector space M ⊗N and the linear self-map
αM ⊗ αN .
2.1 Modules over Hom-associative algebras
Let A = (A,µA, ηA, αA) be a unital Hom-associative algebra and (M,αM ) be a Hom-module.
The vector spaceM is called a left A-module (or left module over Hom-algebra A) if there exists
a morphism λl : A ⊗M −→ M of Hom-modules, written as λl (a⊗m) = a ⊲ m, called the
structure map, such that
λl ◦ (αA ⊗ λl) = λl ◦ (µA ⊗ αM ) and λl ◦ (ηA ⊗ idM ) = αM , (20)
or, equivalently, that for all a, b ∈ A and m ∈M
αA (a)⊲ (b⊲m) = (ab)⊲ αM (m) and 1⊲m = αM (m) ,
where the first identity of (20) acts on A⊗A⊗M and the second of (20) on k⊗M ≃M . The
map λl is then called left action of A on M.
If (M,αM ) and (M
′, αM ′) are left A-modules, then a morphism of left A-modules f :M −→M
′
is a morphism of the underlying Hom-modules such that
f ◦ λl = λ
′
l ◦ (idA ⊗ f) or f (a⊲m) = a⊲ f (m) . (21)
If f is invertible, it is a left A-modules isomorphism.
A right A-module (or right module over Hom-associative algebra A) is a vector space M with
a morphism λr : M ⊗ A −→ M of Hom-modules, right action of A on M and written as
λr (m⊗ a) = m⊳ a, such that
λr ◦ (λr ⊗ αA) = λr ◦ (αM ⊗ µA) and λr ◦ (idM ⊗ ηA) = αM (22)
The two conditions on a right A-module (22) can be expressed as for all a, b ∈ A and m ∈M
(m⊳ a)⊳ αA (b) = αM (m)⊳ (ab) and m⊳ 1 = αM (m)
or as the commutativity of the diagrams
M ⊗A⊗A
αM⊗µA−→ M ⊗A
λr ⊗ αA ↓ ↓ λr
M ⊗A
λr−→ M
M ⊗ k
αM−→ M ⊗ k
idM ⊗ η ↓ ∼=
M ⊗A
λr−→ M
The map λr is then called right action of A on M . We will often denote a left or right A-module
by (M,λ, αM ) and refer to λ as the left or right action of A on M.
17
Example 2.1 If A is a unital Hom-associative algebra, then we may consider A as either a left
or right A-module where the action is given by the multiplication µ.
If M and M ′ are right A-modules, then a morphism of right A-module f :M −→M ′ if
f ◦ λr = λ
′
r ◦ (f ⊗ idA) or f (m⊳ a) = f (m)⊳ a. (23)
If f is invertible, it is an isomorphism of right A-modules.
Proposition 2.2 A right A-module is nothing else than a left module over the opposite uni-
tal Hom-associative algebra Aop. Therefore we need only consider left modules which shall for
simplicity be called Hom-module in the sequel.
Proof. Indeed,
λopr ◦ (αA ⊗ λ
op
r ) (x⊗ y ⊗m) = λ
op
r ◦ (αA (x)⊗ λ
op
r (m⊗ y))
= λr ◦ (λr (m⊗ y)⊗ αA (x)) = λr ◦ (αM (m)⊗ µ (y ⊗ x))
= λopr ◦ (µ
op (x⊗ y)⊗ αM (m)) = λ
op
r ◦ (µ
op ⊗ αM ) (x⊗ y ⊗m) .
Theorem 2.3 Let (A,µ, η, αA) be a unital Hom-associative algebra and (M,λl, αM ) be a left
A-module Then
(
M,αM ◦ λl, α
2
M
)
is another left A-module over unital Hom-associative algebra
(A,µα, ηα, α
2
A) defined in Proposition 1.5.
Proof. Straightforward.
A vector space M is called an A-bimodule if M is both a left A-module with action a⊲m and
a right A-module with action m⊳ a satisfying the compatibility condition
(a⊲m)⊳ αA (b) = αA (a)⊲ (m⊳ b),
for a, b ∈ A and m ∈M . Or
λr ◦ (λl ⊗ αA) = λl ◦ (αA ⊗ λr) . (24)
Then, we refer to the tuple (M,λl, λr, αM ) for an A-bimodule M .
If M and M ′ are A-bimodules, a map f : M −→ M ′ is a morphism of A-bimodules if it is a
morphism of both left A-module and right A-module.
Every Hom-associative algebra (A,µA, αA) is an A-bimodule with λl = λr = µA.
Example 2.4 Let M ′ = V ⊗M ⊗ V , and consider structure maps λµl = µ ⊗ αM ⊗ αV and
λµr = αV ⊗αM ⊗µ. Then,
(
V ⊗M ⊗ V, λµl , λ
µ
r
)
is an exterior A-bimodule; λµl and λ
µ
r are called
exterior bimodule structure maps.
Indeed, the left A-module axioms for λµl now follows from that of λl and the identities
λµl ◦
(
αV ⊗ λ
µ
l
)
= (µ⊗ αM ⊗ αV ) ◦ (αV ⊗ µ⊗ αM ⊗ αV )
= µ ◦ (αV ⊗ µ)⊗ α
⊗2
M ⊗ α
⊗2
V
(1)
= µ ◦ (µ⊗ αV )⊗ α
⊗2
M ⊗ α
⊗2
V .
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λµl ◦ (µ⊗ αV⊗M⊗V ) = (µ⊗ αM ⊗ αV ) ◦ (µ⊗ αV ⊗ αM ⊗ αV )
= µ ◦ (µ⊗ αV )⊗ α
⊗2
M ⊗ α
⊗2
V ,
and
λµl ◦ (η ⊗ idV⊗M⊗V ) = (µ⊗ αM ⊗ αV ) ◦ (η ⊗ idV⊗M⊗V )
(2)
= (µ ◦ (η ⊗ idV )⊗ αM ⊗ αV ) = αV⊗M⊗V .
Likewise, the right A-module axioms for λµr follow from that of λr and the identity λr ◦
(idM ⊗ η) = αM .
λµr ◦ (λ
µ
r ⊗ αV ) = (αV ⊗ αM ⊗ µ) ◦ (αV ⊗ αM ⊗ µ⊗ αV )
= α⊗2V ⊗ α
⊗2
M ⊗ µ ◦ (µ⊗ αV )
= α⊗2V ⊗ α
⊗2
M ⊗ µ ◦ (αV ⊗ µ) by (1)
λµr ◦
(
α
V⊗M⊗V
⊗ µ
)
= (αV ⊗ αM ⊗ µ) ◦ (αV ⊗ αM ⊗ αV ⊗ µ)
= α⊗2V ⊗ α
⊗2
M ⊗ µ ◦ (αV ⊗ µ) ,
and
λµr ◦ (idV ⊗M⊗V ⊗ η) = (αV ⊗ αM ⊗ µ) ◦ (idV ⊗M⊗V ⊗ η)
= αV ⊗ αM ⊗ µ ◦ (idV ⊗ η)
(2)
= αV⊗M⊗V .
Finally, compatibility conditions (24) follows from the following calculation
λµr ◦
(
λµl ⊗ αV
)
= (αV ⊗ αM ⊗ µ) ◦ (µ⊗ αM ⊗ αV ⊗ αV )
= αV ◦ µ⊗ α
⊗2
M ⊗ µ ◦ αV
= µ ◦ (αV ⊗ αV )⊗ α
⊗2
M ⊗ (αV ⊗ αV ) ◦ µ
= λµl ◦ (αV ⊗ λ
µ
r ) .
We have shown that
(
V ⊗M ⊗ V, λµl , λ
µ
r
)
is an exterior A-bimodule.
2.1.1 Comodules over Hom-coassociative coalgebras
Dualizing actions of Hom-associative algebras on Hom-modules leads to coactions of Hom-
coassociative coalgebras on Hom-comodules. Let (C,∆C , εC , βC) be a counital Hom-coassociative
coalgebra and (M,βM ) be a Hom-module.
A right coaction of (C,∆C , εC , βc) on a vector space M , called then a right C-comodule, is a
morphism ρr :M −→M ⊗ C of Hom-modules, satisfying the identities
(ρr ⊗ βC) ◦ ρr = (βM ⊗∆C) ◦ ρr and (idM ⊗ εC) ◦ ρr = βM . (25)
If ρr and ρ
′
r are right comodules of C on Hom-module (M,βM ) and (M
′, βM ′), then a morphism
of right C-comodules f :M −→M ′ is a morphism of the underlying Hom-comodules such that
ρ′r ◦ f = (idC ⊗ f) ◦ ρr. (26)
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A left C-comodule ( or left comodule over Hom-coassociative coalgebra C) on (M,βM ) is a linear
mapping ρl :M −→ C ⊗M such that
(βC ⊗ ρl) ◦ ρl = (∆C ⊗ βM ) ◦ ρl and (εC ⊗ idM ) ◦ ρl = βM . (27)
The two conditions of (25) are equivalent to the requirement that the two diagrams
M ⊗ C ⊗ C
βM⊗∆C←− M ⊗ C
ρr ⊗ βC ↑ ↑ ρr
M ⊗ C
ρr
←− M
M ⊗ k ∼= M
idM ⊗ ε ↑ ↑ βM
M ⊗C
ρr
←− M.
are commutative. The diagrams of (27) for a right comodule are obtained from the diagrams of
(22) for a right module by reversing arrows and replacing the multiplication µ by the comulti-
plication ∆ and the unit η by the counit ε. Note also that the identities of (25) and (27) which
characterize right and left comodules are just the ”duals” of the identities of (20) and (22) which
define right and left modules, respectively.
The map ρr (resp. ρl) is then called a right (resp. left) coaction of (M,βM ) on C.
Then, a morphism of right C-comodule is f :M →M ′ such that
ρ′r ◦ f = (f ⊗ idC) ◦ ρr. (28)
If f is invertible, it is an isomorphism of right C-modules.
Proposition 2.5 A right C-comodule is the same as a left comodule over the coopposite counital
Hom-coassociative coalgebra Ccop.
Remark 2.6 The preceding proposition shows that any result that we obtain for right Hom-
comodules has an analogue for left Hom-comodules. This is why we are going to work generally
with right C-comodules, without explicitly mentioning the similar results for left C-comodules.
Remark 2.7 Clearly, ∆ is a right bicomodule and also a left comodule of A on itself. Indeed,
in the case ρr = ρl = ∆, equations (25) and (27) become the Hom-coalgebra axioms (7) and (8).
A vector spaceM is called a C-bicomodule ifM is both a left C-comodule and a right C-comodule
satisfying the compatibility condition
(βC ⊗ ρr) ◦ ρl = (ρl ⊗ βC) ◦ ρr (29)
Then, we call (M,ρl, ρr, αM ) a C-bicomodule.
If M and M ′ are C-bicomodules, a map f : M −→M ′ is a morphism of C-bicomodules if it is
morphism of left C-comodule and it is morphism of right C-comodule.
Example 2.8 Let N ′ = V ⊗ N ⊗ V, and consider structure maps ρ∆l = ∆ ⊗ αN ⊗ αV and
ρ∆r = αV ⊗ αN ⊗ ∆. Then
(
V ⊗N ⊗ V, ρ∆l , ρ
∆
r
)
is an exterior A-bicomodule; ρ∆l and ρ
∆
r are
called exterior bicomodule structure maps.
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Proof. This proof is completely analogous to that of Example 2.4.
Let C be a counital Hom-coassociative coalgebra, and C∗ the dual unital Hom-associative alge-
bra. IfM is a vector space, and ω :M −→M⊗C is a linear map, we define ψω : C
∗⊗M −→M
by
ψω = φ (γ ⊗ idM ) (idC∗ ⊗ τM⊗C) (idC∗ ⊗ ω) ,
where γ : C∗⊗C −→ k is defined by γ (x∗ ⊗ x) = x∗ (x) , and φ : k⊗M −→M is the canonical
isomorphism. If ω (m) =
∑
imi ⊗ xi, then ψω (x
∗ ⊗m) =
∑
i x
∗ (xi)mi.
Proposition 2.9 Let (C,∆, ε, β) be a counital Hom-coassociative coalgebra. (M,ω, βM ) is a
right C-comodule if and only if (M,ψω, αM ) is a left C
∗-module where αM = βM .
Proof. From the previous Proposition we know that (C∗, µC∗ , ηC∗ , αC∗) is a unital Hom-
associative algebra when we define µC∗ , ηC∗ , αC∗ , as in Theorem 1.12.
Assume that (M,ω, βM ) is a right C-comodule. Denoting ω (m) =
∑
(m)
m(0) ⊗ x(1), we have
ψω (x
∗ ⊗m) =
∑
x∗
(
x(1)
)
m(0).
First, we have that
ψω (1C∗ ⊗m) = ψω (εC ⊗m) = φ (γ ⊗ idM ) (idC∗ ⊗ τM⊗C) (idC∗ ⊗ ω) (εC ⊗m)
=
∑
εC
(
x(1)
)
m(0) = (idM ⊗ εC) ◦ ω (m) = βM (m) = αM (m) by (25)
from the definition of a right C-comodule. Then, for x∗, y∗ ∈ C∗, m ∈M
ψω ◦ (αC∗ ⊗ ψω) (x
∗ ⊗ y∗ ⊗m) = ψω ◦ (αC∗ (x
∗)⊗ ψω (y
∗ ⊗m))
= ψω ◦
(
x∗ (βC)⊗
∑
y∗
(
x(1)
)
m(0)
)
=
∑
y∗
(
x(1)
)
ψω
(
x∗ (βC)⊗m(0)
)
=
∑
y∗
(
x(1)
)
x∗ (βC)
(
x(2)
) (
m(0)
)
(0)
=
∑
x∗ ◦ βC
(
x(2)
)
y∗
(
x(1)
) (
m(0)
)
(25)
=
∑
ρ (x∗ ⊗ y∗)
(
βC
(
x(2)
)
⊗ x(1) ⊗m(0)
)
=
∑
ρ (x∗ ⊗ y∗)
(
x(2) ⊗ x(1) ⊗ βM
(
m(0)
))
=
∑
∆∗ρ (x∗ ⊗ y∗) x(1) ⊗ βM
(
m(0)
)
= ψω ◦ (µC∗ ⊗ αM ) (x
∗ ⊗ y∗ ⊗m) ,
which shows that (M∗, ψω, αM ) is a left C
∗-module. Assume now that (M∗, ψω, αM ) is a left
C∗-module. From ψω ◦ (ηC∗ ⊗ idM∗) = αM∗ , one obtains
∑
εC
(
x(1)
)
m(0) = αM (m) . It follows
(idM ⊗ εC) ◦ ω (m) =
∑
εC
(
x(1)
)
m(0) = αM (m) = βM (m) .
Hence, the second condition from the definition of a right C-comodule is checked.
If x∗, y∗ ∈ C∗, m ∈M , then
ψω ◦ (µC∗ ⊗ αM ) (x
∗ ⊗ y∗ ⊗m) = ψω ◦ (∆
∗ ◦ ρ (x∗ ⊗ y∗)⊗ αM (m))
=
∑
∆∗C ◦ ρ (x
∗ ⊗ y∗)
(
x(1)
)
αM (m)(0) =
∑(
x∗
(
x(1)
)
(1)
y∗
(
x(1)
)
(2)
)
αM (m)(0)
= φ′ (idM ⊗ y
∗ ⊗ x∗) (βM ⊗∆C)ω (m) ,
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where φ′ :M ⊗ k⊗ k −→M is the canonical isomorphism, and αM = βM . Also
ψω ◦ (αC∗ ⊗ ψω) (x
∗ ⊗ y∗ ⊗m) = ψω ◦ (αC∗ (x
∗)⊗ ψω (y
∗ ⊗m))
= ψω ◦
(
αC∗ (x
∗)⊗
∑
y∗
(
x(1)
)
m(0)
)
=
∑
y∗
(
x(1)
)
ψω ◦
(
x∗ (βC)⊗m(0)
)
=
∑
y∗
(
x(1)
)
x∗
(
βC
(
x(2)
))
m(0) = φ
′ (idM ⊗ y
∗ ⊗ x∗) (ω ⊗ βC)ω (m) .
Denoting
z = (βM ⊗∆C)ω (m)− (ω ⊗ βC)ω (m) ∈M ⊗ C ⊗ C,
we have (idM ⊗ y
∗ ⊗ x∗) (z) = 0 for any y∗, x∗ ∈ C∗. This shows that z = 0.
Indeed, if we denote by (ei)i a basis of C, we can write y =
∑
i,jmij ⊗ ei⊗ ej for some mij ∈M.
Fix i0 and j0 and consider the maps e
∗
i ∈ C
∗ defined by e∗i (ej) = δi,j for any j. Then mi0j0 =(
idM ⊗ e
∗
i0
⊗ e∗j0
)
(z) = 0, and from this we get z = 0.
Then (βM ⊗∆C)ω (m) = (ω ⊗ βC)ω (m) . The proof is similar to the opposite case.
Proposition 2.10 Let (A,µ, η, α) be a finite dimensional unital Hom-associative algebra. If M
is a left A-module, then M is a right A∗-comodule.
Theorem 2.11 Let (C,∆, ε, β) be a counital Hom-coassociative coalgebra. Then for any right
C-comodule M , M∗ is a left C∗module. Conversely, Let (A,µ, η, α) be a finite dimensional
unital Hom-associative algebra. If N is a left A-module then N∗ is a right A∗-comodule.
2.1.2 Tensor product of bimodules and bicomodules
We will need to consider tensor products over k of bimodules. The tensor product of bimodules
can be endowed with bimodule structures; if M and N are bimodules over A; we shall consider
two bimodule structures on M ⊗ N (dual of each other), which we will denote by M⊗N and
M⊗N (see for example [34] for details). These notations will also be used for the tensor product
of bimodules or bicomodules, ‘forgetting’ some of the structures.
Proposition 2.12 Let (H,µH ,∆H , αH) be a Hom-bialgebra and (M,λl, λr), (M
′, λ′l, λ
′
r) be H-
bimodules. The internal (bimodule) tensor product of M with M ′ is the so called interior H-
bimodule M⊗M ′ = (M ⊗M ′, λl⊗λ
′
l, λr⊗λ
′
r) with
λ2l = λl⊗λ
′
l =
(
λl ⊗ λ
′
l
)
◦ (idH ⊗ τH,M ⊗ idM ′) ◦ (∆H ⊗ idM ⊗ idM ′) (30)
and
λ2r = λr⊗λ
′
r =
(
λr ⊗ λ
′
r
)
◦
(
idM ⊗ τM ′,H ⊗ idH
)
◦ (idM ⊗ idM ′ ⊗∆H) . (31)
Proof. It is already shown in [37].
Remark 2.13 Since ∆H is Hom-coassociative,(
λl⊗λ
′
l
)
⊗αH
(
λ′′l
)
= αH (λl)⊗
(
λ′l⊗λ
′′
l
)
and
(
λr⊗λ
′
r
)
⊗αH
(
λ′′r
)
= αH (λr)⊗
(
λ′r⊗
(
λ′′r
))
.
Thus, the internal tensor product can be Hom-associatively applied to any finite family of H-
bimodules.
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Proof. We use the Hom-coassociativity axiom (7). We have(
λl⊗λ
′
l
)
⊗αH
(
λ′′l
)
=
((
λl⊗λ
′
l
)
⊗ αH
(
λ′′l
))
◦ τ2,3 ◦
(
∆H ⊗ id
⊗3
M
)
=
[((
λl ⊗ λ
′
l
)
◦ τ2,3 ◦ (∆H ⊗ idM⊗M ′)
)
⊗ αH
(
λ′′l
)]
◦ τ2,3 ◦ (∆H ⊗ idM⊗M ′⊗M ′′)
=
[(
λl ⊗ λ
′
l
)
⊗ λ′′l
]
◦ [τ2,3 ◦ (∆H ⊗ idM⊗M ′)⊗ αH⊗M ′′ ] ◦ τ2,3 ◦ (∆H ⊗ idM⊗M ′⊗M ′′)
=
[
λl ⊗
(
λ′l ⊗ λ
′′
l
)]
◦ [αH⊗M ⊗ τ2,3 ◦ (∆H ⊗ idM ′⊗M ′′)] ◦ τ2,3 ◦ (∆H ⊗ idM⊗M ′⊗M ′′)
=
(
αH (λl)⊗
(
λ′l⊗λ
′′
l
))
◦ τ2,3 ◦ (∆H ⊗ idM⊗M ′⊗M ′′)
= αH (λl)⊗
(
λ′l⊗λ
′′
l
)
.
The second assertion is proved similarly.
Corollary 2.14 Let (M,λl, λr)be an H-bimodule. The structure maps λ
µ
l = µ⊗λl⊗µ and λ
µ
r
= µ⊗λr⊗µ on the interior H-bimodule H⊗M⊗H are called the two-sided interior extensions of
λl and λr, respectively, by µ.
Proposition 2.15 Let (M,λl, λr)be an H-bimodule. The interior H-bimoduleM
⊗n = (M⊗n, λnl , λ
n
r ),
with
λnl =
(
λl⊗λ
n−1
l
)
=
(
λl ⊗ λ
n−1
l
)
◦ τ2,3 ◦
(
∆⊗ id⊗nM
)
(32)
and
λnr =
(
λn−1r ⊗λr
)
=
(
λn−1r ⊗ λr
)
◦ τn,n+1 ◦
(
id⊗nM ⊗∆
)
(33)
is called the n-fold interior (bimodule) tensor power of M.
Proof. By induction.
Example 2.16 Let (H,µH ,∆H , αH) be a Hom-bialgebra; for each n ≥ 1, the n-fold interior
(bimodule) tensor power of H is the interior H-bimodule H⊗n = (H⊗n, λnl , λ
n
r ) with
λnl = µ
⊗n
H ◦ (135... (2n− 1) 246... (2n)) ◦
2n−2∏
i=n
(
∆H ⊗ id
⊗(3n−i−2)
M
)
(34)
and
λnr = µ
⊗n
H ◦ (135... (2n − 1) 246... (2n)) ◦
2n−2∏
i=n
(
id
⊗(3n−i−2)
M ⊗∆H
)
, (35)
where λl = λr = µH
Proposition 2.17 Let (H,µH ,∆H , αH) be a Hom-bialgebra and (N, ρl, ρr), (N
′, ρ′l, ρ
′
r) be H-
bicomodules. The internal (bicomodule) tensor product of N with N ′ is the so-called interior
H-bicomodule N⊗N ′ = (N ⊗N ′, ρl⊗ρ
′
l, ρr⊗ρ
′
r) with
ρ2l = ρl⊗ρ
′
l = (µH ⊗ idN⊗N ′) ◦ τ2,3 ◦
(
ρl ⊗ ρ
′
l
)
(36)
and
ρ2r = ρr⊗ρ
′
r = (idN⊗N ′ ⊗ µH) ◦ τ2,3 ◦
(
ρr ⊗ ρ
′
r
)
. (37)
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Remark 2.18 Since µH is Hom-associative, we have(
ρl⊗ρ
′
l
)
⊗α
(
ρ′′l
)
= α (ρl)⊗
(
ρ′l⊗ρ
′′
l
)
and
(
ρr⊗ρ
′
r
)
⊗α
(
ρ′′r
)
= α (ρr)⊗
(
ρ′r⊗ρ
′′
r
)
.
Thus, the internal tensor product can be Hom-associatively applied to any finite family of H-
bicomodules.
Corollary 2.19 Let (N, ρl, ρr) be an H-bicomodule. The structure maps ρ
∆
l = ∆⊗ρl⊗∆ and ρ
∆
r
= ∆⊗ρr⊗∆ on the interior H-bicomodule H⊗N⊗H are called the two-sided interior extensions
of ρl and ρr by ∆, respectively.
Proposition 2.20 Let (N, ρl, ρr)be an H-bicomodule.
The interior H-bicomodule N⊗n = (N⊗n, ρnl , ρ
n
r ), with
ρnl = ρl⊗ρ
n−1
l =
(
µ⊗ α⊗nN
)
◦ τ2,3 ◦
(
ρl ⊗ ρ
n−1
l
)
(38)
and
ρnr = ρ
n−1
r ⊗ρr =
(
id⊗nN ⊗ µ
)
◦ τn,n+1 ◦
(
ρn−1r ⊗ ρr
)
(39)
is called the n-fold internal (bicomodule) tensor power of N .
Proof. By induction
Example 2.21 Let (H,µH ,∆H , αH) be a Hom-bialgebra, consider the H-bicomodule (H, ρl, ρr)
where ρl = ρr = ∆H . For each n ≥ 1, the n-fold internal (bicomodule) tensor power of H is the
interior H-bicomodule H⊗n = (H⊗n, ρnl , ρ
n
r ) with
ρnl =
2n−2∏
i=n
(
µH ⊗ id
⊗i
N
)
◦ (135... (2n− 1) 246... (2n))−1 ◦∆⊗nH (40)
ρnr =
2n−2∏
i=n
(
id⊗iN ⊗ µH
)
◦ (135... (2n − 1) 246... (2n))−1 ◦∆⊗nH . (41)
Lemma 2.22 Consider the interior H-bicomodules, H⊗n = (H⊗n, λnl , λ
n
r ) and H
⊗n = (H⊗n, ρnl , ρ
n
r )
with λ1l = λ
1
l = µ, ρ
1
l = ρ
1
l = ∆ and let f : V
⊗q → V ⊗p be a linear map which commutes with β
and such that α⊗p ◦ f = f ◦ α⊗q, p, q ∈ N∗. Then
1. λp+1l ◦
(
αp−1 ⊗
(
αp−1 ⊗ f
)
◦ ρpl
)
=
(
αp−1 ⊗ λpl ◦
(
αp−1 ⊗ f
))
◦ ρp+1l
2. λp+1r ◦
((
f ⊗ αp−1
)
◦ ρpr ⊗ αp−1
)
=
(
λpr ◦
(
f ⊗ αp−1
)
⊗ αp−1
)
◦ ρp+1r .
3 Gerstenhaber-Schack Cohomology for Hom-bialgebras
Gerstenhaber-Schack cohomology of Hom-bialgebras is a twisted generalization of bialgebras co-
homology, which was first discovered by Gerstenhaber and Schack [13, 14], extending associative
algebras cohomology introduced by Hochschild in [19] to bialgebra. Deformation theories are
intimately related to cohomology. It turns out that, we do not need a cohomology of (Hom-
)Hopf algebra since it is enough to deform (Hom-)Hopf algebra as a (Hom-)bialgebra. We refer
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to [13, 14] for the definition of bialgebra cohomology and its truncated version due to Gersten-
haber and Schack. We define the bicomplex extending Hochschild cohomology for horizontal
faces and coalgebra Cartier cohomology for the vertical faces.
Let B = (B,µ, η,∆, ε, α) be a Hom-bialgebra on the k-vector space B. We set for the cochains:
Cp,qHom = Homk
(
B⊗q, B⊗p
)
, p, q ≥ 1,
Cp,qHom =
{
f : B⊗q −→ B⊗p, f is a linear map, f ◦ α⊗q = α⊗p ◦ f
}
.
We define the horizontal faces δp,qHom,H : C
p,q
Hom −→ C
p,q+1
Hom as
δp,qHom,H (f) = λ
p
l ◦(α
q−1⊗f)+
q∑
i=1
(−1)if ◦
(
α⊗(i−1) ⊗ µ⊗ α⊗(q−i)
)
+(−1)q+1λpr◦(f⊗α
q−1). (42)
The vertical faces δp,qHom,C : C
p,q
Hom −→ C
p+1,q
Hom are defined as:
δp,qHom,C (f) = (α
p−1⊗f)◦ρql+
p∑
j=1
(−1)j
(
α⊗(j−1) ⊗∆⊗ α⊗(p−j)
)
◦f+(−1)p+1(f⊗αp−1)◦ρqr. (43)
Proposition 3.1 The composite
δ2,1Hom,C ◦ δ
1,1
Hom,C = 0, δ
1,2
Hom,C ◦ δ
1,1
Hom,H = δ
2,1
Hom,H ◦ δ
1,1
Hom,C , δ
1,2
Hom,H ◦ δ
1,1
Hom,H = 0.
Proof. We prove the first identity. We have δ2,1Hom,C (f) = (α⊗ f) ◦ ρ
1
l − (∆⊗ α) ◦ f + (α⊗∆) ◦
f − (f ⊗ α) ◦ ρ1r, δ
1,1
Hom,C (f) = (idB ⊗ f) ◦ ρ
1
l −∆ ◦ f + (f ⊗ idB) ◦ ρ
1
r , and ρ
1
l = ρ
1
r = ∆
δ2,1Hom,C ◦ δ
1,1
Hom,C (f) = (α⊗ δ
1,1
Hom,C (f)) ◦∆− (∆⊗ α) ◦ δ
1,1
Hom,C (f) + (α⊗∆) ◦ δ
1,1
Hom,C (f)
− (δ1Hom,C (f)⊗ α) ◦∆
= (α⊗ ((idB ⊗ f) ◦∆−∆ ◦ f + (f ⊗ idB) ◦∆)) ◦∆
− (∆⊗ α) ◦ ((idB ⊗ f) ◦∆−∆ ◦ f + (f ⊗ idB) ◦∆)
+ (α⊗∆) ◦ ((idB ⊗ f) ◦∆−∆ ◦ f + (f ⊗ idB) ◦∆)
− ((idB ⊗ f) ◦∆−∆ ◦ f + (f ⊗ idB) ◦∆)⊗ α) ◦∆
= (α⊗ (idB ⊗ f) ◦∆) ◦∆− (α⊗ (∆ ◦ f)) ◦∆+ (α⊗ (f ⊗ idB) ◦∆) ◦∆
− (∆⊗ α) (idB ⊗ f) ◦∆+ (∆⊗ α) (∆ ◦ f)− (∆⊗ α) (f ⊗ idB) ◦∆
+ (α⊗∆) (idB ⊗ f) ◦∆− (α⊗∆) (∆ ◦ f) + (α⊗∆) (f ⊗ idB) ◦∆
− (((idB ⊗ f) ◦∆)⊗ α) ◦∆+ ((∆ ◦ f)⊗ α) ◦∆− (((f ⊗ idB) ◦∆)⊗ α) ◦∆
(∗)
= (α⊗ (idB ⊗ f) ◦∆) ◦∆+ (α⊗ (f ⊗ idB) ◦∆) ◦∆
− (∆⊗ α) (idB ⊗ f) ◦∆+ (α⊗∆) (f ⊗ idB) ◦∆
− (((idB ⊗ f) ◦∆)⊗ α) ◦∆− (((f ⊗ idB) ◦∆)⊗ α) ◦∆,
where (*) was obtained by the Hom-coassociativity of ∆ and Lemma 1.16.
From Lemma 1.17, we immediately obtain δ2,1Hom,C ◦ δ
1,1
Hom,C (f) = 0.
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For the second identity, we have δ1,2Hom,C (f) = (idB⊗f)◦ρ
2
l −∆◦f+(f ⊗ idB)◦ρ
2
r , δ
1,1
Hom,C (f) =
(idB ⊗ f) ◦ ρ
1
l − ∆ ◦ f + (f ⊗ idB) ◦ ρ
1
r , δ
2,1
Hom,H (f) = λ
2
l ◦ (idB ⊗ f) − f ◦ µ + λ
2
r ◦ (f ⊗ idB),
δ1,1Hom,H (f) = λ
1
l ◦ (idB ⊗ f)− f ◦ µ+ λ
1
r ◦ (f ⊗ idB), and ρ
1
l = ρ
1
r = ∆, λ
1
l = λ
1
r = µ,
δ1,2Hom,C ◦ δ
1,1
Hom,H (f) = (idB ⊗ (µ ◦ (idB ⊗ f)− f ◦ µ+ µ ◦ (f ⊗ idB))) ◦ ρ
2
l
−∆ ◦ (µ ◦ (idB ⊗ f)− f ◦ µ+ µ ◦ (f ⊗ idB))
+ ((µ ◦ (idB ⊗ f)− f ◦ µ+ µ ◦ (f ⊗ idB))⊗ idB) ◦ ρ
2
r
= ((idB ⊗ µ ◦ (idB ⊗ f)) ◦ ρ
2
l − (idB ⊗ f ◦ µ) ◦ ρ
2
l+
(idB ⊗ µ ◦ (f ⊗ idB)) ◦ ρ
2
l −∆ ◦ µ ◦ (idB ⊗ f)−∆ ◦ f ◦ µ
+∆ ◦ µ ◦ (f ⊗ idB) + (µ ◦ (idB ⊗ f)⊗ idB) ◦ ρ
2
r
− (f ◦ µ⊗ idB) ◦ ρ
2
r + (µ ◦ (f ⊗ idB)⊗ idB) ◦ ρ
2
r
(∗∗)
= λ2l ◦ (idB ⊗ (idB ⊗ f) ◦∆)− (idB ⊗ f) ◦∆ ◦ µ+
λ2r ◦ (((idB ⊗ f) ◦∆)⊗ idB))− λ
2
l ◦ (idB ⊗ (∆ ◦ f))
−∆ ◦ f ◦ µ+ λ2r ◦ ((∆ ◦ f)⊗ idB)) + λ
2
l ◦ (idB ⊗ (f ⊗ idB) ◦∆)
− (f ⊗ idB) ◦∆ ◦ µ+ λ
2
r ◦ ((f ⊗ idB) ◦∆⊗ idB)
= δ2,1Hom,H ◦ δ
1,1
Hom,C (f) ,
where (∗∗) is obtained by the compatibility condition and Lemma 2.22.
For the third identity see ([2]).
Proposition 3.2 Let Dp,qi : C
p,q
Hom (B
⊗q, B⊗p) −→ Cp,q+1Hom
(
B⊗q+1, B⊗p
)
be linear operators
defined for f ∈ Cp,qHom (B
⊗q, B⊗p) by:
Dp,qi (f) =


−λpl ◦ (α
q−1 ⊗ f) + f ◦
(
µ⊗ α⊗(q−1)
)
if i = 0,
f ◦
(
α⊗i ⊗ µ⊗ α⊗(q−i−1)
)
if ∀1 ≤ i ≤ q − 2,
f ◦
(
α⊗q−1 ⊗ µ
)
− λpr ◦ (f ⊗ αq−1) if i = q − 1.
(44)
Then
D1,q+1i ◦D
1,q
j = D
1,q+1
j+1 ◦D
1,q
i 0 ≤ i < j ≤ q and δ
1,q
Hom,H =
q−1∑
i=0
(−1)i+1D1,qi . (45)
Proposition 3.3 Let Sp,qi : C
p,q
Hom (B
⊗q, B⊗p) −→ Cp+1,qHom
(
B⊗q, B⊗p+1
)
be linear operators de-
fined for g ∈ Cp,qHom (B
⊗q, B⊗p) by:
Sp,qi (g) =


−(αp−1 ⊗ g) ◦ ρql +
(
∆⊗ α⊗(p−1)
)
◦ g if i = 0,(
α⊗i ⊗∆⊗ α⊗(p−i−1)
)
◦ g if ∀1 ≤ i ≤ p− 2,(
α⊗p−1 ⊗∆
)
◦ g − (g ⊗ αp−1) ◦ ρqr if i = p− 1.
(46)
Then
Sp+1,1i ◦ S
p,1
j = S
p+1,1
j+1 ◦ S
p,1
i 0 ≤ i ≤ j ≤ n and δ
p,1
Hom,C =
p−1∑
i=0
(−1)i+1Sp,1i . (47)
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Theorem 3.4 Let B = (B,µ, η,∆, ε, α) be a Hom-bialgebra and δp,qHom,H : C
p,q
Hom −→ C
p,q+1
Hom ,
δp,qHom,C : C
p,q
Hom −→ C
p+1,q
Hom be the operators defined in (42), (43).
Then
(
Cp,qHom, δ
p,q
Hom,H , δ
p,q
Hom,C
)
is a bicomplex i.e.
δp+1,qHom,C ◦ δ
p,q
Hom,C = 0 and δ
p,q+1
Hom,H ◦ δ
p,q
Hom,H = 0. (48)
Proof. We prove the first identity.
δp+1,qHom,C ◦ δ
p,q
Hom,C =
(
p∑
i=0
(−1)i+1Sp+1,qi
)
◦

p−1∑
j=0
(−1)j+1Sp,qj


=
p∑
i=0
p−1∑
j=0
(−1)i+jSp+1,qi ◦ S
p,q
j =
∑
0≤j<i≤n
(−1)i+jSp+1,qi ◦ S
p,q
j +
∑
0≤i≤j≤n−1
(−1)i+jSp+1,qi ◦ S
p,q
j
(47)
=
∑
0≤j<i≤n
(−1)i+jSp+1,qi S
p,q
j +
∑
0≤i≤j≤n−1
(−1)i+jSp+1,qj+1 S
p,q
i
=
∑
0≤j<i≤n
(−1)i+jSp+1,qi S
p,q
j +
∑
0≤i<k≤n
(−1)i+k−1Sp+1,qk S
p,q
i = 0.
For the second identity, see ([2]).
There is a canonical way to construct a complex from a given bicomplex. The cochains are given
by
CˆHom =
∑
n
⊕CˆnHom, Cˆ
n
Hom =
∑
p+q=n+1,p,q≥1
⊕Cp,qHom, C
p,q
Hom = Homk
(
B⊗q, B⊗p
)
n ≥ 1.
The coboundary operator is δnHom : Cˆ
n
Hom −→ Cˆ
n+1
Hom defined as
δnHom|Cn+1−q,qHom
= δp,qHom,H ⊕ (−1)
q δp,qHom,C , 1 ≤ q ≤ n, p = n+ 1− q. (49)
Hence, for each n ≥ 1, we get a complex
0 −→ Cˆ1Hom −→
δ1
Hom Cˆ2Hom −→
δ2
Hom Cˆ3Hom −→
δ3
Hom Cˆ4Hom · · ·
Remark 3.5 The composite δ2Hom ◦ δ
1
Hom = 0, according to Proposition 3.1.
We define the n−th cohomology group of the above complex to be the Hom-bialgebra cohomology
of B, which will be denoted by HnHom (B,B), n ≥ 1.
The kernel of δnHom in Cˆ
n
Hom is the space of n-cocycles defined by:
ZnHom (B,B) =
{
ρ ∈ CˆnHom : δ
n
Hom (ρ) = 0
}
. (50)
The image of δnHom is the space of n-coboundaries defined by:
BnHom (B,B) =
{
ρ ∈ CˆnHom : ρ = δ
n−1
Hom (ψ) , ψ ∈ Cˆ
n−1
Hom
}
. (51)
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The Gerstenhaber-Shack cohomology group of the Hom-bialgebra B = (B,µ, η,∆, ε, α) with
coefficient in it self is
HnHom (B,B) = Z
n
Hom (B,B) /B
n
Hom (B,B) . (52)
In particular,
H1Hom (B,B) =
{
f : B −→ B : δ0,1Hom,H (f) = 0 and δ
1,0
Hom,C (f) = 0
}
,
where
δ0,1Hom,H (f) = µ ◦ (idB ⊗ f)− f ◦ µ+ µ ◦ (g ⊗ idB),
δ1,0Hom,C (f) = (idB ⊗ f) ◦∆−∆ ◦ f + (f ⊗ idB) ◦∆.
The cohomology groups H2Hom (B,B) and H
3
Hom (B,B) play an important role in deformation
theory. We provide their explicit definitions.
• Z2Hom (B,B) =
{
(f, g) ∈ Cˆ2Hom, δ
1,2
Hom,H (f) = 0, δ
1,2
Hom,C (f) + δ
2,1
Hom,H (g) = 0, δ
2,1
Hom,C (g) = 0
}
,
where for f : B ⊗B −→ B and g : B −→ B ⊗B, we have
δ1,2Hom,H (f) = λ
1
l ◦ (α⊗ f)− f ◦ (µ⊗ α) + f ◦ (α⊗ µ)− λ
1
r ◦ (f ⊗ α);
δ1,2Hom,C (f) + δ
2,1
Hom,H (g) =
(
(idB ⊗ f) ◦ ρ
2
l −∆ ◦ f + (f ⊗ idB) ◦ ρ
2
r
)
+
(λ2l ◦ (idB ⊗ g) − g ◦ µ+ λ
2
r ◦ (g ⊗ idB)),
δ2,1Hom,C (g) = (α⊗ g) ◦ ρ
1
l − (∆⊗ α) ◦ g + (α⊗∆) ◦ g − (f ⊗ α) ◦ ρ
1
r ,
where ρ1l = ρ
1
r = ∆, λ
1
l = λ
1
r = µ.
• B2Hom (B,B) =
{
(f, g) ∈ Cˆ2Hom, ∃h : B −→ B, f = δ
0,1
Hom,H (h) , g = δ
1,0
Hom,C (h)
}
,
where
δ0,1Hom,H (h) = µ ◦ (idB ⊗ h)− h ◦ µ+ µ ◦ (h⊗ idB),
δ1,0Hom,C (h) = (idB ⊗ h) ◦∆−∆ ◦ h+ (h⊗ idB) ◦∆.
• Z3Hom (B,B) =
{
(F,H,G) ∈ Cˆ3Hom, δ
1,3
Hom,H (F ) = 0, δ
2,2
Hom,H (H)− δ
1,3
Hom,C (F ) = 0,
δ2,2Hom,C (H) + δ
3,1
Hom,H (G) = 0, δ
3,1
Hom,C (G) = 0
}
,
and
• B3Hom (B,B) =
{
(F,H,G) ∈ Cˆ3Hom, ∃ (f, g) ∈ Cˆ
2
Hom, , F = δ
1,2
Hom,H (f) ,
H = δ1,2Hom,C (f) + δ
2,1
Hom,H (g) , G = δ
2,1
Hom,C (g)
}
,
where F : B ⊗B ⊗B −→ B, H : B ⊗B −→ B ⊗B and G : B −→ B ⊗B ⊗B.
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Example 3.6 We consider (T2)λ, the 4-dimensional Taft-Sweedler Hom-bialgebra defined in
Example 1.23 for which we compute for λ 6= 1 and λ 6= 0, the first cohomology groups.
The space of 1-cohomology classes of (T2)λ
H1Hom ((T2)λ, (T2)λ) =
{
f : (T2)λ −→ (T2)λ: δ
1,1
Hom,H (f) = 0 and δ
1,1
Hom,C (f) = 0
}
The elements are defined with respect to a basis {e1, e2, e3, e4} by
f (e1) = 0, f (e2) = 0, f (e3) = ae3, f (e4) = ae4,where a is a free parameter.
The 2-cocycles of the Hom-bialgebras (T2)λ
Z2Hom ((T2)λ, (T2)λ) =
{
(f, g) ∈ Cˆ2Hom : δ
1,2
Hom,H (f) = 0, δ
2,1
Hom,C (g) = 0, δ
1,2
Hom,C (f) + δ
2,1
Hom,H (g) = 0
}
.
They are defined with respect to the basis {e1, e2, e3, e4}, by the table which describes multiplying
the ith row elements by the jth column elements with respect to the same basis :
f e1 e2 e3 e4
e1 a (e1 + e2) a (e1 + e2) λa (e3 + e4) λa (e3 + e4)
e2 a (e1 + e2) a (e1 − 3e2) λ (ce4 − ae3) λ ((2a− c) e3 − ae4)
e3 λa (e3 − e4) −λ (ae3 + ce4) 0 0
e4 λa (e4 − e3) −λ ((2a− c) e3 + ae4) 0 0
and
g (e1) = −a (e1 ⊗ e1 + e1 ⊗ e2 + e2 ⊗ e1 − e2 ⊗ e2) ,
g (e2) = −a (e1 ⊗ e1 − e1 ⊗ e2 − e2 ⊗ e1 + e2 ⊗ e2) ,
g (e3) = λa (e1 ⊗ e3 − e2 ⊗ e3 − e3 ⊗ e1 − e3 ⊗ e2) ,
g (e4) = −λa (e1 ⊗ e4 + e2 ⊗ e4 − e4 ⊗ e1 + e4 ⊗ e2) .
The space of 2-coboundaries of the Hom-bialgebra (T2)λ is defined by
B2Hom ((T2)λ, (T2)λ) =
{
(f, g) ∈ Cˆ2Hom, ∃h : (T2)λ −→ (T2)λ, f = δ
1,1
Hom,H (h) , g = δ
1,1
Hom,C (h)
}
such that
f e1 e2 e3 e4
e1 0 0 0 0
e2 0 0 λce4 −λce3
e3 0 −λce4 0 0
e4 0 λce3 0 0
and g (ei) = 0 for i ∈ {1, 2, 3, 4} , where λ, a, c ∈ k are free parameters.
The 2th cohomology group of (T2)λ is the quotient
H2Hom ((T2)λ, (T2)λ) = Z
2
Hom ((T2)λ, (T2)λ) /B
2
Hom ((T2)λ, (T2)λ) ,
which is defined, with respect to the basis {e1, e2, e3, e4}, by
f e1 e2 e3 e4
e1 a (e1 + e2) a (e1 + e2) λa (e3 + e4) λa (e3 + e4)
e2 a (e1 + e2) a (e1 − 3e2) −λae3 λa (2e3 − e4)
e3 λa (e3 − e4) −λae3 0 0
e4 λa (e4 − e3) −λa (2e3 + e4) 0 0
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and
g (e1) = −a (e1 ⊗ e1 + e1 ⊗ e2 + e2 ⊗ e1 − e2 ⊗ e2) ,
g (e2) = −a (e1 ⊗ e1 − e1 ⊗ e2 − e2 ⊗ e1 + e2 ⊗ e2) ,
g (e3) = λa (e1 ⊗ e3 − e2 ⊗ e3 − e3 ⊗ e1 − e3 ⊗ e2) ,
g (e4) = −λa (e1 ⊗ e4 + e2 ⊗ e4 − e4 ⊗ e1 + e4 ⊗ e2) .
4 Formal Deformations of Hom-bialgebras
We discuss, in this section, a deformation theory for Hom-bialgebras following Gerstenhaber’s
approach. Let (B,µ, η,∆, ε, β) be a Hom-bialgebra and k[[t]] be the power series ring in one
variable t and coefficients in k. Let B[[t]] be the set of formal power series whose coefficients are
elements of B (note that B[[t]] is obtained by extending the coefficients domain of B from k to
k[[t]]). Then B[[t]] is a k[[t]]-module and when B is finite dimensional, we have B[[t]] = B⊗kk[[t]].
Notice that B is a submodule of B[[t]].
Definition 4.1 Let B = (B,µ0, η0,∆0, ε0, α0) be a Hom-bialgebra. A formal Hom-bialgebra
deformation of B over k[[t]] consists of k[[t]]-bilinear maps
µt =
∑
i≥0
µit
i : B ⊗B −→ B[[t]], with µi : B ⊗B −→ B,
∆t =
∑
j≥0
∆jt
j : B −→ B[[t]]⊗B[[t]], with ∆j : B −→ B ⊗B,
ηt =
∑
i≥0
ηit
i : B −→ k[[t]], εt =
∑
j≥0
εjt
j : B[[t]] −→ k,
where we assume ηt (t) = t and εt (t) = t, and
αt =
∑
k≥a`
αkt
k : B −→ B[[t]], with αk : B −→ B,
such that Bt = (B[[t]], µt, ηt,∆t, εt, αt) is a Hom-bialgebra.
If we study only deformations of B = (B,µ0, η0,∆0, ε0, α0) in which the unit and the counit are
conserved, that is Bt = (B [[t]] , µt, η0,∆t, ε0, αt), then we as consider a deformation as a triple
(µt,∆t, αt) satisfying

µt ◦ (αt ⊗ µt) = µt ◦ (µt ⊗ αt) ( formal Hom-associativity),
(∆t ⊗ αt) ◦∆t = (αt ⊗∆t) ◦∆t ( formal Hom-coassociativity),
∆t ◦ µt = µ
⊗2
t ◦ (idB ⊗ τ ⊗ idB) ◦∆
⊗2
t ( formal compatibility).
(53)
The previous system is called deformation equation.
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4.1 Deformations equation
Now, we discuss the deformation equation in terms of cohomology. The first problem is to give
conditions about µi,∆j and αk such that the deformation (µt,∆t, αt) satisfies Hom-associativity,
Hom-coassociativity and compatibility conditions.
We study equations (53) and thus characterize the deformations of Hom-bialgebras. The coeffi-
cients of ts yields :

∑
i+j+k=s
i,j,k≥0
(µi ◦ (µj ⊗ αk)− µi ◦ (αk ⊗ µj)) = 0 s = 0, 1, 2, · · ·
∑
i+j+k=s
i,j,k≥0
(∆j ⊗ αk) ◦∆i − (αk ⊗∆j) ◦∆i = 0 s = 0, 1, 2, · · ·
∑
i+j=s
i,j≥0
(∆i ◦ µj) =
∑
i+j+k+r=s
i,j,k,r≥0
(µi ⊗ µj) ◦ τ2,3 ◦ (∆k ⊗∆r) s = 0, 1, 2, · · ·
This infinite system, called the deformation equation, gives the necessary and sufficient condi-
tions for Bt to be a Hom-bialgebra. It may be written

s∑
i=0
s−i∑
j=0
(µi ◦ (αj ⊗ µs−i−j)− µi ◦ (µs−i−j ⊗ αj)) = 0 s = 0, 1, 2, · · ·
s∑
i=0
s−i∑
j=0
(∆s−i−j ⊗ αj) ◦∆i − (αj ⊗∆s−i−j) ◦∆i = 0 s = 0, 1, 2, · · ·
s∑
i=0
(
(∆i ◦ µs−i)−
s−i∑
j=0
s−i−j∑
k=0
(µi ⊗ µj) ◦ τ2,3 ◦ (∆k ⊗∆s−i−j−k)
)
= 0 s = 0, 1, 2, · · ·
We call α-associator the map
Hom
(
B⊗2, B
)
×Hom
(
B⊗2, B
)
−→ Hom
(
B⊗3, B
)
, (µi, µj) 7−→ µi ◦α µj
defined by
µi ◦α µj = µi ◦ (α⊗ µj)− µi ◦ (µj ⊗ α) .
We call α-coassociator the map
Hom
(
B,B⊗2
)
×Hom
(
B,B⊗2
)
−→ Hom
(
B,B⊗3
)
, (∆i,∆j) 7−→ ∆i ◦α ∆j
defined by
∆i ◦α ∆j = (∆j ⊗ α) ◦∆i − (α⊗∆j) ◦∆i.
By using αj-associators and αj-coassociators, the deformation equation may be written as follows

s∑
i=0
s−i∑
j=0
µi ◦αj µs−i−j = 0 s = 0, 1, 2, · · ·
s∑
i=0
s−i∑
j=0
∆i ◦αj ∆s−i−j = 0 s = 0, 1, 2, · · ·
s∑
i=0
(
(∆i ◦ µs−i)−
s−i∑
j=0
s−i−j∑
k=0
(µi ⊗ µj) ◦ τ2,3 ◦ (∆k ⊗∆s−i−j−k)
)
= 0 s = 0, 1, 2, · · ·
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The first equations corresponding to s = 0, are the Hom-associativity condition for µ0, the
Hom-coassociativity condition for ∆0 and the compatibility condition of µ0 and ∆0.
If the structure map is not deformed, then one gets the following system, where α0 = α,

s−1∑
i=1
µi ◦α µs−i = −δ
1,2
Hom,H (µ1) s = 1, 2, · · ·
s∑
i=0
∆i ◦α ∆s−i = −δ
2,1
Hom,C (∆1) s = 1, 2, · · ·
s−1∑
i=1
(
(∆i ◦ µs−i)−
s−i∑
j=0
s−i−j∑
k=0
(µi ⊗ µj) ◦ τ2,3 ◦ (∆k ⊗∆s−i−j−k)
)
= 0 s = 1, 2, · · ·
In particular, for s = 1 we have
• µ0 ◦α µ1 + µ1 ◦α µ0 = 0, which is equivalent to δ
1,2
Hom,H (µ1) = 0,
• ∆0 ◦α ∆1 +∆1 ◦α ∆0 = 0, which is equivalent to δ
2,1
Hom,C (∆1) = 0,
• the compatibility condition which is equivalent to δ1,2Hom,C (µ1) + δ
2,1
Hom,H (∆1) = 0.
Therefore, we have
Proposition 4.2 The first term (µ1,∆1) of a deformation of a Hom-bialgebra, where the struc-
ture map is not deformed, is always a 2-cocycle for the Hom-bialgebra Gerstenhaber-Schack
cohomology.
Definition 4.3 A 2-cocycle (µ1,∆1) is said to be integrable if there exists a pair (µt,∆t)t≥0
such that µt =
∑
i≥0
µit
i and ∆t =
∑
i≥0
∆it
i defining a formal Hom-bialgebra deformation Bt =
(B [[t]] , µt, η,∆t, ε, α) of B.
4.2 Equivalent and trivial deformations
In this section, we characterize equivalent and trivial deformations of Hom-bialgebras.
Definition 4.4 Let B0 = (B,µ0, η,∆0, ε, α) be a Hom-bialgebra. Given two deformations of
B0, Bt = (B,µt, η,∆t, ε, α) and B
′
t = (B,µ
′
t, η,∆
′
t, ε, α), where µt =
∑
i≥0
µit
i , ∆t =
∑
j≥0
∆jt
j ,
µ′t =
∑
i≥0
µ′it
i , ∆′t =
∑
j≥0
∆′jt
j with µ′0 = µ0, and ∆
′
0 = ∆0.
We say that they are equivalent if there is a formal isomorphism Φt : B −→ B [[t]] which is
a k [[t]]-linear map that may be written in the form Φt =
∑
i≥0
Φit
i , where Φi ∈ Endk(B) and
Φ0 = idB , such that
Φt ◦ µt = µ
′
t ◦ (Φt ⊗ Φt) , (54)
Φt ⊗ Φt ◦∆t = ∆
′
t ◦ Φt (55)
and
Φt ◦ α = α ◦Φt. (56)
A deformation Bt of B0 is said to be trivial if and only if Bt is equivalent to B0.
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We discuss in the following the equivalence of two deformations.
Equation (54) is equivalent to∑
i,j≥0
(Φi ◦ µj) t
i +j =
∑
i,j,k≥0
µ′i ◦ (Φj ⊗ Φk) t
i +j+k . (57)
By identification of the coefficients, one obtains that the constant coefficients are identical, i.e.
µ0 = µ
′
0 and Φ0 = idB .
For the coefficients of t, one finds
(Φ0 ◦ µ1) + (Φ1 ◦ µ0) = µ
′
1 ◦ (Φ0 ⊗ Φ0) + µ
′
0 ◦ (Φ1 ⊗ Φ0) + µ
′
0 ◦ Φ1 (Φ0⊗)
µ1 +Φ1 ◦ µ0 = µ
′
1 + µ0 ◦ (Φ1 ⊗ idB) + µ0 ◦ (idB ⊗ Φ1) .
Hence
µ′1 = µ1 − (µ0 ◦ (Φ1 ⊗ idB)− Φ1 ◦ µ0 + µ0 ◦ (idB ⊗ Φ1)) . (58)
Equation (55) is equivalent to∑
i,j≥0
(
∆′i ◦ Φj
)
ti +j =
∑
i,j,k≥0
(Φi ⊗ Φj) ◦∆kt
i +j+k .
Similarly for the comultiplication, setting ∆0 = ∆
′
0 and Φ0 = idB , the coefficients of t leads to(
∆′0 ◦ Φ1
)
+
(
∆′1 ◦ Φ0
)
= (Φ0 ⊗ Φ0) ◦∆1 + (Φ0 ⊗ Φ1) ◦∆0 + (Φ1 ⊗Φ0) ◦∆
Hence
∆′1 = ∆1 + (idB ⊗ Φ1) ◦∆0 − (∆0 ◦Φ1) + (Φ1 ⊗ idB) ◦∆. (59)
Homomorphisms condition (56) is equivalent to
∑
i≥0
(Φi ◦ α) t
i =
∑
i≥0
(α ◦ Φi) t
i. Therefore
Φi ◦ α = α ◦Φi, for all i > 0.
The first and second order conditions (58),(59) may be written
µ′1 = µ1 − δ
1,1
Hom,H (Φ1) and ∆
′
1 = ∆1 + δ
1,1
Hom,C (Φ1) . (60)
Therefore, we have the following fundamental observation.
Proposition 4.5 The integrability of (µ1,∆1) depends only on its cohomology class.
Proof. Recall that two elements are cohomologous if their difference is a coboundary.
Equation δ2Hom (µ1,∆1) = 0 implies that
δ1,2Hom,H (µ1) = 0, δ
2,1
Hom,C (∆1) = 0, δ
1,2
Hom,C (µ1) + δ
2,1
Hom,H (∆1) = 0.
We have
δ1,2Hom,H (µ
′
1) = δ
1,2
Hom,H
(
µ1 − δ
1,1
Hom,H (f)
)
= δ1,2Hom,H (µ1)− δ
1,2
Hom,H ◦ δ
1,1
Hom,H (f) = 0,
δ2,1Hom,C (∆
′
1) = δ
2,1
Hom,C
(
∆1 + δ
1,1
Hom,C (g)
)
= δ2,1Hom,C (∆1) + δ
2,1
Hom,C ◦ δ
1,1
Hom,C (g) = 0,
δ1,2Hom,C (µ
′
1) + δ
2,1
Hom,H (∆
′
1) = δ
1,2
Hom,C
(
µ1 − δ
1,1
Hom,H (f)
)
+ δ2,1Hom,H
(
∆1 + δ
1,1
Hom,C (g)
)
= δ1,2Hom,C (µ1) + δ
2,1
Hom,H (∆1)−
(
δ1,2Hom,C ◦ δ
1,1
Hom,H (f)− δ
2,1
Hom,H ◦ δ
1,1
Hom,C (g)
)
= 0.
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Thus δ2Hom (µ
′
1,∆
′
1) = 0.
Equation (µ1,∆1) = δ
1
Hom (f, g) implies that
µ1 = δ
1,1
Hom,H (f) ,∆1 = δ
1,1
Hom,C (g)
and
µ′1 = µ1 − δ
1,1
Hom,H (Φ1) and ∆
′
1 = ∆1 + δ
1,1
Hom,C (Φ1) .
We have
µ′1 = δ
1,1
Hom,H (f)− δ
1,1
Hom,H (Φ1) = δ
1,1
Hom,H (f − Φ1) ,
∆′1 = δ
1,1
Hom,C (g) + δ
1,1
Hom,C (Φ1) = δ
1,1
Hom,C (g +Φ1) .
Then, if two integrable 2-cocycles are cohomologous, then the corresponding deformations are
equivalent.
Proposition 4.6 Let B0 = (B,µ0, η,∆0, ε, α) be a Hom-bialgebra. There is, over k[[t]]/t
2, a
one to-one correspondence between the elements of H2Hom (B,B) and the infinitesimal deforma-
tion of B0 defined by
µt = µ0 + µ1t and ∆t = ∆0 +∆1t. (61)
Proof. Deformation equation is equivalent to δ2Hom (µ1,∆1) = 0, i.e. (µ1,∆1) ∈ Z
2
Hom (B,B) .
In the following, we assume that H2Hom (B,B) 6= 0, then one may obtain nontrivial one-
parameter formal deformations. Suppose now that
µt = µ0 + µ1t+ µ2t
2 + ... and ∆t = ∆0 +∆1t+∆2t
2 + ...
are a one parameter family of deformation of (µ0,∆0) for which
µ1 = µ2 = ... = µm−1 = 0 and ∆1 = ∆2 = ... = ∆m−1 = 0.
The deformation equation implies
δ1Hom (µm,∆m) = 0
(
(µm,∆m) ∈ Z
2
Hom (B,B)
)
.
If further (µm,∆m) ∈ B
2
Hom (B,B), then by considering the morphism Φt = idB + Φmt, we
obtain an equivalent deformation of the form
µ′t = Φ
−1
t ◦ µt ◦ (Φt ⊗ Φt) = µ0 + µm+1t
m+1;
∆′t = (Φt ⊗ Φt) ◦∆t ◦Φ
−1
t = ∆0 +∆m+1t
m+1.
And again (µm+1,∆m+1) ∈ Z
2
Hom (B,B) .
Theorem 4.7 Let B = (B,µ, η,∆, ε, α) be a Hom-bialgebra. Every nontrivial formal defor-
mation is equivalent to a deformation Bt = (B,µt, η,∆t, ε, α) such that µt = µ +
∑
i≥p
tiµi and
∆t = ∆+
∑
j≥p
tj∆j, where (µp,∆p) is a 2-cocycle but not a 2-coboundary.
Hence, if H2Hom (B,B) = 0 then every deformation of the Hom-bialgebra B is equivalent to a
trivial deformation.
Hom-bialgebras for which every formal deformation is equivalent to a trivial deformation are
said to be analytically rigid. The vanishing of the second cohomology group (H2Hom (B,B) = 0)
gives a sufficient criterion for rigidity.
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4.3 Unital and Counital Hom-bialgebra Deformations
We discuss unitality and counitality of Hom-bialgebra deformations.
Proposition 4.8 The unit (resp. the counit) of Hom-bialgebra B is also the unit (resp. the
counit) of the formal deformation Bt of B if and only if
µn (x⊗ 1B) = µn (1B ⊗ x) = 0 ∀n ≥ 1, ∀x ∈ B, η (1k) = 1B
(resp. (idB ⊗ ε) ◦∆n = (ε⊗ idB) ◦∆n = 0 ∀n ≥ 1).
Proof. The element 1B is a unit for Bt if µt ◦ (η ⊗ idB) = µt ◦ (idB ⊗ η) = α.
∀x ∈ B, µt (x⊗ 1B) = α (x) , µt (1B ⊗ x) = α (x) , where µt =
∑
i≥1
tiµi.
We have
µt (x⊗ 1B) = α (x) = µ0 (x⊗ 1B) +
∑
i≥1
µi (x⊗ 1B) t
i
α (x) = α (x) +
∑
i≥1
µi (x⊗ 1B) t
i
By identification, we obtain µn (x⊗ 1B) = 0, ∀n ≥ 1, and similarly µn (1B ⊗ x) = 0, ∀n ≥ 1.
The map ε is a counit for Bt if (ε⊗ idB) ◦∆t = (idB ⊗ ε) ◦∆t = α, where ∆t =
∑
i≥1
ti∆i.
(ε⊗ idB)

∑
i≥0
∆it
i

 = α = (ε⊗ idV ) ◦∆0 +∑
i≥1
(ε⊗ idV ) ◦∆it
i
α = α+
∑
i≥1
(ε⊗ idB) ◦∆it
i.
By identification, we obtain (ε⊗ idB) ◦∆i = 0, ∀i ≥ 1. Similarly (idB ⊗ εj) ◦∆i = 0, ∀i ≥ 1.
Theorem 4.9 Let B = (B,µ, η,∆, ε, α) be a Hom-bialgebra with a surjective map α. Every
nontrivial formal deformation Bt = (B,µt, ηt,∆t, εt, α) is equivalent to a unital and counital
deformation with the same unit η and counit ε.
Proof. We show that the unit is conserved by deformation Assume µt = µ +
∑
i≥p
tiµi. Two
deformations are equivalent if there is a formal isomorphism Φt = Id+ tΦ1 + t
2Φ2 + · · · , where
Φi ∈ EndK (V ) such that (53) holds, which leads to
µ′1(x, y) = µ1(x, y) + f1(µ0(x, y)) − µ0(f1(x), y) − µ0(x, f1(y)). (62)
Since µ1 is a 2-cocycle, then
∑
i+j=1 µi (µj (x, y) , α(z)) − µi (α(x), µj (y, z)) = 0.
We set y = z = 1, respectively x = y = 1 and z = x. Then, we obtain
µ1(α(x), 1) = µ0(α(x), µ1(1, 1)), µ1(1, α(x)) = µ0(µ1(1, 1), α(x)). (63)
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If α is surjective, then we have
µ1(x, 1) = µ0(x, µ1(1, 1)), µ1(1, x) = µ0(µ1(1, 1), x). (64)
We consider the formal isomorphism satisfying f1(1) = µ1(1, 1), fn = 0 for n ≥ 2. Using (62)
and (63), the equivalent multiplication leads to a new deformed multiplication satisfying
µ′1(x, 1) = µ1(x, 1) + f1(µ0(x, 1)) − µ0(f1(x), 1) − µ0(x, µ1(1, 1))
= µ1(x, 1) + f1(α(x)) − α(f1(x))− µ1(x, 1) = 0.
Similarly, we obtain µ′1(1, x) = 0. By induction on n, we show that for all n ≥ 1, µ
′
n(1, x) =
µ′n(x, 1) = 0. Indeed, we assume µ
′
k(1, x) = µ
′
k(x, 1) = 0 for k = 1, · · · , n − 1. We consider the
isomorphism ft satisfying fn(1) = µn(1, 1) and fk = 0 ∀k 6= n. Then, using (62) and (63), we
obtain µ′n(1, x) = µ
′
n(x, 1) = 0.
Observe that the product (1 + f1t
1) · · · (1 + fnt
n) converge when n tends to infinity.
Therefore, according to Proposition 4.8, the unit is conserved by deformation. The proof is
similar for the counit.
4.4 Twistings and Deformations
In this section, we discuss the connection between twistings of Hom-bialgebras (see Proposition
1.22) and their formal deformations.
Proposition 4.10 Let Bt = (B [[t]] , µt, ηt,∆t, εt, α) be a formal deformation of a Hom-bialgebra
B = (B,µ0, η0,∆0, ε0, α) and β : B −→ B be a Hom-bialgebra morphism of B and Bt. Then
Bt,β = (B [[t]] , β ◦ µt, β ◦ ηt,∆t ◦ β, εt ◦ β, β ◦ α) is a formal deformation of the Hom-bialgebra
Bβ = (B, β ◦ µ0, η0,∆0 ◦ β, ε0, α).
Hence, for any n ∈ N, Bt,βn = (B [[t]] , β
n ◦ µt, β
n ◦ ηt,∆t ◦ β
n, εt ◦ β
n, βn ◦ α) is a formal de-
formation of the Hom-bialgebra Bβn .
Proof. The proof is analogous to that of Proposition 1.22.
Corollary 4.11 Let B = (B,µ0, η0,∆0, ε0) be a bialgebra and α : B −→ B be a bialgebra
morphism (i.e. α ◦ µ0 = µ0 ◦ (α⊗ α) , ∆0 ◦ α = (α⊗ α) ◦∆0, α ◦ η0 = η0 and ε0 ◦ α = ε0).
If Bt = (B [[t]] , µt, ηt,∆t, εt) is a formal deformation of the bialgebra B and α is a bialgebra
morphism for Bt (i.e. α ◦ µt = µt ◦ (α⊗ α) , ∆t ◦ α = (α⊗ α) ◦∆t, α ◦ ηt = ηt and εt ◦ α = εt).
Then Bt,α = (B [[t]] , α ◦ µt, ηt,∆t ◦ α, εt, α) is a formal deformation of the Hom-bialgebra Bα =
(B,α ◦ µ0, η0,∆0 ◦ α, ε0, α).
Proposition 4.12 Let Bt = (B,µt, ηt,∆t, εt, α) and B
′
t = (B,µ
′
t, η
′
t,∆
′
t, ε
′
t, α) be two equivalent
deformations of a Hom-bialgebra B = (B,µ0, η0,∆0, ε0, α). Then,
Bt,αn =
(
B [[t]] , αn ◦ µt, ηt,∆t ◦ α
n, εt, α
n+1
)
and B′t,αn =
(
B [[t]] , αn ◦ µ′t, η
′
t,∆
′
t ◦ α
n, ε′t, α
n+1
)
are equivalent deformations of the Hom-bialgebra Bαn =
(
B,αn ◦ µ0, η0,∆0 ◦ α
n, ε0, α
n+1
)
, for
any n ∈ N.
Proof. We know that there exists a formal automorphism Φt =
∑
i≥0
Φit
i , where Φi ∈ Endk(B)
and Φ0 = idB such that Φt ◦ µ
′
t = µt ◦ Φ
⊗2
t , Φ
⊗2
t ◦∆
′
t = ∆t ◦Φt, and Φt ◦ α = α ◦ Φt.
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Then, we have
αn ◦ Φt ◦ µ
′
t = α
n ◦ µt ◦ Φ
⊗2
t , Φ
⊗2
t ◦∆
′
t ◦ α
n = ∆t ◦Φt ◦ α
n, and Φt ◦ α ◦ α
n = α ◦Φt ◦ α
n,
Φt ◦
(
αn ◦ µ′t
)
= (αn ◦ µt) ◦Φ
⊗2
t , Φ
⊗2
t ◦
(
∆′t ◦ α
n
)
= (∆t ◦ α
n) ◦Φt, and Φt ◦ α
n+1 = αn+1 ◦Φt.
Hence Bt,αn is equivalent to B
′
t,αn , for any n ∈ N.
Proposition 4.13 Let Bt = (V, µt, ηt,∆t, εt, α) be a formal deformation of a Hom-bialgebra
B = (V, µ0, η0,∆0, ε0, α). Then Bt,αn is equivalent to a formal deformation B
′
t,αn of a Hom-
bialgebra Bαn with the same unit and counit as Bαn .
Proof. The proof is similar to Theorem 4.9. Notice that surjectivity is not required.
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