[1] Open boundary conditions (OBCs) should give small artificial reflection of outgoing waves. Most OBCs proposed in the literature are designed to cope with the fact that the phase velocity of these waves is in general unknown. However, an even more important problem is the presence of a ''slow mode'', i.e., a quasi-stationary geostrophic flow, at the open boundary. This geostrophic flow should be separated from the superimposed waves when constructing the OBC. It is also important to write the OBC on integrated form, to avoid model drift and make sure that the correct solution is approached asymptotically. New conditions are derived using these ideas. Several OBCs are tested in one-dimensional and two-dimensional numerical simulations. The new conditions are found to perform better than the previous ones.
Introduction
[2] One of the main problems in regional ocean modeling is to define boundary conditions at the open boundaries, connecting the computational domain to the rest of the global ocean. The boundary conditions should minimize the artificial reflection of waves generated in the computational domain (the ''inner region'') as they cross the boundary. In some cases, when they are used as active boundary conditions, they should also be able to generate waves or other features traveling inward. The information about these may come from a coarse resolution model covering a larger area, or from observations.
[3] The present work was done as part of an effort to develop a regional ocean model for the Baltic Sea. The model is based on the global ocean model OCCAM, a threedimensional primitive equation model written in z-coordinates. This model has a split time step and a free surface. We will here be concerned with the open boundary conditions for the barotropic mode, which in this model is described by the linearized shallow-water equations,
where h is the surface elevation and u and v are the northward and eastward barotropic velocity components. In the three-dimensional model there are also forcing terms on the right hand side of equations (1) and (2) that represent the vertically averaged effect of the baroclinic mode, including viscosity, bottom friction, and nonlinear effects such as advection of vorticity. These forcing terms will here be neglected. We will also for simplicity assume that the Coriolis parameter f and the equilibrium depth H are constant, although they are of course functions of the spatial coordinates in the model. [4] Although open boundary conditions for the shallowwater equations have been studied for several decades, there is no consensus. Several different conditions have been proposed and tested by different authors, with mixed results [Camerlengo and O'Brien, 1980; Røed and Smedstad, 1984; Chapman, 1985; Tang and Grimshaw, 1996; Palma and Matano, 1998; Treguiler et al., 2001] . Preliminary tests of many of these boundary conditions with our threedimensional model gave generally poor results, which motivated the present study.
[5] The starting point for most work in this field is the classical Sommerfeld condition. If the computational domain is x > 0, this condition is
to be applied at x = 0. Here c g = (gH) 1/2 . This condition is satisfied by gravity waves propagating at normal incidence toward the boundary with the phase velocity c = Àc g , which requires a wavelength much shorter than the Rossby radius r = (gH) 1/2 /f. Such waves can be described by a highly JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 108, NO. C5, 3168, doi:10.1029 /2002JC001529, 2003 Copyright 2003 by the American Geophysical Union. 0148-0227/03/2002JC001529$09.00 simplified subset of equations (1) By differentiating equation (5) with respect to x and equation (6) with respect to t, we obtain the simple wave equation
The general solution of this equation is a superposition of a rightward wave and a leftward wave, traveling with the velocities c g and Àc g , respectively. Thus the Sommerfeld condition (4) gives zero artificial reflection when solving equation (7) or equations (5) - (6). It has also been tried for the full shallow-water equations (1) - (3), with rather poor results [Chapman, 1985] . There are different reasons for this.
[6] The first and most obvious problem is that the phase velocity toward the open boundary is different from c g and unknown, both because of dispersion due to rotation, and because the waves may not be normally incident. One way of coping with this problem was proposed by Orlanski [1976] . The idea is to replace the coefficient c g in equation (4) by a phase velocity computed from known field values just inside the boundary, thus making the condition adaptive. This idea has been popular in oceanography, but not in other fields, such as acoustics and electromagnetics, where much work has been done on absorbing boundary conditions (compare to the review by Givoli [1991] ).
[7] Another idea is to reduce the reflection by using higher order boundary conditions. This method was first proposed by Engquist and Majda [1977] in a classical paper and developed by Keys [1985] and Higdon [1986 Higdon [ , 1987 . Higher order conditions of this kind have been used very little in oceanography.
[8] The second problem is slightly more subtle, but in fact more important. The Sommerfeld condition is based on the tacit assumption that the system supports two modes: incident waves and reflected waves, as is true for equation (7). However, the shallow-water equations support three modes: two fast gravity wave modes and one slow balanced mode. When using the linearized equations (1)-(3), the slow mode consists of a stationary geostrophic flow. If such a geostrophic flow is present at the boundary (as is typically the case), but not taken into account by the boundary condition for the gravity waves, the performance will be poor. In particular, the asymptotic solution as t ! 1 will be incorrect.
[9] In the present paper we will analyze some of the most popular boundary conditions used previously. We will also derive new conditions, with particular attention to the requirement that they should be asymptotically correct as t ! 1. This is done by separating the slow balanced mode from the fast wave modes. This separation is somewhat similar to the separation between a ''local'' wind-driven solution and a ''global'' wave solution proposed by Røed and Smedstad [1984] . However, the present approach is more general, since the slow geostrophic flow may exist without any wind stress. Finally, the various conditions will be tested in numerical simulations.
Orlanski-Type Radiation Conditions
[10] An adaptive version of the Sommerfeld condition was proposed by Orlanski [1976] . He suggested that Àc g in equation (4) be replaced by the phase velocity c given by the relation
The right-hand side is here computed from known field values one grid point inside those at which equation (4) is applied, and one step backward in time, using suitable finite-difference approximations.
[11] An implicit form of this condition is obtained by calculating c at the same time steps as those in which equation (4) is applied (but still one spatial step inside). Several different variants of both the explicit and implicit forms of the radiation condition have been tested, with mixed results [Chapman, 1985; Tang and Grimshaw, 1996; Palma and Matano, 1998; Durran, 2001] .
[12] A distinctive feature of all the Orlanski-type radiation conditions is that they are nonlinear even when the equations solved in the interior are linear. To analyze the consequences of this, we write the condition in differential form, similarly as the other conditions considered in the present paper. The implicit Orlanski condition assumes that the phase velocity is the same exactly at the boundary as one gridpoint inside the boundary. In the continuum limit Áx ! 0 this can be written as
where c is given by equation (8). Eliminating c from equations (8) and (9), we obtain
The differential form of the explicit Orlanski condition has a similar structure as equation (10), but twice as many terms.
[13] It can easily be seen that the condition (10) is satisfied by any sinusoidal wave, regardless of its phase velocity. (This is simply a consequence of the fact that both terms have the same total number of derivatives with respect to t and to x.) On the other hand, the condition is not satisfied by a superposition of any two waves with different phase velocities. In particular, it is not satisfied by the superposition of an outgoing wave and a reflected wave; indeed, this is why the condition works at all. Assume that h is given by such a superposition,
where c 0 > 0, A is an arbitrary constant and R is the complex reflection coefficient (jRj 2 is the reflected fraction of the energy). We find that one solution of equation (10) is that the amplitude of the reflected wave vanishes, i.e., R = 0, as desired. However, another solution is that the amplitude of the outgoing wave vanishes, i.e., A ! 0, while the amplitude AR of the reflected wave remains finite. Hence R ! 1, which is in practice an instability.
[14] To prevent this instability, the radiation condition is only used if the computed value of c is negative, corresponding to outgoing waves. One also uses an upper bound Áx/Át for the allowed value of Àc, in accordance with the CFL criterion. When the computed phase velocity is inward, a different condition is used; typically the free surface is relaxed toward some prescribed value. In this way it can also be used as an active boundary condition.
[15] With adaptive radiation conditions of Orlanski's type, the reflection of a single monochromatic wave is small, regardless of its phase velocity, but because the condition is nonlinear, the reflection may be large when there is a superposition of outgoing waves. Hence the condition may perform well in simple model situations but worse in realistic, complex flows. The imposed bounds on the value of c make it even more difficult to analyze and predict the behavior of these conditions.
Higher-Order Conditions
[16] One of the first attempts to generalize the Sommerfeld condition was made by Engquist and Majda [1977] , who studied the two-dimensional (2D) wave equation,
The simplest way to obtain their condition is by Taylor expansion of the dispersion relation, which is obtained by assuming h / e i(k x x+k y yÀwt) :
Solving for k x we obtain c g k x = ±(w 2 À c g 2 k y
2 ) 1/2 . We choose the lower sign to obtain a condition which is only satisfied by the outgoing (leftward) waves. For k y = 0 we get c g k x = Àw, i.e., the Sommerfeld condition, which is nonreflecting at normal incidence. To decrease the reflections at other angles of incidence, we assume that k y 2 /k x 2 ( 1 and expand the square root, which gives
Inverse Fourier transformation finally gives
which is the condition proposed by Engquist and Majda.
(They performed a more rigorous derivation using inverse Laplace transformation, but the essential approximation is the same as here.) It is nonreflecting at normal incidence, and gives smaller reflection than the Sommerfeld condition at all other angles.
[17] A more general higher order condition was proposed independently by Keys [1985] and Higdon [1986] . The Sommerfeld condition (4) can be regarded as a boundary operator that gives a reflection coefficient smaller than unity. Keys and Higdon observed that the product of several such operators gives a reflection coefficient which is the product of the reflection coefficients associated with each individual operator. The boundary condition they proposed can be written as
Any leftward-traveling wave with a phase velocity equal to one of the positive coefficients c i satisfies this condition. To calculate the reflection coefficient for a wave with arbitrary phase velocity c 0 , we again use the ansatz (11). Inserting this into the condition (15) at x = 0 we obtain, after simple calculations,
Thus, if c 0 equals one of the coefficients c i , the wave is totally absorbed at the boundary. Furthermore, each factor in the condition (15) contributes to a diminishing reflection coefficient. For the wave equation (12) the phase velocities c i are simply related to incidence angles a i for which the reflection vanishes; this is the point of view taken by Higdon. Notice, finally, that the derivation of equation (16) is not valid if there is a third mode present, unless this mode satisfies the condition (15).
[18] To see the connection between the conditions (14) and (15), we choose M = 2 in equation (15), i.e., the secondorder condition, and set c 1 = c 2 = c g . Equation (15) can then be written as
Substituting @ 2 h/@x 2 from equation (12), we see that this is the same as equation (14). Hence the condition (15) can be regarded as a generalization of equation (14) that allows the broadening of the range of phase velocities with small reflection. With the condition (14) this region is always centered around c = Àc g , corresponding to normal incidence.
[19] The higher-order conditions (15) have a vanishing reflection coefficient only for a few prescribed phase velocities c i , but by choosing them appropriately it is possible to obtain a small reflection coefficient over a broad range of phase velocities. Since these conditions are linear, the reflection coefficient remains small also for a superposition of waves with different phase velocities, in contrast to when using the Orlanski-type conditions.
Time-Integrated Conditions
[20] We have tested the conditions presented in sections 2 and 3 with a simple 1D leap-frog code solving the nonrotational shallow-water equations (5) -(6). The results in general confirm the analysis above. For example, equation (16) NYCANDER AND DÖ Ö S: OPEN BOUNDARY CONDITIONS agrees very well with the reflection coefficient measured in the numerical experiments, even at coarse resolution.
[21] However, it was also found that conditions of the form (15) of order 3 or more (M ! 3) are unstable, and cannot be used. The nature of this instability is easy to understand. Suppose that we solve equations (5) -(6) with a third-order condition in x = 0 and the boundary condition u = 0 (i.e., a coast) in x = 1. By assuming the rightward and leftward traveling waves to be polynomials in c g tÀ(x À 1) and c g t + (x À 1), respectively, the following explicit solution can be found:
where A is an arbitrary coefficient. The boundary condition in x = 1 is clearly satisfied by equation (18), and the third-order condition in x = 0, containing only third-order derivatives, is trivially satisfied by equation (17) (or by any polynomial of second order). The amplitude of h in this solution grows as t 2 , and hence the energy grows as t
4
. In general, a condition of order n allows the amplitude to grow as t nÀ1 .
[22] In our simulations we found that this polynomially growing mode quickly overtakes the solution if n ! 3, making the boundary condition useless. If n = 2 the amplitude grows only linearly, and if the initial condition is chosen suitably (h smooth and h = @h/@x = 0 at the boundary), the multiplying coefficient is small. The growing mode may then not be noticed in idealized tests with a single outward traveling pulse. However, in long realistic runs, with forcing terms that may not be very smooth, it is inevitably excited, and leads to undesirable drift. The condition (14) proposed by Engquist and Majda [1977] of course suffers from the same problem.
[23] The polynomially growing modes are not numerical instabilities; that is, they are not caused by the discretization, but rather by the fact that the solution of the continuous PDE-problem (including the open boundary condition) depends discontinuously on the initial data. In the terminology of Gustafsson [1988] , even the first-order Sommerfeld condition (4) gives a ''weakly ill-posed'' problem when used with the wave equation (7). A similar problem affects all the conditions considered above, including the Orlanskitype radiation conditions, which also employ an equation like (4).
[24] The issue is deeply connected to the physics of the problem, and will therefore be explained in some detail. The system (5) -(6) can be diagonalized by introducing the characteristic variables w ± h ± (H/g) 1/2 u. In terms of these the system separates into two independent advection equations,
Thus w + and w À propagate independently of each other to the right and to the left, respectively, with the characteristic velocities c g and Àc g . Substituting @h/@x from equation (5), the Sommerfeld condition (4) can be written as
Hence the value of w + at the open boundary will always remain the same as in the initial condition. This value will be advected inward and eventually fill the whole computational domain. Thus the complete asymptotic solution is determined by the initial condition in the boundary point.
With the second-order condition proposed by Engquist and Majda [1977] the situation is even worse: The asymptotic solution depends critically on @w + /@x, the gradient of the initial condition at the boundary. If this is nonzero, the asymptotic solution grows linearly in time.
[25] As an extreme example, we may assume that the initial condition is w + = w À = 0 everywhere except in the boundary point x = 0, where w + = 2h 0 . (It is natural and customary to allow solutions of the advection equation to be discontinuous. If one nevertheless requires the solution to be smooth, essentially the same result is obtained with an initial condition that vanishes everywhere except in a small neighborhood of x = 0.) The result when using the boundary condition (19) is a front that enters the computational domain at t = 0 and travels rightward. In the original variables the solution can be written as
The initial condition of this solution is h = u = 0 everywhere except in the boundary point. With a vanishing initial condition in the boundary point, too, the solution for t > 0 is of course h = u = 0 everywhere, instead of equation (20). Such extreme sensitivity to the initial data in one single point is undesirable.
[26] The remedy, as suggested by Gustafsson [1988] , is to integrate the boundary condition in time. Thus, we specify w + at x = 0, instead of specifying its time derivative as in equation (19). In the original variables, this condition can be written as
Assuming that there is a closed boundary somewhere in x > 0, the integration constant h ext is the asymptotic value of h as t ! 1, when u ! 0. Thus, with this boundary condition, the asymptotic state is insensitive to the initial data near the boundary. A similar condition has been used by Flather [1976] and Palma and Matano [1998] for the shallow-water equations.
[27] To illustrate the importance of using the integrated form of the open boundary condition, we have solved equations (5) - (6) with a simple leap-frog code on a staggered grid. We set H = g = 1 and used the step ratio l = Át/Áx = 0.4 (the CFL stability limit is l = 0.5).
There is an open boundary in x = 0 and a coastal pont in x = 1. The initial condition was u m 0 = h m 0 = 0 everywhere except at the open boundary, where u 1 0 = h 1 0 = 1, and the time stepping was initialized with one Euler forward step.
[28] In Figure 1 we compare the solutions obtained with the conditions (4) and (21). Equation (4) was implemented as
. Using this condition, the initial perturbation at the boundary generates a similar front as in the analytic solution (20). The front is reflected in x = 1, and the asymptotic state is h % 2. Again, this state is mainly determined by the initial data at the open boundary. This also means that a realistic simulation would be very sensitive to perturbations at the boundary, for example, in the forcing data.
[29] This should be contrasted with the result using the condition (21) with h ext = 0, implemented as h 1 n+1 = Àu 1 n . (The seemingly natural implementation h 1 n+1 = Àu 1 n+1 is numerically unstable, as explained in Appendix A.) With this condition the initial perturbation at the boundary causes transient fluctuations, but does not change the asymptotic state.
[30] Physically, h ext is the equilibrium sea level in the external region (which is assumed to be much larger than the computational domain). When the condition (4) is used, h ext is in effect replaced by the initial value of h + (H/g) 1/2 u at the boundary. However, h ext is an important parameter of the problem, which should appear explicitly in the boundary condition, instead of being hidden in the initial data, as with the condition (4). Therefore the condition (21) should be used instead.
Asymptotically Correct Conditions for the Shallow-Water Equations
[31] In this section we will derive open boundary conditions for the shallow-water equations (1) -(3). In order to obtain conditions that are satisfied by the stationary balanced mode, the field variables will be written as a sum of the stationary mode and the wave mode. A new higher order condition will be derived for the wave mode using the same method as used in the derivation of Engquist and Majda's [1977] condition (14). The conditions will be written in integrated form to ensure that they give asymptotically correct solutions, as discussed in section 4.
Separation Into Stationary Mode and Wave Mode
[32] We begin with some theoretical considerations. The potential vorticity (PV) is defined by
Taking the curl of the momentum equations and using equation (3), we obtain
Next, we derive a wave equation for h. By taking the divergence of the momentum equations and differentiating equation (3) with respect to t, we obtain
Substituting equation (22) into this equation we obtain the wave equation
Because of equation (23), the right-hand side can here be regarded as an inhomogeneous term which is known from the initial data.
[33] The stationary solution h s of equation (24) is determined by the equation
where r = (gH) 1/2 /f is the Rossby radius. The corresponding stationary flow is geostrophic, and given by
Figure 1. Solution of the nonrotating shallow-water equations (5) - (6) We now split the flow variables into this stationary field and a wave field,
and similarly for u and v. The equation for the wave field is the homogeneous version of equation (24),
The idea is to apply homogeneous radiation conditions only to the wave field. The wave field then vanishes asymptotically as t ! 1, i.e. the full solution approaches the correct asymptotic solution given by equations (25) - (27). To do this, however, we need to know h s (x, y), at least in principle.
To solve equation (25) for h s , we must know not only q(x, y) (which is known from the initial condition), but also the appropriate boundary data. [34] Assume that the open boundary is the straight line x = 0, and that the coast intersects this boundary from the east in two points y 1 and y 2 (that is, the computational domain is a bay in x > 0 facing leftward). Since the normal component of the stationary geostrophic flow at the coast must be zero, h s must be constant along the coast. If we assume that the value of h s along the open boundary is known,
we can then determine h s uniquely from equation (25). The only restriction on the boundary data h ext is that h ext (y 1 ) = h ext (y 2 ).
Zeroth-Order Boundary Condition
[35] In order to derive radiation conditions for the wave field h w , we assume that there are two small parameters: k y 2 /k x 2 (the same as used by Engquist and Majda [1977] ) and f 2 /w 2 . To lowest order, equation (29) then describes nondispersive 1D gravity waves, and the outgoing branch gives the classical Sommerfeld condition (4),
We want to rewrite this as a condition on h, and therefore substitute equation (28). Also substituting @h/@x from equation (1), we obtain
where we used equation (27) to rewrite @h s /@x. From equation (2) we find that v/u is of the magnitude f/w. The right-hand side of equation (32) is therefore of first order in the small parameter f 2 /w 2 , and can be neglected. (In order to keep terms of this order, one should perform a consistent expansion to first order from the outset; this will be done below.) The condition can then be integrated in time. The integration constant is chosen so that the solution is asymptotically correct as t ! 1, when all gravity waves have radiated away,
where we expressed u s in terms of h s with the help of equation (26). From equation (30) we see that the right-hand side of equation (33) is directly given by the external data h ext (y), and there is therefore no need to solve equation (25) to obtain h s (x, y) explicitly in the whole computational domain.
[36] Like the similar condition (21) for equations (5) - (6), equation (33) means that the value of the incoming characteristic variable is specified. However, in a system with dispersive waves, such as the rotating shallow-water equations, the normal wave modes are different from the characteristic variables, and they also propagate with different velocities than the characteristic velocities, as pointed out by Durran [2001] . One may therefore not in general assume that specifying he incoming characteristic variable gives the best boundary condition.
[37] The condition (33) is similar to the condition FLA used by Palma and Matano [1998] . The difference is that they do not specify the right-hand side from the underlying geostrophic flow.
First-Order Boundary Condition
[38] While equation (33) gives an asymptotically correct solution, it is still based on the assumption that the gravity waves travel toward the boundary with the phase velocity Àc g . Its reflection properties are therefore not better than those of the Sommerfeld condition (4). In order to improve on this, we will now generalize the higher order condition (14) proposed by Engquist and Majda [1977] to the shallow-water equations.
[39] The dispersion relation for waves described by equation (29) is
Solving for k x , we obtain c g k
. Again, we choose the lower sign to obtain a condition which is only satisfied by the outgoing (leftward) waves. Taylor expansion in the small parameters c g
and f 2 /w 2 ) then gives
By inverse Fourier transformation we finally obtain
Notice that this reduces to equation (14) if f = 0 and the total field h is the same as the wave field h w (i.e., if h s 0).
[40] We then rewrite the condition (35) in order to integrate it. We use the fact that the wave mode has zero PV, which gives
Since the wave mode satisfies equations (1) - (3), we also have, from equation (2),
Inserting these two expressions into equation (35) and using @h w /@t = @h/@t, we obtain
The last term, which is multiplied by f, is here a small firstorder term. It can therefore be rewritten by using the zerothorder relation
Also substituting @h/@x from equation (1), equation (36) can be written as
Integrating, we finally obtain
As with the boundary condition (33), the integration constant v s must be given externally, which is equivalent to giving the normal derivative @h s /@x along the boundary. If we assume that h s is known, as in equation (30), it is therefore first necessary to solve equation (25) in order to find @h s /@x. However, it is perhaps more natural to assume that v s (i.e., the geostrophic velocity component along the open boundary) is known a priori, i.e.,
When the boundary condition (37) is used, the solution h will approach a stationary state with @h s /@x fixed by external data at the open boundary as t ! 1. However, specifying @h s /@x along the open boundary is not enough to determine h s uniquely from equation (25). The reason is that the constant value of h s along the coast is unknown is this case, in contrast to when h s is specified. Thus the asymptotic state is not unique, and might be unreasonably sensitive to some aspect of the initial data, similarly as the asymptotic solution of equations (5) - (6) when using the Sommerfeld condition (4). We have not found this to be the case in our simulations, but it remains a theoretical possibility.
[41] In the 1D case (i.e., setting @/@y = 0 in equations (1) -(3)) this is not a problem, because of the conservation of impulse,
The impulse is conserved regardless of the boundary condition used in x = 0, as can be confirmed by using equations (2) and (3). Thus its value in the asymptotic state is given directly by the initial data, which is enough to determine the asymptotic state uniquely. The same is true in the 2D case if the geometry is zonally symmetric, i.e., if the coast is a straight line x = const. and the topography is y-independent. However, in the general 2D case, I is not conserved.
Engquist's and Halpern's Condition
[42] The boundary conditions (33) and (37) proposed above require the geostrophic flow at the boundary to be specified, either as h ext or as v ext . In reality, the geostrophic flow at the boundary is determined by the distribution of the PV on both sides of the boundary within a distance of a few barotropic Rossby radii. Hence the boundary data h ext or v ext implicitly contain the relevant information about the exterior PV-distribution.
[43] Another, rather more explicit assumption about the exterior PV-field has been studied by Engquist and Halpern [1988] in a paper with particular relevance for oceanography, although not written in an oceanographic setting. They assumed that q 0 in the outer region, which was taken as the half-plane x < 0. The problem for the stationary field h s in the outer region can then in principle be solved, resulting in a linear relation between the field value h s and the normal derivative @h s /@x at the boundary x = 0. In the 1D case this relation is very simple,
Engquist and Halpern pointed out that the following boundary condition guarantees convergence to a stationary solution satisfying equation (40) even though the value of h s at the boundary is unknown,
While acknowledging that this condition gives larger wave reflection than the Sommerfeld condition, they argued that this is outweighed by the fact that the asymptotic solution as t ! 1 is correct. If we substitute @h/@ x from equation (1) into equation (41) we obtain
which is the form of the condition that we will use.
[44] Equation (42) is somewhat different from the corresponding equation (5.27) in the work of Engquist and Halpern [1988] . The reason is that they included a forcing term on the right-hand side of equation (2), corresponding to a constant wind stress. In this case, h and v grow linearly as t ! 1, and only u is asymptotically constant.
[45] Engquist and Halpern [1988] also derived an asymptotically correct first-order condition based on equation (40). However, in our simulations we found this condition to be unstable.
[46] Equation (40) is based on a 1D (y-independent) solution in the exterior region x < 0. In the general, 2D case the relation between h s and @h s /@x at the boundary is nonlocal, involving an integral operator, which is impractical to use. It would be possible to find approximate solutions by some expansion procedure, but since this correction would naturally appear in the first-order condition, which we found to be unstable even in the 1D case, we have not investigated this matter further.
Discussion
[47] The main results of the present section are the boundary conditions (33) and (37). They differ from many previously used open boundary conditions in that they are asymptotically correct even when there is a non-zero geostrophic flow at the open boundary. That is, the solution approaches the correct geostrophic solution as t ! 1. They also differ from each other in several ways.
[48] The first difference is that equation (37) is accurate to first order in the assumed small parameters k y 2 /k x 2 and f 2 /w 2 , while (33) is only accurate to zeroth order (the same as the Sommerfeld condition). The second difference is in the way that the external boundary data are specified: as the sea surface elevation h s (which also determines the geostrophic flow u s across the boundary), or as the geostrophic flow v s along the boundary (equivalent to specifying the normal derivative @h s /@x).
[49] A third difference is that equation (33), but not (37), can be used as an active boundary condition to generate incoming gravity waves. This is because the derivation assumes that the right-hand side of equation (37) is small.
[50] It may seem that the boundary conditions proposed here require more external data than other conditions commonly used, for example, the Orlanski-type conditions, and that this is a disadvantage. However, in order to define a correct radiation condition for the gravity waves, the underlying geostrophic flow (which is stationary when using the linearized shallow-water equations) must be separated from the wave field. However, the geostrophic flow at the open boundary depends on the distribution of the PV on both sides of the boundary within a distance of a few barotropic Rossby radii. Hence the fields in the computational domain simply do not contain the information needed to determine the geostrophic flow at the boundary; for this, external information is necessary.
[51] In most cases the distribution of PV outside the boundary is unknown, and in any case it would not be practical to determine the geostrophic flow at the open boundary by inverting the PV-field. It is more natural to specify h ext or v ext directly, as described above. (An exception to this is the condition proposed by Engquist and Halpern [1988] , which assumes that the PV-field is identically zero outside the boundary.) However, it should be noted that this implicitly corresponds to some assumption about the exterior PV-field.
[52] If, for example, the Sommerfeld condition (4) is used with the shallow-water equations (1)-(3), the asymptotic solution as t ! 1 has @h s /@x = 0 at the boundary (as will be confirmed by the numerical solutions in the next section.) This corresponds to the implicit assumption that the PVfield outside the boundary is a mirror image of the PV-field in the computational domain.
[53] If we instead use the boundary condition (33) with h ext 0, as has sometimes been done [Palma and Matano, 1998 ], the asymptotic solution of equations (1) - (3) has h s = 0 at the boundary. Thus, there is no geostrophic flow across the boundary. This corresponds to the implicit assumption that the PV-field outside the boundary is the negative mirror image of that in the computational domain.
[54] Neither of the these two assumptions about the exterior PV-field is particularly realistic, and it should be possible to do better. In some cases, h ext may be given by a larger coarse-resolution model (which may well be quasigeostrophic). In other cases a climatological value of h ext may be used.
[55] If the barotropic flow is mainly wind-driven, it may be possible to find a good approximation to the geostrophic flow at the boundary directly from the wind stress by using some simple auxiliary model. In this case the separation between the geostrophic field h s and the wave field h w is reminiscent of the separation between the ''local field'' and the ''global field'' introduced by Røed and Smedstad [1984] . However, the present method is more general, since the geostrophic flow may have many other causes than wind stress.
[56] Another assumption that may be appropriate in some cases is that q 0 in the external region, as proposed by Engquist and Halpern, [1988] . This leads to the boundary condition (41). This condition requires less data to be specified externally than either (33) or (37). However, it is asymptotically correct only in the 1D case.
Numerical Tests
[57] In this section, the boundary conditions presented above will be tested numerically. They will be used as passive conditions: Gravity waves are generated inside the computational domain by an initial perturbation, and are required to propagate across the open boundary without artificial reflection. We have also made tests with active boundary conditions, but these will be reported elsewhere.
[58] We solve the shallow-water equations (1) -(3) with a finite-difference code, setting H = g = f = 1, so that the gravity wave speed is c g = (gH) 1/2 = 1 and the barotropic Rossby radius is r = c g /f = 1. The grid spacing is Áx = 0.02 and the time step is Át = 0.008. Thus the step ratio is l = Át/Áx = 0.4, which is somewhat smaller than the maximum value of 0.5 permitted by the CFL stability criterion on the staggered grid used.
[59] The results will be evaluated by comparison with a control simulation, which is calculated on a larger domain. The total energy is defined by
where the integral is taken over the computational domain (inside the open boundary). We will compare how this quantity evolves in the control solution and the other simulations.
[60] The total error s is defined as the square root of the energy of the difference field,
where Áu u À u c is the difference from the control solution u c , and similarly for Áv and Áh. The relative error is this quantity normalized by the square root of the difference between the initial energy and the final, asymptotic energy in the control run: s
Thus the relative error as defined here is linear in the amplitude deviation, whereas some authors have used a quadratic ''energy'' measure. We will monitor how evolves when using the various boundary conditions.
One-Dimensional Tests
[61] In this subsection the simulations are made using the 1D shallow-water equations, which are obtained by setting @/@y = 0 in equations (1) - (3). The 1D equations share two important properties with the corresponding 2D equations: the presence of a nontrivial stationary balanced mode, and wave dispersion. We therefore found it very profitable to study basic features of the open boundary conditions using the 1D equations, although our ultimate interest is of course in the 2D and 3D cases.
[62]
The following boundary conditions were tested in the 1D simulations: the original Sommerfeld condition (4), here denoted SOM, four different Orlanski-type conditions that have been proposed in the literature (ORI1, ORI2, SRE and SRI), two different implementations of the second-order version of the condition (15) (ENM and HIG), the simple integrated condition (33), both with h ext set to zero (FLA) and with the correct value of h ext (FLG), the new condition (37) (NYD), and the condition (42) proposed by Engquist and Halpern [1988] (ENH). The exact finite-difference formulae used are given in Appendix B.
[63] The computational domain is 0 x 1, with an open boundary in x = 0 and a coastal point with the condition u = 0 in x = 1. The control solution is calculated in the domain À9 x 1, with a coastal point in x = À9. Since perturbations travels with a maximum speed of c g = 1, the control simulations can be run until t = 18 without interference from perturbations that have been reflected at x = À9.
[64] The first initial condition we use is a simple Gaussian pulse in h and u, centered at x = 0.5. The analytic form is h(0, x) = exp[À50(x À 0.5) 2 ], u(0,x) = Àh(0, x) and v(0, x) = 0. In the nonrotating case this initial condition would result in a single westward traveling pulse. In our case, with f = 1, a gravity-wave pulse traveling westward with unit speed is followed by weaker dispersive waves trailing the pulse.
[65] The initial perturbation contributes to the PV according to equation (22). The true asymptotic state h s (x) as t ! 1 is therefore nonuniform. This gives a nonvanishing geostrophic flow v s at the boundary when using equation (27) . Unless the initial perturbation is several barotropic Rossby radii away from the open boundary, this is true of almost any initial value problem.
[66] For some of the boundary conditions, we need to specify the underlying geostrophic solution at the boundary, either as h ext or as v ext . In principle the exact values of these parameters could be found by solving equation (25) over the interval À1 x 1, but we instead simply use the values of h and v obtained in the control run at x = 0 and t = 18. By that time the profiles in 0 x 1 are almost completely stationary in the control run. We find that h ext = 0.104 and v ext = 0.106. Thus the geostrophic flow at the boundary and the associated depth perturbation are small compared to the velocity and depth perturbation of the pulse.
[67] The results are shown in Figure 2 . Figure 2a shows the profiles at t = 0.8, when the initial pulse has just left the computational domain. All the boundary conditions except ORI1 give small reflections, with an amplitude of 0.1 or less, equivalent to an energy reflection coefficient of order 10 À2 or less.
[68] We also notice that the profile FLG has a front-like perturbation traveling eastward with unit velocity. This is a result of the mismatch between the initial value of h + u, which is zero, and that imposed by the boundary condition (33), which is h ext . This creates an inward traveling gravity wave with the amplitude h = u = h ext /2.
[69] The profiles at t = 10 are shown in Figure 2b . By then, all profiles except those with the Orlanski-type conditions are almost stationary. The solution with the original Sommerfeld condition SOM has converged to a profile with @h/@x = 0 and v = 0 (not shown) at the boundary. This can be understood simply by setting @h/@t = 0 in equation (4). The solution FLA, on the other hand, converges to a profile with h = 0 at the boundary, which is natural, since u must vanish in a stationary state. The solutions with the second-order conditions ENM and HIG also seem to converge to a profile with h = 0 at the boundary, but this is accidental. As can be seen by setting @h/@t = 0 in equation (15), they in fact converge to a profile with @ 2 h/@x 2 = 0 (i.e., @v/@x = 0) at the boundary, but this happens to give the same result as h = 0 in this case. The consequences of this will be considered in detail below.
[70] We see that the asymptotic error (i.e., convergence to an incorrect asymptotic solution) in general is more serious than the reflection error. While we here show only the asymptotic state at t = 10, the effect of the asymptotic error is considerable already at t = 3.
[71] The solutions with the Orlanski-type conditions ORI1, ORI2, SRE and SRI don't converge to a stationary state at all. The profiles ORI1 and SRE are very irregular at t = 10, and SRE develops a numerical instability somewhat later. The profiles ORI2 and SRI are more regular, but undergo self-sustained oscillations, as seen in Figure 2c , which shows the time development of the total energy. The oscillations are probably caused by a conflict between the conditions used when the computed phase velocity is inward or outward, respectively. When this velocity is outward a Sommerfeld condition is used, which gives convergence toward a profile with @h/@x = 0 at the boundary, but when it is inward, h is relaxed toward h ext , which gives a different profile. We have verified this by turning off the relaxation, i.e., by keeping h constant at the boundary when the phase velocity is inward. All the Orlanski-type conditions then gave convergence to the same profile as SOM, with @h/@x = 0 at the boundary.
[72] These results illustrate the importance of using asymptotically correct conditions, like FLG, NYD and ENH. As seen in Figure 2b , they give almost perfect agreement with the control run at t = 10.
[73] Figure 2d shows the time development of the relative error. The effect of the gravity wave front caused by the initial mismatch at the boundary can again be seen on the curve FLG. The front is reflected in x = 1 at t = 1 and leaves the computational domain at t = 2; the solution then converges rapidly to the correct one. The conditions NYD and ENH do not suffer from such an initial mismatch, but on the other hand converge somewhat slower to the correct solution. On the whole, these three conditions are superior to all the others. Nevertheless, until t = 7, all conditions except ORI1 give a relative error of 0.3 or less, corresponding to an energy error of order 10% or less, which may perhaps be considered acceptable.
[74] The second-order conditions ENM and HIG give rather good results in the experiment described in Figure 2 , except that ENM becomes unstable around t ' 15. (This instability occurred if c 1 = c g and c 2 ! c g in equation (15), but not if c 1 = c g and c 2 < c g .) However, this is largely fortuitous, and in fact these conditions suffer from similar problems as discussed in section 4. We will now consider this aspect in some detail.
[75] We have no proof that the second-order conditions (15) give convergence to a stationary state h s at all, but if they do, this state must satisfy the condition at x = 0. Noting that v s = (g/f )@h s /@x, and using the conservation of potential vorticity q, which can be written q @v/@x À fh/H for the 1D shallow-water equations, the condition (44) can be rewritten as
where the subscript 0 denotes the initial condition. Hence, if @v 0 /@x = 0 at the open boundary, the asymptotic value h s is the same as the initial value h 0 , which is close to the correct value in many idealized cases.
[76] However, it is also apparent from equation (45) that the asymptotic solution is very sensitive to the initial profile of v 0 at the boundary. To illustrate this, we have changed the initial condition used in Figure 2 by setting v 0 = 0.1 in the point closest to the open boundary. (The boundary itself is in an h-point.) Elsewhere v 0 = 0, as in Figure 2 , and all other parameters of the problem are also unchanged.
[77] The resulting profiles at t = 0.8 are shown in Figure  3a. A comparison with Figure 2a shows that only the profiles SRI, ENM and HIG have been significantly affected by the perturbation in the initial condition. The effect on the profile SRI levels off around t ' 2, but the profiles ENM and HIG continue to change rapidly. The asymptotic profiles with these two conditions have no resemblance to the correct profile, as seen from the result at t = 10 in Figure 3b . The total energy E at this time is around 10, as compared with the initial energy E = 0.17. The conditions FLA and FLG, on the other hand, are almost totally insensitive to the perturbation of v 0 at the boundary.
[78] As pointed out above, many open boundary conditions do not properly account for an underlying geostrophic flow at the boundary. To demonstrate the effect of this, the initial condition in the next set of simulations is a superposition of a geostrophically balanced background flow h bg and a gravity wave pulse h pulse : h(0, x) = h bg + h pulse . The pulse is the same as used in the previous experiments, h pulse (x) = exp[(À50(x À 0.5)
2 )], and the background profile corresponds to a northward jet centered at the open boundary, h bg (x) = arctan(2x) À 0.7. The initial velocity components are u(0, x) = Àh pulse and v(0, x) = @h bg /@x.
[79] The boundary parameters for the conditions FLG and NYD are again taken from the control run at t = 18. They are close to the values of h bg and v bg at x = 0. We use h ext = À0.60 and v ext = 2.11.
[80] The results are shown in Figure 4 . At t = 0.8 the error is already large with any of the Orlanski-type conditions, as seen in Figure 4a , and it continues to grow rapidly. The condition ENH also gives a large error, which is not surprising since it is based on the assumption that q = 0 outside the boundary, which is very different from what we have in this case.
[81] We can also see the gravity-wave fronts generated by the mismatch between the initial value of h + u at x = 0, which is in this case very different from zero, and the value imposed by the boundary conditions FLA and FLG. This mismatch is particularly large with the condition FLA, which imposes h + u = 0.
[82] The profiles at t = 10 are shown in Figure 4b . The profiles FLG and NYD show essentially perfect agreement with the control run. As expected, the profile FLA has h = 0 and SOM has @h/@x = v = 0 at the boundary. In this case, with a significant geostrophic flow at the boundary, both these conditions give convergence to very erroneous profiles. [83] The second-order conditions ENM and HIG give better results in this case; however, as already pointed out, this is fortuitous. Since the boundary is situated at the jet center, we have @v 0 /@x = 0 at the boundary, and according to equation (45) this means that the solution should converge to a profile with h s = h 0 at the boundary, which is close to the correct value. We have done other tests, which are not shown here, with the open boundary inside the jet center. The error when using these conditions is then large.
[84] In fact, a close examination of Figure 4b shows that the profiles ENM and HIG have h ' 0.4 at the boundary, and not h = À0.7, as predicted by equation (45). This is a result of insufficient numerical resolution. Other runs with higher resolution indeed give asymptotic profiles with h ' À0.7 at the boundary. None of the other boundary conditions show such a strong sensitivity to the numerical resolution. This is another disadvantage of the second-order conditions, besides the extreme sensitivity to the initial condition near the open boundary. [85] As in the previous experiments, the Orlanski-type conditions develop self-sustained oscillations (except SRE, which is unstable), as can be seen in Figure 4c . However, in the present case these oscillations are stronger, and completely overshadow the initial pulse. Thus, in this case with a significant geostrophic flow at the boundary, these conditions are useless.
[86] The time development of the relative error is shown in Figure 4d . It demonstrates that the only boundary conditions that can reasonably be used in this case are FLG and NYD. They both give a maximum relative error of around 0.2 in amplitude.
Two-Dimensional Tests
[87] In this subsection the 2D shallow-water equations (1) -(3) are solved on an Arakawa B-grid, using an implicit method for the Coriolis term. Beside the conditions tested in the 1D simulations, we will also include a sponge condition (denoted SPO). Strictly speaking, this is not a boundary condition, and it was not mentioned in the theoretical section. (In principle, it could be combined with any of the conditions examined there.) However, it is a robust method that is often used in practice [Palma and Matano, 1998 ], and it is therefore interesting to compare its performance with the other conditions. The exact formulation is given in Appendix B. We will exclude the conditions SRE and ORI1, the two Orlanski-type conditions that gave the worst results in the 1D simulations.
[88] The computational domain is the square 0 x 1, 0 y 1, with an open boundary along x = 0. The other three boundaries are coasts with free-slip conditions: u = 0 on x = 1 and v = 0 on y = 0,1. The control solution is calculated in the domain À9 x 1, 0 y 1, with freeslip conditions at all boundaries. The integrals involved in the total energy and the relative error were taken over the region 0.2 x 1, 0 y 1, i.e., outside the sponge zone in 0 x 0.2 used in the condition SPO.
[89] It is known that free-slip conditions at the coastal boundaries cause problems when using a B-grid [Beckers, 1999] . Essentially, the parallel velocity component in the gridpoints along the boundary decouples from the solution in the interior; the result is that a discontinuity gradually develops. However, this only had a very small effect during the first 10 time units, which is the simulation period we will evaluate.
[90] The initial condition in the first set of simulations was a circular Gaussian pulse in h centered at x = y = 0.5:
]}. The initial velocity was zero, u(0, x, y) = v(0, x, y) = 0. As in the 1D simulations, the initial perturbation contributes to the PV, and the true asymptotic state is nonuniform. In the 2D case the asymptotic state could not be obtained by running the control simulation for a long time, both because the convergence to the asymptotic state was slow, and because the problems with the coastal boundary condition became noticeable in long simulations. Instead, equation (25) was solved for h s with a simple iterative code, and u s and v s were then obtained from equations (26) - (27) . It turned out that the magnitude of these variables was very small at the open boundary (much smaller than in the 1D case).
[91] The results are shown in Figures 5-6 . Figure 5a shows the time development of the total energy in the simulations. We see that the Orlanski conditions ORI2 and SRI as well as the higher-order conditions ENM and HIG are unstable. We have not investigated the nature of these instabilities, but one possible mechanism for the Orlanski-type conditions was identified by Durran [2001] : a positive feedback between errors at the boundary and the computed phase velocity c, leading to a rapid switching between positive and negative values of c. The remaining conditions (SOM, FLA, FLG, NYD, ENH and SPO) all manage to let out the energy from the computational domain in a reasonable way.
[92] The time development of the relative error is shown in Figure 5b . The new condition NYD gives a significantly more accurate solution than the others. Note also that the conditions SOM, FLA, FLG and ENH give almost identical accuracy; this is because the underlying geostrophic velocity at the boundary is almost zero. The accuracy with the sponge condition SPO is somewhat lower than with any of these four conditions.
[93] Figure 6 shows contour plots of h at t = 5 for the control solution and the simulations with FLG, NYD and SPO (the three conditions with the best overall performance). The simulation with NYD has a visibly better agreement with the control solution than SPO; notice, for example, the false minimum in the lower half of the domain when SPO is used.
[94] In the last set of simulations the initial condition is a superposition of a geostrophically balanced background Figure 5b ). Again, the best solution is obtained with NYD, with a relative error around 0.15. The contour plots at t = 5 in Figure 8 show that the solution with NYD has a greater resemblance to the control solution than those with FLG and SPO. The contour plots with the remaining boundary conditions are not shown; they have almost no resemblance to the control solution.
[96] Thus the 2D simulations mainly confirm the results obtained in the 1D simulations. The Orlanski-type conditions and the higher-order conditions are unstable and/or unreasonably sensitive to the initial data. The only conditions that can handle a situation with an underlying geostrophic flow at the open boundary are NYD, FLG and SPO.
[97] In the 1D simulations the accuracy with FLG was similar as with NYD, but in the 2D simulations NYD is superior. This is probably because NYD gives smaller artificial reflection of oblique waves; such waves only exist in 2D. The simulations with SPO, finally, were somewhat less accurate than with FLG.
Conclusion
[98] We have presented and analyzed a number of previously proposed open boundary conditions for oceanographic models, and also derived new conditions. These conditions have then been tested in numerical experiments.
[99] Clear recommendations emerge from our work. Three boundary conditions can be used: FLG, NYD and SPO, given in equations (33), (37), and (B16), respectively. We strongly advise against using any of the Orlanski-type conditions, the second-order conditions given by equation (15), or the classical Sommerfeld condition (4). The condition ENH, finally, did not perform as well in our tests as the conditions recommended above. On the other hand, it requires less external information to be specified, and may therefore be useful in some cases. More work is needed to explore this.
[100] One theme of the investigation has been the importance of separating the gravity waves from the underlying geostrophically balanced flow, which is stationary in the framework of the linearized shallow water equations used here. This flow can be determined from the distribution of potential vorticity by inversion of equation (25). However, since the inversion operator is nonlocal, external information about the PV outside the open boundary must be supplied in order to determine the geostrophic flow. The boundary conditions FLG and NYD demonstrate how this information should be used. These boundary conditions guarantee that the fields approach the geostrophic solution asymptotically, after the gravity waves have radiated away. Moreover, even if there is almost no geostrophic flow at the boundary, these conditions give smaller artificial reflection than the other conditions.
[101] The main deficiency of most other boundary conditions is that they do not separate the gravity waves from the geostrophic flow, and therefore give convergence to an incorrect asymptotic solution. Thus, while it may seem that these conditions do not make any assumption about the underlying geostrophic flow, such an assumption, though erroneous, is in fact made implicitly. In cases where there is a significant geostrophic flow at the open boundary (as will often be the case in realistic model simulations), the error resulting from the incorrect asymptotic behavior typically overshadows the reflection error.
[102] With the Orlanski-type conditions, the situation is even worse, since they don't give convergence to any stationary solution at all. Self-sustained artificial oscillations during which the domain is periodically emptied and filled appear. They are probably caused by a conflict between the conditions used when the computed phase velocity at the boundary is outward and inward, respectively. These conditions also display an unpredictable behavior, and often give instability. [103] The most accurate solutions (with the weakest artificial reflection) were obtained with the new condition NYD. However, the choice between NYD, FLG and SPO will often depend on other considerations. The different boundary conditions require different external data. In the idealized test simulations considered here, the correct data were assumed to be known exactly, but in practice one can often just make an educated guess. Thus, if a reasonable assumption can be made about the underlying geostrophic flow v ext along the boundary, NYD is the best choice. If, on the other hand, the geostrophic flow u ext across the boundary is better known than v ext , one should probable use FLG.
[104] In the formulation of the sponge condition SPO used here, all three field variables h, u and v were relaxed toward the externally given values h ext (x, y), u ext (x, y) and v ext (x, y) in the sponge zone. Thus more external information was used than with any of the conditions NYD or FLG, yet the accuracy of the solution was lower. One could also try relaxing only one or two of the field variables, but we have not done this.
[105] The condition FLG may be more robust in long simulations than NYD. One indication of this is that FLG uniquely determines the asymptotic solution, while this is perhaps not so for NYD in the general 2D case, as discussed in subsection 5.3. However, this has not caused any problems in our simulations.
[106] We have here only tested passive boundary conditions. However, it is clear that the condition NYD is incapable of generating incoming gravity waves, since by assumption the right hand side of equation (37) is small. Thus, if an active boundary condition is needed, one must choose between FLG and SPO. Active boundary conditions are used in nested models, the outer model supplying the external data needed in the boundary condition for the inner model. The sponge condition is a robust and well-tested method in this case. However, the present results indicate that it would be worthwhile to investigate the performance of FLG in nested models.
Appendix A: Numerical Stability of Condition FLA
[107] In this appendix we will investigate a numerical instability that occurs if wrong implementation of the boundary condition (21) is used. The instability will be explained by using a method proposed by Trefethen [1982] , which is a simpler alternative to the rigorous analysis by Gustafsson et al. [1972] .
[108] We solve equations (5) and (6) with a standard leapfrog code on a staggered grid, setting g = H = 1, and similarly for h(x, t). Here x = mÁx, t = nÁt, x is the wave number, and w the angular frequency. Inserting this ansatz into equations (A1) -(A2) we obtain the numerical dispersion relation,
This shows that the CFL stability criterion on an infinite domain is l < 0.5, as is well known. The dispersion relation with l = 0.4 is displayed in Figure A1 . The lower branch, with w < p/(2Át), is the physical mode, while the upper one is the computational mode. The eigenmodes satisfŷ
By using equation (A3) we find that for xÁx ( 1 both eigenmodes satisfyû 'ĥ when x > 0, andû ' Àĥ when x < 0, as indicated in the figure.
[109] We now implement the boundary condition (21) in the first grid point, with h ext = 0. A simple and natural implementation is 
Notice that h 1 is the value at the boundary, while u 1 is the value half a grid point inside. However, the small distance between these points is unimportant for waves with xÁx ( 1. A comparison between equation (A4) and the amplitude ratio indicated in Figure A1 shows that this condition excludes all waves with x > 0. The permitted waves are outward propagating physical waves, as desired, but also Figure A1 . Numerical dispersion relation (A3). The ratio between the componentsĥ andû in the eigenmode is indicated for the various branches.
waves from the computational branch with a positive group velocity @w/@x, into the computational domain. This gives numerical instability, as pointed out by Trefethen [1982] . The unstable mode is sawtoothed in time and constant in space.
[110] A better implementation is the following:
In this case u and h are evaluated one time step apart. For the physical mode, which has wÁt ( 1, this makes no difference, but for the computational mode, which is sawtoothed in time, it means thatû andĥ are required to have the same sign in the same time step. Thus, in this case the computational mode with x < 0 is excluded. The permitted waves from the computational branch therefore have an outward group velocity, and are harmless.
[111] In Figure A2 we illustrate these considerations with numerical solutions. The initial condition is u = 0 and h = 0 everywhere except in the boundary point, where we set h 1 1 = 1. (Here time level 1 refers to the second time step in the leapfrog initialization, which is elsewhere calculated by an Euler forward step.) The result is shown at t = 0.75,1.5 and 2.25 for both conditions (A4) and (A5).
[112] With the unstable condition (A4), we see that the initial perturbation at the boundary travels inward undamped, and is reflected at x = 1. An exponential instability sets in when the reflected wave again reaches the open boundary at t = 2. A simple way of understanding this instability is to note that the reflection coefficient for the computational mode (the mode seen in the figure) at the open boundary is infinite. (It was also verified that the mode is sawtoothed in time, as predicted by the theory, but this cannot be seen in the figure, since all curves are from even time steps.)
[113] With the stable condition (A5) the initial perturbation at the boundary is damped, and the solution returns to the correct asymptotic state h = 0. The reflection coefficient of the computational mode is in this case close to zero.
[114] We finally note that the accuracy of this condition can be improved by utilizing centered differences, h 1 n + h 2 n = À(u 1 nÀ1 + u 1 n+1 ), as proposed by Gustafsson [1988] . However, in our tests this improvement was not very significant, and we therefore use the simpler condition (A5).
and K and Z are shift operators, defined by Kh m n = h n m+1 and Zh m n = h m n+1 . Using this formalism it is easy to generate higher-order approximations by multiplication of operators. The first-order condition D 1 h 1 n+1 = 0 gives an alternative, implicit formulation of the condition SOM. We tried this, but the results were essentially the same as with the explicit Figure A2 . Solution of the nonrotating shallow-water equations (5)- (6) 
