There is mounting evidence that empirical models of many economic time series, particularly macroeconomic and financial series, are characterized by parameter instability. This has sparked an explosion of interest in time-varying parameter models. One notable set of models are switching regressions with latent state variables, in which parameters move discretely between a fixed number of regimes, with the switching controlled by an unobserved state variable. Switching regressions have a rich history in econometrics, dating back to at least Quandt (1958) . Goldfeld and Quandt (1973) introduced a particularly useful version of these models, referred to in the following as a Markov-switching model, in which the latent state variable controlling the regime shifts follows a Markov-chain, and is thus serially dependent. In an influential article, Hamilton (1989) extended Markov-switching models to the case of dependent data, specifically an autoregression.
The vast literature spawned by Hamilton (1989) has typically assumed that the regime shifts are exogenous with respect to all realizations of the regression error. However, the earlier literature on switching regressions, such as Maddala and Nelson (1975) , was often concerned with endogenous switching, as the primary applications were in limited dependent variable contexts such as self-selection and market disequilibrium settings.
In this paper we work with switching regressions of the type considered by Hamilton (1989) and various extensions, but relax the exogenous switching assumption. We show that estimation methods assuming an exogenous state produce biased parameter estimates of a regime-switching regression when the state is in fact endogenous. We then develop a strategy to correct this bias, which proceeds by identifying innovations to a state generating equation linking the unobserved state to instruments, and modeling the joint distribution between these innovations and the regression error term. This allows us to analytically characterize bias correction terms and also admits a straightforward test for endogeneity.
The proposed estimation procedure requires instruments for identification. We show that for serially dependent state processes, such as a Markov-switching state process, the lagged state can provide information necessary for identification, providing it is uncorrelated with the current regression error. This is true even though the lagged state is unobserved. Additional information is obtained when the transition probabilities of the switching process are influenced by exogenous variables, as in the so called "time-varying transition probability" case.
We consider two state generating equations to link the unobserved state to the instruments. The first is a probit specification, and can be interpreted as an extension of the Madalla and Nelson (1975) endogenous, serially independent, switching model to the Hamilton (1989) regime switching regression, in which the switching process is serially dependent. The second is the autoregressive specification for the state process given in Hamilton (1989) . Monte Carlo experiments confirm that the performance of the proposed biascorrection procedures is quite good for empirically relevant data generating processes.
Why are we motivated to investigate Markov-switching regressions with endogenous switching? Many of the model's applications are in macroeconomics or finance in situations where it would be natural to assume that the state is endogenous. As an example, in many models the estimated state variable has a strong business cycle correlation, often corresponding with recessions. This can be seen in recent applications of the regime-switching model to identified monetary VARs, such as Sims and Zha (2002) and Owyang (2002) . It is not hard to imagine that the shocks to the regression, such as the macroeconomic shocks to the VAR, would be correlated with recessions. As another example, some applications of the model contain parameters that represent the reaction of agents to realization of the state (see for example Turner, Startz and Nelson (1989) ). However, it is likely that agents do not observe the state, but instead draw inference based on some information set, the contents of which are unknown to the econometrician. Use of the actual state to proxy for this inference leads to a regression with measurement error in the explanatory variables, and thus endogeneity.
In the next section we lay out a canonical Markov-switching regression and document the biases that arise when the latent state variable is correlated with the regression error. Section 3 develops the bias correction strategies, discusses identification, and presents tests for endogeneity. Section 4 gives the results of a Monte Carlo experiment documenting the performance of the proposed bias correction procedures. In Section 5 we present an empirical example based on a model of volatility feedback in equity markets taken from Turner, Startz and Nelson (1989) . Section 6 concludes.
Endogenous Regime-Switching and Estimation Bias
The model we consider is a linear regression with regime-switching coefficients and residual variance. Assume that the dependent variable, T t y t ... 1 }, { = , is generated by the following switching regression: 
Several special cases of the transition probability process given in (2)-(3) are worth mentioning. The unrestricted model represents the time-varying transition probability Markovswitching model (TVP-MS) of Goldfeld and Quandt (1973) , Diebold, Lee and Weinbach (1994) and Filardo (1994) . When ( ) t p z = p and ( ) t q z q = we have the fixed transition probability Markov-switching model (FTP-MS) of Goldfeld and Quandt (1973) and Hamilton (1989) . If
, and we have the fixed transition probability independent switching model (FTP-IS) of Quandt (1972) . Finally, if
we have the timevarying transition probability independent switching model (TVP-IS) of Goldfeld and Quandt (1972) .
The parameters of (1) 
where the weighting probability, ) | , Pr(
, is composed of the transition probability, , and a filtered probability that can be obtained, given an initial value ) , | Pr(
via the recursive filter in Hamilton (1989) : 
Given the Gaussian error term, t ε , the conditional likelihood function in (4) is simply: 
Bias Correction in the Endogenous Switching Model
As equations (7) and (8) make clear, one approach for obtaining consistent maximum likelihood estimates of the model in (1) involves identifying ) , , | (
. In the following, we present two techniques for modeling these components of the likelihood function, both of which are based on constructing innovations to a state realization equation using instruments, and then modeling the joint distribution between these innovations and the regression error terms. We consider two possible sources of instruments. The first are the exogenous or predetermined variables that affect the state, .
The second are the lagged state variables themselves, which we assume are exogenous with t z respect to the contemporaneous error term, t ε . Of course, the lagged state variable is only valid as an instrument in the case where is serially dependent, as in the Markov-switching case.
t S 3.1 Bias Correction using the Probit Representation of the State Process
The realization of the state, , is often characterized using a probit specification.
Assuming that is scalar, the probit specification is:
where is the standard normal cumulative distribution function. Absent any further assumptions, the state transition process given in (9)- (11) serves only to constrain the transition probabilities, and to be in , and is one of several equivalent specifications to achieve this constraint. 
This assumption allows us to derive analytical characterizations of the bias correction term, ) , , | (
, and the forecast error variance, ) , , | (
. In particular, note from (9) and (12) that:
where φ is the standard normal density function. Also,
The expressions in (13)-(16) can then be used to form the likelihood function in (6). The parameters of (1) are only identified if and vary, otherwise there is no information to identify
From (13)- (14), we can see this is achieved in two ways. First, if the state process depends on exogenous or predetermined observable variables 2 In recent work, Chib and Dueker (2004) present a regime switching regression in which the regime shifts are driven by an autoregressive latent state variable, and the latent state variable is endogenously determined. As in (12), they model this endogeneity by assuming the shocks to the autoregressive process and the regression error have a joint normal distribution. Whereas we focus on maximum likelihood estimation in this paper, Chib and Dueker (2004) 
is serially correlated and is exogenous, serves to identify the model.
It should be noted that the model of endogenous switching presented in this sub-section has much in common with an earlier literature using switching regressions. Maddala and Nelson (1975) use a probit approach to estimate endogenous switching models in which the switching process is serially independent. Here we have extended the Maddala and Nelson approach to the Hamilton (1989) regime-switching model, in which the state process is serially dependent. Further, in one were to observe the state, , the model and associated bias correction terms are reminiscent of models of self selection, or incidental truncation, such as in Heckman (1979) .
t S 3.2 Bias Correction using the Autoregressive Representation of the State Process
Hamilton (1989) notes that has a useful alternative characterization as an autoregressive process of order one:
where conditional on :
As discussed in Hamilton (1989) , the residual is mean zero and uncorrelated with . 
Monte Carlo Assessment of the Proposed Bias Correction Procedure
In most cases, the estimation procedures detailed in Section 3 will involve approximations, namely the substitution of a Gaussian joint distribution for a true non-Gaussian distribution. In particular, if t ε and t η do not have a joint Gaussian distribution, the estimator described in Section 3.1 will involve an approximation in building the likelihood function.
Meanwhile, the estimator described in Section 3.2 will always involve an approximation, as the joint distribution of t ε and is never jointly Gaussian. In practice, it is unclear how good these approximations will be. Thus, in this section we conduct a series of Monte Carlo experiments to evaluate the performance of the estimation procedures and find that these approximations work quite well in most circumstances. assumed to be scalar and is generated as an independent standard normal random variable. The vector is also assumed to be scalar and is generated to be exogenous, but correlated with . We achieve this by generating as a standard normal random variable added to the exogenous part of , which from equation (21) Tables 3-4 . Each table shows the mean and standard deviation of the 1000 maximum likelihood point estimates of the regression parameters in (1). These will be referred to as the "mean" and "standard deviation" in the following. estimator makes an approximation in building the needed bias correction terms, and thus should display inferior performance to the probit estimator for this data generating process. Indeed, the mean estimates from the probit estimator are usually closer to the true values than those from the autoregressive estimator. Also, the standard deviations are somewhat smaller for the probit estimator, suggesting it is more efficient than the autoregressive estimator. That being said, the performance of the autoregressive estimator is fairly good, with the differences in performance from the probit estimator fairly small in most cases. Tables 3 and 4 Overall, the Monte Carlo experiments confirm that 1) endogenous regime switching can introduce significant bias into the maximum likelihood estimates of a Markov regime-switching model and 2) the bias correction procedures proposed in Section 3 are quite effective in eliminating this bias. In the next section we turn to an empirical application of the bias correction procedures.
An Application: Measurement Error and Estimation of the Volatility Feedback Effect
A stylized fact of U.S. equity return data is that the volatility of realized returns is timevarying and predictable. Given this, classic portfolio theory would imply that the equity risk premium, the expected return of the market portfolio above the risk-free rate, should also be time-varying and respond positively to the expectation of future volatility. However, the data suggest that realized returns and realized volatility, as measured by squared returns, are negatively correlated.
One explanation for the observed data is that while investors do require an increase in expected return in exchange for expected future volatility, they are also often surprised by news about realized volatility. This "volatility feedback effect" creates a reduction in prices in the period in which the increase in volatility is realized. If the volatility feedback effect is strong enough, it may create a negative contemporaneous correlation between realized returns and volatility in the data. The volatility feedback effect has been investigated extensively in the literature, see for example French, Schwert and Stambaugh (1987) , Turner, Startz and Nelson (1989) , Campbell and Hentschell (1992) , Bekaert and Wu (2000) and Kim, Morley and Nelson (2002) .
One approach to modeling time-varying volatility is through the use of a regimeswitching model. For example, Turner, Startz and Nelson (1989) , henceforth TSN, model the excess of equity returns over the risk free rate, , as arising from a normal distribution with time dependent expectation t r t µ and variance: 
In this model, excess returns are drawn from either a high variance distribution ( ) or a low variance distribution ( ). Also, since the state variable is persistent, deviations of the return variance above its unconditional mean are predictable. We would thus expect a risk premium that varies with the predictable component of the variance. This can be modeled as follows:
where, measures the expectation of volatility at time t given an information set dated time t-1. TSN assume that includes all past returns, and is thus equivalent to the filtered probability of the state.
In (24),
θ is equal to the risk free rate. Assuming that 1 θ is positive, the risk premium is increasing in the probability of the high-variance state. 
The model in (25) can be motivated as follows. At the beginning of period t, the risk premium t µ is determined based on the expectation of volatility in period t based on t-1 information.
During period t additional information regarding the volatility is observed. By the end of period t, this information can be collected in the information set . When , information about volatility revealed during the period has surprised agents. If
, surprises that reveal higher probability of the high-variance state are viewed negatively by investors, and thus reduce the contemporaneous return.
One difficulty in estimating the above model of volatility feedback is that there exists a discrepancy between the investors' information set and the econometrician's data set. In particular, while may be summarized by all data up to t-1, that is
, the information set includes information that is not summarized in the researcher's data set on observed returns. This is because, while the researcher's data set is collected discretely at the * t Ψ beginning of each period, the market participants continuously observe trades that occur during the period. This is a particular problem when the period is relatively long, as is the case for the monthly data set used by TSN. 
Clearly, the measurement error introduced by replacing with has introduced correlation between the state, , in (27) and the regression residual . The results from section 2 suggest that maximum likelihood estimation of the parameters of (27) that ignores this endogeneity will then be biased.
However, the estimation techniques introduced in Section 3 can be used to correct this bias, provided there is an instrument. As there are no time-varying transition probabilities in the TSN model, that is , there is a single instrument in the model, . Thus identification requires that be Markov-switching, rather than independent switching.
We estimate the model in (26) using monthly returns for a value-weighted portfolio of all NYSE-listed stocks in excess of the one-month Treasury Bill rate, our measure of the risk free rate, over the sample period 1952-2000. This is the same data as used in Kim, Morley and Nelson (2002) . The first panel of Table 5 shows estimates when no bias correction is employed, that is the state is assumed to be exogenous. These estimates, which are similar to those in TSN, are consistent with both a positive relationship between the risk premium and expected future The second panel shows the estimates when the probit estimator is used. There is substantial evidence of endogeneity, as ρ is estimated to be large in absolute value and statistically significant. Although the parameter estimates are very imprecise, correcting for this endogeneity does yield substantial changes in the point estimates of the model parameters. First, 1 θ is estimated to be nearly ten times the estimate for the model with no bias correction, suggesting a risk premium that is much more responsive to forecasted future volatility. Second, 2 θ is estimated to be half the estimate for the model with no bias correction, suggesting a strong volatility feedback effect, but less so than for the model with no bias correction. Finally, the third column of Table 5 shows the estimates from the autoregressive estimator. Again, there is substantial evidence of endogeneity, with statistically significant. Interestingly, the point estimates of the other parameters are nearly identical to those obtained using the probit estimator.
Thus, for this application the results are quite robust to the estimation procedure used. * ρ
Conclusion
We have explored models of Markov-switching in which the latent state variable controlling the regime shifts is endogenously determined. We show that endogeneity of the state variable can lead to significant estimation bias when estimation techniques assuming exogeneity are used. We then develop a strategy to correct this bias, which proceeds by constructing bias correction terms by modeling the joint distribution of the regression error term and exogenous innovations to a state generating equation linking the unobserved state to instruments.
The estimation procedure requires instruments for identification. One source of instruments are external, exogenous variables that affect the transition probabilities of the regime-switching process. However, even in the fixed transition probability case, we have shown that identification is achieved if the state process is serially dependent, and lagged values of the state are exogenous. This is true even though the lagged state is unobserved. Monte Carlo experiments confirm that the proposed bias-correction procedure is quite good for empirically relevant data generating processes. We apply the technique to the volatility feedback model of equity returns given in Turner, Startz and Nelson (1989) . Notes: This table contains the mean and standard deviation of the 1000 maximum likelihood point estimates from the Monte Carlo experiment when the true data generating process is DGP1 as described in Section 4 and the sample size is 1000. 
