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EQUIDISTRIBUTION QUANTITATIVE DES POINTS DE PETITE
HAUTEUR SUR LA DROITE PROJECTIVE
CHARLES FAVRE AND JUAN RIVERA-LETELIER
RE´SUME´. Nous introduisons une classe de hauteurs ade´liques sur la droite pro-
jective dont nous donnons une estimation du minimum essentiel, et pour lesquelles
nous de´montrons un re´sultat d’e´quidistribution des points de petites hauteurs en
toutes les places (finies et infinies), avec estimation pre´cise de la vitesse de con-
vergence. A toute fraction rationnelle R en une variable et de´finie sur un corps
de nombres K, est associe´e une hauteur normalise´e sur sa clotuˆre alge´brique K .
Nous montrons que ces hauteurs dynamiques sont ade´liques en notre sens, et
en de´duisons des re´sultats d’e´quidistribution de pre´images par R en toutes les
places. Notre approche suit celle de Bilu, et s’appuie sur la the´orie du potentiel
dans C, ainsi que dans l’espace de Berkovich associe´ a` la droite projective de
Cp, pour chaque nombre premier p.
ABSTRACT. We introduce a new class of adelic heights on the projective line.
We estimate their essential minimum and prove a result of equidistribution (at
every place) for points of small height with estimates on the speed of conver-
gence. To each rational function R in one variable and defined over a number
field K, is associated a normalized height on the algebraic closure of K. We
show that these dynamically defined heights are adelic in our sense, and deduce
from this equidistribution results for preimages of points under R at every place
of K. Our approach follows that of Bilu, and relies on potential theory in the
complex plane, as well as in the Berkovich space associated to the projective
line over Cp, for each prime p.
TABLE DES MATIE`RES
1. Introduction 2
2. The´orie du potentiel dans le cas complexe 11
3. L’espace de Berkovich de Cp. 19
4. Energie dans Cp 23
5. Hauteurs ade´liques. 31
6. Dynamique des fractions rationnelles. 38
Re´fe´rences 45
Date: 30 aouˆt 2018.
2000 Mathematics Subject Classification. Primary : 11G50, Secondary : 37F10.
Le premier auteur tient a` remercier chaleureusement le project MECESUP UCN0202, ainsi que
l’ACI “Syste`mes Dynamiques Polynomiaux” qui ont permis son se´jour a` l’Universite´ Catholique
d’Antofagasta. Le deuxie`me auteur est partiellement soutenu par le projet FONDECYT N 1040683.
Enfin, nous remercions le rapporteur pour sa lecture de´taille´e de l’article.
1
2 CHARLES FAVRE AND JUAN RIVERA-LETELIER
1. INTRODUCTION
L’objet de cet article est de de´finir une large classe de hauteurs sur la droite pro-
jective sur un corps de nombre, et de montrer de manie`re quantitative, c’est-a`-dire
avec estimation des restes, que toute suite de points alge´briques dont la hauteur tend
vers ze´ro s’e´quidistribue en toutes les places finies et infinies, selon une mesure ne
de´pendant que de la hauteur. Nous appliquons de plus ces re´sultats a` l’e´tude dy-
namique de fractions rationnelles a` coefficients alge´briques.
Le premier re´sultat d’e´quidistribution des points de petite hauteur a e´te´ obtenu
par Szpiro-Ullmo-Zhang [SUZ] en lien avec la conjecture de Bogomolov, et con-
cerne l’e´quidistribution des points de petite hauteur dans les varie´te´s abe´liennes
par rapport a` la mesure de Haar. Cet article fondateur a inspire´ depuis lors de nom-
breux travaux. Tout d’abord par Bilu qui s’est inte´resse´ dans [Bi] au cas de la hau-
teur standard dans les espaces projectifs ; puis a` Rumely qui a e´tendu l’approche
de Bilu pour une classe de hauteurs sur la droite projective issues de la the´orie
du potentiel complexe. Autissier [Au] a ensuite de´montre´ une vaste ge´ne´ralisation
des the´ore`mes de Bilu et Szpiro-Ullmo-Zhang dans le cas des courbes de´finies
sur un corps de nombre et en dimension supe´rieure. Enfin plus re´cemment, Baker
et Hsia dans [BH] ont de´montre´ des re´sultats d’e´quidistribution aux places finies
dans un contexte dynamique pour une classe particulie`re de polynoˆmes. Nous ren-
voyons a` [U] pour des re´fe´rences plus comple`tes concernant d’autres re´sultats
d’e´quidistribution en arithme´tique.
Deux approches paralle`les ont jusqu’a` pre´sent e´te´ privile´gie´ dans ces proble`mes
d’e´quidistribution arithme´tique. La premie`re de´veloppe´e par Szpiro-Ullmo-Zhang
et poursuivie par Autissier est d’inspiration ge´ome´trique. Les proprie´te´s d’e´qui-
distribution re´sulte dans ce cadre d’un the´ore`me d’Hilbert-Samuel arithme´tique
convenablement e´nonce´ en the´orie d’Arakelov.
L’autre approche initie´e par Bilu, et adapte´e par Rumely et Baker-Hsia part
d’une interpre´tation des hauteurs en termes de la the´orie du potentiel. C’est celle-ci
que nous allons adopter dans la suite.
Un ingre´dient nouveau et important dans notre approche est l’utilisation inten-
sive d’une the´orie du potentiel convenable sur la droite projective de´finie sur un
corps p-adique. La topologie p-adique e´tant totalement discontinue, elle se preˆte
de fait mal a` l’analyse et tout particulie`rement a` la the´orie de la mesure et du po-
tentiel. On est donc naturellement amene´ a` travailler dans un espace plus gros dont
la topologie est plus maniable : la droite projective au sens de Berkovich. Cet es-
pace est un arbre re´el muni d’une topologie compacte, et on peut y de´velopper une
the´orie du potentiel comple`tement analogue au cas complexe. Il a ainsi e´te´ con-
struit par M. Jonsson et le premier auteur dans [FJ] un ope´rateur de Laplace, et ses
proprie´te´s caracte´ristiques ont de´ja` e´te´ utilise´ avec succe`s pour la construction de
mesures invariantes en dynamique p-adique, voir [FR]. Nous donnons ici d’autres
e´le´ments de the´orie du potentiel p-adique, mais nous nous sommes restreints a`
ceux ne´cessaires a` l’e´nonce´ et a` la preuve de nos re´sultats principaux. Nous ren-
voyons aux travaux inde´pendants de Baker-Rumely [BR2] pour une e´tude plus
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approfondie, ainsi qu’aux travaux de the`se re´cents d’Amaury Thuillier [Th]. En-
fin mentionnons que Chambert-Loir [CL] a donne´ quelques e´le´ments pour e´tendre
cette the´orie en dimension supe´rieure.
1.1. Places, comple´tions et hauteurs ade´liques. Commenc¸ons tout d’abord par
mettre en place quelques notations avant de de´finir les hauteurs que nous e´tudierons
par la suite.
Soit MQ l’ensemble constitue´ de tous les nombres entiers premiers auquel on
ajoute ∞. On de´signe par | · |∞ la norme usuelle sur Q et pour un nombre premier
p on de´signe par | · |p la norme p-adique, normalise´e par |p|p = p−1. Pour toute
extension finie K de Q, on de´signera par MK la collection de toutes les normes sur
K qui e´tendent l’une des normes | · |v, avec v ∈MQ. Un e´le´ment de MK est appele´
place. Pour toute place v, on notera encore | · |v la norme sur K correspondante.
On dira que v est infinie lorsque sa restriction a` Q coı¨ncide avec | · |∞ et que v est
finie sinon.
Pour tout v ∈ MK , on note Kv le comple´te´ du corps value´ (K, | · |v), et Qv
l’adhe´rence de Q dans Kv. On pose Nv = [Kv : Qv]/[K : Q], ainsi que ‖ · ‖v =
| · |Nvv . La norme | · |v s’e´tend de fac¸on unique a` la clotuˆre alge´brique de Kv.
On de´signera par Cv le comple´te´ de ce corps. Le corps Cv est alors complet et
alge´briquement clos. En toute place infinie, il est isomorphe au corps des nombres
complexes C.
Aux places finies, (Cv, | · |v) est a` la fois totalement discontinu et non locale-
ment compact, ce qui rend de´licat toute analyse sur cet espace. Pour contourner
ces difficulte´s, suivant [Be] on de´finit la droite projective au sens de Berkovich
P
1(Cv) comme la comple´tion (pour une me´trique convenable) de l’ensemble des
boules de rayon fini ou infini B(z, r) = {w; |z − w|v ≤ r} dans Cv. Cet espace
est naturellement un arbre re´el me´trique dans lequel les ensembles de la forme
{B(z, r); r ∈ [0,+∞]} sont des segments, et dont le bord a` l’infini s’identifie
canoniquement a` la la droite projective standard. On peut de plus le munir d’une
topologie qui le rend localement connexe et localement compact. Il est alors possi-
ble de de´finir une classe P de fonctions sur P1(Cv) a` valeurs re´elles, et un ope´rateur
∆ de´fini sur P et a` valeurs dans les mesures sur P1(Cv) qui joue le roˆle analogue
de l’ope´rateur de Laplace sur la droite projective complexe.
Apre`s ces pre´liminaires, rappelons brie`vement la de´finition de la hauteur de Weil
standard, ce qui permettra de motiver la de´finition de hauteur ade´lique. Soit K
une clotuˆre alge´brique de K . La hauteur de Weil (ou hauteur naı¨ve) d’un sous-
ensemble fini F de K , et invariant par l’action du groupe de Galois Gal(K/K),
est par de´finition1
hnv(F ) := |F |−1
∑
α∈F
∑
v∈MK
log+ ‖α‖v . (1)
Ici |F | de´signe la cardinalite´ de F et log+ ‖ · ‖v = logmax{1, ‖ · ‖v}. On de´finit
aussi la hauteur naı¨ve d’un e´le´ment α deK par hnv(α) = hnv(F ), ou` F est l’orbite
de α sous l’action du groupe de Galois Gal(K/K). On e´tend hnv a` P1(K) =
1dans tout l’article log de´signe le logarithme ne´pe´rien
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K ∪ {∞} en posant hnv(∞) = 0. Notons que par construction cette hauteur est
invariante sous l’action de Gal(K/K).
L’e´quation (1) admet une interpre´tation simple en terme de the´orie du potentiel.
Pour expliquer cela`, notons Diagv = {(z, z) ; z ∈ Cv} la diagonale de Cv × Cv.
Lorsque v est infinie, pour chaque paire de mesures bore´liennes ρ, ρ′ supporte´es
dans P1(Cv), et telles que la fonction log+ ‖z − w‖v soit inte´grable par rapport a`
ρ⊗ ρ′ sur Cv × Cv \Diagv, on pose
(( ρ, ρ′ ))v := −
∫
Cv×Cv\Diagv
log ‖z − w‖v dρ(z) ⊗ dρ′(w) .
Pour simplifier les notations, pour tout ensemble fini F , on notera [F ] la mesure
de probabilite´ atomique e´quidistribue´e sur les points de F . Notons maintenant que
((λv, λv ))v = 0 et que
(( [α], λv ))v = − log+ ‖α‖v , (2)
pour tout α ∈ Cv, ou` λv est la mesure de probabilite´ proportionnelle a` la mesure
de Lebesgue sur le cercle unite´ S1 ⊂ Cv. Lorsque v est finie, un accouplement
(( ·, · ))v peut eˆtre de´fini de fac¸on analogue. Dans ce cas, la formule (2) reste valide
pour tout α ∈ Cv si l’on remplace λv par la masse de Dirac situe´e au point de
P
1(Cv) associe´ a` B(0, 1). On ve´rifie que ((λv, λv )) = 0 pour tout v dans MK , et
que la formule du produit donne
∑
MK
(( [F ], [F ] )) = 0. De (1) et (2), on tire enfin
hnv(F ) =
1
2
∑
v∈MK
(( [F ]− λv, [F ]− λv ))v , (3)
pour tout sous-ensemble fini F de P1(K) invariant par l’action du groupe de Galois
Gal(K/K).
Nous proposons une de´finition de hauteurs base´e sur cette e´galite´.
De´finition 1.1. Une mesure ade´lique ρ est la donne´e en chaque place d’une mesure
de probabilite´ ρv supporte´e dans P1(Cv), telle que ρv = λv hors d’un nombre fini
de places, et telle que ρv admette un potentiel continu en toutes les places, i.e.
ρv = λv +∆g avec g continue.
De´finition 1.2. La hauteur ade´lique hρ associe´e a` la mesure ade´lique ρ est par
de´finition donne´e par
hρ(F ) :=
1
2
∑
v∈MK
(( [F ]− ρv, [F ]− ρv ))v , (4)
pour tout ensemble fini F ⊂ K invariant par Gal(K/K). Pour tout α ∈ P1(K), on
posera hρ(α) = hρ(F ), ou` F est l’orbite de α sous l’action du groupe de Galois
Gal(K/K).
Les hauteurs ade´liques peuvent toutes eˆtre de´finies de manie`re e´quivalente par
une formule du type Mahler.
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Proposition 1.3. Soit α ∈ K et soit P ∈ K[T ] le polynoˆme (unitaire) minimal de
α sur K . Alors on a
hρ(α) = hρ(∞) + 1
deg(α)
∑
v∈MK
∫
P1(Cv)
log ‖P‖v dρv .
Aux places finies telles que ρv = λv, l’inte´grale
∫
P1(Cv)
log ‖P‖v dρv est e´gale
a` la norme de Gauss du polynoˆme P =
∑
aiT
i i.e. max{|ai|v}. Ceci montre que
le membre de droite est en re´alite´ une somme finie. Dans le cas de la hauteur naı¨ve,
l’e´galite´ ci-dessus se re´duit a` la formule de Mahler habituelle.
1.2. Re´sultats principaux. Les e´nonce´s ci-dessous re´sument les proprie´te´s ge´ne´-
rales des hauteurs ade´liques.
The´ore`me 1. Pour toute mesure ade´lique ρ, la fonction hρ est une hauteur de Weil
dont le minimum essentiel est non-ne´gatif.
En d’autres termes, la diffe´rence hρ − hnv est uniforme´ment borne´e sur P1(K),
et pour tout ε > 0, l’ensemble {α ∈ P1(K); hρ(α) < −ε} est fini.
The´ore`me 2. Soit {Fn}n≥0 une suite d’ensembles finis distincts deux a` deux et
Gal(K/K)-invariants telle que limn→∞ hρ(Fn) = 0. Alors pour toute place v de
MK on a convergence faible au sens des mesures [Fn]→ ρv lorsque n→∞.
Nous donnerons aussi des estimations quantitatives pre´cises de la vitesse de con-
vergence [Fn] → ρv du The´ore`me 2. Afin d’e´viter d’introduire trop de terminolo-
gie, nous ne mentionnons ici qu’un e´nonce´ aux places infinies, et nous renvoyons
au The´ore`me 7 en §5.5 pour un e´nonce´ analogue aux places finies.
The´ore`me 3. Soit ρ une mesure ade´lique admettant un potentiel Ho¨lder en toutes
les places. Alors il existe une constante C > 0 telle que, pour tout ensemble fini
F ⊂ K, invariant par l’action du groupe de Galois et de cardinalite´ |F |, pour
toute place infinie v ∈MK , et pour toute fonction ϕ de classe C1 sur P1(Cv), on a∣∣∣∣∣ 1|F | ∑
α∈F
ϕ(α) −
∫
ϕdρv
∣∣∣∣∣ ≤
(
hρ(F ) + C
log |F |
|F |
)
× Lip (ϕ) ,
ou` Lip (ϕ) = supx 6=y |ϕ(x) − ϕ(y)|/d(x, y) et d est la me´trique sphe´rique sur
P1(Cv).
Afin de comprendre la force de cette e´nonce´, mentionnons le corollaire nouveau
suivant dans le cas de la hauteur naı¨ve. Ici λS1 est la mesure de Haar sur le cercle
unite´.
Corollaire 1.4. Il existe une constante C > 0 telle que pour tout ensemble fini
F ⊂ Q, invariant par l’action du groupe de Galois et de cardinalite´ |F |, et pour
toute fonction ϕ de classe C1 sur P1(C), on a∣∣∣∣∣ 1|F | ∑
α∈F
ϕ(α) −
∫
ϕdλS1
∣∣∣∣∣ ≤
(
hnv(F ) + C
log |F |
|F |
)
× Lip (ϕ) .
Dans un travail re´cent, Petsche [Pe] a obtenu une estimation moins forte, mais
pour une classe de fonctions plus ge´ne´rales.
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1.3. Exemples et applications dynamiques. Les hauteurs ade´liques que nous
avons construites recouvrent essentiellement toutes les constructions de hauteurs
de´ja` conside´re´es dans la litte´rature (sur la droite projective). Elles coı¨ncident avec
les hauteurs issues de me´triques (sur le fibre´O(1)) dites ade´liques inte´grables, dont
la construction a e´te´ re´alise´e par Zhang et e´tendue par Chambert-Loir [CL] dans
un travail inde´pendant du noˆtre. On voit ainsi que notre The´ore`me 2 est e´quivalent
a` [CL, The´ore`me 4.2] dans le cas de la droite projective. Nous nous contenterons
ici de de´crire deux types de situations dans lesquelles les The´ore`mes 1, 2, et 3
permettent d’e´tendre et de pre´ciser certains re´sultats de´ja` connus.
Supposons donne´ en chaque place infinie, un compact du plan complexe Ev de
capacite´ logarithmique strictement positive. Pour toute place finie, posons ρv = λv,
et pour toute place infinie notons ρv la mesure d’e´quilibre (au sens de la the´orie du
potentiel) de Ev. Toutes ces mesures sont a` potentiel localement borne´e et sous
l’hypothe`se supple´mentaire que ces potentiels sont continus, on peut donc leur as-
socier une hauteur ade´lique hρ. Dans ce cadre, le The´ore`me 1 implique la partie
aise´e du the´ore`me de Fekete-Szego¨ et montre la finitude du nombre de points en-
tiers dont tous les conjugue´s sont dans un voisinage fixe de Ev (en toutes les places
infinies) sous une hypothe`se convenable sur la capacite´ des Ev. Le The´ore`me 3
quant a` lui nous donne une version quantitative de [Ru2, The´ore`me 1].
De notre point de vue cependant, les applications les plus significatives concer-
nent une classe de hauteurs issues des syste`mes dynamiques. Soit donc R une frac-
tion rationnelle a` coefficients dans un corps de nombres K et de degre´ D ≥ 2.
On peut montrer que la limite limn→∞D−nhnv ◦Rn existe et de´finit une hauteur
de Weil hR qui ve´rifie hR ◦ R = DhR. Nous allons voir que hR est une hauteur
ade´lique, mais pour ce faire, il nous faut tout d’abord de´crire quelques re´sultats de
nature dynamique.
En toute place infinie v ∈ MK , les ite´re´s {Rn}n≥0 de R induisent un syste`me
dynamique sur la sphe`re de Riemann. Bien que la nature des suites {Rn(z)}n≥0
de´pendent tre`s fortement du choix du point z, l’action par images inverses de R
pre´sente des proprie´te´s d’uniformite´ tout a` fait remarquable. On de´montre en effet
qu’il existe une mesure de probabilite´ ρR,v, dite mesure d’e´quilibre, telle que pour
tout z0 ∈ P1(C) non exceptionnel pour R, on a
lim
n→∞
D−n[R−n{z0}] = ρR,v . (5)
Rappelons qu’un point est dit exceptionnel pour R si son orbite inverse est finie,
et qu’une fraction rationnelle donne´e admet au plus deux points exceptionnels.
Ce re´sultat est duˆ a` Brolin [Br] dans le cas des polynoˆmes, et inde´pendemment a`
Lyubich [L] et a` Freire-Lopez-Man˜e´ [FLM], dans le cas des fractions rationnelles.
La mesure ρR,v est supporte´e sur son ensemble de Julia2, et permet d’obtenir de
nombreuses informations sur le syste`me dynamique induit par R. C’est de plus une
mesure a` potentiel continue (et meˆme Ho¨lder), voir § 6.6.
En toute place finie v, une mesure ρR,v satisfaisant a` une proprie´te´ analogue
a e´te´ construite dans [FR]. Celle-ci n’est pas supporte´e en ge´ne´ral dans l’espace
2la partie de la sphe`re de Riemann ou` la dynamique est chaotique.
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projectif standard P1(Cv), mais dans l’espace de Berkovich associe´, et elle est
aussi a` potentiel continu.
On peut maintenant e´noncer le
The´ore`me 4. Soit R une fraction rationnelle de degre´ au moins 2 et a` coef-
ficients dans un corps de nombre K . Pour chaque place v de K soit ρR,v la
mesure d’e´quilibre de R correspondante. Alors ρR = {ρR,v}v∈MK est une mesure
ade´lique et la hauteur normalise´e hR coı¨ncide avec la hauteur hρR de´finie par la
mesure ade´lique ρR.
La Proposition 1.3 s’applique donc, et nous donne ainsi une formule de Mahler
pour toutes ces hauteurs. Dans ce cadre, celle-ci avait e´te´ e´nonce´e et de´montre´e
dans [PST].
La hauteur hR est aussi redevable des The´ore`mes 1, 2 et 3 ci-dessus. Notons
cependant que le The´ore`me 1 ne nous donne aucune information. En effet, on a
par construction hR ≥ 0, et le minimum essentiel de hR est nul, car {hR = 0}
qui est constitue´ des points pre´pe´riodiques de R, est toujours infini. Par contre,
le The´ore`me 2 permet d’obtenir des re´sultats d’e´quidistribution remarquables. On
obtient ainsi le corollaire suivant, qui donne une preuve arithme´tique d’un re´sultat
duˆ a` [L] dans le cas complexe.
Corollaire 1.5. Soient R et S deux fractions rationnelles a` coefficients dans un
corps de nombres K , avec deg(R) ≥ 2. Pour n ≥ 1, notons Fn le sous-ensemble
des solutions dans K a` l’e´quation Rn = S. Si pour n grand les ensembles Fn sont
distincts deux a` deux, alors pour toute place v ∈MK , on a
lim
n→∞
[Fn] = ρR,v .
Lorsque S(z) = z, l’ensemble Fn est e´gal a` l’ensemble des points pe´riodiques
de R dans K, de pe´riode n. Dans ce cas les ensembles Fn sont distincts deux a`
deux (pour n grand) et on obtient l’e´quidistribution des points pe´riodiques de R
selon la mesure d’e´quilibre. C’est un re´sultat nouveau pour toute place finie.
Lorsque z0 ∈ K n’est pas exceptionnel pour R et lorsque la fraction rationnelle
S est constante e´gale a` z0, on sait que les ensembles Fn sont distincts deux a`
deux. On obtient alors le re´sultat d’e´quidistribution des pre´images ite´re´es de z0,
mentionne´ ci-dessus en (5).
C’est dans ce contexte que plusieurs cas particuliers du Corollaire 1.5 ont e´te´
obtenus pre´ce´demment. Bilu [Bi] l’a tout d’abord de´montre´ pour les morphismes
de puissance. Autissier [Au] a ensuite obtenu ce re´sultat a` la place infinie pour
toutes les fractions rationnelles comme un cas particulier d’un re´sultat concernant
les courbes arithme´tiques. Le Corollaire 1.5 a re´cemment e´te´ de´montre´ pour les
polynoˆmes par Baker-Hsia [BH] a` la place infinie et, sous certaines hypothe`ses,
aux places finies.
Finalement, dans des travaux inde´pendants des noˆtres, Baker-Rumely [BR1]
d’une part et Chambert-Loir [CL] d’autre part ont de´montre´ le Corollaire 1.5 pour
S(z) = z en toutes les places (finies et infinies).
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La mesure ade´lique ρR est a` potentiel Ho¨lder (voir § 6.6) et par conse´quent la
hauteur normalise´e hR ve´rifie toutes les conditions du The´ore`me 3. Ceci permet
d’obtenir imme´diatement la version quantitative suivante du Corollaire 1.5.
Corollaire 1.6. Soit R une fraction rationnelle de degre´ D ≥ 2 a coefficients dans
Q, et notons ρR sa mesure d’e´quilibre sur P1(C). Alors il existe une constante
C > 0 telle que pour toute fonction ϕ de classe C1 sur P1(C), pour tout point
z ∈ P1(Q) non exceptionnel, et pour tout n ≥ 0, on ait∣∣∣∣∣∣ 1Dn
∑
α∈R−n{z}
ϕ(α) −
∫
ϕdρR
∣∣∣∣∣∣ ≤
(
hR(z) + Cn
Dn
)
× Lip (ϕ) .
Ce re´sultat est tout a` fait surprenant dans la mesure ou` pour une fraction ra-
tionnelle a` coefficients complexes quelconques, l’estimation en nD−n ne semble
pas connue. Des estimations en exp(−√n) ont e´te´ obtenues dans [DPU] (et pour
des fonctions f Ho¨lder), et raffine´es en σn pour un σ < 1 proche 1 dans [H], voir
aussi [PS] pour des re´sultats plus faibles.
Il nous semble inte´ressant de mentionner aussi le corollaire suivant dont une
preuve directe par des me´thodes complexes semble de´licate. Ce corollaire nous a
e´te´ inspire´ par [BH, Theorem 8.13] dont le the´ore`me ci-dessous en est une version
quantitative. Fixons un entier D ≥ 2, et regardons l’ensemble des polynoˆmes de la
forme Pc(z) = zD + c pour c ∈ C. Il est inte´ressant de regarder l’ensemble dit de
Mandelbrot et note´ MD, constitue´ des parame`tres c pour lesquels l’orbite de z = 0
pour Pc est borne´e. On montre que MD est un ensemble compact. On peut donc
conside´rer sa mesure harmonique µD, qui est caracte´rise´e de manie`re dynamique
par la formule µD = limn→∞D−n∆ log+ |Pnc (0)|.
On dit qu’un parame`tre c ∈ C est critiquement fini, s’il existe des entiers dis-
tincts n et m tels que Pnc (0) = Pmc (0). Notons que pour de tel parame`tres, c ∈ Q¯.
The´ore`me 5. Il existe une constante C > 0 telle que pour tout ensemble fini et
Gal(Q¯/Q)-invariant F ⊂ C de parame`tres critiquement finis et toute fonction ϕ
de classe C1 sur P1(C), on a∣∣∣∣∣|F |−1 ∑
α∈F
ϕ(α) −
∫
ϕdµD
∣∣∣∣∣ ≤ C log |F ||F | × Lip (ϕ) .
En particulier pour toute suite d’ensembles finis {Fn}n≥1 distincts deux a` deux
ve´rifiant les proprie´te´s ci-dessus, on a [Fn]→ µD.
La preuve du The´ore`me 5 est donne´ en § 6.5. Nous indiquons maintenant rapi-
dement la preuve du Corollaire 1.5.
De´monstration du Corollaire 1.5. On fixe tout d’abord des constantes B,C > 0
telles que hR(S(z)) ≤ B · hR(z) +C (on peut en fait prendre B = deg(S)). Pour
tout z ∈ Fn, on a alors DnhR(z) = hR(Rn(z)) = hR(S(z)) ≤ B · hR(z) + C ,
donc
hR(z) ≤ C
Dn −B pour tout z ∈ Fn .
POINTS DE PETITE HAUTEUR 9
Comme R et S sont a` coefficients dans K , les ensembles Fn sont Gal(K/K)-
invariant, et l’estimation pre´ce´dente donne limn→∞ hR(Fn) = 0. Sous l’hypothe`se
supple´mentaire que les ensembles Fn sont distincts deux a` deux, le The´ore`me 2
s’applique et donne alors limn→∞[Fn] = ρR,v. 
1.4. Strate´gie de la preuve. Nous indiquons maintenant comment de´montrer nos
re´sultats principaux, les The´ore`mes 1 et 2.
Le fait que pour toute mesure ade´lique ρ, la fonction hρ soit une hauteur de
Weil re´sulte directement de notre hypothe`se de continuite´ sur les potentiels des
mesures ρv. Les deux autres e´nonce´s, le fait que le minimum essentiel de hρ soit
positif et le re´sultat d’e´quidistribution, sont en re´alite´ la conse´quence d’une meˆme
estimation de positivite´ de chacun des termes (( [F ] − ρv, [F ] − ρv ))v intervenant
dans la de´finition de hρ, que nous expliquons dans le cas des places infinies.
Etant diffe´rence de deux mesures de probabilite´, chaque mesure [F ]− ρv s’e´crit
∆g pour une fonction g de´finie globalement sur la sphe`re de Riemann. Une inte´gra-
tion par partie montre alors que3 (( [F ] − ρv, [F ] − ρv ))v =
∫
P1(Cv)
dg ∧ dcg de`s
que cette inte´grale est bien de´finie. C’est le cas lorsque g est lisse, ce que nous
allons supposer un instant pour les besoins de la discussion. Dans ce cas
∫
dg ∧
dcg =
∫ |∂g/∂x|2 + |∂g/∂y|2 dxdy est positif et s’annule si et seulement si g est
constante, ou bien de manie`re e´quivalente si et seulement si [F ] − ρv = ∆g = 0.
On expliquera en §2.5 que tout ceci reste vrai sous l’hypothe`se plus faible que g
est continue.
Cependant la mesure [F ] est atomique et donc g n’est meˆme pas localement
borne´e. L’ide´e consiste alors a` approcher [F ] par une famille de mesures lisses
[F ]ε (en convolant par un noyau lisse), et le point cle´ est d’estimer pre´cise´ment la
diffe´rence (( [F ] − ρv, [F ] − ρv ))v − (( [F ]ε − ρv, [F ]ε − ρv ))v . C’est le contenu
des Lemmes 2.9 et 2.10, qui permettent de controˆler cette diffe´rence en termes du
parame`tre ε et de la cardinalite´ de F .
La meˆme analyse est possible aux places finies, si l’on remplace l’espace pro-
jectif standard par la droite projective au sens de Berkovich. On utilise dans ce cas
un proce´de´ de re´gularisation de nature e´le´mentaire (base´ sur la structure d’arbre de
P
1(Cv)) pour estimer la positivite´ des termes (( [F ] − ρv, [F ] − ρv )). Ceci aboutit
aux Lemmes 4.10 et 4.11.
Une fois ces estimations faites, la preuve du The´ore`me 1 est une application
simple du the´ore`me de Northcott sur la finitude des points de hauteur (naı¨ve) et de
degre´ borne´s. Concernant le The´ore`me 2, si Fn est une suite d’ensembles finis telle
que hρ(Fn)→ 0, nos estimations de positivite´ et le fait que |Fn| → ∞ impliquent
en toutes les places limn→0(( [Fn]−ρv, [Fn]−ρv ))v = 0, dont on de´duit [Fn]→ ρv.
Notons finalement que les estimations de positivite´ que nous donnons sont es-
sentiellement optimales. Nous de´crivons en §6.7 un exemple qui montre qu’en tous
les cas ces estimations sont ne´cessaires. On construit en effet une hauteur ade´lique
(de type dynamique) hρ, une suite d’ensemble fini Fn invariant sous Gal(K/K) et
3a` une constante multiplicative pre`s tenant compte du fait que v est re´el ou non.
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de cardinalite´ tendant vers l’infini, pour lesquels il existe une place (finie) telle que
(( [Fn]− ρv, [Fn]− ρv )) < 0 pour tout n.
1.5. Plan de l’article. Cet article est divise´ en cinq parties. Dans la Section 2, nous
rappelons les e´le´ments de the´orie du potentiel sur C ne´cessaires a` notre analyse.
Bien que le contenu de cette partie soit classique, le traitement que nous donnons
ici est adapte´e pre´cise´ment a` nos besoins et sert de base au traitement de la the´orie
du potentiel que nous de´veloppons aux places finies par la suite. Dans la Section 3,
nous faisons quelques rappels sur la ge´ome´trie de la droite projective au sens de
Berkovich sur Cp. Dans la Section 4, nous de´crivons les re´sultats de the´orie du
potentiel sur Cp analogues a` ceux de la Section 2. La Section 5 est de´die´e aux
preuves des The´ore`mes 1, 2, et 3. Enfin nous montrons dans la dernie`re Section 6
le The´ore`me 4 e´tablissant que les hauteurs dynamiques sont des hauteurs ade´liques,
ainsi que le The´ore`me 5.
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2. THE´ORIE DU POTENTIEL DANS LE CAS COMPLEXE
2.1. Forme de Dirichlet. On identifie C a` R ⊕ iR et pour z = x + iy ∈ C on
pose z¯ = x− iy. Toute application line´aire re´elle de´finie sur C et a` valeurs dans C,
s’e´crit de fac¸on unique comme une combinaison line´aire complexe des applications
z 7→ z et z 7→ z¯. Toute 1-forme ω sur C se de´compose donc uniquement sous la
forme ω = ω1,0dz+ω0,1dz¯ ; la forme ω1,0dz (resp. ω0,1dz¯) est la composante dite
de type (1, 0) (resp. (0, 1)) de la forme ω. Si f : C→ C est une fonction de classe
C1, on note df = ∂f + ∂¯f , ou` ∂f est la composante de type (1, 0) et ∂¯f celle de
type (0, 1) de df . On pose dcf := 12pii(∂f− ∂¯f). C’est un ope´rateur re´el au sens ou`
dcf = dcf . Si f et g sont deux fonctions de classe C1 a` valeurs re´elles, on ve´rifie
que
df ∧ dcg = dg ∧ dcf =
(
∂f
∂x
∂g
∂x
+
∂f
∂y
∂g
∂y
)
dx ∧ dy
2pi
. (6)
Fixons f, g deux fonctions re´elles de classe C1. Pour tout ouvert connexe D ⊂ C,
on notera 〈f, g〉D :=
∫
D df ∧dcg ∈ R. Cet accouplement est appele´ classiquementforme de Dirichlet. Il est clair que 〈·, ·〉D de´finit une forme biline´aire positive sur
l’espace des fonctions de classe C2 et que l’on a 〈f, g〉2D ≤ 〈f, f〉D · 〈g, g〉D avec
e´galite´ si et seulement si il existe une constante c ∈ R telle que la fonction f − cg
soit constante sur D.
Enfin, on notera que pour toute fonction de classe C2, on a ddcf = (∆f)dx∧dy,
ou` ∆f = (2pi)−1
(
∂2f
∂x2
+ ∂
2f
∂y2
)
est le Laplacien standard de f sur C. On verra a`
la section suivante la justification du choix de normalisation par 2pi. Enfin on fera
souvent l’abus de notations ∆f = ddcf .
2.2. Fonctions sous-harmoniques. Dans la preuve du the´ore`me principal, nous
aurons besoin de travailler avec la forme de Dirichlet applique´e a` des fonctions de
classe de re´gularite´ plus faible que C1. Ceci est possible si les fonctions posse´dent
des proprie´te´s de convexite´ compatible avec la structure complexe. Commenc¸ons
par une de´finition.
De´finition 2.1. Une fonction u : C → R ∪ {−∞} non identiquement −∞ est
dite sous-harmonique si elle est semi-continue supe´rieure, et qu’elle ve´rifie en
tout point et pour tout rayon r > 0, l’ine´galite´ dite de sous-moyenne u(z) ≤∫
[0,2pi] u(z + re
it) dt2pi .
On ve´rifie que toute fonction sous-harmonique est localement inte´grable. Graˆce
aux ine´galite´s de sous-moyenne, on montre que par convolution toute fonction
sous-harmonique est limite de´croissante de fonctions sous-harmoniques lisses. On
en de´duit alors que pour toute fonction sous-harmonique u, la distribution ddcu est
une mesure positive. Re´ciproquement, on montre que toute fonction L1loc dont le
ddc au sens des distributions est une mesure positive est e´gale presque partout a`
une fonction sous-harmonique.
Pour tout z0 ∈ C, la fonction z 7→ log |z − z0| est sous-harmonique et on a
ddc log | ·−z0| = [z0] (c’est pour que cette formule soit valide que l’on a normalise´
le laplacien en divisant par 2pi) . Par inte´gration, on en de´duit que pour toute mesure
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de probabilite´ ρ sur C et a` support borne´, la fonction gρ(z) :=
∫
C
log |z−w| dρ(w)
est sous-harmonique dans C, et l’on a ∆gρ = ρ. Lorsque ρ := λ1 est la mesure de
probabilite´ proportionnelle a` la mesure de Lebesgue sur le cercle unite´, on obtient
gλ1(z) = log
+ |z|.
Dans toute la suite, on de´signera par potentiel d’une mesure ρ de´finie sur un
domaine Ω, toute fonction sous-harmonique u de´finie sur Ω et telle que ∆u = ρ.
Un potentiel est de´fini a` une fonction harmonique pre`s. On dira que ρ est a` potentiel
continu (resp. borne´) si ρ = ∆u avec u continue (resp. borne´e). Ceci ne de´pend
pas du choix du potentiel car toute fonction harmonique est lisse.
2.3. Re´gularite´ des potentiels. Comme la fonction z 7→ log |z| est un noyau fon-
damental pour le laplacien, pour toute fonction sous-harmonique u de´finie dans le
disque unite´, la fonction u(z) − ∫|z|≤1 log |z − w|∆u(w) , est harmonique, donc
lisse. On de´duit de ce fait qu’une fonction sous-harmonique est dans Lploc pour tout
1 ≤ p < ∞ (car c’est le cas pour log |z|) ; et que ses de´rive´es partielles ∂u∂x et ∂u∂y
sont dans L2−εloc pour tout ε > 0 (car c’est le cas pour la de´rive´e | · |−1 de la fonction
log | · |). En particulier, du est une 1-forme a` coefficients L2−εloc .
Notons cependant que, e´tant donne´e une partie ouverte et connexe D de C, ces
proprie´te´s ne suffisent pas pour pouvoir de´finir 〈u, v〉D pour un couple arbitraire
de fonctions sous-harmoniques u et v. La condition la plus faible sous laquelle ce
produit est de´fini et pour laquelle l’ine´galite´ de Cauchy-Schwartz est ve´rifie´e est
naturellement u ∈ L1(ddcv). Cependant, dans ce cas la 2-forme du ∧ dcv n’est
que mesurable en ge´ne´ral, ce qui complique nettement l’exposition. Nous nous
contenterons donc de re´sultats plus faibles.
Lemme 2.2. Soit u une fonction sous-harmonique localement borne´e. Alors la 1-
forme du est a` coefficients L2loc.
Il est en fait vrai que u ∈ L1loc(ddcu) e´quivaut au fait que du est a` coefficients
L2loc, mais nous n’aurons pas besoin de ce re´sultat plus fort.
De´monstration. On fixe donc une suite de´croissante de fonctions sous-harmoni-
ques lisses un convergeant vers u. On peut construire un par convolution, et on
montre alors que un → u dans Lploc pour tout 1 ≤ p < ∞, et que dun → du
dans L2−ε pour tout ε ∈ (0, 1). Soit χ une fonction lisse positive dans D a` support
compact. Stokes donne :∫
D
d (χund
cun) =
∫
∂D
χun d
cun = 0
=
∫
D
χdun ∧ dcun +
∫
D
un dχ ∧ dcun +
∫
D
χun dd
cun .
On a donc 0 ≤ ∫D χdun ∧ dcun = − ∫D un dχ ∧ dcun − ∫D χun ddcun. On va
montrer que les deux derniers termes sont borne´s uniforme´ment en n. On peut donc
extraire une sous-suite de la suite de 1-formes dun convergeant faiblement dans
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L2loc. Comme dun → du presque partout, le the´ore`me de convergence domine´ im-
plique que la limite est ne´cessairement du, ce qui montre que du est a` coefficients
L2loc.
On a tout d’abord dcun → dcu dans L2−εloc pour tout ε > 0, et un → u dans Lploc
pour tout p > 0 donc undcun → udcu dans L1loc. Comme χ est lisse a` support
compact, la suite
∫
D un dχ ∧ dcun converge donc vers
∫
D u dχ ∧ dcu ∈ R.
Ensuite, un ≥ u donc
∫
D χun dd
cun ≥
∫
D χudd
cun. La fonction u est borne´e
infe´rieurement sur le support de χ par une constante C . On a donc l’ine´galite´∫
D χun dd
cun ≥ C
∫
D χdd
cun. Ce dernier terme est uniforme´ment borne´. Ceci
termine la preuve du lemme. 
Nous aurons aussi besoin du lemme suivant.
Lemme 2.3. Soient u et v deux fonctions sous-harmoniques. Si v est localement
borne´e, alors u est localement inte´grable par rapport a` la mesure ddcv.
De´monstration. Soient un → u, vm → v deux suites re´gularisantes et χ une
fonction test de´finie sur un domaine D. On a vu a` la preuve du Lemme 2.2 que
pour tout n,∫
D
χdun ∧ dcvm +
∫
D
un dχ ∧ dcvm +
∫
D
χun dd
cvm = 0;∫
D
χdvm ∧ dcun +
∫
D
vm dχ ∧ dcun +
∫
D
χvm dd
cun = 0 .
Comme pre´ce´demment, les termes
∫
D un dχ∧dcvm et
∫
D vm dχ∧dcun convergent
respectivement vers
∫
D u dχ ∧ dcv et
∫
D v dχ ∧ dcu et sont finis. Quand n → ∞,
ddcun → ddcu et comme v est localement borne´e, C ≥ vm ≥ −C pour une
constante C > 0 et pour tout m. La suite
∫
D χvm dd
cun est donc uniforme´ment
borne´e. Enfin on a la syme´trie dun ∧ dcvm = dvm ∧ dcun. On en de´duit donc que∫
D χun dd
cvm est uniforme´ment borne´e en n,m. Comme ddcvm → ddcv et un
de´croit vers u, il s’ensuit que u ∈ L1loc(ddcv). 
2.4. Energie. Notons Diag = {(z, z) ; z ∈ C} la diagonale de C × C. Soient
ρ et ρ′ deux mesures signe´es sur P1(C). Notons |ρ| et |ρ′| leur mesure trace et
supposons que log |z−w| ∈ L1(|ρ|⊗|ρ′|) dans C2\Diag. On de´finit alors l’e´nergie
mutuelle de ρ et ρ′ par l’inte´grale :
(ρ, ρ′) := −
∫
C×C\Diag
log |z − w| dρ(z) ⊗ dρ′(w) . (7)
Lorsque ρ =
∑
mi[zi], ρ
′ =
∑
m′j [z
′
j ] sont deux mesures a` support fini, l’hy-
pothe`se d’inte´grabilite´ est imme´diatement satisfaite, et on a
(ρ, ρ′) = −
∑
S
mim
′
j log |zi − z′j | avec S = {(i, j) ; i 6= j, zi 6=∞, z′j 6=∞} .
Dans la suite, on utilisera aussi le crite`re d’inte´grabilite´ suivant. Pour toute mesure
positive ρ de´finie sur P1(C), on utilisera la locution ρ est a` potentiel continu pour
dire que localement en tout point de P1(C), ρ = ∆u avec u continu.
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Lemme 2.4. Soit ρ une mesure signe´e dont la mesure trace est a` potentiel continu.
Soit de plus ρ′ une mesure satisfaisant a` l’une des proprie´te´s suivantes :
• ρ′ est une mesure a` support fini ne chargeant pas l’infini ;
• |ρ′| est a` potentiel continu.
Alors log |z − w| ∈ L1(|ρ| ⊗ |ρ′|) dans P1(C) × P1(C). En particulier, (ρ, ρ′) est
bien de´fini.
De´monstration. Dans le premier cas, il suffit par line´arite´ de montrer que log |z −
w0| ∈ L1(|ρ|) pour tout w0 ∈ C fixe´. Localement en un point z ∈ C, cela` re´sulte
du Lemme 2.3 car |ρ| admet un potentiel continu. Au point infini, on peut faire le
changement de variable Z = 1/z et on a alors log |z−w0| = log |1−Zw0|−log |Z|
qui est une diffe´rence de deux fonctions sous-harmoniques. Donc log |z − w0| est
aussi localement inte´grable par rapport a` |ρ| au voisinage de l’infini.
Pour de´montrer l’inte´grabilite´ de log |z − w| dans le second cas, on remarque
que par line´arite´, il suffit de le ve´rifier lorsque ρ et ρ′ sont des mesures positives
a` potentiel continu. C’est comple`tement clair dans C × C prive´ de la diagonale.
Localement en un point de la diagonale, cela` re´sulte comme pre´ce´demment du
Lemme 2.3, combine´ maintenant au the´ore`me de Fubini. En un point de la forme
(∞, w) avec w ∈ C, le changement de variables Z = 1/z donne log |z − w| =
log |1 − Zw| − log |Z|, qui est localement une diffe´rence de deux fonctions sous-
harmoniques. Le raisonnement pre´ce´dent s’applique donc. Au point (∞,∞), on
pose Z = 1/z et W = 1/w. On a alors log |z − w| = log |Z −W | − log |Z| −
log |W |. On conclut de meˆme que log |z−w| est inte´grable par rapport a` |ρ| ⊗ |ρ′|
en ce point. On a donc prouve´ que log |z − w| ∈ L1(|ρ| ⊗ |ρ′|). 
Lemme 2.5. Soient ρ, ρ′ deux mesures signe´es telles que log |z−w| ∈ L1(|ρ|⊗|ρ′|)
dans P1(C)×P1(C). Alors la fonction gρ(z) :=
∫
C
log |z−w| dρ(w) est inte´grable
par rapport a` ρ′ et on a
(ρ, ρ′) = −
∫
C
gρdρ
′ . (8)
De´monstration. L’hypothe`se implique tout d’abord que ρ⊗ρ′ ne charge ni Diag, ni
{∞}×P1(C), ni P1(C)×{∞}. De plus, Fubini implique que gρ(z) :=
∫
C
log |z−
w|dρ(w) est bien de´fini pour presque tout z et que l’on a gρ ∈ L1(|ρ′|). On peut
donc e´crire :
(ρ, ρ′) = −
∫
C×C\Diag
log |z − w| dρ(z) ⊗ dρ′(w) =
= −
∫
C×C
log |z − w| dρ(z) ⊗ dρ′(w) =
= −
∫
w∈C
[∫
z∈C
log |z − w| dρ(z)
]
dρ′(w) = −
∫
C
gρdρ
′ .
Ce qui conclut la preuve. 
2.5. Positivite´. On va maintenant montrer que l’e´nergie d’une mesure ρ posse`de
des proprie´te´s de positivite´, au moins lorsque ρ(P1(C)) = 0 et lorsque ρ admet
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un potentiel suffisamment re´gulier. Pour me´moire, notons qu’une mesure signe´e ρ
de´finie sur P1(C) s’e´crit ρ = ∆g avec g : P1(C) → R localement inte´grable si et
seulement si ρ(P1(C)) = 0.
Proposition 2.6. Soit ρ une mesure signe´e sur P1(C) telle que ρ(P1(C)) = 0, et
dont la mesure trace est a` potentiel continu. On peut alors e´crire ρ = ∆g avec g
continue, et (ρ, ρ) est bien de´finie. De plus, dg est une 1-forme a` coefficients L2 et
on a
(ρ, ρ) =
∫
P1(C)
dg ∧ dcg ≥ 0 . (9)
De plus (ρ, ρ) = 0 si et seulement si ρ = 0.
De´monstration. Ecrivons la de´composition de Jordan de ∆g sous la forme ∆g =
ρ1 − ρ2, avec ρ1 et ρ2 deux mesures positives de meˆme masse. Par hypothe`se,
localement en tout point, ρ1 et ρ2 admettent des potentiels continus. Au voisinage
d’un point p, on peut donc bien e´crire ρ = ∆h avec h continue. Mais g − h est
harmonique, donc g est aussi continue. Le fait que (ρ, ρ) est bien de´finie re´sulte du
Lemme 2.4. Pour montrer que dg est a` coefficients L2, on applique le Lemme 2.2
aux potentiels locaux de ρ1 et ρ2. Les formes dg et dcg sont donc toutes deux
localement a` coefficients L2, donc globalement L2 par compacite´ de P1(C). On
fixe alors R > 0 tre`s grand. Stokes donne :
∫
D(0,R) dg ∧ dcg = −
∫
D(0,R) g dd
cg+∫
{|z|=R} gd
cg. Comme g est continue, et quitte a` remplacer g par g−g(∞), on peut
supposer que g → 0 a` l’infini, donc le dernier terme tend vers 0 pour une sous-suite
Rn croissant vers l’infini, convenablement choisie. En passant a` la limite, on en
de´duit que ∫
P1(C)
dg ∧ dcg = −
∫
P1(C)
g ddcg . (10)
Le Lemme 2.5 implique que gρ(z) =
∫
w∈C log |z − w| dρ(w) est bien de´finie et
inte´grable par rapport a` ρ. Mais ∆gρ = ρ = ∆g donc gρ−g est constante. Comme
ρ a un potentiel local continu en l’infini, on a ρ{∞} = 0. Donc ρ(P1(C)) = 0
implique limz→∞ gρ(z) = 0 = g(∞). On conclut que g = gρ. Finalement (8)
implique
(ρ, ρ) = −
∫
C
gρ dρ = −
∫
C
g ddcg =
∫
P1(C)
dg ∧ dcg .
Ceci de´montre (9). Enfin (ρ, ρ) = 0 implique dg = 0 presque partout (rappelons
que dg est une 1-forme a` coefficients L2). La continuite´ de g et le fait que g(∞) = 0
implique que g ≡ 0. En particulier, ρ = 0. 
2.6. Energie et re´gularisation. Dans ce paragraphe, on de´montre la Proposi-
tion 2.8. Ce re´sultat sera fondamental dans le reste de l’article.
On fixe dans toute la suite une fonction lisse de´croissante ϕ : [0,∞) → [0, 1],
telle que ϕ ≡ 0 hors du segment [0, 1] et ∫ 10 ϕ = 1. Pour tout ε > 0, on note
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ϕε(r) = ε
−1ϕ( rε ). Pour toute fonction continue χ sur P
1(C), on de´finit
χε(z) :=
∫ ε
0
[∫ 2pi
0
χ(z + reit)
dt
2pi
]
ϕε(r)dr , (11)
avec la convention χε(+∞) = χ(∞). C’est une fonction lisse sur C, continue sur
P1(C), et χε tend uniforme´ment vers χ lorsque ε→ 0. Pour toute mesure signe´e ρ
sur P1(C), on de´finit sa convole´e ρε := ϕε ∗ ρ en posant
∫
χdρε :=
∫
χεdρ pour
toute fonction continue χ. Si ρ est une mesure de probabilite´, ρε est encore une
mesure de probabilite´. On ve´rifie facilement le
Lemme 2.7. Pour toute mesure signe´e ρ, on a ρε → ρ lorsque ε → 0. Pour toute
suite de mesures signe´es telle que ρn → ρ, on a ρn,ε → ρε. Enfin si ρ est a` support
compact dans C, alors ρε est a` potentiel continu.
En particulier, si z ∈ C, la mesure de probabilite´ [z]ε est une mesure a` potentiel
continu. Dans la suite, on utilisera la terminologie suivante. Si F ⊂ C est un
ensemble fini de cardinal |F |, on notera
[F ] = |F |−1
∑
z∈F
[z] et [F ]ε = |F |−1
∑
z∈F
[z]ε .
Dans la proposition suivante on note par λ1 la mesure de probabilite´ proportion-
nelle a` la mesure de Lebesgue sur le cercle unite´.
Rappelons qu’un module de continuite´ pour une fonction continue h sur P1(C)
est une fonction η : R+ → R+, telle que pour tous points z, w ∈ P1(C) tels que
d(z, w) ≤ ε, on ait |h(z)−h(w)| ≤ η(ε). Ici d de´note la me´trique sphe´rique sur la
sphe`re de Riemann. Notons que la me´trique euclidienne | · | sur C est plus grande
que la me´trique sphe´rique, donc tout module de continuite´ pour d est un module de
continuite´ pour | · |.
Proposition 2.8. Soit ρ une mesure de probabilite´ a` potentiel continu, soit η̂ un
module de continuite´ d’un potentiel de ρ− λ1 et posons η(ε) := η̂(ε) + ε. Alors il
existe une constante C > 0 telle que pour tout ε > 0 et tout sous ensemble fini F
de C, on ait
([F ]− ρ, [F ]− ρ) ≥ ([F ]ε − ρ, [F ]ε − ρ)− 2 η(ε) − |F |−1(C + log ε−1) (12)
≥ −2 η(ε) − |F |−1(C + log ε−1) (13)
La preuve, qui sera donne´e ci-dessous, repose sur l’e´tude du comportement de
l’e´nergie apre`s re´gularisation des mesures.
Lemme 2.9. Soient ρ et η comme dans la proposition. Alors pour tout ensemble
fini de points F ⊂ C, on a
|([F ], ρ) − ([F ]ε, ρ)| ≤ η(ε) . (14)
Lemme 2.10. Il existe une constante C telle que pour tout ε > 0 et tout ensemble
fini F de points, on ait
([F ]ε, [F ]ε) ≤ ([F ], [F ]) + |F |−1(C + log ε−1) . (15)
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Preuve de la proposition 2.8. Comme ρ et [F ]ε sont des mesures de probabilite´ a`
potentiel continu, il existe une fonction g de´finie et continue sur P1(C) telle que
∆g = ρ − [F ]ε. L’e´quation (9) implique alors ([F ]ε − ρ, [F ]ε − ρ) ≥ 0. En
particulier, (12) implique (13).
Le re´sultat est alors une conse´quence imme´diate des Lemmes 2.9 et 2.10. 
Preuve du Lemme 2.9. On traite tout d’abord le cas ou` ρ = λ1. On a alors gλ1(z) =∫
C
log |z −w| dλ1(w) = log+ |w| sur C. Pour tout z ∈ C, les e´quations (8) et (11)
donnent alors :
([z]ε, λ1)− ([z], λ1) =
∫
C
log+ |w|(ϕε ∗ [z]− [z]) =
=
∫ ε
0
[∫ 2pi
0
(
log+
∣∣z + reit∣∣− log+ |z|) dt
2pi
]
ϕε(r)dr .
On ve´rifie facilement que
∣∣log+ ∣∣z + reit∣∣− log+ |z| ∣∣ ≤ ε pour tout z, t et tout
r ≤ ε. On a donc |([z]ε, λ1)−([z], λ1)| ≤ ε et par suite |([F ]ε, λ1)−([F ], λ1)| ≤ ε.
Dans le cas ge´ne´ral on e´crit ρ − λ1 = ∆h sur P1(C). Par hypothe`se h est
continue et la fonction η̂ est un module de continuite´ de h. Sur C, on a alors ρ = ∆g
avec g := log+ |w| + h. De (8), on de´duit
([F ], ρ) − ([F ]ε, ρ) =
∫
C
g d([F ]ε − [F ]) =
=
∫
C
hd([F ]ε − [F ]) + ([F ]ε, λ1)− ([F ], λ1) .
Ce dernier terme est borne´ par η(ε) := η̂(ε) + ε, ce qui termine la de´monstration
du lemme. 
Preuve du Lemme 2.10. Fixons r, r′ > 0 et z, z′ ∈ C distincts. Alors∫
[0,2pi]2
log
∣∣∣(z + reit)− (z′ + r′eit′)∣∣∣ dt⊗ dt′
(2pi)2
=
=
∫
[0,2pi]
max
{
log |z − (z′ + r′eit′)|, log r
} dt′
2pi
≥
≥ max
{∫
[0,2pi]
log |z − (z′ + r′eit′)| dt
′
2pi
, log r
}
≥
≥ max{log |z − z′|, log r′, log r} ≥ log |z − z′| .
Pour tous z, z′ ∈ C distincts, on obtient ([z]ε, [z′]ε) ≤ − log |z − z′| = ([z], [z′])
en inte´grant cette suite d’ine´galite´s. Lorsque z = z′, les ine´galite´s pre´ce´dentes se
re´e´crivent∫
[0,2pi]2
log
∣∣∣(z + reit)− (z + r′eit′)∣∣∣ dt⊗ dt′
(2pi)2
=
=
∫
[0,2pi]2
log
∣∣∣reit − r′eit′∣∣∣ dt⊗ dt′
(2pi)2
= max{log r, log r′} ,
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et donc
([z]ε, [z]ε) ≤ −
∫
[0,ε]2
max{log r, log r′}ϕε(r)ϕε(r′) dr ⊗ dr′ ≤
≤ −
∫ ε
0
log r · ϕε(r)dr = C + log ε−1 ,
pour une certaine constante C . On de´duit de tout cela` :
([F ]ε, [F ]ε) =
1
|F |2
∑
z 6=z′∈F
([z]ε, [z
′]ε) +
1
|F |2
∑
z∈F
([z]ε, [z]ε) ≤
≤ 1|F |2
∑
z 6=z′∈F
([z], [z′]) +
1
|F |2
∑
z∈F
([z]ε, [z]ε) =
= ([F ], [F ]) +
1
|F |2
∑
z∈F
([z]ε, [z]ε) .
Le dernier terme se majore par (C+log ε−1)/|F |, ce qui termine la de´monstration.

2.7. Le re´sultat clef. Nous pouvons maintenant de´montrer le re´sultat clef qui
nous servira dans la preuve du the´ore`me principal de l’article.
Proposition 2.11. Soit ρ une mesure de probabilite´ sur P1(C), telle que localement
en tout point, il existe une fonction g continue ve´rifiant ρ = ∆g. Soit Fn ⊂ P1(C)
une suite d’ensembles finis telle que |Fn| → ∞. Alors
limn→∞([Fn]− ρ, [Fn]− ρ) ≤ 0 implique lim
n→∞
[Fn] = ρ .
De´monstration. Tout d’abord notons que l’on peut toujours supposer que Fn ⊂ C.
En effet, par construction ([Fn] − ρ, [Fn] − ρ) → 0 et |Fn| → ∞ impliquent
([Fn \ {∞}] − ρ, [Fn \ {∞}]− ρ)→ 0.
Pour de´montrer la proposition, on se rame`ne a` la Proposition 2.6 en re´gulari-
sant les mesures [Fn]. Les mesures [Fn]ε sont absolument continues par rapport
a` la mesure de Lebesgue sur C, on peut donc e´crire [Fn]ε − ρ = ∆gn,ε avec
gn,ε continues, que l’on normalisera par gn,ε(∞) = 0. On va montrer que ∆gn,ε
converge faiblement vers la mesure nulle lorsque l’on fait tendre n → ∞ puis
ε → 0. Comme les mesures ∆gn,ε sont de masse totale e´gale a` 0, il suffit de
montrer que pour toute fonction lisse χ a` support compact dans C on a
lim
ε→0
lim
n→∞
∫
C
χddcgn,ε = 0. (16)
En effet, prenons un point d’adhe´rence ρ˜ de la suite de mesures de probabilite´ [Fn].
On peut donc trouver une sous-suite [Fnk ] → ρ˜. L’ope´rateur de re´gularisation est
continue dans l’espace des mesures, donc pour tout ε > 0, on a [Fnk ]ε → ρ˜ε,
voir Lemme 2.7. L’e´quation (16) se traduit par l’e´galite´ limε→0 ρ˜ε = ρ, et on en
de´duit donc ρ˜ = ρ. Tous les points d’adhe´rence de [Fn] e´tant e´gaux a` ρ, on conclut
[Fn]→ ρ.
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Pour montrer (16), on proce`de comme suit. De (12), on tire
([Fn]ε − ρ, [Fn]ε − ρ) ≤ ([Fn]− ρ, [Fn]− ρ) + |Fn|−1(C + log ε−1) + 2η(ε) .
Comme |Fn| → ∞ et que par hypothe`se limn→∞([Fn]− ρ, [Fn] − ρ) ≤ 0, on en
de´duit que
limε→0limn→∞([Fn]ε − ρ, [Fn]ε − ρ) ≤ 0 . (17)
De (9), on tire ([Fn]ε−ρ, [Fn]ε−ρ) =
∫
C
dgn,ε∧dcgn,ε ≥ 0. Au vu de (17), on
en de´duit limε→0 limn→∞
∫
C
dgn,ε ∧ dcgn,ε = 0, puis limε→0 limn→∞ dcgn,ε = 0
dans L2, donc dans L1. Si χ est une fonction a` support compact dans C quelconque,
le The´ore`me de Stokes implique
lim
ε→0
lim
n→∞
∫
C
χddcgn,ε = lim
ε→0
lim
n→∞
−
∫
C
dχ ∧ dcgn,ε = 0.
Ceci termine la preuve de la proposition. 
3. L’ESPACE DE BERKOVICH DE Cp.
L’espace Cp muni de sa norme p-adique est un espace totalement discontinu et
non localement compact et de ce fait se pre`te mal a` l’analyse ou a` la the´orie de la
mesure. Pour contourner cette difficulte´, on “connexifie” Cp en construisant un ar-
bre A1(Cp) dans lequel Cp s’identifie a` un sous-espace de ses bouts. Cette construc-
tion duˆe a` Berkovich s’ave`re tout a` fait fondamentale. Nous verrons au paragraphe
suivant qu’il est ainsi possible de construire un ope´rateur de Laplace convenable
sur A1(Cp). Dans ce paragraphe, nous de´crivons les proprie´te´s topologiques essen-
tielles de A1(Cp).
3.1. Le corps Cp. Fixons une cloˆture alge´brique Q du corps des nombres ra-
tionnels Q et un nombre premier p. On de´signe par | · | la norme p-adique sur
Q, normalise´e par |p| = p−1. Cette norme s’e´tend de fac¸on unique en une norme
de´finie sur la comple´tion Qp du corps value´ (Q, |·|), puis sur une clotuˆre alge´brique
Qp. On de´signera toutes ces normes par | · |. On notera enfin Cp la comple´tion de
(Qp, | · |). Le groupe
|C∗p| = {|z|; z ∈ C∗p}
est appele´ le groupe des valeurs et il est e´gal a` {pr; r ∈ Q}. Enfin, on notera
P1(Cp) la droite projective de Cp, que l’on peut identifier naturellement a` Cp ∪
{∞}.
3.2. L’espace des semi-normes. Soit A1(Cp) l’espace de toutes les semi-normes
multiplicatives de´finies sur Cp[T ], dont la restriction a` Cp est e´gale a` | · |. On note
de plus S∞ la fonction de´finie sur Cp[T ], qui est constante e´gale a` ∞ sur tous les
polynoˆmes non constants de Cp et telle que pour chaque polynoˆme constant P ≡ a
on ait S∞(P ) = |a|. On pose P1(Cp) = A1(Cp) ⊔ {S∞} et on munit P1(Cp) de
la topologie la moins fine telle que pour chaque P ∈ Cp[T ] la fonction S 7→ S(P )
soit continue. L’espace P1(Cp) est alors compact et sa topologie admet une base
de´nombrable. On l’appelle espace analytique de Berkovich associe´ a` P1(Cp).
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Tout z ∈ Cp induit une semi-norme Sz de´finie par Sz(P ) = |P (z)|. L’applica-
tion z 7→ Sz est un home´omorphisme de P1(Cp) = Cp∪{∞} sur son image. Dans
la suite, on identifiera P1(Cp) avec son image dans P1(Cp).
A chaque boule B = {|z−z0| ≤ r} correspond la semi-norme SB dans A1(Cp),
de´finie par SB(P ) = supB |P (z)|. Plus ge´ne´ralement, toute suite de´croissante
{Bi}i≥0 de boules de Cp induit une semi-norme P 7→ limi→∞ SBi(P ). Re´cipro-
quement, toute semi-norme dans A1(Cp) est de cette forme et les points de P1(Cp)
se rangent donc dans l’une des quatre cate´gories suivantes (voir par exemple [Be,
p.18]) :
i) les points de P1(Cp) ;
ii) les points rationnels, de la forme SB , avec B = {|z−a| ≤ r} et r ∈ |C∗p| ;
iii) les points irrationnels, de la forme SB, avec B = {|z − a| ≤ r} et r 6∈
|C∗p| ;
iv) les points singuliers, associe´s a` une suite de´croissante de boules de Cp dont
l’intersection est vide.
Notons que tous les points de type (ii), (iii) et (iv) sont des normes qui s’e´tendent a`
Cp(T ), alors que la semi-norme associe´e a` un point z ∈ P1(Cp) ve´rifie Sz(T−z) =
0.
On appelle point canonique la norme associe´e a` la boule unite´ {|z| ≤ 1} et on
le note Scan. Etant donne´ un point rationnel ou irrationnel S , on de´signe par BS la
boule de Cp correspondante. Lorsque z ∈ Cp on pose Bz = {z}.
Chaque fonction rationnelle R ∈ Cp(T ) agit sur P1(Cp) \ P1(Cp), envoyant
toute norme S sur la norme R∗(S) de´finie par R∗(S)(P ) := S(P ◦R). Cette action
s’e´tend continuˆment en une action de R∗ sur P1(Cp) qui coı¨ncide avec l’action
naturelle de R sur P1(Cp).
C’est un fait fondamental que P1(Cp) posse`de une structure d’arbre, que nous
allons maintenant de´crire brie`vement. Conside´rons l’ordre partiel ≤ de´fini sur l’es-
pace P1(Cp) par : S ≤ S ′ si et seulement si pour tout P ∈ Cp[T ] on a S(P ) ≤
S ′(P ). Lorsque S et S ′ sont non singuliers, on a S ≤ S ′ si et seulement si
BS ⊂ BS′ . On ve´rifie que le point S∞ est l’unique e´le´ment maximal de P1(Cp) et
que l’ensemble des e´le´ments minimaux coı¨ncide avec l’union de Cp et des points
singuliers.
Etant donne´s S et S ′ dans P1(Cp), on de´finit S ∧ S ′ ∈ P1(Cp) par
(S ∧ S ′)(P ) = inf{Ŝ(P ); Ŝ ∈ P1(Cp), S ≤ Ŝ, S ′ ≤ Ŝ}.
On ve´rifie qu’on a S ∧ S ′ = S si et seulement si S ′ ≤ S et que S ∧ S ′ = S∞ si et
seulement si S ou S ′ est e´gale a` S∞. Lorsque S et S ′ sont des points non singuliers
dans A1(Cp), le point S ∧ S ′ est la semi-norme associe´e a` la plus petite boule de
Cp qui contient BS et BS′ .
L’ordre partiel ≤ de´finit alors une structure d’arbre dans A1(Cp) (resp. P1(Cp))
au sens suivant. Pour chaque paire de points distincts S et S ′, l’ensemble
[S,S ′] = {S˜; S ≤ S˜ ≤ S ∧ S ′ ou S ′ ≤ S˜ ≤ S ∧ S ′}.
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est l’unique arc topologique dans A1(Cp) (resp. P1(Cp)) ayant S et S ′ comme
extre´mite´s. Un ensemble de la forme [S,S ′] est appele´ segment. On dira qu’un
point S est entre les points S ′ et S ′′ lorsque S ∈ [S ′,S ′′]. Dans ce cas on a
[S ′,S ′′] = [S ′,S] ∪ [S,S ′′]. Notons que pour chaque triplet de points S , S ′ et
S ′′ il existe un unique point qui est entre S et S ′, entre S ′ et S ′′ et entre S ′′ et S .
3.3. La fonction sup{·, ·}. Diverses fonctions de´finies sur Cp s’e´tendent de ma-
nie`re naturelle a` A1(Cp) et jouent un roˆle fondamental dans la suite. La fonction
sup mentionne´e dans le titre e´tend la norme |z− z′| et nous permettra (entre autre)
de de´finir une me´trique naturelle sur P1(Cp) \ P1(Cp).
Commenc¸ons par de´finir les fonctions | · | et diam : A1(Cp) → [0,∞) comme
suit. Pour z ∈ Cp on pose Pz(T ) = T − z ∈ Cp[T ]. Alors,
|S| = S(P0) et diam(S) = inf
z∈Cp
S(Pz) .
Lorsque S est un point non singulier de A1(Cp), on a
|S| = sup
BS
|z| et diam(S) = diam(BS).
En particulier, la restriction de | · | a` Cp coı¨ncide avec la norme de Cp. La fonction
| · | s’annule uniquement au point 0. Pour tout S ∈ A1(Cp), on a |S| ≥ diam(S) et
diam(S) = 0 si et seulement si S ∈ Cp. Enfin, les deux fonctions | · | et diam sont
continues et s’e´tendent continuˆment a` P1(Cp) en posant |∞| = diam(∞) =∞.
A l’aide des fonctions pre´ce´dentes, on de´finit maintenant :
sup{S,S ′} = diam(S ∧ S ′) , pour S,S ′ ∈ P1(Cp) .
Lorsque S et S ′ sont des points non singuliers de A1(Cp), on a
sup{S,S ′} = sup{|z − z′|; z ∈ BS , z′ ∈ BS′} ,
et en particulier pour tout z, z′ ∈ Cp on a sup{z, z′} = |z−z′|. On ve´rifie aise´ment
que
sup{·, 0} = | · | et sup{·,Scan} = max{| · |, 1} .
Introduisons maintenant quelques notations. Une boule ouverte (resp. ferme´e) de
A
1(Cp) est un ensemble de la forme {sup{S, z} < r} (resp. {sup{S, z} ≤ r}),
ou` z ∈ Cp et r > 0. Une boule ouverte (resp. ferme´e) de P1(Cp) est une boule
ouverte (resp. ferme´e) de A1(Cp) ou le comple´mentaire dans P1(Cp) d’une boule
ferme´e (resp. ouverte) de A1(Cp). Il est facile de voir que toute boule de P1(Cp)
est connexe. Les boules ouvertes de P1(Cp) forment une sous-base de la topologie
de P1(Cp).
3.4. Produit de Gromov dans l’espace hyperbolique Hp. Notons Hp l’ensemble
P
1(Cp) \ P1(Cp). La fonction d de´finie par
d(S,S ′) = 2 log sup{S,S ′} − log diam(S)− log diam(S ′),
est une distance sur Hp. On a d(S,S ′) = log (diam(S)/diam(S ′)) lorsque S ≤
S ′. L’espace me´trique (Hp, d) est complet et c’est un arbre re´el au sens de J. Tits :
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pour chaque paire de points S,S ′ dans Hp, l’arc [S,S ′] est isome´trique a` l’inter-
valle [0, d(S,S ′)] de R. Notons de plus que d est invariante par l’action du groupe
des automorphismes de P1(Cp).
Fixons un point base S0 ∈ Hp. Le produit de Gromov est la fonction 〈· , ·〉S0 :
P
1(Cp) × P1(Cp) → [0,∞] de´finie comme suit. Etant donne´s S,S ′ ∈ P1(Cp),
notons S ′′ l’unique point de P1(Cp) qui est entre S et S ′, entre S et S0 et entre S ′
et S0. On pose alors
〈S,S ′〉S0 =
{
d(S ′′,S0) si S ′′ ∈ Hp ;
∞ si S ′′ ∈ P1(Cp) .
On ve´rifie facilement que 〈S,S ′〉S0 = ∞ si et seulement si S = S ′ ∈ P1(Cp) ;
et que 〈S,S ′〉S0 = 0 si et seulement si S0 ∈ [S,S ′]. En particulier, pour tout
S ∈ P1(Cp) on a 〈S,S0〉S0 = 0. En ge´ne´ral, on a 〈S,S ′〉S0 ≤ d(S,S0), avec
e´galite´ si et seulement si S ∈ [S ′,S0]. Lorsque S,S ′ ∈ Hp, on ve´rifie la formule :
2〈S,S ′〉S0 = d(S,S0) + d(S ′,S0)− d(S,S ′) ,
et par conse´quent, pour tout S,S ′,S0,S1 ∈ Hp, on a
〈S,S ′〉S0 − 〈S,S1〉S0 = 〈S,S ′〉S1 − 〈S ′,S0〉S1 . (18)
Chacun des termes a` gauche et a` droite est de´fini et continu pour S,S ′ ∈ P1(Cp),
cette e´galite´ est donc aussi valable lorsque S ou S ′ appartiennent a` P1(Cp).
Lemme 3.1. Pour S,S ′ ∈ A1(Cp) et S0 ∈ Hp on a log sup{S,S0} = 〈S,∞〉S0+
log diam(S0) et
log sup{S,S ′} = 〈S,∞〉S0 + 〈S ′,∞〉S0 − 〈S,S ′〉S0 + log diam(S0) . (19)
De´monstration. On a
〈S,∞〉S0 = d(S ∧ S0,S0)
= log diam(S ∧ S0)− log diam(S0)
= log sup{S,S0} − log diam(S0) .
De la meˆme fac¸on on a 〈S ′,∞〉S0 = log sup{S ′,S0} − log diam(S0).
Lorsque S0 ≤ S ∧ S ′ on a
sup{S,S ′} = max{sup{S,S0}, sup{S ′,S0}} et
〈S,S ′〉S0 = logmin{sup{S,S0}, sup{S ′,S0}} − log diam(S0) ,
d’ou` on obtient l’e´quation de´sire´e. D’autre part, lorsque S0 6≤ S ∧ S ′, on a
diam((S ∧ S ′) ∧ S0) = sup{S,S0} = sup{S ′,S0}
et par la premie`re formule,
〈S,S ′〉S0 = d(S0, (S ∧ S ′) ∧ S0) + d((S ∧ S ′) ∧ S0,S ∧ S ′)
= 2 log diam((S ∧ S ′) ∧ S0)− log diam(S0)− log diam(S ∧ S ′)
= 〈S,∞〉S0 + 〈S ′,∞〉S0 − log sup{S,S ′}+ log diam(S0) .
Ceci conclut la preuve. 
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4. ENERGIE DANS Cp
Comme dans le cas complexe, notre preuve du the´ore`me principal repose de
manie`re essentielle sur une the´orie du potentiel adapte´e sur P1(Cp). Dans cette
section, nous indiquons les e´le´ments les plus importants de cette the´orie, c’est-a`-
dire la construction d’un ope´rateur Laplacien ∆, de´fini sur un espace convenable
de potentiels P et a` valeurs dans les mesures signe´es sur P1(Cp). Cette the´orie
repose de manie`re fondamentale sur [FJ, Chapitre 7]. Ensuite nous introduisons
la notion d’e´nergie mutuelle pour deux mesures dans P1(Cp) et nous de´montrons
pour celle-ci les re´sultats analogues a` ceux du paragraphe 2.
4.1. Ope´rateur de Laplace. Munissons P1(Cp) de la tribu des bore´liens associe´e
a` sa topologie faible. On note M+ l’ensemble des mesures bore´liennes positives et
finies, supporte´es dans P1(Cp). On de´signe par M l’espace vectoriel des mesures
re´elles signe´es, diffe´rences de mesures dans M+. Comme P1(Cp) est compact
(et admet une base de´nombrable), toute suite de mesures de probabilite´ dans M+
admet une sous-suite convergente pour la topologie de la convergence vague. No-
tons que toute mesure dans M est de Radon et est donc repre´sente´e par une forme
line´aire continue sur l’espace des fonctions continues de P1(Cp) (voir par exem-
ple [FJ, Proposition 7.14]).
Nous allons maintenant de´finir l’espace P et l’ope´rateur ∆ mentionne´s ci-des-
sus. Pour cela`, fixons un point base S0 ∈ Hp. Notons que pour tout S ∈ Hp, la
fonction S ′ 7→ 〈S,S ′〉S0 est non-ne´gative et majore´e par d(S,S0). Etant donne´e
une mesure bore´lienne ρ ∈M, on peut donc de´finir ĝρ : Hp → R par
ĝρ(S) := −ρ(P1(Cp))−
∫
P1(Cp)
〈S,S ′〉S0 dρ(S ′),
et on l’appelle le potentiel de ρ base´ en S0. Notons qu’on a ĝρ(S0) = −ρ(P1(Cp))
et que ĝ[S0] est la fonction constante e´gale a`−1 sur tout P1(Cp). Plus ge´ne´ralement,
ĝ[S′](S) = −1 − 〈S,S ′〉S0 . On de´signe par P l’ensemble de tous les potentiels.
C’est un espace vectoriel qui contient toutes les fonctions de la forme 〈· ,S ′〉S0 .
Il re´sulte de [FJ, The´ore`me 7.50] que l’application ρ 7→ ĝρ induit une bijection
entre M et P. On peut donc poser
∆ĝρ = ρ− ρ(P1(Cp)) · [S0] .
Ceci de´finit une application line´aire ∆ : P → M que l’on appelle le Laplacien.
Par construction, pour tout g ∈ P on a ∆g(P1(Cp)) = 0. Re´ciproquement, toute
mesure ve´rifiant ρ(P1(Cp)) = 0 est le Laplacien d’une fonction de P. Dans toute
la suite, on appellera potentiel d’une mesure bore´lienne ρ toute fonction g ∈ P
telle que ρ = ∆g. Notons que l’on a
∆〈· ,S〉S0 = [S0]− [S] .
Le Lemme 3.1 implique donc
∆ log sup{·,S} = [S]− [∞] . (20)
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Pour tout g ∈ P, la fonction ĝ∆g − g est constante. On en de´duit que pour deux
potentiels g et g′, on a ∆g = ∆g′ si et seulement si la fonction g−g′ est constante.
Proposition 4.1. L’espace des potentiels P et le Laplacien ∆ : P → M ne
de´pendent pas du choix du point base. De plus, la diffe´rence des potentiels d’une
mesure, pris par rapport a` des points base distincts, s’e´tend en une fonction de´finie
et continue sur P1(Cp).
De´monstration. Choisissons S0,S1 ∈ Hp deux points base. Etant donne´ une mesure
ρ ∈ M, on de´signe par g0 et g1 les potentiels de ρ base´s en S0 et S1 respectivement.
Lorsqu’on inte`gre (18) contre la mesure ρ, on obtient
g0(S)− C 〈S,S1〉S0 = g1(S)− g1(S0) , (21)
avec C = ρ(P1(Cp)). Par conse´quent, la diffe´rence g0−g1 s’e´tend en une fonction
de´finie et continue sur P1(Cp). Pour montrer que l’espace des potentiels ne de´pend
pas du point base, il suffit de montrer que la fonction g1 ci-dessus est un potentiel
lorsque S0 est choisi comme point base. Ceci re´sulte imme´diatemment de (21), car
les deux fonctions g0 et 〈·,S1〉S0 sont des potentiels. Enfin si ∆0 et ∆1 de´notent les
ope´rateurs de Laplace avec S0 et S1 pour point base respectivement, on a
∆1g0 = ∆
1g1 + C∆
1〈·,S1〉S0 =
= ρ− C [S1] + C∆1〈·,S0〉S1 = ρ− C [S0] = ∆0g0 ,
ce qui termine la preuve. 
4.2. Le cas des potentiels a` support fini. Bien que cela` ne soit pas pas stricte-
ment ne´cessaire pour la suite, nous allons indiquer ici de manie`re plus concre`te le
fonctionnement de l’ope´rateur de Laplace sur une classe particulie`re de fonctions.
Fixons T un sous-arbre de P1(Cp) donne´ comme enveloppe convexe d’un nom-
bre fini de points de Hp. Cet arbre posse`de un nombre fini de points de branche-
ments, et on l’e´crit comme re´union de segments ferme´s T = I1 ∪ · · · ∪ In de telle
sorte que pour tout k 6= l, Ik ∩ Il est soit vide, soit re´duit a` un point.
Soit maintenant g une fonction sur P1(Cp) satisfaisant aux proprie´te´s suivantes :
– g est localement constante hors de T ;
– la restriction de g sur T est continue ;
– la restriction de g sur chaque segment Ik est de classe C2.
Il n’est pas difficile de montrer que g est un potentiel au sens pre´ce´dent. La mesure
∆g est alors une combinaison de deux termes. La restriction sur l’inte´rieur des
segments est le laplacien standard au sens re´el (c’est-a`-dire qu’il est donne´ par la
de´rive´e seconde) ; aux points de branchement la masse de ∆g se calcule de manie`re
combinatoire.
De manie`re pre´cise, sur chaque segment Ik, fixons un point extre´mal Sk, et no-
tons αk : Ik → R+ la fonction αk(S) = d(S,Sk). Cette fonction induit une
isome´trie de Ik sur son image, et on note αk 7→ Sαk son inverse. Alors la re-
striction de ∆g sur l’inte´rieur du segment Ik est donne´e par − d2dα2
k
g(Sαk ). Fixons
maintenant un point extre´mal S∗ d’un des segments recouvrant T . La de´rive´e sor-
tante de g en S∗ le long d’un segment Ik contenant S∗, est par de´finition le nombre
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d
dαk
∣∣∣
0
g(Sαk ) si αk(S∗) = 0, et − ddαk
∣∣∣
αk→αk(S)
g(Sαk ) sinon. On note ce nombre
DIkg(S∗). On a alors
∆g{S∗} =
∑
k,S∈Ik
DIk g(S∗) .
4.3. Re´gularite´ des potentiels. Fixons un point base S0 ∈ Hp. On dira qu’une
mesure de probabilite´ ρ est a` potentiel borne´ (resp. continu) si ρ − λp = ∆g
pour une fonction g uniforme´ment borne´ sur Hp (resp. de´finie a` valeurs dans R
et continue sur P1(Cp)). De manie`re e´quivalente, ρ est a` potentiel borne´ (resp.
continue) si il existe un point S0 tel que le potentiel de ρ base´ en S0 est borne´
(resp. continue). D’apre`s la proposition pre´ce´dente, ces proprie´te´s ne de´pendent
pas du choix du point base (bien que le potentiel lui-meˆme en de´pende). Toute
combinaison line´aire de masses de Dirac situe´es en des points de Hp est a` potentiel
continu (donc borne´). Par ailleurs, le potentiel d’une masse de Dirac en un point
z ∈ P1(Cp) tend vers l’infini en ce point. On en de´duit qu’une mesure positive a`
potentiel borne´ ne charge pas les points de P1(Cp).
L’analogue du Lemme 2.3 de´montre´ dans le cas complexe s’e´nonce de la manie`-
re suivante.
Lemme 4.2. Soit ρ une mesure positive finie sur P1(Cp) a` potentiel borne´. Alors
toute fonction dans P est inte´grable par rapport a` ρ.
De´monstration. Notons g = −ĝρ.
On de´montre tout d’abord que pour tout S ∈ P1(Cp), on a gS := 〈· ,S〉S0 ∈
L1(ρ). Lorsque S ∈ Hp, ceci est clair car gS est borne´e et par de´finition on a∫
P1(Cp)
gS dρ = g(S) + C avec C = −ρ(P1(Cp)). On peut donc supposer que
S = z ∈ P1(Cp). Pour tout t ≥ 0, on note St l’unique point du segment (z,S0]
a` distance t de S0. Pour tout t ≥ 0, on a 〈· ,St〉S0 = min{t, 〈· , z〉S0}, donc la
suite de fonctions gSt converge en croissant vers gz lorsque t tend vers l’infini. Par
convergence monotone, on obtient
0 ≤
∫
gzdρ = lim
t→∞
∫
gStdρ = lim
t→∞
g(St) + C .
Mais le potentiel g de ρ est borne´ uniforme´ment dans Hp par hypothe`se, donc gz
est bien inte´grable par rapport a` ρ, et on a 0 ≤ ∫ gzdρ ≤ sup |g| + |C| quantite´
inde´pendante de z. Il est alors facile d’en de´duire par inte´gration que g′ ∈ L1(ρ)
pour tout potentiel g′ ∈ P. 
4.4. Energie. Notons Diag = {(z, z), z ∈ Cp} la diagonale de Cp dans A1(Cp)×
A
1(Cp). Pour chaque paire de mesures ρ, ρ′ ∈ M, telle que la fonction log sup{·, ·}
soit inte´grable par rapport a` ρ⊗ ρ′ dans A1(Cp)× A1(Cp) \Diag, on pose
(ρ, ρ′) = −
∫
A1(Cp)×A1(Cp)\Diag
log sup{S,S ′} dρ(S) ⊗ dρ′(S ′) .
Comme dans le cas complexe, lorsque les mesure sont atomiques ρ =
∑
mi[Si],
ρ′ =
∑
m′j[S ′j ], l’hypothe`se d’inte´grabilite´ est automatiquement satisfaite et on a
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(ρ, ρ′) = −∑mim′j log sup{Si,S ′j}, la somme e´tant prise sur les indices tels que
Si 6= Sj et Si,Sj 6=∞. De meˆme pour tout S ∈ A1(Cp), on a
([S], [Scan]) = − log sup{S,Scan} = − log+ |S| .
Graˆce au Lemme 4.2 ci-dessus, la preuve du Lemme 2.4 se recopie mot a` mot dans
le cas p-adique et on a donc :
Lemme 4.3. Soit ρ une mesure signe´e dont la mesure trace est a` potentiel continu.
De plus soit ρ′ une mesure satisfaisant l’une des proprie´te´s suivantes :
• ρ′ est une mesure a` support fini ne chargeant pas l’infini ;
• |ρ′| est a` potentiel continu.
Alors log sup{·, ·} ∈ L1(|ρ| ⊗ |ρ′|) dans P1(Cp)× P1(Cp). En particulier, (ρ, ρ′)
est bien de´fini.
De meˆme la preuve du Lemme 2.5 s’adapte au cas p-adique pour donner le
lemme suivant.
Lemme 4.4. Soient ρ, ρ′ deux mesures signe´es telles log sup{·, ·} ∈ L1(|ρ| ⊗ |ρ′|)
dans P1(Cp)× P1(Cp).
Alors la fonction gρ(S) :=
∫
A1(Cp)
log sup{S,S ′} dρ(S ′) est inte´grable par
rapport a` ρ′ et on a
(ρ, ρ′) = −
∫
A1(Cp)
gρ dρ
′ . (22)
4.5. Positivite´. On cherche a` de´montrer un analogue de la Proposition 2.6.
Fixons un point base S0 ∈ Hp. On de´finit la relation d’ordre 4 par, S 4 S ′ si
et seulement si S ∈ [S0,S ′]. Etant donne´e une mesure bore´lienne ρ, on de´signe
par fρ : P1(Cp) → R la fonction nulle sur P1(Cp) et telle que pour S ∈ Hp on
ait fρ(S) = ρ{S 4 ·}. On introduit aussi λ la mesure sur P1(Cp) qui est nulle sur
P1(Cp) et qui coı¨ncide avec la mesure de Hausdorff de dimension 1 sur Hp, par
rapport a` la distance d. En particulier, λ[S,S ′] = d(S,S ′) pour tout S,S ′ ∈ Hp.
Proposition 4.5. Soit ρ une mesure signe´e sur P1(Cp) telle que ρ(P1(Cp)) = 0, et
dont la mesure trace est a` potentiel continu. Alors (ρ, ρ) est bien de´finie, la fonction
fρ de´finie ci-dessus est dans L2(λ) et on a
(ρ, ρ) =
∫
Hp
f2ρ dλ ≥ 0 . (23)
De plus (ρ, ρ) = 0 si et seulement si ρ = 0.
Remarquons que cette e´quation indique que l’e´nergie d’une mesure de masse
totale nulle, est invariante par le groupe des automorphismes de P1(Cp). Ainsi,
lorsque ρ = [S] − [S ′] avec S,S ′ ∈ Hp on ve´rifie que (ρ, ρ) = d(S,S ′) (en
utilisant directement la de´finition ou en appliquant (23)).
La de´monstration de cette proposition de´pend du lemme suivant.
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Lemme 4.6. Soit ρ une mesure positive dont la mesure trace est a` potentiel continu.
Notons fρ(S) = ρ{S 4 ·} et g˜ρ(S) =
∫
[S0,S]
fρ dλ. Alors g˜ρ appartient a` P, on a
∆g˜ρ = −ρ+ ρ(P1(Cp))[S0] et∫
Hp
f2ρ dλ =
∫
P1(Cp)
g˜ρ dρ . (24)
Plus ge´ne´ralement, cette e´quation est valide pour toute mesure bore´lienne signe´e
de`s que fρ ∈ L2(ρ).
Preuve de la Proposition 4.5. Par hypothe`se, |ρ| est a` potentiel continu. Par le lem-
me pre´ce´dent, on de´duit que g˜|ρ| est un potentiel pour −|ρ| et qu’il est donc de´fini
et continu dans P1(Cp). En particulier, l’inte´grale
∫
P1(Cp)
g˜|ρ|d|ρ| est finie. Donc
|fρ| ≤ f|ρ| ∈ L2(λ) par (24). Le lemme pre´ce´dent s’applique alors a` la mesure
signe´e ρ et (24) donne ∫ g˜ρ dρ = ∫ f2ρdλ ≥ 0.
Pour de´montrer (23), on va relier g˜ρ a` la fonction gρ, de´finie dans le Lemme 4.4.
En inte´grant (20) et utilisant l’hypothe`se ρ(P1(Cp)) = 0, on obtient ∆gρ =∫
P1(Cp)
([S]− [∞]) dρ(S) = ρ. Donc gρ diffe`re de la fonction −g˜ρ d’une constante
et de (22) on tire finalement
(ρ, ρ) = −
∫
gρ dρ =
∫
g˜ρ dρ =
∫
f2ρdλ ≥ 0 .
Enfin si (ρ, ρ) = 0, alors fρ = 0 pour λ-presque tout point. Pour tout S ∈ Hp,
on peut trouver une suite Sk → S croissante pour 4 et telle que fρ(Sk) = 0.
Mais fρ(Sk) = ρ{Sk 4 ·} → ρ{S 4 ·} = fρ(S), donc fρ = 0 pour tout
point de Hp. On remarque maintenant que tout ensemble de la forme {S 4 ·} est
une boule ferme´e de P1(Cp). Re´ciproquement, toute boule de P1(Cp) est de cette
forme quitte a` faire varier le point base. On en de´duit finalement que ρ(B) = 0
pour toute boule ferme´e de P1(Cp). L’ensemble des boules forme une base de la
topologie de P1(Cp) et ρ est re´gulie`re, donc ρ = 0. 
Preuve du Lemme 4.6. Pour S ∈ Hp, notons T := d(S0,S) et soit St l’unique
point du segment [S0,S] a` distance t de S0. Notons que dans ce cas 〈S,S ′〉S0 ≤ T
pour tout S ′ ∈ P1(Cp). On a alors l’e´quation suivante :∫
P1(Cp)
〈S,S ′〉S0 dρ(S ′) =
∫ T
0
ρ{〈S, · 〉S0 ≥ t} dt =
∫ T
0
ρ{St 4 · } dt =
=
∫ T
0
fρ(St) dt =
∫
[S0,S]
fρ dλ = g˜ρ(S) .
Par de´finition du laplacien on a
∆g˜ρ(S) = ∆
(∫
P1(Cp)
〈S, ·〉 dρ
)
= −ρ+ ρ(P1(Cp))[S0] .
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Pour de´montrer (24), on e´crit les e´galite´s suivantes :∫
P1(Cp)
g˜ρ dρ =
∫
P1(Cp)
[∫
[S0,S]
fρ dλ
]
dρ(S) =
=
∫
S′4S,S′∈Hp
fρ(S ′) dλ(S ′)⊗ dρ(S) =
=
∫
S′∈Hp
fρ(S ′)× ρ{S ′ 4 S}dλ(S ′) =
∫
Hp
f2ρdλ .
Lorsque ρ est signe´e et que fρ ∈ L2(λ), on ve´rifie que tous les termes ont un sens
et que donc l’e´galite´ (24) reste valide. Ceci termine la preuve du lemme. 
4.6. Re´gularisation des mesures. Comme dans le cas complexe, la re´gularisation
des mesures est fondamentale dans notre approche. Dans le cas pre´sent, l’ope´ration
de convolution est remplace´e par une proce´dure de projection que nous e´tudions
tout d’abord.
Etant donne´ ε ≥ 0, on de´signe par piε : P1(Cp) → P1(Cp) l’application envoy-
ant S sur l’unique point S ′ ∈ [S,∞] tel que diam(S ′) = max{diam(S), ε}. Sur
l’ensemble
Hε = {S ∈ P1(Cp), diam(S) ≥ ε}
on a piε = id, tandis que piε(P1(Cp)) = Hε. Il est clair que H0 = P1(Cp) et que
pi0 = id sur P
1(Cp). Enfin pour tout ε, ε′ ≥ 0, on a piε ◦ piε′ = pimax{ε,ε′}.
Lemme 4.7. Pour tout ε ≥ 0 et toute boule B de P1(Cp), on a
pi−1ε (B) =

∅ si B ∩Hε = ∅ ;
P
1(Cp) si Hε ⊂ B ;
B si B ∩Hε 6= ∅ et Hε 6⊂ B .
En particulier la fonction piε : P1(Cp)→ P1(Cp) est faiblement continue.
De´monstration. Conside´rons la boule B′ = P1(Cp) \ B et notons que les ensem-
bles piε−1(B) et piε−1(B′) forment une partition de P1(Cp). Lorsque B (resp. B′)
est disjointe de Hε = piε(P1(Cp)), on a piε−1(B) = ∅ (resp. piε−1(B′) = ∅). Il
suffit donc de montrer que lorsque B (resp. B′) rencontre Hε, on a B ⊂ piε−1(B)
(resp. B′ ⊂ piε−1(B′)). On se rame`ne au cas de la boule B.
Pour tout S ∈ P1(Cp) et tout S0 ∈ Hε, le point piε(S) appartient a` [S,S0].
Comme la boule B est connexe, lorsque S appartient a`B et S0 appartient a`B∩Hε,
on a piε(S) ∈ [S,S0] ⊂ B. On a donc S ∈ piε−1(B). 
A l’aide de cette projection, on de´finit la re´gularise´e d’une mesure bore´lienne ρ
sur P1(Cp), en posant ρε = piε∗ρ et on ve´rifie facilement le lemme suivant.
Lemme 4.8. Pour toute mesure signe´e ρ sur P1(Cp), on a ρε = ρ lorsque ε → 0.
Pour toute suite de mesures signe´es ρn → ρ, on a ρn,ε → ρε.
Enfin, si F ⊂ A1(Cp) est un ensemble fini, notons [F ] = |F |−1
∑
z∈F [z] la
mesure e´quidistribue´e sur les points de F . Alors pour tout ε > 0 la mesure de
probabilite´ [F ]ε est a` potentiel continu.
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Plus ge´ne´ralement, on peut montrer que pour toute mesure ρ dont le support
e´vite le point ∞, les mesures ρε sont a` potentiel borne´.
4.7. Energie et re´gularisation. Ce paragraphe est consacre´ a` la preuve du re´sultat
suivant. Rappelons qu’un module de continuite´ pour une fonction continue h sur
P
1(Cp) est une fonction η : R+ → R+, telle que pour tous points S,S ′ ∈ P1(Cp)
tels que d(S,S ′) ≤ ε, on ait |h(S) − h(S ′)| ≤ η(ε). Ici d de´note la me´trique
chordale sur P1(Cp), qui peut eˆtre de´finie par
d(S,S ′) := sup{S,S
′}
max{1, |S|}max{1, |S ′|} −
diam(S)
2max{1, |S|}2 −
diam(S ′)
2max{1, |S ′|}2 .
Notons que pour tous S,S ′ ∈ P1(Cp) on a d(S,S ′) ≤ sup{S,S ′}.
Proposition 4.9. Soit ρ une mesure de probabilite´ a` potentiel continu et soit η un
module de continuite´ d’un potentiel de ρ− [Scan]. Alors pour tout ε ∈ (0, 1) et tout
sous ensemble fini F de A1(Cp) on a
([F ]− ρ, [F ]− ρ) ≥ ([F ]ε − ρ, [F ]ε − ρ)− 2η(ε) − |F |−1 log ε−1 (25)
≥ −2η(ε) − |F |−1 log ε−1 (26)
Comme dans le cas complexe, la preuve repose sur les deux lemmes suivants.
Lemme 4.10. Soit ρ une mesure de probabilite´ sur P1(Cv) a` potentiel continu
et soit η un module de continuite´ d’un potentiel de ρ − [Scan]. Alors pour tout
ε ∈ (0, 1) et pour tout sous ensemble fini F de A1(Cp) on a
|([F ], ρ) − ([F ]ε, ρ)| ≤ η(ε) .
De´monstration. On peut supposer que F est re´duit a` un point z ∈ Cp. Pour ε ≥ 0,
on de´signe par z(ε) l’unique point de A1(Cp) tel que z(ε) ≥ z et diam(z(ε)) = ε ;
on a par de´finition z(0) = z et [z]ε = [z(ε)] (cf. §4.6).
Notons gρ(S) =
∫
P1(Cp)
log sup{S,S ′} dρ(S ′). Le Lemme 4.3 implique que la
fonction log sup{·, ·} appartient a` L1(|ρ|⊗[z]) et a` L1(|ρ|⊗[z(ε)]) et le Lemme 4.4
implique que ([z], ρ) − ([z(ε)], ρ) = −gρ(z) + gρ(z(ε)). On va maintenant relier
gρ a` un potentiel de ρ.
Pour ce faire, on inte`gre l’e´quation (20). On obtient ∆gρ = ρ − [∞]. Fixons
comme point base le point Scan ∈ Hp et remarquons que g[Scan](S) = log+ |S|.
Comme ∆g[Scan] = [Scan]− [∞], on a finalement ∆(gρ− g[Scan]) = ρ− [Scan]. La
fonction h := gρ − g[Scan] de´finit donc un potentiel de ρ. Par hypothe`se c’est une
fonction continue ayant η comme module de continuite´. Alors pour tous z, z′ ∈
A
1(Cp) distincts on a |h(z) − h(z′)| ≤ η(sup{z, z′}). Pour tout ε > 0, on a
sup{z, z(ε)} = z(ε) et lorsque ε ∈ (0, 1) on a log+ |z| = log+ |z(ε)|, donc
|([z], ρ) − ([z]ε, ρ)| = |gρ(z)− gρ(z(ε))| ≤
≤ |h(z)− h(z(ε))| + ∣∣log+ |z| − log+ |z(ε)|∣∣ ≤ η(ε) .

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Lemme 4.11. Pour tout ε > 0 et tout sous-ensemble fini F de A1(Cp), on a
([F ]ε, [F ]ε) ≤ ([F ], [F ]) + |F |−1 log ε−1 .
De´monstration. Pour tout z 6= z′ ∈ Cp, on a sup{z(ε), z′(ε)} ≥ sup{z, z′}.
Comme sup{z(ε), z(ε)} = ε on obtient
([F ]ε, [F ]ε) = −|F |−2
∑
z,z′∈F
log(sup{z(ε), z′(ε)})
≤ ([F ], [F ]) + |F |−1 log ε−1 .

Preuve de la Proposition 4.9. Comme [F ]ε est une mesure de probabilite´ qui est
une combinaison line´aire de masses de Dirac situe´es en des points de Hp, elle
admet un potentiel de´fini et continu sur P1(Cp). Le Lemme 4.5 implique alors que
l’e´nergie ([F ]ε − ρ, [F ]ε − ρ) est bien de´finie et qu’on a ([F ]ε − ρ, [F ]ε − ρ) ≥ 0.
Le re´sultat est alors une conse´quence imme´diate des Lemmes 4.10 et 4.11. 
4.8. Le re´sultat clef.
Proposition 4.12. Soit ρ une mesure de probabilite´ admettant un potentiel de´fini
et continu sur P1(Cp). Soit {Fn}n≥0 une suite de sous-ensembles finis de P1(Cp),
tels que |Fn| → ∞. Alors
limn→∞([Fn]− ρ, [Fn]− ρ) ≤ 0 implique lim
n→∞
[Fn] = ρ .
De´monstration. Comme dans la preuve de la Proposition 2.11, on peut supposer
que Fn ⊂ Cp pour tout n.
Quitte a` prendre une sous-suite, on suppose de plus que [Fn] converge vague-
ment vers une mesure ρ′. C’est une mesure de probabilite´ sur P1(Cp). Comme piε
est faiblement continue, on a limn→∞[Fn]ε = ρ′ε et limε→0 limn→∞[Fn]ε = ρ′.
On va montrer que pour chaque boule B ouverte de P1(Cp) on a ρ′(B) ≥ ρ(B).
Comme ρ et ρ′ sont des mesures de probabilite´, ceci implique que ρ′ = ρ.
Fixons alors une boule B ouverte de P1(Cp). Choisissons de plus S0 ∈ Hp un
point base et notons comme pre´ce´demment 4 la relation d’ordre telle que S 4 S ′
si et seulement si S ∈ [S0,S ′]. On choisit S0 dans le comple´mentaire de B, de telle
fac¸on qu’il existe un point S distinct de S0 tel que B = {S ≺ ·}. Pour tout n, ε, on
introduit alors la fonction fn,ε(S) := ([Fn]ε − ρ){S 4 ·}.
Les mesures [Fn]ε sont a` support fini inclus dans Hp, donc a` potentiel continu.
On peut donc appliquer la Proposition 4.5 et on obtient
([Fn]ε − ρ, [Fn]ε − ρ) =
∫
Hp
f2n,ε dλ ≥ 0 .
De (25), on tire∫
Hp
f2n,ε dλ = ([Fn]ε−ρ, [Fn]ε−ρ) ≤ ([Fn]−ρ, [Fn]−ρ)+η(ε)+|Fn|−1 log ε−1 .
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Comme |Fn| → ∞ et que par hypothe`se limn→∞([Fn]− ρ, [Fn] − ρ) ≤ 0, on en
de´duit que
limε→0limn→∞
∫
Hp
f2n,ε dλ = 0 (27)
En particulier sur tout segment de Hp on a fn,ε → 0 lorsque n → ∞ et ε → 0, et
ce, presque partout par rapport a` la mesure λ.
Choisissons deux points S0 4 S ′ 4 S ′′ 4 S tels que
lim
ε→0
lim
n→∞
fn,ε(S ′′) = 0 .
On a alors
[Fn,ε]{S ′ ≺ ·} ≥ [Fn,ε]{S ′′ 4 ·} = ρ{S ′′ 4 ·}+ fn,ε(S ′′) ,
donc ρ′{S ′ 4 ·} ≥ limε→0limn→∞[Fn,ε]{S ′ ≺ ·} ≥ ρ{S ′′ 4 ·}. On peut main-
tenant faire tendre S ′ et S ′′ vers S et on obtient ρ′(B) ≥ ρ(B). Ce qui termine la
preuve. 
5. HAUTEURS ADE´LIQUES.
Apre`s quelques ge´ne´ralite´s au § 5.1, on introduit la hauteur de´finie par une
mesure ade´lique et on de´crit ses premie`res proprie´te´s au § 5.2. On montre la for-
mule de Mahler au § 5.3 et l’e´quidistribution des points de petite hauteur au § 5.4.
Enfin, on montre la version quantitative de l’e´quidistribution au § 5.5, dans le cas
ou` la mesure ade´lique est a` potentiel Ho¨lder.
5.1. Ge´ne´ralite´s et notations. Pour toute cette section, nous renvoyons a` [HS,
Part B] pour plus de pre´cisions.
Soit MQ l’ensemble constitue´ de tous les nombres entiers premiers auquel on
ajoute ∞. On note | · |∞ la norme usuelle sur Q, et pour chaque nombre premier p
on note | · |p la norme p-adique, normalise´e de telle sorte que |p|p = p−1. Pour tout
α ∈ Q∗, il existe au plus un nombre fini de v ∈MQ tel que |α|v 6= 1, et on a∏
v∈MQ
|α|v = 1 .
Fixons maintenant une extension finie K de Q. On de´signe par MK la collection
de toutes les normes sur K qui e´tendent l’une des normes | · |v, avec v ∈ MQ. Un
e´le´ment de MK est appele´ place. Pour toute place v de K , on notera encore | · |v
la norme sur K correspondante. On dira que v ∈ MK est infinie lorsque | · |v est
une extension de la norme | · |∞, et que v est finie sinon. Pour toute place v ∈MQ,
il n’existe qu’un nombre fini d’e´le´ments de MK qui e´tendent la norme | · |v. En
particulier, le nombre d’e´le´ments infinis de MK est fini.
Pour v ∈MK fixe´e, Kv de´signera la comple´tion du corps value´ (K, | · |v), et Qv
le comple´te´ de Q dans Kv. On pose alors Nv = [Kv : Qv]/[K : Q] et ‖·‖v = |·|Nvv .
On montre que pour tout α ∈ K∗, il n’existe qu’un nombre fini de v ∈MK tel que
|α|v 6= 1, et on a la formule du produit∏
v∈MK
‖α‖v = 1 .
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Pour toute place v ∈ MK , la norme | · |v s’e´tend de manie`re unique a` la cloˆture
alge´brique Kv de Kv. On de´signera par Cv le comple´te´ de (Kv, | · |v). Lorsque
v est infinie, le corps Cv est isome´triquement isomorphe au corps des nombres
complexes C. Lorsque v est finie, la restriction de | · |v a` Q est une norme associe´e
a` un nombre premier p, et Cv est isome´triquement isomorphe au corps Cp.
Pour v ∈ MK finie, on de´signe par P1(Cv) = Cv ∪ {∞} la droite projective
correspondante et par P1(Cv) l’espace des semi-normes de´crit au §3.2. Lorsque v
est infinie, on de´signera indiffe´remment par P1(Cv) ou P1(Cv) la droite projective
sur Cv.
On note Mv l’espace des mesures bore´liennes a` support dans P1(Cv), et (·, ·)v
l’accouplement de´finie au §2.4 lorsque v est infinie et au §4.4 lorsque v est finie.
Par commodite´, on pose
(( ·, · ))v = Nv (·, ·)v .
Enfin, λv de´signera la mesure de probabilite´ proportionnelle a` la mesure de Lebesgue
du cercle S1 ⊂ Cv lorsque v est infinie, et a` la masse de Dirac situe´e au point
canonique Scan dans P1(Cv) lorsque v est finie. Notons que pour tout v ∈ Mv et
α ∈ Cv, on a
log+ |α|v = −([α], λv)v et log+ ‖α‖v = −(( [α], λv ))v .
5.2. Mesures ade´liques et hauteurs. On pose tout d’abord la de´finition suivante.
De´finition 5.1. Soit K un corps de nombres. Une mesure ade´lique ρ = {ρv}v∈MK
est la donne´e pour chaque place v ∈ MK d’une mesure de probabilite´ ρv de´finie
sur P1(Cv) et a` potentiel continu, et telle que, hors un nombre fini de place, on ait
ρv = λv.
Etant donne´e une mesure ade´lique ρ = {ρv}v∈MK , on de´finit la fonction hρ :
P1(K) → R de la manie`re suivante. Pour un sous ensemble fini F de P1(K)
invariant sous l’action de Gal(K/K), on pose
hρ(F ) :=
1
2
∑
v∈MK
(( [F ]− ρv, [F ]− ρv ))v , (28)
et pour α ∈ P1(K) on de´finit hρ(α) = hρ(F ), ou` F est l’orbite de α sous l’action
du groupe de Galois Gal(K/K). Notons que la somme (28) est en re´alite´ une
somme finie. En effet, il est facile de voir que pour toute place finie v, avec un
nombre fini d’exceptions de´pendant de F , on a ([F ]− λv, [F ]− λv)v = 0.
Rappelons que la hauteur naı¨ve hnv est de´finie par
hnv(F ) := |F |−1
∑
α∈F
∑
v∈MK
log+ ‖x‖v = −
∑
v∈MK
((λv , [F ] ))v .
Comme ((λv, λv ))v = 0 en toutes les places, la hauteur naı¨ve hnv coı¨ncide avec la
hauteur de´termine´e par la mesure ade´lique {λv}v∈MK .
Proposition 5.2. Pour toute mesure ade´lique ρ, la fonction hρ est une hauteur de
Weil. En d’autres termes, la diffe´rence hρ − hnv est uniforme´ment borne´e sur K .
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Nous verrons plus tard que le minimum essentiel de hρ est non-ne´gatif. On ap-
pelle hρ la hauteur de´finie par ρ. Les hauteurs que nous avons ainsi construit cor-
respondent pre´cise´ment aux hauteurs ade´liques inte´grables conside´re´es en [CL,
§2.2] et intervenant dans l’e´nonce´ du The´ore`me 4.2, op. cit.
La de´monstration de la Proposition 5.2 s’appuie sur le lemme suivant.
Lemme 5.3. Pour chaque mesure ade´lique ρ = {ρv}v∈MK on a
hρ(∞) = 1
2
∑
v∈MK
(( ρv , ρv ))v et hρ(F ) = hρ(∞)−
∑
v∈MK
(( ρv, [F ] ))v .
De plus, ces proprie´te´s de´terminent la hauteur hρ.
De´monstration. La premie`re e´galite´ re´sulte du fait que pour chaque place v on a
([∞]−ρv, [∞]−ρv)v = (ρv, ρv)v. Pour montrer la deuxie`me e´galite´ notons qu’on a
([F ]− ρv, [F ]− ρv)v = (ρv, ρv)v − 2(ρv , [F ])v + ([F ], [F ])v , (29)
et que ([F ], [F ])v = −|F |−2 log |∆F |v, ou` ∆F =
∏
α,α′∈F,α6=α′(α− α′). Comme
F est invariant sous l’action de Gal(K/K) on a ∆F ∈ K et alors la formule
du produit implique qu’on a
∑
v∈MK
(( [F ], [F ] ))v = 0. On obtient alors l’e´galite´
desire´e en sommant (29) sur toutes les places.
Pour montrer la dernie`re assertion du lemme, notons simplement que la deu-
xie`me formule de´termine hρ a` une constante additive pre`s et que la premie`re for-
mule de´termine cette constante. 
De´monstration de la Proposition 5.2. Il suffit de montrer que la difference hρ−hnv
est borne´e. Soit N le sous-ensemble fini de MK des places en lequelles ρv 6= λv.
Pour chaque v ∈ N soit gv le potentiel de la mesure ρv−λv normalise´ de tel fac¸on
que gv(∞) = 0. Notons que par hypothe`se chacune des fonctions gv est continue
et donc borne´e. Par le Lemme 5.3, on a
hρ(F )− hρ(∞)− hnv(F ) = −
∑
v∈N
(( ρv − λv, [F ] ))v = |F |−1
∑
v∈N
∑
α∈F
gv(α) ,
d’ou` |hρ(F )− hρ(∞)− hnv(F )| ≤
∑
v∈N sup{|gv |}. 
5.3. Formule de Mahler. Ce paragraphe est de´die´ a` montrer la Proposition 1.3.
Soit ρ = {ρv}v∈MK une mesure ade´lique et fixons α ∈ P1(K). On de´signe par
F l’orbite de α sous l’action du groupe Gal(K/K). La preuve consiste a` re´e´crire,
pour chaque v ∈ MK , l’e´nergie ([F ], ρv)v en terme d’une inte´grale sur P1(Cv).
On note P le polynome minimal et unitaire de α sur K .
Si v est une place infinie, on a
∏
β∈F (z − β) = P (z), et (8) donne
deg(α) ([F ], ρv)v =
∑
β∈F
(β, ρv)v = −
∑
β∈F
∫
P1(Cv)
log |z − β|v dρv(z)
= −
∫
P1(Cv)
log |P (z)|v dρv(z) .
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Supposons de´montre´e pour toute place v finie, et tout S ∈ P1(Cv), l’e´galite´∑
β∈F
log sup{S, β} = log |P (S)|v . (30)
De (22), on tire de meˆme deg(α) ([F ], ρv)v = −
∫
P1(Cv)
log |P (z)|v dρv. En som-
mant ceci sur toutes les places (finies et infinies), en remarquant que ρv ne charge
pas l’infini, et en appliquant le Lemme 5.3, on trouve le re´sultat escompte´.
Il nous reste donc a` de´montrer (30). On remarque tout d’abord que les deux
membres ont meˆme laplacien. Celui-ci est en effet e´gal a`
∑
β∈F ([β]−[∞]) par (20).
Deux fonctions sur P1(Cv) dont les laplaciens coı¨ncident diffe`rent d’une constante.
Mais il est clair que les deux fonctions sont identiques sur P1(Cv), ce qui de´mon-
tre (30).
5.4. Equidistribution des points de petite hauteur.
The´ore`me 6. Soit ρ une mesure ade´lique et {Fn}n≥0 une suite d’ensembles finis
distincts deux a` deux et Gal(K/K)-invariants, et telle que
limn→∞hρ(Fn) ≤ 0 .
Alors on a limn→∞ hρ(Fn) = 0 et pour toute place v de MK on a [Fn] → ρv
lorsque n→∞.
Cet e´nonce´, combine´ a` la Proposition 5.2, implique imme´diatement les deux
The´ore`mes 1 et 2 cite´s dans l’introduction. La de´monstration du The´ore`me 6 s’ap-
puie sur le lemme suivant.
Lemme 5.4. Pour toute place finie v de K et tout sous-ensemble fini F de Cv on a
(λv − [F ], λv − [F ])v ≥ 0 .
De´monstration. L’ine´galite´ ultrame´trique |z − z′|v ≤ max{|z|v , |z′|v} implique
qu’on a log |z − z′|v ≤ log+ |z|v + log+ |z′|v . On en de´duit
(λv − [F ], λv − [F ])v = 2|F |
∑
z∈F
log+ |z|v − 1|F |2
∑
z,z′∈F,z 6=z′
log |z − z′|v
≥ 2|F |2
∑
z∈F
log+ |z|v ≥ 0 ,
ce qui termine la preuve. 
De´monstration du The´ore`me 6. Soit {Fn}n≥0 une suite d’ensembles finis de la
droite projective P1(K), invariants sous l’action du groupe de Galois Gal(K/K) et
tels que limn→∞hρ(Fn) ≤ 0. On suppose de plus que ces ensembles sont distincts
deux a` deux.
Montrons tout d’abord que |Fn| → ∞ lorsque n → ∞. Supposons que ce ne
soit pas le cas. Quitte a` prendre une sous-suite on suppose M := sup |Fn| <
∞. Notons de meˆme H := suphnv(Fn). C’est une quantite´ finie, borne´e par
suphρ(Fn)+supK |hρ−hnv| < +∞ car hρ est une hauteur de Weil. Tout e´le´ment
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de Fn est alors de degre´ au plus M et de hauteur (naı¨ve) au plus H . Mais la pro-
prie´te´ de Northcott affirme que l’ensemble de ces points est fini, voir par exem-
ple [HS, Theorem B.2.3]. Ce qui contredit notre hypothe`se que les Fn sont distincts
deux a` deux.
Soit B le sous ensemble de MK des places finies v telles que ρv = λv. Le
comple´mentaire N = MK \ B est un ensemble fini qui contient toutes les places
infinies. Lorsque v ∈ B, on a ρv = λv et le Lemme 5.4 implique que pour tout
n ≥ 1 on a
(ρv − [Fn], ρv − [Fn])v ≥ 0 .
On a donc
hρ(Fn) ≥ 1
2
∑
v∈N
(( ρv − [Fn], ρv − [Fn] ))v .
Par ailleurs, pour chaque v ∈ N la Proposition 2.8 lorsque v infinie et la Proposi-
tion 4.9 lorsque v finie, fournissent l’ine´galite´
limn→∞(ρv − [Fn], ρv − [Fn])v ≥ 0 ,
d’ou` on de´duit que limn→∞ hρ(Fn) = 0.
D’autre part, fixons v0 ∈MK . On peut maintenant appliquer la Proposition 2.11
(lorsque v0 est infinie) et la Proposition 4.12 (lorsque v0 finie) : pour montrer que
[Fn]→ ρv0 , il nous suffit de montrer que
limn→∞ (ρv0 − [Fn], ρv0 − [Fn])v0 ≤ 0 . (31)
On a,
limn→∞ (( ρv0 − [Fn], ρv0 − [Fn] ))v0 ≤
≤ limn→∞(( ρv0 − [Fn], ρv0 − [Fn] ))v0 +
+
∑
v∈N\{v0}
limn→∞(( ρv − [Fn], ρv − [Fn] ))v
≤ limn→∞
∑
v∈N∪{v0}
(( ρv − [Fn], ρv − [Fn] ))v
≤ limn→∞ 2hρ(Fn) ≤ 0.
Ceci de´montre (31) et termine la preuve du the´ore`me. 
5.5. Version quantitative de l’e´quidistribution. Nous nous plac¸ons dans le meˆ-
me cadre que la section pre´ce´dente. Afin d’e´noncer notre re´sultat de manie`re pre´ci-
se, nous aurons besoin d’introduire un peu de terminologie.
De´finition 5.5. Soit v une place finie. Une fonction continue ϕ : P1(Cv) → R est
dite de classe Ck pour k ≥ 1 si et seulement si elle est localement constante hors
d’un sous-arbre fini et ferme´ T ⊂ Hv, et si de plus T est la re´union d’un nombre
fini de segments ferme´s sur lesquels ϕ est de classe Ck.
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Fixons S0 ∈ Hv un point base, et ϕ une fonction de classe C1. On peut alors
de´finir ∂ϕ(S) comme la de´rive´e a` gauche en S de l’application ϕ restreint au seg-
ment [S0,S] (parame´tre´ par la distance a` S0). Hors d’un arbre fini de mesure λ-fini,
∂ϕ est identiquement nulle et on peut donc poser
〈ϕ,ϕ〉 :=
∫
P1(Cv)
(∂ϕ)2 dλ .
Cette quantite´ est inde´pendante du choix du point base S0, car ϕ est de´termine´e au
signe pre`s hors de HQv qui est de mesure λ nulle.
On montre que toute fonction ϕ de classe C2 de´finit un potentiel au sens de §4.1,
et que la mesure (∂2ϕ)× λ est une mesure signe´e, e´gale a` ∆ϕ. On a alors
〈ϕ,ϕ〉 = (∆ϕ,∆ϕ) .
Plus ge´ne´ralement, si ρ est une mesure signe´e a` potentiel continu et telle que
ρ(P1(Cv)) = 0, on a (∆ϕ, ρ) =
∫
P1(Cv)
(∂ϕ) fρ · dλ, ou` fρ(S) = ρ{S ′, [S0,S] ∩
[S,S ′] = {S}}. On en de´duit donc l’ine´galite´ de Cauchy-Schwartz∣∣∣∣∣
∫
P1(Cv)
ϕdρ
∣∣∣∣∣ ≤ 〈ϕ,ϕ〉 (ρ, ρ) . (32)
Pour me´moire, l’ine´galite´ analogue lorsque la place v est infinie s’e´crit∣∣∣∣∣
∫
P1(Cv)
ϕdρ
∣∣∣∣∣ =
∣∣∣∣∣
∫
P1(Cv)
dϕ ∧ dcg
∣∣∣∣∣ ≤ 〈ϕ,ϕ〉 (ρ, ρ) , (33)
avec ρ = ddcg et 〈ϕ,ϕ〉 = ∫ dϕ ∧ dcϕ.
Le controˆle de la vitesse de convergence ne´cessite une borne sur la constante de
Lipschitz de la fonction conside´re´e. On fixe donc sur P1(Cv) la me´trique sphe´rique
que l’on note d, et on pose
Lip (ϕ) := sup
{ |ϕ(x)− ϕ(y)|
d(x, y)
, x 6= y ∈ P1(Cv)
}
.
Aux places infinies, il est clair que cette constante est finie si ϕ est de classe C1,
e´gale au supremum de la norme de la diffe´rentielle de ϕ (pour la me´trique d) par le
the´ore`me des accroissements finis. Aux places finies, Lip (ϕ) est aussi fini si ϕ est
de classe C1, car il existe ε > 0 pour lequel d(x, y) < ε implique ϕ(x) = ϕ(y).
Notons cependant que Lip (ϕ) n’est dans ce cas pas borne´ par le supremum de ∂ϕ
sur P1(Cv).
Nous pouvons maintenant e´noncer le the´ore`me principal de cette section. On dit
qu’une mesure ade´lique ρ = {ρv}v∈MK est a` potentiel Ho¨lder si pour toute place
v ∈ MK , la mesure ρv − λv a un potentiel Ho¨lder. En d’autres termes, si on peut
e´crire ρv − λv = ∆gv, avec gv de telle sorte que |gv(z) − gv(w)| ≤ C d(z, w)κ
pour tout z, w ∈ P1(Cp) et pour des constantes C > 0, et 0 < κ ≤ 1. On dira alors
que gv est κ-Ho¨lder.
The´ore`me 7. Soit ρ = {ρv}v∈MK une mesure ade´lique a` potentiel κ-Ho¨lder pour
κ ≤ 1. Alors il existe une constante C > 0 ne de´pendant que de ρ, telle que pour
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toute place v, pour toute fonction ϕ de classe C1 sur P1(Cv), et pour tout ensemble
fini Gal(K/K)-invariant F ⊂ P1(K) on ait∣∣∣∣∣ 1|F | ∑
α∈F
ϕ(α) −
∫
P1(Cv)
ϕdρ
∣∣∣∣∣ ≤ Lip (ϕ)|F |1/κ +
(
hρ(F ) + C
log |F |
|F |
)
〈ϕ,ϕ〉 ,
(34)
ou` |F | de´signe la cardinalite´ de F .
Remarque 5.6. Aux places infinies, on a vu que le supremum de la diffe´rentielle
dϕ est e´gal a` Lip (ϕ), ce qui implique 〈ϕ,ϕ〉 ≤ Lip (ϕ). En ajoutant a` cela` le fait
que x−1/κ est ne´gligeable devant log x/x pour x grand, on en de´duit le The´ore`me 3
cite´ dans l’introduction.
De´monstration. Soit N la famille finie des places infinies et des places finies v en
lesquelles ρv 6= λv et posons M = (|N | + 1)max{Nv; v ∈ MK}. Notons η̂ un
module de continuite´ commun a` tous les potentiels de ρv − λv pour v ∈ N et soit
η(ε) := η̂(ε) + ε.
Soit ε > 0 et soit F un sous ensemble fini de P1(K) invariant sous l’action du
groupe de Galois Gal(K/K). Alors, pour chaque place v0 ∈MK l’application des
propositions 2.8 et 4.9 donne∑
v∈N∪{v0}
(( [F ]ε − ρv, [F ]ε − ρv ))v ≤
≤
∑
v∈N∪{v0}
(( [F ]− ρv, [F ]− ρv ))v +M(2η(ε) + |F |−1 (C + log ε−1)) .
Pour chaque v ∈ MK \ N on a ρv = λv et le Lemme 5.4 implique qu’on a
([F ]− ρv, [F ]− ρv)v ≥ 0, dont on tire
(( [F ]ε − ρv0 , [F ]ε − ρv0 ))v0 ≤ hρ(F ) +M
(
2η(ε) + |F |−1(C + log ε−1)) .
Par hypothe`se on peut supposer η(r) . rκ, et en prenant ε−κ = |F | on obtient
finalement,
(( [F ]ε − ρv0 , [F ]ε − ρv0 ))v0 ≤ hρ(F ) + C ′
log |F |
|F | ,
pour une constante C ′ > 0 ne de´pendant que de ρ.
On e´crit alors [F ]ε − ρv = ∆gε avec gε continue. Pour une fonction ϕ de classe
C1, les ine´galite´s de Cauchy-Schwartz (33) et (32) impliquent∣∣∣∣∫ ϕd([F ]ε − ρv)∣∣∣∣ = ∣∣∣∣∫ ϕ∆gε∣∣∣∣ ≤ 〈ϕ,ϕ〉 ([F ]ε − ρv, [F ]ε − ρv) ≤
≤ 〈ϕ,ϕ〉
(
hρ(F ) + C
′ log |F |
|F |
)
.
Il nous reste a` estimer
∫
ϕd([F ]ε − [F ]). Pour cela`, on remarque que la me´trique
induite par | · |v est plus grande ou e´gale que la me´trique sphe´rique utilise´e pour
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de´finir Lip (ϕ). Pour toute boule B(x, ε) pour la me´trique | · |v, on a donc l’estime´e
supB(x,ε) |ϕ− ϕ(x)| ≤ Lip (ϕ) × ε, ce qui implique∣∣∣∣∫ ϕd([F ]ε − [F ])∣∣∣∣ ≤ Lip (ϕ)× ε = Lip (ϕ)|F |−1/κ.
Ceci conclut la preuve du The´ore`me 7. 
6. DYNAMIQUE DES FRACTIONS RATIONNELLES.
Fixons un corps de nombres K et une fraction rationnelle R a` coefficients dans
K et de degre´ D ≥ 2. Pour tout sous-ensemble fini F de P1(K) invariant sous
l’action du groupe de Galois Gal(K/K), l’ensemble R(F ) est aussi invariant sous
l’action du groupe de Galois. On de´finit alors la hauteur normalise´e de F associe´e
a` R par
hR(F ) := lim
n→∞
D−nhnv(R
n(F )) .
On peut montrer que la limite ci-dessus existe directement (voir par exemple [HS,
Theorem B.4.1]). Cette hauteur est caracterise´e comme l’unique hauteur de Weil,
a` une constante multiplicative pre`s, satisfaisant la formule d’invariance hR ◦ R =
D · hR.
A chaque place v de K on associe a` R une mesure de probabilite´ ρR,v, appele´e
mesure d’e´quilibre. Cette mesure de´crit la distribution des pre´images ite´re´es de
chaque point non exceptionnel dans P1(Cv), voir § 6.1 pour plus de pre´cisions.
Le the´ore`me suivant est le re´sultat principal de cette section.
The´ore`me 8. Soit R une fraction rationnelle de degre´ au moins 2 et a` coefficients
dans K . Pour chaque place v de K soit ρR,v la mesure d’e´quilibre de R correspon-
dante. Alors ρR = {ρR,v}v∈MK est une mesure ade´lique et la hauteur normalise´e
hR coı¨ncide avec la hauteur hρR de´finie par la mesure ade´lique ρR.
Remarque 6.1. Comme nous l’avons mentionne´ dans l’introduction, la mesure
ade´lique ρR est a` potentiel Ho¨lder et par conse´quent la hauteur normalise´e hR
ve´rifie toutes les conditions du The´ore`me 7. Nous de´montrerons ce fait en § 6.6.
Le plan de cette section est le suivant. Apre`s la construction de la mesure d’e´qui-
libre d’une fraction rationnelle a` coefficients dans Cv au § 6.1, nous parlerons suc-
cintement de la notion de bonne re´duction au § 6.2. Nous montrons au § 6.3 une
formule de transformation du birapport sous l’action d’une fraction rationnelle. Le
birapport est e´troitement lie´ a` l’e´nergie de´finie au §2.4 et §4.4. On donne alors la
de´monstration du The´ore`me 8 au § 6.4 et celle du The´ore`me 5 au § 6.5. On montre
ensuite en § 6.6 la continuite´ Ho¨lder des potentiels des mesure d’e´quilibre. Enfin,
on de´crit un exemple au § 6.7, montrant que le proce´de´ de re´gularisation dans la
preuve de l’e´quidistribution des petits points est en effet ne´cessaire.
6.1. Mesure d’e´quilibre. Fixons une place v de MK et soit R une fraction ra-
tionnelle a` coefficients dans Cv et de degre´ D ≥ 2. Lorsque v est infinie il est clair
que la fraction rationnelle R agit continuˆment sur P1(Cv) = P1(Cv). Lorsque v
est finie, on a vu au §3.2 que R agissait continuˆment sur P1(Cv).
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Dualement, on peut de´finir de manie`re unique une application line´aire continue
R∗ agissant sur Mv, et ve´rifiant les proprie´te´s suivantes :
• R∗[z] =∑R(w)=z degR(w) [w] pour tout z ∈ P1(Cv) ;
• R∗∆g = ∆(g ◦R) pour tout potentiel g.
Lorsque w ∈ P1(Cv), l’entier degR(w) est la multiplicite´ locale de R en w.
Lorsque v est finie et w ∈ Hv, nous renvoyons a` [R] pour une de´finition pre´cise de
ce nombre, ainsi que son interpre´tation ge´ome´trique. Notons que la masse de R∗ρ
est toujours e´gale a` D fois la masse de ρ.
On peut trouver un potentiel continu g tel que D−1R∗λv − λv = ∆g. Par
ite´ration successive, on en de´duit pour tout n ≥ 0, que D−nRn∗λv − λv =
∆
(∑
k≥0D
−kg ◦Rk
)
. Cette dernie`re se´rie de´finit une suite de fonctions contin-
ues qui converge uniforme´ment sur P1(Cv). Il s’ensuit que la suite de mesures de
probabilite´ {D−n(Rn)∗λv}n≥1 converge vers une mesure que l’on de´signera par
ρR,v. Cette mesure est invariante : on a R∗ρR,v = D · ρR,v et R∗ρR,v = ρR,v. No-
tons que ρR,v admet un potentiel de´fini et continu sur P1(Cv). En particulier pour
tout α ∈ Cv, l’accouplement ([α], ρR,v) est bien de´fini et fini (voir Propositions 2.4
et 4.3).
La construction de la mesure ρR,v ci-dessus est duˆe a` [Br], [FLM], et [L] dans
le cas complexe, et a` [FR] dans le cas ultrame´trique. Nous renvoyons a` ces articles
pour plus de de´tails sur les proprie´te´s dynamiques de ces mesures.
6.2. Bonne re´duction. Soit v une place finie de K . On de´signe par Ov = {z ∈
Cv; |z|v ≤ 1} l’anneau des entiers de Cv et par C˜v le corps re´siduel de Cv. Pour
tout polynoˆme P ∈ Ov [z0, z1], on note P˜ sa projection dans C˜v.
Conside´rons une fraction rationnelle R a` coefficients dans Cv, et e´crivons R en
coordonne´es homoge`nes [P0 : P1]. Quitte a` remplac¸er P0 et P1 par λP0 et λP1
respectivement, on peut supposer que les coefficients de P0 et de P1 sont de norme
au plus e´gale a` 1 et qu’au moins l’un des coefficients de P0 ou de P1 est de norme
e´gale a` 1. On dit alors que R a bonne re´duction lorsque les deux polynoˆmes de
degre´ deg(R) et homoge`nes P˜0, P˜1 n’ont pas de racine commune autre que 0. Ceci
revient a` dire que la fraction rationnelle [P˜0 : P˜1] induite par R sur P1(C˜v) a le
meˆme degre´ que R.
De fac¸on e´quivalente, R a bonne re´duction si et seulement si le point canonique
Scan est comple`tement invariant par R : R−1{Scan} = {Scan}. Dans ce cas, il est
facile de voir que l’on a ρR = λv.
Lorsque R est a` coefficients dans une extension finie K ′ de Q, l’ensemble des
v ∈MK ′ finies ou` R n’a pas bonne re´duction est fini.
6.3. Birapport. Fixons v ∈ MK . Etant donne´s z0, z1, w0, w1 ∈ Cv deux a` deux
distincts, on pose
(z0, z1, w0, w1)v = log
|z0 − w0|v · |z1 −w1|v
|z0 − w1|v · |z1 −w0|v .
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On voit que cette fonction s’e´tend en une fonction de´finie et continue sur l’ensem-
ble
D = {z0, z1, w0, w1 ∈ P1(Cv) ; si zi = wj, alors zi /∈ P1(Cv)} ,
en prenant soin de remplacer |z − w|v par sup{z, w} lorsque v est finie. Notons
qu’en particulier on a
(z0,∞, w0, w1)v = (z0, w0)v − (z0, w1)v .
Lorsque µ0, µ1, ν0, ν1 sont des mesures dans Mv telles que la fonction (·, ·, ·, ·)v
est inte´grable par rapport a` µ0 ⊗ µ1 ⊗ ν0 ⊗ ν1 sur D, on pose
(µ0, µ1, ν0, ν1)v =
∫
D
(z0, z1, w0, w1)v dµ0(z0)⊗dµ1(z1)⊗dν0(w0)⊗dν1(w1) .
Par commodite´, on notera aussi (( ·, ·, ·, · ))v = Nv · (·, ·, ·, ·)v .
Pour des mesures de probabilite´ et sous les conditions d’inte´grabilite´ ade´quates
pour que tous les termes existent et soient finis, une simple inte´gration montre
(µ0, µ1, ν0, ν1)v = (µ0, ν0)v + (µ1, ν1)v − (µ0, ν1)v − (µ1, ν0)v ; (35)
(µ0, [∞], ν0, ν1)v = (µ0, ν0)v − (µ0, ν1)v . (36)
Les e´quations pre´ce´dentes sont ve´rifie´es par exemple lorsque les mesures de prob-
abilite´ µi, νj sont atomiques, a` support disjoint et ne chargent pas {∞}, ou si l’on
remplace certaines d’entre elles par des mesures (toujours de probabilite´) a` poten-
tiel continu.
Formule de transformation. Soit R une fonction rationnelle de degre´ D ≥ 1 a`
coefficients dans K . Soient µ0, µ1, ν0, ν1 des mesures dans Mv telles que
(R∗µ0, R∗µ1, ν0, ν1)v et (µ0, µ1, R
∗ν0, R
∗ν1)v
soient bien de´finis. Alors on a
(R∗µ0, R∗µ1, ν0, ν1)v = D
−1 · (µ0, µ1, R∗ν0, R∗ν1)v .
De´monstration. Notons qu’on a
(R∗µ0, R∗µ1, ν0, ν1)v =
∫
D
(R(z0), R(z1), w0, w1)v dµ0 ⊗ dµ1 ⊗ dν0 ⊗ dν1 .
Soient z0, z1, w0, w1 ∈ P1(Cv) tels que (R(z0), R(z1), w0, w1)v ∈ D. Si l’on
de´signe par a1i , . . . , aDi les pre´images de wi par R dans P1(Cv), compte´es avec
multiplicite´, alors on a
(R(z0), R(z1), w0, w1)v =
∑
1≤k≤D
(z0, z1, a
k
0 , a
k
1)v
=
1
D
∑
1≤k0,k1≤D
(z0, z1, a
k0
0 , a
k1
1 )v . (37)
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Ceci est clair lorsque zi, R(zi), wi et aki appartiennent a` Cv, car dans ce cas∣∣∣∣R(T )− w0R(T )− w1
∣∣∣∣
v
·
∣∣∣∣R(T ′)− w1R(T ′)− w0
∣∣∣∣
v
=
∏
k
∣∣∣∣T − ak0T − ak1
∣∣∣∣
v
·
∣∣∣∣T ′ − ak1T ′ − ak0
∣∣∣∣
v
. (38)
Par continuite´, on voit que (37) reste vraie sans restriction pour zi, R(zi), wi, aki ∈
P1(Cv) et meˆme dans P1(Cv). Notons en effet, que la fonction sup{·, ·} est con-
tinue (faiblement) en chacune des variables. On de´duit facilement de ceci∫
D
(R(z0), R(z1), w0, w1)v dµ0⊗dµ1⊗dν0⊗dν1 = 1
D
(µ0, µ1, R
∗(ν0), R
∗(ν1))v ,
ce qui termine la preuve. 
6.4. De´monstration du The´ore`me 8. Soit R une fraction rationnelle de degre´
D ≥ 2 a` coefficients dans K . Pour chaque place v de K la mesure d’e´quilibre
ρR,v est a` potentiel continu. De plus, pour toute place finie v en laquelle R a bonne
re´duction on a ρv = λv. Comme cette dernie`re proprie´te´ est valable pour toute
place, avec un nombre fini d’exceptions, on conclut que ρR = {ρR,v}v∈MK est une
mesure ade´lique. Il reste a` montrer que les hauteurs hR et hρR coı¨ncident.
La preuve se base sur le lemme ge´ne´ral suivant.
Lemme 6.2. Soit ρ = {ρv} une mesure ade´lique et soient F , F ′ et F ′′ des sous
ensembles finis de P1(K) invariants sous l’action du groupe de Galois Gal(K/K).
Alors on a les proprie´te´s suivantes.
1. Si F ′′ est disjoint de F ∪ F ′, alors on a∑
v∈MK
(( [F ], [F ′], [F ′′], ρv ))v = hρ(F )− hρ(F ′). (39)
2. Si les ensembles F et F ′ sont disjoints, alors on a∑
v∈MK
(( ρv , [F ], ρv , [F
′] ))v = hρ(F ) + hρ(F
′). (40)
De´monstration. On ne montrera que (39), l’e´quation (40) se de´montrant de manie`-
re similaire. Notons tout d’abord que pour chaque place v de K on a
([F ], [F ′], [F ′′], ρv)v = ([F ], [F
′′])v + ([F
′], ρv)v − ([F ], ρv)v − ([F ′], [F ′′])v .
(41)
On a ([F ], [F ′′])v = − log |D(F,F ′′)|v, avec D(F,F ′′) =
∏
α∈F,α′∈F ′′(α − α′).
Comme les ensembles F et F ′′ sont disjoints et invariants sous l’action du groupe
de Galois Gal(K/K), on a D(F,F ′′) ∈ K∗. La formule du produit implique
alors
∑
v∈MK
(( [F ], [F ′′] ))v = 0. Un raisonnement analogue donne enfin l’e´galite´∑
v∈MK
(( [F ′], [F ′′] ))v = 0. En sommant (41) sur toutes les places, le Lemme 5.3
donne la formule de´sire´e. 
Pour montrer que les hauteurs hρR et hR coı¨ncident, on utilisera le fait que hR
est l’unique hauteur de Weil, a` une constante multiplicative pre`s, satisfaisant la
formule d’invariance hR ◦R = D · hR.
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Notons que pour chaque sous-ensemble fini F de P1(K) invariant sous l’action
de Gal(K/K), les ensembles R(F ) et R−1(F ) sont finis et invariants sous l’action
de Gal(K/K). On a de plus R∗[F ] = [R(F )] et si F ne contient aucune valeur
critique de R, alors chaque e´le´ment de F a exactement D pre´images par R et donc
D−1R∗[F ] = [R−1(F )].
Etant donne´s des sous ensembles finis F , F ′ de P1(K), invariants sous l’action
du groupe de Galois Gal(K/K), soit F ′′ un sous ensemble fini de P1(K) invariant
sous l’action de Gal(K/K) ne contenant aucune valeur critique de R et tel que
R−1(F ′′) soit disjoint de F ∪ F ′. Alors les birapports
(R∗[F ], R∗[F
′], [F ′′], ρR,v)v = ([R(F )], [R(F
′)], [F ′′], ρR,v)v
et
([F ], [F ′],D−1R∗[F ′′], ρR,v)v = ([F ], [F
′], [R−1(F ′′)], ρR,v)v
sont bien de´finis et la Formule de Transformation implique
([R(F )], [R(F ′)], [F ′′], ρR,v)v = D · ([F ], [F ′], [R−1(F ′′)], ρR,v)v .
Lorsqu’on somme sur toutes les places, la formule (39) donne
hρR(R(F )) − hρR(R(F ′)) = D(hρR(F )− hρR(F ′)).
Ceci implique que la fonction hρR ◦R−D · hρR est constante.
Un raisonnement similaire avec la Formule de Transformation et (40), implique
que si F ′ ne contient aucune valeur critique de R et si R−1(F ′) est disjoint de F ,
alors
hρR(R(F )) + hρR(F
′) = D · (hρR(F ) + hρR(R−1(F ′))).
On conclut que la fonction hρR ◦R−DhρR est identiquement nulle, ce qui termine
la de´monstration du The´ore`me 8.
6.5. Ensembles de Mandelbrot. Notre but est de de´montrer le The´ore`me 5. Rap-
pelons le contexte. On fixe un entier D ≥ 2, et on note Pc(z) = zD + c pour
c ∈ C. L’ensemble de Mandelbrot MD est l’ensemble des parame`tres complexes
pour lesquels l’orbite du point critique z = 0 de Pc est borne´e, i.e. MD = {c ∈
C; |Pnc (0)| = O(1)}.
On introduit alors la famille de mesures suivantes. Pour tout nombre premier
p, on pose ρp = λp. A la place infinie, on de´finit ρ∞ comme e´tant la mesure
harmonique de MD.
Lemme 6.3. La famille ρMD = {ρv}v∈MQ est une mesure ade´lique a` potentiel
Ho¨lder. De plus, pour toute place v, on a ρv = limn→∞D−n∆ log+ |Pnc (0)|.
De´monstration. On montre tout d’abord la seconde assertion. En une place v finie,
on proce`de comme suit. Si |c| ≤ 1, on a |Pnc (0)| ≤ 1 pour tout n donc limn→∞D−n∆ log+ |Pnc (0)| =
0. Lorsque |c| > 1, on ve´rifie par re´currence que |Pnc (0)| = |c|D
n
. Donc ρv =
∆ log+ |z| = λp. A la place infinie, la preuve queG = limn→∞D−n∆ log+ |Pnc (0)|
est la mesure harmonique de MD est comple`tement classique : il faut pour cela
montrer tout d’abord l’existence de la limite et que G est continue ; puis que G = 0
sur MD ; que G est harmonique sur C \ MD ; enfin que ∆G est une mesure de
probabilite´. Tout ceci est explicitement fait dans le cas D = 2 dans [CG, VIII.4],
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et les preuves s’adaptent au cas D ≥ 3 sans modification. De [CG, Theorem 3.2],
on tire enfin le caracte`re Ho¨lde´rien de G. 
On peut donc introduire la hauteur hMD associe´e a` la mesure ade´lique ρMD
de´finie dans le lemme pre´ce´dent. Le The´ore`me 5 est maintenant une conse´quence
imme´diate du The´ore`me 3 et du lemme suivant. Rappelons qu’un parame`tre c ∈
C est critiquement fini, si on peut trouver des entiers distincts n et m tels que
Pnc (0) = P
m
c (0).
Lemme 6.4. Pour tout c ∈ Q, on a hMD(c) = D−1hPc(c). En particulier, pour
un parame`tre c ∈ C on a hMD(c) = 0 si et seulement si c est critiquement fini.
De´monstration. Soit c ∈ Q et soit F l’orbite de c sous l’action du groupe de Galois
Gal(Q/Q). La preuve re´sulte alors du calcul suivant.
hPc(c) = limn→∞
D−nhnv(P
n
c (c)) = limn→∞
D−n|F |−1
∑
α∈F
∑
v∈MQ
log+ |Pnα (α)|v =
= D|F |−1
∑
α∈F
∑
v∈MQ
lim
n→∞
D−(n+1) log+ |Pn+1α (0)|v = D · hMD(c) .
La permutation des signes sommes et du limite se fait sans souci car seul un nom-
bre fini de termes de la somme est non-nuls. Enfin la dernie`re e´galite´ est une
conse´quence du lemme pre´ce´dent et des de´finitions. 
6.6. Continuite´ Ho¨lder. Dans cette partie, nous donnons une preuve du fait suiv-
ant.
Proposition 6.5. Soit R une fraction rationnelle de´finie sur C ou sur Cp pour un
p premier. Alors la mesure d’e´quilibre ρR admet un potentiel Ho¨lder.
Ce fait est classique sur le corps des complexes, et reste valable en dimension
supe´rieure. Nous renvoyons a` [Si, Section 1.7] pour une preuve dans un cadre assez
ge´ne´ral. Nous donnons ici une preuve valable aussi bien dans le cas complexe que
dans le cas p-adique.
De´monstration. Pour fixer les notations, on se place dans le cas p-adique. SoitD ≥
2 le degre´ de R et soit g un potentiel tel que D−1R∗λp − λp = ∆g. La remarque
essentielle est que g induit sur P1(Cp) une fonction lipschitzienne, et que l’on peut
donc trouver une constante C > 0 telle que |g(z) − g(w)| ≤ C · d(z, w) pour tout
z, w ∈ P1(Cp). La fonction R est aussi lipshitzienne pour une autre constante M
que l’on peut supposer strictement plus grande que D. De ρR = limnD−nRn∗λp,
on en de´duit que ρR = λp + ∆g∞ avec g∞ =
∑∞
0 D
−kg ◦ Rk. On choisit N
entier, et on proce`de alors aux estimations suivantes.
|g∞(z)− g∞(w)| ≤
≤
N−1∑
0
D−k|g ◦Rk(z)− g ◦Rk(w)| + sup |g|
∞∑
N
D−k ≤
≤ C1 · d(z, w) (M/D)N +C2 ·D−N ,
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pour des constantes C1, C2 > 0. On choisit alors N de telle sorte que les deux
termes de la dernie`re somme soient e´gaux. On en de´duit que |g∞(z) − g∞(w)| ≤
C3 · d(z, w)κ avec κ = logD/ logM . 
6.7. Un exemple. Soit K un corps de nombres et fixons une place finie v de K
ne divisant pas 2. Etant donne´e une constante C ∈ K de norme |C|v > 1, posons
P (T ) := T 2+C . Pour chaque entier positif n posons Fn = {z ∈ Cv; Pn(z) = z}.
Notons que l’on a hP (Fn) = 0. On va montrer que
([Fn]− ρP,v, [Fn]− ρP,v)v = − n
22n
log
√
|C| < 0 . (42)
Comme ce terme local de la hauteur normalise´e hP est ne´gatif, cet exemple montre
que le proce´de´ de re´gularisation dans la preuve du The´ore`me 6 est en effet neces-
saire.
Le calcul de cette quantite´ peut eˆtre re´alise´ de la manie`re suivante. Pour simplifer
notons ρ := ρP,v, et posons g(z) =
∫
Cv
log |z − w| dρ(z). On ve´rifie que g =
limn→∞ 2
−n log+ |Pn| et en particulier que g ≡ 0 sur Fn. Le Lemme 4.4 implique
alors ([Fn], ρ) = −
∫
g d[Fn] = 0. Du fait que P est unitaire, pour tout z, w ∈ Cv
on a P (z) −w =∏P (wi)=w(z − wi), et on en de´duit que
2 (ρ, ρ) = (ρ, P ∗ρ) = −
∫
Cv
∑
P (wi)=w
log |z − wi| dρ⊗ dρ =
−
∫
Cv
log |P (z)− w| dρ ⊗ dρ = (P∗ρ, ρ).
On verra plus bas que le support de ρ est inclus dans Cv, ce qui explique le fait
que dans le cacul pre´ce´dent l’on puisse remplacer log sup{S,S ′} sur l’espace de
Berkovich par la fonction log |z−w| sur Cv. Comme P∗ρ = ρ, il s’ensuit (ρ, ρ) =
0, et par suite ([Fn]−ρP,v, [Fn]−ρP,v) = ([Fn], [Fn]). Pour calculer cette dernie`re
quantite´ on proce`de comme suit.
Posons r :=
√|C| et
KP = {z ∈ Cp; {|Pn(z)|}n≥0 est borne´e}.
Il est facile de voir que KP est contenu dans la boule ferme´e B(0, r). La pre´image
de cette boule est e´gale a` la re´union des boules B0 et B1, centre´es aux racines
carre´es de C dans Cv et de diame`tre 1. Les boules B0 et B1 sont incluses dans
{|z| = r} et pour tout couple (z0, z1) ∈ B0 ×B1 on a |z0 − z1| = r (on utilise ici
le fait que v ne divise pas 2). D’autre part, si z, z′ sont dans une meˆme boule Bi on
ve´rifie aise´ment que |P (z)− P (z′)| = r|z − z′|.
A tout point z dans KP est associe´ un codage ε(z) = {εi}i≥0 ∈ {0, 1}N de telle
sorte que P i(z) ∈ Bεi pour tout i. Pour tout z, z′ ∈ KP , la distance |z − z′| ne
de´pend donc que du codage de z et z′. Pour ε, ε′ ∈ {0, 1}N distincts, soit k(ε, ε′)
l’entier positif tel que εi = εi pour tout i < k et εk(z) 6= εk(z′). Alors pour z, z′ ∈
KP distincts, on a log |z − z′|/ log r = 1 − k(ε(z), ε(z′)). On montre facilement
que l’application ε : KP → {0, 1}N est un home´omorphisme qui conjugue P au
decalage {εi}i≥0 7→ {εi+1}i≥0. On en de´duit d’une part que ρ est supporte´e sur
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KP , et d’autre part que pour chaque n ≥ 1 l’ensemble Fn est en bijection par
ε avec les suites finies de {0, 1} de longueur n. On a donc ramene´ le calcul de
([Fn], [Fn]) a` un calcul purement combinatoire :
22n([Fn], [Fn]) = −
∑
z 6=z′∈Fn
log |z − z′| = −
∑
ε 6=ε′∈{0,1}n
(1− k(ε, ε′)) log r .
On de´duit (42) de la formule pre´ce´dente par un calcul direct (mais fastidieux).
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