In the paper, the problem of a secondary structure prediction, has been considered. The Logical Analysis of Data has been used as a method for this prediction. The approach has led to relatively high prediction accuracy for certain protein structures, as indicated by the experiments constructed.
popular solution is Monte Carlo method [16, 23] trying to determine the structure which minimizes free energy. Trying to solve protein structure prediction problem, scientists use many methods and algorithms [6, 10, 12, 17, 19, 24] . The most important of them is machine learning approach [15, 20] giving prediction accuracy about 65%. It is interesting because differs from the methods described above in that it emphasizes both: acquiring humanly comprehensible prediction rules and maximizing prediction accuracy. Such tools as machine learning are needed because it is often difficult for humans to perceive patterns in data, even though strong patterns exist. The idea to create a tool to aid working molecular biologists was the main reason to choose new rule-based method -Logical Analysis of Data [4] with its high accuracy [1] . It generates simple and strong rules which could be easy interpreted by the domain expert. Logical Analysis of Data gives impressive results in many fields of science, so it seemed possible that the same accuracy for the problem in question, is obtained. This paper is devoted to a preliminary study of the above approach to the protein structure prediction problem. An organization of the paper is as follows. Section 2 formulates the problem to be solved. Section 3 describes the basic ideas of the Logical Analysis of Data method and elaborates on the details of its implementation in the context of the protein structure prediction. Finally section 4 describes the results of a computational experiment showing high accuracy of the approach considered.
PROBLEM FORMULATION
The goal of the analysis described in this paper is to create a system which allows to receive as the output the protein secondary structure, based on its primary structure being an input, and to find rules responsible for this effect. Cys  C  6 Glutamine  Gln  Q  7 Glutamic acid  Glu  E  8 Glycine  Gly  G  9 Histidine  His  H  10 Isoleucine  Ile  I  11 Leucine  Leu  L  12 Lysine  Lys  K  13 Methionine  Met  M  14 Phenylalanine  Phe  F  15 Proline  Pro  P  16 Serine  Ser  S  17 Threonine  Thr  T  18 Tryptophan  Trp  W  19 Tyrosine  Tyr  Y  20 Valine Val V Based on the protein chain it is easy to create its relevant sequence of amino acids replacing an amino acid in chain by its code in Latin alphabet. As a result a word on the amino acids' alphabet is received. This word can be called a protein primary structure on the condition that letters in this word are in the same order as amino acids in the protein chain are.
A secondary structure of a protein is a subsequence of amino acids coming from the relevant protein. These subchains form in the three dimensional space regular structures which are the same in shape for different polypeptides (proteins). In the analysis, a similar representation for the secondary structures as for the primary ones, has been used. A secondary structure is represented by a word on the relevant alphabet of secondary structures -each kind of a secondary structure has its own unique letter. An alphabet of secondary structures consisting of three different secondary structures has been considered in the analysis. The Logical Analysis of Data is the one of machine learning algorithms. For this reason some examples of a primary and the corresponding secondary structure as a training set are needed to generate rules used for a prediction. These examples were obtained from the Dictionary of Secondary Structures of Proteins (DSSP) [14] . DSSP contains a description of secondary structures for entries from the Brookhaven Protein Data Base [2] . Moreover, it contains data calculated from protein tertiary structures obtained by NMR or X-ray experiments and maintained in PDB. Data gained from DSSP set consist of eight types of protein secondary structures. Usually one can reduce them into three main secondary structures and the same assumption has been made in this study. The following sets of secondary structures have been created: -helix (H) consisting of: "-helix (structure denoted by H in DSSP), 3 10 -helix (G) and B-helix (I); -$-strand (E) consisting of E structure in DSSP;
the rest (X) consisting of structures belonging neither to set H nor to set E.
THE METHOD
As it has been already said Logical Analysis of Data [13] has been widely applied to the analysis of a variety of real life data sets. Making this paper more understandable it is necessary to recall some terms and definitions relevant to LAD approach.
Observation is a n-dimensional vector having as components the values of n attributes. Each observation is accompanied by its "classification", i.e. by the indication of the particular class (e.g. positive or negative) this observation belongs to. Cut point is a critical value along non binary attributes needed for a binarization stage to binarize this attribute. Pattern can be treated as a m-dimensional vector consisting of m binarized attributes. A pattern generated for a particular class is a vector having as components only these attributes of observations for which their values are the same as for at least one observation belonging to the relevant class. One can say that such an observation is covered by a pattern. On the other hand there is not possible to find any observation belonging to the other class for which the value of any relevant attribute is the same as for the considered pattern. Degree of a pattern is a number of dimensions the pattern consists of. It is not possible to use the original method [3, 5, 8, 13, 18] directly for this experiment. The first problem lies in input data representation. Here one has a sequence of amino acids but to use the logical analysis of data approach one should have a set of observations. Each observation has to consist of a set of attributes and all of them should be in a number format. If all of them are written in binary one can resign from the binarization stage but this is not the case here. The next question is connected with a number of decision classes. The original method is designed only for two classes. In this experiment three sets of protein secondary structures have been designed. Because of a complexity of the algorithm of Logical Analysis of Data [9] it is hard to present all aspects of this method. All important phases one can see in Fig. 1 . Below only the main stages of this algorithm and here the most important changes that have been necessary for the use of the logical analysis of data for the protein prediction problem, are described.
Fig. 1. Modified Logical Analysis of Data method's stages and phases

1. Preparation of data
As we mentioned above the first step one has to do, is to prepare a set of observations (based on a protein sequence) to be acceptable by the logical analysis of data algorithm. Making a transformation from a protein sequence to the set of observations one has to assume that the main influence on the secondary structure have amino acids situated in the neighbourhood of the observed amino acid. To fulfill this assumption a concept of windows [15, 21] of length equal to 6 (from the (i ! 1st) to (i + 4th) amino acid, where the considered secondary structure is relevant to the i-th amino acid), is used. This is the smallest number of attributes to be used to change protein chain (assumed in experiments) into a unique set of observations without loosing more than 1% of observations from the considered data set. While by unique, we mean here the fact, that there are no two identical observations belonging to different sets of secondary structures. Below an example is presented, that illustrates the way a protein chain is changed into a set of observations. Let us consider a protein chain called 4pf (in PDB). The first and the last fifteen amino acids in the sequence are shown below:
MKRIGVLTSGGDSPG . . . TIDQRMYALSKELSI For every amino acid the corresponding secondary structure in DSSP is given as follows:
__EEEEEEESS__TT . . . ___HHHHHHHHHHT_ One may change this structure into secondary structures involving three main secondary structures only in the way depicted below:
XXEEEEEEEXXXXXX . . . XXXHHHHHHHHHHXX
At the end of a chain consisting of n amino acids one obtains a set consisting of n observations as illustrated in Table 2 All observations are used to create a learning subset or a testing subset. During a creation of a learning subset one has to exclude the first observation and the last four ones (one has not enough information to learn anything). In the testing set, this exclusion is not important because in a such a situation one can get a decision for an observation without a complete set of attributes, treating missing values as values playing against him. The last step of the preprocessing is to replace in each observation symbols of amino acids (treated as attributes) with numbers representing relevant properties of amino acids. All properties are received from ProtScale service at http://expasy.hcuge.ch/cgi-bin/protscale.pl. During experiment only the physical and chemical properties of the amino acids offered by ProtScale have been taken into account. Originally we considered 54 properties, but after a discussion with domain experts 28 of them have been chosen for the experiment. All of them are listed below. The first 28 properties were used in this study.
2. Binarization stage
A data binarization stage is needed only if data are in numerical or nominal formats (e.g. color, shape, etc.). To make such problems useful for LAD one has to transform all data into a binary format. The simplest non-binary attributes are the so-called nominal (or descriptive) ones. There are 19 cut points that are generated for each attribute. This gives 114 possible cut points used for binarization. They have been used to extract a minimal set of cut points which allowed to binarize all attributes without loosing any observation. It means that after the binarization phase all of observations that belonged to different classes are still different when binary attributes are taken into account. On average, 17 cut points were enough to make classes still unique.
Pattern generation stage
A symmetric definition of positive and of negative patterns leads to symmetric generation procedures. Based on this assumption only a procedure for generating positive patterns is described here. The generation of negative patterns proceeds in a similar way. For the pattern generation stage it is important not to miss any of the "best" patterns. Pattern generation procedure is based on the use of combinatorial enumeration techniques which can follow a "top-down" or a "bottom-up" approach. The top-down approach starts by associating to every positive observation its characteristic term. Such a term is obviously a pattern, and it is possible that even after the removal of some literals the resulting term will remain a pattern. The top-down procedure systematically removes literals one-by-one until arriving to a prime pattern. The bottom-up approach starts with the term that covers some positive observations. If such a term does not cover any negative observations, it is a pattern. Otherwise, literals are added to the term one by one as long as necessary, i.e. until generating a pattern. Pattern generation used in the experiment described in this paper is achieved by a hybrid bottom-up -top-down approach. This strategy uses the bottom-up approach to generate all the patterns of very small degrees, and then uses a top-down approach to cover those positive observations that remained uncovered after the bottom-up step.
The number of terms of degree d over n Boolean variables is 2 d ( A priori knowledge of the monotone character of some variables immediately disqualifies certain patterns from the consideration. In the original method this stage has been called twice. The first time for positive patterns generated for observations belonging to class A, and the second time for negative patterns generated for observations belonging to class B. In the discussed experiments, one has three sets of secondary structures, thus, this stage had to be modified and patterns have been generated six times. Each time an observation from one set of secondary structures played a role of positive examples, the other sets played roles of negative ones. A call for positive observations is repeated three times, each time a different set of secondary structures playing a role of a positive observation. A call for negative observations is also repeated three times but now negative observations consist of the other two sets, respectively. The reason for calling this stage for a class consisting of two sets of secondary structures was to check whether better accuracy for the secondary structure prediction could be obtained if one knew where the relevant secondary structure cannot appear. During the experiments it was not allowed to cover an observation belonging to an opposite class. Patterns have been generated until the whole set of all observations has been covered by at least one pattern. All patterns have been generated using breadth first search strategy (for the patterns of up to degree 4) and depth first search strategy (for other patterns).
4. Classifier construction stage
Before this stage is performed every positive (negative) observation point is covered by at least one positive (negative) pattern, and is not covered by any negative (positive) patterns that have been generated. Based on that it can be expected that an adequately chosen collection of patterns can be used for a construction of a general classification rule. This rule is an extension of a partially defined Boolean function, and will be called below a theory. A good classification rule should capture all the significant aspects of the phenomenon. The simplest method of building a theory consists of defining a weighted sum of positive and negative patterns and classifying new observations according to the value of the following weighted sum: Such a weighted sum will be called a discriminant. The weights of the patterns are chosen in such a way that large positive (negative) values of the discriminant will be indicative of the positive (negative) character of the new observation. The selection process of the subset of the patterns generated for the case of positive patterns is described below. One can assign to each of the generated positive patterns P 1 , P 2 , . . ., P r binary (0-1) variables y 1 , y 2 , . . ., y r with the convention that y k =1(0) means that P k is (is not) in the selected subset. Let us define a jk = 1 if the positive observation point p j is covered by pattern P k , and a jk = 0 otherwise. In order to distinguish p j from the negative points, at least one of the positive patterns covering it must be selected, i.e.
In order to distinguish all the positive points from all the negative ones, the vector (y 1 , y 2 , . . . , y r ) characterizing the selected subset will have to satisfy the covering constraints (*) for all positive observation points p j . In order to produce a small subset of patterns satisfying these requirements we shall solve the following set covering problem:
To increase the discriminating power of the selected subset of patterns each positive point should be covered by several patterns. In order to give preferences to patterns possessing some special properties, the objective function can be replaced by the weighted sum with appropriately chosen weights c k . Weights can be chosen in different ways. The simplest way is to define all |T k |=1, assigning thus equal importance to all the patterns. On the other hand, the number of observation points q k covered by pattern P k can be viewed as an indication of its relative importance justifying the choice |T k | = q k . It can be emphasized even stronger by chosing
A more sophisticated approach to weight selection aiming at the increase the separating power of the discriminant as much as possible, is based on the use of linear programming. The weights are then determined by solving the following linear programming problem:
where
covers p, and is 0 otherwise. Technical parameters for this stage remain unchanged during the experiment as compared with the original approach [13] , but one had to call this stage three times (each time for a different set of secondary structures). In every call one tried to construct the best classifier for a particular structure. The same rule as in the original method: winner takes all, is applied to calculate weights of the three functions describing a structure, each observation belongs to. An interested reader is referred to [3, 13] , for a more detailed description of the Logical Analysis of Data method.
Experiments and results
For experiments the data set of protein chains received from the Dictionary of Secondary Structures of Proteins (DSSP) has been used. Properties of amino acids were taken from the ProtScale (as described in Table 4 ). First four characters denote PDB entry identifier, the fifth character describes a part of the protein chain. For experiments all protein chains from a given PDB entry have been used. During experiments about 20 000 observations have been created. Unfortunately, it has not been possible to generate rules based at the same time on the whole set of observations. One had to create some numbers of smaller sets of observations and rules have been generated for these subsets separately. Output results shown below, present an average accuracy for the secondary structure prediction for all observations. Building observation subsets one wanted to find the strongest rules, thus, one didn't care whether or not observations collected in one subset were derived from one protein chain. Results of the experiments for all three secondary structures and for the sets simultaneously consisting of two classes are shown in Fig. 2 through 4 . Numbers on horizontal axis correspond to the property number as given in Table 3 . Prediction accuracy for structure H is between 18 and 57%, for structure E between 7 and 74% and for structure X between 15 and 69%. Average accuracy for the best property for all three structures is about 55%. Better results have been obtained when patterns have been generated for a class consisting of two secondary structures. In this case the accuracy of prediction exceeded 80%.
CONCLUSIONS
The obtained results are average as compared with other methods for the protein prediction. A comparision has been made with the algorithm based on the Rough Set theory. Results obtained using this method were similar to the results obtained using logical analysis of data and none of the two methods could prove its superiority. The difficulty in getting better results can be situated in a construction of training and testing data sets. Observations used for experiments in one data set should belong to one organism or be responsible for the same function. On the other hand, a positive aspect of the experiment has been an extraction of the set of the most promising amino acids properties. From the set of 54 properties, 5 of them have been extracted which had the most important influence on the created secondary structures. This is a good standpoint for a continuation of the research in this field.
