From a general de nition of nonlinear expectations, viewed as operators preserving monotonicity and constants, we derive, under rather general assumptions, the notions of conditional nonlinear expectation and nonlinear martingales. We prove that any such nonlinear martingale can be represented as the solution of a backward stochastic equation, and in particular admits continuous paths. In other words, it is a g-martingale.
Introduction
A (possibly nonlinear) expectation on a probability space ( ; F; P) is E c] = c; for each constant c: In particular, if E ] is linear, then it becomes a classic expectation under the probability measure de ned by P E (A) = E 1 A ], A 2 F. In fact, there is a one-toone correspondence between the set of linear expectations and that of -additive probability measures on ( ; F). But in the nonlinear case this one-to-one correspondence no longer holds true: a nonlinear expectation can always induce a, generally non-additive, 'probability measure' by P(A) = E 1 A ]. But, in general, a (possibly non-additive) probability measure can not characterize a nonlinear expectation. For example, if E is the classical linear expectation de ned by the probability measure P, and f denotes a strictly increasing continuous function on R such that f(x) = x whenever 0 x 1 , E f X] = f ?1 E f(X)] de nes a non linear expectation (unless f is a linear mapping). But clearly, any such expectation induces the same probability measure, that is P itself: P(A) = E 1 A ] = E f 1 A ].
A nonlinear expectation is said to be ltration-consistent under a given ltration fF t g t 0 if, for each t 0, the corresponding conditional expectation E exists.
A type of ltration-consistent nonlinear expectations, under a Brownian ltration, was introduced in 11], under the name \g-expectation" (see Section 2. for details). These g-expectations can be considered as a nonlinear extension of the well-known Girsanov transformations. It is a nonlinear mapping, but it preserves almost all other properties of the classical linear expectations. For more detailed views on this topic, we refer to 11], 5], 12], or 1] where some special cases are studied in depth, including the y-independent case, which will turn out to be the natural setting behind the present work.
A very interesting problem is: is this notion of g-expectation general enough to represent all \enough regular" ltration-consistent nonlinear expectations? Answering this question is the main objective of the present paper. We will prove in Section 7. that if for a large enough > 0, a nonlinear expectation E ] is dominated by the ' jzj?expectation' E ] (that is, the g-expectation de where N is the set of all P-null subsets. Let T > 0 be a given number. Without loss of generality, in this paper, we always work in the space ( ; F T ; P), and only consider processes indexed by t 2 0; T]. We rst recall the notion of g-expectations, de ned in 11], from which most basic material of this section is taken . We are given a function g: g(!; t; y; z) : ?dy X (t) = g(t; y X (t); z X (t))dt ? z X (t)dB t ; y X (T) = X:
(We refer to 9] for de nitions and basic results about BSDEs; it will be enough here to remember that, provided that g satis es (2.1), there is a unique pair (y X ( ); z X ( )) of adapted processes solving the equation above).
De nition 2. 
Comparing the two above inequalities, we conclude that P(A) = 0.
E -Dominated F-Expectations
From now on, we will somewhat restrict the scope of our study. (4.4) Recall that, when E ] is a g-expectation, (4.4) means that g satis es (2.5). We observe that an expectation E Q ] under a Girsanov transformation dQ dP satis es this assumption.
Our rst result connected to (4.4) will consist in deducing 'E -domination at time t' from (4.1). This will be correctly stated and proved in Lemma 4.4, but we need rst to introduce some new notation. It su ces then to write down again the above reasonning to conclude the existence of a solution of (6.2) on t 2 T ? 2 ; T ? ].
Since is xed, by iterating this method we conclude the existence of a solution of (6.2) on the whole interval 0; T].
We just have now to prove the uniqueness of the solution of (6.2). So, let Y 1 and Y 2 be two solutions. Lemma 6.1 gives then and it is su cient to note that, thanks to (6.12), the constant sup n 4EjY (T)j to conclude that (6.11){(i) and then (using (6.13)), (6.11){(ii) hold true. The lemma is proved.
With the help of Lemma 6.3 above we can now end the proof of the Decomposition Theorem.
Note rst that (6.11){(i) with ( A is increasing, the Theorem is proved.
Inverse Problem: an F-Expectation is a g-Expectation
We are now ready to state our main result, that is to identify any F-expectation to a g-expectation, provided that (4.1) and (4.4) hold. It follows that this g-expectation E g ] coincides with E ] and we are nished.
