We study N = 2 vacua in spontaneously broken N = 4 electrically gauged supergravities in four space-time dimensions. We argue that the classification of all such solutions amounts to solving a system of purely algebraic equations. We then explicitly construct a special class of consistent N = 2 solutions and study their properties. In particular we find that the spectrum assembles in N = 2 massless or BPS supermultiplets. We show that (modulo U(1) factors) arbitrary unbroken gauge groups can be realized provided that the number of N = 4 vector multiplets is large enough. Below the scale of partial supersymmetry breaking we calculate the relevant terms of the low-energy effective action and argue that the special Kähler manifold for vector multiplets is completely determined, up to its dimension, and lies in the unique series of special Kähler product manifolds.
Introduction
The issue of spontaneous partial breaking in theories with extended supersymmetry has long been studied [1] [2] [3] . The case of spontaneous N = 2 → N = 1 breaking in Minkowski vacua is of particular interest due to its phenomenological relevance and the early no-go theorems of [1, 2] . In N = 2 globally supersymmetric theories the no-go theorems could be evaded in the presence of electric and magnetic Fayet-Iliopoulos terms that are not aligned [4, 5] . In supergravity the no-go theorem was circumvented in simple examples by formulating the problem in a symplectic frame in which no prepotential exists for the special geometry of the vector multiplets [6] [7] [8] . Recently, a systematic analysis in N = 2 supergravity with general matter content was carried out [9] [10] [11] using the embedding tensor formalism [12] .
Spontaneous partial supersymmetry breaking in N = 4 gauged supergravity has been much less studied since the original examples were found [13, 14] . Motivated by the fact that the original N = 4 supergravities did not have vacua with non-zero cosmological constant Λ, more general deformations were introduced via a set of SU(1, 1) phases associated to the angles between the semi-simple factors of the gauge group [15, 16] , now known as de Roo-Wagemans angles. In the embedding tensor language, non-trivial de Roo-Wagemans angles correspond to particular non-vanishing embedding tensor components which imply the simultaneous appearance of electric and magnetic gaugings [17, 18] . These additional deformations were seen to allow for vacua with non-zero Λ which can spontaneously break supersymmetry to all N < 4 [13] . The problem of partially breaking N = 4 supersymmetry in Minkowski vacua was then studied [14] , where it was found that one could break to N = 1 and N = 2 supersymmetry, but not N = 3.
More recently, examples of vacua with supersymmetry spontaneously broken to N < 4 have been found and their relation to string theory compactifications have been studied in some detail (see, for example, [19] [20] [21] [22] [23] and references therein), but a systematic analysis of the problem has yet to be carried out. The purpose of this paper is to initiate such an analysis in N = 4 gauged supergravity by solving the supersymmetry conditions for the charges and gaugings that allow for a specified amount of preserved supersymmetry. As a first step, we shall focus on the specific case of spontaneous N = 4 → N = 2 breaking with only electric gaugings.
In ungauged N = 4 supergravity with n Abelian vector multiplets the scalar field space is fixed to be the homogeneous space [16, 24, 25] M = SL(2) /SO(2) × SO(6,n) /SO(6)×SO(n) , (1.1) where the first factor is spanned by the two scalars in the N = 4 gravitational multiplet (the dilaton and axion), while the second factor is spanned by the 6n scalars of the vector multiplets. No scalar potential is allowed and thus all values of the scalar fields correspond to degenerate N = 4 backgrounds.
This situation changes if one considers gauged N = 4 supergravities [16, 17] . For simplicity, we confine our interest to N = 4 supergravity coupled to n vector multiplets transforming in the adjoint representation of an electric gauge group G N =4 .
1 This induces additional couplings and, in particular, a scalar potential V which is characterized by the structure constants of G N =4 . In this case the analysis of possible backgrounds and the amount of supersymmetry they preserve becomes non-trivial. The order parameters of supersymmetry breaking are the scalar parts of the fermionic supersymmetry transformations, which generically depend on the scalar fields and the structure constants f M N P .
Spontaneous N = 4 → N = 2 supersymmetry breaking occurs at points in the N = 4 field space where the supersymmetry transformations of two supercharges vanish (or are proportional to the square root of the cosmological constant) while the remaining two are non-zero. This will impose a set of conditions on the structure constants f M N P , which must also satisfy a complicated set of constraints (termed quadratic constraints in the following) such that the theory itself is gauge invariant and supersymmetric. The supersymmetry conditions are significantly simplified by using the symmetries of the theory and the fact that M is a homogeneous space and therefore we can always choose to perform our analysis at the origin of field space [26] . We shall see that this allows us to find a purely algebraic reformulation of the problem, part of which can be discussed in terms of the representation theory of a solvable Lie algebra. We find that all maximally symmetric vacua of the electrically gauged theory with N = 1 or N = 2 supersymmetry preserved are necessarily Minkowski and that N = 3 vacua do not exist, as was already observed in [14] . We then turn to solving the quadratic constraints, which prove too complicated to solve in complete generality. In order to progress, we impose an additional condition on the f M N P , which holds automatically when the number of vector multiplet n is less or equal than six. It corresponds to a particular choice of gauging which minimizes the mixing between the gaugini and the gravitini in the Lagrangian. Indeed, we shall see that in this case one can arrange for only one N = 4 vector multiplet to contribute to the gravity/Goldstini sector. For this class of gaugings we give the explicit solutions of the quadratic constraints and the unbroken gauge groups when n ≤ 6. Moreover, for arbitrary n we give solutions with an additional set of gaugings (and couplings) turned off. In the appendix we show that if any other solution were to exist, then it would necessarily require the number of vector multiplet to be n > 6.
Well below the scale of the partial supersymmetry breaking m 3/2 one can derive a low-energy effective theory by integrating out the two heavy gravitini together with all other fields which gain a mass of order m 3/2 . This effective theory is an N = 2 supergravity which only contains light (with respect to m 3/2 ) N = 2 multiplets. We observe that all fields come in complete N = 2 supermultiplets with appropriate mass degeneracies. Furthermore, the two heavy gravitini which gain a mass m 3/2 via the super-Higgs mechanism have to be in a single N = 2, spin-Since for the case at hand the first factor of M coincides with the first factor of M SK , we can conclude that the N = 2 vector multiplet field space is given by (1.2).
The rest of this paper is organized as follows. In Section 2 we review the main properties of electrically gauged N = 4 supergravities. In Section 3 we formulate the conditions for supersymmetry preserving vacua, focussing on the case of spontaneous N = 4 → N = 2 breaking. We then present the solution of the N = 2 vacuum conditions for a particular subclass of possible gaugings, leaving the derivations and the discussion of the general case to the appendices. In Section 4 we investigate the structure of the mass terms and their consistency with the unbroken N = 2 supersymmetry. We then discuss the possible unbroken gauge groups and comment on the geometry of the scalar manifold of the low energy effective N = 2 theory. Our conventions and further technical details are gathered in the appendices.
Electrically gauged N = 4 supergravities in D = 4
Let us briefly recall some properties of N = 4 gauged supergravity in four dimensions. The generic spectrum consists of the gravity multiplet together with n vector multiplets. The graviton multiplet contains the graviton g µν , four gravitini ψ i µ , (i = 1, . . . , 4), six vectors A m µ , (m = 1, . . . , 6), four spin-1/2 fermions χ i and two scalars. We label the vector multiplets with the index a = 1, . . . , n and each contains a vector A a µ , 4 spin-1/2 fermions λ ai and 6 scalars. In this paper we only consider theories where the above fields carry charges with respect to the electric gauge bosons. 2 The bosonic Lagrangian for this class of theories is given by [18] e −1 L bos. = 
where R is the Ricci-scalar of the spacetime metric g µν and e = |det g|. The field strengths of the vectors are defined by T with V ∈ SO(6, n) describes a (left) coset of SO(6,n) /SO(6)×SO(n) which is the target manifold of the scalars of the vector multiplets. Similarly, τ ∈ C with Im τ > 0 parametrizes SL(2) /SO(2) which is the target manifold for the two scalars of the gravity multiplet (see Appendix A.1 for further details).
The gauge covariant derivative acting on the vector multiplet scalars is defined as
3)
2 More generally, one could also allow for charges with respect to dual magnetic gauge bosons. Such magnetically gauged theories can be described by means of the embedding tensor formalism [12, 18] . Here, we choose a symplectic frame such that the A where f M N P are the real deformation parameters of the theory (with f M N P = 0 in the ungauged theory). Supersymmetry and closure of the gauge Lie algebra require the f M N P to satisfy the following linear and quadratic constraints [18, 24] 
where the indices are raised and lowered with the SO(6, n) invariant metric
In the formalism used in [18] the f M N P are specific components of the embedding tensor, which is a spurionic matrix of charges. For purely electric gaugings the f M N P are the structure constants of the gauge Lie algebra and the quadratic constraint in (2.4) is the Jacobi identity. Note, however, that not all gauge algebras can occur since the f M N P = f M N L η LP have to be completely antisymmetric. Here, the occurrence of the SO(6, n) invariant metric η M N puts constraints on the possible Lie algebras that can be gauged [18, 24] . 3 In the following we will not initially specify the gauge group, but rather carry out the analysis for arbitrary f M N P . Later, when we discuss a restricted class of solutions for vacua with N = 2 supersymmetry, we shall also be able to determine the possible gauge groups. Finally, the scalar potential is given by
For our analysis we also need the fermionic bilinear couplings, which for the gravitini are [18] 
while the bilinear couplings of the spin-1/2 fermions read
The scalar shift matrices A appearing in (2.7) and (2.8) depend on the vielbein V for SO(6, n) and (V α ) = (V − , V + ) for SL(2) which are defined in Appendix A.1. They are given by
9)
3 In contrast, for a semisimple Lie algebras with structure constants f ab c the Killing form κ ab is nondegenerate and can therefore be used to raise/lower indices. Then f abc = f ab d κ cd would be automatically completely antisymmetric. 4 In Appendix B we will give our spinor conventions and relate the Weyl spinors used here to Dirac spinors which are used frequently in the literature. Also note that in (2.7) we removed factors of i in the mixed terms of gravitini and spin-1/2 fermions given in [18] .
where we again use a double index notation M = (m, a) with m = 1, . . . , 6, a = 1, . . . , n. Indices i, j, k, . . . run from 1 to 4 and will turn out to be SU(4) indices. More precisely, objects with upper/lower indices transform under the 4 and4 of SU(4), respectively, and complex conjugation interchanges upper and lower indices, e.g. (ψ i µ )
* transforms as a4. Note that supersymmetry relates the A-matrices in (2.7) to the scalar potential via the generalized Ward identity [18] 10) with V given in (2.6).
The full Lagrangian L ((2.1) + fermionic terms) is gauge invariant under local gauge transformations of a gauge group which satisfies (2.4). In addition, L has a global G = SO(6, n) symmetry under which the vectors and matter scalars (i.e. the scalars in the vector multiplets) transform in the fundamental representation of SO(6, n) provided that the f M N P transform as a completely antisymmetric rank 3 tensor with respect to SO(6, n). It is in this sense that capitalized indices M, N, . . . are referred to as SO(6, n) indices. Furthermore, L is also invariant under the local (i.e. spacetime dependent) symmetry H = SU(4) × SO(n) acting non-trivially on fermionic fields and matter scalars. Indices a, b, . . . = 1, . . . , n and m, n, . . . are indices with respect to SO(n) ⊂ H and SO(6) ∼ SU(4) ⊂ H, respectively. In addition to H, there is another local U(1) symmetry acting both on fermions and on the vielbein V α of SL(2) /SO(2) by multiplication with phase factors. The representations of the fields with respect to the two groups G and H, as well as the additional U(1) symmetry are summarized in Table 2 .1. Here g ∈ SO(6, n) and h(x) ∈ SO(6) × SO(n), i.e. in particular, matter scalar representatives V are charged with respect to SO(6) ∼ SU(4) ⊂ H.
Since we are interested in vacua with a reduced number of supercharges we need to identify the order parameters of this spontaneous supersymmetry breaking. In a maximally symmetric background they are the scalar parts of the fermionic supersymmetry transformations which depend on the A-matrices and are given by [18] 
(2.11) 5 Here the fields are understood to be background configurations.
Here the supersymmetry parameter ǫ i is a Weyl spinor that forms the right-handed spinor part of a Dirac spinor. It can be decomposed into a product of a spacetime independent (complex) SU(4) vector q i and a Killing spinor η of the spacetime according to ǫ i = q i η. The covariant derivative is then given by
For supersymmetric vacua the background value of the scalar potential V is either zero (Minkowski) or negative (anti-de Sitter).
3 Supersymmetric vacua and partial supersymmetry breaking
Preliminaries
Let us first recall that an N = 4 supersymmetric background is defined by the conditions
for all free indices i, a and for all supersymmetry parameters ǫ i . Using the decomposition ǫ i = q i η introduced in the previous section this translates into
Using that in electrically gauged theories the symmetric matrices (A ij 1 ) and (A ij 2 ) differ only by an overall phase factor, see (2.9), we can immediately conclude that in this class of theories an N = 4 background has
We also observe that by the same token (3.2) implies that in electrically gauged theories any background with at least one preserved supersymmetry is necessarily Minkowski, i.e. V = 0 [14] . 6 We will not investigate N = 4 backgrounds any further here, but instead shift our attention to backgrounds with less supersymmetry. Examples of vacua of N = 4 gauged supergravity with various amounts of preserved supersymmetry have been discussed, for example, in [21, 22] and references therein.
Our goal here is to classify the solution of (3.2) which preserve only two out of the four supercharges in a maximally-symmetric background. Ordinarily, one should first pick a particular N = 4 supergravity theory, i.e. a specific gauging, and then look for solutions of the Killing spinor equations. Rather than take that approach, we shall follow [9] and first specify the vacuum and the amount of preserved supersymmetry, and then use the Killing spinors equations to solve for the embedding tensor components, i.e. the gaugings, that give rise to this vacuum. In this way we are solving the Killing spinor equations to find the theory, rather than the vacuum. To this end, one requires that (3.2) hold for any preserved supersymmetry associated to a supercharge ǫ i = q i η, while for spontaneously broken supersymmetries (3.2) shall not be satisfied. Such a system of equations and inequalities at an arbitrary critical point of the scalar manifold is best solved (for the f M N P ) by using the symmetry to go, without loss of generality, to the origin of the matter scalar manifold, cf. [26] , and, secondly, (by using the residual symmetry) to diagonalize the gravitini mass matrix at such a critical point.
Going to the origin of the matter scalar manifold
We assume that a given consistent electrically gauged theory has a stable scalar vacuum, i.e. a critical point of the scalar potential at some point in the scalar manifold:
Using the G = SO(6, n) symmetry that, in particular, acts on scalar fields according to Table 2 .1 we can transform V SO(6,n) to the unit matrix 1 6+n ∈ Mat 6+n,6+n and, hence, obtain a theory given in terms of redefined fields, new components f M N P and a critical point
This is of help because the shift-matrices in (3.2) evaluated at (3.5) end up being disentangled with respect to certain components of f M N P , as we will see below. The residual symmetry in a theory with vacuum (3.5) is a combination of SO(6) × SO(n) ⊂ G and global H symmetries such that their compositions leave 1 6+n invariant. In contrast, SL(2) is not part of the global symmetry of the Lagrangian and, thus, cannot be used to also transform V SL(2) to the origin 1 2 ∈ SL(2) without loss of generality . Being an on-shell symmetry that maps the system of equations of motion and Bianchi identities onto another such system, general SL(2) transformations would lead to non-electrically gauged theories which (for simplicity) we do not want to consider here. 7 Using the additional local symmetry U(1) ∼ SO(2) of the Lagrangian which acts as in Table 2 .1 both on gravity scalar representatives V α and on fermions, we can bring the gravity vielbein to a form such that V − = 1 / √ Im τ > 0 without loss of generality (see Appendix A.1 for details). This comes at the cost of redefining the fermion fields but simplifies the A-matrices in (2.9), in that V − > 0 becomes an overall scaling factor. As a result, the components of the A-matrices at the critical point (3.5) can be expressed as 6) where G are the 't Hooft matrices, which we review in Appendix A.1. Note that at a critical point (1 2 , 1 6+n ) one has V − = 1.
From the generalized Ward identity (2.10) or the explicit form of the scalar potential given in (2.6) one finds that the scalar potential scales with a factor (V − ) 2 . As a consequence, the Killing spinor equations (3.2) do not depend on V − , i.e. the analysis of partial supersymmetry breaking does not depend on the critical point V SL(2) ∈ SL(2) in the gravity scalar manifold. However, we observe that a generic V SL (2) leads to an overall scaling of all mass terms. Note that it is only upon canonically normalizing the gauge kinetic terms that the mass terms for the vector bosons also scale appropriately. Also recall that for any value of V SL(2) (or τ ) the background potential vanishes and, hence, τ is a flat complex direction of the potential.
Gravitino masses
For all supergravity theories unbroken supersymmetries are in one-to-one correspondence with massless gravitini [3] . Therefore, it will be instructive to first consider mass terms for the gravitini,
An arbitrary symmetric complex matrix (A ij 1 ) can be diagonalized by means of an SU(4) transformation. This is a consequence of the Autonne decomposition [28] : One can always find an S ∈ SU(4) such that i ), and affects the vacuum by an SO(6) ⊂ H rotation moving it away from the critical point (3.5). Of course, the scalar vacuum always remains in the same coset of G/H. We now think of such an H transformation as acting globally and apply its inverse as a G transformation on the vacuum, the f M N P , and the vector bosons. In doing so, one returns to the origin of SO(6, n) and at the same time has a diagonal gravitino mass matrix. Moreover, one now knows the A-matrices in terms of the transformed f M N P . We therefore may assume that, without loss of generality, (A ij 1 ) is of the form (3.8) and the A-matrices are explicitly given as in Appendix C. Inspecting (3.7) we see that the gravitini mass parameters are given by 2/3 · |a 1 |, . . . , 2/3 · |a 4 |.
According to the Killing spinor equations (3.2) (with V = 0 for electric gaugings) one requires for any unbroken supersymmetry labelled by q i a zero diagonal entry of (A ij 1 ) = (A ij 2 ). In contrast, for a broken supersymmetry direction q i it is necessary that the diagonal entries be positive. Furthermore, for each unbroken q i one needs a zero row in matrices (A 2ai j ) for all a. It is apparent from the explicit form of the shift matrices given in (C.1), (C.2) and (C.3) that the f M N P can be chosen in such a way that the Killing spinor equations (and their inequalities) are fulfilled at the critical point (3.5) for any number of preserved supersymmetries. Note that this system of equations and inequalities is linear in the f M N P and, hence, can easily be solved. On the other hand, consistency of the gauged supergravities requires solving the quadratic equations given in (2.4) which we discuss in Section 3.2.3. Note that it is by means of (2.10) that the first equation of (3.2) already implies the other two 8 which means that in principle we need not demand zero rows in (A 2ai j ) since this will follow from a solution of the quadratic constraints. However, solving the constraints is difficult and introducing zero rows in the (A 2ai j ) is a useful measure to simplify computations.
N = 2 vacuum
Let us now turn to our main problem, which is to study spontaneous breaking of N = 4 to N = 2 supersymmetry. For unbroken N = 2 supersymmetry, one generically has
Recall that the vacuum is necessarily Minkowski which implies that the first two eigenvalues of (A ij 1 ) are zero. Before we solve (3.9) let us study the decomposition of N = 4 multiplets in terms of N = 2 multiplets. This is of interest as partial supersymmetry breaking requires massive gravitini to be embedded into massive supermultiplets of the preserved supersymmetry [29] . ], [1] ,
] , N = 2 vector multiplet: Note that there are two distinct N = 2 massive gravitino multiplets, the BPS gravitino multiplet M 2,3/2,BPS and the long massive gravitino multiplet M 2,3/2,m =0 . They differ in that only the BPS gravitino multiplet transforms under a central charge of the supersymmetry algebra in precisely the way that leads to multiplet shortening. BPS gravitini can only occur in pairs as each of them carries a non-vanishing BPS charge which by itself would not be CPT-invariant. This implies that N = 4 cannot be broken to N = 3 with a BPS gravitino multiplet.
The branching rules of the two N = 4 multiplets in terms of massless N = 2 multiplets are as follows
from which we see that in breaking N = 4 → N = 2 the gravity multiplet gives rise to a vector multiplet containing the dilaton and axion in the N = 2 spectrum.
As all degrees of freedom must be embedded into complete N = 2 multiplets, the two heavy gravitini must lie in massive N = 2 supermultiplets. We thus have two options regarding the type of the gravitino multiplet(s). For the situation where the heavy N = 2 gravitini are in non-BPS multiplets one has
where n ′ v counts long massive vector multiplets, n v counts BPS vector multiplets and massless vector multiplets (as they have the same field content) and n h counts BPS or massless hypermultiplets (as they also have the same field content). We use · to denote either massless or BPS multiplets. Inserting the spectrum (3.10)-(3.12) one finds the consistency conditions
Thus in this case there have to be at least three N = 4 vector multiplets in the spectrum, i.e. n ≥ 3. In this minimal case with also n ′ v = 0 there are, apart from the N = 2 gravitational multiplet and the two heavy gravitino multiplets, one massive or massless hypermultiplet after the symmetry breaking.
In case that the heavy N = 2 gravitini are contained in a BPS multiplet one has
with the consistency conditions 17) and thus there has to be at least one N = 4 vector multiplet in the spectrum, i.e. n ≥ 1. In this minimal case with n ′ v = 0, one finds after the symmetry breaking the N = 2 gravitational multiplet, the BPS gravitino multiplet, and two massless/BPS vector multiplets. Note that according to equations (3.15) and (3.17) the case with two long massive gravitino multiplets M 2,3/2,m =0 , relative to the BPS case, yields one fewer hypermultiplet and four fewer vector multiplets in the spectrum.
The linear conditions
In this section we first solve the linear N = 2 conditions (3.9) and then embark on solving the quadratic constraints (2.4). While the linear equations can easily be solved, it is hard to find the general solution for the quadratic constraints.
Let us first focus on the zero entries in A 1 (= A 2 ). Using the explicit form given in Appendix C one easily finds that only four of the f mnp can be non-zero and they depend on only two parameters which we denote by c and d. More precisely one finds 
where as pointed out before µ 2 ≥ µ 1 is chosen without loss of generality. Let us now turn to the last set of equations in (3.9) and solve the system of linear equations for the shift matrices (A 2ai j ). Using (C.2) and (C.3) the potentially non-trivial components of f amn turn out to be 20) while f a1n = f a4n = 0 for all a and n. Thus, for any a, the matrix A 2ai j is non-trivial only in its lower right block and given by
This concludes our analysis of the linear equations arising from the Killing spinor equations (3.9). Let us now turn to the quadratic constraints.
Partial solution of the quadratic conditions
In order to ensure that a given choice of gauging is consistent with supersymmetry and gauge invariance of the Lagrangian, we need to impose the quadratic constraints (2.4) [12, 17, 18] . However, in practice it is difficult to solve these constraints in general and we will have to make much use of their symmetry properties. For instance, (2.4) are SO(6, n) tensor equations and it will prove crucial to exploit all the symmetries.
Let us first look at the component (M, N, P, Q) = (m, n, p, q) = (1, 2, 4, 5) of the quadratic constraints (2.4) and insert (3.18 ) to arrive at
Since c = 0 is inconsistent with the gauge choice of (3.19), we need to have d = 0 and c < 0. This in turn implies a first result, namely that the two heavy gravitini have to be degenerate in mass m 3/2 := [14] .
In order to proceed, it is necessary to make some simplifying assumptions. By inspection, one finds that for g a = 0 the equations simplify considerably and therefore some of them can be solved. On the other hand, the g a = 0 case is much more involved and solutions -should they exist -would have to be more sophisticated, as we point out in Appendix D.1.2. In what follows we will therefore assume that g a = 0, which also implies e a = 0 due to the quadratic constraint for (M, N, P, Q) = (b, n, p, q) = (b, 2, 4, 6). This choice corresponds to turning-off certain components of the A-matrices and minimizes the coupling between gravitini and gaugini in the Lagrangian (2.7). Indeed, we shall see later that with this choice it is only the "first" N = 4 vector multiplet that contributes to the gravity/Goldstini sector. The fact that it is the components g a = f a26 = f a35 = 0 and e a = f a25 = −f a36 = 0 that allow for this simplification is due to our particular SU(4) gauge choice for which gravitini remain massless (3.9), suitably translated into SO(6) indices using the 't Hooft matrices (see (A.1)).
Let us now consider the quadratic constraint (M, N, P, Q) = (m, n, p, q) = (2, 3, 5, 6). Inserting (3.18) and (3.20) we find
i.e. at least one f a must be different from zero. This implies (via (3.21)) that (A 2ai j ) has non-zero entries and from (2.7) and (2.8) we see that additional fermionic couplings have to be non-zero and related to the gravitino mass. As we will see in Section 4.1, (3.24) is necessary for the super-Higgs mechanism and the appropriate couplings of the Goldstone fermions to the gravitinos. In order to simplify the analysis we use an SO(n) transformation that leaves the origin invariant and choose f a = c δ a7 which obviously solves (3.24). The quadratic constraints (M, N, P, Q) = (b, n, p, q) then imply
In Appendix D.2 we list the remaining non-trivial quadratic constraints. A subset of them, (D.67a) -(D.67u), can be written in terms of the antisymmetric real (n−1)×(n−1) matrices
and
which satisfy
where H ± = G 4 ± G 7 and with the remaining commutators all vanishing. (3.27) defines a Lie bracket on the 7-dimensional real vector space spanned by abstract elements {G 1 , G 2 , G 3 , G 5 , G 6 , H + , H − } and it can be checked that the Jacobi identities are satisfied.
Note that G 1 commutes with all other elements and thus we have a real 7-dimensional Lie algebra g which decomposes into a sum of two ideals,
spanned by G 1 and {G 2 , G 3 , G 5 , G 6 , H + , H − }, respectively. It can be further checked that s is a solvable Lie algebra of dimension 6. 9 The problem of finding solutions to the quadratic constraints (D.67a) -(D.67u) is now equivalent to finding antisymmetric finite-dimensional representations of g. One obvious class of solutions is given by
and an arbitrary, antisymmetric H + that commutes with G 1 . In this case one has G 4 = G 7 . In Appendix D.2.1 we will prove that no other solution exists. Our proof is based on Lie's theorem concerning complex representations of complex solvable Lie algebras.
The remaining equations (D.67a) to (D.68c) to be solved now simplify to
Note that the gravitino mass parameter c has disappeared from the equations. Unfortunately, it is still hard to solve these equations in generality for any given integer n.
Let us first consider G 1 = G 4 = 0. In this case the only remaining non-trivial equation is fãbc fdẽã + fãbẽ fcdã − fãbd fãcẽ = 0 , (3.31)
which tallies with the Jacobi identity in the adjoint representation of the compact form of a reductive Lie algebra of rank (n − 1) when expressed in an appropriate basis. Based on the classification of simple Lie algebras, solutions to (3.31) are well-understood. As we will see in Section 4.2, when exponentiated this gives rise to a compact reductive Lie group that leaves invariant the vacuum of the theory and, hence, corresponds to the unbroken gauge group. Now we turn to the case of non-trivial G 1 and G 4 . In Appendix D.2.2 we will solve (3.30a), which in matrix notation reads
Here we will only explain the result. The solution of this SO(n−1) tensor equation could be given in terms of SO(n − 1) representatives of an orbit of solutions. However, as it is also an O(n − 1) tensor equation, it is more convenient to give its solution in terms of O(n − 1) representatives, up to an additional simple reflection, so as to obtain this gauge by a SO(n − 1) rotation. Regardless of this subtlety our gauge choice proves useful in the following analysis. One finds that the most general solution consists of simultaneously block-diagonal G 1 and G 4 with blocks that square to a matrix proportional to the identity of the block. The explicit form of G 1 and G 4 in our gauge is given as follows: First of all, we have
where
. .) is a diagonal matrix with ordered positive eigenvalues x 1 > x 2 > . . . > 0 and ε is the antisymmetric 2 × 2 matrix with ε 12 = 1; the zeros in (3.33) denote zero matrices of appropriate dimensions. Then, we have
where A is an antisymmetric matrix (of the same matrix dimensions as
and D ′ is another invertible diagonal matrix. Furthermore, we show in Appendix D.2.2 that both D ⊗ ε and A are block-diagonal. Furthermore, as a result, we list the four different types of blocks that can appear in Table 3 .1. . Similarly, the label j is associated to subblocks in G 4 with eigenvalues −y
is a diagonal matrix with eigenvalues ±y ij and φ ijk ∈ (0, π/2). Finally, k labels different possible angles φ ijk .
We will now solve the tensor equation given in (3.30b). For a given G 1 , these equations are linear in fãbc and can easily be solved for the latter in the gauge (D.72). Before we state the result, we introduce some index notation in that we distinguish SO(n−1) indices a,b, . . . depending on whether or not they correspond to non-zero or zero blocks in G 1 : Components of non-zero 2 × 2 blocks shall have subindices, e.g.ã 1 = 1, 2, indicating the block they belong to. On the other hand, components associated to the zero block in G 1 shall be denoted byã 0 . Furthermore, we introduce matrices
whereb 1 ,c 2 run over all indices associated to blocks with x 1 in G 1 . The solution of (3.30b) is given in terms of three classes of potentially non-trivial components fãbc. First,
can be arbitrary; then one finds
for a symmetric matrix S (x 1 ) and an antisymmetric A (x 1 ) ; finally components fã 1b2b3 are given in terms of two real numbers,
Unfortunately we are unable to solve equations (3.30c) and (3.30d) in full generality. We will therefore proceed by discussing certain special solutions of them (still in the case g a = 0).
Special solutions
We will discuss two special classes of solutions to the equations given in (3.30a) to (3.30d). First we will give all solutions in the case of n ≤ 6, and secondly we construct special but physically non-trivial solutions that work for any n ∈ N .
Solutions for n ≤ 6
In Appendix D.1.2 we show that for n ≤ 6 consistency requires g a = 0. As a consequence, the equations to be solved are precisely the ones in (3.30a) to (3.30d). As in (3.33), we will bring G 1 to the following gauge
for n = 6 with m 1 , m 2 ∈ R, or to obvious truncations of (3.40) to matrices in Mat n−1,n−1 for n ≤ 5. As discussed in Appendix D.2.2, we distinguish between the following two cases: Given that matrices (G 1 ) 2 and (G 4 ) 2 have four nonzero degenerate eigenvalues each (which can only happen for n ≥ 5), G 4 can be written as
for n = 6 or its obvious truncation in the case of n = 5, while otherwise we can write
for n = 6 or truncations thereof for n ≤ 5. Here, we introduced n 1 , n 2 ∈ R and φ ∈ [0, π/2]. Note that the dimension of the matrices G 1 and G 4 being smaller than 6 does not allow for non-trivial deformation components of the kind given in (3.39). However, in general we will find components as in (3.37) that, as we will see, correspond to the structure constants of the unbroken gauge Lie algebra, as well as components as in (3.38) that in some cases for n = 6 are required to be non-trivial.
We state the result for n ≤ 5 in terms of representatives of SO(n − 1) orbits in Table 3 .2. In anticipation of phenomenological aspects to be discussed in Section 4, we also list some physical properties for the consistent solutions. Note that for n ≤ 4 consistency is trivially given. Furthermore, in the case of n = 5 one cannot have m 1 , m 2 = 0 which excludes solutions of the type (3.41).
n non-trivial components N = 2 multiplets unbroken gauge group Table 3 .2: Consistent electric gaugings with N = 2 vacuum for n ≤ 5. Explanations are given in Section 3.3.1. We also always have the N = 2 gravity multiplet M 2,2,0 and the N = 2 BPS gravitino multiplet M 2,3/2,BP S of mass |c|. For brevity for n ≥ 4 we do not list the N = 2 spectrum (the . . .). Note that here for convenience we set V − = 1.
The result for n = 6 is given in terms of SO(5) gauge representatives in Table 3 .3.
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We observe that consistent solutions may still have non-trivial deformation spaces.
10 There exist also solutions that are obtained from the ones given in Table 3 .3 by a reflection
with sin φ = 0 with m 2 1 = f125 f345
with cos φ = 0 with m
+ 2 cot φf245 f345 Table 3 .3: Consistent electric gaugings with N = 2 vacuum for n = 6. Explanations are given in Section 3.3.1.
3.3.2 Special solutions with g a = 0 and G 1 = 0 for arbitrary n ∈ N A class of special solutions with g a = 0 for arbitrary n is obtained by setting G 1 = 0 which drastically simplifies the equations (3.30a) to (3.30d). Similarly to the discussion for general G 1 in Section 3.2.3, we can write G 4 as analogous to the one given in terms of the (a priori) non-trivial components in (3.37), (3.38), and (3.39). For general such components, it is still hard to solve the last equations (3.30d). However, an interesting class of solutions is obtained after setting all but fã 0b0c0 to zero since then (3.30d) is just the Jacobi identity (3.31) for the gauge Lie algebra with structure constants fã 0b0c0 ∈ R. As stated above many non-trivial solutions to these equations are known, each of which corresponds to a compact reductive group G. As we will see in Section 4.2 in those cases the unbroken gauge group that leaves the vacuum invariant is
Finally, anticipating the discussion of mass terms, we list the N = 2 spectrum for such solutions in Table 3 .4. Table 3 .4: N = 2 multiplets in the matter sector for the solutions in Section 3.3.2. In the gravity sector one has the N = 2 gravity multiplet M 2,2,0 , the N = 2 BPS gravitino multiplet M 2,3/2,BP S of mass |c|, and two more N = 2 vector multiplets M 2,1,0 . The consistency condition given in (3.17) is fulfilled with n ′ v = 0, i.e. no non-BPS massive vector multiplets. Furthermore, note that for blocks with y i = |c| one obtains massless hypermultiplets. This is of interest because together with massless vector multiplets these give rise to a non-trivial geometry of the scalar manifold in the effective N = 2 theory.
Aspects of the N = 2 low-energy effective theory
In an N = 2 vacuum of N = 4 supergravity the low-energy effective theory should be consistent with N = 2 supersymmetry. In particular, we will show that the various fields can be consistently embedded into complete N = 2 multiplets. We will then discuss the unbroken gauge group and, finally, we will comment on the effective Lagrangian below the scale of partial supersymmetry breaking. Bearing in mind that we have not yet fully solved the quadratic constraint equations, we will start generally but then restrict ourselves to the solutions with g a = 0.
Mass terms in the gauged theory
The fermionic mass terms of the theory emerge from the fermion bilinears given in equations (2.7) and (2.8) after evaluating the A-matrices at the critical point (3.5). By construction, the gravitini mass matrix is diagonal and its two non-zero eigenvalues are given by (3.23) . Masses for vector bosons arise from the gauge-covariant derivative acting on the scalar fields. At the same time, the mixed couplings of vector bosons and scalar fields single out the pseudo-Goldstone fields that provide the longitudinal polarization of massive vector bosons. In the case of electric gaugings the scalars in the gravity multiplet are neutral (D µ M αβ = ∂ µ M αβ ) and thus the pseudo-Goldstone fields can only arise from the scalars of the vector multiplets. Using (2.3) together with all the information about the f M N P obtained in the previous section, the gauged kinetic term of those scalars yields
where we introduced a symmetric and positive semi-definite matrix (O ab ) ∈ Mat n,n with components
The . . . in (4.1) denote couplings of vectors and Goldstone bosons. Note that in (4.1) the terms mixing A µm and A µb are absent due to the quadratic constraints (b, m, n, p) for m, n, p ∈ {2, 3, 5, 6}.
Before reading off the masses of the vector bosons one has to canonically normalize their kinetic terms in (2.1). To this end, we redefine A ′µM = √ Im τ A µM , for a given background value τ , which amounts to scaling all mass terms in (4.1) by a factor of 1/ Im τ as required by supersymmetry, cf. Section 3.1.1. It is then apparent that only four gauge bosons (A µ2 , A µ3 , A µ5 , A µ6 ) of the gravity multiplet become heavy and, due to (3.24), (D.11), their masses are degenerate and equal to the gravitino mass (3.23):
Thus, an N = 2 vacuum with two non-BPS gravitino multiplets would require at least four vector multiplets (i.e. n ≥ 4), as in this case eight massive vector bosons are contained in the two gravitino multiplets (3.12). Eventually, the symmetric mass matrix (O ab ) will be diagonalized by means of an SO(n) transformation and being positive semi-definite it will give rise to well-defined mass terms. Note that for the solutions discussed in Section 3.3 we always have g a = e a = 0 and G 2 = G 3 = G 5 = G 6 = 0 and the above expressions are much simpler.
In order to analyze the potential (2.6) in a neighborhood of the origin of the scalar manifold, we employ the following chart
are the non-compact generators of the coset space associated to the vector multiplets. We can then express the scalar kinetic term as
As this kinetic term is canonically normalized, we can identify the coordinates φ ma with the scalar degrees of freedom. Geometrically, these can be interpreted as fluctuations in SO(6, n)/[SO(6) × SO(n)] around the critical point (3.5). It turns out that in the case of electric gaugings the two scalars of the gravity multiplet remain massless. Therefore, in an infinitesimal neighborhood of the origin where higher-order interactions are negligible, the scalar manifold of the gravity multiplet remains unaffected and thus can be ignored in what follows. Up to cubic terms, one finds:
Note that the absence of linear terms in (4.6) is a necessary condition for metastability. Furthermore, the fact that the cosmological constant vanishes is due to the quadratic constraint (D.11), as we have seen earlier.
Now that we know all mass terms we can check the super-Higgs mechanism that is required by partial supersymmetry breaking. First, we will consider the gravity/Goldstini sector, and secondly, we will discuss the matter sector. As a result, we will also show that the vacuum solutions are metastable, as required by the preserved N = 2 supersymmetry. We will restrict ourselves to the case g a = 0, which as we have seen in Section 3.2.3 implies e a = 0 and G 2 = G 3 = G 5 = G 6 = 0. For such solutions the potential simplifies to
where as before we denote the potentially non-trivial embedding tensor components by fãb m for SO(n − 1) indicesã,b, etc.
Gravity/Goldstini sector
In the gauge where f a = c δ a7 it is only the "first" N = 4 vector multiplet that contributes to the gravity/Goldstini sector. After canonically diagonalizing the kinetic terms of the fermions by means of the field redefinition χ ′i = 1 √ 2 χ i we find that the fermionic mass terms in this sector read
where the would-be Goldstino combinations eaten by the massive gravitini arē
The mass terms for the spin-1/2 fermions χ
are absent in (4.8) and thus these fermions are massless. As in [30] , mixed terms involving both a gravitino and a spin-1/2 fermion can be removed by means of the following gravitino shifts
AḂ µη
yielding additional contributions to the mass matrix of the spin-1/2 fermions. As a result, their mass terms read
where the mass matrices M (±) are given by
and both have eigenvalues 0 and 1. In fact, the two zero eigenvalues give rise to two massless helicity-1/2 fermions to be identified as the would-be Goldstini associated to the broken supersymmetry. On the other hand, one finds two spin-1/2 fermions of mass |c| that together with the two massive gravitini fit into the N = 2 BPS gravitino multiplet.
As to the bosons in this sector, (4.1) shows that the only massive vectors are A Finally, all eight scalars of this sector are massless, as can be seen from (4.7), four of which are to be interpreted as the would-be Goldstone bosons. In an infinitesimal neighborhood around the critical point these fluctuations are described by φ 27 , φ 37 , φ 57 , φ 67 .
11 From now on we will drop the overall scaling factor of V 2 − .
To conclude, we have shown that the fields in the massive BPS gravitino multiplet all have the same mass, consistent with N = 2 supersymmetry. Furthermore, in the gravity/Goldstini sector the N = 2 gravity multiplet and the massive N = 2 BPS gravitino multiplet are accompanied by two massless N = 2 vector multiplets, which are the remnants of the minimal N = 4 multiplets required for spontaneous partial supersymmetry breaking to N = 2. N = 2 multiplets mass squared M 2,2,0 gravity 0 M 2,3/2,BP S BPS gravitino c 2 2 × M 2,1,0 vector 0 Table 4 .1: Gravity/Goldstini sector of the N = 2 spectrum.
Matter sector
The mass squared matrix for vector bosons A µã defined in (4.2) now reads 
where x, y ∈ R, one finds l vectors of mass squared x 2 + y 2 .
Using the explicit expression given for the A-matrices in (C.4) the mass terms (2.8) for the fermions λ 1ã , λ 2ã are given by
with
Thus, their mass squared matrix
is also diagonal by virtue of the quadratic constraints (D.71). Similarly, the mass terms for λ 3ã , λ 4ã in (2.8) are given by
The corresponding mass squared matrix reads
As in (4.14), it can be shown that for each block in G 1 and G 4 the eigenvalues are
with degeneracy l each.
We can read off the mass terms for the scalar fields φ 1ã , φ 4ã directly from (4.7),
(4.23)
Obviously, for the trivial block in G 1 and G 4 with x, y = 0 one obtains (2l) massless scalars. On the other hand, for each block with x = 0 or y = 0, l = 2l ′ has to be even and the eigenvalues of Z turn out to have (2l ′ )-fold degenerate eigenvalues
The zero eigenvalue set precisely corresponds to the would-be Goldstone modes eaten by the (2l ′ ) vector bosons that become massive. Finally, the mass terms for the remaining scalars φ 2ã , φ 3ã , φ 5ã , φ 6ã turn out to be 25) where the mass squared matrices are precisely V V † . As a result, one has (2l) scalars for each mass in (4.21). It is then clear that all masses-squared are positive and therefore metastability is guaranteed, as required for a supersymmetric theory with Minkowski background. Furthermore, one finds that all degrees of freedom in the matter sector fit into complete N = 2 supermultiplets. The resulting N = 2 spectrum is summarized in Table 4 .2. Note that blocks in G 1 and G 4 with x = 0 and |y| = |c| give rise to massless N = 2 hypermultiplets.
BPS multiplets
So far in the discussion of mass terms we have only shown that all fields fit into complete N = 2 multiplets. In particular, according to our assignments in Tables 4.1 and 4.2 all massive fields lie in BPS representations. In the generic case where the masses of the various N = 2 superfields are all different, the above assignments are obviously correct. Table 4 .2: Matter sector of the N = 2 spectrum. The matrices G 1 , G 4 ∈ Mat n−1,n−1 are simultaneously block-diagonal with non-trivial blocks of the type given in Table ( 3.1) or zero blocks.
However, in the case of mass degeneracies between various short N = 2 superfields one should exclude the case where short multiplets combine in order to form long multiplets. In fact, in what follows we will show that in the case of g a = 0 all massive fields have to be in BPS representations and that no long N = 2 multiplet can occur in this superHiggs mechanism. To this end we will study the crucial parts of the supersymmetry transformations of the bosonic fields that we take from [24] . 12 It suffices to analyze the supersymmetry transformations of the massive bosons.
We first consider the massive vectors A . While massive scalars are not present in the gravity/Goldstini sector, we will now inspect the transformations of the four Goldstone bosons that provide the longitudinal polarization of the massive vector bosons. In an infinitesimal neighborhood of the origin these fluctuations are described by the scalars φ 27 , φ 37 , φ 57 , φ 67 . Using the explicit chart (4.4) of SO(6, n) one finds 27) which when evaluated at the origin can again be expressed in terms of the 't Hooft matrices as
In particular, we find that the Goldstone bosons φ 27 , φ 37 , φ 57 , φ 67 transform under N = 2 into fermions λ 73 , λ 74 . As a result, the massive bosons of the gravity/Goldstini sector transform into the massive fermions of the same sector. Note that the gravitino shifts in (4.10) also only involves the aforementioned fermions.
Next, we will analyze the supersymmetry transformations of the bosonic fields in the matter sector. The supersymmetry transformations of the massive vectors Aâ µ evaluated at the origin are given by
As a consequence, restricting the transformations to N = 2 one finds that each massive vector boson Aâ µ rotates into the gaugini λâ 1 and λâ 2 but not into λâ 3 and λâ 4 . Furthermore, as we discussed below (4.22), the associated Goldstone bosons are accompanied by massive scalars. Infinitesimally, all of them are described by linear combinations of the scalar fields φ 1â and φ 4â . Their transformations can be read off from (4.28). Owing to the fact that [G m ] ij for m = 1 or m = 4 is block-diagonal, one finds that under N = 2 supersymmetry transformations the scalars φ 1â and φ 4â only rotate into fermions λâ 1 and λâ 2 . In particular, this also shows that neither the would-be Goldstone combinations nor the massive scalars in (4.22) transform into λâ 3 and λâ 4 . Furthermore, it is worth mentioning that neither Aâ µ nor the massive scalars in (4.22) transform into the spin-1/2 fermions in the gravity/Goldstini sector given in (4.11), let alone into the massive gravitini. Finally, the only remaining potentially massive bosons are the scalars φ 2â , φ 3â , φ 5â , φ 6â in (4.25). As can again be seen from (4.28), they only transform into fermions λâ 3 , λâ 4 and never into λâ 1 , λâ 2 , let alone into fermions of the gravity/Goldstini sector.
We can now conclude that all massive N = 2 supermultiplets have to be BPS multiplets. The argument goes as follows: We found that the massive fields in the gravity/Goldstini sector and the massive fields in the matter sector are not related by supersymmetry transformations acting on the bosonic fields. This implies that the massive fields in the gravity/Goldstini sector have to lie in a BPS gravitino multiplet as massive long gravitino multiplets can never be decomposed into two non-trivial sets of bosons and fermions such that within each set the bosons only mix into the fermions, respectively. This follows from the construction of supermultiplets as representations of the Clifford algebra. Furthermore, by the same token, the remaining massive vector bosons have to be in N = 2 BPS vector multiplets.
Unbroken gauge group
We shall now investigate the unbroken gauge group at the N = 2 critical point, i.e. the group that leaves the scalar vacuum configuration for consistent electric gaugings with g a = 0 invariant. First, we note that the critical point in SL(2)/SO (2) is not affected by gauge transformations. However, on the scalar matter fields a generic gauge transformations parametrized by a gauge parameter θ P acts as 30) and, in particular, the coset representative of the origin of SO(6, n)/[SO(6) × SO(n)] transforms as
In demanding invariance of the origin under (4.31), the gauge parameters are restricted to the ones with θ m = 0 for m = 2, 3, 5, 6, and θã = 0 for each massive vector boson Aã µ , the latter of which requires a non-zero block in G 1 or G 4 . Gauge transformations of vector fields read [12, 18] δA
where one has
Using our knowledge of certain embedding tensor components in the case of g a = 0 one can compute the gauge transformation for the massless vector bosons, which in this section we will denote as A µā so as to distinguish them from massive vectors A µâ . While we dropped the˜above indices,ā andâ are still understood as SO(n − 1) indices. One finds (1) 3 . On the other hand, the embedding tensor components fābc amount to the structure constants of the gauge Lie algebra associated to the massless vector bosons A µā . In fact, as already pointed out in the simple case of (3.31), the quadratic constraints for (b,c,d,ē) are simply the Jacobi identity fābc fdēā + fābē fcdā − fābd fācē = 0 , (4.35)
that gives rise to a gauge Lie group G N =2 . Its dimension equals the number of massless vector bosons (≤ n − 1). If n is sufficiently large, any compact reductive Lie group can be chosen in order to satisfy (4.35). As a result, the full unbroken gauge symmetry is
On the other hand, it is important to note that there is an additional set of constraints on the components fābc coming from the quadratic equations for (b,c,d,ê):
As we have seen in Section 3.3, it is not always possible to set all fābĉ (i.e. the components given in (3.38)) to zero such that (4.37) is trivially satisfied. However, we have already shown in Section 3.3.2 that consistent examples exist for any given compact reductive Lie group G N =2 .
Scalar manifold in the effective theory
Below the scale of supersymmetry breaking m 3/2 we may integrate out heavy particles and, in doing so, arrive at an N = 2 supersymmetric effective action. We are particularly interested in the geometry of the scalar manifold of this effective action. As before, we will consider the case of electric gaugings with g a = 0. In the limit where momenta p ≪ m 3/2 can be neglected, the equations of motion for the massive vectors are purely algebraic and can be solved for the massive vector bosons since their mass terms are automatically diagonal, as we discussed in Section 4.1.2. One finds
for each n ∈ {2, 3, 5, 6} and massive vectors with indexb. When inserted back into the Lagrangian and using our knowledge about certain embedding tensor components, the scalar kinetic term yields
Using the chart (4.4) one finds
where O (massive) is the truncation of (4.13) to an invertible matrix obtained after deleting all its zero rows and columns, and similarly, Z (massive) is the analogous truncation of the mass matrix Z defined in (4.23). Note that kinetic terms for the Goldstone modes φ m7 for m = 2, 3, 5, 6 are absent in (4.40) as these scalars have been eaten by the massive vector bosons A µm for m = 2, 3, 5, 6. Moreover, the same diagonalization scheme of Section 4.1.2 also diagonalizes the kinetic terms of the scalars φ 1â and φ 4â associated to massive vectors with indicesâ. As before, the zero eigenvalues of Z (massive) ensure that the kinetic terms of the Goldstone modes in the matter sector vanish (again the Goldstone modes are eaten by the vector bosons A µâ that acquire mass). On the other hand, its nonzero eigenvalues are such that the remaining kinetic terms are canonically normalized, which justifies the mass assignment in Section 4.1.2.
Let us now summarize the dynamical degrees of freedom in an infinitesimal neighborhood of the origin. The scalars φ mã for m = 2, 3, 5, 6 lie in light (with respect to m 3/2 ) N = 2 (BPS) hypermultiplets, while φ 17 and φ 47 and the two scalars of SL(2)/SO(2) lie in the two massless N = 2 multiplets that descend from the gravity/Goldstini sector. The scalars φ 1ā , φ 4ā form N = 2 massless vector multiplets, while the non-Goldstone modes of the φ 1â , φ 4â belong to N = 2 BPS vector multiplets. Note, however, that in the effective theory below the scale of partial supersymmetry breaking m 3/2 , all scalars (and their supersymmetry partners) with masses larger than m 3/2 should also be integrated out.
As the scalars of SL(2)/SO(2), described by τ , are moduli that lie in a massless N = 2 vector multiplet, the SL(2)/SO(2) factor of the N = 4 scalar manifold descends without change to the scalar field space of the massless N = 2 vector multiplets in the low-energy theory. If the number of these vector multiplets is (k + 1), we conjecture that the vector multiplet field space of the N = 2 low-energy theory is the following product of coset spaces,
which is known to be the only series of special Kähler product manifolds including a factor of SL(2)/SO(2) [27] .
Moreover, since we only analyze the potential to quadratic order, we can only infer that the moduli space is a submanifold of (4.41). To see this explicitly, one should reconstruct the metric of the scalar manifold order by order (due to the power expansion of the exponential map in (4.4)). As we saw in Section 3.3.2, it is also possible to have light or massless hypermultiplets, in which case N = 2 supersymmetry requires the field space to be quaternionic Kähler. However, a complete analysis of the scalar geometry is beyond the scope of this paper.
Conclusion
We have studied N = 2 vacua of gauged N = 4 supergravity theories focussing on the class of theories with only electric gaugings i.e. vanishing de Roo-Wagemans angles. We reviewed the early result that in such an electrically gauged N = 4 theory, vacua which preserve N = 1, 2 or 4 are necessarily Minkowski and that N = 3 vacua do not exist. Following the observation in [26] , we discussed in detail how the homogeneity of the scalar manifold and the symmetry of the Lagrangian allows one to carry out the analysis of the gravitino mass matrices and supersymmetry conditions at the origin, which leads to significant simplifications when studying supersymmetry breaking.
In order to construct explicit solutions with spontaneous partial supersymmetry breaking, we then focussed on N = 2 vacua. We discussed the possible branching rules for N = 4 supermultiplets, showing that it was possible to have an N = 2 spectrum with one short massive BPS gravitino multiplet or two long massive gravitino multiplets. We then constructed the solutions to the linear conditions that follow from the Killing spinor equations for an N = 2 vacuum, given in terms of a set of embedding tensor components (charges). Consistency of the corresponding gaugings with supersymmetry and gauge invariance required that this set of embedding tensor components satisfy the quadratic constraints (2.4).
We believe that it is difficult to solve the quadratic constraints in general (as argued to some extent in Appendix D.1.2) and so we focussed on the case where a subset of the embedding tensor components vanish (g a = 0), which holds automatically when the number of N = 4 vector multiplets n is less or equal than six. In the appendix we showed that if a solution with g a = 0 were to exist, then it would necessarily require the number of vector multiplet n to be greater than 6. Setting g a = 0 corresponds to minimizing the couplings between the gaugini and the gravitini in the N = 4 Lagrangian, and therefore heuristically should make it easier to guarantee supersymmetry and gauge invariance. We showed that when g a = 0 one can arrange for only one N = 4 vector multiplet to contribute to the Goldstini. For the class of gaugings with g a = 0 and n ≤ 6 we gave the solutions of the quadratic constraints and the unbroken gauge groups. We also found solutions for n > 6 with an additional set of gaugings (and couplings) turned off.
We then analyzed the mass terms and showed that all fields assembled in N = 2 multiplets with appropriate mass degeneracies. In particular, all massive N = 2 multiplets (including the gravitino multiplet) have to be BPS. We further showed that vacua exist with unbroken gauge group 1) where G N =2 can be any compact reductive Lie group if the number n of N = 4 vector multiplets is sufficiently large.
Finally, we computed the effective N = 2 action which is valid below the scale of supersymmetry breaking. We found that the complex scalar τ of the N = 4 gravity multiplet cannot contribute to the super-Higgs mechanism i.e. it is not charged under the N = 4 gauge group. This implies that the SL(2)/SO(2) factor parametrized by τ in the N = 4 moduli space descends directly to an SL(2)/SO(2) factor in the N = 2 moduli space. For vacua with additional (k + 1) massless N = 2 vector multiplets we therefore conjectured that the vector multiplet moduli space has to be
as this series is the only possible special Kähler manifolds that are product manifolds [27] . We also found that it is possible to have massless hypermultiplets. In this case N = 2 requires a field space which is quaternionic Kähler. We leave a complete analysis of the scalar geometry for future work.
A Conventions
The spacetime metric g µν used in this paper has signature (−, +, +, +) and the totally antisymmetric tensor ǫ µνρλ is defined with ǫ 0123 = e −1 , ǫ 0123 = −e = − |det g|.
We use the following indices:
All indices other than the ones of SU (4) transform under the fundamental representation of the given groups. In the case of SU (4) 
A.1 Coset space representatives
The coset space SO(6,n) /SO(6)×SO(n) is represented by a matrix V = (V M N ) ∈ SO(6, n). Raising/lowering SO(6, n) indices is defined via the SO(6, n) invariant metric
which in terms of indices reads
where g = (g M P ) ∈ SO(6, n) and a spacetime dependent h(x) = (h(x) Q N ) ∈ SO(6) × SO(n) and g local SO(6) × SO(n) acts only on the second. The bosonic part of the Lagrangian can be conveniently expressed in terms of a symmetric positive definite matrix
which transforms as a tensor of SO(6, n), i.e.
and is manifestly invariant under local SO(6) × SO(n) transformations. One also has
In describing the supergravity theory index calculus seems to be indispensable because SO(6, n) indices associated to SO(6)×SO(n) need to be decomposed into those of SO (6) and SO(n), of which the SO(6) indices are to be transferred to indices of the universal cover SU(4) in order to describe the coupling of scalar representatives to fermions. The relation between these indices is due to the fact that in terms of representations of their common complex Lie algebra one has (4 ⊗ 4) antisymmetric ∼ = 6. As in the Appendix of [26] , we therefore associate to every vector index m of SO(6) a pair of anti-symmetric SU(4) indices [ij] in the following way
where φ m shall be a generic SO(6) vector and the G's are the 't Hooft matrices
Furthermore, for every m = 1, . . . , 6 one defines
At the origin of SO(6, n), cf. (3.5), one finds V = V −1T = 1 which in components reads
In terms of SU (4) indices one now has
As to SL(2) /SO(2), a generic representative would be V = (V α β ) ∈ SL(2). Raising/lowering indices is defined via the antisymmetric matrix ǫ = (ǫ αβ ) = (ǫ αβ ) with ǫ 12 = 1 in such a way that
As before, transformations in terms of indices are 12) and the bosonic Lagrangian can be written in terms of the symmetric positive definite matrix
that can be expressed in terms of τ ∈ C with Im τ > 0 as
Its inverse is M −1 = (M αβ ) and transforms accordingly. The fermionic sector of the supergravity theory requires a different representation of cosets, namely, in terms of
For (A.14) one can always find appropriate V α . Letting them transform as vectors under global SL(2) = SL(2, R) gives the right transformation for M αβ . For a given τ as above, V α is unique up to local U(1) transformations
for arbitrary φ(x) ∈ R (and up to a sign ambiguity 15 ). As fermions also transform under this U(1), they couple to coset representatives V α . At the origin V = 1 and thus in an appropriate gauge one finds (V α ) = (1, i) T .
B Weyl & Dirac spinor conventions
While we find it more convenient to work with Weyl spinors, the fermionic terms in the literature [18, 24] are given in terms of Dirac spinors. Based on the conventions given in [18] we express Dirac spinors in terms of Weyl spinors. In what follows we will first summarize their conventions and then express fermionic terms using Weyl spinors.
The metric (η µν ) has signature (−, +, +, +). The γ-matrices Γ µ satisfying
are (chirally) represented by
and σ = (σ 1 , σ 2 , σ 3 ) is built from the usual σ-matrices. One then has
In particular,
Using the charge conjugation matrix
one defines for a generic Dirac spinor φ i transforming in the 4 of SU(4)
which transforms again as Dirac spinor, but now in the complex conjugate representation 4 of SU(4). For a chiral spinor with Γ 5 φ i = ±φ i , one finds Γ 5 φ i = ∓φ i , i.e. charge conjugation also flips the chirality of chiral spinors. Furthermore, one defines
The fermionic spectrum of N = 4 supergravity in D = 4 with a gravity multiplet and n vector multiplets consists of Dirac spinors ψ i µ , λ ai , χ i that have the following chirality:
Note that we have not introduced new symbols for Weyl spinors but the latter are recognized in the van der Waerden notation by undotted (A, . . .) and dotted indices (Ȧ, . . .) transforming with respect to the two different SU(2) groups of the Lorentz group. We can now express all the fermionic mass terms in terms of Weyl spinors
where on the right hand side we suppressed all dotted/undotted spinor indices. Note that bilinear terms made fromχ i χ j are absent in gauged N = 4 supergravity, as no such term exists that is invariant under U(1) ⊂ H and linear in the embedding tensor components. In our conventions all ǫ-tensors with upper/lower, dotted/undotted indices are numerically identical and given by the one in (B.7).
C A-matrices at the origin Here we state the results for the A-matrices in (2.9) evaluated at the origin (1 2 , 1 6+n ). The components of the symmetric matrix (A ij 1 ) depend on 20 real parameters f mnp . It is apparent that any symmetric complex 4 × 4 matrix can be written in this form. As to (A 2ai j ) for all a = 1, . . . , n, the components of (A 2ai j ) read:
Moreover,
etc. . . where the real part is always multiplied by an extra minus sign. We conclude that A 1 = A 2 depends only on f mnp while matrices A 2a are built from f amn . Note that at the origin f abm and f abc do not appear in the fermion shift matrices (and therefore also not in the Killing spinor equations).
Finally, we give an explicit result for the antisymmetric A-matrices (A ab ij ) for all a, b. At the origin of the scalar manifold they are entirely given in terms of components f abm
for all a, b.
D Partial solution of the quadratic constraints D.1 Discussing constraint equations for g a = 0
The quadratic constraints for electric gaugings in the case of g a = 0 are hard to solve. In fact, so far we have not found any example of a consistent solution with g a = 0. Here we will discuss the following two aspects: First, we will show that an electrically gauged N = 4 theory with N = 2 vacuum requires f a = 0; secondly, we will give some details on a lengthy but elementary calculation that shows that g a = 0 solutions, if at all, exist only in n > 6. These two aspects illustrate that g a = 0 consistent solutions would have to be rather sophisticated. As in Section 3.2.3 we label the quadratic constraints given in (2.4) by the quadruple (M, N, P, Q) of SO(6, n)-indices.
We will prove this claim by contradiction; we therefore assume f a = 0. The constraint equations to be used in this proof are
where for better legibility we use a matrix notation with SO(n) vectors e, g and matrices (F m ) ab = f mab . It is obvious from (D.1), (D.2), (D.3) that both e and g must be nonzero because an N = 2 vacuum requires c = 0. Thus, without loss of generality, using first an SO(n) transformation and subsequently a transformation of the residual SO(n − 1) symmetry 17 , one can write
with e = 0, g, g ′ ∈ R. Then equations (D.2), (D.3) show that g ′ = 0, g = σe with σ = ±1 and
whereF 4 ∈ Mat n−2,n−2 . Furthermore, (D.4) and (D.5) imply
with v, w ∈ Mat n−2,1 and antisymmetric matricesF 2 ,F 3 ∈ Mat n−2,n−2 . As a consequence, (D.1) and (D.6) yield
which contradicts c = 0. Hence, f cannot vanish in consistent solutions with N = 2 vacuum. This ends the proof.
First we will concentrate on the subset of non-trivial quadratic constraints in (2.4) that can easily be solved:
Here we use the same matrix notation as in Section D.1.1. Having shown that f = 0 is impossible, without loss of generality we write it as
with f = 0 and due to (D.12) and (D.15) find
with certain matrices * ∈ Mat n−1,n−1 . Unlike in Section 3.2.3 here we consider the case where g = 0. Analogously to the discussion in Section D.1.1, one can, without loss of generality and using (D.16) and (D.17), write
with e = 0 and σ = ±1 to find
with matricesF 1 ,F 4 ∈ Mat n−3,n−3 . Furthermore, equations (D.18) to (D.21) are solved by
There remain a large number of non-trivial quadratic constraints which we do not know how to fully solve. Here, we list only those that are useful in our argument: 
The most general solution to equations (3.27)
Here we will prove the claim that the most general solution of equations (3.27) is given by (3.29) and an arbitrary, antisymmetric H + that commutes with G 1 . In fact, it suffices to consider the Lie subalgebra s ′ ⊂ g spanned by {G 2 , G 3 , H + , H − } which is also solvable. Its non-vanishing Lie brackets are
We shall prove the following theorem: Theorem: The most general solution to system (D.69) consists of solutions with
Our proof requires two elementary lemmata about matrices and a corollary of Lie's theorem concerning finite-dimensional representations of complex, solvable Lie algebras.
Lemma: An antisymmetric matrix A ∈ Mat(R, m × m) is nilpotent if and only if A = 0. Proof: Being antisymmetric A can be brought to diagonal form P AP −1 = diag(λ 1 , . . . , λ m ) with a P ∈ GL(C, m×m) and λ i ∈ iR. As P A n P −1 = (P AP −1 ) n for all n ∈ N , nilpotency is basis-independent. It is then obvious that,
is nilpotent iff λ i = 0 ∀i which implies A = 0. The converse is trivial.
Lemma: Given matrices A 1 , . . . , A k ∈ Mat(C, m × m) for k ∈ N . For simultaneously triangularizable matrices A 1 , . . . , A k the commutator [A i , A j ] is nilpotent for all i, j = 1, . . . , k. Proof: The commutator of two upper triangular matrices is strictly upper triangular and, hence, nilpotent.
Corollary of Lie's theorem 18 : Let g be a complex, solvable Lie algebra and (V, ρ) a finite-dimensional representation of g. Then there exists a basis of V such that all elements of g are represented as upper triangular matrices. Proof: Lecture script by W. Soergel [31] .
In order to be able to apply this corollary we need to complexify our real Lie algebra (D.69).
Lemma: Given a real Lie algebra g and a finite-dimensional real representation (V, ρ) of g. Then one finds a finite-dimensional representation (V C , ρ C ) of the complexified Lie algebra g C := g ⊗ R C (with C-linear extension of the Lie bracket) defined by V C := V ⊗ R C and ρ C (X + iY ) := ρ(X) + iρ(Y ),
for all X, Y ∈ g. Proof: C-linearity of ρ C is obvious and so is the proof of
for all X, Y, U, V ∈ g. As a result, (V C , ρ C ) is a finite-dimensional representation of the complex Lie algebra g C .
Now we can prove the theorem: Proof of the theorem: Assume that there exists a solution of (D.69) with an antisymmetric G 2 = 0 ∈ Mat(R, m×m). Any such solution would be a finite-dimensional real representation (R m , ρ) of our real solvable Lie algebra s ′ . In this proof such a solution will be denoted by ρ(G 2 ), ρ(G 3 ), ρ(H − ), ρ(H + ) with ρ(G 2 ) = 0 by assumption, while G 2 , G 3 , H − , H + ∈ s ′ shall refer to the abstract elements of the Lie algebra. We denote the induced representation of the complexified Lie algebra s ′ C as (C m , ρ C ). Since also s ′ C is solvable, we apply the corollary and find that ρ C (G 2 ), ρ C (G 3 ), ρ C (H − ), ρ C (H + ) ∈ Mat(C, m × m) are simultaneously triangularizable. Then, according to the second lemma we find that, in particular (p = 1),
is nilpotent. As c = 0 one finds ρ C (G 2 ) = ρ(G 2 ) is nilpotent. However, being antisymmetric ρ(G 2 ) must be zero by the first lemma which is in contradiction with ρ(G 2 ) = 0. We therefore conclude that ρ(G 2 ) = 0 which, by means of the Lie algebra (D.69), immediately implies ρ(G 3 ) = ρ(H − ) = 0. As a result, solutions (D.70) are already the most general solutions to (D.69). This ends the proof.
D.2.2 Solving
We will now solve (3.30a), which in matrix notation reads
It is by means of an O(n − 1) transformation that, without loss of generality, any G 1 can be written in block-diagonal form as
where D = diag(x 1 , . . . , x 1 , x 2 , . . . , x 2 , . . .) is a diagonal matrix with ordered positive eigenvalues x 1 > x 2 > . . . > 0 and ε is the antisymmetric 2 × 2 matrix with ε 12 = 1; the zeros in (D.72) denote zero matrices of appropriate dimensions. Note that, in general, this gauge can only be obtained by also using reflections (in addition to rotations). While strictly speaking we are only allowed to use SO(n − 1) ⊂ G rotations, the quadratic constraints (3.30a) -(3.30d) are also O(n − 1) tensor equations. We may therefore also use reflections to arrive, as an intermediate step, at the gauge (D.72) -which simplifies the subsequent analysis -as long as, in the end, we return to only using rotations, in that we apply another reflection that flips two directions but preserves the block structure (e.g. x i → −x i for one 2 × 2 block). Since D ⊗ ε is invertible, (D.71) implies (also using another gauge choice for the lower right block) where now S and A 1 are block-diagonal with blocks associated to degenerate x i in D. We will now refine the block-structure in G 4 . To this end, we will use the residual symmetry of the blocks in G 1 and G 4 to bring each G 4 block associated to some x i to the form (ith block in G 4 ) = (diag(y i1 , . . . , y i1 , y i2 , . . . , y i2 , . . .) ⊗ ε) ⊕ 0 , (D.78) with y i1 > y i2 > . . . > 0. While this, of course, temporarily spoils the gauge (D.72), it is by means of (D.71) that we find, using the same argument as before, that the ith block in G 1 has a subblock structure with blocks associated to degenerate y ij or zero in the ith G 4 block. Now we apply symmetries that respect these subblocks to bring G 1 back to our gauge (D.72) and at the same time maintain the subblock structure in G 4 . Then, repeating the argument that lead to (D.77), we know that the subblock associated to x i in G 1 and y ij in G 4 is given by ((i, j) block in G 4 ) = S (ij) ⊗ ε + A where the eigenvalues of D (ij0) must be ±y ij in order to satisfy (D.85). In particular, F (ij0) must have even dimension. As to the F (ijk) , (D.85) implies that
for some non-negative number ξ ijk . In the case where ξ ijk = 0 one finds F (ijk) = 0, and (D.85) implies d ijk = y ij . On the other hand, for ξ ijk > 0, (D.87a), (D.87b), respectively, shows that the rows/columns of 1/ ξ ijk F (ijk) are orthonormal which, however, is only possible if F (ijk) is a square matrix. In this case, 1/ ξ ijk F (ijk) is an orthogonal matrix that without loss of generality can be orthogonally transformed to the unit element: In fact, the (i, j, k) block in D Note that both (D.97) and (D.98) are block-diagonal matrices with non-trivial 4 × 4 blocks. From these blocks and using (D.73) we can construct the full solution of (D.71) for the gauge choice outlined above. As mentioned already, in the end one may have to apply another reflection so that this gauge can be obtained from generic matrices G 1 and G 4 only by rotations, rather than reflections.
