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Acquisition of empirical Probability of Detection (POD) data 
involves use of controlled samples of material containing 
discontinuities of known characteristics, such as size, orientation, 
etc. For subsurface inspection, developing such a data base presents 
difficulties in obtaining or producing samples covering the full range 
of possible characteristics, and in adequately identifying those 
characteristics with a "referee" technique. In this paper, a method is 
described whereby estimates for the POD of subsurface discontinuities 
have been derived from a simple algorithm linking metallographic and 
ultrasonic measurements on a relatively small number of artificial and 
natural reflectors. Originally introduced solely to meet a need for 
mean POD, subsequent development has allowed adding confidence levels to 
the analysis; use of a closely related technique for providing 
probabilistic estimates of the size of individual discontinuities will 
also be described. 
INTRODUCTION 
During the 1970's, the Aircraft Engine Business Group of General 
Electric developed and applied methods for the quantification of 
inspection capability. These predominantly involved use of Low Cycle 
Fatigue (LCF) cracks for comparison of the effectiveness of various 
techniques, (such as eddy current, immersed surface wave ultrasonic, and 
fluorescent penetrant inspection), for the detection of surface-
connected defects. Some work was also done with "seeded" defects in 
powder metals. Statistical analysis was usually done on Pass/Fail data 
with the Range Interval Method, (i.e. based on measuring the proportion 
of known defects in a size-range that were found by a particular 
inspection), and resulted in calculations of Probability of Detection 
(POD) and associated confidence limits. 
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In 1980, a need arose to provide similar calculations of POD for 
ultrasonic inspection for subsurface defects of a more general 
character. For reasons detailed below, based on both theoretical 
analysis and practical experience, adaptation of the accepted methods 
used for surface-connected defects was considered impracticable. An 
innovative alternative method was developed, linking ultrasonic and 
metallographic analysis of a relatively small number of naturally-
occurring defects to an algorithm describing acoustic behavior of model 
simulated defects. This allowed estimates to be made of mean POD. In 
the four subsequent years, this approach has been refined, using more 
sophisticated statistical analysis, adding confidence limits to the 
calculation, and providing probabilistic estimates of the size of 
individual defects based on indication amplitude. 
BASIC REQUIREMENTS FOR POD ANALYSIS 
Successful quantification of inspection capability, for surface or 
subsurface defects and for any inspection method, involves satisfying at 
least the five requirements listerl in Table l. 
Table 1: Basic Requirements for POD Analysis 
1. Must define the defect type(s) under study 
2. Must define the inspection conditions 
(instrumentation, material, etc.) 
3. Must be able to produce a sample containing enough defects [1] 
(naturally-occurring or realistically simulated) 
4. Must have a suitable referee technique available 
(to establish "true" defect number and/or properties) 
5. Must know all relevant defect properties 
(size, shape, location, orientation, detectability) 
Examination of the methods used for measuring POD for surface 
inspection techniques using LCF cracks shows that all five requirements 
are met: 1) a single well-defined defect type is involved; 2) conditions 
are well-defined (controlled inspection techniques, unoxidized cracks, 
smooth surfaces, etc.); 3) LCF cracks can be produced readily by 
fatiguing notched specimens, and are a reasonable simulation of a 
natural fatigue crack; 4) optical microscopy provides an adequate 
low-cost referee technique; 5) size and shape are determined by the 
microscope coupled with destructive examination of a few sample cracks; 
location and orientation are determined by the placing of the starter 
notches; and detectability shows variability linked to crack tightness. 
On the other hand, for subsurface ultrasonic inspection, it is 
much more difficult to satisfy any of these requirements: 1) a variety 
of defect types must be anticipated (inclusions, voids, and cracks); 2) 
instrumentation can be well-defined, but material conditions can be 
fully determined only by destructive examination; 3) there is no easy 
way to produce a sample containing defects with an appropriate 
distribution of properties; 4) metallography (which is time-consuming, 
costly, and destructive), provides the only suitable referee technique; 
5) defects can occur with a wide variety of sizes, shapes, locations, 
orientations, and detectabilities. 
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In particular, obtaining material samples containing numerous 
representative defects with the necessary range of properties presents a 
major challenge. For example, powder metals may be seeded with 
contaminants prior to compaction, leading to formation of defects, but 
their properties are not necessarily the same as those of naturally-
occurring defects. The same limitation applies to simulated defects 
"buried" by diffusion bonding, and is clearly a major problem for 
artificial defects such as notches, flat bottom holes, and so on. In 
fact, only the use of natural defects will result in the desired POD. 
But they would be needed in large quantities to cover all the relevant 
defect parameters, and are difficult to obtain (in large part because of 
good material quality). Finally, if the POD analysis is tobe based on 
a Pass/Fail calculation, the material would have to be examined 
exhaustively by metallography, in layers only a few thousandths of an 
inch thick, in order to determine what defects might have been missed. 
DEFECT MODEL APROACH 
To circumvent the problems posed by the paucity of natural 
defects, coupled with the forbidding cost of highly detailed 
metallographic study of a large volume of material, metallography was 
confined to examination of those few natural defects that were found by 
ultrasonic inspection. Further information on inspection capability was 
established from correlating the response of natural and model defects. 
The flat-bottom hole (FBH) was chosen as a tractable model defect, with 
analytically predictable acoustic behavior. 
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Fig. 1 Response from Flat-
Bottom Hole Reflectors 
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Fig. 2 Minimum Detectable EFBH 
Areas as Function of 
Effective Reflectivity 
The material of interest, a nickel-base powder metal, was being 
inspected with a 45° angle-beam technique, using immersion transducers 
focussed at the surface of the metal. Reference blocks were made 
containing FBH's perpendicular to the inspection direction, at 11 
different depths spanning the inspection range. Distance-amplitude 
response was measured using production inspection equipment and 
sensitivity. Distance/amplitude compensation (DAC) was not used. 
Typical results are illustrated in Figure 1; note that these data 
equally well demonstrate gain required for a constant response, or the 
relative minimum detectable FBH area with constant inspection gain and 
fixed detection threshold. 
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Indications from natural defects in production parts were recorded 
under routine inspection conditiona (i,e. without attempting to maximize 
response by small adjustments in transducer position or angle, thus 
providing built-in compensation for scan-index effects, etc.). The 
equivalent FBH (EFBH) area was then calculated from the reference block 
data, using an algorithm incorporating the measured distance-amplitude 
response (by curve-fitting), and theoretical linear area-amplitude 
relationships, with due regard to limits of validity. 
These indications were then investigated metallographically, using 
great care to ensure that the full three-dimensional nature of each 
defect was measured, to identify maximum defect area. The ratio of EFBH 
area to metallographic area was calculated for each defect, and defined 
as the Effective Reflectivity, R • Note that R thus implicitly 
involves data on size, shape, anâ orientation, ăs well as the 
fundamental reflectivity (i.e. acoustic impedance) of each defect. The 
distribution of values of R was then considered from a statistica! 
viewpoint. The initial anaÎysis was made with only 7 defects, (from 5 
different componenta); it was decided to treat the R distribution as 
rectangular (i.e. an equal probability of there bein~ any value between 
upper and lower bounds). To provide a margin of safety to compensate 
for the small sample size, both bounds were moved to lower values of Re 
than those measured. 
PROBABILITY OF DETECTION 
The minimum detectable FBH area data from Figure 1 are replotted 
in Figure 2 as minimum EFBH areas for planar reflectors with values of 
Re equal to the upper and lower bounds, Rma and Rm'n' given by the 
measurements on natural defects. If it is fhen postulated that all 
further defects have values of R within the same bounds, it may be seen 
that any further defect with areă and depth in Zone A must be 
detectable, since it cannot have a value of R below R . ; conversely, 
no defect in Zone C will be detectable, since; to be d~t~ctable, it 
would have to have R above the R • In other words, the curves R i 
and R may be relafielled as lOO~a~OD and 0% POD, respectively. m n 
Simil~~!y, a minimum EFBH curve plotted for the mean value of R 
represents 50% POD, and so on. Figure 3 shows a family of curv~s for 
POD derived in this way, plotted on more conventional axes; (the 
dependence on depth results from the deliberate choice not to use DAC). 
Note that the link between the model defect approach and POD in the 
initial analysis rested on treating variability in R as the only source 
of variability; subsequent measurements have confirm~d that this was a 
good approximation, since it is indeed by far the largest source. 
When metallographic data on more defects became available, the 
accumulated R values were examined statistically and found to conform 
well to a log=normal distribution, as shown by Figure 4. Values of R 
appropriate to the POD calculations were then determined from the mea~, 
p, and standard deviation, ~, of the distribution, or could be read 
from Figure 4. For example, the value Qf R corresponding to 20% on the 
cumulative probability plot would give 80% ~OD; R for 5% of the 
distribution would give 95% POD; and so on. e 
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REVISED ANALYSIS 
In 1983, sources of variance in the inspection process were 
re-examined with the conclusion that all significant sources, other than 
those represented by Re' could be covered under the heading of 
inspection-to-inspection variability, incorporating factors due to 
instrumentation, transducers, scanning apparatus, and inspection 
personnel (i.e. to equipment calibration and operator technique). An 
experimental determination was made of the magnitude of these effects. 
An example of these data is shown in Figure 5, which presents results 
from a series of 30 measurements of response from the same set of 
reflectors, using transducers randomly selected from a group passing 
normal production acceptance standards, taken by 3 randomly selected 
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inspectors, each using their customary work station, equipped with an 
instrument meeting normal production control standards . 
In 1984, re-analysis of the POD mode l was completed from the 
perspective of the Berens and Hovey [2) 'â' versus 'a' model, using a 
variance components approach with two sources of variation: defect-to-
defect variability (represented by R ) and inspection-to-inspection 
variability. The response signal, â; is considered to be a random 
variable, and the POD for a defect of size 'a' is the probability that â 
is greater than the detection threshold. This allowed recalculation of 
POD, but values obtained differed only slightly from those from the 
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Fig. 6 Exampl e of Revised Ana lys i s: Mean POD a nd Confidence Limits 
earlier analysis, due to the dominance of the variability in R , which 
was two orders of magnitude larger than the "inspection" variaEility. 
Confidence bounds on the POD estimates were added to the analysis 
by adapting a method for normal distribution functions described by 
Cheng and !les [3], based on the asymptotic normality of estimates of 
the mean and variance. Figure 6 presents typical results for the mean 
POD and associated lower one-sided 95% confidence limit, at a single 
inspection depth. (Details of this analysis will be presented 
elsewhere.) 
DEFECT SIZE ESTIMATES 
A "best estimate" of the size of a defect can be made from its 
ultrasonic indication amplitude by calculating the EFBH size from the 
model defect algorithm and then dividing by the mean value of R • 
Because of the wide range in observed values of R for typical aefect 
populations (including the one in this study), si~es calculated in this 
way may not correlate closely with the actual sizes of individual 
defects. 
However, the statistical analysis of the R distribution provides 
a hasis for a probabilistic estimation of size tfiat affords useful 
additional information. For example, if the size is estimated from the 
EFBH area and the mean reflectivity, then, since there is equal prob-
ability that the actual value of R is larger or smaller than the mean, 
there will be a 50% probability thăt the actual size will be larger or 
smaller than the estimated size. Or, if a 2~ value of R is used, 
since 97.7% of the values of R are larger than that valu~, there is a 
97.7% probability that the siz~ is smaller than the estimated size; etc. 
Table 2: Factors For Calculating One-sided Tolerance Limits 
For A Normal Distribution [4] 
CONFIDENCE: 95% 99% NUMBER OF 
(Probabi li ty) OBSERVATIONS 
PROBABILITY: 0.90 0.95 0.99 0.90 0.95 0.99 n 
(Proportion) 
2.36 2.91 3.98 3.05 3.74 5.08 10 
1.93 2.40 3.30 2.28 2.81 3.83 20 
1. 70 2.13 2.94 1.90 2.37 3.25 40 
1.61 2.02 2.81 1. 76 2.20 3.05 60 
1.28 1.64 2.33 1.28 1.64 2.33 Infinite 
Confidence limits can be added to this type of analysis by nating 
that it actually involves use of data from a sample of size n, from 
which estimates are made of properties of the total "population" of all 
such defects, and that we are in effect calculating a tolerance limit to 
contain at least proportion p of that population, with a given 
probability. Tables are available [4] listing factors K(n,p), yielding 
limits with various values of probability and proportion (for which we 
shall use 'confidence' and 'probability', to conform to familiar POD 
terminology), with a lower tolerance limit given by [~- K(n,p).~ ]. An 
extract from such a listing of K(n,p) values is given in Table 2. 
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The '2~' estimate previously mentioned may be restated as one for 
which we have 50% confidence that there was 97.7% probability that the 
size is smaller than the estimate; or, as may readily be seen from Table 
2, if the data base contained 60 R values, an equivalent statement 
would be that we had 95% confidenc~ that there was (approximately) 95% 
probability that the size was smaller, (since K : 2 for 95% confidence 
and 95% probability); and so on. 
SUMMARY 
The Defect Model/ Effective Reflectivity approach provides a 
straightforward and relatively inexpensive means for the estimation of 
POD and confidence limits for subsurface ultrasonic inspection, based on 
typical production inspection conditions and natural defects. Methods 
of statistica! analysis are consistent with the 'â' versus 'a' methods 
of Berens and Hovey. Results are quantitatively plausible, and are 
consistent with production inspection experience, but have not yet been 
subjected to a direct comparison with traditional "Pass/Fail" methods. 
Effective reflectivity data also provide a basis for calculating 
probabilistic estimates of the size of individual defects from 
indication amplitude values. Both techniques were originally developed 
for highly inspectable powder metals, as part of a fracture-mechanics 
approach to life-management. Both appear to be equally applicable to a 
wide range of materials and defect types, though analytical methods 
would need modification to deal with non-normal distributions of 
properties. 
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DISCUSSION 
Chairman Hunter: Are there any questions? We've got a few minutes. 
Mr. Jan Van Den Andel (McMaster University): About one aspect of your 
modelling--that you can never know how many defects there are. We 
were faced with exactly the same problem, except that our defects 
were much smaller. We finally modelled everything in glass, and we 
could see the size of the defects. We could not only use flat-
bottom holes, we could use spheres or inclusions, and that helped us 
out quite a bit; I thought I'd make known to the audience here that 
there is another way of doing it, although it's not an easy way. 
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But it is a very convenient way, because everything can be seen, 
and modelled, and then tested, and the source of ultrasonic reflections 
ident ified. 
Mr. Sturges: Thank you for the suggestion. In fact, on the last viewgraph 
that I showed, you may have noticed that we said that this method bas 
not been tested against the "traditional" P.O.D. method. What you 
are suggesting might provide a practical way of doing that: To 
measure detectability, and use the model approach that we suggest to 
calculate what the probability of detection for defects in glass is, 
then we'd have available a ready means of identifying what defects 
really were there. 
Mr. Hunter: Well, thank all of you for your attention. 
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