Synchronization, the emergence of temporally coordinated behavior in large populations of interacting elements, occurs on many different length scales, from biological to social systems, generating phenomena like the unison flashing of fireflies, the collective firing of neurons and the coordinated motion of crowds of people falling into step on the London millennium bridge. Although synchronizing entities often self-propel, like fireflies, people, etc., the present understanding of synchronization applies mostly to immobile phase oscillators. Here, we show that self-propulsion qualitatively affects the synchronization of oscillators in a way that it is impossible in passive systems. This activityinduced macroscopic synchronization generates two novel phases: one where oscillators of opposite chirality, rotating clock-wise or anti-clockwise, mutually suppress their rotations and cooperate to move collectively along a given direction, akin to the celebrated homogeneous flocking phase in active matter; and a second phase where oscillators segregate accordingly to their chirality and form synchronized macroscopic clusters. In both phases, self-propulsion supports synchronization via a positive feedback loop involving motility, a mechanism which is absent in traditional (static or dynamic) networks of oscillators and induces macroscopic synchronization in a 2D system with purely local interactions.
Populations of motile entities, from bacteria to synthetic microswimmers, often self-organize into phases that are unattainable in passive matter, whose behavior is constrained by free energy minimization. Examples of such dynamic self-organization in living systems range from spectacular murmuration of starlings to bacterial swarming [1, 2] . Similarly, also synthetic active systems like self-propelled grains [3, 4] , emulsion droplets [5] , assemblies of robots [6] and chemically active colloidal suspensions [7] can spontaneously generate patterns and other self-organized collective behavior. Active colloids in particular, spontaneously generate living clusters in low density suspensions which, unlike equilibrium clusters, continuously break up and reform [7] [8] [9] [10] . While self-organized collective behavior in active systems is often too complex to allow for accurate microscopic descriptions, much progress has been achieved by studying minimal models. One key example is the Vicsek model describing self-propelled particles with a tendency to align with their neighbors (as commonly seen in flocking birds) -and its continuum variants, predicting the homogeneous flocking phase (or Toner-Tu phase) featuring long-range order in 2D [11, 12] . The existence of such a phase means that motile entities like wildebeests or sheep, can align globally on a plane; this strongly contrasts with equilibrium physics, where long-range order in 2D is forbidden and results in the fact that, for instance, spins in a 2D magnet can only form ordered domains, whose ordering direction is randomized at large distances by the presence of vortices, as shown by Kosterlitz and Thouless [13] .
While all these achievements apply to swimmers displacing through space, oscillations constitute a second type of motion which we commonly observe in synthetic and biological entities, from metronomes to neurons firing in animal brains [14] . While many oscillators are naturally motile, or self-propel, the present understanding of the collective and synchronization behaviour of oscillators is largely restricted to immobile cases. For these, the Kuramoto model [15] elucidates the main synchronization mechanism and shows that oscillators can collectively adapt their frequencies and oscillate in unison if the coupling between them is large enough. For blinking fireflies, for example, such a synchronization drives a spectacular transition from uncoordinated blinking events to the synchronous blinking of whole populations. Importantly, in the common case where oscillators only interact with their close neighbors, the population can only order locally in two or three dimensions, and cannot synchronize over very long distances [16] [17] [18] [19] .
Motile oscillators, for which the synchronizationbehavior is much less clear, include a large class of examples of self-propelled particles experiencing 'oscillations' in their swimming direction, such as E.coli bacteria which swim in circles when coming close to walls [20, 21] , spermatozoa [22, 23] , Listeria Monocytogenes bacteria [24] , microtubules [25] , membrane-bounded proteins [26] , and synthetic colloidal microswimmers which naturally 'oscillate' when produced with asymmetric body shapes [27, 28] . In fact, the oscillations in the orientation of these swimmers generically leads to chiral motion: a leftor right-handed circular motion in 2D [29] [30] [31] [32] [33] [34] 4 chiral active particles with Ω = ±0.6 and gρ0 = 40 forming a globally polarized and synchronized phase. Small arrows show particle orientations; large ones show the average polarization direction of both species (arrow lengths are arbitrary). d. Phase diagram of chiral active particles showing a disordered uniform phase (blue), the mutual flocking phase displaying global synchronization (orange) and the chiral phase of macroscopic rotating clusters, representing a second example of activity-induced global synchronization (green). Insets e,f show examples of this latter phase for two species (e) and a Gaussian distribution (f) (both for Var(Ω) = 2; gρ0 = 2.8); colors show natural frequencies. 1a). When many chiral particles come together they may produce phenomena such as 2D vortex patterns in sperm cells [23] , protein filaments [26] , spiral patterns [31] and rotating cluster patterns of controllable size [34] [35] [36] . A model of mobile phase oscillators for which their tendency to synchronize enhances their spatial attraction was introduced recently, giving rise to several spatiotemporal patterns [37] .
In the present work, we explore the synchronization properties of motile oscillators (or chiral active particles) with a purely local coupling and show that motility induces a qualitatively new kind of synchronization which would neither be possible for equilibrium systems nor for non-motile oscillators. This new synchronization scenario hinges on a motility-based positive feedback loop between the synchronization of the oscillators phases and the way they move, and manifests in two novel phases. These phases emerge from the disordered uniform state when their coupling excesses a certain threshold and are summarized in the phase diagram Fig. 1 d. In the first phase, which we call the mutual flocking phase, motile oscillators with opposite chirality cooperate to move coherently and form non-rotating flocks, akin to the TonerTu phase in linear active matter (see Fig. 1 d, orange  domain) . Crucially, the mutual flocking phase features an overall polarization showing the presence of global phase synchronization -a phenomenon that does not occur in locally-coupled Kuramoto oscillators. The second novel phase (see Fig. 1 d, green domain) emerges if the frequency difference among motile oscillators is large enough. Here, rather than cooperating, such motile oscillators first spatially segregate according to their chirality and form rotating macroscopic clusters (their size scales with the system size) featuring internal synchronization (see snapshots Fig. 1 e,f) . This chiral phase constitutes a second example where synchronization occurs on a macroscopic length scale showing that motility allows oscillators to spatially organize themselves in a way that supports synchronization. The chiral self-sorting involved in the formation of this phase may have useful applications, for example, to sort molecules with identical chemical composition but different chirality (i.e. enantiomers). While state-of-the art chirality sorting techniques often involve external stimuli, such as substances inducing chirality-dependent chemical reactions [38] , external flows or environmental chirality [30, 39] , such motility-driven mechanism constitutes a versatile alternative where chirality-sorting occurs spontaneously and may be of relevance to enantiomers whose bio-chemical properties depend on their chirality [40] .
Model To understand the impact of activity on the synchronization of coupled oscillators we introduce a model describing mixtures of chiral active particles. We consider N overdamped particles with 2D positions r α (α = 1.. N ) and alignment interactions of strength K in a square box of length L with periodic boundary conditions, which self-propel with a constant speed v along direction n α = (cos θ α , sin θ α ), as described by:
Here, η represents Gaussian white noise with unit variance and zero mean and the intrinsic frequencies ω α are randomly drawn from a distribution ∆(ω); here with zero mean. For v = 0 our model reduces to the standard Kuramoto model of locally coupled oscillators in the presence of noise, which is known to show only local synchronization in 2D [18, 19] . For ω i = 0, in turn, the model is equivalent to (a smooth variant of) the Viscek model for which it is known that self-propulsion induces long-range order in 2D [41] .
The crucial new feature of the present model is that the phase of an oscillator θ α , following a Kuramoto dynamics, determines its direction of motion. Conversely, previous studies on synchronization in dynamic networks have focused on oscillators whose phase does not affect their motion in space [42] [43] [44] [45] [46] ; ref. [46] in particular, has shown that the absence of global synchronization (and other scaling properties) in the Kuramoto model of locally coupled oscillators in 2D is preserved, even if the oscillators are carried by active particles. As illustrated in Fig. 1 b, if the self-propulsion direction n α performs a free diffusion, independently of the phase of the internal oscillator carried by each particle, the system cannot synchronize over large length-scales, only local order can be achieved (see Methods).
To understand the key control parameters of the present system, we express times and lengths in units of 1/D r and R, respectively, leading to the dimensionless quantities:
, the reduced coupling, measuring the competition between alignment interactions and rotational diffusion and determining the emergence of local order for passive systems; (ii) Pe = v/(D r R), the rotational Peclet number measuring the number particle radii over which a particle moves ballistically (here along a circle) before its direction randomizes; (iii) Ω i = ω i /D r , the reduced rotation frequency, determining the number of turns a particle of species i shows before diffusion prevents predictions of its phase and (iv) ρ 0 = N R 2 /L 2 , the average number density. We denote by
2 the density of particles with natural frequency Ω i (species i), where N (i) counts particles sharing the same natural frequency. We now focus on the competition between the distribution of natural frequencies, through Var(Ω), and the coupling g, and exemplify our key results for two species with equal overall density and opposite chirality. Thus, we use a frequency distri-
(for simplicity, we use Ω ≡ Ω 0 hereafter). As we will later see, this distribution is largely representative to cases of several species and continuous frequency distributions.
In order to understand the collective behavior of many circle swimmers just described, we systematically derive a field theory in the SM [47] and numerically solve the equations of motion, eq. (1, 2) using Brownian dynamics simulations (see Methods). The theory describes the mean collective dynamics of many circle swimmers in terms of two equations, describing the average dynam- ics of two density fields, ρ ≡ ρ (i) (x, t), for the density of chiral active particles of species i and w ≡ w (i) (x, t) for the associated polarization density (see Methods).
The mutual flocking phase In the absence of coupling (alignment interactions), the oscillator positions and phases are uniformly distributed leading to a disordered phase, represented by the blue domain in the phase diagram, Fig. 1 d. Accordingly, our field equations have a solution (ρ, w) = (ρ 0 , 0) representing uniform density and absence of polarization. We now perform a linear stability analysis to predict the onset of synchronization. It is instructive to first explore the dynamics of uniform perturbations of the uniform phase (zero-wavenumber limit q = 0; see Methods section). The disordered phase looses stability if the coupling exceeds a threshold of gρ 0 > 2(1 + Ω 2 ), indicating the existence of a uniform ordered phase which is dynamically favoured. Our field equations indeed feature an exact stationary solution (see Methods) representing such a phase where both species cooperate to form individual uniform flocks, each of them resembling a Toner Tu phase, which move at a characteristic relative angle (see the snapshots Fig.  2a-b) . Following our prediction, this angle grows with the frequency difference among the individual species as ∆Φ ∝ Ω 2 , and the polarization P = |P 1,2 | associated to each species decreases with Ω 2 in leading order. Since in this phase, motile oscillators mutually suppress their rotations to form flocks, we call it the mutual flocking phase. Numerical simulations confirm the existence of a mutual flocking phase in the parameter regime predicted by the theory (see Fig. 2 and Movie 1 [47] ). In the corresponding high coupling and high density regime, particles of both species move along species-specific polarization axes forming individual flocks with a characteristic angle between them. As shown in Fig. 2 c-d , we find close quantitative agreement between the simulation data and the theoretical prediction (Methods eq. (9)), revealing that ∆Φ increases nonlinearly with the variance of the frequency distribution and P decreases correspondingly. Although, the mutual flocking phase exists also for passive rotors (Pe = 0), such rotors cannot polarize globally but will only form synchronized domains.
Chiral phase To further illuminate the impact of self-propulsion on the synchronization behavior of circle swimmers, we now perform a more general linear stability analysis of our field equations (see Methods) and explore the stability of the disordered phase against localized perturbations (q = 0). While one might expect that a large frequency difference among the oscillators should enhance their phase dispersion and oppose synchronization, our results show a remarkably different behaviour: Self-propulsion (Pe = 0) generally leads to an instability precisely for gρ 0 > 2 [47], independently of the variance of the frequency distribution. That is, selfpropulsion induces the emergence of an ordered phase, even in parameter regimes where a corresponding nonmotile system (Pe = 0) would simply show asynchronous oscillations of the individual particles. As the present instability emerges for perturbations of a finite scale, we do not expect a uniform phase, but rather the emergence of localized ordered structures, such as particle clusters.
This prediction from the instability analysis agrees with our particle based simulations. Above the critical value gρ 0 2, we find large rotating clusters of opposite chirality featuring internal phase-synchronization, as illustrated by the snapshots Fig. 3a-d (and Movie 2 [47] ) and the probability distribution function P[p] of the local polarization p Fig. 3e . These clusters rotate with a high degree of local order, as shown by the peak of P[p] at values of p close to one for gρ 0 > 2. The snapshots Fig. 3 , show that the size of the dense drops grows as the coupling strength increases, which translates into a more pronounced peak of P[p] at large values of p. We characterize the size of these structures using the orientational self-correlation function C(r) = n i · n j , from which we extract a correlation length ξ to define an effective length scale associated to the clusters. As shown in Fig. 3f , ξ grows linearly with N , meaning that clusters are macroscopic in this regime. Thus, the chiral phase represents a second example where self-propulsion induces the emergence of (long-range) phase-synchronization among each species and it is, moreover, accompanied by the formation of chiral structures.
We quantify the degree of phase synchrony in the system by computing the polarization P of left-and righthanded particles separately. As shown in Fig. 3g , above a critical coupling strength, gρ 0 , P starts to increase. Particle segregation can be characterized more accurately by measuring the local density distribution of the particles with positive and negative natural frequencies, denoted ρ ± . From the probability distribution of ρ s = ρ + − ρ − , the degree of chirality sorting in the system can be quantified by the probability Ψ to find an excess of particles of one chirality (see Methods). As shown in Fig. 3 g-h, polar order and chiral sorting appear simultaneously in the system, allowing us to establish a robust characterization of the chiral phase: Ψ > 0 and P > 0, and use this criterion to locate the phase boundaries shown in Fig. 1d . [49] Numerical simulations indicate a weak deviation from the gρ 0 = 2 criterion to destabilize the disordered phase. To understand this deviation between simulations and field theory, we have evaluated the rates of the fluctuations growing out of the unstable modes (see SM [47]) based on our field equations. Our calculations show that the growth rate strongly decreases with Ω, hindering the possibility to observe such instability in noisy simulations as Ω increases and suggesting that the transition line might approach gρ 0 = 2 in simulations at very large densities.
Multi-species To understand if activity-induced long-range synchronization can emerge across different species, we have simulated motile oscillators with a Gaussian frequency distribution with zero mean and variance Var(Ω). As in the two-frequency case, simulations reveal a weak dependence of the transition line between the disordered and the ordered phase on the variance of the distribution. Linear stability analysis in turn, performed for 3 and 4 species in the SM [47] predicts a general instability at gρ 0 > 2 which is completely independent of the variance of the distribution. The weak deviation between simulations and theoretical prediction is owed mainly to the fact that the frequency distribution strongly decreases the growth rate of the unstable modes close to the onset of instability.
Above the stability threshold of the disordered phase, our simulations show the existence of chiral macroclusters (see Fig. 1 f and movie 3 [47] ), revealing a similar phase behavior as for the two-species system. However, they now involve a continuos range of frequencies and represent a synchronized structure featuring frequency synchronization and phase-locking accross species. The size of these clusters scales linearly with the system size and therefore represents an example of long-range synchronization in an active system with a continuous distribution of frequencies, despite the fact that interactions are purely local. As shown in the phase diagram Fig. 1 , the phase boundary between the disordered and synchronized phase is, within our numerical accuracy, identical for two-species and for systems with a gaussian distribution of frequencies. As such, mutual flocking, as the one described in the two-species case, is also expected for a continuous distribution. In fact, our simulations show an analogous behavior in the high gρ 0 -regime in both cases: (up to numerical accuracy) the same degree of synchronization is found for the same values of Var(Ω) and gρ 0 using both the discrete bimodal and the continuous frequency distribution (see SM [47] ). Thus, we find that the emergence of synchronization, in the form of chiral drops and mutual flocking, is purely controlled by gρ 0 and the dispersion of the frequency distribution.
What is the physical mechanism allowing motility to qualitatively change the synchronization of oscillators? Compared to oscillators on dynamic networks, the crucial new ingredient here is that the phase of an oscillator determines its direction of motion. The absence of longrange synchronization is well-known for static structures of dimension d < d c = 4 (where d c denotes its lower critical dimension) [16] [17] [18] [19] . Here, the time-evolution of the underlying network due to particle motility, does not affect the critical properties of the Kuramoto model in 2D, as recently shown for the single frequency case [46] . Hence, it is not the self-propulsion alone which is responsible of the emergence of synchronization in our system, but the back-coupling between the phase dynamics and the motion of the particles: when two circle swimmers share the same phase, they are aligned and move together through space. This coordinated motion enhances their interaction time as compared to two oscillators drifting independently. Thus, a locally enhanced alignment among circle swimmers leads to an enhanced interaction time which, in turn, fosters synchronization. This positive feedback loop is absent for oscillators on dynamic networks but drives global synchronization in chiral active matter. Note that the present synchronization scenario, resembles the contrast between the equilibrium XY-theory and the Toner-Tu theory of flocking [12] : while the static XY-model does not feature true long range order in 2D (but a critical Berezinskii-KosterlitzThouless phase), when the XY-particles move in the direction of their phase, a similar feedback loop applies and induces true long-range order in the form of the Toner-Tu (or uniform flocking) phase. In the present case, the impact of such feedback loop is even more dramatic. While in the static XY-model this feedback is responsible for the emergence of long-range order in d = d c = 2, its lower critical dimension, in the static Kuramoto model with local coupling such feedback loop induces long range synchronization in d = 2, well below its critical dimension
It is worth pointing out that faster rotations (Ω 1) can lead to comparatively complex patterns of many rotating. As these patterns emerge via a similar mechanism as for the single frequency case studied in [34] and do not seem to add much to the synchronization behavior of motile oscillators we will discuss them elsewhere.
Conclusions Activity creates a novel kind of synchronization that is impossible in equilibrium systems. This manifests both in the fact that self-propulsion induces an ordered phase at a frequency independent threshold (gρ 0 > 2) and in the subsequent emergence of two novel phases: (i) a flocking phase where active particles of opposite chirality cooperate to form two linearly moving flocks, resembling a Toner Tu phase for chiral active matter. (ii) a chiral phase where particles of opposite chirality segregate and form synchronized rotating macroclusters scaling linearly with the system size. Both new phases show that self-propulsion qualitatively enhances synchronization, strongly suggesting the presence of global synchronization in a low dimensional system with local coupling -a finding that is not possible for oscillators on static or dynamic networks. This latter conjecture invites further studies to rigorously proof activityinduced global synchronization. We believe that future experimental studies of chiral active particles, both actuated or biologically driven systems, will result in additional examples of activity-induced synchronization as generically described in this work, and will constitute tests of our predictions about the character of synchronization, accompanied by the emergence of large rotating clusters and flocks moving at a relative angle.
Methods

Numerical details
We integrate the overdamped Langevin equations of motion eq. 1 and 2 using Euler integration scheme with a time step δt = 0.01. Unless stated differently, the self-propulsion velocity is held fixed to v = 1, the interaction radius to R = 1 and the rotational diffusivity to D r = 0.5 (Pe= 2). We run simulations with N = 10 3 ... 6.10 4 . In order to reach the steady state we let the system evolve more than 10 6 time steps. The simulations of the mutual flocking phase shown in Fig. 2 where done in large density systems ρ 0 = 200 in order to avoid the system to segregate and form dense clusters.
In order to characterize the size of the clusters, we compute the orientational self-correlation function
at late times. From this quantity, we extract a correlation length ξ via C(ξ) = e −1 , that we use to define an effective length scale associated of the clusters.
To characterize particle segregation within the macroclusters in some more detail, we compute the local density distribution of the particles of both charities. We denote by ρ ± the density of particles with positive and negative natural frequency. We thus define ρ s = ρ + −ρ − , and analyze its probability distribution ψ(ρ s ). A segregated system will be characterized by a multi-modal distribution: a local excess of Ω > 0 particles will correspond to a contribution at ρ s > ρ 0 and a local excess of Ω < 0 particles will correspond to a contribution at ρ s < −ρ 0 . We quantify chirality sorting by the probability to find a region of the system with an excess of particles of one chirality above some threshold, that we choose to be 2ρ 0 :
Self-propelled Kuramoto oscillators In order to highlight the impact of the feedback between the phase of the oscillators and their direction of motion, we also run simulations of Kuramoto oscillators which direction of self-propulsion diffuses independently of their phase. The equations of motion of such Kuramoto model of selfpropelled oscillators reads:
where n α = (cos φ α , sin φ α ) evolves by diffusion, independently of the phases {θ i } of the Kuramoto oscillators. Thus, this model is equivalent to a Kuramoto model in the time-evolving network generated by the 2D positions of Active Brownian Particles. In order to check the absence of global phase synchronization in such a system, we let the system evolve from a perfectly synchronized initial condition ({θ i } = 1) and analyze the global polarization (or phase synchronization order parameter) in the steady state. As shown in the SM [47], the global order parameter Z := 1 N α e iθα (also called Kuramoto order parameter) vanishes in the large N limit. As shown in Fig. 1b , large regions of competing order develop, but global phase synchronization cannot be achieved.
Continuum description
Starting from the Langevin equations (1-2) for the dynamics of the individual particles, we systematically derive a field theory in the SM [47] which describes the collective dynamics of circle swimmers in terms of equations of motion for the average dynamics of the density field ρ ≡ ρ (i) (x, t) of chiral active particles of species i with an internal frequency Ω i and the polarization density w ≡ w (i) (x, t), which read:
Here, b = 2(4+Ω 2 ), and O ∇w 2 represents terms which are both nonlinear in w and involve gradients; these terms neither contribute to the linear stability of the disordered uniform phase nor to the possible set of uniform (ordered) phases, and can then be neglected for the purpose of the present study. The theory is based on the assumption that deviations from isotropy are weak or moderate [48] . To understand the onset of synchronization we perform a linear stability analysis of the uniform disordered solution (ρ, w) = (ρ 0 , 0) for a bimodal frequency distribution where ρ 1 = ρ 2 , Ω 1 = −Ω 2 of (7, 8) . First focusing on the q = 0-limit, where gradient terms vanish, we obtain the instability criterion gρ 0 > 2(1 + Ω 2 ) [47]. This q = 0-instability suggests the existence of an ordered uniform phase: using the 'symmetry condition' that both species are equally polarized, i.e. ρ 
where ∆φ := φ (2) − φ (1) , with P (i) /|P (i) | = (cos φ (i) , sin φ (i) ) is the relative angle between P 1 and P 2 .
In the Supplemental Material we extend our linear stability analysis to q = 0 to account for effects due to the motility of the oscillators on their synchronization (the coefficients of all gradient terms in (7), (8) are nonvanising only if Pe = 0).
