Researchers and practitioners face many choices when estimating an asset's sensitivities toward risk factors, i.e., betas. We study the effect of different data sampling frequencies, forecast adjustments, and model combinations for beta estimation. Using the entire U.S. stock universe and a sample period of more than 50 years, we find that a historical estimator based on daily return data with an exponential weighting scheme as well as a shrinkage toward the industry average yield the best predictions for future beta. Adjustments for asynchronous trading, macroeconomic conditions, or regression-based combinations, on the other hand, typically yield very high prediction errors.
I Introduction
Researchers and practitioners need estimates of betas for a wide variety of applications.
Typically, historical data is used to estimate beta. Often the simple historical estimate is used. Others shrink the estimates toward the average beta of similar stocks. Some condition their estimates on macroeconomic state variables while others fit some kind of weighting scheme on the historical data. Finally, some directly combine estimates obtained from different methods. Often, these decisions are made ad hoc without much guidance on how they impact the resulting estimates. The primary goal of this study is to deliver guidance for making the optimal choice among these and many more options one faces when estimating beta.
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More precisely, we study the impact that these choices, e.g., different data sampling frequencies, estimation windows, forecast adjustments, and forecast combinations, have on estimates for beta.
We use a large cross-section of stocks and more than 50 years of data to comprehensively study the estimation of beta. Relative to existing studies, we substantially expand the scope both in the asset space and in the time dimension. We also illuminate several aspects of the estimation of beta. We evaluate the predictability for realized beta by computing the average root mean squared error (RMSE) of all approaches, testing the significance in mean squared and median squared forecast errors.
We examine several estimation and adjustment approaches. First, we study the impact of different estimation windows and data sampling frequencies. Regarding the estimation window, the researcher faces a trade-off between conditionality, i.e., using the most recent data, and a sufficient sample size that reduces measurement errors when predicting a timevarying beta using historical data. We find that a historical window of 1 year typically yields the lowest average prediction errors. Furthermore, consistent with the findings of Hollstein et al. (2017) , we find that the data frequency should be as high as possible, i.e., estimators based on daily data outperform those based on monthly or quarterly data. Second, we examine the impact of different weighting schemes. Conceptually, exponentially weighting past observations could deliver a possible solution to the conditionality vs.
sample size trade-off because one can "have it both ways", place higher weight on more recent observations to get a conditional estimate and use a long historical window to reduce measurement noise. Indeed, we find that exponentially weighting the observations yields significantly more precise estimates for beta.
Third, we examine the impact of imposing priors for the beta estimates. The idea behind this approach is that the beta estimate of a stock should not be too dissimilar to that of other stocks with similar characteristics. We find that the simple shrinkage adjustments of Vasicek (1973) and Karolyi (1992) yield improvements for the simple historical estimator while the more elaborated individuals' prior model of Cosemans et al. (2016) works considerably less well. With the simple shrinkage, one can tackle the extreme estimates that are likely associated with high measurement errors.
Fourth, we examine the effect of adjustments for asynchronous trading. Scholes & Williams (1977) and Dimson (1979) suggest that we can account for asynchronous trading by including betas with respect to lagged market returns. Arguing that it takes investors time to process and understand the impact of systematic news on opaque firms, Gilbert et al. (2014) suggest using quarterly instead of daily data to estimate beta. However, contrary to these arguments, we find that the Dimson adjusted beta and, as indicated previously, estimators based on monthly and quarterly data, yield very high RMSEs.
Fifth, following Shanken (1990) and Ferson & Schadt (1996) , we also examine the impact of conditioning information from macroeconomic state variables for beta estimation and find that all estimators that build on such information underperform the simple historical model. Finally, we investigate forecast combinations. We examine simple, regression-based, and Bayesian combinations. We find that a simple forecast combination of an exponentially weighted and a prior-based historical estimator yields the lowest average prediction errors overall. However, more elaborated combination approaches perform considerably worse, especially if we combine many individual models.
We test the robustness of our results, and find that these are largely similar for forecast horizons of 1, 3, 6, 12, and 60 months. Our results are also robust to computing hedging error ratios or estimators for realized beta that account for infrequent trading. Finally, we obtain qualitatively similar results for equally and value-weighted RMSEs, for an evaluation in the time series of individual firms, as well as for an alternative statistical loss function.
Our study contributes to the literature on beta estimation. Buss & Vilkov (2012 ), Chang et al. (2012 , and Baule et al. (2016) develop option-implied beta estimators. Hollstein & Prokopczuk (2016) show that the Buss & Vilkov (2012) approach works particularly well in predicting future betas. While the intrinsically forward-looking nature of option-based estimators seems to be favorable, the estimators face one important shortcoming. They are only applicable for a subset of large stocks with active options markets.
More recently, Hollstein et al. (2017) make use of the results of Bollerslev & Zhang (2003) , Barndorff-Nielsen & Shephard (2004) , and Andersen et al. (2006) and show that using high-frequency data, betas can be estimated more precisely for the firms of the S&P 500. However, the same shortcoming as for option-implied estimators applies for estimators relying on high-frequency data: they are only reliable for the subset of the most liquid stocks.
We complement these studies, first, by examining the whole stock universe available at the Center for Research in Security Prices (CRSP) and, second, by studying the impact of lower sampling frequencies, as well as different adjustments and forecast combinations.
Our paper connects to studies on the conditional capital asset pricing model (CCAPM). Shanken (1990) , Ferson & Schadt (1996) , Lettau & Ludvigson (2001) , and Guo et al. (2017) condition on macroeconomic variables to obtain time-varying betas. In contrast, Lewellen & Nagel (2006) use the simple historical estimator based on short windows for the same purpose.
We complement these studies by examining the predictive accuracy of the estimators based on linear macroeconomic conditioning variables relative to the historical estimator and other models.
Our paper also adds to the literature on forecast combinations. Bates & Granger (1969) , Clemen (1989) , and Timmermann (2006) show that forecast combinations can be beneficial in many fields of financial forecasting. The authors show that forecast combinations are especially beneficial when the combined forecasts use data from different sources. We extend the forecast combinations' literature in the context of beta estimation.
Lastly, we also connect to the literature on forecast adjustments for beta pioneered by Vasicek (1973) . The author shrinks beta estimates toward the cross-sectional average beta.
Recent developments turn towards more informative priors, as in Karolyi (1992) and Cosemans et al. (2016) . We thoroughly examine the performance of prior-based combinations vis-à-vis single models and other possible forecast combinations.
The remainder of this paper is organized as follows. In Section II, we introduce the data and the methodology for the estimation of the different models. We present our main empirical results for estimating beta in Section III. In Section IV, we examine why some models work while others do not. In Section V, we present additional analyses and test the robustness of our results. Section VI concludes.
II Data and Methodology

A Data
We obtain daily data on stock returns, prices, and shares outstanding from the Center for Research in Security Prices (CRSP). We use all stocks traded on the New York Stock Exchange (NYSE), the American Stock Exchange (AMEX), and the National Association of Securities Dealers Automated Quotations (NASDAQ). We start our sample period in January 1963 and end it in December 2015. Our sample period thus starts well after the cross-section expansion of CRSP in the mid-1962 and spans more than 50 years. We obtain data on the risk-free (1-month Treasury Bill) rate from Kenneth French's data library. To proxy for the market return, we use the CRSP value-weighted index.
B Estimation Methodology
Historical Beta We consider historical beta estimates (HIST) following, e.g., Fama & MacBeth (1973) , regressing an asset's excess return on the market excess return:
where β HIST j,t denotes the estimate for the historical beta of asset j at time t. We use data from time t − k to t, observed at discrete intervals τ , where k is the length of the estimation window. r j,τ is the return on asset j, r M,τ denotes the return of the market portfolio, and r f,τ is the risk-free rate, all observed at time τ .
EWMA Beta
We also examine a weighted version of the historical estimator with an exponentially weighted moving average structure. To be precise, we estimate Equation
(1) with weighted least squares (WLS) using the weights
. ι characterizes the horizon, to which the half-life of the weights converges for large samples.
We try two alternatives for ι: (i) one third and (ii) two thirds of the number of observations of the (initial) estimation window.
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Shrinkage Estimators Following Vasicek (1973) , we obtain a posterior belief of beta by combining the historical estimate (β
) with a prior (b j,t ) in the following way: are the variances of the historical estimate and the prior, respectively. Hence, the degree of shrinkage depends on the relative precisions of the historical estimate and the prior. We use as priors (i) the cross-sectional average beta (Vasicek, 1973 ) (β V ), (ii) the crosssectional average beta of firms in the same Global Industry Classification Standard (GICS) industry sector (Karolyi, 1992) Lewellen & Nagel (2006) , we estimate a beta that ought to account for potential infrequent trading effects. If stocks trade less frequently than the market index, stock prices adjust gradually to new information. Therefore, 2 We try both a rolling window estimation using the same window as for HIST and an expanding window. To reduce the computational burden, we limit the maximum amount of daily returns used to 10 years.
3 Cosemans et al. (2016) use the firms' size, book-to-market ratio, operating leverage, financial leverage, momentum, and industry classification, as well as the default yield spread to estimate the prior. For further information, we refer the interested reader to the original article. We obtain the balance sheet data necessary to compute the key ratios from Compustat. Dimson (1979) adds lagged market returns in the regression:
We incorporate N = 1 up to N = 5 lagged returns. In the case N = 1, the term associated with β (2) j,t drops. The estimator for beta is then β
j,t , where min(·) is the minimum operator.
Macro Beta We follow Shanken (1990) and Ferson & Schadt (1996) in assuming that
is a linear function of state variable(s):
We define z t as the vector of deviations of the state variables from their average up to time t, so that b 0,j can be interpreted as the average beta while the elements in the matrix B j determine the sensitivity of beta to the state variable(s). We estimate the parameters for Equation (4) using the time series of past (quarterly) macroeconomic variables and estimates for historical beta as on the left-hand side. We use a rolling estimation window of 20 quarters.
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We use the variables examined by Goyal & Welch (2008) . The dataset is available from Amit Goyal's webpage. Specifically, we examine the book-to-market ratio of the Dow Jones Industrial Average (bm), the consumption-wealth-income ratio (Lettau & Ludvigson, 2001, cay) , the default yield spread (dfy), the dividend-price (dp) and earnings-price (ep) ratios of the S&P 500, the investment-capital ratio (ic), inflation (inf), the long-term government bond yield (lty), and Treasury Bill rates (tbl). 5 We also use the 1-month macroeconomic uncertainty (unc) of Jurado et al. (2015) from Sydney Ludvigson's webpage and the unemployment rate (une) from the Federal Reserve Economic Database.
We follow Goyal & Welch (2008) and also estimate a "kitchen-sink" (all) regression using 4 We also try an expanding window and find that the results are qualitatively similar, while the prediction errors for the expanding window are typically slightly higher.
5 For further description of the construction of the variables, we refer to Goyal & Welch (2008) .
all these variables. In a recent study, Guo et al. (2017) find that the earnings-price ratio, inflation, and the unemployment rate are the best predictors for the beta of the value premium. The authors cannot reject the null hypothesis of a linear relationship of the state variables and beta, which supports our choice of a simple linear function. Bates & Granger (1969) note that the combination of estimation techniques may prove worthwhile, especially when the estimates combined exploit (at least partially) different information sets. To investigate whether combinations are worthwhile for estimating beta, we try several approaches. The first is a simple equally weighted combination of different estimates. However, while such a simple ad hoc combination is easy to implement, the procedure might not provide the optimal result.
Forecast Combinations
Second, we estimate weights by performing multivariate regressions for each stock. 6 We employ an expanding window to make use of a maximum length of history to be able to estimate the parameters with greater precision. 7 The regression equation takes the following form:
j,τ is the beta estimate for asset j of approach m at time τ . We combine the estimates of M different models. β R j,τ denotes the corresponding realized beta of that asset. At every point in time the estimation moves forward, one additional observation is added to each of these vectors. After obtaining the time-t regression coefficients, we adjust the beta estimates, using the following equation:
β C j,t is the combined beta forecast for asset j at time t andâ j,t ,b
(m) j,t are the respective 6 We use the first 100 months as our initial training sample. At each point in time t, we use estimates of beta up to t − k, since realized beta with a k-month window is only available up to the period t − k until t at time t.
7 We also try a rolling window approach. The results indicate that the expanding window approach indeed yields superior results. regression coefficients, i.e. weights.
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We also consider the Bayesian shrinkage approach proposed by Diebold & Pauly (1990) .
This approach shrinks regression coefficients towards a prior of equal weights for each forecast and an intercept of zero. To obtain β shr j,t , we use Equations (5) and (6) with the empirical Bayes estimator.
Bayesian Model Averaging Finally, we examine optimal forecast combinations using Bayesian model averaging. The basic idea of this approach is that there are k = 1, ..., K different possible ways to combine M different forecasts. The models differ in the subset of predictors used. Under the uninformative prior specification of Fernandez et al. (2001) , assuming all variables are equally likely to enter the model, and that the likelihood that a variable enters the model is independent of that of another variable, the optimal combinations are (Stock & Watson, 2006) :
where β (k) j,t is the OLS combination (as of Equation (6)) of forecast models for one possible way k to combine the M forecasts. The weights ω k are:
Essentially, we first estimate a restricted forecasting model as in Equation (5) with OLS using only the variables that ought to be included in each model. 9 From this, we get the sum of squared residuals (SSR R ). Second, we estimate a forecasting model as of Equation (5) j,t and the sum of squared residuals (SSR U k ). P k is the number of parameters in the kth regression combination, df R is the number of the degrees of freedom of the restricted model, and a(g) = g/(1 + g) et al. (2001) . T is the number of time periods
8 Note that now the β (k) j,t have a t-subscript. This is because we only use the current beta estimates instead of the vector of all previous beta estimates. 9 When empirically implementing the approach, specifiying variables that are included in each model can substantially reduce the computational effort.
in the estimation window.
C Evaluation Methodology
Realized Beta To evaluate predictions for beta, we follow Andersen et al. (2006) and use the realized beta (RB). We use daily (log-)returns during the prediction window t until T to estimate:
where r j,τ and r M,τ refer to the return of asset j and the market return at time τ , respectively.
Root Mean Squared Error (RMSE) To examine the out-of-sample forecast accuracy of the different approaches, we perform the analysis using the RMSE, a loss function commonly applied in the literature:
where o is the number of out-of-sample observations. β R j,t is the realized beta in the period ranging from t to T , and β j,t denotes an estimate for beta. We rely on the RMSE criterion since it is robust to the presence of (mean zero) noise in the evaluation proxy while other commonly employed loss functions are not (Patton, 2011) . We test for significance in RMSE differences using the modified Diebold-Mariano test proposed by Harvey et al. (1997) . For the cross-sectional evaluation, we use Newey & West (1987) standard errors with 4 lags.
To test for significance in root median squared error (RMedSE) differences, we employ the non-parametric Wilcoxon signed rank test.
12 In general, the results for the RMedSE and its significance are similar to those for the RMSE. Hence, when discussing our results, we mainly focus on the RMSE results.
III Estimating Beta
A Optimal Window Length and Sampling Frequency
We start the main analysis looking for the optimal sampling frequency and window length for the simple historical estimator. Throughout our main empirical analysis, we follow Chang et al. (2012) and Hollstein & Prokopczuk (2016) and focus on a prediction horizon for realized beta of 6 months. For the historical estimator, we consider windows of 1, 3, 6, 12, 24, 36, and 60 months when using daily data. Additionally, we consider the historical estimator based on monthly data (HIST mon ) using windows of 12, 36, and 60 months, as well as an estimator based on quarterly data using the returns over the previous 10 years.
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In Table 1 , we present summary statistics on these estimators. Several properties of the estimators are worth mentioning. First, the value-weighed average beta, which should be equal to 1 when examining a complete market, is close to that value for most approaches.
Values below 1 provide some indication that stocks are traded infrequently or that opacity hinders market participants from fully understanding the impact of systematic news during the chosen return interval. Values above 1 indicate that an estimator overestimates the systematic risk on average. Interestingly, while the value-weighted average of daily estimators with short windows is close to 1, it is clearly below 1 for estimators that use very long historical windows. For the 60-month estimator, the value-weighted average is 0.93. On the other hand, when using monthly or quarterly data with a long window, the value-weighted average is close to 1 again.
12 Strictly speaking, the Wilcoxon signed rank test incorporates the joint null hypothesis of zero median in the loss differentials as well as a symmetric distribution. We stick to this test instead of an alternative only testing on zero median, like the simple sign test, since the Wilcoxon signed rank test turns out to be more powerful in many applications (Conover, 1999) . 13 The subscript of the HIST estimators denotes the return frequency. This is left blank for daily data. We use the subscript "mon" for monthly and "q" for quarterly data. The superscript of the estimators indicates the period included in the estimation window (expressed in months).
Second, we examine the average cross-sectional standard deviation of the approaches.
A high standard deviation might be an indication of high measurement errors, whereas a very low standard deviation might indicate that an approach fails to sufficiently capture the heterogeneity in the estimates. Naturally, the average cross-sectional standard deviation is larger and the quantiles are wider for shorter estimation windows. Thus, the short-window historical estimators likely suffer from high measurement errors.
Third, we examine the average value-weighted correlation among the estimates. We find that the correlations are far from perfect even though we use exactly the same estimator, but change the historical window size and sampling frequency, for all approaches. For example, the correlation of the historical estimator based on daily data and a 1-month historical window with that using a 60-month window is as low as 0.39. Additionally, even when using the same data window, the correlation of the 60-month historical estimator based on daily data with that based on monthly data is only 0.73.
To find the optimal combination of window length and sampling frequency, in Table 2 we present the average out-of-sample prediction errors of different historical estimators. We detect the typical trade-off between conditionality and sample size. On the one hand, beta changes over time. Hence, an estimate based on a short historical window delivers a more timely conditional estimate. On the other, estimates based on a small sample are prone to measurement error. Starting with daily data, we find that the average value-weighted RMSE is highest for the 1-month horizon. It falls gradually up to the 12-month horizon and begins to rise again for longer estimation windows. The average RMSE of the 12-month historical estimator (HIST 12 ) is significantly lower than that of the 1-month horizon 59% of the time, compared to the 3-month horizon estimator 42% of the time, and relative to the 60-month estimator 29% of the time.
Additionally, we find that low-frequency estimators, i.e., those based on monthly and quarterly data, yield very high average RMSEs, which are each significantly higher than that of HIST 12 about 80% of the time. This result is also in line with the finding of Hollstein et al. (2017), who examine the stocks of the S&P 500 and show that estimators based on higher-frequency data outperform those based on lower-frequency data. It thus seems that estimators based on higher-frequency data are generally preferable whenever reliable data are available.
Overall, the historical estimator using a 12-month window yields the most accurate predictions. In the following sections, we therefore concentrate on the 12-month estimation window, indicate HIST 12 simply by HIST, and examine if we can further improve the predictive accuracy by imposing different adjustments on the estimator.
B Different Weighting Schemes
In the previous section, we analyzed the conditionality vs. sample size trade-off by searching for an optimal window that balances both arguments. However, it may also be possible to resolve this trade-off in an alternative manner. While, thus far, we weight all observations equally, independently of whether the returns occur 11 months or 1 week before the date of the estimation, one could also impose an exponentially decaying weighting scheme.
This way, we can use a large sample to estimate the parameters precisely and, at the same time, give a higher weight to more recent observations that likely carry better information on the current conditional beta. We use two different half-lives for the exponential weighting, one that has a higher level of conditionality, where the half-life corresponds to 84 trading days (indicated by the additional subscript "s" for "short") and one where it is 168 trading days.
14 Additionally, we use each of the two ιs together with an expanding window (HIST ewma,s,ex and HIST ewma,ex ), where we have an even larger sample size that might further increase the precision of the estimates.
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In Table 1 , we present summary statistics for the exponentially weighted historical estimator. 16 We find that the overall properties of HIST ewma and HIST ewma,ex are similar to those of HIST 12 and the correlation is high with the 12-month historical estimator employing equal weights. Thus, we expect that the differences might not be very large.
We present the results on prediction errors when using an exponential weighting scheme 14 We compute this as 12 (months) times 21 (average daily return observations per month) times 1 3 in the former and 2 3 in the latter case. 15 One might wonder how much of the weight is assigned to observations more than 1 year past, when using an expanding window. For ι = 84, this is roughly 12% and for ι = 168, about 35% of the weight is placed on observations further back.
16 To enhance the exposition, we only present the summary statistics for the estimator with ι = 168. Those with a shorter half-life of the weights (ι = 84) are qualitatively similar.
in Table 3 . We find that, independently of the specification, the exponential weighting reduces the average value-weighted RMSE. We obtain the lowest average value-weighted RMSE for HIST ewma,ex . The value-weighted RMSE is significantly lower for HIST ewma,ex compared to HIST 52% of the time. Thus, the exponential weighting, especially combined with an expanding estimation window, can materially reduce prediction errors in beta.
C Imposing Priors
Another way to correct for potential measurement errors is to shrink potentially noisy estimates toward an informative prior. Estimates that have higher standard errors are thus shrunk more heavily toward their prior than estimates with lower standard errors. We use three different shrinkage estimators, HIST V , HIST K , and HIST I .
Summary statistics of these estimators are presented in Table 1 . Naturally, we find that the distributions of HIST V and HIST K are more narrow than that of the unadjusted 12-month historical estimator; also, quite naturally, since HIST V and HIST K are directly derived from HIST 12 and (almost) perfectly cross-sectionally correlated with it. On the other hand, the value-weighted average is, with 0.97, slightly below 1 because HIST V and HIST K shrink the beta estimates toward an equally weighted average, which is typically below 1. 17 When imposing the fundamentals-based prior in HIST I , things look quite different. First, the approach requires accounting data that is not as widely available as stock data. Because of this, and because we need an initial window to estimate the parameters, we have far fewer observations for HIST I compared to the simple historical approaches. Furthermore, the value-weighted average of HIST I is far below 1 with 0.87. While this low average could be due to wider availability of accounting data for low-beta stocks, it does deliver some indication that the approach is biased on average. The correlations of HIST I with other approaches are moderate, e.g., the average cross-sectional correlation of HIST I with HIST 12 is 0.77. 17 We also try HIST V and HIST K shrinking the beta estimates toward a value-weighted average. We find that in that case the value-weighted averages are closer to 1. The overall performance of the two estimators is qualitatively similar and generally even slightly better when shrinking towards the value-weighted average.
We present the prediction errors of the different prior-adjusted betas in Table 4 . 18 We find that both HIST V and HIST K yield lower average value-weighted RMSEs compared to HIST.
The differences are significant 21% of the time. HIST K , which shrinks the beta estimates toward the average of the same industry, is slightly better than the less informative HIST V , which shrinks estimates toward the overall average beta. The picture looks quite different in the case of the individuals-based prior estimator, HIST I . The average value-weighted RMSE is substantially higher even compared to HIST. The differences are especially strong in the median. HIST I yields a higher root median squared error practically all the time. Thus, overall HIST I performs poorly. This finding is consistent with recent evidence in Dittmar & Lundblad (2017) , who find that market betas are only weakly related to stock characteristics.
D Asynchronicity Adjustments
A possible concern when estimating betas is that some stocks might be traded less frequently than the market portfolio. If the stock price reacts days after the arrival of systematic news, the usual historical beta estimator will be biased downward. The usual approach to handle this is the Dimson (1979) adjustment, which sums up betas with respect to the current and lagged market return(s).
We present summary statistics for Dimson-betas with 1, 3, and 5 lags in Table 1 . We find that the overall value-weighted average beta is similar to that of HIST 12 . Hence, neither
of the estimators appears to be systematically biased. We find that the standard deviation as well as the quantile range rise the more lags we use. Additionally, the correlations with HIST 12 fall with an increasing number of lags. The average value-weighted cross-sectional correlation between between HIST 12 and Dim (5) is 0.74. Thus, adding betas with respect to lagged market returns materially affects the properties of the historical estimator.
We present the results for prediction errors when using up to 5 lags in Table 5 . We find that the asynchronicity-adjustment does not improve the beta estimates on average. The more lags we use, the higher the average value-weighted RMSE. Those of Dim (1) and Dim
18 Note that the average RMSE for HIST is different from that of Table 2 because both the sample period and stock universe differ slightly. We only include stock-month observations, for which all approaches in the table yield an estimate. The number of firm-month observations reduces because we need an in-sample period to first estimate the prior for HIST I and because many firms lack accounting data.
are significantly higher than those of HIST 35% and 73% of the time, respectively. Hence, there is very little evidence to warrant a Dimson adjustment.
19
E Macroeconomic Conditioning Information
If beta changes over the business cycle, one could make use of information on macroeconomic state variables to obtain better estimates for conditional betas. Thus, we examine the predictions of several potential state variables.
To enhance the exposition, in Table 1 , we only present the summary statistics on one of the betas combined with macroeconomic state variables, Beta cay (Lettau & Ludvigson, 2001 ). The results of the other estimators are qualitatively similar. Since we first need initial data to estimate Equation (4), we have fewer overall observations. We find that the value-weighted average beta is quite low with 0.91, which indicates that the the approach may suffer from a systematic downward-bias. The cross-sectional standard deviation and quantile range of Beta cay are neither very large nor very small and correlations to other approaches are rather low on average.
In Table 6 , we present the prediction error results for different macroeconomic conditioning variables. Because information on some of these is issued only on a quarterly basis, we sample the betas at the end of each quarter instead of at the end of each month. 20 We find that all of the estimators based on macroeconomic conditioning variables substantially and significantly underperform HIST. The performance of the "kitchen-sink" approach Beta all is especially poor. Thus, it appears to be much more favorable to broadly follow Lewellen & Nagel (2006) , who use a (short) historical 12-month window to estimate conditional betas instead of using macroeconomic conditioning variables as in, e.g., Lettau & Ludvigson (2001) or Guo et al. (2017) .
19 Since we evaluate the predictions using realized beta without an adjustment for infrequent trading in the measurement of this quantity, we might fail to capture infrequent trading effects ex post. We account for this possibility in Section V.E and show that even under an evaluation that accounts for potential infrequent trading, the Dimson-adjusted estimator still falls short of the simple historical estimator.
20 The results when sampling monthly for all variables that are available at that frequency are qualitatively similar.
F Forecast Combinations
Finally, we examine whether one can improve upon HIST by combining different estimates. We use two different sets of models to be combined: (i) only the estimators that performed best during the previous sections, HIST ewma,ex and HIST K (Best), and (ii) a much larger subset of the different possible adjustments (All). For the latter, we combine HIST, HIST ewma,ex , HIST K , HIST I , Dim (5) , and Beta cay . 21 For both model sets, we use four combination possibilities: (i) a simple combination, (ii) a model-based combination as of Equation (6), (iii) a model-based combination as in (ii) with the shrinkage approach of Diebold & Pauly (1990) , and (iv) Bayesian model averaging. Table A1 of the online appendix presents summary statistics on these combinations. We find that the properties of Best sim are overall very similar to those of HIST and the average value-weighted cross-sectional correlation is 0.99. For the model-based combinations, we typically have far fewer observations. This is because we first need observations for each of the models we combine. Additionally, we need an initial window to perform the estimation of the weights. This further reduces the number of observations available when combining many models in All. Overall, we find that the value-weighted average, especially of the model combinations, is far below 1, which indicates that these combinations yield a bias on average.
We present the prediction error results in Table 7 . We find that the simple combination Best sim yields a significantly lower average value-weighted RMSE compared to HIST 48% of the time. The model-based combinations Best C , Best shr , and Best BMA perform similarly to HIST, while the Bayesian approaches perform slightly better than the non-Bayesian combination Best C . When combining all approaches, independently of whether they work or not individually, only the simple combination All sim performs better than HIST, but not as well as the simple combination of the best models. The model-based combinations of all approaches work clearly less well. These underperform HIST more than 50% of the time.
Additionally, as in the case of just combining the best 2 models, we find that the Bayesian combinations perform better than All C .
Thus, it appears worthwhile to combine estimators, but one should concentrate on those models that "work" individually and simple equally weighted combinations typically yield lower prediction errors than more elaborated regression-based combinations even when these use a Bayesian approach.
G Which is the Best Approach?
Thus far, we examine which of the approaches yields an improvement relative to HIST.
However, it is probably of high practical interest which of the adjustments and combinations overall yields the lowest prediction errors. We present the results for the models HIST ewma,ex , HIST K , an approach that directly imposes the industry-based prior on the EWMA Beta, HIST K ewma,ex , and the simple combination of the 2 best models, Best sim in Table 8 .
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We find that individually, HIST ewma,ex yields a significantly lower value-weighted RMSE compared to HIST K 21% of the time. Directly applying the prior suggested by Karolyi (1992) yields a small further improvement for HIST ewma,ex . However, the simple combination Best sim yields the overall lowest average value-weighted RMSE. While the differences in RMSE between Best sim and HIST ewma,ex as well as HIST K ewma,ex are only rarely significant, Best sim significantly outperforms HIST 46% of the time.
IV Why do the Adjustments "Work"?
Given that some of the adjustments and combinations improve the predictability for beta while others yield substantially higher prediction errors, one may wonder what the reason for these different results is. We try to address this by performing a decomposition of the mean squared errors (MSE). To do so, we follow Mincer & Zarnowitz (1969) and decompose 22 One might wonder why the prediction errors of Table 8 are partially higher than those in Tables 4  and 7 for the same models. As already indicated in footnote 18, for each table, we use only firm-month observations that are available for all the approaches presented. This yields a substantial reduction of firm-month observations in the two earlier tables.
the MSE in the following fashion: We present the results of the MSE decomposition for different adjustments that "work" and for others that "do not work" in Table 9 . We find that the best approaches, HIST ewma,ex , HIST K , HIST K ewma,ex , and Best sim , yield improvements in all 3 dimensions. They slightly reduce the bias relative to HIST from 0.4% to 0.3%, they reduce the inefficiency of HIST by up to one third, and they also slightly reduce the random error. Hence, these adjustments create betas that are more accurate on average, for low and high beta stocks, and they reduce random measurement errors.
On the other hand, the reasons for why other models do not work are diverse. HIST I exhibits a substantial bias of 2.4%. Additionally, both the inefficiency and the random error increase relative to HIST. The estimators Dim (1) , Dim (3) , and Dim (5) , on the other hand, do not strongly increase the bias, but both the inefficiency and the random error increase with increasing number of lags. Hence, the Dimson adjustment appears to systematically increase the forecast errors for high and low beta stocks. The beta augmented by macroeconomic conditioning variables, Beta cay , also strongly increases the inefficiency relative to HIST and yields one of the highest overall random errors among all approaches.
Regarding the combinations of the two best individual models, we find that the regressionbased combination Best C slightly reduces the inefficiency relative to HIST, but increases the random error. Best BMA , on the other hand, slightly reduces the bias and random error, but yields a marginally larger inefficiency. Finally, when combining more models, among them also models from which the adjustments "do not work" individually, creates very large random errors. Thereby, All BMA is superior to All C , mainly because the inefficiency is not as high. However, both the inefficiency and the random measurement error of All BMA and All C are dramatically higher than that of HIST.
V Additional Analyses and Robustness
A Different Horizons
In this section, we examine the results for different forecast horizons of 1, 3, 12, and 60 months. Table 10 presents these results. To enhance the exposition, we only report the results on the best models and an estimation horizon of 12 months. The results for the remaining specifications are qualitatively similar as those for the 6-month forecast horizon.
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We start the analysis by examining 1-month forecasts. We present these results in Panel A of Table 10 . We find that for all approaches, the average value-weighted RMSE is higher than for the 6-month horizon. This is most likely due to higher measurement errors in the estimator for realized beta which suffers from a reduced evaluation window. 24 We find that the adjustments that "work" for the 6-month horizon also yield lower average valueweighted RMSEs than the simple historical model. Similar to the 6-month horizon, the simple combination Best sim yields the lowest overall average value-weighted RMSE.
The results for the 3-month horizon are presented in Panel B of Table 10 . With the longer evaluation horizon, for all approaches the average value-weighted RMSEs are substantially lower than for the 1-month horizon. All other results are qualitatively similar to the 1-and 6-month horizons.
Panel C of Table 10 presents the results for the 12-month forecast horizon. We find that for all approaches, the average value-weighted RMSEs are lower than for the 6-month horizon. This pattern indicates that 12-month betas are slightly more predictable than betas of shorter horizons. All adjustments that perform better than the simple historical model for the 6-month horizon continue to do so for the 12-month horizon. However, the best approach is the direct shrinkage adjustment HIST Finally, we present the results for the 60-month forecast horizon, relevant for very longterm investors, in Panel D of Table 10 . We find that the average value-weighted RMSEs for all approaches are slightly higher than for the 12-month horizon. Thus, it appears that timevariation in beta renders 60-month betas slightly harder to predict than 12-month betas.
However, the average value-weighted RMSEs are still slightly lower than for the 6-month horizon. Apart from that, the results for the 60-month horizon are qualitatively similar to those for the 12-month horizon. Overall, HIST K ewma,ex yields the lowest average value-weighted RMSE.
B Hedging Errors
The RMSE results show that the approaches HIST ewma,ex , HIST K , HIST K ewma,ex , and Best sim yield the best results, while, e.g., Dim estimates are biased, we may falsely conclude that an approach is superior simply because it is biased in a similar fashion. We compute the hedging error for each stock as
r j,t,T is the return of stock j between t and T . r f,t,T and r M,t,T are the risk-free rate and the return on the market portfolio over the same horizon. We use 1-month returns. β t is the estimate for beta, using data up to time t. Liu et al. (2017) show that under certain assumptions the hedging error variance ratio
is approximately equal to the mean squared error relative to the true realized beta plus a term that is unrelated to the beta estimation, i.e., constant across all estimation approaches. We follow Liu et al. (2017) and estimate the variances using rolling 5-year windows to account for the possibility that the variances in the numerator and denominator change over time. We report the average ratio over time.
We present the results in Table A2 of the online appendix. These results are consistent with our previous results relying on the RMSE and realized beta computations. We find that HIST ewma,ex , HIST K , HIST K ewma,ex , as well as Best sim yield significantly lower mean average hedging error ratios than HIST. Dim (5) yields a substantially and significantly higher mean average hedging error ratio than HIST. HIST K ewma,ex achieves the lowest mean average hedging error ratio. Thus, our main results appear to be robust to the specification of realized beta.
C Equally Weighted Results
Thus far, we present primarily value-weighted results. We regard this as the most relevant case, since for investment decisions the stocks provide investment opportunities relative to their total market capitalizations. However, small stocks make up a very large fraction of the total number of stocks, and thus, it is also interesting to examine to what extent the adjustments are beneficial for these. Therefore, in this section, we examine the robustness of our main findings when weighting all stocks equally.
We present the equally weighted prediction error results in Table A3 of the online appendix. 25 We find that all the average RMSEs are higher for all approaches than for the value-weighted examination. Thus, it seems to be considerably more difficult to estimate the betas for small stocks than it is for large stocks. Apart from that, the adjustment approaches that work best when value-weighting also significantly outperform HIST when weighting equally. Typically, the difference in the equally weighted RMSE is significant considerably more often than that in the value-weighted RMSE. Thus, the adjustments appear to be even more beneficial for small stocks compared to large stocks. Overall, HIST K ewma,ex yields the lowest average RMSE.
25 One might wonder whether the asynchronicity adjustment performs better for small stocks. However, we find that the Dimson beta estimators are even more clearly inferior compared to HIST when weighting all stocks equally. The average RMSE is significantly higher than that of HIST nearly all the time, independent of the number of lags used.
D Firm-Level Evaluation
In the main part of this paper we evaluate the forecasts cross-sectionally. However, it may also be of interest to see how the adjustment approaches perform for different stocks separately in the time series. To perform this analysis, in order to assess the statistical significance and to prevent stocks which are only available over short intervals during our sample period from biasing our results, we use only stocks with more than 100 observations. Essentially, this approach implies that we potentially lose information from stocks available for a shorter sample period.
We present the results in Table A4 of the online appendix. These are qualitatively similar as those for the cross-sectional evaluation. The best adjustments also yield lower value-weighted average RMSEs compared to HIST. Best sim yields the overall lowest valueweighted average RMSE.
E Dimson Evaluation
To further test the robustness of our main results to infrequent trading effects, in this section we present the results when evaluating estimates with respect to Dimson realized beta. We estimate the realized beta as the sum of the realized beta as of Equation (9) with 0 up to 5 lags.
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We present the results in Table A5 of the online appendix. First, we find that the average value-weighted RMSEs are higher for all approaches. Thus, it seems to be very hard to predict future Dimson realized betas. This is most likely due to higher measurement error caused by adding betas with respect to lagged market returns. Second, we find the same patterns as when using realized beta without lags. The best approaches also yield improvements over HIST under the Dimson realized beta. Finally, we find that Dim (5) yields a higher average value-weighted RMSE than HIST even under the Dimson realized beta evaluation. However, the difference is considerably smaller and significant less frequent than under the regular realized beta.
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F Monthly Evaluation
In the previous section, we account for infrequent trading effects by evaluating the forecasts with a Dimson realized beta. However, as we show in Section IV, the Dimson estimators yield a substantial increase in both the inefficiency and the random error compared to HIST.
Therefore, in this section, we examine an alternative possibility to account for asynchronous trading in realized beta: the use of monthly data. We estimate the realized beta using monthly data over a 5-year horizon. Since this approach mixes a change in the data frequency and estimation window, it is probably most suitable to compare the results to those in Panel D of Table 10 . Table A6 of the online appendix presents the results. These are very similar to those when using daily returns for realized beta. For the monthly evaluation, the average valueweighted RMSEs of all approaches are larger than for daily evaluation over 60 months. This indicates that realized beta with monthly data is also difficult to predict, likely because it is more prone to measurement errors than realized beta with daily data. Additionally, we find that HIST K ewma,ex yields the lowest overall average value-weighted RMSE. Finally, Dim (5) still yields a substantially and often significantly higher average value-weighted RMSE compared to HIST and even more so compared to HIST K ewma,ex . Hence, in general, estimators that do not account for infrequent trading appear to be superior to those that use a Dimson adjustment.
28 Untabulated results reveal that, e.g., when we use 3 lags only both for the estimation (Dim (3) ) and the realized beta, Dim (3) also yields a slightly higher average value-weighted RMSE than HIST. Interestingly, contrary to what one might expect, for all numbers of lags, HIST is even more strongly favorable when weighting all stocks equally. Thus, the Dimson adjustment seems to work even less well for the stocks it was initially designed for.
G Mean Absolute Error
Finally, we examine the robustness of our results to the loss function employed. As an alternative to the RMSE, in this section, we use the mean absolute error (MAE):
where all variables are as previously defined. The MAE penalizes all forecast errors in the same way. Hence large forecast errors are less influential under the MAE than under the RMSE. We present the results in Table A7 of the online appendix. These are very similar to those using the RMSE. The best models under the RMSE also yield improvements over HIST under the MAE, the differences are significant for similar shares of the time, and HIST K ewma,ex
and Best sim yield the lowest value-weighted average MAE.
VI Conclusion
We examine the effects of different historical windows, sampling frequencies, and various forecast adjustments on beta estimation. We find that using daily data over a 12-month horizon generally yields lower prediction errors than alternative historical windows and estimators based on low-frequency data. Furthermore, exponential weighting schemes, simple shrinkage adjustments toward a prior, as well as simple combinations yield improvements.
On the other hand, an adjustment for asynchronous trading, conditioning beta on the deviations of macroeconomic state variables from their historical averages, and regressionbased as well as Bayesian model averaging combinations typically yield high prediction errors. Dim (3) Dim ( This table presents the out-of-sample prediction errors. We measure the realized beta with daily returns over the horizon of 6 months. The first row reports the average value-weighted RMSE over our sample period. We indicate the lowest average RMSE with italic font. The remainder of the table reports the differences in prediction errors. The upper triangular matrix reports the average differences in RMSE and the lower triangular matrix reports the average differences in RMedSE. We report the error loss differential between the model [name in row] and the model [name in column].
The absolute values of the numbers in parentheses indicate the share of time periods for which the difference is significant at 5% (e.g., 0.4 indicates that the difference is significant 40% of the time). We test the significance using the modified Diebold-Mariano and the Wilcoxon signed rank tests for the upper and lower triangular matrix, respectively. The sign of the number in parentheses indicates the direction of the significant differences. This table presents the out-of-sample prediction errors. We measure the realized beta with daily returns over the horizon of 6 months. The first row reports the average value-weighted RMSE over our sample period.
We indicate the lowest average RMSE with italic font. The remainder of the table reports the differences in prediction errors. The upper triangular matrix reports the average differences in RMSE and the lower triangular matrix reports the average differences in RMedSE. We report the error loss differential between the model [name in row] and the model [name in column]. The absolute values of the numbers in parentheses indicate the share of time periods for which the difference is significant at 5% (e.g., 0.4 indicates that the difference is significant 40% of the time). We test the significance using the modified Diebold-Mariano and the Wilcoxon signed rank tests for the upper and lower triangular matrix, respectively. The sign of the number in parentheses indicates the direction of the significant differences. This table presents the out-of-sample prediction errors. We measure the realized beta with daily returns over the horizon of 6 months. The first row reports the average value-weighted RMSE over our sample period.
We indicate the lowest average RMSE with italic font. The remainder of the table reports the differences in prediction errors. The upper triangular matrix reports the average differences in RMSE and the lower triangular matrix reports the average differences in RMedSE. We report the error loss differential between This table presents the out-of-sample prediction errors. We measure the realized beta with daily returns over the horizon of 6 months. The first row reports the average value-weighted RMSE over our sample period.
We indicate the lowest average RMSE with italic font. The remainder of the table reports the differences in prediction errors. The upper triangular matrix reports the average differences in RMSE and the lower triangular matrix reports the average differences in RMedSE. We report the error loss differential between the model [name in row] and the model [name in column]. The absolute values of the numbers in parentheses indicate the share of time periods for which the difference is significant at 5% (e.g., 0.4 indicates that the difference is significant 40% of the time). We test the significance using the modified Diebold-Mariano and the Wilcoxon signed rank tests for the upper and lower triangular matrix, respectively. The sign of the number in parentheses indicates the direction of the significant differences.
HIST Dim This table presents the out-of-sample prediction errors. We measure the realized beta with daily returns over the horizon of 6 months. The first row reports the average value-weighted RMSE over our sample period. We indicate the lowest average RMSE with italic font. The remainder of the table reports the differences in prediction errors. The upper triangular matrix reports the average differences in RMSE and the lower triangular matrix reports the average differences in RMedSE. We report the error loss differential between the model [name in row] and the model [name in column].
The absolute values of the numbers in parentheses indicate the share of time periods for which the difference is significant at 5% (e.g., 0.4 indicates that the difference is significant 40% of the time). We test the significance using the modified Diebold-Mariano and the Wilcoxon signed rank tests for the upper and lower triangular matrix, respectively. The sign of the number in parentheses indicates the direction of the significant differences. 
We estimate the ratio of the hedging error variance to the market variance. To account for the possibility that the variances in the numerator and denominator change over time, we estimate the variances using rolling 5-year windows and use the average ratio over time. We present the mean hedging error ratios across all stocks. Additionally, we report differences to of the mean to those of HIST (Diff). The lowest mean average hedging error ratio is indicated by italic font. *, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively. 
