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1 Introdution
The aim of this paper is the extension to an innite-dimensional framework of the theory of ows
assoiated to weakly dierentiable (with respet to the spatial variable x) vetor elds b(t, x).
Starting from the seminal paper [29℄, the nite-dimensional theory had in reent times many
developments, with appliations to uid dynamis [38℄, [39℄, [25℄, to the theory of onservation
laws [5℄, [3℄, and it overs by now Sobolev and even bounded variation [1℄ vetorelds, under
suitable bounds on the distributional divergene of bt(x) := b(t, x). Furthermore, in the ase
of W 1,ploc vetor elds with p > 1, even quantitative error estimates have been found in [21℄;
we refer to the Leture Notes [2℄ and [6℄, and to the bibliographies therein for the most reent
developments on this subjet. Our paper lls the gap, pointed out in [2℄, between this family
of results and those available in innite-dimensional spaes, where only exponential integrability
assumptions on ∇bt have been onsidered so far.
Before passing to the desription of our results in Wiener spaes, we briey illustrate the
heuristi ideas underlying the above-mentioned nite-dimensional results. The rst basi idea is
not to look for pointwise uniqueness statements, but rather to the family of solutions to the ODE
as a whole. This leads to the onept of ow map X(t, x) assoiated to b i.e. a map satisfying
X(0, x) = x and X˙(t, x) = bt(X(t, x)). It is easily seen that this is not an invariant onept,
under modiation of b in negligible sets. This leads to the onept of Lr-regular ow: we give
here the denition adopted in this paper when (E, ‖ · ‖) is a separable Banah spae endowed
with a Gaussian measure γ; in the nite-dimensional theory (E = RN) other referene measures
γ ould be onsidered as well (for instane the Lebesgue measure [29℄, [1℄).
Denition 1.1 (Lr-regular b-ow). Let b : (0, T ) × E → E be a Borel vetor eld. If X :
[0, T ] × E → E is Borel and 1 ≤ r ≤ ∞, we say that X is a Lr-regular ow assoiated to b if
the following two onditions hold:
∗
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(i) for γ-a.e. x ∈X the map t 7→ ‖bt(X(t, x))‖ belongs to L1(0, T ) and
X(t, x) = x+
∫ t
0
bτ (X(τ, x)) dτ ∀t ∈ [0, T ]. (1)
(ii) for all t ∈ [0, T ] the law of X(t, ·) under γ is absolutely ontinuous with respet to γ, with
a density ρt in L
r(γ), and supt∈[0,T ] ‖ρt‖Lr(γ) <∞.
In (1), the integral is understood in Bohner's sense, namely
〈e∗,X(t, x)− x〉 =
∫ t
0
〈e∗, bτ (X(τ, x))〉 dτ ∀e∗ ∈ E∗.
It is not hard to show that (see Remark 4.2), beause of ondition (ii), this onept is indeed
invariant under modiations of b, and so it is appropriate to deal with vetor elds belonging
to Lp spaes. On the other hand, ondition (ii) involves all trajetories X(·, x) up to γ-neglibigle
sets, so the best we an hope for, using this onept, is existene and uniqueness of X(·, x) up
to γ-negligible sets.
The seond basi idea is the the onept of ow is diretly linked, via the theory of hara-
teristis, to the transport equation
d
dt
f(s, x) + 〈bs(x),∇xf(s, x)〉 = 0 (2)
and to the ontinuity equation
d
dt
µt + div(btµt) = 0. (3)
The rst link has been exploited in [29℄ to transfer well-posedness results from the transport
equation to the ODE, getting uniqueness of L∞-regular (with respet to Lebesgue measure)
b-ows in RN . This is possible beause the ow maps (s, x) 7→ X(t, s, x) (here we made also
expliit the dependene on the initial time s, that we kept equal to 0 in Denition 1.1) solve (2)
for all t ∈ [0, T ].
Here, in analogy with the approah initiated in [1℄ (see also [32℄ for a stohasti ounterpart
of it, where (3) beomes the forward Kolmogorov equation), we prefer to deal with the ontinuity
equation, whih seems to be more natural in a probabilisti framework. The link between the
ODE and (3) is based on the fat that any positive nite measure η in C
(
[0, T ];E
)
onentrated
on solutions to the ODE is expeted to give rise to a weak solution to (3) (if the divergene
operator is properly understood), with µt given by the marginals of η at time t: indeed, (3)
desribes the evolution of a probability density under the ation of the veloity eld b. We
shall all these measures η generalized b-ows. Our goal will be, as in [1℄, [32℄, to transfer
well-posedness informations from the ontinuity equation to the ODE, getting existene and
uniqueness results of the Lr-regular b-ows, under suitable assumptions on b.
We have to take into aount an intrinsi limitation of the theory of Lr-regular b-ows
that is typial of innite-dimensional spaes: even if b(t, x) ≡ v were onstant, the ow map
X(t, x) = x+ tv would not leave γ quasi-invariant, unless v belongs to a partiular subspae of
2
E, the so-alled Cameron-Martin spae H of (E, γ), see (7) for its preise denition. So, from
now on we shall assume that b takes its values in H. However, thanks to a suitable hange of
variable, we will treat also some non H-valued vetor elds, in the same spirit as in [41℄, [13℄.
We reall that H an be endowed with a anonial Hilbertian struture 〈·, ·〉H that makes the
inlusion of H in E ompat; we x an orthonormal basis (ei) of H and we shall denote by bi
the omponents of b relative to this basis (however, all our results are independent of the hoie
of (ei)).
With this hoie of the range of b, whenever µt = utγ the equation (3) an be written in the
weak sense as
d
dt
∫
E
ut dγ =
∫
E
〈bt,∇φ〉Hut dγ ∀φ ∈ Cyl(E, γ), (4)
where Cyl(E, γ) is a suitable spae of ylindrial funtions indued by (ei) (see Denition 2.3).
Furthermore, a Gaussian divergene operator divγc an be dened as the adjoint in L
2(γ) of the
gradient along H: ∫
E
〈c,∇φ〉H dγ = −
∫
E
φdivγc dγ ∀φ ∈ Cyl(E, γ).
Another typial feature of our Gaussian framework is that L∞-bounds on divγ do not seem
natural, unlike those on the Eulidean divergene in RN when the referene measure is the
Lebesgue measure: indeed, even if b(t, x) = c(x), with c : RN → RN smooth and with bounded
derivatives, we have divγc = divc−〈c, x〉 whih is unbounded, but exponentially integrable with
respet to γ.
We an now state the main result of this paper:
Theorem 1.2 (Existene and uniqueness of Lr-regular b-ows). Let p, q > 1 and let b : (0, T )×
E →H be satisfying:
(i) ‖bt‖H ∈ L1
(
(0, T );Lp(γ)
)
;
(ii) for a.e. t ∈ (0, T ) we have bt ∈ LDqH(γ;H) with∫ T
0
(∫
E
‖(∇bt)sym(x)‖qHS dγ(x)
)1/q
dt <∞, (5)
and divγbt ∈ L1
(
(0, T );Lq(γ)
)
;
(iii) exp(c[divγbt]
−) ∈ L∞((0, T );L1(γ)) for some c > 0.
If r := max{p′, q′} and c ≥ rT , then the Lr-regular ow exists and is unique in the following
sense: any two Lr-regular ows X and X˜ satisfy
X(·, x) = X˜(·, x) in [0, T ], for γ-a.e. x ∈ E.
Furthermore, X is Ls-regular for all s ∈ [1, cT ] and the density ut of the law of X(t, ·) under γ
satises ∫
(ut)
s dγ ≤
∥∥∥∥
∫
E
exp
(
Ts[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
for all s ∈ [1, c
T
].
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In partiular, if exp(c[divγbt]
−) ∈ L∞((0, T );L1(γ)) for all c > 0, then the Lr-regular ow exists
globally in time, and is Ls-regular for all s ∈ [1,∞).
The symmetri matrix (∇bt)sym, whose Hilbert-Shmidt norm appears in (5), orresponds
to the symmetri part of the derivative of bt, dened in a weak sense by (22): notie that, in
analogy with the nite dimensional result [18℄, no ondition is imposed on the antisymmetri part
of the derivative, whih need not be given by a funtion; this leads to a partiular funtion spae
LDq(γ;H) (well studied in linear elastiity in nite dimensions, see [44℄) whih is for instane
larger than the Sobolev spae W 1,qH (γ;H), see Denitions 2.4 and 2.6. Also, we will prove that
uniqueness of X holds even within the larger lass of generalized b-ows.
Let us explain rst the main dierenes between our strategy and the tehniques used in [22℄,
[23℄, [24℄, [41℄, [13℄ for autonomous (i.e. time independent) vetor elds in innite-dimensional
spaes. The standard approah for the existene of a ow onsists in approximating the vetor
eld b with nite-dimensional vetor elds bN , onstruting a nite-dimensional ow XN , and
then passing to the limit as N → ∞. This part of the proof requires quite strong a-priori
estimates on the ows to have enough ompatness to pass to the limit. To get these a-priori
estimates, the assumptions on the vetor eld, instead of the hypotheses (i)-(iii) in Theorem 1.2,
are:
‖b‖H ∈
⋂
p∈[1,∞)
Lp(γ),
exp(c‖∇b‖L(H,H)) ∈ L1(γ) for all c > 0,
exp(c|divγb|) ∈ L1(γ) for some c > 0,
where ‖∇b‖L(H,H) denotes the operator norm of ∇b from H to H. So, apart from the minor
fat that we allow a measurable time dependene of b, the main dierene between these results
and ours is that we replae exponential integrability of b and the operator norm of ∇b by p-
integrability of b and q-integrability of the (stronger) Hilbert-Shmidt norm of ∇bt (or, as we
said, of its symmetri part).
Let us remark for instane that, just for the existene part of a generalized b-ow, the
hypothesis on divγ b ould be relaxed to a one sided bound, as we did. Indeed, this assumption
allows to prove uniform estimates on the density of the approximating ows, see for instane
Theorem 6.1. On the other hand, the proof of the uniqueness of the ow strongly relies on the
fat that one an use the approximating ows XN also for negative times.
Our strategy is quite dierent from the above one: the existene and uniqueness of a regular
ow will be proved at one in the following way. First of all, the existene of a generalized b-ow
η, even without the regularity assumption (5), an be obtained thanks to a tightness argument for
measures in C
(
[0, T ];E
)
and proving uniform estimates on the density of the nite-dimensional
approximating ows. Then we prove uniqueness in the lass of generalized b-ows. This implies
as a byprodut that η is indued by a deterministi X, thus providing the desired existene and
uniqueness result. Moreover the exibility of this approah allows us to prove the stability of the
Lr-regular ow under smooth approximations of the vetor eld, and thanks to the uniqueness
we an also easily dedue the semigroup property.
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The main part of the paper is therefore devoted to the proof of uniqueness. As we already
said, this depends on the well-posedness of the ontinuity equation (4). Speially, we will
show uniqueness of solutions ut in the lass L
∞
(
(0, T );Lr(γ)
)
. The key point, as in the nite-
dimensional theory, is to pass from (4) to
d
dt
∫
E
β(ut) dγ =
∫
E
〈bt,∇φ〉Hβ(ut) dγ +
∫
E
[β(ut)− utβ′(ut)]divγbt dγ ∀φ ∈ Cyl(E, γ), (6)
for all β ∈ C1(R) with β′(z) and zβ′(z)−β(z) bounded, and then to hoose as funtion β suitable
C1 approximations of the positive or of the negative part, to show that the equation preserves
the sign of the initial ondition. The passage from (4) to (6) an be formally justied using the
rule
divγ(vc) = vdivγc+ 〈∇v, c〉H
and the hain rule∇β(u) = β′(u)∇u, but it is not always possible. It is preisely at this plae that
the regularity assumptions on bt enter. The nite-dimensional strategy involves a regularization
argument (in the spae variable only) and a areful analysis of the ommutators (with v = ut,
c = bt)
rε(c, v) := eε〈c,∇Tεv〉H − Tε(divγ(vc)),
where ε is the regularization parameter and Tε is the regularizing operator. Already in the nite-
dimensional theory (see [29℄, [1℄) a areful estimate of rε is needed, taking into aount some
anellation eets. These eets beome even more important in this framework, where we
use as a regularizing operator the Ornstein-Uhlenbek operator (32) (in partiular the semigroup
property and the fat that Tt is self-adjoint from L
p(γ) to Lp
′
(γ) will play an important role). The
ore of our proof is indeed Setion 6.2, where we obtain ommutator estimates in RN independent
of N , and therefore suitable for an extension, via the anonial ylindrial approximation, to E.
The paper is strutured as follows: rst we reall the main notation needed in the paper. In
Setion 3 we prove the well-posedness of the ontinuity equation, while in Setion 4 we prove
existene, uniqueness and stability of regular ows. The results of both setions rely on some
nite dimensional a-priori estimates that we postpone to Setion 6. Finally, to apply our results
also in more general situations: in Setion 5 we see how our results an be extended to the ase
non H-valued vetor elds, in the same spirit as in [41℄, [13℄.
2 Main notation and preliminary results
Measure-theoreti notation. All measures onsidered in this paper are positive, nite and
dened on the Borel σ-algebra. Given f : E → F Borel and a measure µ in E, we denote by f#µ
the push-forward measure in F , i.e. the law of f under µ. We denote by χA the harateristi
funtion of a set A, equal to 1 on A, and equal to 0 on its omplement.
We onsider a separable Banah spae (E, ‖ · ‖) endowed with a Gaussian measure γ, i.e.
(e∗)#γ is a Gaussian measure in R for all e
∗ ∈ E∗. We shall assume that γ is entered and
non-degenerate, i.e. that
∫
E x dγ(x) = 0 and γ is not supported in a proper subspae of E.
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We reall (see [36℄) that, by Fernique's theorem,
∫
E exp(c‖x‖2) dγ(x) < ∞, whenever 2c <
sup‖e∗‖≤1 ‖〈e∗, x〉‖L2(γ).
Cameron-Martin spae. We shall denote by H ⊂ E the Cameron Martin spae assoiated to
(E, γ). It an be dened [12, 36℄ as
H :=
{∫
E
φ(x)x dγ(x) : φ ∈ L2(γ)
}
. (7)
The non-degeneray assumption assumption on γ easily implies that H is a dense subset of E.
If we denote by i : L2(γ) → H ⊂ E the map φ 7→ ∫E φ(x)x dγ(x), and by K the kernel of i, we
an dene the Cameron-Martin norm
‖i(φ)‖H := min
ψ∈K
‖φ− ψ‖L2(γ),
whose indued salar produt 〈·, ·〉H satises
〈i(φ), i(ψ)〉H =
∫
E
φψ dγ ∀φ ∈ L2(γ), ∀ψ ∈ K⊥. (8)
Notie also that i(〈e∗, x〉) ∈ K⊥ for all e∗ ∈ E∗, beause∫
E
〈e∗, x〉ψ(x) dγ(x) = 〈e∗,
∫
E
xψ(x) dγ(x)〉 = 0 ∀ψ ∈ K.
Sine i is not injetive in general, it is often more onvenient to work with the map j : E∗ →H,
dual of the inlusion map of H in E (i.e. j(e∗) is dened by 〈j(e∗), h〉H = 〈e∗, h〉 for all h ∈ H).
The set j(E∗) is obviously dense in H (for the norm ‖ · ‖H), and j is injetive thanks to the
density of H in E; furthermore, hoosing φ(x) = 〈e∗, x〉 in (8), we see that i(〈e∗, x〉) = j(e∗).
As a onsequene the vetor spae {〈e∗, x〉 : e∗ ∈ E∗} is dense in K⊥. Sine ‖i(〈e∗, x〉)‖ ≤(∫
E ‖x‖2 dγ
)1/2‖〈e∗, x〉‖L2(γ) = ‖i(〈e∗, x〉)‖H, the inlusion of H in E is ontinuous, and it is not
hard to show that it is also ompat (see [12, Corollary 3.2.4℄).
This setup beomes muh simpler when (E, ‖ · ‖) is an Hilbert spae:
Remark 2.1 (The Hilbert ase). Assume that (E, ‖·‖) is an Hilbert spae. Then, after hoosing
an orthonormal basis in whih the ovariane operator (x, y) 7→ ∫E〈x, z〉〈y, z〉 dγ(z) is diagonal,
we an identify E with ℓ2, endowed with the anonial basis ǫi, and the oordinates xi of x ∈ ℓ2
relative to ǫi are independent, Gaussian and with variane λ
2
i (with λi > 0 by the non-degeneray
assumption). Then, the integrability of ‖x‖2 implies that ∑i λ2i is onvergent, e∗i = ǫi (here we
are using the Riesz isomorphism to identify ℓ2 with its dual), ei = λiǫi and the Cameron-Martin
spae is
H :=
{
x ∈ ℓ2 :
∞∑
i=1
(xi)2
λ2i
<∞
}
.
The map j : ℓ2 →H is given by (xi) 7→ (λixi).
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Let us remark that, although we onstruted H starting from E, it is indeed H whih plays
a entral role in our results; aording to the Gross viewpoint, this spae might have been taken
as the starting point, see [12, 3.9℄ and Setion 4.4 for a disussion of this fat.
Finite-dimensional projetions. The above-mentioned properties of j allow the hoie of
(e∗n) ⊂ E∗ suh that (j(e∗n)) is a omplete orthonormal system in H. Then, setting en := j(e∗n),
we an dene the ontinuous linear projetions πN : E →H by
πN (x) :=
N∑
k=1
〈e∗k, x〉ek
(
=
N∑
k=1
〈ek, x〉Hek for x ∈ H
)
. (9)
The term projetion is justied by the fat that, by the seond equality in (9), πN |H is indeed
the orthogonal projetion on
HN := span
(
e1, . . . , eN
)
. (10)
From now suh a basis (ei) of H will be xed, and we shall denote by vi the omponents of
v ∈ H relative to this basis. Also, for a given Borel funtion u : E → R, we shall denote by ENu
the onditional expetation of u relative to the σ-algebra generated by 〈e∗1, x〉, . . . , 〈e∗N , x〉. The
following result follows by martingale onvergene theorems, beause the σalgebra generated
by 〈e∗i , x〉 is the Borel σ-algebra (see also [12, Corollary 3.5.2℄):
Lemma 2.2. For all p ∈ [1,∞) and u ∈ Lp(γ) we have ENu→ u γ-a.e. and in Lp(γ).
Aording to these projetions, we an dene the spae Cyl(E, γ) of smooth ylindrial fun-
tions (notie that this denition depends on the hoie of the basis (en)).
Denition 2.3 (Smooth ylindrial funtions). Let C∞b (R
N ) be the spae of smooth funtions
in RN , bounded together with all their derivatives. We say that φ : E → R is ylindrial if
φ(x) = ψ
(〈e∗1, x〉, . . . , 〈e∗N , x〉) (11)
for some integer N and some ψ ∈ C∞b (RN ).
If v ∈ E and φ : E → R we shall denote by ∂vφ the partial derivative of φ along v,
wherever this exists. Obviously, ylindrial funtions are dierentiable innitely many times in
all diretions: if φ is as in (11), the rst order derivative is given by
∂vφ(x) =
N∑
i=1
∂ψ
∂zi
(〈e∗1, x〉, . . . , 〈e∗N , x〉)〈e∗i , v〉. (12)
If v ∈ H the above formula beomes
∂vφ(x) =
N∑
i=1
∂ψ
∂zi
(〈e∗1, x〉, . . . , 〈e∗N , x〉)〈ei, v〉H,
and this allows to dene the gradient of φ as an element of H:
∇φ(x) :=
N∑
i=1
∂ψ
∂zi
(〈e∗1, x〉, . . . , 〈e∗N , x〉)ei ∈ H.
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Gaussian divergene and dierentiability along H. Let b : E → H be a vetor eld with
‖b‖H ∈ L1(γ); we say that a funtion divγb ∈ L1(γ) is the Gaussian divergene of b (see for
instane [12, 5.8℄) if ∫
E
〈∇φ, b〉H dγ = −
∫
E
φdivγb dγ ∀φ ∈ Cyl(E, γ). (13)
In the nite-dimensional spae E = RN endowed with the standard Gaussian we have, by an
integration by parts,
divγb = div b− 〈b, x〉. (14)
We reall the integration by parts formula∫
E
∂j(e∗)φdγ =
∫
E
φ〈e∗, x〉 dγ ∀φ ∈ Cyl(E, γ), ∀e∗ ∈ E∗. (15)
This motivates the following denitions: if both u(x) and u(x)〈e∗, x〉 belong to L1(γ), we all
weak derivative of u along j(e∗) the linear funtional on Cyl(E, γ)
φ 7→ −
∫
E
u∂j(e∗)φdγ +
∫
E
uφ〈e∗, x〉 dγ. (16)
As in the lassial nite-dimensional theory, we an dene Sobolev spaes by requiring that
these funtionals are representable by Lq(γ) funtions, see Chapter 5 of [12℄ for a more omplete
disussion of this topi.
Denition 2.4 (Sobolev spae W 1,qH (γ)). If 1 ≤ q ≤ ∞, we say that u ∈ L1(γ) belongs to
W 1,qH (E, γ) if u(x)〈e∗, x〉 ∈ L1(γ) for all e∗ ∈ E∗ and there exists g ∈ Lq(γ;H) satisfying∫
E
u∂j(e∗)φdγ +
∫
E
φ〈g, j(e∗)〉H dγ =
∫
E
uφ〈e∗, x〉 dγ ∀e∗ ∈ E∗, ∀φ ∈ Cyl(E, γ). (17)
The ondition u(x)〈e∗, x〉 ∈ L1(γ) is automatially satised whenever u ∈ Lp(γ) for some
p > 1, thanks to the fat that the law of 〈e∗, x〉 under γ is Gaussian, so that 〈e∗, x〉 ∈ Lr(γ) for
all r <∞.
We shall denote, as usual, the (unique) weak derivative g by ∇u and its omponents 〈g, ei〉H
by ∂iu, so that (17) beomes∫
E
u∂iφdγ +
∫
E
φ∂iu dγ =
∫
E
uφ〈e∗i , x〉 dγ ∀i ≥ 1, ∀φ ∈ Cyl(E, γ). (18)
We reall that a ontinuous linear operator L : H → H is said to be Hilbert-Shmidt if ‖L‖HS ,
dened as the square root of the trae of LtL, is nite. Aordingly, if Lij = 〈L(ei), ej〉H is the
symmetri matrix representing L : H → H in the basis (ei), we have that L is of Hilbert-Shmidt
lass if and only if
∑
ij L
2
ij is onvergent, and
‖L‖HS =
√∑
ij
L2ij. (19)
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The following proposition shows that bounded ontinuous operators from E to H are of
Hilbert-Shmidt lass, when restrited to H. In partiular our results apply under p-integrability
assumptions on ∇bt when the operator norm between E and H is used.
Proposition 2.5. Let L : E → H be a linear ontinuous operator. Then the restrition of L to
H is of Hilbert-Shmidt lass and ‖L‖HS ≤ C‖L‖L(E,H), with C depending only on E and γ.
Proof. By [12, Theorem 3.5.10℄ we an nd a omplete orthonormal system (fn) of H suh that∑
n ‖fn‖2 =: C < +∞. Denoting by ‖L‖ the operator norm of L from E to H, we have then
‖L‖2HS =
∑
i,j
(〈L(fi), fj〉H)2 =
∑
i
‖|L(fi)‖2H ≤ ‖L‖2
∑
i
‖fi‖2 = C‖L‖2.
From now on, we shall denote by Lp(γ;H) the spae of Borel maps c : E → H suh that
‖c‖H ∈ Lp(γ). Given the basis (ei) of H, we shall denote by ci the omponents of c relative to
this basis.
Denition 2.6 (The spae LD(γ;H)). If 1 ≤ q ≤ ∞, we say that c ∈ L1(γ;H) belongs to
LDq(γ;H) if:
(a) for all h = j(e∗) ∈ H, the funtion 〈c, h〉H has a weak derivative in Lq(γ) along h, that we
shall denote by ∂h〈c, h〉H, namely∫
E
〈c, h〉H∂hφdγ +
∫
E
φ∂h〈c, h〉H dγ =
∫
E
〈c, h〉Hφ〈e∗, x〉 dγ ∀φ ∈ Cyl(E, γ); (20)
(b) the symmetri matries
(∇c)symij (x) :=
1
4
[
∂(ei+ej)(c
i + cj)(x)− ∂(ei−ej)(ci − cj)(x)
]
(21)
satisfy ∫
E
‖(∇c)sym‖qHS dγ <∞.
If all omponents ci of c belongs to W 1,qH (γ) then the funtion (∇c)symij in (21) really orre-
sponds to the symmetri part of (∇c)ij = ∂jci, and this explains our hoie of notation. However,
aording to our denition of LDq(γ;H), the vetor elds c in this spae need not have ompo-
nents ci in W 1,qH (γ). Moreover, from (21) we obtain that (∂ic
j +∂jc
i)/2 are representable by the
Lq(γ) funtions (∇c)symij , namely∫
E
1
2
(ci∂jφ+ c
j∂iφ) dγ +
∫
E
φ(∇c)symij dγ =
∫
E
1
2
(ci〈e∗j , x〉+ cj〈e∗i , x〉)φdγ ∀φ ∈ Cyl(E, γ).
(22)
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Remark 2.7 (Density of ylindrial funtions). We reall that Cyl(E, γ) is dense in all spaes
W 1,pH (γ), 1 ≤ p < ∞. More preisely, if 1 ≤ p, q < ∞, any funtion u ∈ W 1,pH (γ) ∩ Lq(γ) an
be approximated in Lq(γ) by ylindrial funtions un with ∇un → ∇u strongly in Lp(γ;H). In
the ase p = ∞, onvergene of the gradients ours in the weak∗ topology of L∞(γ;H). These
density results an be proved rst in the nite-dimensional ase and then, thanks to Lemma 2.2,
in the general ase.
Remark 2.8. In the sequel we shall use the simple rule
divγ(bu) = udivγb+ 〈b,∇u〉H,
valid whenever divγb ∈ Lp(γ), u ∈ Lp′(γ), b ∈ Lq(γ;H) and u ∈ W 1,q
′
H (γ). The proof is a diret
onsequene of Remark 2.7.
Remark 2.9 (Invariane of divγ , W
1,q
H (γ), LD
q(γ)). The denitions of Gaussian divergene,
Sobolev spae and LD spae, as given, involve the spae Cyl(E, γ), whih depends on the hoie
of the omplete orthonormal basis (ei). However, an equivalent formulation ould be given
using the spae C1b (E, γ) of funtions that are Frehet dierentiable along all diretions in H,
with a bounded ontinuous gradient: indeed, ylindrial funtions belong to C1b (E, γ), and sine
C1b (E, γ) is ontained in W
1,∞
H (γ), thanks to Remark 2.7 the funtions in this spae an be
well approximated (in all spaes Lp(γ) with p < ∞, and with weak∗ onvergene in L∞(γ) of
gradients) by ylindrial funtions. A similar remark applies to the ontinuity equation, disussed
in the next setion.
3 Well posedness of the ontinuity equation
Let I ⊂ R be an open interval. In this setion we shall onsider the ontinuity equation in I×E,
possibly with a soure term f , i.e.
d
dt
(utγ) + divγ(btutγ) = fγ. (23)
This equation has to be understood in the weak sense, namely we require that t 7→ ∫E utφdγ is
absolutely ontinuous in I and
d
dt
∫
E
utφdγ =
∫
E
〈bt,∇φ〉Hut dγ +
∫
E
fφ dγ a.e. in I, for all φ ∈ Cyl(E, γ). (24)
The minimal requirement neessary to give a meaning to (24) is that u, f and |u|‖b‖H belong to
L1
(
I;L1(γ)
)
, and we shall always make assumptions on u, f and b to ensure that these properties
are satised.
Sometimes, to simplify our notation, with a slight abuse we drop γ and write (23) just as
d
dt
ut + divγ(btut) = f.
10
However, we always have in mind the weak formulation (24), and we shall always assume that
f ∈ L1(I;L1(γ)).
Sine we are, in partiular, requiring all maps t 7→ ∫E utφdγ to be uniformly ontinuous in I,
the map t 7→ ut is weakly ontinuous in I, with respet to the duality of L1(γ) with Cyl(E, γ).
Therefore, if I = (0, T ), it makes sense to say that a solution ut of the ontinuity equation starts
from u¯ ∈ L1(γ) at t = 0:
lim
t↓0
∫
E
utφdγ =
∫
E
u¯φ dγ ∀u ∈ Cyl(E, γ). (25)
Theorem 3.1 (Well-posedness of the ontinuity equation). (Existene) Let b : (0, T ) × E → H
be satisfying
‖bt‖H ∈ L1
(
(0, T );Lp(γ)
)
for some p > 1 (26)
and
exp(c[divγbt]
−) ∈ L∞((0, T );L1(γ)) for some c > Tp′. (27)
Then, for any nonnegative u¯ ∈ L∞(γ), the ontinuity equation has a nonnegative solution ut with
u0 = u¯ satisfying (as a byprodut of its onstrution)∫
(ut)
r dγ ≤ ‖u¯‖rL∞(γ)
∥∥∥∥
∫
E
exp
(
Tr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
for all r ∈ [1, c
T
], t ∈ [0, T ]. (28)
(Uniqueness) Let b : (0, T )× E →H be satisfying (26), bt ∈ LDq(γ;H) for a.e. t ∈ (0, T ) with
∫ T
0
(∫
E
‖(∇bt)sym‖qHS dγ
)1/q
dt <∞ (29)
for some q > 1, and
divγbt ∈ L1
(
(0, T );Lq(γ)
)
. (30)
Then, setting r = max{p′, q′}, if c ≥ Tr the ontinuity equation (23) in (0, T ) × E has at most
one solution in the funtion spae L∞
(
(0, T );Lr(γ)
)
.
Denition 3.2 (Renormalized solutions). We say that a solution ut of (23) in I × E is renor-
malized if
d
dt
β(ut) + divγ(btβ(ut)) = [β(ut)− utβ′(ut)]divγbt + fβ′(ut) (31)
in the sense of distributions in I × E, for all β ∈ C1(R) with β′(z) and zβ′(z)− β(z) bounded.
In the sequel we shall often use the Ornstein-Uhlenbek operator Tt, dened for u ∈ L1(γ)
by Mehler's formula
Ttu(x) :=
∫
E
u(e−tx+
√
1− e−2ty) dγ(y). (32)
In the next proposition we summarize the main properties of the OU operator used in this
paper, see Theorem 1.4.1, Theorem 2.9.1 and Proposition 5.4.8 of [12℄.
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Proposition 3.3 (Properties of the OU semigroup). Let Tt be as in (32).
(i) ‖Ttu‖Lp(γ) ≤ ‖u‖Lp(γ) for all u ∈ Lp(γ), p ∈ [1,∞], t ≥ 0, and equality holds if u is
nonnegative and p = 1.
(ii) Tt is self-adjoint in L
2(γ) for all t ≥ 0. More generally, if 1 ≤ p ≤ ∞, we have∫
E
vTtu dγ =
∫
E
uTtv dγ ∀u ∈ Lp(γ), ∀v ∈ Lp′(γ). (33)
(iii) For all p ∈ (1,∞), t > 0 and u ∈ Lp(γ) we have Ttu ∈W 1,pH (γ) and
‖∇Ttu‖Lp(γ;H) ≤ C(p, t)‖u‖Lp(γ). (34)
(iv) For all p ∈ [1,∞] and u ∈W 1,pH (γ) we have ∇Ttu = e−tTt∇u.
(v) Tt maps Cyl(E, γ) in Cyl(E, γ) and Ttu→ u in Lp(γ) as t ↓ 0 for all u ∈ Lp(γ), 1 ≤ p <∞.
In the same spirit of (16), we an now extend the ation of the semigroup from L1(γ) to
elements ℓ in the algebrai dual of Cyl(E, γ) as follows:
〈Ttℓ, φ〉 := 〈ℓ, Ttφ〉 φ ∈ Cyl(E, γ).
This is an extension, beause if ℓ is indued by some funtion u ∈ L1(γ), i.e. 〈ℓ, φ〉 = ∫E φudγ
for all φ ∈ Cyl(E, γ), then beause of (33) Ttℓ is indued by Ttu, i.e. 〈Ttℓ, φ〉 =
∫
E φTtu dγ for
all φ ∈ Cyl(E, γ). In general we shall say that Ttℓ is a funtion whenever there exists (a unique)
v ∈ L1(γ) suh that 〈Ttℓ, φ〉 =
∫
E vφ dγ for all φ ∈ Cyl(E, γ).
In the next lemma we will use this onept when ℓ is the Gaussian divergene of a vetor
eld c: indeed, ℓ an be thought via the formula − ∫E〈c,∇φ〉H dγ as an element of the dual
of Cyl(E, γ). Our rst proposition provides a suient ondition ensuring that Tt(divγc) is a
funtion.
Lemma 3.4. Assume that r ∈ (1,∞) and c ∈ Lr(γ;H). Then Tt(divγc) is a funtion in Lr(γ)
for all t > 0.
Proof. We use Proposition 3.3(iii) to obtain
|〈Tt(divγc), φ〉| = |〈divγc, Ttφ〉| ≤
∫
E
‖c‖H‖∇Ttφ‖H dγ ≤ C(q, t)‖c‖Lr(γ;H)‖φ‖Lr′ (γ)
for all φ ∈ Cyl(E, γ), and we onlude.
In the sequel we shall denote by (Λ(p))p the p-th moment of the standard Gaussian in R, i.e.
Λ(p) :=
(
(2π)−1/2
∫
R
|x|pe−|x|2/2 dx
)1/p
. (35)
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Proposition 3.5 (Commutator estimate). Let c ∈ Lp(γ;H) ∩ LDq(γ;H) for some p > 1,
1 ≤ q ≤ 2, with divγc ∈ Lq(γ). Let r = max{p′, q′} and set
rε = rε(v, c) := eε〈c,∇Tε(v)〉 − Tε(divγ(vc)). (36)
Then, for ε > 0 and v ∈ Lr(γ) we have
‖rε‖L1(γ) ≤ ‖v‖Lr(γ)
[
Λ(p)ε√
1− e−2ε ‖c‖Lp(γ;H) +
√
2‖divγc‖Lq(γ) + 2‖‖(∇c)sym‖HS‖Lq(γ)
]
. (37)
Finally, −rε → vdivγc in L1(γ) as ε ↓ 0.
Proof. The a-priori estimate (37), whih is indeed the main tehnial point of this paper, will
be proved in the Setion 6 in nite-dimensional spaes. Here we will just mention how the
nite-dimensional approximation an be performed.
Let us rst assume that v ∈ L∞. Sine vc ∈ Lp(γ;H), the previous lemma ensures that rε
is a funtion. Keeping c xed, we see that if vn → v strongly in Lr(γ) then rε(vn, c) → rε(v, c)
in the duality with Cyl(E, γ), and sine the L1(γ) norm is lower semiontinuous with respet to
onvergene in this duality, thanks to the density of ylindrial funtions we see that it sues
to prove (37) when v is ylindrial. Keeping now v ∈ Cyl(E, γ) xed, we onsider the vetor
elds
cN :=
N∑
i=1
ENc
iei.
We observe that (13) gives divγcN = EN (divγc), while (22) gives (∇cN )sym = EN (∇c)sym.
Thus, by Jensen's inequality for onditional expetations we obtain ‖cN‖Lp(γ;H) ≤ ‖c‖Lp(γ;H)
and ∫
E
|divγcN |q dγ ≤
∫
E
|divγc|q dγ,
∫
E
‖(∇cN )sym‖qHS dγ ≤
∫
E
‖(∇c)sym‖qHS dγ.
Now, assuming that v depends only on 〈e∗1, x〉, . . . , 〈e∗M , x〉, if we hoose a ylindrial test funtion
φ depending only on 〈e∗1, x〉, . . . , 〈e∗N , x〉, with N ≥ M (with no loss of generality, beause v is
xed), we get∫
E
rε(v, c)φdγ =
∫
E
rε(v, cN )φdγ ≤ sup |φ|
∫
E
|rε(v, cN )| dγ
≤ sup |φ|‖v‖Lr(γ)
[
Λ(p)ε√
1− e−2ε ‖cN‖Lp(γ;H) +
√
2‖divγcN‖Lq(γ) + 2‖‖(∇cN )sym‖HS‖Lq(γ)
]
≤ sup |φ|‖v‖Lr(γ)
[
Λ(p)ε√
1− e−2ε ‖c‖Lp(γ;H) +
√
2‖divγc‖Lq(γ) + 2‖‖(∇c)sym‖HS‖Lq(γ)
]
.
This means that, one we know (37) in nite-dimensional spaes, we obtain that the same
inequality holds in all Wiener spaes for all v ∈ L∞(γ). Finally, to remove also this restrition
on v, we onsider a sequene (vn) ⊂ L∞(γ) onverging in Lr(γ) to v and we notie that, beause
of (37), rε(vn, c) is a Cauhy sequene in L
1
onverging in the duality with Cyl(E, γ) to rε(v, c).
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The strong onvergene of rε an be ahieved by a density argument. More preisely, if q > 1
(so that r < ∞), sine rε(v, c) = rε(v − φ, c) + rε(φ, c), by (37) and the density of ylindrial
funtions in Lr(γ), we need only to onsider the ase when v = φ is ylindrial. In this ase
rε = 〈c, Tε∇φ〉 − Tε(φdivγc+ 〈c,∇φ〉)
and its onvergene to −φdivγc is an obvious onsequene of the ontinuity properties of Tε.
In the ase q = 1 (that is r =∞), the approximation argument is a bit more involved. Sine
we will never onsider L∞-regular ows, we give here just a sketh of the proof. We argue as in
[39℄: we write rε(v, c) = rε(v, c− c˜) + rε(v − v˜, c˜) + rε(v˜, c˜), with v˜ and c˜ smooth and bounded
with all their derivatives. Using (37) twie, we rst hoose c˜ so that rε(v, c− c˜) is small uniformly
in ε, and then, sine now c˜ is smooth with bounded derivatives, it sues to hoose v˜ lose to v
in Ls for some s > 1 to make rε(v − v˜, c˜) small. We an now onlude as above.
The following lemma is standard (both properties an be proved by a smoothing argument;
for the seond one, see [12, Corollary 5.4.3℄):
Lemma 3.6 (Chain rules). Let β ∈ C1(R) with β′ bounded.
(i) If u, f ∈ L1(I;L1(γ)) satisfy ddtu = f in the weak sense, then ddtβ(u) = β′(u)f , still in the
weak sense.
(ii) If u ∈W 1,pH (γ) then β(u) ∈W 1,pH (γ) and ∇β(u) = β′(u)∇u.
Theorem 3.7 (Renormalization property). Let b : I × E → H be satisfying the assumptions
of the uniqueness part of Theorem 3.1, with I in plae of (0, T ). Then any solution ut of the
ontinuity equation (23) in L∞
(
I;Lr(γ)
)
, with r = max{p′, q′}, is renormalized.
Proof. In the rst step we prove the renormalized property assuming that ut ∈ W 1,rH (γ) for a.e.
t, and that both ut and ‖∇ut‖H belong to L∞
(
I;Lr(γ)
)
. Under this assumption, Remark 2.8
gives that divγ(btut) = utdivγbt + 〈bt,∇ut〉H, therefore
d
dt
ut = −utdivγbt + 〈bt,∇ut〉H ∈ L1
(
I;L1(γ)
)
.
Now, using Lemma 3.6 and Remark 2.8 again, we get
d
dt
β(ut) = −β′(ut)utdivγbt − β′(ut)〈bt,∇ut〉H
= [β(ut)− β′(ut)ut]divγbt − β(ut)divγbt − 〈bt,∇β(ut)〉H
= [β(ut)− β′(ut)ut]divγbt − divγ(btβ(ut)).
Now we prove the renormalization property in the general ase. Let us dene uεt := e
−εTε(ut);
sine Tε is self-adjoint in the sense of Proposition 3.3(ii) and Tε maps ylindrial funtions into
ylindrial funtions, the ontinuity equation
d
dtut + divγ(btut) = 0 gives, still in the weak sense
of duality with ylindrial funtions,
d
dt
uεt + e
−εTε[divγ(btut)] = 0.
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Realling the denition (36), we may write
d
dt
uεt + divγ(btu
ε
t ) = e
−εrε + uεtdivγbt.
Denoting by f ε the right hand side, we know from Proposition 3.5 that f ε → 0 in L1((0, T );L1(γ)).
Taking into aount that uεt and ‖∇uεt‖H belong to L∞
(
I;Lrγ)
)
(by Proposition 3.3(iii)), from
the rst step we obtain
d
dt
β(uεt ) + divγ(btβ(u
ε
t )) = [β(u
ε
t )− uεtβ′(uεt )]divγbt + β′(uεt )f ε
for all β ∈ C1(R) with β′(z) and zβ′(z) − β(z) bounded. So, passing to the limit as ε ↓ 0 we
obtain that ut is a renormalized solution.
Proof of Theorem 3.1. (Existene) It an be obtained as a byprodut of the results in
Setion 4: Theorem 4.5 provides a generalized ow, i.e. a positive nite measure η in the spae
of paths Ω(E), whose marginals (et)#η at all times have a density uniformly bounded in L
r(γ),
and (e0)#η = u¯γ. Then, denoting by ut the density of (et)#η with respet to γ, Proposition 4.8
shows that ut solve the ontinuity equation.
(Uniqueness) By the linearity of the equation, it sues to show that u¯ = 0 implies ut ≤ 0
for all t ∈ [0, T ] for all solutions u ∈ L∞((0, T );Lr(γ)). We extend ut and bt to the interval
I := (−1, T ) by setting ut = u¯ and bt = 0 for all t ∈ (−1, 0], and it is easy to hek that this
extension preserves the validity of the ontinuity equation (still in the weak form).
We hoose, as a C1 approximation of the positive part, the funtions βε(z) equal to
√
z2 + ε2−
ε for z ≥ 0, and null for z ≤ 0. Thanks to Theorem 3.7, we an apply (31) with β = βε, with
the test funtion φ ≡ 1, to obtain
d
dt
∫
E
βε(ut) dγ =
∫
E
[βε(ut)− utβ′ε(ut)]divγbt dγ ≤ ε
∫
E
[divγbt]
− dγ,
where we used the fat that −ε ≤ βε(z)−zβ′ε(z) ≤ 0. Letting ε ↓ 0 we obtain that ddt
∫
E u
+
t dγ ≤ 0
in (−1, T ) in the sense of distributions. But sine ut = 0 for all t ∈ (−1, 0), we obtain u+t = 0
for all t ∈ [0, T ).
4 Existene, uniqueness and stability of the ow
In this setion we disuss the problems of existene and uniqueness of a ow assoiated to
b : [0, T ] ×E →H, and we disuss its main properties.
4.1 Existene of a generalized b-ow
It will be useful, in order to establish our rst existene result, a denition of ow more general
than Denition 1.1. In the sequel we shall denote by Ω(E) the spae of ontinuous maps from
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[0, T ] to E, endowed with the sup norm. Sine E is separable, Ω(E) is omplete and separable.
We shall denote by
et : Ω(E)→ E, et(ω) := ω(t)
the evaluation maps at time t ∈ [0, T ].
If 1 ≤ α ≤ ∞, we shall also denote by ACα(E) ⊂ Ω(E) the subspae of funtions ω satisfying
ω(t) = ω(0) +
∫ t
0
g(s) ds ∀t ∈ [0, T ] (38)
for some g ∈ Lα((0, T );E). The funtion g, that we shall denote by ω˙, is uniquely determined
up to negligible sets by (38): indeed, if t¯ is a Lebesgue point of g then 〈e∗, g(t¯)〉 oinides with
the derivative at t = t¯ of the real-valued absolutely ontinuous funtion t 7→ 〈e∗, ω(t)〉, for all
e∗ ∈ E∗.
Denition 4.1 (Generalized b-ows and Lr-regularity). If b : [0, T ] × E → E, we say that a
probability measure η in Ω(E) is a ow assoiated to b if:
(i) η is onentrated on maps ω ∈ AC1(E) satisfying the ODE ω˙ = b(t, ω) in the integral
sense, namely
ω(t) = ω(0) +
∫ t
0
bτ (ω(τ)) dτ ∀t ∈ [0, T ]; (39)
(ii) (e0)#η = γ.
If in addition there exists 1 ≤ r ≤ ∞ suh that, for all t ∈ [0, T ], the image measures (et)#η
are absolutely ontinuous with respet to γ with a density in Lr(γ), then we say that the ow is
Lr-regular.
Remark 4.2 (Invariane of b-ows). Assume that η is a generalized L1-regular b-ow and b˜ is a
modiation of b, i.e., for a.e. t ∈ (0, T ) the set Nt := {bt 6= b˜t} is γ-negligible. Then, beause of
L1-regularity we know that, for a.e. t ∈ (0, T ), ω(t) /∈ Nt η-almost surely. By Fubini's theorem,
we obtain that, for η-a.e. ω, the set of times t suh that ω(t) ∈ Nt is negligible in (0, T ). As a
onsequene η is a b˜-ow as well.
Remark 4.3 (Martingale solutions of ODEs). We remark that the notion of generalized ow
oinides with the Strook-Varadhan's notion of martingale solutions for stohasti dierential
equations in the partiular ase when there is no noise (so that the stohasti dierential equation
redues to an ordinary dierential equations), see for instane [43℄ and [32, Lemma 3.8℄.
From now on, we shall adopt the onvention ‖v‖H = +∞ for v ∈ E \ H.
Proposition 4.4 (Compatness). Let K ⊂ E be a ompat set, C ≥ 0, α ∈ (1,∞) and let
F ⊂ ACα(E) be the family dened by:
F :=
{
ω ∈ ACα(E) : ω(0) ∈ K,
∫ T
0
‖ω˙‖αH dt ≤ C
}
.
Then F is ompat in Ω(E).
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Proof. Let us x an integer h, and split [0, T ] in the h equal intervals Ii := [iT/h, (i + 1)T/h],
i = 0, . . . , h − 1. We onsider the family Fh obtained by replaing eah urve ω(t) in F with
the ontinuous pieewise ane urve ωh oiniding with ω at the endpoints of the intervals Ii
and with onstant derivative, equal to
T
h
∫
Ii
ω˙(t) dt, in all intervals (iT/h, (i + 1)T/h). We will
hek that eah family Fh is relatively ompat, and that sup |ω−ωh| → 0 as h→∞, uniformly
with respet to ω ∈ F . These two fats obviously imply, by a diagonal argument, the relative
ompatness of F .
The family Fh is easily seen to be relatively ompat: indeed, the initial points of the urve lie
in the ompat set K, and sine {∫I0 ω˙(t) dt}ω∈F is uniformly bounded in H, the ompatness of
the embedding ofH in E shows that also the family of points {ωh(T/h)}ω∈F is relatively ompat;
ontinuing in this way, we prove that all families of points {ωh(iT/h)}ω∈F , i = 0, . . . , h− 1, and
therefore the family Fh, are relatively ompat.
Fix ω ∈ F ; denoting by L the norm of the embedding of H in E, we have
‖ω(t)− ωh(t)‖ ≤
∫ t
iT/h
‖ω˙(τ)− ω˙h(τ)‖ dτ ≤ 2L
∫ t
iT/h
‖ω˙(τ)‖H dτ ≤ 2LC1/α
(
T
h
)1−1/α
for all t ∈ [iT/h, (i + 1)T/h]. This proves the uniform onvergene of ωh to ω as h → ∞, as ω
varies in F .
Finally, we have to hek that F is losed. The stability of the ondition ω(0) ∈ K under
uniform onvergene is obvious. The stability of the seond ondition an be easily obtained
thanks to the reexivity of the spae Lα
(
(0, T );H).
Theorem 4.5 (Existene of Lr-regular generalized b-ows). Let b : [0, T ]×E → H be satisfying
the assumptions of the existene part of Theorem 3.1. Then there exists a generalized b-ow η,
Lr-regular for all r ∈ [1, c/T ]. In addition, the density ut of (et)#η with respet to γ satises∫
(ut)
r dγ ≤
∥∥∥∥
∫
exp
(
Tr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
∀t ∈ [0, T ]. (40)
Proof. Step 1. (nite-dimensional approximation) Let bN : [0, T ] × E → HN be dened by∑N
i=1 b
i
Nei, where
biN (t, ·) := ENbit, 1 ≤ i ≤ N, t ∈ [0, T ].
Arguing as in the proof of Proposition 3.5, we have the estimates
∫ T
0
(∫
E
‖(bN )t‖pH dγ(x)
)1/p
dt ≤
∫ T
0
(∫
E
‖bt‖pH dγ(x)
)1/p
dt, (41)
∥∥∥∥
∫
E
exp
(
c[divγ(bN )t]
−
)
dγ(x)
∥∥∥∥
L∞(0,T )
≤
∥∥∥∥
∫
E
exp
(
c[divγbt]
−
)
dγ(x)
∥∥∥∥
L∞(0,T )
. (42)
By applying Theorem 6.1 to the nite-dimensional elds b˜N given by the restrition of bN
to [0, T ]×HN , we obtain a generalized ow σN in HN (i.e. a positive nite measure in Ω(HN ))
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assoiated to b˜N . Using the inlusion map iN of HN in H we obtain a generalized ow ηN :=
(iN )#σN assoiated to bN . In addition, (42) and the nite-dimensional estimate (57) give
sup
t∈[0,T ]
sup
N≥1
∫
E
(uNt )
r dγ ≤ ‖u¯‖rL∞(γ)
∥∥∥∥
∫
E
exp
(
Tr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
, (43)
with uNt equal to the density of (et)#ηN with respet to γ.
Step 2. (Tightness and limit ow η). We all oerive a funtional Ψ if its sublevel sets {Ψ ≤ C}
are ompat. Sine (EN u¯γ) is a tight family of measures, by Prokhorov theorem we an nd (see
for instane [43℄) a oerive funtional Φ1 : E → [0,+∞) suh that supN
∫
E Φ1EN u¯ dγ <∞. We
hoose α ∈ (1, p) suh that (p/α)′ ≤ c/T (this is possible beause we are assuming that p′T < c)
and onsider the funtional
Φ(ω) :=
{
Φ1(ω(0)) +
∫ T
0 ‖ω˙(t)‖αH dt if ω ∈ ACp(E);
+∞ if ω ∈ Ω(E) \ACα(E). (44)
Thanks to Proposition 4.4 and the oerivity of Φ1, Φ is a oerive funtional in Ω(E). Sine∫
Ω(E)
Φ(ω) dηN (ω) =
∫
E
Φ1(x)EN u¯(x) dγ(x) +
∫ T
0
∫
Ω(E)
‖(bN )t(ω(t))‖αH dηN (ω) dt
=
∫
E
Φ1(x)EN u¯(x) dγ(x) +
∫ T
0
∫
E
‖(bN )t(x)‖αHuNt (x) dγ(x) dt
we an apply Hölder inequality with the exponents p/α and (p/α)′, (41), (42) and (43) to obtain
that
∫
Φ dηN is uniformly bounded. So, we an apply again Prokhorov theorem to obtain that
(ηN ) is tight in Ω(E). Therefore we an nd a positive nite measure η in Ω(E) and a family
of integers Ni →∞ suh that ηNi → η weakly, in the duality with Cb
(
Ω(E)
)
. In the sequel, to
simplify our notation, we shall assume that onvergene ours as N →∞. Obviously, beause
of (43), η is Lr-regular and, more preisely, (40) holds.
Step 3. (η is a b-ow). It sues to show that∫
Ω(E)
1 ∧ ‖ω(t)− ω(0)−
∫ t
0
bs(ω(s)) ds‖ dη = 0 (45)
for any t ∈ [0, T ]. The tehnial diulty is the integrand in (45), due to the lak of regularity
of bt, is not ontinuous in Ω(E); the trunation with the onstant 1 is used to have a bounded
integrand. To this aim, we prove rst that∫
Ω(E)
1 ∧ ‖ω(t)− ω(0)−
∫ t
0
cs(ω(s)) ds‖ dη ≤
∫ T
0
∫
E
‖bs(x)− cs(x)‖us(x) dγ(x) ds (46)
for any bounded ontinuous funtion c. Then, hoosing a sequene (cn) onverging to b in
L1
(
(0, T );Lp(γ;E)
)
, and notiing that∫
Ω(E)
∫ T
0
‖bs(ω(s))− (cn)s(ω(s))‖ ds dη =
∫ T
0
∫
E
‖bs(x)− (cn)s(x)‖us(x) dγ(x) ds → 0,
18
we an pass to the limit in (46) with c = cn to obtain (45).
It remains to show (46). This is a limiting argument based on the fat that (45) holds for
bN , ηN :∫
Ω(E)
1 ∧ ‖ω(t)− ω(0)−
∫ t
0
cs(ω(s)) ds‖ dη
= lim
N→∞
∫
Ω(E)
1 ∧ ‖ω(t)− ω(0)−
∫ t
0
cs(ω(s)) ds‖ dηN
= lim
N→∞
∫
Ω(E)
1 ∧ ‖
∫ t
0
(bN )s(ω(s))− cs(ω(s)) ds‖ dηN
≤ lim sup
N→∞
∫ T
0
∫
E
‖(bN )s(x)− cs(x)‖uNs (x) dγ(x) ds =
∫ T
0
∫
E
‖bs(x)− cs(x)‖us(x) dγ(x) ds.
In order to obtain the last equality we added and subtrated ‖bs − cs‖uNs , and we used the
strong onvergene of bN to b in L
1
(
(0, T );Lp(γ;E)
)
and the weak
∗
onvergene of uNs to us in
L∞
(
(0, T );Lp
′
(γ;E)
)
.
4.2 Uniqueness of the b-ow
The following lemma provides a simple haraterization of Dira masses (i.e. measures onen-
trated at a single point), for measures in Ω(E) and for families of measures in E.
Lemma 4.6. Let σ be a positive nite measure in Ω(E). Then σ is a Dira mass if and only if
(et)#σ is a Dira mass for all t ∈ Q ∩ [0, T ].
A Borel family {νx}x∈E of positive nite measures in E (i.e. x 7→ νx(A) is Borel in E for all
A ⊂ E Borel) is made, for γ-a.e. x, by Dira masses if and only if
νx(A1)νx(A2) = 0 γ-a.e. in E, for all disjoint Borel sets A1, A2 ⊂ E. (47)
Proof. The rst statement is a diret onsequene of the fat that all elements of Ω(E) are
ontinuous maps, whih are uniquely determined on Q ∩ [0, T ]. In order to prove the seond
statement, let us x an integer k ≥ 1 and a ountable partition (Ai) of Borel sets with diam(Ai) ≤
1/k (its existene is ensured by the separability of E). By (47) we obtain a γ-negligible Borel
set Nk satisfying νx(Ai)νx(Aj) = 0 for all x ∈ E \Nk. As a onsequene, the support of eah of
the measures νx, as x varies in E \ Nk, is ontained in the losure of one of the sets Ai, whih
has diameter less than 1/k. It follows that νx is a Dira mass for all x ∈ E \
⋃
kNk.
Theorem 4.7 (Uniqueness of Lr-regular generalized b-ows). Let b : [0, T ]×E →H be satisfying
the assumptions of the uniqueness part of Theorem 3.1, let r = max{p′, q′} and assume that
c ≥ rT . Let η be a Lr-regular generalized b-ow. Then:
(i) for γ-a.e. x ∈ E, the measures E(η|ω(0) = x) are Dira masses in Ω(E), and setting
E(η|ω(0) = x) = δX(·,x), X(·, x) ∈ Ω(E), (48)
the map X(t, x) is a Lr-regular b-ow, aording to Denition 1.1.
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(ii) Any other Lr-regular generalized b-ow oinides with η. In partiular X is the unique
Lr-regular b-ow.
Proof. (i) We set ηx := E(η|ω(0) = x). Taking into aount the rst statement in Lemma 4.6, it
sues to show that, for t¯ ∈ Q ∩ [0, T ] xed, the measures νx := E((et¯)#η|ω(0) = x) = (et¯)#ηx
are Dira masses for γ-a.e. x ∈ E. Still using Lemma 4.6, we will hek the validity of (47).
Sine νx = δx when t¯ = 0, we shall assume that t¯ > 0.
Let us argue by ontradition, assuming the existene of a Borel set L ⊂ E with γ(L) > 0
and disjoint Borel sets A1, A2 ⊂ E suh that both νx(A1) and νx(A2) are positive for x ∈ L.
We will get a ontradition with Theorem 3.1, building two distint solutions of the ontinuity
equation with the same initial ondition u¯ ∈ L∞(γ). With no loss of generality, possibly passing
to a smaller set L still with positive γ-measure, we an assume that the quotient β(x) :=
νx(A1)/νx(A2) is uniformly bounded in L. Let Ωi ⊂ Ω(E) be the set of trajetories ω whih
belong to Ai at time t¯; obviously Ω1 ∩ Ω2 = ∅ and we an dene positive nite measures ηi in
Ω(E) by
η1 :=
∫
L
χΩ1ηx dγ(x), η2 :=
∫
L
β(x)χΩ2ηx dγ(x).
By Proposition 4.8, both η1 and η2 indue, via the identity u
i
tγ = (et)#ηi, a solution to the
ontinuity equation whih is uniformly bounded (just by omparison with the one indued by η)
in Lr(γ). Moreover, both solutions start from the same initial ondition u¯(x) = νx(A1)χL(x).
On the other hand, by the denition of Ωi, u
1
t¯ γ is onentrated in A1 while u
2
t¯γ is onentrated
in A2, therefore u
1
t¯ 6= u2t¯ . So, uniqueness of solutions to the ontinuity equation is violated.
(ii) If σ is any other Lr-regular generalized b-ow, we may apply statement (i) to the ows σ,
to obtain that for γ-a.e. x also the measures E(σ|ω(0) = x) are Dira masses; but sine the
property of being a generalized ow is stable under onvex ombinations, also the measures
1
2
E(η|ω(0) = x) + 1
2
E(σ|ω(0) = x) = E(η + σ
2
|ω(0) = x)
must be Dira masses for γ-a.e. x. This an happen only if E(η|ω(0) = x) = E(σ|ω(0) = x) for
γ-a.e. x.
The onnetion between solutions to the ODE X˙ = bt(X) and the ontinuity equation is
lassial: in the next proposition we present it under natural regularity assumptions in this
setting.
Proposition 4.8. Let η be a positive nite measure in Ω(E) satisfying:
(a) η is onentrated on paths ω ∈ AC1(E) suh that ω(t) = ω(0) + ∫ t0 bs(ω(s)) ds for all
t ∈ [0, T ];
(b)
∫ T
0
∫
Ω(E) ‖ω˙(t)‖H dη(ω) dt <∞.
Then the measures µt := (et)#η satisfy
d
dtµt + divγ(btµt) = 0 in (0, T ) × E in the weak sense.
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Proof. Let φ(x) = ψ(〈e∗1, x〉, . . . , 〈e∗N , x〉) be ylindrial. By (a) and Fubini's theorem, for a.e.
t the following property holds: the maps 〈e∗i , ω(t)〉, 1 ≤ i ≤ N , are dierentiable at t, with
derivative equal to 〈e∗i , bt(ω(t))〉, for η-a.e. ω. Taking (12) into aount, for a.e. t we have
d
dt
∫
E
φdµt =
d
dt
∫
Ω(E)
ψ(〈e∗1, ω(t)〉, . . . , 〈e∗N , ω(t)〉) dη
=
N∑
i=1
∫
Ω(E)
∂ψ
∂zi
(〈e∗1, ω(t)〉, . . . , 〈e∗N , ω(t)〉)〈e∗i , ω˙(t)〉 dη
=
N∑
i=1
∫
Ω(E)
∂ψ
∂zi
(〈e∗1, ω(t)〉, . . . , 〈e∗N , ω(t)〉)〈ei, bt(ω(t))〉H dη
=
∫
E
〈∇φ, bt〉H dµt.
In the previous identity we used, to pass to the limit under the integral sign, the property
lim
h→0
〈e∗i ,
ω(t+ h)− ω(t)
h
〉 = 〈e∗i , ω˙(t)〉 in L1(η), for 1 ≤ i ≤ N,
whose validity for a.e. t is justied by assumption (b). The same assumption also guaranteees
(see for instane [2, 3℄ for a detailed proof) that t 7→ ∫E φdµt is absolutely ontinuous, so its
pointwise a.e. derivative oinides with the distributional derivative.
4.3 Stability of the b-ow and semigroup property
The methods we used to show existene and uniqueness of the ow also yield stability of the ow
with respet to approximations (not neessarily nite-dimensional ones) of the vetor eld. In
the proof we shall use the following simple lemma (see for instane Lemma 22 of [2℄ for a proof),
where we use the notation id× f for the map x 7→ (x, f(x)).
Lemma 4.9 (Convergene in law and in probability). Let F be a metri spae and let fn, f :
E → F be Borel maps. Then fn → f in γ-probability if and only if id× fn → id× f in law.
Theorem 4.10 (Stability of Lr-regular b-ows). Let p, q > 1, r = max{p′, q′} and let bn, b :
(0, T ) × E →H be satisfying:
(i) bn → b in L1
(
(0, T );Lp(γ;H));
(ii) for a.e. t ∈ (0, T ) we have (bn)t, bt ∈ LDqH(γ;H) with
sup
n∈N
∫ T
0
(∫
E
‖(∇(bn)t)sym(x)‖qHS dγ(x)
)1/q
dt <∞ (49)
and divγ(bn)t and divγbt belong to L
1
(
(0, T );Lq(γ)
)
;
(iii) exp(c[divγ(bn)t]
−) are uniformly bounded in L∞
(
(0, T );L1(γ)
)
for some c ≥ Tr.
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Then, denoting by Xn (resp. X) the unique L
r
regular bn-ows (resp. b-ow) we have
lim
n→∞
∫
E
sup
[0,T ]
‖Xn(·, x)−X(·, x)‖ dγ(x) = 0. (50)
Proof. Let us denote the generalized bn-ows ηn indued by Xn, namely the law under γ
of x 7→ Xn(·, x). The uniform estimates (iii), together with the boundedness of ‖bn‖H in
L1
(
(0, T );Lp(γ)
)
imply, in view of (40),
sup
n∈N
∫
(unt )
r dγ ≤ sup
n∈N
∥∥∥∥
∫
exp
(
Tr[divγb
n
t ]
−
)
dγ
∥∥∥∥
L∞(0,T )
<∞ ∀t ∈ [0, T ], (51)
where unt is the density of (et)#ηn = X(t, ·)#γ with respet to γ. In addition, by the same
argument used in Step 2 of the proof of Theorem 4.5 we have
sup
n∈N
∫
Ω(E)
Φ(ω) dηn(ω) <∞,
where Φ is dened as in (44), with α ∈ (1, p) and Φ1 : E → [0,∞) γ-integrable and oerive.
This estimate implies the tightness of (ηn). If η is a limit point, in the duality with Cb(Ω(E)),
of ηn, the same argument used in Step 3 of the proof of Theorem 4.5 gives that η is a generalized
b-ow. In addition, the uniform estimates (51) imply that η is Lr-regular. As a onsequene we
an apply Theorem 4.7 to obtain that η is the law of the Ω(E)-valued map x 7→ X(·, x), and
more preisely that E(η|ω(0) = x) = δX(·,x) for γ-a.e. x. Therefore, by the uniqueness of X , the
whole sequene (ηn) onverges to η and Xn onverge in law to X .
In order to obtain that x 7→ Xn(·, x) onverge in γ-probability to x 7→ X(·, x) we use
Lemma 4.9 with F = Ω(E), so we have to show that id×Xn(·, x) onverge in law to id×X(·, x).
For all ψ ∈ Cb
(
E × Ω(E)) we have∫
E
ψ(x,Xn(·, x)) dγ(x) =
∫
Ω(E)
ψ(e0(ω), ω) dηn →
∫
Ω(E)
ψ(e0(ω), ω) dη =
∫
E
ψ(x,X(·, x)) dγ(x),
and this proves the onvergene in law.
Finally, by adding and subtrating x, we an prove (50) provided we show that sup[0,T ] |X(·, x)−
x| ∈ L1(γ) and sup[0,T ] |Xn(·, x)−x| are equi-integrable in L1(γ). We prove the seond property
only, beause the proof of the rst one is analogous. Starting from the integral formulation of
the ODE, Jensen's inequality gives sup[0,T ] |Xn(·, x)− x|α ≤ Tα−1
∫ T
0 ‖bτ (Xn(τ, x))‖ dτ and by
integrating both sides with respet to γ, Fubini's theorem gives∫
E
sup
[0,T ]
|Xn(·, x) − x|α dγ(x) ≤ Tα−1
∫
E
∫ T
0
∫
E
‖bτ‖αunτ dγ dτ.
Choosing α > 1 suh that (p/α)′ ≤ c/T (this is possible beause we are assuming that c >
p′T ) and applying the Hölder inequality with the exponents p/α and (p/α)′ we obtain that
sup[0,T ] |Xn(·, x)− x| are equibounded in Lα(γ).
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Under the same assumptions of Theorem 4.7, for all s ∈ [0, T ] also a unique Lr-regular ow
Xs : [s, T ] × E → E exists, haraterized by the properties that τ 7→ Xs(τ, x) is an absolutely
ontinuous map in [s, T ] satisfying
Xs(t, x) = x+
∫ t
s
bτ
(
Xs(τ, x)
)
dτ ∀t ∈ [s, T ] (52)
for γ-a.e. x ∈ E, and the regularity ondition Xs(τ, ·)#γ = fτγ, with fτ ∈ Lr(γ), for all
τ ∈ [s, T ]. This family of ow maps satises the semigroup property:
Proposition 4.11 (Semigroup property). Under the same assumptions of Theorem 4.7, the
unique Lr-regular ows Xs starting at time s satisfy the semigroup property
Xs (t,Xr(s, x)) =Xr(t, x) for γ-a.e. x ∈ E, for all 0 ≤ r ≤ s ≤ t ≤ T . (53)
Proof. Let r, s, t be xed. By ombining the nite-dimensional projetion argument of Step
1 of the proof of Theorem 4.5, with the smoothing argument used in Step 2 of the proof of
Theorem 6.1 we an nd a family of vetor elds bn onverging to b in L
1
(
(0, T );Lp(γ;H)) and
satisfying the uniform bounds of Theorem 4.10, whose (lassial) ows Xn satisfy the semigroup
property (see (62))
Xsn (t,X
r
n(s, x)) =X
r
n(t, x) for γ-a.e. x ∈ E, for all 0 ≤ r ≤ s ≤ t ≤ T . (54)
We will pass to the limit in (54), to obtain (53). To this aim, notie that (50) of Theorem 4.10
immediately provides the onvergene in L1(γ) of the right hand sides, so that we need just
to show onvergene in γ-measure of the left hand sides. Notie rst that the onvergene
in γ-measure of Xrn(s, ·) to Xr(s, ·) implies the onvergene in γ-measure of ψ(Xrn(s, ·)) to
ψ(Xr(s, ·)) for any Borel funtion ψ : E → R (this is a simple onsequene of the fat that,
by Lusin's theorem, we an nd a nondereasing sequene of ompat sets Kn ⊂ E suh that
ψ|Kn is uniformly ontinuous and γ(E \Kn) ↓ 0, and of the fat that the laws of Xrx(s, ·) are
uniformly bounded in Lr(γ)), so that hoosing ψ(z) := Xs(t, z), and adding and subtrating
Xs(t,Xn(s, x)), the onvergene in γ-measure of the right hand sides of (54) to X
s (t,Xr(s, x))
follows by the onvergene in γ-measure to 0 of
Xsn (t,X
r
n(s, x))−Xs (t,Xrn(s, x)) .
Denoting by ρn the density of the law of X
r
n(s, ·), we have∫
E
1 ∧ ‖Xsn (t,Xrn(s, x)) −Xs (t,Xrn(s, x)) ‖ dγ(x) =
∫
E
1 ∧ ‖Xsn(t, y)−Xs(t, y)‖ρn(y) dγ(y),
and the right hand side tends to 0 thanks to (50) and to the equi-integrability of (ρn).
The semigroup property allows also to onstrut a unique family of ows Xs : [s, T ]×E×E
even in the ase when the assumption (27) is replaed by
exp(c[divγbt]
−) ∈ L∞((0, T );L1(γ)) for some c > 0.
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The idea is to ompose the ows dened on suiently short intervals, with length T ′ satisfying
c > rT ′. It is easy to hek that this family of ow maps is uniquely determined by the semigroup
property (53) and by the loal regularity property
Xs(t, ·)#γ ≪ γ with a density in Lr(γ) for all t ∈ [s,min{s+ T ′, T}], s ∈ [0, T ].
Globally in time, the only property retained is Xs(t, ·)#γ ≪ γ for all t ∈ [s, T ].
4.4 Convergene of nite-dimensional ows
Assume that we are given vetor elds bN : [0, T ] × RN → RN satisfying, for some p, q > 1 the
assumptions (i), (ii), (iii) of Theorem 1.2 (with E = H = RN ) relative to the standard Gaussian
γN in R
N
, with norms uniformly bounded by onstants independent of N . Let us assume that
bN is a onsistent family, namely the onditional expetation of the projetion of (bN+1)t on
RN , given x1, . . . , xN , is (bN )t. Let XN : [0, T ] × RN → RN be the assoiated bN -ows.
In this setion we briey illustrate how the stability results of this paper an be used to prove
the onvergene of XN and to haraterize their limit.
To this aim, let us denote by γp the produt of standard Gaussians in the ountable produt
R∞, and notie that the onsisteny assumption provides us with a unique vetor eld b :
[0, T ] × R∞ → R∞ suh that, denoting by EN the onditional expetation with respet to
x1, . . . , xN and by πN : R
∞ → RN the anonial projetions, the identities ENπNbt = (bN )t
hold. In order to reover a Wiener spae we x a sequene (λi) ∈ ℓ2 and dene
E :=
{
(xi) :
∞∑
i=1
λ2i (x
i)2 <∞
}
.
The spae E an be endowed with the anonial salar produt, and obviously γp(E) = 1, so
that b an be also viewed as a vetor eld in E and the indued measure γ in E is Gaussian.
Aording to Remark 2.1, its Cameron-Martin spae H an be identied with ℓ2. Then, we an
apply the stability Theorem 4.10 (viewing, with a slight abuse, bN as vetor elds in E and,
onsequently, their ows XN as ows in E whih leave x
N+1, xN+2, . . . xed) to obtain that XN
onverge to the ow X relative to b in L1(γ;E). It follows that
lim
N→∞
∫
R∞
√√√√ ∞∑
i=1
λ2i |X iN (t, x)−Xi(t, x)|2 dγp(x) = 0 ∀t ∈ [0, T ], ∀(λi) ∈ ℓ2. (55)
Finally, notie that alsoX ould be dened without an expliit mention to E, working in (R∞, γp)
in plae of (E, γ). Aording to this viewpoint, E plays just the role of an auxiliary spae, and
deliberately we wrote (55) without an expliit mention to it.
5 An extension to non H-valued vetor elds
In [41℄, [13℄, the authors onsider the following equation:
X(t, x) = Q˜tx+
∫ t
0
Qt−sbs(X(s, x)) ds. (56)
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Here (Qt)t∈R is a strongly ontinuous group of orthogonal operator onH, and Q˜t : E → E denotes
the measurable linear extension of Qt to E (whih always exists and preserves the measure γ,
see for instane [34℄). Observe that, thanks to the Duhamel formula, (56) formally orresponds
to the equation
X˙(t, x) = LX(t, x) + bt(X(t, x)),
where L denotes the generator of the group (i.e. Q˙t = LQt).
The denition of Lr-regular ow an be extended in the obvious way to (56). Let us now see
how our results allow to prove existene and uniqueness of Lr-regular ows under the assumptions
of Theorem 1.2 (observe that this fores in partiular r > 1).
Let X(t, x) be a solution of (56), and dene Y (t, x) := Q˜−tX(t, x). Then we have
Y (t, x) = x+
∫ t
0
Q−sbs(X(s, x)) ds
= x+
∫ t
0
Q−sbs(Q˜sY (s, x)) ds.
Therefore Y is a ow assoiated to the vetor eld ct(x) := Q−tbt(Q˜tx). Moreover Y is still
a Lr-regular ow. Indeed, if ut ∈ Lr(γ) denotes the density of the law of X(t, ·), then, for all
φ ∈ Cyl(E, γ), we have∫
φ(Y (t, x)) dγ(x) =
∫
φ(Q˜−tX(t, x)) dγ(x) =
∫
φ(Q˜−tx)ut(x) dγ(x)
≤ ‖ut‖Lr(γ)‖φ ◦ Q˜t‖Lr′ (γ) = ‖ut‖Lr(γ)‖φ‖Lr′ (γ).
Sine r > 1, this implies that Y is Lr-regular. On the other hand we remark that, using the same
argument, one obtains that, if Y is a Lr-regular ow assoiated to c, then X(t, x) := Q˜tY (t, x)
is a Lr-regular ow for (56).
We have therefore shown that there is a one-to-one orrespondene between Lr-regular ows
for (56) and Lr-regular ows assoiated to c. To onlude the existene and uniqueness of Lr-
regular ows for (56), it sues to observe that, thanks to the orthogonality of Qt and the
measure-preserving property of Q˜t, if b satises all the assumptions in Theorem 1.2, then so does
c thanks to the identities ‖ct(x)‖H = ‖bt(Q˜tx)‖H, ‖(∇ct)sym(x)‖HS = ‖(∇bt)sym(Q˜tx)‖HS , and
divγ ct(x) = divγ bt(Q˜tx).
Indeed, let us hek the formula for the symmetri part of the derivative, the proof of the
one onerning the divergene being similar and even simpler. Let h = j(e∗) ∈ H and notie
that Qth = j(f
∗), where 〈f∗, y〉 = 〈e∗, Q˜−t(y)〉. Using Remark 2.9 and the fat that φ 7→ φ ◦ Q˜t
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maps Cyl(E, γ) into C1b (E, γ), for φ ∈ Cyl(E, γ) we get∫
E
〈ct, h〉H∂hφdγ =
∫
E
〈bt(Q˜tx), Qth〉H∂hφ(x) dγ(x)
=
∫
E
〈bt(y), Qth〉H(∂hφ) ◦ Q˜−t(y) dγ(y) =
∫
E
〈bt(y), Qth〉H∂Qth(φ ◦ Q˜−t)(y) dγ(y)
= −
∫
E
∂Qth〈bt, Qth〉Hφ ◦ Q˜−t dγ(y) +
∫
E
〈bt(y), Qth〉Hφ ◦ Q˜−t〈f∗, y〉 dγ(y)
= −
∫
E
[∂Qth〈bt, Qth〉H] ◦ Q˜tφdγ(x) +
∫
E
〈ct(x), h〉Hφ〈e∗, x〉 dγ(x).
This proves that ∂h〈ct, h〉H = ∂Qth〈bt, Qth〉H ◦ Q˜t, and using the fat that Qt maps orthonormal
bases of H in orthonormal bases of H we get ‖(∇ct)sym‖HS = ‖(∇bt)sym‖HS ◦ Q˜t.
6 Finite-dimensional estimates
This setion is devoted to the proof of the ruial a-priori bounds (28) and (37) in nite-
dimensional Wiener spaes. So, we shall assume that E = H = RN and, only in this setion,
denote by x · y the salar produt in RN , and by |x| the Eulidean norm (orresponding to the
norm of the Cameron-Martin spae). Also, only in this setion we shall denote by γ the standard
Gaussian in RN , produt of N standard Gaussians in R, and by
∫
integrals on the whole of RN .
The sums
∑
i (resp.
∑
i,j) will always be understood with i (resp. i and j) running from 1 to
N .
6.1 Upper bounds on the ow density
In this subsetion we show the existene part of Theorem 3.1 in nite-dimensional Wiener spaes
E = H = RN .
Theorem 6.1. Let b : (0, T ) × RN → RN be satisfying the assumptions of the existene part
of Theorem 3.1. Then, for any r ∈ [1, c/T ] there exists a generalized Lr-regular b-ow η. Its
density ut satises also∫
(ut)
r dγ ≤
∥∥∥∥
∫
exp
(
Tr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
∀t ∈ [0, T ]. (57)
Proof. Step 1. Here we onsider rst the ase when bt are smooth, with
∫ T
0 ‖∇bt‖L∞(B) dt nite
for all bounded open sets B ⊂ RN . Under this assumption, for all x ∈ RN the unique solution
X(·, x) to the ODE X˙(t, x) = bt(X(t, x)), with the initial ondition X(0, x) = x, is dened
until some maximal time τ(x) ∈ (0, T ]. Obviously, by the maximality of τ(x), if
lim sup
t↑τ(x)
|X(t, x)| < +∞
then τ(x) = T and the solution is ontinuous in [0, T ].
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Let us x s ∈ [0, T ). We denote Es the set {τ > s} and notie that standard stability results
for ODE's with a loally Lipshitz vetor eld ensure that Es is open and that x 7→ X(t, x) is
smooth in Es for t ∈ [0, s]. Furthermore, from the identity ∇˙xX(t, x) = ∇bt(X(t, x))∇xX(t, x),
obtained by spatial dierentiation of the ODE (see [2℄ for details), one obtains
J˙X(t, x) = divbt(X(t, x))JX(t, x) x ∈ Es, t ∈ [0, s], (58)
where JX(t, x) is the determinant of ∇xX(t, x).
We rst ompute a pointwise expression for the measure X(t, ·)#(χEsγ) for t ∈ [0, s]. By the
hange of variables formula, the density ρst of X(t, ·)#(χEsγ) with respet to L N is linked to
the initial density ρ¯s by
ρst (X(t, x)) =
ρ¯s(x)
JX(t, x)
,
where ρ¯s(y) := χEs(y)e
−|y|2/2
. Denoting by ust the density of X(t, ·)#(χEsγ) with respet to γ,
we get
ust
(
X(t, x)
)
=
ρ¯s(x)
JX(t, x)
e|X(t,x)|
2/2. (59)
So, taking the identity (58) into aount, we obtain
d
dt
ust
(
X(t, x)
)
= −divγbt
(
X(t, x)
) ρ¯s(x)
JX(t, x)
e|X(t,x)|
2/2 = −divγbt
(
X(t, x)
)
ust
(
X(t, x)
)
.
By integrating the ODE, for t ∈ [0, s] we get
ust
(
X(t, x)
)
= χEs(x) exp
(
−
∫ t
0
divγbτ
(
X(τ, x)
)
dτ
)
≤ χEs(x) exp
(∫ t
0
[divγbτ
(
X(τ, x)
)
]− dτ
)
.
We an now estimate ‖ust‖Lr(γ) as follows:∫
(ust )
r dγ =
∫
(ust )
r−1ust dγ ≤
∫
exp
(
(r − 1)
∫ t
0
[divγbτ
(
X(τ, x)]−
)
dτ
)
χEs(x) dγ(x)
≤
∫
1
t
∫ t
0
exp
(
t(r − 1)[divγbτ
(
X(τ, x)
)
]−
)
dτχEs(x) dγ(x)
=
1
t
∫ t
0
∫
exp
(
t(r − 1)[divγbτ
(
X(τ, x)
)
]−
)
χEs(x) dγ(x) dτ
≤ 1
t
∫ t
0
∫
exp
(
T (r − 1)[divγbτ (y)]−
)
usτ (y) dγ(y) dτ.
Now, set Λ(t) :=
∫ t
0 ‖usτ‖rLr(γ) dτ and apply the Hölder inequality to get
Λ′(t) ≤ 1
t
(∫ t
0
∫
exp
(
Tr[divγbτ (y)]
−
)
dγ(y) dτ
)1/r′
Λ1/r(t) (60)
≤ Kt1/r′−1Λ1/r(t) = Kt−1/rΛ1/r(t),
27
with K := ‖ ∫ exp(Tr[divγbt]−) dγ‖1/r′L∞(0,T ). An integration of this dierential inequality yields
Λ(t) ≤ Kr′t, whih inserted into (60) gives∫
(ust )
r dγ ≤
∥∥∥∥
∫
exp
(
Tr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
∀t ∈ [0, s], ∀s ∈ [0, T ). (61)
Now, let us prove that the ow is globally dened in [0, T ] for γ-a.e. x: we have indeed
∫
sup
[0,τ(x))
|X(t, x)− x| dγ(x) ≤
∫ ∫ τ(x)
0
|bt(X(t, x))| dt dγ(x) =
∫ T
0
∫
Et
|bt(X(t, x))| dγ(x) dt
=
∫ T
0
∫
|bt|utt dγ dt.
Using (61) with s = t, we obtain that
∫
sup
[0,τ(x))
|X(t, x)− x| dγ(x) is nite, so that τ(x) = T and
X(·, x) is ontinuous up to t = T for γ-a.e. x. Letting s ↑ T in (61) we obtain (57).
Denoting as in (52) by Xs the ow starting at time s, we also notie (this is useful in
the proof, by approximation, of the semigroup property in Proposition 4.11) that the pointwise
uniqueness of the ow implies the semigroup property
Xs (t,Xr(s, x)) =Xr(t, x) for all 0 ≤ r ≤ s ≤ t ≤ T (62)
for all x where Xr(·, x) is globally dened in [r, T ].
Step 2. In this step we remove the regularity assumptions made on b, onsidering the vetor
elds bε dened by b
i
ε(t, ·) := Tεbit. It is immediate to hek that the elds bε satisfy the regularity
assumptions made in Step 1, so the existene of a Lr-regular bε-ow ηε satisfying∫
(uεt )
r dγ ≤
∥∥∥∥
∫
exp
(
Tr[divγ(bε)t]
−
)
dγ
∥∥∥∥
L∞(0,T )
(63)
is ensured by Step 1. In (63) the funtions uεt are, as usual, the densities of (et)#ηε with respet
to γ. Now, sine divγ((bε)t) = e
−εTε(divγbt), we may apply Jensen's inequality to get∫
(uεt )
r dγ ≤
∥∥∥∥
∫
exp
(
e−εTr[divγbt]
−
)
dγ
∥∥∥∥
L∞(0,T )
. (64)
Sine ∫ T
0
(∫
‖bε(t, x)‖pH dγ
)1/p
dt ≤
∫ T
0
(∫
‖b(t, x)‖pH dγ
)1/p
dt,
the same tightness argument used in the proof of Theorem 4.5 to pass from nitely many to
innitely many dimensions provides us with a b-ow η satisfying (57): any weak limit point η
of ηε as ε ↓ 0.
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6.2 Commutator estimate
This subsetion is entirely devoted to the proof of the ommutator estimate (37) in nite-
dimensional Wiener spaes.
We will often use the Gaussian rotations
(x, y) 7→ (z, w) := (e−εx+√1− e−2εy,−√1− e−2εx+ e−εy), (65)
mapping the produt measure γ(dx) × γ(dy) into γ(dz) × γ(dw). Indeed, the transformations
above preserve the Lebesgue measure in RN × RN (being their Jaobian identially equal to 1)
and |x|2 + |y|2 = |z|2 + |w|2.
We now state two elementary Gaussian estimates. The rst one(∫
|l · w|p dγ(w)
)1/p
= |l|
(∫
|w1|p dγ(w)
)1/p
= Λ(p)|l| ∀l ∈ RN , (66)
with Λ depending only on p, is a simple onsequene of the rotation invariane of γ.
Lemma 6.2. Let A : RN → RN be a linear map and c ∈ R. Then, if q ≤ 2, we have(∫ ∣∣〈Aw,w〉 − c∣∣q dγ(w))1/q ≤ √2‖Asym‖HS + |trA− c|. (67)
Proof. Obviously we an assume that A is symmetri. By rotation invariane, we an also assume
that A is diagonal, and denote by λ1, . . . , λN its eigenvalues. We have then∫ ∣∣∑
i
λi(w
i)2 − c∣∣2 dγ(w) = ∫ [∑
ij
λiλj(w
i)2(wj)2 − 2c
∑
i
λi(w
i)2 + c2
]
dγ(w)
= 3
∑
i
λ2i +
∑
i 6=j
λiλj − 2c
∑
i
λi + c
2
= 2
∑
i
λ2i +
∑
ij
λiλj − 2c
∑
i
λi + c
2
= 2
∑
i
λ2i +
(∑
i
λi − c
)2
.
If q = 2 we take the square roots of both sides and we onlude; if q ≤ 2 we apply the Hölder
inequality.
Heneforth, a vetor eld c ∈ Lp(γ;RN ) ∩ LDqH(γ;RN ) and a funtion v ∈ Lr(γ) will be
xed, with r = max{p′, q′} and p > 1, 1 ≤ q ≤ 2. Our goal is to prove the estimate
‖rε‖L1(γ) ≤ ‖v‖Lr(γ)
[
Λ(p)ε√
1− e−2ε ‖c‖Lp(γ;RN ) + 2
1/q′‖divγc‖Lq(γ) + 21/q
′√
2‖‖(∇c)sym‖HS‖Lq(γ)
]
,
(68)
where
rε := eεc · ∇vε − Tε(divγ(vc)). (69)
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Sine 21/q
′ ≤ √2, this yields the nite-dimensional version of (37).
In this setup the Ornstein-Uhlenbek operator vε := Tεv takes the expliit form
vε(x) :=
∫
v(e−εx+
√
1− e−2εy) dγ(y) =
∫
v(z)ρε(x, z) dγ(z)
with
ρε(x, z) :=
1
(1− e−2ε)N/2 exp(−
|e−εx− z|2
2(1− e−2ε)) exp(
|z|2
2
)
=
1
(1− e−2ε)N/2 exp(−
|e−εx|2 − 2ε−εx · z + |e−εz|2
2(1 − e−2ε) ).
This implies that
∇vε(x) =
∫
v(z)∇xρε(x, z) dγ(z) = −e−ε
∫
e−εx− z
1− e−2ε f(z)ρε(x, z) dγ(z)
= e−ε
∫
v(e−εx+
√
1− e−2εy) y√
1− e−2ε dγ(y). (70)
Let us look for a more expliit expression of the ommutator in (69). To this aim, we show rst
that Tε(divγ(vc)) is a funtion, and
Tε(divγ(vc))(x) =
∫
(vc)(e−εx+
√
1− e−2εy) · y√
1− e−2ε dγ(y)− Tε(z · vc)(x). (71)
If c and v are smooth, this is immediate to hek: indeed, thanks to (14), we need only to show
that
Tε(div (vc))(x) =
∫
(vc)(e−εx+
√
1− e−2εy) · y√
1− e−2ε dγ(y).
The latter is a diret onsequene of (70) (with v replaed by vci) and of the relation ∂iTε(vc
i) =
e−εTε(∂i(vc
i)). If v and c are not smooth, we argue by approximation.
Therefore, taking (70) and (71) into aount, we have that rε(x) is given by
∫
v(e−εx+
√
1− e−2εy)c(x)− c(e
−εx+
√
1− e−2εy)√
1− e−2ε · y dγ(y)
+
∫
v(e−εx+
√
1− e−2εy)c(e−εx+
√
1− e−2εy) · (e−εx+
√
1− e−2εy) dγ(y)
=
∫
v(e−εx+
√
1− e−2εy)√
1− e−2ε
{
c(x) · y − c(e−εx+
√
1− e−2εy) · (e−2εy − e−ε
√
1− e−2εx)
}
dγ(y).
Now, using the abbreviations αε(x, y) := v(e
−εx+
√
1− e−2εy), βε := ε/
√
1− e−2ε, we interpo-
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late and write −rε(x) as
1√
1− e−2ε
∫
αε(x, y)
d
dt
∫ 1
0
c(e−tεx+
√
1− e−2εty) · (e−2tεy − e−tε
√
1− e−2tεx) dt dγ(y)
= βε
∫
αε(x, y) (72)∫ 1
0
[∑
ij
(
∂jc
i(e−tεx+
√
1− e−2tεy)[e−tε
√
1− e−2tεxi − e−2tεyi][e−tεxj − e
−2tε
√
1− e−2tε y
j ]
)
+
∑
i
(
ci(e−tεx+
√
1− e−2tεy)[(e−tε
√
1− e−2tε − e
−3tε
√
1− e−2tε )x
i − 2e−2tεyi]
)]
dt dγ(y)
=: βε
∫
αε(x, y)(Aε(x, y) +Bε(x, y)) dγ(y), (73)
where, adding and subtrating
∑
i
ci(e−tεx+
√
1− e−2tεy) e
−2tε
√
1− e−2tε (e
−tεxi +
√
1− e−2tεyi),
we have set
Aε(x, y) :=
∫ 1
0
(∑
ij
∂jc
i(e−tεx+
√
1− e−2tεy)[e−tε√1− e−2tεxi − e−2tεyi][e−tεxj − e
−2tε
√
1− e−2tε y
j]
−
∑
i
ci(e−tεx+
√
1− e−2tεy) e
−2tε
√
1− e−2tε (e
−tεxi +
√
1− e−2tεyi)
)
dt,
Bε(x, y) :=
∫ 1
0
∑
i
(
ci(e−tεx+
√
1− e−2tεy)e−tε[
√
1− e−2tεxi − e−tεyi]
)
dt.
Let us estimate βε
∫ ∫ |αεBε| dγdγ rst: the hange of variables (65) and Fubini's theorem give
βε
∫ ∫
|αεBε| dγ(x) dγ(y) ≤ βε
∫ 1
0
e−εt
∫ ∫
|v(z)|∣∣∑
i
ci(z)wi
∣∣ dγ(z) dγ(w) dt.
Using (66) with f = c(z), we get
βε
∫ ∫
|αεBε| dγ(x) dγ(y) ≤ βε
∫ ∫
|v(z)|
∣∣∣∣∑
i
ci(z)wi
∣∣∣∣ dγ(z) dγ(w) ≤ βεΛ(p)‖c‖Lp(γ;RN )‖v‖Lp′ (γ).
(74)
Now, we estimate βε
∫ ∫ |αεAε| dγ dγ; again, we use the hange of variables (65) to write
e−tε
√
1− e−2tεxi − e−2tεyi = −e−tεwi, e−tεxj − e
−2tε
√
1− e−2tε y
j = − e
−tε
√
1− e−2tεw
j .
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Therefore we get
βε
∫ ∫
|αεAε| dγ(x) dγ(y)
≤ βε
∫ 1
0
∫ ∫
|v(z)|
∣∣∣∣∑
ij
∂jc
i(z)
e−2tε√
1− e−2tεw
iwj −
∑
i
ci(z)
e−2tε√
1− e−2tε z
i
∣∣∣∣ dγ(z) dγ(w) dt
=
∫ ∫
|v(z)|
∣∣∣∣∑
ij
∂jc
i(z)wiwj −
∑
i
ci(z)zi
∣∣∣∣ dγ(z) dγ(w),
where we used the identity ∫ 1
0
e−2tε√
1− e−2tε dt =
√
1− e−2ε
ε
= β−1ε .
Eventually we use (67) with A = ∇c(z) and c = c(z) · z to obtain
βε
∫ ∫
|αεAε| dγ(x) dγ(y) ≤ ‖v‖Lq′ (γ)
(∫ ∫ ∣∣∑
ij
∂jc
i(z)wiwj −
∑
i
ci(z)zi
∣∣q dγ(w) dγ(z))1/q
≤ 21−1/q‖v‖Lq′ (γ)
(∫ √
2
q‖‖(∇c)sym‖HS‖q + |divγc|q dγ(z)
)1/q
≤ 21−1/q‖v‖Lq′ (γ)
(√
2‖‖(∇c)sym‖HS‖Lq(γ) + ‖divγc‖Lq(γ)
)
. (75)
Combining (72), (74) and (75), we have proved (68).
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