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Current research on machine scheduling focuses on scheduling under 
uncertainties as the static scheduling remains unusable in practice. However, the 
inclusion of disruptions into the schedule making processes increases the complexity 
of the schedule. Thus, the use of mathematical model becomes not practical. The 
disruptions to the shop-floor can be caused by many factors and their impact to the 
schedule is probabilistic. Consideration of factors that probabilistically cause the 
disruption to the floor in the schedule making processes becomes our intention.   
This thesis focuses primarily on the job-shop problems. The main concern is 
the effectiveness, reactivity, usable, and robustness of the schedule generated. 
Decision-theoretic approach is used to model the proposed scheduling system. It 
facilitates the inclusion of all variables that may influence the current shop-floor 
conditions into a single framework and also facilitates the inter-dependency among 
variables. The uncertainties are represented through probabilities. The scheduling 
system is modeled in Influence Diagram (Decision Network). Composite dispatching 
rules technique is used as dispatching rules are the most preferred approach to job-shop 
scheduling in industry. This is to ensure the usability of the proposed method. Three 
approaches in solving the job-shop problem are proposed.  
The first approach is the proactive schedule, an offline performed and static 
schedule. The static model is used to test the effectiveness of the decision-theoretic 
based scheduling system before introducing any disruptions. The result shows that by 
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reducing into deterministic model the proposed model outperforms some benchmark 
algorithms with makespan as the objective.  
The second model is the reactive scheduling system. This time dependent 
scheduling system is basically the application of the static model in the stochastic 
environment. The concept of Dynamic Influence Diagram and Temporal Influence 
Diagram is adopted.  The robustness test confirms that the proposed method is more 
robust than the single rules. 
The third model is the hybrid approach of proactive-reactive scheduling with 
periodic-event-driven rescheduling policy. This model consists of three parts that have 
been developed; proactive model as the baseline schedule, reactive model as the online 
part, and the system evaluation as the when-to-schedule policy.  In the proposed 
when-to-schedule policy, schedule revision is carried out periodically and based on the 
current level of disruptions. A method to quantify the disruptions is proposed. The 
experimental results show that the proposed hybrid approach enables cycle time to be 
as low as the totally reactive scheduling but allows the reduction of the number of 
evaluations significantly. Consequently, using this approach the shop-floor 
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1.1 Background and Motivation 
Scheduling is a very important daily practical problem. Significant increase in 
revenue gain can be obtained through applying better scheduling systems. Thus, it is a 
rich research domain in the manufacturing area. One of the important machine 
configurations is the job-shop model. The general job-shop problem is to schedule 
production times for N jobs on M machines. Each job has its own route. This problem 
is extremely complex and all purpose solution algorithms for solving the general 
job-shop problem do not exist. Some scholars categorized the job-shop problem as an 
NP-complete problem (Garey and Johnson, 1979; Adams et al, 1988) and the others 
categorized as NP hard (Leon et al, 1994; Tay and Ho, 2008).  
In many systems, the schedules are developed under the assumption of information 
certainty, and also normally without the consideration of unexpected events. The key 
assumption that is commonly used to perform the predictive scheduling - the schedule 
that is performed offline based on the available information - is that the system works 
in a deterministic environment. However, in the real world the probability of actually 
executing the offline schedule exactly as planned is low (Davenport and Beck, 2000). 
The field study done by McKay et al (1988) concludes that the static model is 
unusable in practice due to the persistence of system disturbances. These dynamic 
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disturbances increase the complexity of the problem. Leon et al (1994) stated that after 
adding the randomness into the job-shop problems, generating the optimal schedule is 
not practical. 
In order to avoid further problems that may be caused by “surprises” due to the 
occurrence of unpredicted events, it is necessary to consider the uncertainty during the 
pre-scheduling process. However, the inclusion of uncertainty makes the measurement 
of schedule quality harder (Aytug et al, 2005). Yang and Yu (2002) stated that even the 
robust version of single machine problem with minimizing total completion time 
subject to uncertain processing time is categorized as an NP-complete problem. In 
addition, Leus and Herroelen (2005) also stated that the single disruption stability 
problem on a single machine is ordinarily NP-hard. Practically the shop-floor 
condition is characterized by a large number of interrelated uncertain quantities and 
alternatives. The use of mathematical model for such a complex problem is not 
practical. Therefore, a method that could to manage this complex problem is required.  
Decision Analysis (DA) provides a systematical procedure to replace 
hard-to-solve problems into readily understood, clear, and obvious problems (Howard, 
1988). It has been developed to address the problems related with uncertainty and 
alternatives based on a normative axiomatic framework (Shachter, 1986). DA is widely 
used in business and government decision making (Clemen and Reilly, 2001). It is very 
useful especially for solving the problem characterized by high degree of uncertainty 
and multi – objective situations. Based on this fact, we study the use of DA to solve the 
scheduling problems in the stochastic environment.  
Decision Analysis basically studies the application of decision theory to the 
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actual decision problems (Russel and Norvig, 2003). The decision theory itself is the 
combination between the probability theory and utility theory. The probability theory 
represents the personal’s degree of belief. The probability denotes the uncertainty that 
comes from the problem simplifications (laziness and ignorance to a problem). Utility 
theory is used to represent and reason with personal preferences. In this theory, every 
state has a degree of usefulness or utility, and the state with higher utility is preferred 
(Russel and Norvig, 2003). 
One of the techniques in DA is decision making under uncertainty. The purpose 
is to evaluate the available alternatives to a decision maker and to rank them in the 
light of his information and preference. The mathematical foundation for these 
techniques is Bayesian decision theory. Manufacturing environment can be seen as a 
complex system in which a lot of uncertain variables are involved and many 
conflicting objectives exist. These characteristics make the application of DA 
techniques particularly suitable.  
Although decision theory is widely applied in some domains, its application in 
the manufacturing area is uncommon. In fact scheduling can be seen as a decision 
making process as it is the process of deciding which jobs are to be processed first on 
their respective machines in order to maximize the expected value. Also, in scheduling, 
multiple factors should be considered simultaneously under uncertainties and decision 
theory provides the facility to deal with such situations. Basically system disruptions 
are not something that cannot be addressed. In practice there is often statistical 
information on at least some kinds of possible disruptions.  Hence, information 
regarding the disruptions can be utilized in developing the schedule. 
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One of the powerful tools in decision analysis is Influence Diagram (ID) or 
sometimes called decision network. ID is an efficient representation language for 
decision model developed by Howard and Matheson (1984). It is a graphical structure 
that is used to model explicitly the probabilistic dependence and information flow of 
uncertain variables and decisions. It is very easy for people to understand regardless of 
their mathematical knowledge and it is an extremely important and useful tool for the 
initial formulation of decision problems. Recently, ID is widely used for developing 
models and communicating among people (Shachter, 1986). Hence, ID can be utilized 
as a decision tool in designing the framework for scheduling problems. 
 
1.2 Decision Theoretic Based Scheduling System 
1.2.1 Overview 
The first idea of decision-theoretic based job shop scheduling system came up 
in 1973. Cunningham and Turner (1973) introduce the concept of statistical 
decision-theory for solving the job-shop problem. They used the trade-off between cost 
of implementing a schedule and of expectations of discovering a better schedule as the 
expected utility (EU). This EU was used to seek a sequential procedure to decide 
whether it is worthwhile to continue with the search or to stop and use the current best 
schedule. They used lower and upper bounds to restrict the range of search. However, 
they emphasized that their approach did not constitute a solution to the general job 
shop problem and stated that heuristic procedures remain the most convenient and 
practicable way of solving the job-shop problem. To our best knowledge, there is lack 
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of research using the decision-theoretic approach to solve the scheduling problem after 
this work. In the 1990s, much works have been carried out in the area of decision 
theoretic planning. However, although the concept of decision-theoretic planning 
seems applicable to solve the scheduling problem, but little work has been carried out 
in this area (Davenport and Beck, 2000). Leon et al. (1994b) used the game theoretic 
approach in dealing with system disruptions. In this approach, the system disturbances 
are used to control the schedule execution. This control system is online and behaves 
as a game against the environment. The control objectives are to minimize the 
makespan and deviation from the offline schedule. The games are represented in an 
AND-OR-CHANCE decision tree. Subramaniam et al (2000b) use an Analytic 
Hierarchy Process (AHP), one of decision analysis techniques, to solve the job-shop 
problems. AHP is used to dynamically select the most suitable rule to be applied. 
However, they do not consider any uncertainty in their work.  
Our work addresses a study of the dynamic job shop scheduling system under 
uncertain environment by using decision theory approach. To develop a schedule that 
is acceptable by the user for any instance is extremely difficult as in real case 
scheduling problems are obviously intractable (Pinedo and Chao, 1999).  Hence, what 
we can do is to make a simplification so that this problem can be addressed properly. 
However, the objective of the schedule has to be deliberated. In this decision-theoretic 
based scheduling, the uncertainty is expressed in terms of probability in which the 
values come from our laziness and ignorance. The laziness says that it is too much 
work to list the complete set of antecedents or consequents needed to ensure an 
exceptionless rule and too hard to use such rules. And the ignorance says that even if 
we know all the rules, we might be uncertain about a particular patient because not all 
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the necessary tests have been or can be run (Russell and Norvig, 2003). 
All variables that may have impact to the production process are considered. 
Decision analysis facilitates the inclusion of all variables in the model and enables 
executing them simultaneously to obtain the objective value within reasonable 
computational times. This is due to the systematic procedures that decision analysis 
has in dealing with such difficult and complex situation. This is the advantage of 
decision analysis in comparison with other mathematical models. The study focuses on 
the job-shop problem and this problem is modeled using ID. The ID represents the 
complex probabilistic relations among the variables. This is one of the differences 
between the proposed model and the previous work done by Leon et al (1994b) that 
used AND-OR-CHANCE decision tree to model the system. ID has some advantages 
in comparison with decision tree. The size of ID is equal to the number of variables, 
while the size of decision tree grows exponentially with the total number of variables. 
In an ID, conditional independence relations among the variables are represented by 
the graphical structure of network and numerical computations to determine 
conditional independence relations are not needed. But in decision tree, these 
conditional independence relations only can be obtained through numerical 
computations. Another advantage of ID is it is more flexible because the nodes and 
arcs of an ID may be added or deleted in any order, while decision tree can only be 
built in the direction from the root to the leaf nodes. Hence the exact sequence of the 
nodes must be known in advance.  
In this scheduling system, we use the idea of composite dispatching rules. 
Three simple rules are used; Shortest Processing Time (SPT), Most Work Remaining 
(MWKR), and Number In Next Queue (NINQ). The concept of utility theory is used to 
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select the most suitable rule to be applied to the based on the current situation. Each 
rule has a certain preference given the shop-floor condition. Then we choose the most 
suitable rule which has the highest expected utility value by considering all the 
variables (that represent the shop-floor conditions) involved simultaneously.  
The decision theoretic-based scheduling systems consist of three main 
components: the environment, set of decisions, and the value of outcomes. The 
environment comprises the machine configurations, the job routing procedures, and all 
factors that may influence the production process, including direct and indirect factors. 
Direct factors are factors that have direct impact on the production. These factors 
include processing time variation, unavailability of the material, arrival of new jobs, 
machine breakdown, and the possibility of rework. Indirect factors, on the other hand, 
are due to the interaction between the schedule and other elements in the system. The 
sources of uncertainty of these factors come from outside the plant. These variables 
should not be neglected as they may interrupt the current schedule; hence they need to 
be considered during the schedule making processes. 
The set of decisions is a list of dispatching rules that can be selected during the 
schedule execution. The selected rule will be used to assign the jobs to the respective 
machines. Here SPT, MWKR, and NINQ are used. 
The value of outcomes represents the objective function of the problem. It is a 
function of decision taken and the environment at the given time.  The objective 
function to be achieved is a function of job completion times that depends on the 
schedule. Minimizing makespan is used as the objective for the static condition, while 
minimizing the total scheduling cost is used for the dynamic condition. The total 
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scheduling cost comprises all the penalty costs related to scheduling the jobs.  
 
1.2.2 Scope  
This thesis focuses on an adaptive job-shop scheduling system using decision 
analysis technique. Job-shop is selected as the test bed as it is considered to be one of 
the most difficult scheduling problems (Adams et al, 1988, Applegate and Cook, 1991). 
The job-shop problem can be formulated by using the concept of disjunctive graph 
(Balas, 1969) as follows. Let N={0,1,…,n} denotes the set of operations with 0 and n 
being the dummy nodes that represent the start and finish operations respectively. An 
operation is the processing of a job in a machine. Let M be the set of machines, A be 
the set of pairs of operation with constraint that the sequence of each jobs is set, and Ek 
be the set of pairs of operations to be performed on machine k with constraint that each 
machine can process only one job at a time. The processing time of job i is denoted as 
pi, and the start time of operation i is denoted as ti. Then the problem is defined as 
(Adams, et al., 1988): 
ntmin  
tosubject   
Ajiptt iij ∈≥− ),(  
Niti ∈≥ 0  
MkEjipttptt kjjiiij ∈∈≥−∨≥− ,),(    (1.1) 
This work is concerned with some current issues in the scheduling under 
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uncertainty. The key issues that are addressed in this thesis are the stochasticity of the 
production process and its environment, the performance measure of the schedule and 
the schedule quality, and the adaptability of the schedule. These issues will be 
considered in the schedule making processes. Stochasticity of both in production 
process and its environment is considered along the schedule making processes. The 
quality of the schedule means that the proposed schedule is still acceptable for various 
problems and conditions, and enables meeting the objective function. The adaptability 
of the schedule is how the proposed scheduling system is able to perform necessary 
reaction based on the current condition. 
 
1.2.3 Objective 
The objective of this research is to develop an adaptive scheduling system that is 
characterized as being effective, adaptive, and robust. Effective means that the 
schedule produced should satisfy the given performance criteria within an acceptable 
computational time. The performance criteria used are minimizing makespan for the 
static condition and minimizing total scheduling cost for the dynamic condition. 
Adaptive means that the schedule is able to perform necessary action when the 
environment required doing so. Robust means that the schedule is still acceptable if 
some unforeseen disruptions occur during its execution given a specific control policy 
(Leon et al, 1994; Jensen, 2001; Jang, 2002). The schedule is designed for the 
stochastic environment where multiple disruptions exist and should be considered 




 This work is conducted by using decision analysis tool (e.g. ID) and discrete-event 
simulation. In order to achieve the goals as mentioned in the previous section, several 
stages are carried out for each model: 
Stage 1: Model formulation 
The early step in model formulation is information gathering. All related information 
to the problem is documented based on the literatures. Scheduling is a rich research 
domain in which a lot of research has been done in this area. Hence, plentiful 
information can be obtained, including the relationship among variables in the 
shop-floor, the impact of the shop-floor condition to the objective function, and the 
relationship between variables and the objective function.  Then the network is built 
based on this information. All the system variables and alternatives are identified. The 
system’s outcomes are also established. The output of this stage is the complete 
structure of ID.  
Stage 2: Parameter assignment 
Qualitative interdependencies between the identified variables have been obtained 
through the developed ID. With the aim of performing inference, quantitative 
dependencies should be identified. The quantitative information is embedded in each 
node. In general, three types of quantitative information are needed: list of possible 
actions (decisions), probability values, and utility values. The list of actions and utility 
values are directly related to the proposed model. Hence the values of these two 
parameters are also developed based on literature review or expert judgment. The 
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probability values represent the shop-floor condition. Therefore the values are obtained 
from the available data or simulated environment or derived from the model. 
Stage 3: Evaluation and revision 
In this stage the complete model is executed by using a test-bed problem to test 
whether the proposed model is able to provide recommendation as required. If the 
contrary happens, revision should be taken by stepping back to stage 1 and/ or 2. In the 
static condition, the model is compared with some benchmark problem. In the 
stochastic environment, the model is applied in a discrete-event simulation and its 
performance is examined in comparison with existing algorithms.  
Stage 4: Application 
Once the model is proven to be effective and meet the requirements, it is applied to the 
real problems or hypothetical problem. 
 
1.3 Contributions 
The major contributions of this work are summarized as follows. 
Firstly, this work provides a novel approach in solving the deterministic job-shop 
problem. The basic DA model has been shown to be effective in minimizing the 
makespan. This model acts as proactive model by assigning the probability values in 
the variables.  
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Secondly, this work has provided the new reactive scheduling method that 
simultaneously considers several variables. The uncertainties are expressed in terms of 
probability distributions. A method to quantify the disruptions is proposed. It is used to 
preprocess the inputted value to obtain the conditional probability distribution in the 
chance nodes. This reactive model has been shown to be effective in a wide range of 
problems and conditions. Besides being reactive, the proposed method also looks 
robust. In addition, a myopic approach to the reactive scheduling has been proposed. 
This model enables simplification of the reactive model but still has better 
performance than the single rules.  
Thirdly, a new method for using decision analysis tool to evaluate the shop-floor 
has been introduced. This evaluation system is used as a ‘when-to-schedule’ policy. 
The use of ID in modeling this system evaluation enables the model to accommodate 
the uncertainties and also to include all the possible variables that may have impact to 
the scheduling. Also, it can be updated real time based on the current situation and 
hence real time decision on the necessity of changing the current scheduling policy can 
be made. 
Fourthly, a new adaptive scheduling system that is the composite model of 
proactive and reactive scheduling with combination of periodic and event driven 
‘when-to-schedule’ policy is presented. This hybrid approach is the integration of the 
basic model, reactive model, and system evaluation. In this system, there is 
communication between scheduling system and the environment. The system will 
react based on the current condition of the environment. Thus, in this model, the 
rescheduling is done only when it is necessary. 
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1.4 Organization of the Thesis  
This thesis comprises eight chapters. Figure 1.1 shows the structure of the 
thesis and the relationship among the models. This chapter provides a brief 
introduction to the concept of decision theoretic based scheduling system together with 
the objectives and the methodology used in this research. The major contributions of 
this research are also provided. 
Chapter 2 reviews some previous related works. There are two major parts that 
have been reviewed: scheduling under uncertainties and decision analysis. As this 
work is concerned with scheduling under uncertainties, so the reviews are limited to 
this class of scheduling. Basic decision analysis concept and the tools that are used in 
this work are presented. 
Chapter 3 presents the basic model for the decision-theoretic based dynamic 
job-shop systems. Formal model definition and solution algorithm are provided. In this 
basic model, deterministic condition is assumed to test the model effectiveness by 
using some test-bed problem and comparing with some benchmark problems. 
Chapter 4 provides the extension of the basic model to cope with the dynamic 
situation. The model is reactive, developed based on exact algorithm, and designed for 
the stochastic conditions. The robustness test for the proposed model is also provided. 
A myopic approach is proposed to reduce the computational time especially for big 
problem sizes and highly dynamic situations. 
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Chapter 5 presents a review on probability assignment technique and proposes 
a method to replace the human intervention when subjective judgment is required in 
assigning the state in the chance node. A method to quantify disruption is proposed. 
Chapter 6 delineates the shop-floor evaluation model. Reactive scheduling 
sometimes is not necessary to be applied to the whole production period. This 
evaluation model is used to evaluate the necessity of changing the currently applied 
scheduling policy.  
Chapter 7 outlines the proposed hybrid scheduling system: proactive-reactive 
scheduling model. This model is the integration of the previous three models; static, 
reactive, and evaluation model. The static model is used as the baseline schedule. The 
evaluation model acts as an online system evaluation that monitors the current 
situation and makes decision on the necessity of changing the current policy. If it is 
recommended to change the schedule, then the algorithm of reactive scheduling model 
is used to generate the new schedule. 
Finally, Chapter 8 summarizes this work and discusses the contribution 
















































Scheduling under uncertainty is generally a complex problem and multiple 
objectives may exist. This chapter outlines some recent advancement in scheduling 
under uncertainty and an overview of some decision analysis techniques that are used 
in this research. As this work is focused on scheduling under uncertainty, the survey 
will be directed to the previous work that has been done in this class of scheduling. A 
summary of the selected reviewed papers is available in Appendix A. 
 
2.1 Recent Advancement in Scheduling under Uncertainties 
Scheduling is an important activity both in the manufacturing and service 
sectors. It is an instruction to the shop-floor to execute events in the suggested 
sequence and timing (Aytug et al, 2005). Based on the time when the schedule is 
generated, there are two types of scheduling: offline scheduling and online scheduling. 
Offline scheduling, or pre-scheduling, or sometimes also called predictive scheduling 
is performed offline based on on-hand information. There is no doubt that 
pre-scheduling plays an important role because of the role it plays in strategic planning. 
The schedule is related to the resource allocation and serves as a basis for external 
activities such as material procurement, preventive maintenance, etc (Herroelen and 
Leus, 2005). The online scheduling generates schedule during the production process. 
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It is generated real time based on the current situation. The initial schedule sometimes 
needs to be changed as it is no longer feasible due to some unexpected events. It is said 
that many schedulers believe that the scheduling process mostly is a rescheduling 
process (Pinedo and Chao, 1999). 
There are some possible machine environments in the scheduling systems: 
single machine, flow-shop, job-shop, open shop, and mixed shop. Single machine 
problem is the simplest scheduling problem and it is a special case of all other machine 
environments. The system consists of only one machine and all jobs have to be 
processed in this machine. In the flow-shop system, there are M machines in series. All 
jobs need to be processed in the same route, although it is not necessary that all jobs 
have to go to all machines. The job-shop system consists of N jobs to be scheduled on 
M machines and each job has its own job route. Open shop system consists of M 
machines and the routing of the jobs through the machines is unrestricted. The jobs can 
use the machines in any order. However, the scheduler is allowed to determine a route 
for each job and each job may have different route (Pinedo, 2002). In a mixed shop 
system, several machines are available and some jobs have their own routings and 
others do not (T’kindt and Billaut, 2005). 
During execution of the baseline schedule, unforeseen events may happen. 
These disruptions may make the execution of the jobs depart from the planned 
schedule. When disruptions occur, some modifications may be required to be made on 
the schedule in order to maintain shop-floor performance. Otherwise, higher cost may 
be incurred due to missed due date, lateness, resource idleness, and higher work in 
process. While changes to the schedule are necessary due to disruptions, it should be 
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noted that excessive or too frequent rescheduling may increase the shop-floor 
nervousness. 
It is obvious that uncertainty need to be considered in the schedule making 
processes as it is said that the shop-floor is seldom stable for longer than half an hour 
(McKay et al, 1988). A robust or flexible schedule may be more valuable than an 
optimal schedule that does not allow easy modifications (Jensen, 2003). Therefore 
current research on scheduling mostly focused on scheduling under uncertainty. 
Current research on scheduling under uncertainty can be classified into three classes: 
proactive/robust scheduling, reactive scheduling, and combined predictive-reactive 
scheduling or proactive-reactive scheduling. 
Proactive scheduling or sometimes called robust scheduling refers to the 
schedule that considers uncertainties in constructing the predictive schedule. It is a 
predictable schedule that is performed offline and designed to be acceptable under a 
wide variety of disturbances. The consideration of uncertainty in the schedule making 
processes makes the predictive schedule becomes more robust (Davenport and Beck, 
2000). A robust schedule is defined as a schedule that is still acceptable if some 
unforeseen disruptions occur during its execution given a specific control policy (Leon 
et al, 1994a; Jensen, 2001; Jang, 2002). Leon et al (1994a) stated that robust schedule 
should achieve high performance in terms of expected makespan and expected delay. 
Schedule delay is defined as the difference between the actual makespan and the 
original makespan before disruption.  
Unlike the proactive scheduling that is performed offline and designed to be 
accepted for a wide range of scenarios, reactive scheduling is a real time scheduling 
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where the schedule is developed based on the jobs currently available at the machines 
and sometimes in its immediate environments. The drawback of this approach is that it 
may increase the shop-floor nervousness due to the frequent changing. To cope with 







Figure 2.1 Classes of scheduling under uncertainties 
 
In predictive-reactive scheduling class, the schedule consists of two parts: a 
predictive schedule that represents the desired schedule over a period of time and a 
reactive schedule that is the modified schedule due to the changing environment during 
execution. Instead of using predictive schedule as baseline schedule, some scholars use 
proactive schedule to increase the schedule stability. Figure 2.1 shows the classes of 
common approaches used in scheduling under uncertainties. Some research works for 
































2.1.1 Proactive Scheduling 
Proactive schedule is developed based on the information of the uncertainties. 
Therefore, historical data of the system is required to guarantee the validity of the 
schedule. One way in which the proactive scheduling is done is to make use of 
statistical information of uncertainty. Jensen (2003) introduced noise distribution in the 
objective function to hedge against machine breakdowns. The method was tested using 
simulated machine breakdowns. Daniels and Carrillo (1997) developed a sequencing 
procedure that maximizes the probability of achieving the system performance to the 
desired level. The performance measure of interest for this problem is to minimize the 
total flow time. They used statistical information such as mean processing time, 
processing time variance for each job, mean flow time and flow time variance 
associated with the shortest expected processing time. Standard branch and bound 
method was used in the job assignment. Another work that makes use of mean 
processing time and processing time variance was done by Xia et al (2008). The 
authors developed heuristic procedures and the objective is to find a good job sequence 
and due date assignment to minimize the overall cost for the whole system by 
considering penalty of earliness, tardiness, and due date assignment. Leon et al (1994b) 
used both deterministic and stochastic information concerning the future disruptions to 
evaluate the best scheduling policy for the next N-steps of evaluation. As a source of 
disruption is the unavailability of machine. Decision tree is used to represents the 
problem. As a chance node is the control that is a recovery schedule that the controller 




Daniels and Kouvelis (1995) proposed a robust scheduling model to hedge 
against processing time uncertainty for single machine problem to minimize the total 
flow time. The procedures determine the schedule that minimizes the worst-case 
absolute deviation from optimality. Branch and bound algorithm and heuristics based 
on optimality conditions derived from the robust scheduling model were proposed. 
Allahverdi and Mittenthal (1995) developed a methodology to cope with machine 
breakdown for two-machine flow shop problem. The proposed methodology is based 
on the dominance relation to minimize the makespan. Dominance relation is used to 
achieve the partial ordering of the jobs and then implicit enumeration is applied to 
search for optimal solution.    
Some scholars developed the robust scheduling based on the idea of 
minimizing a set of schedules rather than a single schedule (Briand, et al, 2007; Jensen, 
2003; Kouvelis, et al, 2000, Artigues et al, 2005). This made the schedule more 
flexible to react to different possible scenarios. Branch and bound is a common method 
that is used to solve this problem (Briand, et al, 2007; Kouvelis, et al, 2000). Artigues 
et al (2005) proposed an ordered group assignment to solve the shop scheduling 
problem that provided a number of good qualities of solutions. Group assignment is 
defined for each machine and the operations within the group are totally permutable. 
Multicriteria objective function was introduced: maximize the number of semi-active 
schedules, minimize the number of groups, and minimize maximum completion times. 
Yang and Yu (2002) developed a robust single machine scheduling with the objective 
of minimizing the maximum absolute cost, the maximum deviation from the optimality, 
and the maximum relative deviation from the optimality. A finite number of scenarios 
is considered, each with different set of processing times. They used dynamic 
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programming and also developed surrogate heuristic and greedy heuristic to solve the 
proposed model. 
Another technique that has been used is redundancy based technique. It can be 
time redundancy or resource redundancy. Mehta and Uzsoy (1998) developed a 
proactive schedule by utilizing the available slack time. Additional idle time is inserted 
in the predictive schedule, which has been developed previously, to absorb the impact 
of machine breakdown as the only randomness addressed in this problem. The 
predictive sequence was developed by using shifting bottleneck procedure. The 
proposed method does not result in significant impact to the performance measure. 
Leus and Herroelen (2007) proposed the schedules with explicitly inserted idle time as 
a buffer time to evade the processing time variability. The methods have been observed 
to achieve significant stability gain. Lambrechts et al (2008) used resource buffering 
method to cope with the uncertainty of the resource availability. The factory physics 
principle of stationary machine availability is used to predict the expected value of the 
resource availability which is used as the buffered availability.  
 
2.1.2 Completely Reactive Scheduling 
In the completely reactive scheduling, there is no baseline or predictive 
schedule. The schedule is generated whenever an event is recognized by the system. A 
popular methodology is the dynamic selection of dispatching rules (Nakasuka and 
Yoshida, 1992; Shaw et al., 1992; Aydin and Oztemel, 2000; Jahangirian and Conroy, 
2000; Jeong, 2000; Subramaniam et al., 2000a). The idea of this approach is to 
dynamically switch the dispatching rule, so that the most suitable rule can be applied at 
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any time according to the shop-floor condition. Various methods are used in selecting 
these dispatching rules, such as genetic algorithm (Jahangirian and Conroy, 2000; 
Jeong, 2000; Tay and Ho, 2008), simulated annealing (Jeong, 2000), Analytic 
Hierarchy Process (Subramaniam et al., 2000a), intelligent agent (Nakasuka and 
Yoshida, 1992), machine learning (Shaw et al., 1992), and reinforcement learning 
methodologies (Miyashita, 2000; Aydin and Oztemel, 2000). The computational 
burden for this approach is generally low, and it is also easy to explain the solutions to 
the users (Aytug et al, 2005).  
Beside the usual performance criteria used in scheduling such as makespan, 
tardiness, etc, another important performance criteria that should be considered in the 
reactive scheduling is minimizing the impact resulting from the rescheduling activity. 
A method that will always maintain the original sequence is called right-shift policy. In 
this scheduling policy, after disruptions, the unfinished job is pushed to the right as far 
as necessary to absorb the disruptions. This policy is ideal for the situation where 
changing sequences are costly (Leon et al, 1994). Some examples of work on 
right-shift policy are done by Leon et al (1994), Wu et al (1993), Suwa and Sandoh 
(2007), Sabuncuoglu and Kizilisik (2003).   
Other approach in solving the dynamic job-shop scheduling is using the 
intelligent agent. An intelligent agent has the ability to receive the information about 
the environment and react to that appropriately. Unexpected fluctuation in the 
environment can be taken into account immediately without user intervention 
(Cheeseman et al., 2005). Mesghouni et al. (1999) used the combination of three 
methods, genetic algorithms (GAs), constraint logic programming (CLP), and multi 
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criteria decision making (MCDM) to solve the job-shop scheduling problem. GAs are 
used to search the near optimal schedule. If more than one schedule is available, then 
MCDM is used to find the best satisfactory schedule. CLP is used to initialize the 
population. Barber et al. (1999) applied the concept of sensible agent to job-shop 
problem. Sensible agents can choose among a set of decision models to manage the 
differences between local and system goals by adjusting their autonomy level. Sensible 
agents can provide trade-off reasoning between system and local goals. Line balancing 
is the example for the system goal, while increasing the machine’s utilization is the 
example of local goal in the job-shop problem. Miyashita (2000) presented a method in 
optimizing the job-shop scheduling method based on reinforcement learning 
application. With the aim of applying this reinforcement learning to the job-shop 
problem that is categorized as a large scale problem, case based approximation 
techniques are used to speed up the convergence. 
Another method that is frequently used in reactive scheduling is to develop 
bi-criteria optimization with maximizing schedule efficiency and minimizing the 
shop-floor nervousness (schedule stability). Wu et al (1993) used local search method 
to solve one-machine rescheduling subject to machine breakdown, processing time 
variations, and rush order that required immediate processing. The objective is 
minimizing the makespan and   the impact of the schedule change. Cowling and 
Johansson (2002) proposed a framework that utilized real time information to be used 
in developing the reactive schedule. The work was applied to the single machine 
problem with simultaneously minimizing total job completion times and schedule 
stability by using simulation. Akturk and Gorgulu (1999) developed a reactive 
scheduling method subject to machine breakdown with maximizing the schedule 
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effectiveness by minimizing earliness and tardiness and maximizing the schedule 
stability represented by minimizing computational time and the length of rescheduling 
period. The approach is based on the idea of match-up scheduling which revises the 
existing schedule after the machine breakdown occurs. The proposed scheduling 
method was decomposed into three parts: the broken machine (bottleneck), the 
upstream machine schedule and downstream machine schedule and each part has 
different scheduling procedures.   
Statistical information of the jobs can be utilized to develop the reactive 
scheduling. Jang (2002) proposed a reactive scheduling method based on the variance 
of processing time with minimizing the number of tardy jobs as the objective. The jobs 
sequences are based on the normalized difference between the remaining time and the 
expected processing time of each job. The jobs may arrive continuously and the 
sequence is optimized repeatedly during the procedure. The work has been applied in 
single machine problem and it works well especially when the due date of all jobs are 
the same. 
Sawik (2007) developed an integer programming model for make-to-order in 
the flow-shop environment. Current production schedule is dynamically updated based 
on the status of the current available jobs. In a make-to-order situation, during the 
process the jobs may arrive, may be cancelled or modified. The objective is to 





2.1.3 Predictive-Reactive Scheduling and Proactive-Reactive Scheduling 
It is impossible to eliminate totally the occurrence of disruptions although 
several efforts have been made to protect the predictive schedule against the 
disruptions. In this composite scheduling method, the predictive (proactive) schedule is 
performed offline and acts as baseline schedule. The reactive part is necessary as it is 
possible that the schedule becomes infeasible once the disruptions occur although it 
has been protected in the predictive or proactive schedule. A critical problem in 
dynamic scheduling is the determination of the time to reschedule. Approaches that 
may be used to define the reschedule time can be classified into four classes; 
continuous rescheduling, periodic rescheduling, event-driven rescheduling, and 
combination of periodic-event driven rescheduling (Aytug et al, 2005).  
In continuous rescheduling policy, the rescheduling is done whenever an event 
occurs. The difference between this policy and the one mentioned in section 2.1.2 is 
that this policy has a baseline schedule that is initially applied until the disruptions 
occur and then continuous rescheduling is done. This approach may result in 
unnecessary changing of schedule that may lead to the shop-floor nervousness. An 
example of the work on continuous rescheduling policy was done by Suwa and Sandoh 
(2007). They used a cumulative delay as a control policy. Tabu search was used to 
build the predictive schedule by assuming that no breakdown occurs. In the case of 
machine breakdown, right-shift scheduling policy is used to absorb the disruption until 
the total cumulative delay reaches its critical cumulative delay that is set as threshold. 
Once the threshold is reached, a new schedule is generated by using tabu search 
algorithm. Park et al (1996) developed an intelligent scheduling system to design the 
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predictive-reactive scheduling system by using an expert system. It was designed for a 
job-shop environment and assumed that the shop bottleneck was not constant. The 
system consists of three parts that cooperate with each other: automatic schedule 
generation, automatic schedule adjustment, and interactive schedule adjustment. 
Predictive schedule is automatically generated by automatic schedule generation to 
satisfy management objective. In the case when disruptions occur, automatic schedule 
adjustment performs reactive scheduling to minimize tardiness. If there is conflict that 
is unresolved, interactive schedule adjustment will take place. In this case, user 
intervention is required. 
In a periodic rescheduling, the rescheduling action takes place at the edge of 
certain fixed time interval. The drawback of this approach is that it ignores events that 
happen between rescheduling points, and they might have significant impact to the 
current schedule or make the current schedule become impossible to be executed. 
Rangsaritratsamee et al (2004) developed a periodic review policy to handle the floor 
uncertainty caused by the processing time uncertainty and new job arrivals. 
Rescheduling was done in every rescheduling point. As the system is dynamic, 
bi-criteria objective function that simultaneously considered efficiency and stability 
was used. Efficiency is examined through the makespan and tardiness, while stability 
is evaluated by the starting time deviation and the total deviation penalty. 
In the event-driven rescheduling, rescheduling takes place whenever there is an 
event with significant disruption to the system (Church and Uszoy, 1992). A common 
approach used is the combination of periodic and event-driven rescheduling (Aytug et 
al, 2005). In this combined approach, periodic rescheduling is first applied, but if there 
is significant disruption within a time interval, rescheduling may be executed. The first 
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question to be addressed in this approach is finding the right time to reschedule. 
Rescheduling can be done whenever there is enough “trigger” to do that. Numerous 
works have been done in this class. Sabuncuoglu and Kizilisik (2003) studied the 
predictive-reactive rescheduling in a Flexible Manufacturing System (FMS) 
environment with processing time variation and machine breakdown as the sources of 
uncertainties. They studied the impact of rescheduling frequency to the mean flowtime. 
Both full and partial reschedules were studied. In the full reschedule, the rescheduling 
is done for all available jobs, while in partial reschedule, only a certain percentage of 
jobs in the system is rescheduled.  
The work done by Duenas and Petrovic (2008) used an event-driven 
rescheduling method in determining the rescheduling time in a predictive-reactive 
rescheduling for identical parallel machines problem. The objective is to minimize the 
total completion times with the material shortage as the only uncertainty considered. In 
the predictive schedule, they utilized a combination of Least Flexible Job First (LFJ) 
and the Longest Processing Time (LPT) dispatching rules and added idle times in the 
processing times. As the reactive part, they used either left-shift policy or built a new 
schedule. Reactive scheduling is done whenever the disruption level cannot be 
absorbed by the inserted idle times. Fuzzy logic controller was used to determine 
whether this trigger value has been reached. Another work that used idle time in 
making the predictive schedule was done by Yang and Geunes (2008). The work was 
done on a single machine problem with uncertain jobs to be processed as the only 
uncertainty. In the case when the processing time of the uncertain job cannot be 
covered by the inserted idle time, right shift scheduling, as the reactive part, is used. 
Otherwise, left-shift scheduling is used. In this problem, finding the optimal idle time 
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to be inserted is critical. Dynamic programming based heuristic is used if multiple 
uncertain jobs exist.  
Instead of using predictive scheduling, some scholars used proactive 
scheduling in developing the baseline schedule. This is done to minimize the schedule 
changing during the executions. Aloulou and Portmann (2005) developed the proactive 
schedule as the baseline by using genetic algorithm which provides trade-off between 
flexibility and performance. A set of schedules is considered instead of a particular 
schedule to increase the flexibility. In the reactive part, priority functions were 
developed. These functions provide priority for each job at a certain time based on all 
its predecessors and the restriction on the constructed schedules. The reactive part is 
used to guide online the job executions and absorb the effect of disruption by 
exploiting the flexibility of the proactive schedule. The results show that 
proactive-reactive scheduling outperforms the predictive-reactive scheduling for low 
and medium disruption. Lambrechts et al (2008) exploited the time redundancy or 
resource redundancy in developing the proactive schedule. When the disruption occurs, 
the proactive schedule might be infeasible. In this situation, the reactive part takes 
place. The reactive part was developed based on a schedule order list that is able to 
reschedule the activities based on the priorities. Tabu search procedure was used to 
improve the proposed heuristic. 
 
2.2 Decision Analysis Techniques 
 Decision analysis provides a systematical procedure to replace hard-to-solve 
problems into readily understood, clear, and obvious problems (Howard, 1988). The 
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DA process starts with the formulation of the problem faced by the decision maker. In 
particular, the formulation comprises three elements; possible courses of actions, the 
information that links between decision and the outcomes, and the preferences of 
decision maker. Based on this formulation, evaluation is done to produce the 
recommended alternative. Then appraisal of the alternative is performed to make sure 
that the alternative is not only logically correct but also clearly persuasive that the 
person will act accordingly. The appraisal provides sensitivity to choice, information, 
and preferences (Howard, 1988). 
The techniques used in the DA can be classified into three classes, Decision 
Making Under Uncertainty (DMUU), Multiple Criteria Decision Making (MCDM), 
and Decision Support Systems (DSS) (Huang et al, 1995).  Decision making under 
uncertainty consists of a class of techniques for decision making where the outcomes 
are uncertain and evaluations of trade-offs are difficult. The objective is to rank the 
available alternative decisions based on the information available and the decision 
maker’s preferences.  Decision tree and influence diagram are the graphical modeling 
tools for representing the basic structure of the decision problem. In a decision tree, the 
decisions and uncertain variables are explicitly emulated in the form of a tree. Decision 
trees have been widely used but have some significant drawbacks. More specifically, 
the size of the tree grows exponentially with the total number of variables considered 
in the problem. Also, decision tree provides only implicit representation of 
probabilistic dependence and independence.  Hence numerical computations are 
required to derive the independence relations. Furthermore, a decision tree can only be 
built in a single direction from the root of the tree. The exact sequence of the nodes or 
events must be worked out first. In fact, decision making process often requires 
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thinking in both forward and backward directions. To overcome the problems faced by 
decision tree, Influence diagrams (ID) have been developed as an alternative method 
for representing and evaluating decision problems. Unlike decision tree, an ID is 
compact where the size of an ID grows linearly with the total number of variables 
considered in the problem. A major advantage of an ID is that it provides explicit 
representation of probabilistic dependence and independence. This makes ID highly 
suitable for building automated decision support tools. Another methodology in the 
class of DMUU is Multiple Attribute Utility Theory (MAUT). Unlike the decision tree 
and ID that are representation tools, MAUT deals with decision maker’s preferences. 
MAUT helps the decision maker to assign the utility values to outcomes by evaluating 
these terms of multiple attributes and combining these individual assignments to get 
the overall utility measures (Huang et al, 1995). 
MCDM is the technique of solving decision problem in the presence of 
multiple objectives. The MCDM problem can be classified into two classes: Multiple 
Objective Decision Making (MODM) and Multiple Attribute Decision Making 
(MADM). In MODM, a set of objective functions is optimized subject to a set of 
constraints. In practice, it is impossible to obtain a solution that optimizes all the 
objective functions simultaneously.  Hence, most efficient solution that provides the 
best trade-off among the conflicting objectives is preferred. An efficient solution is one 
where improvements on the achievement or performance of one objective are not 
possible without degrading the performance of at least one other objective. In MADM, 
a number of alternatives are generated to be evaluated against a set of attributes which 
are often difficult to quantify. The best alternative is usually selected by making 
comparisons between alternatives with respect to each attribute. The Analytic 
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Hierarchy Process (AHP) is the most widely used MADM method. The AHP was 
developed by Thomas L Saaty (1980). AHP structures a complex, multiple criteria 
problem hierarchically. Other popular MADM techniques are ELECTRE (Roy and 
Bouyssou, 2002) and TOPSIS (Giove, 2002). The acronym ELECTRE stands for: 
ELimination Et Choix Traduisant la REalité (ELimination and Choice Expressing 
REality). ELECTRE constructs several outranking relations to compare actions and 
then exploit the procedures that elaborate the best action chosen. TOPSIS stands for 
Total Order Preference by Similarity to the Ideal Solution. The basic concept of this 
method is that the selected design options should have the shortest distance from the 
ideal solution and the farthest from the negative-ideal solution (in a geometric sense). 
A DSS is an interactive, flexible, and adaptable computer based system for 
supporting the solution of particular problem so as to improve the decision making 
process. DSS supports the solution of complex problems that are normally difficult to 
handle (Turban and Aronson, 2005). DSSs can be classified into two classes, Ordinary 
DSS (ODSS) and Intelligent DSS (IDSS). In ODSS, a user interface is provided to let 
the user access the data and model while IDSS incorporates the data and model into the 
knowledge base (Huang et al, 1995). 
 
2.3 Influence Diagram: an Overview 
As this research will utilize ID to model the job-shop scheduling system, this 
section will provide a detailed description of ID. An influence diagram is a graphical 
modeling language that represents the probabilistic inference and decision model 
(Howard and Matheson, 1984; Shachter, 1986). Influence diagram, first developed at 
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Stanford for the purpose of automating decision model construction, can be considered 
as an extension of Bayesian Network. An ID is mathematically precise; therefore it can 
be used in both the formulation and analysis of a decision problem. This makes ID 
different from many other graphical modeling languages. An ID is a two-layer 
representation with a qualitative and a quantitative level. At the qualitative level, an ID 
consists of four main components, namely, chance nodes, decision nodes, value nodes, 
and arcs. The nodes in the graph correspond to variables in the model; decision nodes 
correspond to variables that are under the control of the decision maker and chance 
nodes correspond to random variables, which are not within the direct control of the 
decision maker. Each valid ID must have a value node that represents the objective 
function of whose expected value is to be maximized. Arcs in the graph represent the 
probabilistic relationships among the nodes, that is, the associated variables. The 
absence of an arc between two nodes indicates that the associated variables are 
probabilistically independent. 
At the quantitative level of an ID, probabilistic information is embedded in 
each chance node. Embedded in each chance node is a conditional probability table 
that represents the probability of all possible outcomes for that node conditioned on 
possible outcomes of all its predecessor nodes. Embedded in each decision node is a 
list of decision alternatives and a list of its informational predecessors. The value node 
contains the utility of the decision maker. 
Utilities are quantified and measured for decision maker’s preference. It 
incorporates decision maker’s attitude toward risk. Utility ),( ij xAu  is based on the j
th 
action and the ith outcome. Suppose the outcome of the uncertainties can be 
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represented by n mutually exclusive and exclusive states, then the utility to the 
decision maker is ),( ij xAu  if the j
th action is taken and the outcome is ix . The 












),(maxarg     (2.1) 
where jip  is the probability of outcome i in action j. Figure 2.2 shows a simple 
example of an ID (written in GeNie) and the corresponding decision tree. GeNie is a 
development environment for building graphical decision-theoretic model. It has been 
developed at Decision System Laboratory, University of Pittsburgh.   
 In this ID, “Weather Forecast” and “State of the Weather” are chance nodes, “Take 
Umbrella?” is a decision node, and “Total Happiness” is a value node. The outcome of 
“Weather Forecast” is conditioned on the outcome of “State of the Weather”. The 
decision maker will know the outcome of “Weather Forecast” before the decision on 
“Take Umbrella?” is carried out. The objective is to maximize “Total Happiness” 
which is dependent on both “State of the Weather” and “Take Umbrella?”. The “State 
of the Weather” node is said to be the parent node of “Weather Forecast” node. The 
major advantage of ID is that it is unambiguous and compact in representing the 
probabilistic and informational dependencies (Shachter, 1986). Introducing a new 
factor does not contribute to visual exponential growth of information; it only needs an 
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Figure 2.2 Influence Diagram and the corresponding decision tree: an example. 
(a) Viewed as icon; (b) Viewed as bar chart; (c) Decision tree 
 
In this ID, “Weather Forecast” and “State of the Weather” are chance nodes, 





outcome of “Weather Forecast” is conditioned on the outcome of “State of the 
Weather”. The decision maker will know the outcome of “Weather Forecast” before 
the decision on “Take Umbrella?” is carried out. The objective is to maximize “Total 
Happiness” which is dependent on both “State of the Weather” and “Take Umbrella?”. 
The “State of the Weather” node is said to be the parent node of “Weather Forecast” 
node. The major advantage of ID is that it is unambiguous and compact in representing 
the probabilistic and informational dependencies (Shachter, 1986). Introducing a new 
factor does not contribute to visual exponential growth of information; it only needs an 
additional node and corresponding arc(s). 
The ID solution procedure can take advantage of the conditional 
independencies. By doing so, significant gain in efficiency can be obtained. However, 
ID corresponds to a symmetric decision tree and so if most of the computational 
savings can be achieved through the asymmetric processing, ID cannot take advantage 
of those savings (Shachter, 1986). ID is primarily used to calculate the expected utility 
values of the alternatives. A straightforward method is to convert an ID into a decision 
tree and solve the tree using the traditional tree roll-back technique. The decision is 
taken by evaluating the ID for each possible setting of the decision node. After the 
decision node has been set, the decision node behaves like chance node that has been 
set as an evidence variable. The following is the procedures to evaluate the ID as taken 
from Russell and Norvig (2003). 
1. Set the evidence variables (the variable whose values are known) for the 
current state. 
2. For each possible value of the decision node: 
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a. Set the decision node to that value. 
b. Calculate the posterior probabilities for the parent nodes of the 
utility node, using a standard probabilistic inference algorithm. 
c. Calculate the resulting utility for the action. 
3. Return the action with the highest utility. 
 
One of the most common solution algorithms to evaluate the ID can be found in 
Shachter (1986). Another algorithm for solving ID is policy evaluation proposed by 
Cooper (1988). The policy evaluation algorithm solves an ID by first transforming it 
into a Bayesian network and then finding the expected utilities of each decision 
alternatives by performing repeated inference in this network. The algorithm will result 
in a full set of expected utilities for all possible policies in the network. However, this 
may be a computationally intensive process for large influence diagrams. In this 
research, we used policy evaluation method to solve the ID. 
An extension of ID is Dynamic Influence Diagram (DID). It is obtained by 
allowing time separable value functions, i.e. one function for each time unit or decision 
stage (Tatman and Shachter, 1990). DID has multiple value nodes which consist of 
non-terminal value node(s) and a terminal value node (super value node) which has no 
successor and only has value node predecessors. A super value node is either a sum 
node or a product node and represents the objective function for the model.  
In a DID, a decision problem is solved by reducing all nodes form the DID 
except the terminal value node, and thus producing the optimal policy and the 
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maximum expected value for the problem. The process corresponds to dynamic 
programming in operations research (Tatman and Shachter, 1990). 
Another extension of ID is Temporal Influence Diagram (TID). TID is ID with 
embedded time-series process and consists of a sequence of ID indexed by time: ID0, 
ID1, …, IDt. IDi  is connected to the IDj with temporal arcs (At) going from i to j and 
defined by the time-series process for the system (Provan, 1993 and Provan, 1994). 
Mostly, TIDs are constructed by replicating the ID of the first slice. The arcs join 
nodes from two different slices by using Markov process. The Markov assumption is 
made because of its well-known theoretical properties and relative computational 
feasibility. It might be possible that the real world case required a higher order Markov 
processes to capture the longer term stochastic processes. However, increasing more 
temporal arcs leads to increasing the data requirements and computational time for 
evaluating the network (Provan, 1994). 
 In one of the projects, Provan and Clarke (1993) designed a system for a 
decision making in medical domain that allows the probabilities to change over time. 
This system is designed to realistically model the dynamic diagnostic reasoning by 
using the most parsimonious network. Time is divided into some time intervals in 
which for each time interval, the value finding is assumed to be constant and temporal 




DECISION THEORETIC APPROACH TO JOB-SHOP 
SCHEDULING  
 
The basic model models the shop-floor together with some basic variables that 
have impact to the shop-floor condition. This basic model will be used to test the 
model effectiveness by comparing with the optimal solution and/ or some benchmark 
models. Although the model is designed to accommodate the uncertainty, for the 
purpose of testing the effectiveness, the model is reduced into a deterministic model. 
The case of job-shop problem for N jobs to be scheduled on M machines will be 
studied. The objective of this reduced model is to minimize the makespan, Cmax. The 
proposed model is represented using an Influence Diagram.  
 
3.1. Model Definition 
The basic decision problem is to choose an alternative among a set of 
alternatives that has the highest utility value. The job-shop problems can be seen as 
making sequential decisions on which jobs to be assigned on each machine to 
maximize utility value. The decision is taken dynamically and it depends on the 
current job-shop conditions that are represented in the attributes of the current jobs in 
the machine’s queue and the machine conditions. Each job in queue is attributed with 
its processing time, its machine’s route, and the real time value of the ratio of total 
number of remaining tasks and the total amount of time to complete the remaining 
tasks. The condition of the machine is represented by the length of the queue. The 
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schedule is then generated based on these two types of information. The scheduling 
process is one-pass, just like the dispatching rules and it does not performing 
iterations.  
A fully specified model for job-shop scheduling system is defined as 5-tuple 
PA,V,C,D, where: 
D is the set of decisions. It denotes the set of alternative actions within the control of 
decision maker, i.e. the dispatching rules. It is represented in the graph by a square 
node. For each decision node, there is an optimal policy computed during the 
algorithm. 
C is a set of chance variables. It denotes the random variables (uncertain quantities). It 
represents the shop-floor conditions and is drawn in the graph by an oval node. 
V is a set of utility variables. It denotes the objective to be maximized in expectation. 
In this case, it is the transformed form of minimizing makespan. It is represented in 
graph by a diamond node. 
A is a set of arcs and denotes the relevancy among nodes. It is represented in graph by 
using a solid arc. The arcs, A, in the graph have different meanings based on the target. 
The arcs into utility and chance nodes are conditional arcs. They represent the 
probabilistic dependence and do not imply causality or time precedence. Arcs going 
into decision nodes are informational arcs and imply time precedence. 
P is a set of conditional probability distributions. Conditional probability distributions 
are assessed for each chance node. If node i has predecessor node i-1 and Xi is the 
variable associated with it, then P is the conditional probability given the value of its 
conditional predecessors, { }.|Pr)|( 111 −−− === iiiiiii xXxXxxP If node i has no 
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predecessor, then P represents the marginal distribution for Xi, { }iiii xXxP == Pr)( . 
These conditional probabilities are based on first order Markov condition.  
Any disruptions in the shop-floor can be represented by the condition of the 
machines and the current jobs available. There are some variables that are used to 
describe the shop-floor condition. The first variable that can be used is the queue 
length of the machine. The length of queue tells how smooth the process is. If there is 
an unordinary queue length, there might be something wrong in the process. Machine 
breakdown, late arrival of raw material, too many rework, too many unexpected jobs 
arrive, and longer processing time of the current job being processed, are some causes 
that may result in longer queue. The next variable is the processing time difference 
among the jobs in queue at a particular machine. This variable indicates the type of 
jobs that will be processed. Any jobs, either the existing jobs, new jobs or the jobs that 
need to be reprocessed can be distinguished. Other variables which are able to perceive 
the type of jobs to be processed are the ratio between the number of remaining tasks 
and the total amount of remaining processing time, and the number of jobs in the next 
queue. The ratio between the remaining tasks and the remaining processing time shows 
the length of process that should be done to complete the tasks. The number of jobs in 
the next machine’s queue can be used to look ahead the situation that will be faced by 
the job. Intuitively, the jobs that will face shorter queue in the next machine are 
preferred to be processed first than the one with the longer queue in the next machine.  
The four aforementioned variables are not only able to describe the current 
condition of the shop-floor, but also can be used to guide the job selection process. The 
processing time information (Subramaniam, 2000b; Holthaus and Rajendran, 1997; 
Lawrence and Sewell, 1997), number in next queue (Holthaus and Rajendran, 1997), 
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and the remaining work (Subramaniam 2000b; Lawrence and Sewell, 1997) are 
reported to have an impact to the makespan. Based on this fact, the ID can be built to 















 Figure 3.1 shows the variables that have impact to the objective value and describe 
the shop-floor condition, in particular the actual condition of every machine. There are 
three types of arcs in Figure 3.1. The relevance arcs are symbolized by solid line and 
they connect a chance node to other chance nodes. Relevance arcs represent the 
relevancy of the outcome of the “parent” node for assessing the “child” node. For 
example, the node “set of jobs in queue” is a parent node and “no of jobs in queue” is 
child node. The arc that connects these two nodes is a relevance arc. The second type 
of arc in this network is information arc. The information arc links chance node to 
decision node. The decision maker knows the outcome of event in the chance node 
when carrying out the decision. An example of this arc is the arc that connects 
“processing time difference” node and “dispatching rule selection” node. The last type 
of arc in this ID is value arc. Value arc connects the chance node or decision node to 
the value node. This arc represents the direct impact of the variable or decision to the 
value. An example of value arc is the arc that links “processing time difference” node 
with “makespan” node.  
In this ID, the queue length (represented by the “number of jobs in queue” node) 
is deterministically influenced by two factors: number of jobs available in queue and 
the total number of jobs in the system as it is the ratio between these two factors. 
Hence, once the two factors are known, the ratio can be calculated. It is also similar to 
the “ratio job-remaining work” node. This node depends on the number of operations 
or tasks remaining and the total required processing time remaining for each job.   
The ID models the decision problem for each machine at every decision point. Every 
change in the environment can be updated dynamically through the network.  
The following simple example is used to illustrate the use of ID to select the most 
44 
 
suitable rule to be applied. Consider a job-shop problem that consists of six jobs and 
three machines (Subramaniam, 2000a). The machine requirements, processing times of 
each task and the precedence constraints of the jobs are tabulated in Table 3.1.  
 




1 2 3 4 5 6 
Machine number (process time) 
1 1 (4) 2 (3) 1 (5) 1 (7) 3 (3) 3 (6) 
2 2 (5) 1 (3) 3 (3) 2 (2) 2 (5) 1 (9) 
3 3 (3) 3 (2) 2 (7) 3 (4) 1 (5) 2 (7) 
 
 We shall now illustrate the decision making process for machine 1. Suppose the 
job-shop is initially empty. Suppose now we consider the processing time difference as 
the only variable. Figure 3.2 shows the basic decision with displayed choices, 
outcomes, and consequences. The utility value is obtained from Table 3.2. How to 
obtain the utility values will be provided later.  
Initially, three jobs are in queue in machine 1: Job 1, Job 3, and Job 4. The 
processing time difference between the first two jobs after being sequenced in 
increasing order is 0.25. Suppose this value is considered as high, and hence the level 
of “processing time difference” node is set to be high. The detailed explanation on how 
to assign this level is provided in Section 3.2. Based on Figure 3.2, if the current 
condition shows that the processing time difference is high, and then the utility value 
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for SPT is 1 while the utility value for MWKR and NINQ is 0.33. Therefore, in this 
case, SPT will be chosen as the rule to be applied in machine 1. 
 
           
 
 
Figure 3.2 Basic decisions with processing time difference as the only variable to 
consider 
 
Now, let us introduce another variable to consider that is “number in next queue”. 
Figure 3.3 shows the ID with processing time difference and number in next queue as 
the variables to consider. As now we consider more than one variable, the utility value 
will be the sum of utility value for each state. For example, when the processing time 
difference is considered as high, then SPT has utility value of 1 (based on Table 3.2). 
When the number in next queue is considered as long, SPT will have utility value of 0. 
Therefore, if the condition said that the processing time difference is high and the 










Rule  Proc. Time utility value
  difference 
 
SPT  high    1 
  Low    0.33 
MWKR high    0 
  Low    0.33 
NINQ high    0 
  Low    0.33  
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Figure 3.3 Basic decisions with processing time difference and number in next queue 
as the variables to consider 
 
 Analysis of the three jobs in front of machine 1 if two variables are considered 
is as follows.  
Job 1: 
• Processing time  : 4 
• Next machine   : machine 2 
Job 3: 
• Processing time  : 5 
• Next machine   : machine 3 
Job 4: 
• Processing time  : 7 
• Next machine   : machine 2 
 








Rule  Proc. Time difference no in next queue utility value
   
SPT   high     long    1 
        short   1.33 
low     long    0.33 
     short   0.67 
MWKR  high     long    0 
        short   0.33 
   low     long    0.33 
        short   0.67 
NINQ  high     long    1 
        short   0.33 
   low     long    1.33  






1. Job 1 and job 4 will go to machine 2 while job 3 will go to machine 3. 
Currently 1 job is in queue in machine 2, while 2 jobs are currently queuing on 
machine 3. Therefore, there is difference in the length of the next queue. 
Consequently, set level for “number in next queue” node to be long.  
2. The processing time difference between the first two jobs after being sequenced 
is 0.25. Suppose this value is considered as high, and hence the “processing 
time difference” node is set to be high. 
Based on this condition, the utility value for SPT is 1 while the utility value for 
MWKR is 0 and the utility value for NINQ is 1. In this case, SPT and NINQ have the 
same utility value. In order to choose which rule should be applied, we have to set the 
preference between these two rules (i.e. which rule is preferred to be applied 
individually for this problem). How to set preference will be provided in Section 3.3. 
In the proposed model, four conditions are considered simultaneously. 
Basically, for each condition there is a recommended rule and sometimes the 
recommended rule is not the same for different condition. The ID accommodates all 
these criteria simultaneously and provides the most suitable rule to be applied.  
 
3.2 Solution Algorithm 
The approach that will be used is basically based on dispatching rule selection 
method since dispatching rule is the most common approach in industry and perform 
reasonably well in a wide range of environments (Subramaniam, 2000a, Geiger et al, 
2006)). Dynamic selection of dispatching rules has been studied extensively in some 
literature (Nakasuka and Yoshida, 1992; Shaw et al., 1992; Aydin and Oztemel, 2000; 
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Jahangirian and Conroy, 2000; Jeong, 2000; Subramaniam et al., 2000a). The idea of 
this approach is to dynamically switch the dispatching rule, so that the most suitable 
rule can be applied at any time according to the shop-floor condition. Various methods 
are used in selecting these dispatching rules, such as genetic algorithm, simulated 
annealing, Analytic Hierarchy Process (AHP), intelligent agent, machine learning, and 
reinforcement learning methodologies. The difference between the proposed model 
and what other researchers have been done is that instead of using optimizer to find the 
most suitable dispatching rule to be applied, based on the previous research that has 
been done, we utilize the fact that certain dispatching rules are suitable for certain 
conditions, and hence the search for the best suited dispatching rule is not random, but 
really guided. 
The solution for the fully specified dynamic job-shop model can be presented 
in a 4-tuple RP,X,D,  where: 
D is the action space that specifies the set of alternative actions to be considered. 
X is a set of state space that denotes the conditions that would affect the reward 
functions in which the action takes place. 
P is a set of conditional probability distribution that represents the shop-floor 
conditions. 
R is a set of reward function. Each reward function, R, specifies the utility function of 
performing an action. This reward function depends on the current state and action 
chosen. 






−=   (3.1) 
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The flowchart for the OneStepDP (DA algorithm to select the job) can be seen on 
Figure E.1 Appendix E. The solution algorithm for decision theoretic based job-shop 
scheduling model M is now presented.  
 
DEFINE SOLUTION ALGORITHM (M) 
   BEGIN 
Initialize jobs 
  Initialize machines 
  Send jobs in the first task to the respective machines  
 FOR each machine DO 
   LOOP:  
     IF there is a queue 
        THEN perform OneStepDP (M, V, i) 
       Job assignment 
        ELSE go directly to Job assignment 
     END IF 
     Job assignment: 
      Process the job 
   IF some tasks of this job are still remaining  
Send the job to the next machine for the next task 
   ELSE STOP 
IF any jobs are waiting to be processed in this machine 
   THEN GO TO LOOP 
   ELSE set the machine to be idle 
    END IF 
    END for each machine 






OneStepDP(M, V, i) 
 Set )|( 1−iii xxP  
 For each iDd∈  








 End for each d 
 dDd VV i∈= max  
Select the respective rule (that has max Vd) 
Select the respective job (based on the rule chosen) 
End OneStepDP (M, V, i) 
 
As the variables for chance nodes and utility node should be assigned before 
the evaluation takes place, assigning the value for Pi and R becomes critical parts in 
solving the OneStepDP for M. As Pi represents the real shop-floor conditions, in order 
to set evidence to Pi, the following evaluations should be performed to get the value of 
Pi. For each machine, each time, do check the following criteria: 
1. Whether the processing time difference between the first two jobs after being 
sequenced whether is ≥ α. If the value is ≥ α then set the “processing time 
difference” to high. Otherwise set to low. 
2. Whether there is a difference in the queue length for the next queue in the next 
machine for each job. If so, set the “no in next queue” to long, and if the queue 
length of the machines are all the same, then set the “no in next queue” to short. 
3. Whether the ratio of total number of tasks remaining and total processing time 
remaining among jobs to be scheduled after being sequenced is ≥ β. Set the “ratio 
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job-remaining work” to high_ratio when the value is ≥ β. Otherwise set to 
low_ratio. 
4. Whether the ratio between jobs queued in the current machine and the total jobs to 
be processed is ≥ γ. Set the “no of jobs in queue” to be long if the value is ≥ γ and 
set the “no of jobs in queue” to be short if the value is < γ. 
 
The values of α, β, and γ are constants and remain the same for a specific problem. 
These parameters represent the turning point for each aforementioned criterion that 
will give maximum contribution in minimizing the makespan and they can be 
exploited to obtain the most suitable dispatching rule. Besides those three parameters, 
the rule preference should be defined. It is useful in the case when the utility values for 
more than one alternative are the same. The values of α, β, and γ can be obtained 
through experiments. Response Surface Methodology (RSM) can be used to obtain the 
optimum values of α, β, and γ. RSM is a combination of experiment design and 
regression analysis methods (Krottmaier, 1993). In this study, we use two level designs 
of experiments and steepest gradient method, i.e. experiments are directed towards an 
optimum result. However, the results obtained are local optima. It is assumed that the 
relationship between factors and the response is linear. 
The procedures of the experimental design can be described as follows. As steepest 
descent method is used in combination with the design of experiment, the procedure 
starts with determining the step-size of searching. The selection of step-size is tentative 
but should be carefully done. If it is too small, a large amount of experiments should 
be done. And if it is too large, the optimum point could be missed. A starting point is 
selected to begin the search process and experiment is done to examine the response. 
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In addition, the centre point should be determined to see the significance of 
nonlinearity. The centre point lies in the middle of two consecutive points. Some 
repetition of experiments should be done in this centre point. The steepest gradient is 
determined from the centre point to the point that provides improvement. The 
procedure is continued until further improvement cannot be reached. Figure 3.2 shows 
the orthogonal design of experiment with the 3 factors (α, β, and γ) and centre point.  
The numbers 1 up to 8 in Figure 3.4 represent the experiments that should be done, 
while the symbol c represents the centre point. It means that 8 sets of experiments and 
at least 1 set of experiment for centre point should be conducted in a full factorial 
design of experiment if 2-level design is used. The length of α, β, and γ represents the 







Figure 3.4 Orthogonal design for 3 factors with centre point. 
 
The values assigned to R are based on previous research reported in the literature. 
Based on this information, we utilize the fact that certain dispatching rules are suitable 
for certain conditions. Hence the search for the best suited dispatching rule is not 











reduce the queue length (Subramaniam, 2000b; Holthaus and Rajendran, 1997; 
Lawrence and Sewell, 1997). Therefore, if the shop floor indicates that there is a long 
queue at a certain machine, then SPT will be applied in that machine queue. In SPT 
rule, the jobs are sequenced in increasing order of their processing times. The job with 
the shortest processing time is processed first followed by the next shortest processing 
time and so on. Number in Next Queue (NINQ) helps hasten the process by reducing 
the waiting time of jobs since it uses the information available regarding the 
subsequent operations of the jobs (Holthaus and Rajendran, 1997). In NINQ rule, we 
select the job whose subsequent machine currently has the shortest queue. Most Work 
Remaining (MWKR) produces good results for jobs of few operations with longer 
processing times (Subramaniam 2000b) and is good in minimizing makespan 
(Lawrence and Sewell, 1997). In this rule the job with the most total processing time 
remaining is selected. Thus, these three dispatching rules will be used. 
In the value node, it is required to transform the objective function from 
minimizing makespan into maximizing utility value. The idea is to assign the highest 
value when making a correct decision based on the given shop-floor conditions. For 
example, suppose processing time difference is the only variable to be considered, then 
if the evidence said that the processing time difference is high, SPT is the most suitable 
dispatching rule; hence in the value node definition, assign a utility value of 1 to SPT 
and a value of 0 to MWKR and NINQ. Otherwise, all alternatives will have the same 
preference (assign 0.33 for all alternatives). In this method, all shop-floor evidences 
are considered simultaneously. Then, the dispatching rule selected is the one with 





Table 3.2 Utility values 
Criteria State SPT MWKR NINQ 
Processing time difference 
High 1 0 0 
Low 0.33 0.33 0.33 
No. in next queue 
Long  0 0 1 
Short  0.33 0.33 0.33 
No. of jobs in queue 
Long  1 0 0 
Short  0.33 0.33 0.33 
Ratio job-remaining work 
difference 
High 0 1 0 




3.3 Model Effectiveness 
With the aim of analyzing the effectiveness of this model, the proposed 
procedures will be applied to the square job-shop problems (i.e. m = n) as these 
problems have been found to be the most difficult problems to schedule (Muth and 
Thompson, 1963). Five problem sets are used. Set 1 is taken from Askin and 
Standridge (1993), set 2, set 3 and set 4 are taken from Muth and Thompson (1963), 
while set 5 is taken from Yang and Wang, (2001). The machine requirements and 
processing time data for these problems can be found in Appendix B. 
The first steps in the analysis are performing parameter study to define the 
value of α, β, and γ. Also, it is required to define the preference of dispatching rule to 
be selected when two or more expected utility values for the alternatives have the same 
values. These parameters and preference are problem specific and only need to be 
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performed once before the simulation begins. Suppose, in the beginning, a set of jobs 
is available for processing. In this so called static model, it is assumed that everything 
is deterministic. There is no new job arrival, no machine breakdown, and no other 
disruption to the system. This static model will be executed to do the parameter study. 
 The first step to do is to define the rule preference. In this work, the 
preference is taken based on the value given by applying single dispatching rules; SPT, 
NINQ, and MWKR to the problems. The rule that gives smallest makespan to the 
given problems will be assigned the highest preference. Response Surface 
Methodology (RSM) is used to assign the values of α, β, and γ, given the dispatching 
rule preference. Table 3.2 shows the value of α, β, γ, and the preference used for each 
problem. 
 
Table 3.3 Parameter estimation 
Problem 
set Size  α β γ Preference 
1 4×4 0.15 0.05 0.5 SPTfNINQfMWKR 
2 6×6 0 0.04 0.67 MWKRf  NINQf SPT 
3 10×10 0.15 0.05 0.5 SPTfMWKRfNINQ 
4 5×20 0.01 0.01 0.5 SPTfMWKRfNINQ 
5 10×10 0.05 0.05 0.5 MWKRf  SPTfNINQ 
 
Having performed parameter studies, the next step is assessing the conditional 
probabilities for each chance node. Basically the model is developed to accommodate 
the shop-floor uncertainties by allowing probability values in each chance node. 
However, with the aim of comparing the proposed algorithm with the deterministic 
ones, the evidence for each condition has been set as it is assumed that everything is 
clearly defined and does not change during the execution period, and hence the 
56 
 
problems reduce to deterministic ones. How the proposed model enables the 
uncertainties to be accommodated will be presented in Chapter 4 onwards. Reduction 
into deterministic model can be done by assigning the probability into 0 and 1 based 
on the shop-floor evidence. Table 3.3 shows the results of applying the proposed 
algorithm compared with some single dispatching rules and Table 3.4 shows the results 
of applying the proposed algorithm together with those of applying other rules and the 
optimal solutions.  
 
Table 3.4 Makespan for the single rules and the proposed method 
Rule 4 × 4 6 × 6 10 × 10 5 × 20 10 × 10_zhou 
SPT 28 88 1074 1267 106 
LPT 35 77 1295 1631 116 
MWKR 34 61 1108 1501 94 
LWKR 29 70 1334 1392 104 
FIFO 32 64 1356 1438 99 
LIFO 28 62 1175 1391 108 
NINQ 28 71 1222 1578 106 
MOPNR 28 68 1209 1566 96 
LOPNR 29 70 1277 1461 112 
Proposed 
method 
28 59 1022 1267 95 
 
With  SPT  : Shortest Processing Time 
  LPT   : Longest Processing Time 
  MWKR  : Most Work Remaining 
  LWKR  : Least Work Remaining 
  FIFO  : First In First Out 
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  LIFO  : Last In Last Out 
  NINQ  : Number In Next Queue 
  MOPNR : Most Operations remaining 
  LOPNR  : Least Operations remaining 
 
Table 3.5 Makespan for some square job-shop problems 
Problem 





1 4 × 4 28 28 -- 
2 6 × 6 55 59 Subramaniam et. al, 2000b; 59 
3 10 × 10 930 1022 Subramaniam et. al, 2000b; 1062 
4 5 × 20 1165 1267 Leon et al, 1994b; 1273 
5 10 × 10 -- 95 Zhou, et al, 1989; 98* 
Yang & Wang, 2001; 97 
*As quoted in Yang & Wang, 2001. 
The results show that the proposed method outperforms the single dispatching 
rules. It supports the argument that a certain rule is mostly suitable for specific 
conditions and consequently the hybrid approach that dynamically selects the rule 
based on the current condition will increase the performance of single rule. Table 3.4 
shows that reducing into deterministic model, the proposed method outperforms some 
benchmark problems with minimizing makespan as the objective function. Therefore, 
the proposed model can be extended to perform the robust, reactive, and 




REACTIVE AND ROBUST SCHEDULING 
 
It has been shown in the previous chapter that the basic model developed 
performs well in minimizing makespan in the deterministic environment. In this 
chapter, the basic model will be applied to the dynamic environment to see whether the 
basic model still performs better in this situation. In this case the basic model will 
function as reactive model. Thus, the reactive model represents the application of basic 
model in the stochastic environment. In the dynamic situation, the scheduling 
performance is measured not only using classical performance measures such as 
makespan, tardiness, etc, but also its robustness to avoid the shop-floor nervousness. 
Thus, a robust or flexible schedule may be more valuable than an optimal schedule that 
does not allow easy modifications (Jensen, 2003). The myopic approach for the 
reactive model is also developed. Both reactive model and the myopic approach 
developed should satisfy the robustness criteria.   
 
4.1 Robustness Measures 
 Robustness is not something that is easy to measure (Pinedo and Chao, 1999). A 
robust schedule is defined as a schedule that is still acceptable if some unforeseen 
disruptions occur during its execution given a specific control policy (Leon et al, 1994; 
Jensen, 2001; Jang, 2002). Commonly a set of jobs is available in the beginning of the 
process. An offline schedule is performed based on this set of jobs. During the 
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execution of this offline schedule, unforeseen and unplanned events can happen at 
short notice.  
Some concepts of robust schedule have been proposed. Wu et al (1993) 
proposed the schedule stability measurement as the deviation from the original 
schedule using two distinct measures, the average absolute start time difference from 
the original schedule and the sequence changes from the original schedule. These 
measurements were applied to single machine case with stochastic job starting time, 
ready time, processing time, and machine breakdown. Leon et al (1994) stated that 
robust schedule should achieve high performance in terms of expected makespan and 
expected delay. Schedule delay is defined as the difference between the actual 
makespan and the original makespan before disruption. Rangsaritratsamee et al (2004) 
measured stability in their proposed algorithm by the starting time deviation and a 
penalty proportional to the total deviation.  
 Another simple robustness measure was proposed by Pinedo and Chao (1999). 
Robustness is measured as a function of delay in completion time. Suppose initially the 
completion time is C’j. Then after some disruption, there is a delay δ in the completion 
time. Therefore, the completion time becomes C’j(δ) with the assumption that the 
sequence remains the same. Suppose Z denotes the value of the objective function 
before the disruption and Z’(δ) denotes the new value of the objective function after 
disruption. Then the robustness can be defined as δ
δ ZZ −)(' . This ratio is a function 
of δ and it is expected that this ratio is increasing in δ and convex.  
 The deviation from the existing schedule can be measured by the earliness and 
lateness of the job where the due date is assigned as the initial cycle time of the jobs 
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(before disruption). In the case where initial cycle time of the jobs is the optimum 
cycle time, the deviation can be measured by the job tardiness. The tardiness of job j is 
defined as Tj = max (Cj – dj, 0) = max (Lj, 0) where Cj is the completion time of job j, 
dj is the due date of job j and Lj is the lateness of job j. When minimizing the maximum 
tardiness becomes the objective function, the schedule robustness can be improved by 
minimizing the maximum lateness (Lmax). In this case, Lmax can be seen as a very 
simple robustness measure for Tmax problems (Jensen, 2001). If Tmax is minimized, the 
process will stop if Tmax = 0. If Lmax is minimized, Lmax will be minimized even if Lmax 
< 0. This is likely to improve dynamic performance of the schedule, since minimizing 
Lmax beyond Lmax < 0 will add more slack to the schedule. This slack can be thought of 
as a buffer time. However, this approach can only be applied for the loose problems 
(i.e. the problems where earliness is permitted without penalty).  
The schedule deviation can be expressed in terms of cost. The total scheduling 
cost can be defined as the summation of lateness cost and earliness cost with the 
assumption that raw material is always available (rush order cost is not required). The 
lateness and earliness costs correspond to the weight of importance between these two 
factors as they are not necessary to have the same weight all the time. Hence, if the 
robustness is defined as the minimum deviation from the initial schedule, it also can be 
expressed as the minimum total scheduling cost, with the due date being the job 
completion time of the initial schedule.  
As we are interested in the deviation from the initial schedule, both earliness 
and lateness costs are introduced. Define dn = due date of job n, Cl = lateness cost, 
$/time, Ce = earliness cost, $/time, Cn = completion time of job n, and Cost = total cost, 
$/time. Then the cost function for this problem can be defined as follows.  
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nnl CdCdCCCost 0,max0,max     (4.1) 
The due date for each job is assigned based on total work content rule (TWK) 
as it has been found to be superior in many cases (Rangsaritratsamee et al, 2004). 
According to TWK rule, the due date of job n can be determined as  
∑+=
m
mnnn pKad ,           (4.2) 
where K is the tightness factor, an is the job’s release time, pn,m is the processing time 
of job n on machine m. The tightness factor is related to the level of due-date tightness 
desired (Chang, 1996). If the value of K is assigned to 1, then the due date will become 
the total completion time of the jobs in its initial condition (before disruption).  
 
4.2 Reactive Scheduling Model 
As mentioned previously, the reactive model is the application of the basic 
model in the stochastic environment. If the static model is executed offline given a set 
of predetermined jobs to be processed with deterministic conditions, the reactive 
model is executed on real time basis with some sources of uncertainties. If the basic 
model is seen as a model in a single period of time, the reactive model is the repetition 
of the basic model. In this research, the reactive model is integrated with the 
simulation environment to test the applicability and the effectiveness of the model. For 
each decision point, the basic model is performed to select the most suitable rule to be 
applied and subsequently to select the job to be process to the respective machine. A 
decision point is defined as the time when the machine has to select the job to be 
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processed. The pseudocode for the reactive model is as follows. 
DEFINE REACTIVE ALGORITHM (M) 
FOR each time t 
  IF a machine is idle and available for processing 
   THEN   
    Perform OneStepDP(M, V, i) 
    Return the selected job 
   ELSE wait until machine is idle and ready to process 
  END IF 




The OneStepDP (M, V, i) algorithm refers to page 50 Chapter 3.  
  
4.3 Myopic Approach 
 The solution algorithm of the reactive model is based on exact algorithm. As it is a 
reactive model, the model will dynamically update the nodes according to the recent 
situation. Unfortunately, for big problem size and for highly dynamic condition, 
executing this algorithm may result in computational problem as the shop-floor 
condition is changing before the learning process has been executed completely. To 
cope with this situation, a myopic approach is proposed. This approach is developed to 
simplify the algorithm. It is designed to produce shorter computational time and reduce 
the number of failed executions due to the complexity of the problem.  
The idea of the proposed myopic approach is to utilize the probability of events 
instead of keeping updated on the conditions. In other words, the myopic model is 
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basically the basic model itself with the probability assignment for all the chance nodes. 
Recall that the chance nodes represent the random variables of the system. These 
random variables are represented by using probability: prior probability or conditional 
probability. The probabilities are interpreted in terms of long-run frequency that a 
certain event may occur. In this case, the probability represents the uncertainties and it 
is used to execute the schedule. However, there is no guarantee that the schedule 
produced is a robust schedule but it allows the uncertainties in the schedule to be 
measured (Davenport and Beck, 2000). Considering probabilities in the schedule 
making processes is more likely to be a diagnostic tool rather than a solution. However, 
once the probabilities of events are known, the schedule can be built and the objective 
function can be reached based on the given probability.  
There are some ways to obtain the probability values to be inputted in the 
chance nodes. In general, the probability is defined as the ratio of the number of 
outcomes belonging to the events and the number of outcomes belonging to the sample 
space. Detailed procedure on how to get the probability values are presented in 
Chapter 5. The use of probability technique makes the learning process become shorter 
and results in significant reduction of both the computational time and the number of 
failed executions. However, there is a trade-off between computational time and 
maximum expected value obtained. The performance of this myopic approach can be 
seen in the case study. 
 
4.4 Case Study 
A simulation experiment is undertaken to investigate the performance of the 
64 
 
proposed model. It is designed as realistic as possible with high uncertainty involved. 
Discrete-event simulation (DES) is used to mimic the shop-floor condition. DES 
proceeds by producing a sequence of system snapshots which represent the evolution 
of the system through time. In simulation, models are “run” rather than solved. 
Artificial history of the system is generated based on the model assumptions and 
observations are collected to be analyzed and to estimate the true system performance 
measure (Banks et al, 1996). It is designed to provide fully randomness of the system.  
Five sets of square job-shop problems with different sizes reported in the 
literature are used. In the event of machine breakdown, a right-shift control policy is 
used where the original sequence is kept on the respective machine. The jobs are 
arrived randomly with equal probability. The job inter-arrival time for all problem sets 
is designed to follow exponential distribution. The processing time for each job in the 
respective machine also follows exponential distribution with mean given by the 
processing time data of the respective problem sets (Appendix B). At time t=0, all 
machines are idle and ready for use. Once the time clock begins, some jobs arrive and 
the machines might break down with a certain rate and require maintenance at a certain 
time. The mean time between failure (MTBF) and mean time to repair (MTTR) for 
each machine follow exponential distribution. The finished products have 8% 
probability to fail. In that case, the rejected jobs will be reprocessed to the first process. 
With the aim of evaluating the performance of the schedules given various system 
disruptions, the job inter-arrival time is varied. 
 Depending on the problem sets, the simulation is run for 7 to 30 days. The 
statistical analysis is done based on 95% confidence level. The scheduling algorithms 
are coded in AutoMod simulation software. As the model is dynamic, the objective 
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function is transformed from minimizing makespan to minimizing the scheduling cost 
measured by the earliness and lateness costs as expressed in equation (4.1).  
For the due date assignment equation (4.2) is used. Assuming tight due date, 
the value of K is assigned to 1 and the processing time used is the job processing time 
in a static condition. In this case, we take the value of Cl = 1 $/time and Ce = 1 $/time. 
Hence, the total cost represents the cycle time deviation from the static condition. This 
is to hold the robustness intention of the model. Figure 4.1 to Figure 4.5 show the box 
plot for each problem to see the dispersion of the experiment’s result. To see the impact 
of disruptions to the schedule, in addition to setting the parameters of the experiment 
to follow certain distribution, we vary the number of job arrivals. The dot in the box 
plot represents the mean, while the horizontal line inside the box represents the median. 
The mean jobs inter-arrival time is varied to see the performance of each rule in 
various conditions. In this study, besides the three rules that are used to develop the 
model, one additional simple rule is evaluated, that is First In First Out (FIFO) rule as 
this rule is commonly used as default rule in some simulation packages. These rules 
are used as benchmark for the proposed reactive model and the myopic model. 
In the myopic approach, the probability of the chance nodes is obtained from 
the data. The data itself is the output from a simulated shop-floor. This data is then 
used to construct the probability (acts as historical data). The probability values are 
used to assign the value in the chance nodes. After performing inference to the network 


























































































Figure 4.1 Box plot for 4×4 problems; mean total cost for various mean job inter 






















































































Figure 4.2 Box plot for 6×6 problems; mean total cost for various mean job inter 
























































































Figure 4.3 Box plot for 10×10 problems; mean total cost for various mean job inter 
























































































Figure 4.4 Box plot for 10×10_zhou problems; mean total cost for various mean job 



























































































Figure 4.5 Box plot for 5×20 problems; mean total cost for various mean job inter 
arrival time (IAT) 
 
 
The DA refers to the proposed reactive model and the DAmyopic refers to the 
proposed myopic approach. The box plots show that DA and DAmyopic outperform 
the other rules in most cases. Besides producing lower total cost in most cases, both 
DA and DAmyopic also provide less variation in problem 10x10_zhou. However in 
order to see whether there is significant difference among rules, the ANOVA test was 
performed. The total scheduling cost that represents the schedule deviation is set as the 
response. We considered rules, jobs inter-arrival time, and the interaction between rule 
and jobs inter-arrival time as the factors.  
The null hypothesis is that all rules as well as the jobs inter-arrival time have 
the same mean total cost. Test 1 targets the impact of applying different rules to the 
response. Test 2 aims the impact of jobs inter-arrival frequency to the total cost. Test 3 
addresses the interaction between frequency of jobs arrivals and the rule applied. The 
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data is analyzed using the General Linear Model (GLM). Table 4.1 shows the result of 
ANOVA test.  
The analysis is based on 95% confidence level. The results of ANOVA show 
that in all cases, the p value for the rules (test 1) is less than 0.05. It means there is 
sufficient evidence to say that the effect of rule applied on the total cost is significant 
when α is set as 0.05. In other words, the mean total cost is significantly different for 
the different rule applied. 
The p value for the mean jobs inter-arrival time (IAT) for all cases is also less 
than 0.05. It indicates that there is also a significant effect of jobs inter-arrival time on 
the total scheduling cost. In other words, the mean total cost of the floor with frequent 
job arrivals is significantly different for the different frequency. 
 The p value for the interaction term (between IAT and rule) is greater than 0.05 
except for the 4x4 problem. Thus, the interaction of the jobs inter-arrival time and rule 
factors is not significant. Hence it is reasonable to consider the effects of the individual 
factors separately. However, the contrary happens to the 4x4 problem. In this case we 
shall consider the two-way the interaction between the rule and IAT and the effect of 




Table 4 .1 ANOVA result 
 F value P value
4×4 problems:   
Test 1:   
H0: Rule applied does not impact total cost 
H1: Rule applied impacts total cost 
7.51 0.000 
Test 2:   
H0: Job inter-arrival time does not impact total cost 
H1: Job inter-arrival time impacts total cost 
44.24   0.000 
Test 3: 
H0: There is no interaction between rule and job inter-arrival time 
H1: There is interaction between rule and job inter-arrival time 
 
1.54 0.043 
6×6 problems:   
Test 1:   
H0: Rule applied does not impact total cost 
H1: Rule applied impacts total cost 
8.87 0.000 
Test 2:   
H0: Job inter-arrival time does not impact total cost 
H1: Job inter-arrival time impacts total cost 
100.34 0.000 
Test 3: 
H0: There is no interaction between rule and job inter-arrival time 
H1: There is interaction between rule and job inter-arrival time 
 
0.77 0.786 
10×10 problems:   
Test 1:   
H0: Rule applied does not impact total cost 
H1: Rule applied impacts total cost 
30.21 0.000 
Test 2:   
H0: Job inter-arrival time does not impact total cost 




Table 4 .1 ANOVA result (continued)   
 F value P value
 
Test 3: 
H0: There is no interaction between rule and job inter-arrival time 
H1: There is interaction between rule and job inter-arrival time 
 
1.92 0.05 
10×10_zhou  problems:   
Test 1:   
H0: Rule applied does not impact total cost 
H1: Rule applied impacts total cost 
35.50 0.000 
Test 2:   
H0: Job inter-arrival time does not impact total cost 
H1: Job inter-arrival time impacts total cost 
2.52 0.029 
Test 3: 
H0: There is no interaction between rule and job inter-arrival time 
H1: There is interaction between rule and job inter-arrival time 
 
0.68 0.879 
5×20 problems:   
Test 1:   
H0: Rule applied does not impact total cost 
H1: Rule applied impacts total cost 
35.27 0.000 
Test 2:   
H0: Job inter-arrival time does not impact total cost 
H1: Job inter-arrival time impacts total cost 
27.31 0.000 
Test 3: 
H0: There is no interaction between rule and job inter-arrival time 









In order to see more on the sources of variability that make the rules are 
different, Analysis of Means (ANOM) was performed. As the data is unbalanced, one 
way ANOM was used with rules as the factor and total cost as the response. Hence we 
concentrated on rules only. Figure 4.6 shows the result of one way ANOM. 
Figure 4.6 shows that the sample means of DA for all cases are beyond the 
decision limits. Therefore, the hypothesis that the means for the rules are equal to the 
overall mean can be rejected. The means of DA for all cases differ from the overall 
mean and have the lowest total cost (the least cycle time deviations). The DA 
procedures are still acceptable for a wide range of disruptions for the given problem 
sets. This is because DA has the ability to update the current situation and react based 
on this evidence.  
Figure 4.6 also shows that in general, the myopic approach outperforms other 
single rules for the given problem sets except the 4×4 problems. This is because the 
generated schedule already considers the unexpected events and as a result, it can 
minimize the deviation from the initial condition. However, its performance is worse 
than DA as in myopic approach, the evidence set is not real time condition, but its 
approximation based on its probability of occurrence. Again, there is a trade off 
































































































































Figure 4.6 One way ANOM (rule 1=DA, rule 2=DA myopic, rule 3=FIFO, rule 4=SPT, 




  In order to test the robustness of DA, a simple robustness measure proposed by 
Pinedo and Chao (1999) is used. As the objective of this dynamic job-shop system is to 
minimize the jobs cycle time, this robustness measure is defined as δ
δ ZZ −)(' where 
Z’(δ), Z, and δ are the mean job cycle time after disruptions, the mean job cycle time 
before disruptions (initial condition, refer to the static condition in chapter 3), and the 
starting time delay respectively. Figure 4.7 to Figure 4.11 show the robustness for the 
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Figure 4.11 Robustness for 5×20 problem 
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 Figure 4.7 through Figure 4.11 show that in most cases, the DA gives the lowest 
increase in cycle time deviation per starting time delay for all problem sets. Recall that 
the lower the value, the more robust the schedule. This result confirms that besides 
being reactive, the DA method is also robust. The results also show that for in most 
cases, the myopic approach is more robust than the single rule. It shows the 
effectiveness of predicting the uncertainties in the schedule especially for big problem 




PROBABILITY ASSESSMENT  
 
Probability assessment is the crucial part in the decision network as all the 
random variables are represented in terms of probabilities. Probabilities can be 
interpreted in terms of long-run frequency and degree of belief that a certain event may 
occur. Consequently different people may have different beliefs resulting in different 
probabilities being assessed. There are two types of probability in the network: 
unconditional or prior or marginal probability and conditional or posterior probability. 
The unconditional probability represents the degree of belief of an occurrence of event 
in the absence of any other information. Once information concerning the previously 
unknown random variables is available, the prior probability is no longer applicable. 
Instead, conditional probability is used. The conditional probabilities in the network 
represent the strength of the relationships between variables.  
The probabilities may be obtained by: (1) experts’ judgments, where the 
experts provide direct assessments of the probabilities based on their knowledge, 
expertise, and experience; (2) data, from which the probability distributions are 
constructed using statistical and machine learning methods; (3) generated from models 
by using stochastic modeling techniques such as simulation, systems dynamics, 
queuing theory, Markov chains, etc., to model the events of interests and the results are 
used to estimate the probabilities either analytically or empirically; and (4) 
combinations of any of the above. 
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In the case when data is used to estimate the probability values, a discrete 
distribution is required to approximate the probability density function of the data so 
that we can use them in the ID. However, the available data mostly form a particular 
continuous distribution. Therefore it is required to approximate the continuous 
distribution into discrete distribution. Usually the discrete approximations of 
probability distributions are determined by dividing the cumulative distribution 
function into several intervals. Then each interval is approximated by a value equal to 
its mean or median, and a probability equal to the chance that the true value will be 
inside the interval (Miller III and Rice, 1983). 
The best approximation to a probability density function of a continuous 
random variable can be found by preserving the moments of the original distributions 
(Miller III and Rice, 1983). The criterion of discrete approximation accuracy is that it 
preserves as many moments of the original distribution as possible. If a continuous 
variable X with the probability density function of f(x) is represented by a set of 
discrete values, xi, and probability mass function of pi, the approximation should 
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Where E[x] is the expected value of x. 










][  for k=0, 1, 2, …        (5.4)   
In principle, equation 5.4 should be achieved for as many values of k as possible. 
However, as a discrete probability distribution can only have a finite number of 
branches, n, only the first (2n-1)th moments can be preserved.  
 
5.1 Scoring Method: A Way to Quantify Disruptions 
 
As this research focuses on developing the schedule under uncertain condition, 
we are interested in modeling the disruptions that will be considered in the schedule 
making processes. Suppose we consider the uncertainties in the shop-floor. There are 
many factors contributing to these uncertainties. Apparently many of these factors have 
high degree of uncertainty. We identify some factors that may cause these uncertainties: 
condition of the machines (Mehta and Uszoy, 1998; Arturk and Gorgulu, 1999; Guo 
and Nonaka, 1999), arrival of new jobs (Herroelen and Leus, 2005), the processing 
variation (Holloway and Nelson, 1974; Lawrence and Sewell, 1997; Honkomp et al, 
1997) that may be caused by processing time variation and the occurrence of rework. 
Based on this fact, a Bayesian network model is proposed to describe the 
interdependencies within the shop-floor uncertainties structure and the contribution of 
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each factor to the overall belief on the shop-floor uncertainties. Bayesian network (BN) 
is an ID without decision and value nodes. BN, a directed acyclic graph, is a computer 
efficient representation of probability distributions via conditional independence. 













  The inference of the network can be done by enumeration. The prior probability 
of the “process” node (c) given the “rework” (a) and “processing time” (b) information 
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where d, e, and f are “new jobs?”, “machine”, and “shop-floor uncertainties” 
respectively.  
The node “process” and “shop-floor uncertainties” are nodes that are used to 
group some similar factors. The node “process” represents the process variability that 
is caused by the occurrence of rework and the processing time variation. The same 
condition also applies for “shop-floor uncertainties” node. This node is used to 
represent the direct variables that have direct impact to the shop-floor. Since the 
variables “rework”, “processing time”, machine”, and “new jobs?” are not 
conditionally dependent on other variables, calculating their prior frequency 
distribution is straightforward. It can be obtained directly by applying any of the 
aforementioned methods. Calculating the initial probabilities for “process” and 
“shop-floor uncertainties” variables are computationally more demanding (use 
equation (5.5) and equation (5.6)). In order to know the initial probabilities for these 
nodes, the conditional probability for these two nodes should be known. However, as 
these nodes are ‘artificial’ (i.e. cannot be assessed directly from the floor), no data is 
available. With the aim of overcoming this situation, we propose a scoring method that 
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can be used to construct the initial conditional probability distribution. In this case, the 
data that is used to construct the conditional probability is expressed in score. The 
flowchart for the scoring method can be seen on Figure E.3 Appendix E. 
The score is a quantified parameter that is used to know the disruption level. 
The rationale behind this approach is that it is assumed that there is a correlation 
between disruption level and the increase of scheduling cost (equation (4.1)). It is 
hypothesized that the higher score will cause higher cycle time deviation and thus 
higher scheduling cost. The hypothesis testing will be provided at the end of this 
section. If we consider that it is not practical to apply a single rule for a whole 
production period, then evaluating the current rule and the potential rules to be applied 
is done whenever the deviation of the cycle time is out of the tolerable range. 
Therefore, the level of disruptions is assigned to be high if its impact is significant in 
terms of increasing the existing scheduling cost. Hence the probability to review the 
existing schedule to reduce the cost is high. Low level is assigned when its impact can 
be neglected, i.e., rescheduling is probably not necessary. 
The impact of disruptions to the production activity can be classified into two 
types: quality and quantity. Quality represents the significance of the resulting impacts 
as each source of uncertainty may result in different impact to the shop-floor, for 
example, “machine” may have more significant impact than “process”, and therefore 
the quality score for “machine” is higher than that for “process”. Similarly, the 
“rework” and the “processing time variation” may cause different effect to the 
variability of process. Quantity refers to the frequency of disruptions during a given 
rescheduling period, for example the number of new jobs that arrive, the number of 
machines that break down, the number of jobs that should be reworked back, etc.  
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The score accommodates both quality and quantity impacts. Hence, score 
denotes the total disruptions for the respective node. Suppose a child node has i parent 
nodes. Each parent node has a particular quality score. For a given period, a specific 






eventsscorequalityScore       (5.7) 
The quantity score is represented by the number of events. In this case, event 
refers to the occurrence of the disruption, for example the number of jobs arrived at a 
period of time, the number of machine that broken down, etc. The score that represents 
the number of disruptions in the system will be related to scheduling cost (refer to 
equation (4.1)).  
Unlike assigning quantity score that is based on the number of occurrence of 
events, assigning quality score is based more on policy decision than on observation. 
However, in this study, we try to approximate the weight for the qualitative factors by 
using statistical procedure. In this case, we use Design of Experiment (DOE) technique. 
DOE is used to examine the significant impact of the factors to the response. In this 
case we use the job cycle time as the response. Once the effect of each factor is known, 
the weight for each factor can be obtained by normalizing its individual impact. 
Detailed DOE procedures can be found in Box, et al (1978) and Breyfogle (2003). 
Another method that can be used in assigning weights is the Analytic Hierarchy 
Process (AHP) (Saaty, 1990). However, in performing the AHP, expert judgment is 
required to set the pairwise comparison between factors. 
 How to build the initial conditional probability distribution of the ‘artificial’ nodes 
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can be described as follows. Once we have the BN structure, we are able to know the 
nodes that have direct influence to the node that we want to assess the probability. 
Suppose we use the “process” node. The “process” node has two states: significant and 
not. It also has two parent nodes: “rework” (states: rework and no), and “processing 
time variation” (states: high and low). There are four possible conditions that may 
occur: rework rework – processing time variation – high, rework rework – processing 
time variation low, rework no – processing time variation high, rework no – processing 
time variation low. In this case, the score is calculated for each possible condition, and 
based on the score for all possible conditions the cumulative probability distribution 
can be built. In other words, the inputted data (number of occurrence of event and the 
quality impact) to form the conditional distribution is preprocessed first to form a score. 
Example on how to construct the conditional probability by using score can be found 
in the worked example (Section 5.2). The use of score is especially useful for the nodes 
with multi parents and the parents have different weights to the response.  
 As previously mentioned, it is hypothesized that the higher score will cause higher 
cycle time deviation and thus higher scheduling cost. The scheduling cost will 
represent the total cycle time deviation of the jobs if the lateness and earliness costs are 
assigned to 1. Several possible combinations of disruptions are evaluated to obtain the 
score-cycle time deviation relationship. A 6×6 job-shop problem from Muth and 
Thompson (1963) is used as the test bed. Discrete-event simulation is used and each 
experiment is replicated 10 times. The experimental design is as follows. The mean 
time between failures of machines (MTBF) is designed to follow exponential 
distribution with mean of 100, 150, and 200 hours. The mean jobs inter arrival time 
also follows exponential distribution with mean of 48, 72, and 96 hours. The rework is 
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designed at 1%, 4%, 7%, and 10%. Figure 5.2 shows the score-cycle time deviation 
























Figure 5.2 Score-cycle time deviation relationships for 6×6 job-shop problem 
 
ANOVA is used to test the null hypothesis (H0): the score does not have impact 
to the cycle time deviations, and the alternate hypothesis (H1): the score has impact to 
the cycle time deviations. The p-value for this test is 0.000 meaning that the cycle time 
deviation is different for the different score for 95% confidence level. Figure 5.2 also 
shows that the correlation between score and the cycle time deviation is positive.  It 
supports the use of score in representing the disruption level as higher disruption level 
causes higher cycle time deviation. The hypothesis testing for other problem sets can 




5.2 A Worked Example 
 To illustrate how the proposed method works, a hypothetical case study is 
conducted. A 6×6 job-shop problem from Muth and Thompson (1963) where six jobs 
are to be scheduled on six machines is used. Suppose BN on Figure 5.1 is used. With 
the established network structure, we have the qualitative interdependencies among the 
identified variables. However, in order to develop inference, quantitative dependencies 
need to be identified, i.e. the conditional probability distributions over the dependent 
nodes and the probability distributions of the parent nodes. The experiment is designed 
to have 8% probability of rework. The processing time, MTBF, and job inter-arrival 
time are designed to follow exponential distribution.  
 As the proposed model is tested in a simulated environment, the prior probability 
values for the parent nodes are assessed directly from the designed parameter of the 
experiment. For example, the probability of rework is set as 0.08 and no rework is 0.92. 
The probability of the processing time, MTBF, and jobs inter-arrival time are 
approximated through discretizing its original probability distribution. Applying 
moment matching method (Miller III and Rice, 1983) for two discrete states, the 
probability for the high level and low level are 0.15 and 0.85 respectively (discrete 
approximation for exponential distribution). 
 In this simulation environment, the conditional probability values are assessed by 
using score. Firstly, the weights of its parent nodes should be evaluated. The weight is 
used to examine the rank of resulting impact to the response among factors. Hence, all 
factors should be evaluated simultaneously. We use DOE in assigning the weight here 
instead of AHP as in this simulation, all the parameters are designed and it is assumed 
there is no expert available to make judgment on the relative importance among 
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variables in the system. Hence the relative importance is determined from the impact 
to the response resulting from the factors. The DOE method is used to determine which 
factors or combinations of factors have a statistically significant effect on the measured 
response, which in this case is the cycle time deviation. A statistical significance is one 
that can be attributed to more than random variation (the factor has a systematic effect 
on the response). Two level DOE is used. The factors to be considered are jobs 
inter-arrival time, processing time variation, machine breakdown, and percentage of 
rework. In this experiment, we use full factorial design.  
In the DOE, coded values are used instead of true values. The coded value is used 





−=            (5.8) 
 
The advantage of using coded value is that the importance of each term can be 
compared somewhat by looking at the magnitude of the coefficients because the 
relative magnitude of the variable level is brought to a single unit of measure. For each 
factor, we select two extreme points and convert them into coded values. It is assumed 
that all machines have the same extreme value of MTBF. Although the processing time 
for each job at each machine is different, to see its impact to the response, it is assumed 
that the difference between the minimum and maximum mean of processing time is 1 
hour, and that all jobs have the same minimum and maximum processing time. Table 




Table 5.1 DOE: extreme values 
Factors Minimum (-) Maximum (+) 
IAT (IAT) 12 hours 36 hours 
Processing time (PT) 4.5 hours 5.5 hours 
MTBF (BD) 100 hours 200 hours 
Rework (RW) 1 % 10% 
 
As we want to know the impact of individual factor, we focus on the main 
effect only. Moreover, the DOE analysis shows that the impact of main effect is greater 
than interaction impacts. The response equation for this problem is:  
RWPTIATBDy 99307.480114.29015.123931466.4 ++−−=    (5.9) 
From this response equation the weight for each variable can be assigned. The 
normalized weight for the machine is 0.0027, while the weight for the job inter-arrival 
time is 0.7830, and the weights are 0.1833, 0.031 for processing time and percentage 
of rework respectively. These weights will be used to calculate the score. 
Assuming all possible combinations are equally likely to occur (the number of 
event is 1 for each condition), the cumulative probability function of the child node can 
be built based on the score. For example, the “shop-floor uncertainties” node has three 
parents; “new jobs”, “machine”, and “process” nodes with the weight of 0.7830, 
0.0027, and 0.2142 respectively. All these three nodes have two states, and thus there 
are 8 possible conditions to occur. Similarly for the “process” node, it has two parents: 
“rework” and “processing time variation” with the weight of 0.031 and 0.1833 
respectively. Both parent nodes have two states and therefore there are four possible 
conditions. Suppose, there is rework to be done and the processing time is not the same 
90 
 
as planned, so the score for this case is 1(0.031) +1(0.1833) = 0.2142. The quantity 
score is assigned to be 1 as it is assumed to be equally likely to occur. For each 
possible condition, we calculate the score. Based on this score, we develop the 
cumulative probability function. Figure 5.3 and Figure 5.4 show the cumulative 
probability graph for the “process” and “shop-floor uncertainties” nodes.  
Uniform distribution (based on the result from BestFit 4.0) is used to 
approximate both the “process” and the “shop-floor uncertainties” data. Discretizing 
this distribution using moment matching method approximation (as described in 
section 5.1), we can get the branch probability of 0.278, 0.444, and 0.278 for the high, 
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Figure 5.4 Cumulative probability distribution of “shop-floor uncertainties” node 
 Once we have the qualitative and quantitative information of the network, we can 
perform inference for further insight to the shop-floor uncertainties. Figure 5.5 shows 
the Bayesian Network for the shop-floor uncertainties together with all the probability 
values for the initial condition. 
 
Figure 5.5 Bayesian Network for the initial condition; shown as bar chart 
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 Suppose we want to know the prior probability for each parent node if we set the 
“shop-floor uncertainties” node as high. Figure 5.6 shows the network after inference 
has been made. It can be seen that the prior probability of “processing time variation”, 
“new jobs?”, and “process” changes while the probability of “machines” and “rework” 
remains the same. Other inference can be made in the same way.  
 
Figure 5.6 Bayesian Network after setting “shop-floor uncertainties” to be high 
 
Sensitivity analysis can be carried out to see the variable that has most influence to 
the “shop-floor uncertainties” through the means of entropy reduction. The entropy 
reduction, which is also called mutual information, shows the degree of uncertainty of 
the model before and after entering the evidence. The higher the entropy reduction is, 
the more sensitive the node is. The entropy reduction can be obtained by using 








),(log).,(),(      (5.10) 
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with   
I(Q, F)    : entropy reduction 
Q    : query variables/ dependent variables  
F    : finding variables/ independent variables  
p(q, f) : posterior probability that a particular state of Q(q) and a particular 
state of F(f) occur together 
p(q)    : prior probability that a state q of Q will occur and  
p(f)    : prior probability that a state f of F will occur.  
The probabilities are summed across all states of Q and across all states of F. As 
we want to see the most influence variable to the “shop-floor uncertainties”, the 
“shop-floor uncertainties” is set as the only finding variable while other variables are 
set as query variables. Table 5.2 shows the sensitivity analysis of the “shop-floor 
uncertainties” node by using entropy reduction. The percentile shows the ratio entropy 
of the query variable to the entropy or finding variable. 
 
Table 5.2 Sensitivity analysis with entropy reduction 
 
Variables Entropy reduction Percentile 
Process 0.14289 10.2 
Machines 0.09838 7 
New jobs? 0.09057 6.45 
Processing time variations 0.06588 4.69 




 We can see from Table 5.2 that “process” has the most influence to the “shop-floor 
uncertainties”. The influence of the “process” to the “shop-floor uncertainties” is 
conditioned by its parents: “processing time variations” and “rework”. If we break 
down the “process” into its parent nodes, the influence of “processing time variations” 
to the “process” is much greater than “rework” (result from entropy reduction with 
“process” as the target node). Table 5.2 also shows that among the parent (grandparent) 
nodes (“process” node is excluded), the “machines” and “new jobs?” are the two 






In this chapter, a new when-to-schedule policy in reactive scheduling is 
proposed. This policy gives recommendation of the timing for schedule revision 
through the evaluation on the current level of disruptions. This is due to the fact that 
completely reactive schedule is not practical as it may cause shop-floor nervousness. 
The when-to-schedule policy aims to minimize the impact resulting from the changes 
to the schedule. Rescheduling can be done whenever there is enough “trigger” to do 
the rescheduling. In other words, in this chapter we will focus on event-driven 
rescheduling policy. The next critical question that needs to be addressed is how to 
define whether the current disruptions meet the trigger value or not. Careful shop-floor 
evaluation is therefore absolutely necessary for the system to be effective. For this 
purpose, a method that enables the updating of the real time shop-floor condition is 
required. The flowchart for the evaluation model development can be seen on Figure 
E.2 Appendix E.  
The shop-floor evaluation is modeled in ID. The objective of this evaluation is 
to decide on the need to change the currently used scheduling policy given that there 
are disruptions in order to meet the objective. All variables that may have impact to the 
shop-floor condition can be incorporated, including direct and indirect factors. Unlike 
the direct factors that are considered by most scholars in developing the schedule, 
considering indirect factors in the schedule making processes, to our best knowledge, 
has not been studied before. This is one of the advantages of the proposed model. 
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Direct disruptions are those that have direct impact to the production line.  These 
include the machine breakdowns, material defects, new job arrivals, process variability, 
weather impacts, and personnel availability and skill together with all other variables 
that may have impacts on them.  
Indirect disruptions are those variables that have indirect impact on the 
production. Indirect disruptions occur as a result of the interaction among the schedule 
and other elements in the total system since the production schedule is implemented as 
a part of the total system (Graves, 1981). In a global supply chain, the coordination 
between production planning and production scheduling is required.  First, the input 
to production scheduling is production planning with unlimited resource capacity 
assumption. Then the production scheduling creates a feasible and executable 
production plan that considers all the constraints involved. Some frameworks on 
integrating production planning and scheduling have been proposed (Kreipl and 
Pinedo, 2004; Kreipl and Dickersbach, 2008). Sometimes it is possible that disruptions 
occur during the production scheduling execution creating significant effect in the 
production. For this reason, the entire planning process and also the scheduling process 
of other facilities may be affected. Nowadays, it is not uncommon for companies to 
share the production schedule to their suppliers. In this type of environments, changing 
the production schedule may cause significant effect on upstream operations (Aytug et 
al, 2005). Hence, a schedule that considers the other components in the total system is 
required. It is incorporated in the model by means of indirect factors. 
Consideration of all direct and indirect variables will make the model 
extremely complex and the use of mathematical modeling will not be practical. In this 
research, ID is used to represent these complex probabilistic relations among the 
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variables. There are two essential components in the proposed system evaluation 
model, namely, the structure and the parameters. The structure of the model represents 
all the variables, decisions involved, and the objective of the system as well as the 
probabilistic relationship among them. The parameters represent the probability value 
of the state of each variable. 
 
6.1 Structure Learning 
 The first step in obtaining the structure of the model is to identify the contributing 
variables and their inter-dependencies. In this model, we consider all possible variables 
that may disrupt the process, and the terms variable and factor will be used 
interchangeably. Exploiting the fact that introducing a new factor in the network does 
not contribute to visual exponential growth of information, we can incorporate as many 
variables as necessary. The direct and indirect factors are considered. The direct factors 
are represented by the “shop-floor uncertainties” node and its ancestral nodes. Some 
possible sources of this type of uncertainties include processing time variation 
(Holloway and Nelson, 1974; Lawrence and Sewell, 1997; Honkomp et al, 1997), 
unavailability of the material, arrival of new jobs (Herroelen and Leus, 2005), machine 
breakdown (Mehta and Uszoy, 1998; Arturk and Gorgulu, 1999; Guo and Nonaka, 
1999), and the possibility of rework. 
 Unlike direct factors which have sources of uncertainty from the factory floor 
level, indirect factors, on the other hand, are due to schedule interaction, and have 
sources of uncertainty that are from outside the plant. These variables should not be 
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neglected as they may interrupt the current schedule; hence they need to be considered 
during the schedule making processes. These indirect factors are represented in the 
“schedule interaction” node and its ancestral nodes. There are some factors that may 
have impact to the production line and consequently may contribute in changing the 
schedule. We address two main factors that we consider may have impact to the 
production scheduling, namely the supplier support and the sales order. Sales order 
refers to the customer behavior that has an effect on the demand of the product. 
 Suppliers are considered as factors since they act as input to the plant in the supply 
chain structure. Suppliers are those responsible for providing the raw material and 
other components used in the production process. By the nature of the supply chain 
structure, a supplier has direct influence to the plant. Thus any problem with the 
supplier may have impact on the production line. The impact of the supplier to the 
production line generally can be assessed through the availability and the quality of the 
material required. The problem will appear if the availability of the required material is 
less than necessary, or its quality is under the required specifications.  
 The sales order factor can be described as follows. It is possible that the customers 
want confirmation on their orders. The confirmations can be based on the currently 
available inventory or based on scheduled production orders in addition to the 
available stock. The advantage of including the planned production order into 
customer confirmation is that more customer requests can be confirmed without 
increasing the inventory level (Kreipl and Dickersbach, 2008). Normally, the 
production plan is developed based on forecast and the production has already started 
before the sales order is placed. As the demands fluctuate, the sales order may be 
changed, cancelled, or with new order placed. As a result, the production scheduling 
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may be affected. Two possible causes that have impact on the number of sales orders, 
namely promotion and raw material price are addressed. The demand is 
probabilistically influenced by the promotion activity.  When the intensity of 
promotion increases, the probability that the number of sales order placed will depart 
from the planned will increase.  This is because demand forecasts are normally based 
on moderate promotion activity (most likely to occur). Similar consideration also 
applies to the raw material price. The raw material price is related to the final product’s 
price. It is assumed that the raw material price and the final product price have positive 
correlation. The volatile raw material price generally increases the degree of 
uncertainty on the impact of sales order on the schedule. Hence the impact of sales 
order is assessed through the promotion activity and the raw material price. 
 All the direct and indirect variables become the chance nodes and are represented 
by the ovals. The relations among variables are probabilistic. Given all the variables 
and the embedded data, an ID for inference and decision making can be developed. 
Figure 6.1 shows the possible ID for this system. 
 Figure 6.1 shows the variables together with the possible states for each variable 
that may contribute to the rescheduling decision. The uncertainties for each state are 
expressed as probabilities. The objective is to maximize the utility value in the value 
node by selecting an option in the decision node given the possible system disruption 
outcomes. However, it might be possible that not all variables should be considered in 
evaluating the significance of system disruptions. Different firms may have different 
factors that contribute to the system disruptions. For this purpose, sensitivity analysis 
should be done to focus attention on important variables, and to avoid computational 




Figure 6.1 ID for evaluating shop-floor uncertainty; viewed as bar chart 
  
6.2 Parameter Learning 
 The structure learning described the qualitative interdependencies among variables 
and is represented by the network structure. The basis of ID is probabilities and 
utilities. Hence, in order to perform the analysis, probability and utility values should 
be assessed. How to assign the marginal and conditional probability and to define the 
level of disruptions have been discussed in Chapter 5.  
The objective function for this evaluation system should help in deciding the 
need to change the scheduling policy so as to maximize the cost reduction. In the value 
node, it is required to transform this objective into utility values. The idea is to assign 
the highest value when making a correct decision based on the given shop-floor 
condition. Suppose “system disruptions” is the only variable to be considered. Suppose 
we consider that the most desirable decision is to review the existing schedule when 
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the state of the “system disruptions” is considered as high and the least desirable 
decision is when the review is not done while the state of the “system disruptions” is 
considered as high. Then we assign the utility value of 1 to the most desirable situation 
and 0 to the least desirable one. For the intermediate outcomes (other possible 
alternatives), the utility value lies between 0 and 1. In this case, there are some 
variables that have impact on the system disruptions. Yet, all variables are considered 
simultaneously in making the decision. The decision selected is the one with highest 
expected utility. 
 
6.3 Trigger value 
 The critical part in the when-to-schedule policy is to determine the trigger value 
that is the level of disruption, when reached, the schedule evaluation should be taken. 
In a proactive-reactive scheduling, the reactive part is done whenever the proactive 
schedule is no longer applicable given the current disruptions. A common method that 
is used is the redundancy based method using time redundancy. In this approach, the 
schedule evaluation is done whenever the delay due to the disruptions exceeds the 
inserted idle time (Suwa and Sandoh, 2007; Duenas and Petrovic, 2008; Yang and 
Geunes, 2008; Lambrechts et al, 2008). Hence, in this case the trigger value is the 
available delay.  
 As discussed in Chapter 5, the level of disruption can be related to the cycle time 
deviation from the static (initial) condition. Thus, the review on the existing schedule 
is done whenever the cycle time deviation exceeds the tolerable value. The tolerable 
value is related to the scheduling cost: rush cost and holding cost (if earliness happens), 
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and penalty cost in the occurrence of lateness. The number of disruptions can be 
quantified through score (refer to section 5.1).  Recall that the score is given by: 





eventsscorequalityScore       (5.7) 
The critical score, S*, is the maximum score to keep the existing schedule. Hence, the 
review on the existing schedule is done at time t where Score t ≥ S*. The value of S* 
can be obtained by evaluating the score and cycle time deviation (or cost) relationship. 
In this case the maximum cycle time deviation (or cost) that is still affordable is 
predefined. 
 There are several variables to be considered simultaneously in this system 
evaluation model. Before setting the trigger value(s), the trigger variable(s) should be 
determined first. The trigger variable is the variable that has the most influence to the 
decision. It is assumed that high disruptions means the review on existing schedule is 
recommended. Suppose we use a simplified ID as shown in Figure 6.2. 
 
Figure 6.2 Simplified ID; shown as bar chart 
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Referring to Figure 6.2, we want to have a high level of “shop-floor 
uncertainties” to get the decision of reschedule and to get the decision of not for the 
low level of “shop-floor uncertainties”. Suppose we are interested in knowing the 
probability for each level of the parent nodes: “rework”, “processing time variations”, 
“new jobs?”, and “machine” given the fact that the “shop-floor uncertainties” is high; 
we should perform a diagnostic inference. Diagnostic inference invokes reasoning in 
the reverse direction of the arcs to find out the likely cause of an effect. It is commonly 
used in troubleshooting of engineering complex systems. The general probabilistic 
inference problem is to compute the posterior probability distribution for a set of query 
variables given some observed event (evidence) (Russell and Norvig, 2003). A 
straightforward method to solve the inference problem is by using marginalization. 
Suppose the conditional probability of “shop-floor uncertainties” (f) is P(f | c, d, e) 
where c, d, and e are “process”, “new jobs”, and “machine”. The solution by 















),,,(),,|(     (6.1) 
where a and b is “rework” and “processing time” respectively. The probabilistic 
inference problem is NP-hard (Dagum and Luby, 1993). Various algorithms have been 
developed to perform probabilistic inference for different types of networks. Details of 
the algorithms can be found in Korb and Nicholson (2004) chapter 3.  
Once the diagnostic inference is performed, given the fact that the “shop-floor 
uncertainties” level is high, we are able to know the probability for each level of the 
parent nodes that make the reschedule to be performed, and then the trigger variable(s) 
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can be examined through the network.  
 
6.4 Illustration on application 
6.4.1 Experimental design 
The network for the system evaluation can be divided into two groups: direct 
variables (“shop-floor uncertainties” node and its ancestral nodes) and indirect 
variables (“schedule interactions” and its ancestral nodes). Due to limited access to the 
data, we do the illustration for each group separately. To illustrate how the proposed 
method is applied to evaluate the current shop-floor condition (the direct factors), a 
discrete-event simulation model is built and executed. In this simulated environment, 
we consider only the “shop-floor uncertainties” together with all its parent nodes as the 
factors that have impact on “system disruptions” as shown in Figure 6.2. The 
“schedule interactions” together with its parent nodes will be provided later (Section 
6.4.5). For this case, we use the information available from a manufacturer located in 
Indonesia.  
The discrete-event simulation is designed to be as realistic as possible with a 
wide range of uncertainties involved. It has been observed that most of the previous 
studies on job-shop systems involved four to ten machines (Rangsaritratsamee, 2004). 
In this study, the model is applied to the 6×6 job-shop problem from Muth and 
Thompson (1963) where six jobs are to be scheduled on six machines. All jobs should 
be processed once in all machines. At most 1 job can be processed in a machine at a 
time. Once the simulation begins, some disruptions may occur. Then the system 
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evaluation will evaluate the need of revising the current schedule based on the current 











Figure 6.3 Flowchart for the system evaluation 
In the event of machine breakdown, a right-shift control policy is used. In this 
policy, suppose we use a Gantt chart to represent the schedule of the jobs; when the 
machine is broken down, the job will be shifted to the right position in the Gantt chart. 
Therefore, the original sequence is kept. The jobs arrive randomly with equal 
probabilities. Based on some investigations on the empirical data from the job shop, it 
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distribution (Rangsaritratsamee, 2004). Therefore the job inter-arrival time is 
exponentially distributed. For that reason, in our model the job inter-arrival time is 
designed to follow exponential distribution. Some scholars have also used the 
exponential distribution to represent the processing time (Rangsaritratsamee, 2004). 
Thus, the processing time for each job in the respective machine also follows 
exponential distribution with the mean as provided in Table B.2 (Appendix B). 
At time t=0, all machines are idle and ready to use. Once the time clock begins, 
some jobs arrive and the machines may break down with a certain rate and will require 
maintenance at a certain time period. In this case, the jobs may arrive individually (not 
in batch). The mean time between failure (MTBF) and mean time to repair (MTTR) for 
each machine follow exponential distribution. It is assumed that all machines have the 
same MTBF (150 hours) and MTTR (5 hours). The finished products have certain 
probability to fail. In that case, the rejected jobs will be reworked back to the first 
process. The statistical analysis of the simulation output is done based on 95% 
confidence level.  
As the model is dynamic, the objective function is to minimize the scheduling 
cost measured by the earliness and lateness costs only. Assuming tight due date, the 
value of K is assigned to 1 and the processing time used is the job processing time in a 
static condition. In this work, we take the value of Cl = 1 $/time and Ce = 1 $/time. 
Hence, the total cost represents the cycle time deviation from the static condition.  
What we mean by rescheduling here is evaluating the current scheduling policy 
by using the ID (basic model). If the rescheduling is recommended, the ID should be 
performed to select the best scheduling policy. If rescheduling is not recommended, we 
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should keep applying the current scheduling policy. In this example, we use three 
simple scheduling rules: Shortest Processing Time (SPT), Most Work Remaining 
(MWKR), and Number In Next Queue (NINQ).  
 
6.4.2 Assigning utility values, trigger value, and setting evidence 
 The initial condition for this problem basically is the same as the worked example 
in section 5.2. Therefore we can use the BN in Figure 5.5 together with the prior and 
conditional probability distributions that we have obtained. The only difference is that 
we need to add decision node and value node in the network. There are two 
alternatives in the decision nodes: reschedule and not. Then we should assign the 
utility value in the value node given the state of the “shop-floor uncertainties” node 
and the decision taken. In this case there are two desirable situations: to do reschedule 
whenever the state of the “shop-floor uncertainties” is high and not to do reschedule if 
the state of the “shop-floor uncertainties” is low. For these two situations, the utility 
value is assigned to 1. On the contrary, if the state of the “shop-floor uncertainties” is 
set as low but the reschedule is done or the state of the “shop-floor uncertainties” is 
considered as high but the decision is not to do reschedule, the utility value is assigned 
to 0 as these are the most undesirable situations. For the intermediate decisions: 
“shop-floor uncertainties” medium – reschedule, and “shop-floor uncertainties” 
medium – not to do reschedule, the utility value is assigned to 0.5. Note that the utility 
assignment is subject to personal risk attitude. 
Once we have the qualitative and quantitative information of the network, we 
can perform inference and examine the decision. Executing the ID based on the current 
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information (initial condition), we get the value as shown in Figure 6.4. The ID shows 
that given the current situation, changing the current schedule is not recommended as 
the value of rescheduling is much lower than the value of not doing rescheduling. This 
decision can be updated based on the recent situation or the shop-floor evidence. The 
following section will provide details of setting the evidence based on the current 
situation. 
 
Figure 6.4 ID for the initial condition; shown as bar chart 
  
In Chapter 5 section 5.2, the sensitivity analysis with entropy reduction is 
performed. Based on the analysis, there are three variables that give most influence to 
the “shop-floor uncertainties”. They are “machines”, “new jobs?”, and “processing 
time variations”. During the simulation, it is assumed that the processing time is 
changing over time (as we set the processing time to follow the exponential 
distribution), so we approximate the probability of the processing time variation as the 
discrete probability distribution of the exponential distribution. Thus the trigger value 
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may be determined by “machines” and/or “new jobs?” as the trigger variables. Figure 
6.5 shows the ID resulting from setting the evidence of “machines” and “new jobs?” to 




Figure 6.5 ID shown as bar chart after setting evidence; (a) “new jobs” (b) “machine” 
node 
 We can see from Figure 6.5 that setting the evidence in the “new jobs?” to be 
frequent enables the decision to be swapped, while setting the evidence of the 
“machine” has no impact to the decision. Hence in this case, “new jobs?” is the only 





determined. Setting the trigger value for individual impact also means setting the 
evidence in the trigger variable. In order to know the trigger values for the trigger 
variables, a one factor at a time method is used as we want to see the individual impact 
of the particular factors independently. 
As “new jobs?” is the only trigger variable in this case, in this experiment we vary 
the mean job inter arrival time that represents the “new jobs?” node and keep other 
factors at a specified value. Figure 6.6 shows the relationship between the mean job 
inter-arrival time and the associated total cost. The R2 values of the correlation between 


















Figure 6.6 Relationship between job inter-arrival time and total cost 
 
Figure 6.6 shows that there is an increase in total cost when the mean job 
inter-arrival time is less than 60 hours. Based on this relationship, the evidence of the 
node “new jobs?” is set to be frequent if the mean job inter-arrival time is less than 60 
hours; otherwise it is set to be not. The mean job inter-arrival time can be converted 
into the number of new jobs arriving in the system in a period of time. Thus, the level 
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of frequent corresponds to the number of new jobs arriving at a particular time interval. 
The turning point of the evidence is when the mean jobs inter-arrival time reaches 60 
hours. Hence, we can say that 60 hours is the trigger value in which whenever this 
value is reached, evaluation should be done. 
 
6.4.3 Real Time Application  
 This section illustrates how the evaluation system works based on real time 
condition. The outcome of the ID resulting from the evaluation system is the 
recommendation whether the rescheduling should be done. Once the recommendation 
is made, the next question is how to generate the new schedule to be applied. The new 
schedule is developed based on the current shop-floor condition. In generating the new 
schedule, we use a decision theoretic approach (DA) job selection technique as 
described in chapters 3.  
Suppose in the beginning the mean job inter-arrival time is 72 hours. There are 
three alternative rules to be applied: SPT, MWKR, and NINQ. The result of ANOVA 
test showed that there is no statistical difference among applying SPT, MWKR, and 
NINQ for this condition (the p value is 0.418 when α is 0.05). Arbitrary SPT is applied 
in this condition. The simulation is run for 28 days with warming up period of 6 days 
and 60 runs. In the middle of simulation, at the beginning of day 14 (at hour 336), the 
new jobs come more frequently and the mean job inter-arrival time reduces to 24 hours. 
As defined in the previous section, if the mean job inter-arrival time is less than 60 
hours, then set the evidence of the node “new jobs?” to be frequent. As there is no 
change for the other parameters, keep the probability for the respective nodes at their 
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prior probability values. Figure 6.5a shows the ID after the evidence of the node “new 
jobs?” is set as frequent. 
Setting the evidence of the “new jobs?” to be frequent, it changes the 
recommendation from keeping the current schedule to doing the rescheduling 
(reviewing the current schedule).  The rescheduling can be done once at the 
rescheduling point (t=336) only and the policy will change from SPT to MWKR (as 
the most appropriate schedule based on that condition). However, as the job 
inter-arrival time is kept at this frequency, the evaluation system will recommend to 
keep doing the rescheduling. In other words, reactive scheduling is recommended in 
this situation.  
For comparison purposes, suppose scenario 2 is introduced where initially the 
mean job inter-arrival time is 168 hours and at time hour 336, the mean job 
inter-arrival time reduces to 120 hours. The rest of the parameters are kept at their 
previous values. Based on this condition, the evidence of the “new jobs?” is set to be 
not frequent and executing the ID will result in the utility value of not to do 
rescheduling as 0.7317 and 0.2683 for rescheduling. Therefore we can keep applying 
the current scheduling policy (i.e. SPT). Table 6.1 shows the average total cost 
resulting from applying both scenarios. DA represents the reactive scheduling policy 
based on the current situations. Table 6.2 shows two hypotheses tested for each 
scenario. Test 1 targets the impact of keeping the original schedule and changing to the 
reactive one at the rescheduling point. Test 2 addresses the impact resulting from 
applying the totally reactive scheduling from the beginning and applying the reactive 
scheduling from the rescheduling point. The data is analyzed using the General Linear 








(IAT changes from 72 hr to 24 hr) 
Scenario 2 
(IAT changes from 168 hr to 120 hr) 
Average total 
cost 




Average % cost 
reduction 
SPT 885.1168 - 398.3473 - 
DA 512.209 42.13091 225.8431 43.30497
SPT-DA 655.0563 25.99211 347.9278 12.65719 
SPT-MWKR 881.319935 0.4308 374.670237 5.9438321 
 
 
Table 6.2 ANOVA results 
 
 F value P value 
Scenario 1:   
Test 1:   
H0: SPT and SPT-DA have the same mean total cost 
H1: SPT and SPT-DA have different mean total cost 
 
5.14 0.029 
Test 2:   
H0: SPT-DA and DA have the same mean total cost 
H1: SPT-DA and DA have different mean total cost 
 
3.30   0.077 
Scenario 2:   
Test 1:   
H0: SPT and SPT-DA have the same mean total cost 
H1: SPT and SPT-DA have different mean total cost 
 
2.58   0.114 
Test 2:   
H0: SPT-DA and DA have the same mean total cost 
H1: SPT-DA and DA have different mean total cost 
21.75   0.000 
 
  
From Table 6.1, it can be seen that for scenario 1, from the rescheduling point 
onward, applying reactive scheduling enables the scheduling cost to be reduced. 
Although the percentage cost reduction is not as much as that of applying totally 
reactive schedule (DA), the results of ANOVA show that the p value for test 2 scenario 
1 is greater than 0.05. It means there is not sufficient evidence to say that the effect of 
applying SPT-DA (apply reactive schedule whenever it exceeds the trigger value) and 
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DA (totally reactive) on the total cost is significant. In other words, the mean total cost 
is not significantly different for either applying SPT-DA or DA. But, applying SPT-DA 
may reduce the frequency of changing the schedule. Yet, test 1 of scenario 1 shows that 
applying SPT-DA provides significant difference from applying SPT (keep using 
original schedule). In scenario 2, applying the reactive scheduling from the 
rescheduling point onward also provides reduction to the scheduling cost although it is 
smaller than that of scenario 1. Nevertheless, the p value for test 1 in scenario 2 is 
greater than 0.05. It means there is no significant difference between keeping the 
original schedule and switching the schedule at the rescheduling point. It supports the 
recommendation given by the evaluation model to keep the original scheduling policy. 
The result of test 2 also shows that there is sufficient evidence to say that applying 
totally reactive scheduling from the beginning and applying SPT-DA have different 
impact on total cost. However, totally reactive schedule may not be desirable as it may 
cause shop-floor nervousness. Commonly, not all disruptions should be reacted upon. 
Only the one which has significant impact should be considered.  
The results from ANOVA test confirmed the recommendation given by the ID that 
makes the performance of the schedule better. Hence the evaluation model is 
acceptable. In the case that the model is inadequate to capture the realistic problem, 
revision is needed. Normally the source of this inadequacy is the lack of information. 
Hence, the revision is done in the framing and formulation phase by gathering more 




6.4.4 Expanding the Network: the Inclusion of Indirect Factors 
 We have explained the detailed application of the proposed evaluation model in 
the previous sections considering direct factors only. In this section, we illustrate the 
evaluation process for the indirect factors. As previously mentioned, we are concerned 
with assessing the uncertainties through the “suppliers” and “sales order”. For this case 
study, we use information provided from a milk manufacturer located in Indonesia. 
The information we use is based on the available information in 2008 (from January 
2008 until November 2008).  It is secondary data (i.e. the data that is collected by 
someone else, not directly collected by the user) and obtained through investigation 
with the person in charge. In this case, we restrict the supplier support assessment into 
the main raw material of the product. In the sales order, we focus directly on the 
demand fluctuation. The fluctuation of the demand is assessed through the deviation 
between the actual purchase order and the planned one. Figure 6.7 shows the ID for the 
case study. 
 The prior conditional probability distribution of the child nodes is obtained from 
the weights of their parent nodes. With the assumption of similar weight for all factors 
and all possible combinations are equally likely to occur, the cumulative probability 
function of the parent node is built. Detail procedure on how to assess the conditional 
probability are available in Chapter 5. With the help of BestFit software it was found 
that the lognormal distribution is best suited for representing the cumulative 
probability distribution for the “SupplierSupport” node with the branch probability of 
0.875 and 0.125 for the low and high states respectively. Based on the purchase order 
evaluation data, the “sales order impact” node is approximated by gamma distribution 
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and the branch probabilities are 0.92 for the high state and 0.08 for the low state. 
Finally the “schedule interactions” node is approximated by lognormal distribution and 
the branch node probabilities are 0.875 for the low state and 0.125 for the high state. 
 
Figure 6.7 Simplified ID for the schedule interactions; initial condition 
 
6.4.5 Integrating Direct and Indirect Factors  
 This section illustrates how the direct and indirect factors can be integrated to 
decide on the need for rescheduling. It is a hypothetical example. The objective is to 
see how the inclusion of direct and indirect factors will affect the total disruptions to 
the system. Suppose we use the data from the indirect factors and put it together with 
the direct factors. It is designed that the impact of the direct variables to the “system 
disruptions” is more significant than the indirect ones with ratio of 2:1. The utility 
value is assigned to 1 if the “system disruptions” is considered as high and the decision 
is to review the existing schedule, while it is assigned to 0 (least desirable) whenever 
the review is not done while the “system disruptions” is considered as high. There are 
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two intermediate outcomes: “system disruptions” low – no rescheduling and “system 
disruptions” low – rescheduling. Here we preferred “system disruptions” low – no 
rescheduling than “system disruptions” low – rescheduling to prevent unnecessary 
costs. The utility value for the “system disruptions” low – no rescheduling was 
assigned as 0.95 and “system disruptions” low – rescheduling was assigned as 0.25 (to 
be set according to our personal belief). Figure 6.8 represents the complete ID for this 
hypothetical evaluation system at initial simulation condition. 
 
Figure 6.8 Completed ID for initial condition 
 Integrating the direct and indirect factors will change the recommendation of 
rescheduling as more factors should be considered simultaneously before making the 
decision. This is one of the pros of the model that enables us to include all possible 
factors that have impact to the schedule. 
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6.4.6 Sensitivity Analysis 
 Sensitivity analysis or what-if scenario is done for two main purposes: to evaluate 
the changes of the network outputs due to the change of some inputs and to examine 
the changes of design parameters to the corresponding output. 
6.4.6.1 Changing Factors Inputs 
 Sensitivity analysis can be done to examine the corresponding change of the 
network outputs with the change of some inputs. The inference can be done in any 
directions. With the help of GeNie, the analysis procedure is illustrated in Figure 6.9. It 
also shows the convenience of using ID to update the belief based on the most recent 
condition. Other changes can be performed in the same way to evaluate the effect of 
changing the probability. One of the advantages of this ID based system is that we can 
make multiple changes simultaneously and see the resulting impact. 
 
Figure 6.9 Changing the probability of new jobs and sales order  
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As shown in Figure 6.9, setting the evidence of “new jobs” and “sales order” 
simultaneously will change the recommendation to do the rescheduling. Other changes 
can be performed in the same way. The analysis on the entropy reduction is done to see 
the sensitivity of the variables to the targeted variable, which in this case is the “system 
disruptions”.  
 
Table 6.3 Sensitivity analysis with entropy reduction for the system evaluation 
Variables Entropy reduction Percentile 
Process 0.02114 2.31 
Machines 0.00136 0.149 
New jobs? 0.008335 0.911 
Processing time variations 0.009886 1.08 
Rework 2.312e-005 0.00253 
Shop-floor uncertainties 0.1486 16.2 
Sales order impacts 0.0004622 0.0505 
Quality of material 1.26e-007 1.38e-005 
Availability of material 5.361e-007 5.86e-005 
Supplier support 0.003003 0.328 





From the entropy reduction, it can be seen that for the given scenario the 
“system disruptions” are mostly influenced by the “shop-floor uncertainties”. The 
“Supplier support” is the most sensitive indirect variable to the system disruptions. 
 
6.4.6.2 Changing the penalty-holding cost ratio and the tightness factor, K, of the 
due date assignment 




C and K=1. Based on these values, we 
have obtained the value of mean job inter-arrival time as 60 hours to set the evidence 
of the node “processing time variation” to be high. As shown in the previous analysis, 
this variable becomes the aleatory variable that has significant impact to the output. In 




C and K will be varied from 1 to 10 to see the impact to the 













C and K have significant impact to the total cost. Table 6.4 shows the 
rescheduling point for various penalty-holding cost ratio and the tightness factor, K, of 
the due date assignment. The analysis result shows that the rescheduling point for job 





C  is between 1 and 10. For the value of K from 5 – 10, the rescheduling 




C is 1 and 2. 
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For these two low ratios, when value of K is high, the rescheduling point has no trend. 
High value of K means that the due date becomes longer. Hence the system might be 
less sensitive to the disruptions as more buffer time available for high value of K. 
 
Table 6.4 Rescheduling point for various penalty-holding cost ratio and the tightness 
factor, K, of the due date assignment 
Tightness 
factor, K 





  Rescheduling point for job-inter 
arrival time, hours 
1 – 4  1 – 10  60 
5 – 10  3 – 10  48 
5 and 6 1 48 
7,8,9,10 1 No trend 
5, 6, 7 2 48 
8,9,10 2 No trend 
 




PROACTIVE-REACTIVE SCHEDULING WITH 
PERIODIC-EVENT-DRIVEN REVIEW TECHNIQUE 
 
 It can be said that the proposed scheduling approached provided in this chapter is 
the complete adaptive scheduling systems. The adaptiveness of the proposed schedule 
is represented by the communication between the scheduling system and the 
environment. The shop-floor condition is monitored and is reported to the system, and 
then the system will take action based on the received information.  
The proposed scheduling approach is the combination of proactive and reactive 
scheduling techniques with the hybrid periodic-event-driven ‘when-to-schedule’ policy. 
In this approach, the schedule consists of three main components: baseline schedule, 
reactive schedule, and system evaluation as the ‘when-to-schedule’ policy. We use 
proactive schedule as baseline schedule. It is performed offline and to be executed 
from the beginning of the process until unexpected event occurs and cannot be 
accommodated by the proactive schedule. Once this event happens, the reactive 
schedule takes part. 
As totally reactive schedule might not be beneficial, the changing of the current 
schedule will only be done if it is required to do so. The system evaluation evaluates 
the necessity of changing the current schedule given the current shop-floor condition. 
This periodic-event-driven review technique allows the rescheduling to be done at 
every period of time kT, where k is integer, and T is time interval and/ or whenever 
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there is enough trigger to do that. The evaluation of the shop-floor is done periodically. 
The detailed of the system evaluation method have been described in chapter 6. Figure 










Figure 7.1 Schematic diagram of the proposed proactive-reactive model 
 
At time t=0, the proactive model is applied to the environment. During the 
execution of the schedule, some disruptions may occur. The counter functions as a 
sensor that monitors the current conditions. After receiving information, the counter 
delivers the information to the evaluation system. The information is received by the 
evaluation system in terms of disruption level at a given time interval. If the disruption 
level reaches the threshold (trigger) value or the rescheduling point has been met, the 
time=t
Counter
















evaluation process is performed. The trigger value is the value of the key factor(s) in 
the system evaluation ID in which changing this value may swap the decision. When 
changing the current schedule is needed, the new schedule is generated through the 
schedule generation. The new schedule is generated by using the decision analysis 
approach, the same method used in generating the basic model. The decision is made 
based on the current shop-floor condition.  
Recall the probability and conditional probability assignment for the nodes in the 
network. Referring to Figure 5.1, the prior probability of the “process” (c) given the 
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∑=        (5.7) 
where d, e, and f are “new jobs?”, “machine”, and “shop-floor uncertainties” 











),().(maxarg      (7.1) 
where j represents the action or decision, and i corresponds to the outcome. 
)( fP ji is the probability of outcome i if action j is taken for node f. ),( ij xAu  is the 
utility value if j action is taken and the outcome is xi. The decision (best alternative) 
will swap depending on the value of )( fP ji as the values of ),( ij xAu are constant. 
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The value of )( fP ji depends on the probability values of its ancestors. Backtracking 
the probability values and the resulting decision, the trigger variable and trigger value 
can be obtained.  
The evaluation process produces the recommendation of changing the 
scheduling policy. If the current schedule is recommended to be changed, then the 
schedule generation is carried out. Otherwise, use the current schedule.  Actuator will 
send this information back to the environment and the recommended scheduling policy 
will be applied. The detailed procedure for the proactive-reactive scheduling with 
periodic-event driven rescheduling policy is as follows. 
Offline process: 
1. Construct ID for system evaluation (details of procedures are available in 
chapter 6) 
2. Develop procedures to set evidence 
3. Determine the trigger value for the significant factors in which the rescheduling 
will take place when it is reached by examining the input of the ID and the 
resulting output.  
4. Set the time interval, T, in which within this interval, the evaluation of the 
shop-floor will be done and the rescheduling will take place at every end of this 
time interval. Setting the time interval is arbitrary but should be carefully done 
as we may miss the ‘true’ events we should consider when too wide an interval 
is assigned, while on the other hand too small an interval may result in 




The rescheduling is done when the following conditions are met: 
If ti = kT then reschedule where k is integer and T is the time interval 
Else  
If DisruptionsLevel ≥ trigger value and ti – ti-1 ≤ T then  
 Begin 
  Set evidence(s) to be high 
  Update the network 
 End  
Else use current scheduling policy 
  
The offline process is performed based on the prior available information. The 
offline process consists of three main parts: ID construction for system evaluation, 
procedure to set the evidence, and trigger value determination. The trigger value 
determination is closely related to the evidence setting as the value becomes a trigger 
whenever the change of this value will swap the decision. The details of this process 
can be found in chapter 6.   
The online process is the adaptive part of the system. It has a counter that 
connects the environment with the system and actuator that sends back the 
recommendation given from the system to the environment. It integrates the evaluation 
system to the environment.  
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7.1. Performance of the Proposed Method 
 Simulation is used to model the environment and it runs according to the system 
characteristics provided. Jobs arrive and join in the machine queue waiting for the 
server to become idle. Once the server becomes idle, a job will be taken out from the 
queue based on the currently applied scheduling policy. As the environment is not 
static, the policy applied may change over time based on the current condition. The 
evaluation system will examine the need of changing the current policy. 
The proposed policy is applied to a simulated environment and compared to 
other scheduling policies to see its performance. As a test-bed, a 6×6 job-shop problem 
from Muth and Thompson (1963) is used. The analysis for the other 4 problem sets are 
available in Appendix D. Discrete-event simulation is used with simulation period of 
28 days and 100 replications. In this study, two randomness are monitored: new job 
arrivals and machine breakdowns. The jobs arrive individually and the due date for 
each job is assigned by assuming a tight due date (K=1). Other sources of randomness 
for this process are the processing time and the rework. The processing times follow 
exponential distribution and there is 8% probability of rework. However, these two 
factors are not monitored as it is assumed to occur along the simulation and hence they 
are stated as probability in the model. It is assumed that there is no critical job and 
hence all jobs have the same weight. 
 Two scenarios are conducted. Firstly, both the job inter-arrival time and the mean 
time between failures of the machines follows uniform distribution with U(48, 24) for 
job inter-arrival time and U(300,200) for mean time between failures. Secondly, the 
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job inter-arrival time follows exponential distribution with mean of 48 and the mean 
time between failures of the machines also follows exponential distribution with mean 
of 300.  
In the example performed in chapter 6 on system evaluation, for 6×6 job-shop 
problem, the trigger variable is the mean job inter arrival time in which changing the 
evidence of this variable from low to high will change the decision. The trigger value 
for this variable is 60 hours for exponential mean job inter arrival time. Table 7.1 and 
Table 7.2 show the average cycle time deviation and the average number of 
evaluations during the simulation period for several scheduling schemes for scenario 1 
and scenario 2 respectively.  The cycle time deviation represents the deviation from 
the due date, either lateness or earliness, and it is represented in the absolute form. The 
due date is assigned by using equation (4.2) where the value of K=1 (very tight due 
date). Five scheduling schemes are presented. The predictive schedule refers to 
applying a single rule to the whole experiment. The single rule is chosen based on the 
best rule to be applied initially (recommended by the basic model). The proactive 
schedule refers to the myopic approach (as defined in Chapter 4) where uncertainty is 
predicted by using the probability of occurrence of the unexpected events. We examine 
two cases of periodic-event driven scheduling: one with predictive baseline and with 
another proactive baseline. These scheduling schemes are compared with the totally 
reactive scheduling policy. Figure 7.1 and Figure 7.2 show the dispersion of the 
experiment results for the two scenarios.  
The statistical analysis shows that the p-value for comparing the cycle time 
deviation among the periodic-event driven with predictive baseline, periodic-event 
driven with proactive baseline and the reactive scheduling is 0.529 for 95% confidence 
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level. It means that there is not sufficient evidence to say that those three scheduling 
schemes are different. However, the average number of evaluations for the totally 
reactive scheduling is much higher than that of the periodic-event driven policy. The 
p-value for the last three schemes in Table 7.2 is 0.266 which is greater then 0.05. 
Hence, the cycle time deviations for those schemes are not statistically different.  
 
Table 7.1 Performance of some scheduling schemes with uniform jobs inter-arrival 
time and mean time between failures of the machines for 6x6 problem 
Scheduling scheme Average cycle time deviation 
Average number of 
evaluations 
Predictive  997.2147 - 

















Table 7.2 Performance of some scheduling schemes with exponential job inter-arrival 
time and mean time between failures of the machines for 6x6 problem 
Scheduling scheme Average cycle time deviation 
Average number of 
evaluations 
Predictive  1382.2950 - 
Proactive  813.9956 - 
Periodic-Event Driven 




(proactive baseline),  
PR-ED (pro) 
622.9949 99.84 












































Figure 7.3 Box plot for exponential job inter-arrival time and MTBF for the 
6x6 problem 
 
Figure 7.2 and Figure 7.3 show that the hybrid approach of predictive (or 
proactive) and reactive scheduling with periodic-event driven rescheduling policy 
provides low cycle time deviation and narrow dispersion in the same way as the 
reactive scheduling. This result strengthens the previous research done by Church and 
Uzsoy (1992) on single and parallel machines where event-driven rescheduling policy 
provides high scheduling quality with significant reduction in the number of 
rescheduling compared with the totally reactive scheduling, and hence provides less 
schedule instability.  
The robustness of the schedules is measured by δ
δ ZZ −)('  (see chapter 4 for 
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the detailed definition). Figure 7.4 and Figure 7.5 show the robustness for each 
scheduling scheme. For the case of uniform mean jobs inter arrival time and MTBF, 
the hybrid approach improves slightly the robustness of the reactive model (cycle time 
deviation per delay in starting time is reduced). But for the case of exponential job 
inter-arrival time and MTBF, the reactive scheduling is more robust than the hybrid 
approach. In general, both reactive and the hybrid approach improve the robustness of 






















Figure 7.4 Robustness for uniform job inter-arrival time and MTBF for the 5 
























Figure 7.5 Robustness for exponential job inter-arrival time and MTBF for the 
5 scheduling schemes for the 6x6 problem 
The relationship between the rescheduling frequency and the scheduling quality 
is investigated and it is shown in Figure 7.6. In this case, we use proactive-reactive 

























Figure 7.6 Number of rescheduling events versus the total cycle time deviations 
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The results indicate that initially with more frequent rescheduling, the cycle 
time deviation reduces significantly until it reaches a point where the increase in 
scheduling frequency does not result in significant reduction of cycle time deviation. 
This result supports that not every single disruption should be reacted upon. This 
makes the quality of proactive-predictive schedule as good as totally reactive schedule. 
In conclusion, our result supports that event-driven rescheduling policies provide a 
promising approach to the dynamic job-shop problem with high quality solutions and 




CONCLUSION AND FUTURE WORKS 
 
8.1. Conclusion 
 This research dealt with the problem of scheduling under uncertainties and it was 
focused on the job-shop problem. Current research on scheduling is mostly done with 
the consideration of uncertainties as the static model remains unusable in practice due 
to the persistence of system disturbances. For this reason various methods have been 
proposed to solve the scheduling under uncertainty problems and the point of interest 
is to get higher scheduling quality with wider range of disruptions that can be absorbed. 
However, most research on scheduling under uncertainties was done in the class of 
single machine because of its complexity. The job-shop problem was chosen as it was 
the most complex problem in scheduling and other machine environments could be 
seen as the special case of the job-shop problem. We have, in this thesis, studied the 
use of decision analysis to solve the scheduling under uncertainty problem since DA 
has the ability to solve complex problems with high degree of uncertainties.     
 The research was begun by performing a comprehensive literature review on 
scheduling under uncertainties and some basic review on decision analysis. In general, 
the current research on scheduling under uncertainties could be classified into three 
groups: proactive scheduling, totally reactive scheduling, and hybrid approach of 
predictive or proactive with reactive scheduling. It was reported in the literature that 
totally reactive schedule was not preferred due to the shop-floor nervousness. Hence, 
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instead of dynamically reacting to the current conditions, a ‘when-to-schedule’ policy 
was applied to determine the right timing to evaluate the current schedule. The 
approaches that commonly used were continuous rescheduling, periodic rescheduling, 
and event-driven rescheduling. In some cases, the combination of 
periodic-event-driven rescheduling was used.  
 We have proposed an adaptive scheduling system that was developed based on 
decision analysis. The system itself was a composite approach of proactive scheduling 
as a baseline schedule and reactive scheduling and system evaluation as the reactive 
part with combination of periodic and event-driven review policy. The system could be 
broken down into three subsystems: basic model, reactive model, and system 
evaluation. 
 The basic model was aimed to test the model effectiveness by comparing with the 
optimal solutions and or the existing benchmark models. The performance measure for 
this basic model was to minimize the makespan. The basic model was developed based 
on non-delay schedule and dynamic selection of dispatching rules. Three rules were 
used: SPT, MWKR, and NINQ as these rules had been reported to have impact to the 
makespan. The basic model was modeled by using ID. The chance nodes represented 
the current shop-floor condition, the decision node contained a list of decisions, and 
the value node was assigned based on the fact that certain rule was well suited to the 
certain condition. Basically, this basic model was designed to accommodate the 
uncertainties. However, for the purpose of testing its effectiveness by comparing with 
other models that were deterministic, the basic model was reduced to a deterministic 
model by setting evidence all the time; set probability to 1 or 0 based on the real 
condition. The computational results showed that the model gave better results than 
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some benchmark problem with minimizing makespan as the objective function. The 
basic model could be used as proactive model by assigning the probability of events in 
the chance node.  
 The reactive model was the application of the basic model in the stochastic 
environment. It was executed on real time basis. The reactive model was modeled 
through the repetition of the basic models. Experimental results showed that the 
reactive model was effective for a wide range of problems and conditions. The 
robustness test to this reactive model confirmed that the model produced less increase 
in cycle time deviation per unit time of starting time delay. As the solution algorithm 
for the reactive model was an exact solution, the computational time was long. A 
myopic approach was proposed to reduce the computational time. The idea of the 
myopic approach was to utilize the probability of events instead of keeping updated on 
the current conditions. This model enabled the computational time to be reduced but 
still have better performance than the single rules. 
 The system evaluation was the ‘when-to-schedule’ policy for this adaptive 
scheduling system. This policy was developed through the evaluation of the shop-floor 
and other elements in the total system that related to the floor. The objective of the 
system evaluation was to give recommendation on the need of changing the current 
scheduling policy given the current disruptions level to meet the scheduling objective. 
This system evaluation tried to accommodate all possible sources of disruptions, 
including the direct factors and indirect factors. The direct factors were the factors that 
had direct impact to the shop-floor, and normally came from inside the plant. Indirect 
factors were the factors that had impact to the shop-floor because of the interaction of 
the plant to other components in the supply chain. In this case, we considered supplier 
138 
 
and sales order as the indirect factors.  It was hypothesized that there is a positive 
correlation between disruption level and the total cost. Hypothesis testing using 
ANOVA showed that there was significant difference in total cost for different level of 
disruptions, and from regression analysis, it was shown that there was positive 
correlation between disruption level and the total cost. Hence, the trigger values were 
determined based on this relationship. The system evaluation was modeled by using ID. 
The inputs to the network were the current shop-floor condition and the output was the 
recommendation on whether to do or not to do rescheduling. The use of ID enabled the 
model to accommodate the uncertainties and also to include all the possible variables 
that had impact to the scheduling. It facilitated concurrent updates based on the current 
situation, and hence real time decision on the necessity of changing the current 
scheduling policy could be made. 
 In the composite approach of proactive-reactive scheduling, a periodic-event 
driven review technique was used to determine the time to reschedule. In this 
technique, the evaluation was executed at every time kT, where k was integer, and T 
was the time interval, and whenever there was significant disruptions recognized by 
the system. From the experimental results, the proposed proactive-reactive scheduling 
with periodic-event driven ‘when-to-schedule’ policy provided significant reduction in 
the number of evaluations when compared with the reactive model, while resulting in 






8.2. Possible Future Research 
 The results of the proposed adaptive scheduling system looks promising to be 
further developed. So far, we have developed the ‘in-plant’ production scheduling in 
detail. As a component of a supply chain, the production scheduling can be integrated 
to the supply chain. The proposed framework facilitates the integration of scheduling 
and other components in the supply chain. Currently, several research works have been 
done in integrating the production planning with other components in the supply chain 
(Kreipl et al, 2006; Kreipl and Dickersbach, 2008). Moreover, the integration of lot 
sizing and scheduling becomes the topic of a special issue of the International Journal 
of Production Research that will be published on mid 2010. Figure 8.1 shows the 
supply chain structure and how the distribution and production planning can be 
integrated (Kreipl et al, 2006). 
 
Figure 8.1 Supply chain structure (Kreipl et al, 2006) 
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The proposed model has already accommodated the indirect factors although it 
is still in a generic form. Integration with complete supply chain model may improve 
the model’s quality. This is possible to be done as adding new variables in the network 
is not difficult and it does not contribute to visual exponential growth of information. 
However, it may result in large network size. Fortunately there are some methods to 
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Table A.1 Selected papers on scheduling under uncertainties 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 















Performed offline by 
optimizing set of schedules 















and heuristic for 
branch selection 
 
Performed offline by 
utilizing statistical 
information of processing 
time 










Heuristic  Performed offline, use 
approximate objective 
function of mean and 
variance of processing time 
to set the optimal due date 







Table A.1 Selected papers on scheduling under uncertainties (continued)  
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 
Method  Implementation  
 















Use information of future 
disruption to select the best 
policy 
 














optimizing set of schedules 
Kouvelis, et al, 
2000 









optimizing set of schedules 
Allahverdi and 
Mittenthal, 1995 




Makespan  Dominance relation Performed offline, use 
dominance relation to 
achieve the jobs partial order, 
then apply implicit 







Table A.1 Selected papers on scheduling under uncertainties (continued)  
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 







Stability  Branch and bound  Performed offline, insert idle 
times to the processing times 
 



















Performed offline for an 
interval of processing times 
Artigues et al, 
2005 










Computing offline several 











Branch and bound, 
heuristics 
Performed offline, determine 
the schedule that minimizes 
the worst-case absolute 






Table A.1 Selected papers on scheduling under uncertainties (continued) 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 
Method  Implementation  
 















Performed offline, insert idle 
times to the initial schedule 
developed using shifting 
bottleneck heuristic 
 















Tardiness  Reinforcement 
learning  


















Table A.1 Selected papers on scheduling under uncertainties (continued)  
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 
Method  Implementation  
Sawik, 2007 Reactive  Flow-shop 
make to order 






Update current production 
schedule whenever orders are 
modified 
 





GA Apply composite dispatching 
rule 








Introduce case based function 
approximation technique to 











Intelligent agent Dynamic selection of 
dispatching rules 





GA, SA, integrated 
rule based system 
and simulation  
 






Table A.1 Selected papers on scheduling under uncertainties (continued) 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 























Use match-up procedure, 
reschedule is done in this 
point 























Simulation  Use real time information to 
generate the schedule 
Subramaniam et 
al., 2000a 
Reactive Job-shop -- Makespan  Analytic 
hierarchical process 







Table A.1 Selected papers on scheduling under uncertainties (continued) 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 
Method  Implementation  








the remaining time 
and the expected 
processing time of 
each job 
 
Event driven  
Park et al, 1996 Predictive - 
reactive 
Job-shop  Current shop 
status 
Tardiness  Expert system  Reschedule when a shop 
order cannot meet its due 
date under 
























Flowtime  Simulation, beam 
search for the new 
schedule generation 
Use event-driven 






Table A.1 Selected papers on scheduling under uncertainties (continued) 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 
























Reactive part is used to guide 
the online jobs execution to 
exploit the flexibility given 
in the proactive schedule 











idle time cost 
 
Insert idle times 
(predictive), 
right-shift or left 
shift (reactive) 
When idle time is not 
enough, use right shift, 













(pred) and idle time 
addition and 
left-shift or new 
schedule (reactive) 
 
Reactive when trigger met 
determined by using fuzzy 
logic controller 





Table A.1 Selected papers on scheduling under uncertainties (continued) 
 
Author  Class  Shop-floor 
environment 
Stochasticity  Objective 
function 


















schedule using tabu search. 
In the case of machine 
breakdown, apply right shift 
if threshold is met, do 
rescheduling using tabu 
search 
 




















Reactive is performed 
whenever proactive schedule 
infeasible 
       







PRODUCTION DATA FOR THE CASE STUDY 
 
Table B.1 Machine requirement (processing time) for the 4x4 problem 
Operation number 
Job number 
1 2 3 4 
Machine number (processing time) 
1 A (5) B (8) B (3) A (2) 
2 B (3) D (6) D (6) C (2) 
3 C (7) C (2) C (4) B (7) 
4 D (1) A (5) A (4) D (3) 
 
 
Table B.2 Machine requirement (processing time) for the Muth and Thompson 6×6 
problem (Muth and Thompson, 1963) 
Task number 
Job number 
1 2 3 4 5 6 
Machine number (processing time) 
1 3 (1) 2 (8) 3 (5) 2 (5) 3 (9) 2 (3) 
2 1 (3) 3 (5) 4 (4) 1 (5) 2 (3) 4 (3) 
3 2 (6) 5 (10) 6 (8) 3 (5) 5 (5) 6 (9) 
4 4 (70 6 (10) 1 (9) 4 (3) 6 (4) 1 (10)
5 6 (3) 1 (10) 2 (1) 5 (8) 1 (3) 5 (4) 
6 5 (6) 4 (4) 5 (7) 6 (9) 4 (1) 3 (1) 
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1 2 3 4 5 6 7 8 9 10 
Machine number (processing time) 
1 1(29) 1(43) 2(91) 2(81) 3(14) 3(84) 2(46) 3(31) 1(76) 2(85) 
2 2(78) 3(90) 1(85) 3(95) 1(6) 2(2) 1(37) 1(86) 2(69) 1(13) 
3 3(9) 5(75) 4(39) 1(71) 2(22) 6(52) 4(61) 2(46) 4(76) 3(61) 
4 4(36) 10(11) 3(74) 5(99) 6(61) 4(95) 3(13) 6(74) 6(51) 7(7) 
5 5(49) 4(69) 9(90) 7(9) 4(26) 9(48) 7(32) 5(32) 3(85) 9(64) 
6 6(11) 2(28) 6(10) 9(52) 5(69) 10(72) 6(21) 7(88) 10(11) 10(76)
7 7(62) 7(46) 8(12) 8(85) 9(21) 1(47) 10(32) 9(19) 7(40) 6(47) 
8 8(56) 6(46) 7(89) 4(98) 8(49) 7(65) 9(89) 10(48) 8(89) 4(52) 
9 9(44) 6(72) 10(45) 10(22) 10(72) 5(6) 8(30) 8(36) 5(26) 5(90) 










1 2 3 4 5 6 7 8 9 10 
Machine number (processing time) 
1 3(1) 2(8) 3(5) 7(5) 3(8) 2(3) 5(7) 4(5) 5(3) 6(8) 
2 1(3) 3(5) 4(4) 8(5) 7(4) 4(3) 6(7) 9(7) 10(8) 2(13) 
3 2(5) 5(10) 7(8) 2(5) 8(5) 7(8) 3(7) 10(10) 9(4) 1(5) 
4 4(8) 6(9) 8(9) 1(4) 2(4) 9(10) 10(5) 6(4) 6(7) 5(7) 
5 6(3) 7(10) 2(1) 3(8) 5(1) 10(4) 9(1) 3(4) 4(7) 8(9) 
6 5(7) 8(4) 5(8) 4(10) 10(1) 6(1) 4(10) 5(8) 1(5) 3(3) 
7 7(5) 1(5) 6(3) 10(7) 9(7) 8(7) 7(10) 1(5) 2(9) 4(7) 
8 8(8) 4(3) 10(7) 9(4) 6(7) 1(9) 8(4) 2(10) 3(5) 7(5) 
9 9(8) 10(5) 9(10) 5(7) 1(8) 5(7) 2(3) 8(4) 7(10) 10(9) 







Table B.5 Machine requirement (process times) for the Muth and Thompson 5×20 problem (Muth and Thompson, 1963) 
Task 
no 
Job number           
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Machine number (processing time) 
1 1(29) 1(43) 2(91) 2(81) 3(14) 3(84) 2(46) 3(31) 1(76) 2(85) 2(78) 3(90) 1(85) 3(95) 1(6) 2(2) 1(37) 1(86) 2(69) 1(13) 
2 2(9) 2(75) 1(39) 1(71) 2(22) 2(52) 1(61) 2(46) 4(76) 3(61) 4(36) 1(11) 3(74) 1(99) 2(61) 1(95) 3(13) 2(74) 3(51) 2(7) 
3 3(49) 4(69) 3(90) 5(9) 1(26) 5(48) 3(32) 1(32) 3(85) 1(64) 1(11) 2(28) 2(10) 2(52) 5(69) 4(72) 2(21) 5(88) 1(11) 3(76) 
4 4(62) 3(46) 5(12) 3(85) 4(21) 1(47) 4(32) 4(19) 2(40) 4(47) 5(56) 4(46) 4(89) 4(98) 3(49) 5(65) 4(89) 3(48) 4(89) 4(52) 












MTBF      : 100, 150, 200 hours (exponentially distributed) 
Mean job inter arrival time : 12, 18, 24, 36, 48, 60, 72, 84, 96, 108, 120, 132, 
144, 156, 168 hours (exponentially distributed) 
Rework      : 1%, 4%, 7%,10% 
Number of replications  : 10 
Weight: 
  Machine breakdown (BD)        : 0.0184 
  Mean job inter arrival time (IAT)       : 0.8190 
  Rework (RW)           : 0.1094 
   Breakdown-job inter arrival time interactions (BD-IAT)  : 0.0271 
  Breakdown-rework interactions (BD-RW)     : 0.0111 































Figure C.1 Score-cycle time deviation relationship for 4×4 problem 
 
Hypothesis testing: 
H0: the score does not have impact to the cycle time deviations 
H1: the score has impact to the cycle time deviations 




MTBF      : 100, 150, 200 hours (exponentially distributed) 
Mean job inter arrival time : 48, 72, 144, 192 hours (exponentially distributed) 
Rework      : 1%, 6%,10% 




  BD  : 0.2187 
  IAT  : 0.5358 
  RW  : 0.0454 
  BD-IAT : 0.1428 
  BD-RW : 0.0355 

























Figure C.2 Score-cycle time deviation relationship for 10×10 problem 
 
Hypothesis testing: 
H0: the score does not have impact to the cycle time deviations 
H1: the score has impact to the cycle time deviations 





MTBF      : 100, 150, 200 hours (exponentially distributed) 
Mean job inter arrival time : 48, 72, 96, 120, 144, 168 hours (exponentially 
distributed) 
Rework      : 1%, 4%, 7%, 10% 
Number of replications  : 20  
Weight: 
  BD  : 0.6292 
  IAT  : 0.00013 
  RW  : 0.0281 
  BD-IAT : 0.1511 
  BD-RW : 0.1625 




























H0: the score does not have impact to the cycle time deviations 
H1: the score has impact to the cycle time deviations 




MTBF      : 100, 150, 200 hours (exponential distributed) 
Mean job inter arrival time : 48, 96, 144, 168 hours (exponential distributed) 
Rework      : 1%, 4%,7%,10% 
Number of replications  : 20 – 40  
Weight: 
  BD  : 0.1470 
  IAT  : 0.5607 
  RW  : 0.0619 
  BD-IAT : 0.1237 
  BD-RW : 0.00038 




























Figure C.4 Score-cycle time deviation relationship for 5×20 problem 
 
Hypothesis testing: 
H0: the score does not have impact to the cycle time deviations 
H1: the score has impact to the cycle time deviations 





PROACTIVE-REACTIVE SCHEDULING WITH 
PERIODIC-EVENT-DRIVEN REVIEW TECHNIQUE FOR 





Two scenarios are conducted. Firstly, both the job inter-arrival time and the mean 
time between failures of the machines follow uniform distribution with U(48, 24) for 
jobs inter-arrival time (for the 5x20 problem is U(96, 48)) and U(300,200) for mean 
time between failures. Secondly, the job inter-arrival time follows exponential 
distribution with mean of 48 (for the 5x20 problem is 96) and the mean time between 
failures of the machines also follows exponential distribution with mean of 150 (except 
for the 4×4 Problem that the MTBF is different for each machine as used in the earlier 
examples). Two randomness are monitored: new job arrivals and machine breakdowns. 
The jobs arrive individually and the due date for each job is assigned by assuming a 
tight due date (K=1). Other sources of randomness for this process are the processing 
time and the rework. The processing times follow exponential distribution and there is 
8% probability of rework. It is assumed that there is no critical job and hence all jobs 
have the same weight. Examining the relationship between the mean job inter arrival 
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time and the resulting total cost, the trigger value for each problem can be determined 
as shown in Table D.1. 
Table D.1 Trigger values for the problem sets 
Problem sets Trigger value  






Based on the trigger value for each problem, the mean jobs inter arrival time of the 
experimental design exceeds the trigger value. It means the evaluation process is most 
likely recommended all the time. In this section, our intention is the schedule 
robustness measured by δ
δ ZZ −)('
 


































Figure D.1 Robustness for uniform job inter-arrival time and MTBF for the 5 
scheduling schemes for the 4x4 problem 
Table D.2 Performance of some scheduling schemes with uniform job inter-arrival 
time and mean time between failures of the machines for 4x4 problem 














Predictive  83.8416 - 163.4153 - 








86.2232 10.74 134.2525 28.46 


























Figure D.2 Robustness for exponential job inter-arrival time and MTBF for the 5 
scheduling schemes for the 4x4 problem 
D.2. 10x10 Problem 
Table D.3 Performance of some scheduling schemes with uniform job inter-arrival 
time and mean time between failures of the machines for 10x10 problem 














Predictive  8219.306 - 8070.563 - 








7972.73 31.93 7887.382 26.5 




























Figure D.3 Robustness for uniform job inter-arrival time and MTBF for the 5 


























Figure D.4 Robustness for exponential job inter-arrival time and MTBF for the 5 






D.3. 5x20 Problem 
Table D.4 Performance of some scheduling schemes with uniform job inter-arrival 
time and mean time between failures of the machines for 5x20 problem 
 














Predictive  10961.15 - 13170.03 - 








10691.71 3.596 12022.39 28.93 
























Figure D.5 Robustness for uniform job inter-arrival time and MTBF for the 5 


























Figure D.6 Robustness for exponential job inter-arrival time and MTBF for the 5 
scheduling schemes for the 5x20 problem 
D.4. 10x10_zhou Problem 
Table D.5 Performance of some scheduling schemes with uniform job inter-arrival 
time and mean time between failures of the machines for 10x10_zhou problem 
 














Predictive  810.1435 - 853.2295 - 








777.2967 22.74 868.1676 12.74 




























Figure D.7 Robustness for uniform job inter-arrival time and MTBF for the 5 


























Figure D.8 Robustness for exponential job inter-arrival time and MTBF for the 5 




D.5. Conclusion  
Almost in all cases, the reactive model is the most robust then other rules. In other 
words, the mean cycle time deviation per starting time delay for the reactive model is 
the lowest except for the 10x10_zhou problem with uniform jobs inter-arrival time. 
This is because the cycle time deviation for the reactive model is lower than other rules 
and also in almost all cases the reactive model allows the jobs to be delayed slightly 
longer. The results also show that periodic-event driven scheduling the number of 
















Figure E.1 Flowchart for DA procedure to select the job in queuing list 
Note: The notation used in Figure E.1 refers to the notations that are used in 
Chapter 3. 
Set the evidence variables (the 
variable whose values are known) 
for the current state, P(xi) 
Calculate the posterior probabilities 
for the parent nodes of the utility 
node P(xi|xi-1), using a standard 
probabilistic inference algorithm 
Calculate the utility value for each 
rule in the value node, 







Choose the rule that maximize the 
utility value, 




























Identify factors together with their 
inter-dependencies that may have 
impact to the production activities 
Construct the ID structure 
(structure learning)  
Set the initial marginal and 
conditional probability distribution 
(parameter learning), and the utility 
value for each possible action 
Execute the initial network 
Determine the trigger variable 
through sensitivity to finding 
(entropy reduction)

















Figure E.3 Flowchart for scoring method 
Note: The notation used in Figure E.3 refers to the notations that are used in 
Chapter 5. 
Identify all the parent nodes 
Perform DOE with all parent nodes 
as factors and cycle time deviation 
as the response  
Normalize the impact of each factor 
to form the weight (quality score) 
for each factor 
Set the time interval of evaluation 
Examine the number of occurrence 
on an unexpected event within this 
interval, set as quantity score 
Combine quality and quantity score to 







Construct the cumulative distribution 
function (CDF) based on the score and 
assign the probability for the 








         
Time = kT?













Figure E.4 Flowchart for proactive – reactive scheduling technique 
Yes 
Apply DA to select the initial rule 
Apply currently selected rule 
Set evidence to the respective rule Apply DA to select the rule 
Apply selected rule 
Start 
Stop 
Yes 
Yes
No 
No
No 
