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A bstract
Considering that efficient use of the available radio spectrum is an important require­
ment for future wireless communication, designing a multiple access technique which 
can support higher loaded conditions with affordable complexity and near single user 
performance is a challenge. This thesis aims to address this challenge by propos­
ing an efficient multiple access technique called low density signature OFDMA (LDS- 
OFDMA). LDS-OFDMA is a special case of the multi-carrier CDMA (MC-CDMA) 
system where its spreading sequences have low density. This technique benefits from 
an iterative near to optimum MUD and is able to support overloaded conditions under 
multipath fading channel. The BER results show LDS-OFDMA gains a performance 
near to single user bound under 200% load condition. Also, for load of 100%, LDS- 
OFDM outperforms MC-CDMA with MMSE detector by 8.1 dB at BER= 10-3 which 
is a considerable gain. Comparing the BER performance with OFDMA, it is shown 
that the BPSK coded LDS-OFDMA system with 400% loading offers 0.65 dB gain 
over 16 QAM coded OFDMA at BER of 10-3 . Furthermore, in terms of complexity 
it is shown that for LDS-OFDMA the raise in the complexity as the number of users 
increase is much less than similar techniques with optimum MUDs.
Based on the iterative nature of the MUD, we also proposed a suitable design and analy­
sis tool to obtain an efficient detection/decoding algorithm. Therefore, by applying the 
extrinsic information transfer (EXIT) chart, the convergence behaviour of the iterative 
detector is analysed. Evaluating the effect of different factors on the performance of 
MUD could help us find design guidelines for improving the LDS structure. Moreover, 
a tuned turbo multiuser detect or/decoder (MUDD) for LDS-OFDMA is proposed. Us­
ing the EXIT chart analysis we were able to tune the receiver in a way that the turbo 
MUDD can approach its final performance using a smaller number of inner iterations. 
2.21 dB gain at BER=10-4 is achieved by turbo MUDD with 3 turbo iterations over 
conventional LDS-OFDMA receiver.
In order to gain insights on the performance of LDS schemes, an analytical model for the 
capacity of LDS based schemes for the uplink of multipath fading channels is proposed. 
The proposed model is then improved to take into account realistic assumptions, which 
arc more suitable for practical systems. Monte Carlo simulation results are used to 
validate the proposed model by comparing the results with the sum rate of conventional 
multiple access channel. The simulation results show that there is a 2 dB gap between 
the sum rate of conventional LDS scheme and the one for multiple access channel which 
is the cost for complexity reduction. Also it is shown that for practical LDS schemes 
with modulation and convolutional coding the gap increases to 4.8 dB. However using 
capacity approach codes such as LDPC codes the gap can be reduced significantly.
K ey  w ords: Low Density Signature Structures, Chip Level Iterated Multiuser Detec­
tion, Overloaded Conditions, Turbo Multiuser Detection/Decoding.
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Introduction
1.1 B ackground
Wireless cellular systems have grown dramatically in the past few decades. Future wire­
less communication systems are expected to provide a range of high data rate services 
with different Quality of Service (QoS) requirements. W ith resource demanding mul­
timedia applications such as TV-Broadcasting, Internet, and Video-On-Demand being 
integrated into different devices, issues on a far better spectrum utilization and resource 
management arises. These applications would not have been supported without signif­
icant advances in multiple access techniques, signal estimation and detection, and in­
formation theory in recent decades. Multiple access technology allows multiple sources 
communicate with the network simultaneously. Several promising multiple access tech­
niques such as code division multiple access (CDMA), orthogonal frequency-division 
multiple access (OFDMA) and multi-carrier CDMA (MC-CDMA) were proposed. In 
CDMA systems, the soft-limit of the admissible users is equal to the processing gain, 
which is defined as bandwidth expansion due to the spreading. Working in loading 
conditions above 100%, which is defined as where the number of admissible users in 
the CDMA system is greater than the number of spreading chips, can provide better 
spectrum utilization. Most of the existing multiuser detection (MUD) techniques for 
the CDMA systems perform poorly in highly loaded condition. For loading conditions 
above 100%, optimum MUD techniques should be used. However the complexity of
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optimum MUD increases exponentially with the number of users. Therefore more af­
fordable alternatives that approach a performance similar to optimum MUD should 
be used. On the other hand, orthogonal frequency division multiplexing (OFDM) as 
a multi-carrier system is deemed to be a useful approach to cope with wideband ser­
vice demands due to its capability of exploiting both time and frequency resources as 
well as its interference shaping property [1]. By dividing a wideband fading channel 
into flat narrow-band channels, OFDM is able to mitigate the harmful effects of mul­
tipath fading using a simple one-tap equalizer. This allows performing a high data 
rate transmission while avoiding inter symbol interference due to channel frequency- 
selectivity [2]. OFDM based multi-carrier transmission is the main technology for many 
existing and upcoming wireless communication systems, such as IEEE 802.16 (world­
wide interoperability for microwave access (WiMAX)), IEEE 802.11a/g (wireless local 
area network (WLAN)), and long term evolution (LTE) for 3GPP (3rd generation part­
nership project access interference). OFDMA is an efficient extension of the OFDM 
transmission to a multiuser communication scenario. In an OFDMA system, the set of 
subcarriers is divided into several mutually exclusive subsets and then each subset is al­
located to transmission of a user signal. This approach when the transm itters/ receivers 
are properly synchronized avoids multiple access interference (MAI) thanks to created 
frequency-domain orthogonality of users’ signals. However, the MC-CDMA scheme 
transmits in parallel chips of a spread data symbol on different sub-carriers [3]. In 
OFDMA, user-data symbols are allocated directly to channel resources and therefore 
offers no diversity without channel coding but adaptive transmission is possible. In con­
trast, an MC-CDMA transmission scheme spreads the user data symbol over all channel 
resources and therefore offers diversity. On the other hand, in the uplink channel using 
MC-CDMA, non-orthogonality of received effective signatures causes multiuser inter­
ference (MUI). MUD can be used to moderate the detrimental effects of MUI. However, 
similar to CDMA systems, implementation of optimum MUDs is not practical due to 
their prohibitively high computational complexity. Therefore, apart from its many 
advantages, MC-CDMA also have several limitations.
Considering that efficient use of the available radio spectrum is an important require­
ment for future wireless communication, designing a multiple access technique with
1.2. Motivations and Research Objectives 3
affordable complexity and near single user performance is a challenge. This thesis aims 
to address this challenge by proposing an efficient multiple access technique which ben­
efits from a near to optimum MUD. Furthermore a suitable design and analysis tool is 
proposed to obtain an efficient detection/ decoding algorithm for the receiver.
1.2 M otivations and Research O bjectives
Most existing MUD techniques for CDMA and MC-CDMA systems with affordable 
complexity performs poorly in overloaded conditions. This happens because orthogonal 
signatures are impossible to be constructed in overloaded conditions, therefore, there 
exists a linear dependency between some of the signatures. It has been suggested that 
in an overloaded condition, non-linear MUDs should be used. Reference [4] shows 
the performance comparison of different MUD techniques. The Sphere Detector and 
Branch and Bound technique have been shown to approach the performance of the 
optimum MUD technique with typically lower computational complexity by limiting 
the search space. However, in an above 100% loaded condition, the complexity of 
sphere detector increases exponentially with the number of available users, defined as 
the difference between the number of users and the processing gain. Therefore more 
affordable alternatives that approach a similar to optimum MUD should be found.
Furthermore, various signature optimization algorithms have also been proposed in 
order to overcome this high loaded condition problem from the transmit-end. However, 
the optimality of these algorithms relies on the application of exponentially complex 
optimum MUD techniques.
Based on this discussion, the current thesis focuses on developing a multiple access 
technique which is capable of increasing the spectral efficiency while keeping the per­
formance near to single user bound and complexity affordable. The proposed multiple 
access technique which is called low density signature OFDMA (LDS-OFDMA) benefits 
from an iterative near to optimum MUD and is able to support overloaded conditions 
under multipath fading channel. Considering the iterative nature of the MUD, we also 
proposed a suitable design and analysis tool to obtain an efficient detection/decoding 
algorithm. Therefore, by applying an affordable iterative multiuser symbol detection a
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reliable communication is carried out in an overloaded condition under multipath fading 
channels. The proposed technique is compared with well-known multiple access tech­
niques from different aspects including bit error rate (BER) performance, complexity, 
near-far effect, etc.
Furthermore, by investigating the capacity limits researchers can gain insights on the 
cellular system performance, which can be applied to the design of coding, channel 
estimation and feedback techniques. In this regard, an analytical model for the capacity 
of low density signature (LDS) for the uplink of multipath fading channels is proposed. 
The evaluation is done for both frequency-flat and frequency-selective fading channels. 
The proposed model is improved to take into account realistic assumptions, which are 
more suitable for practical systems.
1.3 Research Contributions
Throughout the course of this Ph.D. study, the following major contributions are made:
E v a lu a tio n  a n d  design  o f a  new  m u ltip le  access techn ique: L D S -O F D M A
• An efficient multiple access technique called LDS-OFDMA for uplink mul­
tipath fading channels is introduced. In LDS-OFDMA systems, because 
of their low density signature structures, each data symbol is only spread 
over a limited number of chips (effective processing gain). Then, each user’s 
generated chip is transmitted over an orthogonal subcarrier. Furthermore, 
each subcarrier is only used by a limited number of data symbols that may 
possibly belong to different users. Therefore each user, transmitting on a 
given subcarrier, will experience interference from only a small number of 
other data symbols. In other words, LDS-OFDMA is a special case of the 
MC-CDMA system where its spreading sequences have low density.
• A near to optimum MUD is proposed for LDS-OFDMA. In this MUD the 
message-passing algorithm (MPA) is efficiently implemented to approximate 
the maximum a posteriori (MAP) detection for the LDS structure. This al­
gorithm is able to reduce the complexity of the receiver compared to the
1.3. Research Contributions
existing state of the art multiple access techniques. This technique calcu­
lates the extrinsic information for each subcarrier by using the MAP-based 
detections: Log-MAP with brute-force searching among possible combina­
tions of symbols.
• A thorough analysis of the BER performance behaviour of the receiver is pre­
sented. The results are also compared with other advanced multiple access 
techniques to show why LDS-OFDMA is a promising technique in compari­
son with well-known multiple access techniques with similar principles.
• The LDS-OFDMA system is compared with other techniques in terms of 
complexity, frequency diversity, loading and near-far effect in details.
The research work carried out in this contribution has been published in [5,6].
A nalysis an d  design  o f th e  ite ra tiv e  receiver o f L D S-O FD M A  tech n iq u e
• A suitable design and analysis tool, called extrinsic information transfer 
(EXIT) chart, is introduced to obtain an efficient detection algorithm. The 
EXIT chart analysis is applied to analyse the convergence behavior of the 
iterative detector. Evaluating the effect of different factors on the perfor­
mance of MUD could help us find design guidelines for improving the LDS 
structure.
• The performance of the designed LDS receiver is evaluated to show the 
validity of our analysis. In this evaluation different factors such as processing 
gain and short cycles in the corresponding factor graph are considered. In 
addition, it is shown how the performance is affected by loading for both 
AWGN and multipath fading channels.
The research work carried out in this contribution has been published in [6].
P ro p o s itio n  o f a  tu n e d  tu rb o  m u ltiu se r d e te c to r / d eco d er for L D S -O F D M A
1.3. Research Contributions G
• A turbo multiuser detector/decoder (MUDD) for LDS-OFDMA is proposed. 
The proposed turbo receiver comprises two basic components: an LDS mul­
tiuser symbol detector and a collection of users’ decoders.
• Using the EXIT chart analysis we were able to tune the receiver in a way that 
the turbo MUDD can approach its final performance using a smaller number 
of inner iterations. Also, the effect of various loads on the performance of 
turbo receiver for LDS-OFDMA system is evaluated under both additive 
white Gaussian noise (AWGN) and multipath fading channels.
The research work carried out in this contribution has been published in [6,7].
Inform ation theoretic analysis o f LDS schem es
• An analytical model for the capacity of LDS for the uplink of multi-path 
fading channels, is proposed. The evaluation is done initially for flat fading 
channels, and then extended to frequency-selective fading channels. We use 
the main property of the LDS schemes that only allow a limited number of 
users to be active at each time instance, i.e., certain elements of the effective 
channel matrix can be set to zero according to user activity. The proposed 
model is then improved to take into account realistic assumptions, which 
are more suitable for practical systems. Monte Carlo simulation results are 
used to validate the proposed model by comparing the results with the sum 
rate of conventional multiple access channel (MAC). In addition, the effects 
of different factors, such as irregularity and density of the signature codes 
on the sum rate capacity of LDS MAC, are evaluated.
• In order to have a more practical evaluation we also modified the derived 
formula for LDS capacity to support modulated and coded systems. This 
was done in two steps; first the signal to noise ratio (SNR) gap introduced 
in [8] is applied as the effect of modulation for un-coded pulse amplitude 
modulation (PAM)/ quadrature amplitude modulation (QAM) LDS scheme, 
and then the concept of coding gain is inserted into the derived capacity.
The research work carried out in this contribution has been published in [9,10].
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1.4 Thesis Outline
The remainder of this thesis is organized as follows.
Chapter 2: Advanced M ultiple A ccess Techniques and Their R eceiver D esign
In this chapter several state of the art multiple access techniques are explained 
and compared from different aspects. Also since CDMA based techniques require 
an MUD for detecting different users’ symbols, different classes of MUDs are re­
viewed and their potential strengths and weaknesses in an overloaded condition 
are discussed. Furthermore, some MUDD techniques are introduced for evaluat­
ing the performance of a coded systems. In addition, the fundamental principles 
of information theory are reviewed and explained. Focusing on multiuser infor­
mation theory, an overview of the multiuser capacity metrics is presented and the 
basics of multiple access channel is discussed.
Chapter 3: M ulti-Carrier Low D ensity  Signature Schem e
In this chapter, an MC-CDMA system which uses LDS structure for spreading is 
introduced as an uplink multi-carrier multiple access scheme. The factor graph 
of the employed LDS structure is presented in order to explain the detection 
process in LDS-OFDMA system. Applying the MPA to the underlying factor 
graph results in a class of MUD, namely CLi MAP. The performance behaviour 
of LDS-OFDMA is investigated and compared with relevant advanced multiple 
access techniques such as group orthogonal MC-CDMA (GO-MC-CDMA), MC- 
CDMA. Furthermore, different properties of LDS-OFDMA such as its complexity 
and frequency diversity are explained and discussed in comparison with similar 
multiple access techniques.
Chapter 4: Analysis and D esign o f the R eceiver o f LD S-O FD M A  technique
In this chapter we introduce a suitable design and analysis tool to obtain an ef­
ficient detection/decoding algorithm. EXIT chart is a useful tool to analyze the 
information transfer between the two components of a decoder with iterations. 
Therefore, by applying the EXIT chart, the convergence behaviour of the itera­
tive detector is analysed. Also, the effect of different factors on the performance
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of MUD is evaluated. This would help us find design guidelines for improving 
the LDS structure. Furthermore, the performance of the designed LDS receiver is 
evaluated to show the validity of our analysis. In this evaluation different factors 
such as processing gain and short cycles in the corresponding factor graph are 
considered. In addition, it is shown how the performance is affected by loading 
for both AWGN and multipath fading channels.
Chapter 5: Turbo Chip-Level Iterated M U D D  for LD S-O FD M A  System s
This chapter focuses on the application of a new Multiuser Detector/Decoder 
approach to LDS-OFDMA. In this approach the receiver allows its constituent 
decoders to exchange their extrinsic information iteratively in turbo-style fashion 
so that a better estimation can be achieved as the iteration goes on and it is 
presented as turbo MUDD. Furthermore, using the EXIT chart analysis we were 
able to tune the receiver in a way that the turbo MUDD can approach its final 
performance using a smaller number of inner iterations. Also, the effect of various 
loads on the performance of turbo receiver for LDS-OFDMA system under both 
AWGN and multipath fading channels is evaluated. Finally, the effect of forward 
error correction (FEC) codes on the performance of turbo MUDD is evaluated 
for different LDS-OFDMA conditions.
Chapter 6: Inform ation Theoretic A nalysis o f LDS Schem e
In this chapter, an analytical model for the capacity of LDS schemes is proposed. 
The evaluation is done initially for fiat fading channels, and then extended to 
frequency-selective fading channels. The proposed model is then improved to 
take into account realistic assumptions, which are more suitable for practical 
systems. Monte Carlo simulation results are used to validate the proposed model 
by comparing the results with the sum rate of conventional MAC. In addition, 
the effects of different factors, such as irregularity and density of the signature 
codes on the sum rate capacity of LDS schemes, are evaluated. Furthermore, the 
proposed model is extended to consider channel coding and modulation schemes.
Chapter 7: Conclusions and Future Work
This chapter provides a conclusive summary of the insights and findings acquired
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by the investigations presented in this thesis. Furthermore, some future work is 
suggested to cover the open issues related to LDS schemes. The main focus is 
on moving towards the extension of LDS scheme in order to make it a suitable 
candidate for the multiple access technique of the next generation of cellular 
networks.
1.5 Publications
The research carried out during this Ph.D. has resulted in the following publications:
R. Razavi, M. Al-Imari, M.A. Imran, R. Hoshyar and D. Chen, "On Receiver Design 
for Low Density Signature OFDM (LDS-OFDM),” IEEE Trans. Commun. 2012, to 
apear.
R. Razavi, R.Hoshyar, M.A. Imran and Y.Wang, "Information Theoretic Analysis of 
LDS Scheme," IEEE Commun. Lett., vol. 15, no. 8, pp. 798-800, 2011.
R. Razavi, M.A. Imran, M. Dianati and R. Tafazolli, ” Capacity Region and Perfor­
mance Analysis of Low Density Signature Schemes,” IEEE Trans. Wireless Commun, 
2012, submitted.
R. Razavi, M.A. Imran and R. Tafazolli, "Exit chart analysis for turbo LDS-OFDM 
receivers," in Proc. 7th Int. Wireless Communications and Mobile Computing Conf., 
2011, pp. 354-358.
R. Hoshyar, R. Razavi and M. Al-Imari, "LDS-OFDM an Efficient Multiple Access 
Technique,” in Proc. IEEE 71st Vehicular Technology Conf., 2010, pp. 15.
Chapter
Advanced Multiple Access Techniques 
and Their Receiver Design
In this chapter various well-known multiple access techniques together with their re­
ceivers arc presented. Additionally, the strengths and weaknesses of these techniques 
arc discussed. The state of the art MUD techniques arc reviewed and their applications 
to an overloaded condition arc discussed. Furthermore, some MUDD techniques arc 
presented for the joint detection/decoding of coded systems.
Also, since the information theoretic analysis of multiple access channels helps us gain 
insights on the cellular system performance, the capacity limits for MAC is evaluated 
for different conditions.
2.1 State of the Art M ultiple Access Techniques
Multiple access techniques enable users to share the available resources, in other words, 
using these techniques different users can communicate with the base station simulta­
neously. These techniques must provide each user: access to system resources with 
conflict avoidance; fair resource allocation achievement or different QoS requirements; 
and system capacity maximization. Also, the appropriate selection of modulation and 
multiple access schemes are crucial to: satisfy the high data rate requirements; support
10
2.1. State o f the A rt Multiple Access Techniques 11
multimedia services; provide high spectrum efficiency; and, at the same time, cope with 
specific problems in radio communications, especially with unstable conditions in radio 
link. Although there are a large number of different techniques, this chapter focuses 
only on recently proposed state of the art techniques and those which are adopted in 
2G, 3G and LTE-Advanced.
2 .1 .1  T im e D iv is io n  M u ltip le  A ccess  (T D M A )
TDMA is a technique that divides time resource and each channel occupies the entire 
frequency band over its assigned time slot. Therefore, in TDMA, the system dimen­
sions are divided along the time axis into non-overlapping channels, and each user is 
assigned a different cyclically repeating time slot. TDMA is used in the digital 2G 
cellular systems such as global system for mobile communications (GSM), IS-136, per­
sonal digital cellular (PDG), and in the digital enhanced cordless telecommunications 
(DECT) standard for portable phones [11].
A major difficulty of TDMA, at least for uplink channels, is the requirement for synchro­
nization among the different users. Multipath can also destroy time-division orthogo­
nality in both uplink and downlink scenarios if the multipath delays are a significant 
fraction of a time slot. Hence TDMA channels often have guard bands between them 
to compensate for synchronization errors and multipath. Another difficulty of TDMA 
is that, with cyclically repeating time slots, the channel characteristics change on each 
cycle. Thus, receiver functions that require channel estimates, like equalization, must 
re-estimate the channel on each cycle [12].
2 .1 .2  C od e  D iv is io n  M u ltip le  A ccess  (C D M A )
CDMA is a single carrier technique that enables multiple users to share the same spec­
trum using their unique code sequence (spreading code). The code sequence, applied 
to an information-bearing, narrow-band signal, spreads the signal across the operating 
frequency band. Every additional user increases interference level (background noise) 
in the channel because all users use the entire bandwidth. Therefore, the interference 
level depends on the number of users and their transmission power. Power control is
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Figure 2.1: Block diagram of CDMA uplink transmission.
mandatory in order to overcome the near-far effect and to increase system capacity. 
Synchronisation can be a problem if data rate is high because it has to be kept within 
one chip sequence. Code sequences have to be chosen very carefully because well de­
signed codes can provide orthogonality between users. Good cross-correlation features 
can decrease MAI whereas good auto-correlation features can decrease inter symbol 
interference (ISI).
System  M odel
We consider the uplink scenario where a set of K  users communicate to a single receiver. 
The block diagram of CDMA system is shown in Figure 2.1. Users are assumed to 
send their information bits d& G {0, l} Mfc independently, where M'k is the number of 
information bits transmitted within a frame. The information bits are then encoded 
using a FEC encoder (f>FEC : {0, l} Mfc —> A FkEC such that
bfc — ^FEcidk), (2.1)
where b^ . and A EEC represent the encoded codeword sequences, and the FEC-specific 
code-book of k-th user that includes the interleaving process, respectively. Then the
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encoded codeword is modulated by ^ mod  : ^ fec
x fc — tpMOofok)- (2-2)
During this thesis the symbols from all users are assumed to be taken from the same 
alphabet, i.e. their X& — X,Wk = 1 , . . .  ,K .  For simplicity it is assumed M& =  1, thus 
we will have instead of x^. In CDMA based systems, users are assigned unique 
signatures of size Ar to spread their symbols. The sequence of spread symbols for any 
single modulated symbol of user k, can be written as
Zk = (2.3)
where Sk is the signature for user k. Denote y =  [yi, . . .  ,t/jv]r  as the corresponding 
received sequence at the receiver side after match filtering and equalization [12]. Con­
sidering a perfect symbol-synchronous conventional CDMA system under flat fading 
channel, the received signal sampled at n-th time instance (chip) can be written as 
follows [13]:
K
Vn — 'y   ^^k^ k,n hk ,n  "b Vn  (2-4)
6=1 
K
~  ^  I  x k9k,n  b  (2-5)
6=1
where vn is the additive white Gaussian noise with variance N q for time instance n, 
and hkji is the gain of the channel for user k at chip n. Also, let gk,n be the effective 
received signature of user k at chip n.
By stacking N  successive chips together, the vector-matrix representation can be ob­
tained as
K
y  =  5 3  2&g6 +  v  (2.6)
6=1
=  G x +  v, (2.7)
where — [gk,i, ■ ■ ■ ,gk,N]T and v  = [tq, . . . ,  v n }t  denote the effective signature for
k-th user and the noise, respectively. Also, x  =  [aq,. . . ,  Xk]T and G = [gi, • • •, g/<]
denote the vector that comprise the transmitted symbols from all users and the m atrix 
representing the corresponding effective signature matrix, respectively.
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R eceiver D esign
In CDMA systems, the detection of the signal of a user is typically done by considering 
other users’ signal as interference. Let user k be the user of interest. The received 
signal from (2.6) can be decomposed into
Y =  Xkgk +  ^ 2  XlSl +  v ’ (2-8)
i=fik
where mai& =  J2i^k denotes the MAI seen by k-th  user. The total received power 
of A;-th user is characterized by £&. Then, the instantaneous signal-to-interference and 
noise ratio (SINR) for k-th user is given by
i,i/k % +
The conventional detection for CDMA systems achieves optimum solution, in terms 
of BER performance, when there is no interférer. It works by correlating the entire 
received signal with the user’s effective signature. However, considering (2.9), it should 
be expected that when the number of intcrferers increases, the performance loss is 
inevitable. MUD techniques can be employed for reducing the effect of MAI. MUD 
works by exploiting the knowledge of the user of interest as well as the intcrferers. In 
addition, a well designed spreading signature and FEC coding can reduce the effect of 
MAI as well.
SINR* =  ^ „  • (2.9)
P erfo rm an ce  U n d e r L oaded  C ond itions
In CDMA systems, working in loading conditions above 100%, can provide better 
spectrum utilization.
D efin ition  2.1. (system loading). The system loading in synchronous CDMA systems 
is described as the ratio of the number of admissible users to the processing gain and is 
denoted as jd — K / N . The system is called in under-loaded, fully-loaded and overloaded 
conditions when (3 < 1, (3 = 1, and (3 > 1, respectively.
Most of the existing MUD techniques for CDMA system perform poorly in highly loaded 
condition. Therefore, the number of users supported in a CDMA cellular system is typ­
ically less than spreading factor N ,  thus the system is said to be under loaded. For
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loading conditions above 100%, it has been suggested that non-linear MUD techniques 
should be used. The Sphere Detector and Branch and Bound technique have been 
shown to approach the performance of the optimum MUD technique with typically 
lower computational complexity by limiting the search space. However, in an above 
100% loaded condition, the complexity of sphere detector increases exponentially with 
the number of users. Therefore, although optimum MUD techniques can effectively 
combat the MAI problem, their complexity grows exponentially with the number of 
users which is intractable for practical implementation. Actually by using brute-force 
search, a complexity order of (?(|X |^) is required, where X is the modulation index 
and |X| denotes the cardinality of the set X. On the other hand when a conventional 
signature structure is employed, from the resultant interference pattern, it is easy to 
see that, the existence of a strong interférer affects the performance of all users in 
the system. Therefore more affordable alternatives that approach a similar to opti­
mum MUD should be used. Furthermore, various signature optimization algorithms 
have been proposed in order to overcome this high loaded condition problem from the 
transmit-end. The signatures that meet the Welch-Bound-Equality (WBE) are known 
as the optimal signatures that maximize the sum-rate capacity for over-loaded condi­
tion [3]. However, the optimality of WBE signatures can be achieved only when the 
optimum MUD techniques are used, e.g. maximum a posteriori probability.
Large Area Synchronised C D M A
Considerable research efforts have been invested in designing spreading sequences, 
which benefit from zero correlation values, when the relative delay-induced code offset 
is in the so-called zero correlation zone (ZCZ) or interference free window (IFW) of the 
spreading code [14]. Combining the large area codes introduced in [15,16] with loosely 
synchronised codes [17] resulted in large area synchronised (LAS) CDMA spreading 
sequences. The resultant LAS codes exhibit an IFW, where both the off-peak ape­
riodic auto-correlation values and the aperiodic cross-correlation values become zero. 
Therefore this system has zero ISI and zero MAI, as long as the time-offset of the codes 
is within the IFW. One disadvantage of LAS codes is that the number of codes having 
an IFW is limited. Furthermore, the auto-correlation and cross-correlation function of
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LAS codes have a higher value outside the IFW compared to that of traditional ran­
dom codes. Therefor, LAS-CDMA faces more serious MAI and multipath interference 
compared to conventional CDMA when it operates in an asynchronous manner [18].
2 .1 .3  O rth ogon a l F req u en cy -D iv is io n  M u ltip le  A ccess  (O F D M A )
OFDMA is an efficient extension of the OFDM transmission to a multiuser communi­
cation scenario. In an OFDMA system, the set of subcarriers is divided into several 
mutually exclusive subsets and then each subset is allocated to transmission of a user 
signal. Therefore, in this technique, distinct users are assigned with mutually exclusive 
groups of subcarriers for simultaneous transmission. This approach when the trans­
mitters / receivers are properly synchronized avoids MAI thanks to created frequency- 
domain orthogonality of users’ signals. Furthermore, under low mobility conditions 
where acquiring channel state information (CSI) of all users is affordable, performance 
of OFDMA can be improved by dynamic subcarrier and power allocation techniques 
included in the radio resource management (RRM) functionality of the system [19].
This multiple access technique provides significant advantages in terms of high spec­
trum  efficiency, robustness against multipath fading channels, resistance to multiuser 
interference, simplified equalization, and so on. These features have led to a wide range 
of adoption of OFDMA in future wireless communication systems, such as the cable 
TV (CATV) network [20], digital terrestrial television [21], the emerging IEEE 802.16e 
WiMAX [22]. OFDMA is also applied as the downlink scheme for third generation 
partnership project long term evolution (3GPP-LTE). As in OFDMA user-data sym­
bols are assigned directly to sub-channels, the frequency domain diversity will not be 
achievable at modulation symbols level. Thus it will be crucial to incorporate properly 
designed error correction coding and interleaving schemes to obtain this diversity at a 
later stage [13].
Transm itter and R eceiver
At the transmitter of the OFDMA system, the overall N  subcarriers are allocated to K  
users according to specific carrier allocation schemes. The data sequence of each user
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Figure 2.2: Block diagram of OFDMA uplink transmission.
is divided into blocks of length M . The M  data symbols in each block are modulated 
onto their corresponding subcarriers. For downlink transmission, other subcarriers in 
the length N  block are modulated with data from other users. The resultant length N  
block is sent to the conventional OFDM modulator, that is the N -point IFFT (inverse 
fast Fourier transform). A single cyclic prefix (CP) is then appended to the front of 
the OFDM symbol before it is transmitted over K  channels of K  different users.
Unlike the downlink transmitter, each uplink transmitter leave the other subcarriers 
empty. The resultant length N  block with M  nonzero entries is sent to an Ar-point 
IFFT, followed by the insertion of a distinct CP before it is transm itted through a 
distinct channel to the base station (BS). The diagram of the OFDMA uplink trans­
mitter is shown in Figure 2.2. At the receiver, after removing the CP, the remaining 
N  samples are passed to an jV-point FFT (fast Fourier transform). One of the notable 
advantages of OFDMA is that it effectively converts a wide frequency-selective fading 
channel into a set of parallel flat-fading channels. Thus, channel equalization can be 
easily performed using a bank of one-tap multipliers, one for each subcarrier. The out­
put of the equalizer is then used for data detection. For downlink transmission, each 
user only picks up the M  data symbols transmitted over its allocated subcarriers for 
channel equalization and data detection. For uplink, the received signal at the base 
station (BS) is the superposition of signals from all active users, which pass through 
different channels and experience different frequency offsets and propagation delays. 
Signals from different users can only be separated after correcting the offsets of indi­
vidual users. Thus, all the parameters have to be estimated jointly and this makes the 
synchronization of OFDMA uplink a very difficult problem. However, this problem is 
addressed in several literatures such as [23-28].
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Non synchronized users can be found in contexts such as cognitive radio where primary 
and secondary users are operating on a non-synchronized base. In non-licensed bands 
(Ad Hoc system), users are also non-synchronised. In such context, OFDMA will suffer 
from asynchronism.
Single Carrier Frequency D ivision M ultiple A ccess (SC -FD M A )
SC-FDMA is a multiple access technique that utilizes single carrier modulation, DFT- 
spread orthogonal frequency multiplexing, and frequency domain equalization [29]. It 
has a similar structure and performance as OFDMA. SC-FDMA is adopted as the up­
link multiple access scheme for 3GPP LTE. The transm itter and receiver of SC-FDMA 
has similar structure as a typical OFDM system except the addition of a new DFT 
block before subcarrier mapping. Hence, SC-FDMA can be considered as an OFDMA 
system with a DFT mapper. After mapping data bits into modulation symbols, the 
transm itter groups the modulation symbols into a block of M  symbols. An A-f-point 
DFT transforms these symbols in time domain into frequency domain. The frequency 
domain samples are then mapped to a subset of N  subcarriers where N  is typically 
larger than M . Similar to OFDMA, an iV-point IFFT is used to generate the time- 
domain samples of these subcarriers, which is followed by insertion of cyclic prefix. 
The main advantage of SC-FDMA is the low PAPR (peak-average-power ratio) of the 
transmit signal [30]. However, there are complex trade-offs between design parameters 
and performance in an SC-FDMA system [29].
2 .1 .4  M u lti-C arrier  C D M A  (M C -C D M A )
In MC-CDMA systems a data symbol is sent on multiple subcarriers by using a spread­
ing code, which is different for the multiple access users [31]. Multiple user signals 
overlap in the time and frequency domain but they can be detected at the receiver by 
using the knowledge of spreading codes. Therefore, MC-CDMA can be considered as a 
combination of OFDM and CDMA schemes resulting in benefits from both approaches. 
Thus, this system is considered to be a suitable approach to cope with challenging ser­
vice demands due to its ability of exploiting both time and frequency resources [32-35].
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In the uplink channel using MC-CDMA, non-orthogonality of received effective signa­
tures causes MUI. Multiuser detection can be used to moderate the detrimental effects 
of MUI similar to CDMA systems.
One of the advantages of MC-CDMA systems is that since this system is a combination 
of OFDM and CDMA, it can decrease the symbol rate in each subcarrier so that 
a longer symbol duration makes it easier to quasi-synchronize the transmission [36]. 
On the other hand, implementation of optimum MUDs is not practical for MC-CDMA 
systems due to their prohibitively high computational complexity. Even for a moderate 
number of interfering users, the complexity grows exponentially with the number of 
users [37]. For an uplink MC-CDMA system, the received signal at subcarrier index n 
can be shown by (2.4) since it would be similar to a received signal in CDMA systems.
In order to reduce the complexity of MUD for MC-CDMA systems, GO-MC-CDMA [38] 
has been proposed. The basic idea of GO-MC-CDMA is to partition the available 
subcarriers into groups and distribute users among the groups. The users that are 
assigned subcarriers of the same group are separated via spreading codes. The users 
in each group are immune to interference from other groups. The main advantage of 
GO-MC-CDMA is that each group behaves as an independent MC-CDMA system with 
a smaller number of users, making the optimum MUD computationally feasible within 
each group. It has been shown that by dividing users into subgroups, GO-MC-CDMA 
is able to achieve a performance very close to the single-user bound [38] while keeping 
the complexity affordable.
2 .1 .5  In ter leave  D iv is io n  M u ltip le  A ccess  (ID M A )
An interleaver-based multiple access scheme has been studied in [39,40] for high spectral 
efficiency, improved performance and low receiver complexity. This scheme relies on 
interleaving as the only means to distinguish the signals from different users, and hence 
it has been called interleave-division multiple-access. IDMA inherits many advantages 
from CDMA, in particular, diversity against fading and mitigation of the worst-case 
other-cell user interference problem. Furthermore, it allows a very simple chip-by-chip 
iterative MUD strategy [39-41]. In this system, the normalized MUD cost (per user)
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is independent of the number of users.
Furthermore, since user separation can be done by using interleaving, the whole band­
width can be devoted for coding and, thus, paving the way for the information theoretic 
view regarding the coding-spreading saga, IDMA, in essence, should be able to approach 
the highest spectral efficiency. However, in order to achieve optimality, IDMA requires 
a large number of observations. The observation may come from a large number of 
spreading chips or a large frame size. It has been investigated in [42], that there exists 
a trade-off between performance and the length of the interleaver.
2 .1 .6  Low  D e n s ity  S ign a tu re  C D M A  (L D S -C D M A )
In order to reduce the complexity of MUD for CDMA systems, a novel spreading 
signature structure was introduced. By introducing the new structure, termed as LDS 
structure, higher loading became possible for those systems [43]. Such CDMA systems 
with LDS structure are called LDS-CDMA. In this system, the interference is managed 
intelligently at the transmit-end. The main idea of this new technique is to switch off a 
large number of chips for each symbol so the signature matrix will be a sparse matrix. 
In other words, each user will spread its data over a small number of chips (or effective 
processing gain <  N ). Consequently at each received chip, a user will have only 
maximum of dc — 1 intcrferers, where dc <C K  is the number of users that are allowed to 
interfere to each other at each chip. The complexity order of the MAP receiver turns 
out to be (|X|dc) instead of (|X |/<:) of an optimum receiver for a conventional CDMA 
system. Further reduction in complexity of multiuser detection for LDS-CDMA system 
is possible using grouped-based technique introduced in [44] . It works by arranging the 
interfering users of a chip into two groups and approximating the log-likclihood ratio 
(LLR) of the interference coming from other group as a single symmetric Gaussian 
distributed variable.
This newly proposed LDS system model is depicted in Figure 2.3. The LDS-CDMA has 
been reported to approach near single-user performance even under a load of 200% [43]. 
On the other hand one drawback for LDS-CDMA is that in wideband channels, its per­
formance degrades due to multipath fading. This happens because the ISI introduced
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Figure 2.3: Block diagram of LDS-CDMA uplink transmission.
by multipath fading causes different chips interfere to each other. Therefore, more 
number of users will interfere in one chip; this increases the density of LDS’s graph by 
adding edges to the graph representation of LDS.
2 .1 .7  S p a ce -D iv is io n  M u ltip le -A c c e ss  (S D M A )
Adaptive antennas arrays, sometimes called smart antennas, are being introduced in 
mobile radio systems to exploit the spatial domain. In these systems, signals are re­
ceived and sent only from and into a limited angular range, following the directional 
nature of multipath. This improves coverage or link quality in noise-limited situations 
and enhances capacity in interference-limited situations.
A SDMA system is a multiple access technique which enables two or more users, asso­
ciated to the same base station, to use the same time and frequency and code resources 
on the grounds of their physical location or spatial separation [45]. Therefore, we 
can discriminate amongst the users by exploiting the fact that different users impinge 
different spatial signatures on the receive antenna array. This is generally done with 
directional antennas. SDMA techniques can be used for increasing cell coverage areas. 
Also, they are useful in reducing the interference for improved service quality [46].
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2.2 M ultiuser D etection  Techniques
In this section, different types of multiuser detection techniques are discussed in terms 
of performance and computational complexity. The information an MUD requires from 
the user of interest and the interferes includes: i)timing information including the delay 
related to the users and their corresponding channel, ii)the spreading signature of all 
users, and iii)the received phases and amplitudes of all users.
The main performance metric for MUD techniques is BER performance [37]. On the 
other hand, the performance lost compared to single-user bound (SUB) can be used 
as a performance metric. Another commonly used metric is symmetric energy which 
describes the performance of the MUD of interest in terms of its average multiuser 
performance [47].
D efin ition  2.2. (Symmetric Energy). Symmetric energy is defined as the energy re­
quired by conventional detector in a single-user Gaussian channel to achieve, in high 
SNR regimes, the average joint BER of the MUD operating in multiuser channel [4 7/
2 .2 .1  O p tim u m  M u ltiu ser  D e te c to r
The optimal maximum likelihood (ML) receiver for multiuser detection was found by 
Verdu in [48]. It showed an improvement over conventional decoder by orders of mag­
nitude and achieved the best performance in terms of probability of error. Using ML 
detection the optimal solution for (2.6) will be
4*ML : X =  arg max p(y|x)
(2 . 10)
=  arg max (yf/x  — x ^ G x ) .
The ML MUD is optimum, when the transmitted data is independently and identically 
distributed (i.i.d). Therefore, by integrating a priori knowledge into the ML function 
we will be led to MAP detection. MAP detector is implemented by applying two 
strategies: individually and jointly optimum detection [37,49].
The jointly optimum MAP detection maximizes the joint a posteriori probability mass 
function (PME) of the transmitted symbols x, i.e., p(x |y), while the individually op­
timum MAP detection maximizes the a posteriori PME, p{xk\y), of the transmitted
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symbol for the k-th  user by evaluating y. The estimation of with individual MAP 
detection can be written as
: && =  argmaxp(a%:|y). (2.11)XfcGX
A posteriori PMF for Xk can be found by calculating the marginal of the joint a pos­
teriori PMF, therefore, (2.11) can be written as
<t>MAP : x k = arg max V ]  p(x|y). - (2.12)
IteX x ^
X k
Let Pk{xk) be the priori probability of symbol Xk, k — 1 , . . . ,  AT, then according to 
Bayes’ rule we will have
p (x |y )o cp (y |x )f(x ), (2.13)
where,
K
(2.14)
/v-l
is the joint a priori PMF of all users’ symbols assuming that they are independent to 
each other. Therefore, the estimation function can be modified to
K
<f>MAP : x k =  arg max V  p(y|x) TT Pi{xi). (2.15)
Xfc
As can be seen from (2.15) the computation of this MUD includes a marginalization
process which is NP-hard [50], unless the signature matrix follows some particular struc­
ture given in [51]. Therefore, the optimum MUD’s complexity increase exponentially 
with K  and |X|. This high complexity is one of the reasons that optimum MUD is not 
a popular choice in practical implementations.
2 .2 .2  L inear M u ltiu ser  D e te c to r
Linear MUD has become an important type of MUD because of its simplicity and 
effectiveness. Linear MUDs apply a linear operator or filter to the output of the matched 
filter or the received signal. These detectors have complexity that is linear in the number
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of users, a significant complexity improvement over the optimal detector. Let r  be the 
output of the bank of conventional detector and is given by
r =  G "y. (2.16)
The linear filtering for the fc-th user can be expressed as:
</>L : X k  = i f r .  (2.17)
The most common linear MUDs are the decorrelator detector [50] and the minimum 
mean-square error (MMSE) detector [52].
D e c o rre la to r D e te c to r
The decorrelator inverts the channel leaving the received signal without interference 
but by doing so also increases the noise. The advantage of the decorrelator is that 
no knowledge of the received power is necessary and its performance is independent of 
the power of interfering users so that it solves the near-far problem. The decorrelator 
detector can be written by
<f>nEC : Xk =  (R -1 )*;!', (2.18)
where R  =  G ^ G  and Ijf7 =  (R -1 )^ denote the cross correlation matrix of the effective 
received signatures and the linear decorrelator filter respectively. Also (*)& denotes the 
k-th. row of the matrix inside the parenthesis.
L inear M M SE  D e te c to r
The MMSE detector implements the linear mapping which minimises the mean square 
error between the actual data and the soft outputs of the conventional detector. Consid­
ering that this type of MUD detect the actual data based on both the background noise 
and the received signal powers, better BER performance is expected compared to the 
decorrelator detector. However, as the performance of linear MMSE detector depends
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on the received power of the interfering users, there is some performance degradation 
because of near-far effect problem [53].
The MMSE detector chooses that achieves
m inE (\\xk -  l f r | | 2) . (2.19)
It has been discussed in [54] that the error (MAI-plus-noise) in this output is approx­
imately Gaussian. This property is particularly useful in the performance analysis of 
multiuser networks involving the MMSE detector. The limitations of the linear MMSE 
detector is investigated in [55]. It is reported that the MMSE detector is not able to 
handle the overloaded conditions, or in other words, the error dose not vanish as the 
SNR. increases.
2 .2 .3  M u ltis ta g e  D e c is io n -D r iv en  M u ltiu ser  D e te c to r s
According to [37] another important class of MUD techniques are decision driven mul­
tiuser detectors. It includes some of the popular MUD techniques such as interference 
cancellation (IC) [56-62], decision-feedback (DE) MUD [47,63,64], sphere detector [65], 
branch-and-bound [66,67], and probabilistic data association (PDA) [68]. However, 
in this thesis the focus will be on the IC techniques and PDA because of their low- 
complexity approach and effectiveness.
In the IC detection, the symbols of different users are first estimated and then at 
the next stage the result is used for additional improvement of the estimation. Two 
common approaches for the IC detectors include successive and parallel interference 
cancellation.
Successive In te rfe ren ce  C ance lla tion
Successive interference cancellation (SIC) [58,69,70] is an intuitive approach to joint 
detection of the received symbols from different users in multiuser systems. It is ap­
plied to a multiuser system that its transmissions are not orthogonal and all the users 
share the available time and frequency degrees of freedom. In this scheme the effect
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of estimated symbol of each user is removed from the observation used for estimating 
other users’ symbols. It results in fewer number of interferers seen by other users if the 
decision is correct, however, an incorrect decision will result in doubling the interfer­
ence. In other words using SIC, the first user is affected by all the interferes, whereas 
the user in succession experience less interference as the interference cancellation pro­
gresses. Therefore, in order to utilize this scheme, the user ordering mechanism should 
be incorporated. The SIC process should start by estimating the signal that can be 
detected with highest certainty [71]. All subsequent detections will subtract the effect 
of the known symbol from the received aggregate signal before detecting other signals. 
This cancels the effect of detected symbols from all subsequent detections. This pro­
cess continues iteratively for all received signals from different users. It has been shown 
that SIC combined with MMSE detection can achieve the performance of optimum 
joint detection [13,72].
Parallel Interference Cancellation
As discussed earlier, a SIC receiver cancels the MAI, user by user, in each stage such 
that the remaining users see less and less MAI while a parallel interference cancellation 
(PIC) scheme cancels the MAI for all the interfering users simultaneously at each 
decision stage [53, 56, 57, 73]. As a result, PIC takes a multi-stage structure and has 
shorter processing delay, compared to SIC. Also, there is no need for user ordering since 
all users will receive the same treatment in removing their respective MAI. Generally, 
PIC uses hard decision to give tentative values, and in some cases, fails to guarantee 
performance improvements with more stages, due to improper interference estimates 
in cancellation. This is because a poor estimation of the MAI at early stages will not 
lead to performance improvement at later stages, therefore it is not wise to completely 
use that information to estimate the MAI. To solve this problem, another new parallel 
interference cancellation which is called partial parallel interference cancellation (PPIC) 
is proposed [56]. PPIC alleviates the performance degradation by weight method and 
acquires performance superior to conventional PIC with no increase in implementation 
complexity. Therefore, PPIC alleviates the above-mentioned problem by introducing 
a weight in each stage to reduce the cost of wrong estimations. Nevertheless, at a
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heavy system load, the update of user symbol estimations still becomes unreliable and 
may degrade the performance significantly. A linear version of this PPIC with weight 
optimization can be found in [74]. An example of practical realtime implementation of 
the PPIC scheme with complexity O (K ) per stage (K: number of users) is presented 
in [75]. In [76], Xue et al. suggested an adaptive least-mean-squares PIC (LMS-PIC) 
structure, where for each stage the weights are obtained by minimizing the mean- 
squared error between the received signal and its estimate through the LMS algorithm. 
Their results show a substantial performance improvement over the total-PIC and the 
conventional PPIC schemes. However, this approach involves much higher complexity 
of 0 ( K N N s) per stage, where N  is the processing gain and N s is the number of samples 
per chip.
P ro b a b ilis tic  D a ta  A ssocia tion
The probabilistic data association (PDA) filter introduced in [77] is a highly successful 
approach to target tracking in the case that measurements are unlabeled and may 
be spurious. Since then, it has been applied in many different areas, including digital 
communications. In the area of digital communications, the PDA algorithm is a reduced 
complexity alternative to the APP detector. Near-optimal results were demonstrated 
for a PDA-based MUD for CDMA systems [68,78-80]. Since the computation of an 
optimal MUD is prohibitively high, this suboptimal solution is proposed to provide 
reliable decisions with relatively low computational cost. However it should be noted 
that as concluded in [79] PDA performs well only for low order modulation schemes,
i.e. Binary Phase Shift Keying (BPSK) and Quadrature Phase Shift Keying (QPSK), 
and not for higher order modulations.
The PDA detector is based on approximating the MAI component in (2.8) by a Gaus­
sian random variable. Therefore, considering that the thermal noise is also Gaussian 
random variable, it can be noted that the effective noise can be modeled as Gaussian 
random variable too. Furthermore, PDA algorithm is applied sequentially and is done 
repeatedly in every iteration stage. Therefore, like SIC this algorithm is also sensitive 
to order of detected users because PDA algorithm works successively from one user
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to another. However, considering that this technique deals with soft values instead of 
hard values, the effect of interference doubling is expected to be less severe. In [81,82] 
it is suggested that if the users are appropriately sorted a performance improvement 
can be achieved.
2.3 Turbo M ultiuser D etector/D ecoder
In recent years, iterative (turbo) processing techniques have received considerable atten­
tion followed by the discovery of the powerful turbo codes [83,84]. The turbo principle 
of iterative processing has been applied to multiuser detection as well. Wang and Poor 
in [85], proposed an iterative receiver structure for decoding multiuser information data 
in a convolutionally coded synchronous multipath CDMA system. The receiver per­
forms two successive soft output decisions achieved by a soft-input soft-output (SISO) 
multiuser detector and a bank of single user SISO channel decoders. Therefore this 
technique allows its constituent decoders to exchange their extrinsic information itera­
tively in turbo-style fashion so that a better estimation can be achieved as the iterations 
goes on. A huge number of proposals utilizing different combination of MUD techniques 
and FEC code, along with their lower complexity approximations, incorporating turbo 
algorithm have been proposed and performed very close to single user bound [86-90]. 
Figure 2.4 depicts the structure of turbo MUDD. The motive behind the application 
of turbo style is that the complexity of a joint multiuser detector/ decoder that uses an 
optimal estimation of the original data symbols from the received signal is potentially 
quite high. In [91], it is shown that the optimal decoding scheme for an asynchronous 
convolutionally coded CDMA system combines the trellises of both the asynchronous 
multiuser detector and the convolutional code, resulting in a prohibitive computational 
complexity 0 (2 Kl): where K  is the number of users in the channel, and I is the code 
constraint length. Therefore, the prohibitively high complexity of the joint optimum 
detector/decoder was mitigated by applying turbo principle. Furthermore, in [90] an 
optimal iterative multiuser detector for synchronous coded CDMA system is derived, 
based on iterative techniques for cross-entropy minimization. A practical suboptimal 
implementation is also presented. The computational complexity of this method, how-
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Figure 2.4: Block diagram of turbo multiuser detector/decoder.
ever, is 0{2 h +  2l). which is still prohibitive for channels with medium to large number 
of users. A similar work has also appeared in [88].
2.4 M ultiuser Information Theory
The basics of information theory was established by Shannon in his celebrated paper 
[92] published in 1940s. where he defined the channel capacity, namely rate limits 
within which asymptotically error free communication can be achieved. Since then, the 
research community has been working in this area in order to establish a corresponding 
theory for multiuser channels. In the case of cellular systems, multiuser information 
theory can determine the fundamental capacity limits in terms of spectral efficiency, 
which can be achieved using optimal coding and decoding techniques.
In this section first the fundamental principles of the information theory such as the 
entropy and mutual information are reviewed. Subsequently, the Shannon capacity of 
the single user channel is studied briefly. Also an overview of the multiuser capacity 
metrics is presented and the capacity region of MAC is described.
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2 .4 .1  F u n d am en ta ls  o f  In form ation  T h eo ry
Here we present the definitions and properties of entropy and mutual information, two 
metrics which play a central role in information theory. Intuitively, the entropy gives 
a measure of the uncertainty of the random variable, while mutual information of two 
random variables is a quantity that measures the mutual dependence of the two random 
variables and it is the basis of channel capacity definition.
D efin ition  2.3. The entropy H (x) of a continuous random variable x  £ X  with prob­
ability density function p(x) is defined as [93]
ate Gaussian distribution with zero mean and n x n  covariance matrix Q, æ ~  CJ\f(0. Q) 
is given by [94]
From this theorem, we can conclude that the entropy of a random variable that follows 
the complex Gaussian distribution with zero mean and variance <7 , 3: ~  CA/r(0,cr2), is 
given by
T h eo rem  2.4. The entropy of a random vector x  which follows the complex multivari-
H (x) — log((-7re)n det Q). (2 .21)
H (x) = log (ttco2) . (2 .22)
D efin ition  2.5. The joint entropy H (x ,y ) of a pair of continuous random variables 
{x,y) G X 2 is defined as [93]
p{x,y) \ogp(x, y)dxdy, (2 .23)
where p(x,y)  is the joint probability density function of x  and y.
D efin ition  2.6. The joint conditional entropy H{y\x) is defined as [93]
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H (y\x) = -  /  p(x) /  p{y\x) logp(y\x)dxdy  (2.24)
J x  J x
=  - /  /  p(x,y)\ogp{y\x)dxdyJ (2.25)
y %
where p{y\x) is the probability density function of y conditioned on x.
Theorem  2.7. According to Chain rules, for a pair of random variables we will have 
[931
H (x ,y ) = H (x) + H (y\x), (2.26)
Proof.
H (x ,y )  — — /  p (x,y)\ogp(x ,y)dxdy  (2.27)
J x  J x
= - /  /  p(x, y) \ogp(x)p(y\x)dxdy (2.28)
=  - /  /  p (x ,y ) \o g p (x )d x d y -  /  p(æ,t/) logp(y|.r)d.7;dy (2.29) 
7 A' JAf VAf VAf
= -  I p(x) logp(x)dx -  /  /  p(z, 1/) logp(i/|a;)dzdi/ (2.30)
J x  J x  J x
=H (x) + H(y\x). (2.31)
D efinition 2.8. The mutual information between two continuous random variables is
defined as [93]
1{x'’y ) = L  L p{x’v) log i i ) ï ¥ ) dxdy <2-32)
= /  I  p{x,y) log t^Y Y -dxdy  , (2.33)
J x  J x  P \ x )
=  "  I x I x p ( < x , y ^ l o g p ^ d x d y  ~  ( y ~  J x  l x p ( x ’ y ) i o % p ( x \ y ) d x d y ^  (2 -3 4 )
= H (x) — H(x\y). (2.35)
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2 .4 .2  E rgod ic  C ap acity
According to Shannon [92], the channel capacity is the maximum data rate that can 
be reliably transmitted with asymptotically small error probability.
D efin ition  2.9. From informa,tion theoretic point of view, the channel capacity [93] is 
defined as the maximum mutual information of input x  and output y over all possible 
values of input distributions p(x) :
C  =  max/(æ; y). (2.36)
p(%)
T h eo rem  2.10. (Noisy-channel Coding Theorem [95]). For any error probability e>  0 
and rate R  < C, for large enough N  there exists a code of length N  and rate R  and a 
decoding algorithm, such that the maximal probability of block error is < e.
In this content, we will study the ergodic capacity of discrete-time channels. Let us 
begin by presenting the channel capacity assuming that the fading coefficient is constant 
thus we have a non-fading Gaussian channel.
T h eo rem  2.11. (Shannon’s law). The channel capacity of single user channel with 
coefficient h is given by
C — log +  —  |h |2^ , (2.37)
where P  is the average power constraint on the transmitted symbol sequence and N 0 
denotes the power of AWGN. For the Gaussian fading channel, the ergodic capacity can 
be evaluated as an expectation of the instantaneous channel capacity over a sequence 
of fading instances, which is sufficiently long for the properties of the ergodic fading 
process to be expressed. A stochastic process is said to be ergodic if its statistical 
properties can be deducted from a single, sufficiently long sample of process. Let the
coefficient h(i) G C represent the complex channel gain of the fading process.
T h eo rem  2.12. The ergodic channel capacity of the single user fading channel is given
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(2.38)
2 .4 .3  C ap acity  o f  M u ltip le  A ccess  C h an n el
In order to review the multiuser channel, it is necessary to start with the appropriate 
capacity metrics and moving toward the capacity of MAC.
M u ltiu se r  C ap ac ity  M etric s
Although in the case of single user channel, a single real-numbered value suffices to 
quantify the capacity, for the case of MAC a rate vector is needed to quantify the 
capacity of all source-destination pairs. Therefore, this rate vector R  should contain a 
single value for each of K  users in order to fully characterize the channel capacity:
Under a certain set of constrains such as power, minimum rate, etc., the set of all 
possible rate vectors define the capacity region of cellular channel. Therefore, because 
signaling dimensions can be allocated to different users in an infinite number of differ­
ent ways, multiuser channel capacity is defined by a rate region rather than a single 
number. This region describes all user rates that can be simultaneously supported by 
the channel with arbitrarily small error probability. Also, the union of achievable rate 
vectors under all multiuser transmission strategies is called the capacity region of the 
multiuser system. The following multiuser metrics are widely utilized in the literature 
on information theory:
• Sum  R a te  C apacity : The sum rate capacity is defined as the sum of all the 
rate vector elements as shown below
This can be used as a metric of the MAC channel, when there exists no constraint 
on the capacity allocation amongst the users.
R  =  [Ri, • • . ,R k ]t - (2.39)
(2.40)
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•  Sym m etric Capacity: The symmetric capacity is defined by maximizing the 
minimum of the rate vector under a set of constraints [96] :
Csym =  max min R. (2.41)
This can be used as a metric of the MAC capacity, when the objective is to 
provide fairness in terms of capacity allocation amongst the users.
• W eighted Sum  R ate Capacity: The weighted sum rate capacity is defined as 
the sum of the weighted rate vector elements
K
C w sr  =  w  • R  — ^ 2  wkRk: (2.42)
k = l
where w =  [u’i , . . . ,  wk ] is the weight row vector, denotes the weight of k-th  
user and sum w =  =  1. The weighted sum rate capacity can be used
as a metric of MAC capacity, when the objective is to allocate capacity to each 
user according to a weight factor.
At this point it should be noted that for the remainder of the thesis the term capacity, 
unless otherwise specified, refers to sum rate capacity. More information on weighted 
sum rate and symmetric capacity can be found in [97-100] and [101,102]
M ultiple A ccess Channel
The MAC (Figure 2.5.) consists of K  transmitters, each with power , sending to a 
receiver over a channel with power gain %. We assume that all transmitters and the
receiver have a single antenna. The received signal is corrupted by AWGN.
The MAC capacity region was first derived for two-user scenario in [93]. For K  users, 
the capacity region for MAC under AWGN channel is described by 2^  — 1 constraints, 
one for each possible non-empty subset S  of users:
C a w g n ( P )  — j Æ : R (S )  <  1-Klog ( l  +  ;y,? ç  { 1, j, (2.43)
where P  =  [P i,. . . ,  Px] and W  is the bandwidth of the channel. In this thesis, for any 
vector v, the notation v (S )  is used to denote Y ^iesv ( )^-
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Figure 2.5: Block diagram of MAC.
In [103,104], the results for capacity region is extended to the time varying fading MAC. 
For that case the capacity region is
CMAc{h, P)  —
J R  : R{S)  < WEh log 1 + Ylkes  l f^cl2 -Pfc WNq ,V ^Ç  (2.44)
where h  — [h i,. . . ,  hx] is a random vector with elements which have the stationary 
distribution of the joint fading processes.
2.5 Summary
In this section, we have presented different advanced multiple access techniques such 
as CDMA, OFDMA, MC-CDMA, GO-MC-CDMA, and IDMA. Also advantages and 
drawbacks of these multiple access techniques is discussed. Considering that CDMA 
based multiple access techniques require MUD, we have presented some classifications 
of MUD techniques. It is discussed that although linear MUD techniques are among 
the most popular ones, their performance degrades significantly in an overloaded con­
dition. Non-linear detectors such as PIC and SIC also have been described. Their 
performance is dependant on the first estimation being fed by the front-end detector.
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On the other hand the complexity of the optimum MUD grows exponentially with the 
number of users which make it practically inhibited. In this regard the application of 
low density signatures to CDMA systems is explained. However, it is discussed that 
the performance of this technique degrades significantly in multipath fading channels. 
On the other hand, OFDMA systems are able to combat the effect of multipath fad­
ing channels but they are not able to fully exploit the frequency diversity. Therefore, 
based on these theoretical aspects we aim to introduce a multiple access technique 
which can handle overloaded conditions with affordable complexity. Furthermore, the 
turbo MUDD technique is explained and compared in terms of complexity with the 
joint optimum MUDD. Finally, we have reviewed the fundamental theorems and re­
sults of the multiuser information theory, which are going to be useful while studying 
the capacity of LDS schemes.
Chapter
Multi-Carrier Low Density Signature 
Scheme
In recent years, there has been considerable interest in improving the efficiency of 
modulation and coding techniques to be used for broadband wireless services. Future 
wireless communication systems are expected to provide a range of high speed services 
with different QoS requirements. In this regard OFDM as a multi-carrier system is 
deemed to be a useful approach to cope with wideband service demands due to its ca­
pability of exploiting both time and frequency resources as well as interference shaping 
property [1]. By dividing a wideband fading channel into flat narrow-band channels, 
OFDM allows performing a high data rate transmission while avoiding inter-symbol 
interference due to channels frequency selectivity [2]. As mentioned earlier, OFDMA 
is an efficient extension of OFDM transmission to a multiuser communication scenario. 
As in OFDMA, user-data symbols are assigned directly to sub-channels, the frequency 
domain diversity is not achievable at modulation symbol level.
Considering that based on information theoretic treatment orthogonal transmission 
is not an optimal approach, here we propose an approach that combines benefits of 
OFDM based multi-carrier transmission in avoiding ISI with the idea on low density 
signature based spreading proposed for CDMA systems. Therefore, in this section the 
LDS structure is applied to OFDM systems, and we will refer to the proposed technique
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as LDS-OFDMA. Considering that the spreading is carried out in frequency domain 
this technique can be considered as a special case for MC-CDMA systems. We will show 
how LDS-OFDMA outperforms other multiple access techniques with consideration to 
complexity.
3.1 Low D ensity Signature O FDM A
In wireless communications, the frequency selectivity effect of multipath fading channels 
can be both a blessing and curse in the same time. In single-carrier CDMA framework, 
the frequency-selectivity effect provides an additional gain, namely the diversity gain. 
But this comes with an increase in computational complexity for signal equalization due 
to ISI as well as the inter-chip interference (ICI). However, recent works in multi-carrier 
system have indicated that, with a proper system design, the overlapping of the received 
signal at the time domain can be translated into the flat effect at frequency domain and, 
thus, easing the equalization of the signal [3]. Therefore, as LDS structures work greatly 
under channels without fading [43], in this chapter, the application of LDS structure 
is extended to multi-carrier CDMA frameworks. In other words, the performance of 
LDS-CDMA scheme in wideband channels degrades due to multipath fading. This 
happens because the inter symbol interference introduced by multipath fading causes 
different chips interfere to each other. Therefore, more number of users will interfere 
on one chip, this increases the density of LDS’s graph by adding edges to the graph 
representation of LDS. Considering that OFDMA combats the ISI problem, taking into 
consideration the wideband channel characteristics such as multipath propagation, we 
propose applying LDS structure to OFDMA. Also as OFDMA divides the channel into 
sub-channels, the assumption of block synchronous transmission becomes more valid 
for this system comparing to LDS-CDMA.
In LDS-OFDMA, due to low density signature structure every data symbol will only 
be spread over a small subset of subcarriers (effective processing gain) and also every 
subcarrier will only be used by a small subset of data symbols that could belong to 
different users. Therefore, each user’s transmission on a given subcarrier will only be 
interfered by a small number of other data symbols’ transmission. This new technique
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Figure 3.1: LDS-OFDMA block diagram.
can be understood as a system which applies LDS as multiple access technique and 
OFDM for m ulti-carrier modulation.
The conceptual block diagram of an uplink LDS-OFDMA system is shown in Figure 3.1. 
As depicted in this figure, in the uplink LDS-OFDMA system, the encoded user’s data  
will be spread using low density signature followed by OFDM  m odulation including 
transmission of each chip on a single subcarrier. Thus, the combination of the spread 
users' symbols will construct the OFDM symbol.
Figure 3.2 illustrates the LDS-OFDMA principle for a 4 subcarrier system containing 
3 users with 2 data  symbols per user. It shows the process of LDS spreading in more 
details. It can be observed th a t each chip represents a subcarrier of OFDM  m odulation 
and the data  symbols using the same subcarrier will interfere with each other. Obvi­
ously the amount of interference will depend on the allocated power of d a ta  symbols on 
each subcarrier and user’s corresponding channel gain. It should be emphasized th a t 
the power allocation is not necessarily uniform, thus a d a ta  symbol might be transm it­
ted over its assigned subcarriers with different power level and with different complex 
phases. The non-uniform power allocation is implicit as the non-zero components of the 
low density signatures are not constrained to have same magnitude. Only the overall 
norm of a signature vector is assumed to be normalized to 1.
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3.2 LD S-O FD M A  System  M odel
Consider a multiple access channel, corresponding to the uplink communications from 
multiple users to a single base station in a practical system. In the MC-CDMA tech­
nique, the original d a ta  stream s are first multiplied with their spreading sequences and 
then m odulated on different sub-carriers. LDS-OFDMA system is a special case of 
MC-CDMA system which its spreading sequences have low density.
We consider LDS-OFDMA system with K  users and user indices k  1 . . . . .  A . Let
Xfc be the constellation alphabet, from which the transm itted  symbol for user k will 
take its value. As discussed in chapter 2, the m odulated symbol for user k is formed by 
m apping a sequence of independent information bits b& G & fe c  to  W ithout loss 
of generality, all users are assumed to take their symbols from the same constellation 
alphabet, i.e.. X — X&. VA: 1 , . . . ,  K . In addition, we assume th a t different users have
identical number of d ata  symbols, M .
Introducing N  as the number of to tal chips, the spreading m atrix  for user k  will be 
S/,. [sM , . . . ,  G C ;VxA/, where m atrix  S& has only d*; (effective spreading factor)
non-zero values on each column. Let us define S =  S i , . . . .  S/^ -j G C NxMK  as the low 
density signature m atrix of the multiuser system. The norm of each signature vector is 
unity. Furthermore, let variable dr(l be the num ber of symbols th a t interfere with each
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other at chip n. We define A  =  d iag(A i,. . . ,  A/<-) as the transmit power gain of users 
and Hfc =  d ia g (% j,. . . ,  as the corresponding channel gain for the kth user.
In LDS-OFDMA, each user’s generated chip will be transmitted over an orthogonal 
subcarrier. Therefore, the received spreading sequence for data symbol m  € {1, . . . .  M} 
of user k can be represented by gfc m =  A&H&s&^. To be more specific, the received 
signature gain at chip n of data symbol rn of user k will be = Afch/Cins^ m.
For better understanding of the LDS structure, let 6 be the indicator vector for 
k-th  user, whose components are all-zero but with ones in d% components. The LDS 
indicator Matrix is given by I ld s  =  [ii, • • •, i/<r]. To manage a maximum of K  users 
with N  chips, LDS N  x K  indicator obeys the following requirements:
1. Each row of S contains a maximum of d™ < K  1’s.
2. Each column of S contains a maximum of d^ < N  1’s.
3. Each user must be able to reach other users in the system. In other words, 
there exist a path (either directly or indirectly) between every two vertices in the 
bipartite graph representation of LDS structure.
Let Jn  =  {(k ,m ) : s ^ m ^  0} be the set of data symbols (which may belong to different 
users) that interfere on chip n. Also, let £k,m — {n : s£ rn ^  0} be the set of different 
sub-carriers that the m th symbol of user k is spread on. For an uplink MC-CDMA 
system, the received signal at subcarrier index n can be written as:
K  M
Vn — 9k,rnx k,m +  vn-: (31)
k=l m=l
where vn is the complex white Gaussian noise with variance per real symbol N q/2  and 
Xk,m is the m th data symbol of user k. Therefore, considering that in LDS-OFDMA 
system, the signature has limited number of nonzero positions, we can modify the 
received signal at nih chip (subcarrier) as follows:
( k ,m)ejn (3.2)
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where xlnl and g[nj denote the vector stacking the symbols transmitted by every user 
participating in chip index n and their corresponding fraction of effective receive signa­
ture values, respectively. At the receiver side, after performing OFDM demodulation 
operations the signal is passed to a near-optimum MUD based on Message Passing 
Algorithm.
3.3 Low D ensity Signature D esign
In this section, we explain how low density signatures, i.e.. the sequences which are 
mainly populated with zeros, are created. The explanation is given with the assumption 
that M  =  1 for simplicity. This structure helps switch off a large number of chips in 
each user’s signature. LDS with density factor 0 <  (& < U which represents the ratio 
of the number of chips used by kth user to the total number of chips N , is generated 
in a process with the following steps:
1. A random signature (vector) with length =  (j^N for user k  is generated. Each 
element of this vector is a random variable with a Gaussian distribution. This 
means that the effective processing gain for user k is equal to d^.
2. Zero padding is carried out by adding N  — zeros at the end of the signature 
for user k such that the processing gain of the system becomes N .
3. The permutation pattern TTfc =  {7r&(l),7r&(2), ...,7r&(AT)} is chosen randomly and 
applied to the zero-padded signatures of user k. Thus, the none zero components 
of the permuted signature for user k will appear in €k — {%-&(!), 7r&(2), ...,%-&(?;&)} 
positions. Furthermore we define V  =  {tti, 772, vr/f} as the set of all users’ 
permutation patterns.
Let Sfc — [skti, • • •, Sk,N]T be the generated signature for user k. By arranging the 
generated signature for all users the LDS m atrix S  = [ s i , . . .  ,«/<■] will be produced, 
where column k represents the permuted signature of user k.
In [105], sets of spreading sequences that are specifically designed to suit a belief- 
propagation multiuser detection structure were presented. It is shown that the perfor­
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mance improvements can be achieved using this structured approach if compared to 
the LDS with random signatures.
3.4 Factor Graph Representation
A class of chip-Level MUD can be fully described by a factor graph Ç(U. C) [106], which 
is the bipartite graph representation of its factorization. In factor graph representa­
tion, to make it more clear the transmitted symbols are considered to belong just to 
different users. An LDS system, with K  users and N  sub-carriers, is represented by the 
factor graph Q(U,C) where C and U are the sets of function nodes and variable nodes, 
respectively. Each chip is represented by a function node c € C and each user-symbol is 
represented by a variable node uÇ^lÀ. The connections between the received subcarrier 
and its related users are shown by edges. Let en (æ&) represent the edge connecting vari­
able node Ujt and function node c^. Thus, the edge en(xk) exists if the n-th  component 
of the indicator vector has value of 1.
Each node in the factor graph processes the information received from its adjacent 
nodes. The function node computes the local channel observation, whereas the variable 
node combines several local channel observations made by the adjacent function nodes.
Using the aforementioned definition, it is straight forward to check that the factor graph 
representation of the conventional MC-CDMA structure is drawn as a forest-like, where 
each variable node is connected to all function nodes. However when LDS structure is 
employed, each variable node is connected only to function nodes c*, Vn 6 £k and 
each function node cn is connected only to d™ variable nodes V& E J n. Figure 3.3 
depicts an example of factor graph representation of the LDS structure with 13 users 
and 6 chips.
3.5 Chip-Level Iterated M ultiuser D etection  Technique
The optimum MUD problem can be solved by finding the maximum likelihood func­
tion of all the transmitted symbols from all users [48]. Let Pk(xk,m) be the a priori
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LDS Graph (13.6)
Figure 3.3: Factor graph representation of LDS scheme.
probability of symbol æ&.m- Re-call (2.15), the chip level APR for x ^ /m using optim um  
MAP detection is given by the following marginalization:
Pk,m,n(^k,m\yn) ^  ^   ^ P{lJn\^  ^ Pu(■I'k1 ,m' )• (3-3)
x n] &idr- (k',Tn')<=Jn\(k,m)
In this equation the estim ation of Xk,Tn is carried out only based on a single observation 
while Xk.m is spread over d% chips. Therefore, in order to  estim ate the observation 
must be taken in d^ . chips. The transm itted  symbol can be estim ated using
% arg max TT (3.4)
However the chip level MUD given in (3.4) dose not incorporate all the knowledge 
available a t the receiver, since it just considers the observations on the spread chips for 
corresponding symbol. Considering that the the MAP algorithm  is optim um  since it 
minimizes the joint error probability, we can see th a t the given one-shot MUD is not 
optimum. To solve this problem we propose the application of MPA to the given MUD. 
Using this algorithm  the MUD will iteratively approxim ate the MAP algorithm  given 
in (3.3), thus we can have a near to  optimum  MUD. Because the MUD of LDS-OFDM A 
is iterative and operates at the chip-level, the resultant technique is term ed the chip- 
level iterated  (CLi) MUD. Because of small number of interferers in each subcarrier, 
applying maximum a posteriori based chip-level iterated (MAP-CLi) MUD is feasible 
for LDS-OFDMA.
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The design of this MUD is based on MPA, which requires iterative exchange of messages 
between the function and the variable nodes. A message is defined as follows:
D efin ition  3.1. (message). The message is defined as a vector o f size |X| comprising 
the reliability values of the symbol associated with edge en(-7;fc,m)- The message is repre­
sented in its numerically stable logarithmic format and is norm,alised to have the sum of 
all probability values of the constellation symbol alphabets equate to one. For antipodal 
modulation, such as BPSK, the message is a vector of size one that represents the LLR  
of the bit, thus, no normalization is required.
Let L n ^ (x k ,m) be the message sent along the edge en(xk,m), at j th iteration, from 
variable node Uk,m to function node cn. Similarly, a message from the function node to 
the variable node is given by Lnj<r-(xk,m)- Assuming there are no a priori probabilities 
available, the initial messages (j — 0) are set to zeros: — 0,Vfc,m,Vn. The
messages are updated using the following rules
It can be easily seen from (3.5) and (3.6), that all messages are updated by the extrinsic 
information. In order to approximate the optimum MAP detector, the right hand side 
of (3.6) represents marginalization function which is based on (3.2) and can be written 
as:
CK f  {xk^mll/n: Lh, ^{x k ' , m ' ) i  m  £ ffn \  (&, 77l)) . (3.6)
(3.7)
Z
Where the conditional probability p^(i/^|xM) and a priori probability P?i(xk',m') are 
given as
P7(yn|xM) oc exp -  g L x N ||2)  , (3.9)
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, m ' )  — CXP ? (3.10)
As can be seen the mentioned equation based on observed chip yn and a priori input 
information Pn(xk',mr)i calculates extrinsic values for all the constituents bits involved 
in (3.2). Combining (3.9) and (3.10) into (3.8), the message update is given by
L n ^ { X k , m )  — K n , k ,m  ,n ,i a x d [  ^ n , - ^ ( x k ' , m ' )  ~  T ^ Z ^ l l V n .  ~  ë l n ] ^  \^\ I  ’
(3.11)
where K n ,k ,m  denotes the normalization coefficient and
max {a, b) — log (ea +  . (3.12)
This technique is termed CLi log-MAP (LM) detection. After the message passing has 
converged or has reached the maximum number of iteration J , the posteriori probability 
of the transmitted symbol is estimated as
P k , m { x k , m )  — ^  (3.13)
and by using the hard decision, the estimated value of a^.m is given by
2t,m =  argmaxLt,m(zA:,m). (3.14)
^/c,m G A
The implementation algorithm of CLi LAI MUD is summarized in Table A .l and Figure 
A .l in appendix A. For the system with FEC after appropriate number of iterations,
the soft output which is calculated using (3.13) for each variable node, could be sent
to the channel decoders to have the final hard decision at the decoder.
3.6 LDS-O FDM A in Comparison w ith Existing M ultiple  
Access Techniques
In this section, the properties of LDS-OFDMA arc discussed and the scheme is com­
pared with different MAC techniques.
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3 .6 .1  F req u en cy  D iv ersity
As discussed earlier, OFDMA systems offer no diversity in frequency domain. However 
coded OFDMA (C-OFDMA) system is able to gain a diversity order up to the minimum 
Hamming distance of the code [107]. Therefore, in OFDMA systems, a code with 
minimum distance significantly greater than the channel order is required to achieve 
full diversity [108].
We expect that using spreading in frequency domain will improve the performance 
of the system, by introducing a larger degree of frequency diversity which is propor­
tional to dy, the effective spreading factor. Furthermore, since the detection of LDS 
structure is done fruitfully in the subcarrier level, frequency diversity can be gained 
by assigning distributed and spaced-sufficient subcarriers for spreading of a given data 
symbol. Therefore, by spreading over a limited number of chips the system will still 
be able to gain frequency diversity. Interestingly, the created LDS structure will also 
create diversity on the interference experienced by each data symbol. Although com­
pared to OFDMA; LDS-OFDMA better exploits frequency diversity, its diversity gain 
is less than the one for MC-CDMA and GO-MC-CDMA, as they offer full frequency 
diversity [109], [38] (The order of diversity is related to effective spreading size).
3 .6 .2  C o m p u ta tio n a l C o m p lex ity  o f  M u ltiu ser  D e te c to r
As already discussed in previous section the data symbols are spread over a small 
portion of available chips for each sequence. Therefore, Compared to conventional 
CDMA based techniques, LDS structure will reduce the number of interferers in each 
chip and will allow applying the close to optimum MUD based on MPA. Thus, in 
order to approximate the optimum MAP detector, an iterative chip-level SISO MUD 
is used. Furthermore higher loaded conditions become possible in comparison with 
conventional linear detection techniques such as MC-CDMA that can only operate 
under 100% loading. For notation brevity, it is assumed that equal number of symbols 
arc allowed to interfere to each other at all chips, d™ =  dc,Vn — 1 , . . . ,  AL Thus, at 
each received chip, a users symbol will have only dc — 1 interferers, where dc <C K.
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The order of complexity of the MAP receiver will turn out to be 0 ( |X |^ )  which is 
significantly reduced comparing to C?(|X|^) for optimal MUD. To be more specific, the 
complexity will be
Computational complexity =  |X|dr x (No. of MUD iterations) x N.  (3.15)
Further reduction in complexity of multiuser detection for LDS is possible using Grouped- 
based technique. This technique works by arranging the interfering users of a chip into 
two groups and approximate the LLR of the interference coming from other group as 
a single symmetric Gaussian distributed variable and also using Max-Log-Map instead 
of Log-Map will reduce the complexity [44]. Consequently, although the complexity is 
increased as compared to OFDMA, its growth is much less than the optimum MUD 
used in MC-CDMA.
High complexity of optimum MUD of MC-CDMA, motivates the design of Group- 
Orthogonal MC-CDMA through frequency-selective fading channels, in order to achieve 
the maximum possible channel diversity while being able to accommodate dynamic load 
changes. In GO-MC-CDMA the whole system can be decoupled into independent MC- 
CDMA systems. In contrast to the LDS structure, by a factor-graph representation, 
in each group there is full connection between the function nodes and variable nodes 
and there is no connection between the groups. Therefore, applying message passing 
algorithm is inefficient due to the full connectivity of the graph. The complexity of the 
system totally depend on the size of orthogonal groups as the complexity for maximum 
likelihood detection in GO-MC-CDMA increases exponentially with the number of 
active users per group [38].
3 .6 .3  O verload ed  C on d ition s
Due to bandwidth limitation, the number of users naturally exceeds the available di­
mensions as the demand for the spectrum is increasing. Conventional signature design 
for multiple access systems such as MC-CDMA and GO-MC-CDMA is based on orthog­
onality between the sequences to avoid interference therefore, they have the constraint 
that number of users is equal to number of chips [110].
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Figure 3.4: Near-far resistance performance of LDS-OFDMA.
Definition 3.2. (LDS-OFDMA system loading). The system loading in synchronous 
LDS-OFDMA systems is described as the ratio o f the number o f transmitted data sym ­
bols to the number of subcarriers (or processing gain) and is denoted as j3 — K M / N . 
The system is called in under-loaded, fully-loaded and overloaded conditions when (3 < 
1, (3 =  1, and 8 > 1, respectively.
As the design of LDS-OFDMA is not based on orthogonality; therefore overloaded 
conditions can be supported. LDS system can approach near single-user performance 
for a CDMA system with up to 200% loading [43].
3.6.4 Near-Far Effect
The near-far problem (i.e., the effect of unequal received energies) is the principal short­
coming of direct sequence CDMA systems. On the other hand, by jointly detecting 
all users' symbols, optimum multiuser detection for CDMA systems is near-far resis­
tan t [111]. Considering th a t in the MUD of LDS-OFDMA an iterative joint process has
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been employed for detecting different users’ symbols and the fact that the performance 
of LDS MUD is close to optimum MUD, we can conclude that LDS-OFDMA is robust 
against unequal received powers. Figure 3.4 shows the performance of near-far resis­
tance for LDS-OFDMA MUD with different numbers of chips. The simulation is done 
for the case where E^/Nq is equal to 15 dB for the first user, and E i / N q of other users is 
different. The BER performance of the first user is shown according to AE^/No,  which 
represents the difference in E iJ N q of user of interest from the E^ /Nq of other users (all 
other users have equal E^ /Nq). The results are shown for an LDS-OFDMA system with 
different numbers of chips and loads. It can be seen that unequal received power has a 
minor effect on the performance of user of interest for all the scenarios. Furthermore, 
the performance of the LDS-CDMA system against the near-far effect, problem has 
been analysed in [43]. These results match the results shown for LDS-OFDMA, since 
both techniques are based on low density signatures. In order to achieve an even better 
near-far resistance, the system can resort to power control mechanisms. Several algo­
rithms are introduced in the literature for the optimum power control of MC-CDMA 
systems [112-114], which can be applied to LDS-OFDMA if necessary.
3.7 Performance Comparison w ith Existing M ultip le A c­
cess Techniques
In this section, the performance of designed LDS-OFDMA is evaluated and compared 
with other spread-spectrum multiple access systems. In conventional MC-CDMA, each 
user’s symbols are spread over all the subcarriers. For uplink, the orthogonality among 
the users’ codes is lost due to the independent frequency-selective channel of the users, 
which cause MUI. Even though optimum MUD can mitigate the MUI, its complexity 
increases exponentially with the total number of transmitted symbols. Considering the 
prohibitive complexity of the optimum MUD, linear detectors have been considered for 
MC-CDMA. The linear MMSE detector is the optimal linear detector that maximizes 
the output SINR [115]. Furthermore, GO-MC-CDMA [38] has boon proposed recently 
to enable the maximum available frequency diversity and reduce the effect of MUI. 
The basic idea of GO-MC-CDMA is to partition the available subcarriers into groups
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and distribute users among the groups. The users that arc assigned subcarriers of the 
same group are separated via spreading codes. The users in each group are immune 
to interference from other the groups. The main advantage of GO-MC-CDMA is that 
each group functions as an independent MC-CDMA system with a smaller number of 
users. Consequently, the deployment of optimum MUD within each group will be com­
putationally feasible. It has been shown that the performance of GO-MC-CDMA is 
very close to the single-user bound [38] while keeping the complexity affordable. Hence, 
in terms of complexity, it is essential to compare the LDS-OFDMA system with GO- 
MC-CDMA. In GO-MC-CDMA the whole system can be decoupled into independent 
MC-CDMA systems. In contrast to the LDS structure, by a factor-graph representa­
tion, in each group there is full connection between the function nodes and variable 
nodes and there is no connection between the groups. Therefore, applying message 
passing algorithm is inefficient due to the full connectivity of the graph.
Therefore, in this section, firstly the performance of designed LDS-OFDMA is compared 
with MC-CDMA and GO-MC-CDMA systems 1. The performance is evaluated using 
Monte Carlo based simulations over multi-path fading channel. The single-user BER 
bound with the same channel profile is also considered in the comparison. Throughout 
the simulations, the overall number of information bits transmitted by all the systems is 
kept equal to ensure a fair comparison between the systems. The simulation parameters 
are listed in Table 3.1. The number of subcarriers used is the same as in [38] to keep the 
complexity of the optimum MUD feasible. The performance of the systems is compared 
for 100% and 200% loading. For GO-MC-CDMA, the number of subcarriers per group 
is set to 4 and Maximum Likelihood detection is employed per group. Linear MMSE 
detection is used for MC-CDMA and the processing gain is equal to the number of 
data sub-channels. For MC-CDMA and GO-MC-CDMA systems, orthogonal codes, for 
100% loading, and Welch Bound Equality, for 200% loading, are used. The spreading 
codes are constructed using the algorithm developed in [116]. A regular graph structure 
is maintained for LDS-OFDMA while its signatures are generated randomly.
Figure 3.5 shows the BER results for 100% and 200% loading for LDS-OFDMA in 
comparison with MC-CDMA. The results show that, LDS-OFDMA outperforms the
1 results are produced jointly as part of the work in [6].
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Table 3.1: Simulation Parameters for LDS-OFDMA
Number of Users 10
Number of data sub-channels 60
FFT size 64
Sub-channel bandwidth 15 KHz
Sub carriers per user (OFDMA) 6
M ultipath channel model ITU Pedestrian Channel B
LDS-OFDMA MUD technique Max-Log-MAP
Channel coding Half-rate convolutional code
Data streams per user
100% Loading 6
200% Loading 12
400% Loading 24
Effective spreading factor (LDS)
100% Loading dv =  3
200% Loading dv =  3
400% Loading dv — 2
Symbols per subcarrier(LDS)
100% Loading dc =  3
200% Loading dc =  6
400% Loading dc — 8
MC-CDMA with MMSE detector. This is because using near to optimum CLi detector, 
LDS’s detector is more efficient than the MMSE detector in eliminating the MUI. 
For 100% loading, LDS-OFDMA outperforms MC-CDMA by 8.1 dB at BER= 10” 3 
which is a significant gain. Also the results show the MMSE detector fails to attain  
a satisfactory BER performance under the overloaded conditions, while LDS-OFDMA 
gain a performance near to single user bound under 200% load condition.
Furthermore, we compared the proposed technique with GO-MC-CDMA which is newly 
introduced and proved to have promising performance in terms of BER. Figure 3.6
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Figure 3.5: Performance results for LDS-OFDMA in comparison with MC-CDMA.
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Figure 3.0: Performance results for LDS-OFDMA in comparison with GO-MC-CDMA.
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shows the BER results for 100% and 200% loading for LDS-OFDMA in comparison 
with GO-MC-CDMA. As it can be observed from the figure, LDS-OFDMA system 
achieves performance close to the GO-MC-CDMA system, which employs optimum 
MUD. However, the complexity of the LDS detector is less than the complexity of 
GO-MC-CDMA. As in LDS-OFDMA the complexity increases exponentially with the 
number of symbols per subcarrier (dc) ,  a complexity order of 0 ( |X |3)and 0 ( |X |6) is 
required for 100% and 200% loading, respectively. While in GO-MC-CDMA the com­
plexity increase exponentially by the number of transmitted symbols in each group, 
which result in complexity order of C?(|X|4) and 0 ( |X |8) for 100% and 200% loading, 
respectively. Considering the results all together, it can be concluded that the designed 
LDS-OFDMA system can achieve performance close to the GO-MC-CDMA system 
with less complexity. Moreover, LDS-OFDMA system outperforms the system that 
employs MC-CDMA with linear MMSE detector.
Finally since we propose LDS-OFDMA as a promising candidate for the future multiple 
access techniques it is necessary to compare its performance with the latest existing 
techniques. In this regard the performance of LDS-OFDMA is compared with OFDMA 
which is the technique used in the LTE-Advanced. We present the simulation results for 
both OFDMA and LDS-OFDMA systems over a typical multipath fading channel. The 
performance of LDS-OFDMA is compared with OFDMA system under different system 
settings. The simulation parameters are listed in Table 3.1. Similar to previous analysis, 
throughout all simulations the overall number of information bits transm itted by both 
systems is adjusted to be equal to ensure a fair comparison between the two systems. 
Also for all simulation results it is assumed that at the receiver side complete knowledge 
about the channel condition for different users in addition to complete knowledge about 
the number of users and signature is available.
Initially the evaluation is carried out for un-coded case, i.e. without error correction 
coding in order to investigate the frequency diversity gain of LDS scheme. Figure 
3.7 shows the BER results of 200% loaded BPSK LDS-OFDMA and QPSK OFDMA 
where both systems are un-coded. As expected LDS-OFDMA outperforms OFDMA 
by 11.77 dB at BER =  10-3 which is because OFDMA offers no frequency diversity 
while LDS-OFDMA does.
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Figure 3.7: QPSK OFDMA vs. 200% overloaded LDS-OFDMA BER performance for 
un-coded case.
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Figure 3.8: QPSK OFDMA vs. 200% overloaded LDS-OFDMA BER performance for 
coded case.
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Figure 3.9: 16-QAM OFDMA vs 400% overloaded LDS-OFDMA BER performance for 
coded case.
Simulation results for coded systems are presented to show the effect of coding on 
frequency diversity as well. Figure 3.8 shows the BER results of 200% loaded BPSK 
LDS-OFDMA and QPSK OFDMA when both  are using the same error correcting 
convolutional code with rate 1/2. As we can see from the Figure 3.8, even for system 
with channel coding still LDS-OFDMA m aintains its superiority to  OFDMA systems by 
approximately 3.4 dB and 5.54 dB at a BER of 10~~3 and ID-5 , respectively. Simulation 
results show th a t the interference due to  spreading sequences in LDS-OFDMA is paid 
off by the gain achieved through frequency diversity.
The simulation result for higher loaded conditions is shown in Figure 3.9. As it is shown 
the BPSK coded LDS-OFDMA system with 400% loading offers 6.65 dB and 9.1 dB gain 
over 16-QAM coded OFDMA at BER of 10" ' and 10~5, respectively. Therefore. LDS- 
OFDMA could improve the performance even for higher loaded conditions. Also it is 
considerable th a t the results are shown for a lower dv — 2 to decrease the com putational
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Figure 3.10: BER performance of QPSK OFDMA with half ra te code vs 400% over- 
loaded BPSK LDS-OFDMA with rate 1/4.
complexity as the complexity already increased by high loading.
Considering th a t 16-QAM m odulation itself can affect the BER performance com­
pared to BPSK and QPSK. it is neccassary to  compare the performance of 400% LDS- 
OFDMA with QPSK OFDMA. In this regard to keep the spectral efficiency the  same for 
both systems, a ra te 1/4 convolutional code with generator G — (117. 127. 155. 171) is 
used for LDS-OFDMA. The codes are chosen in such way that they have similar decod­
ing complexity. Therefore, considering th a t the complexity of decoder depends on the 
constraint length of the code we chose codes with equal constraint lengths from [117], 
so they have optimum distance spectrum. Figure 3.10 shows the performance com­
parison for these two systems. As we can see the LDS-OFDMA is able to outperform  
OFDMA by about 7.4 dB gain at BER. of lO"™5. Comparing this result w ith the one 
for systems with similar convolutional codes we can say th a t the gain is decreased 1.7 
dB but LDS-OFDMA still has superior performance compared to OFDMA.
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Figure 3.11: BPSK OFDMA vs. 100% loaded LDS-OFDMA BER performance for 
coded case.
Finally, to be able to evaluate the effect of loading, the numerical results for a system 
without loading or 100% loading is shown in Figure 3.11. This figure shows th a t the 
LDS-OFDMA gain is reducing as the loading decreases. For instance in this figure the 
gain is around 0.85 dB and 1.2 dB gain at BER of 10~3 and 10~°, respectively. To offer 
the same level of spectrum  efficiency, OFDMA system must increase its d a ta  symbols 
constellation size to keep up with loading raise of LDS-OFDMA system. Therefore, 
a comparison of Figures 3.8 and 3.9 shows, as we make both  systems to  offer higher 
spectral efficiency the OFDMA system becomes less and less competitive due to use of 
higher order modulation. Specifically, the 3.4 dB performance gain of LDS-OFDMA 
over OFDMA at the BER =  lO- '"1 in Figure 3.8 is increased to Ü.65 dB gain in Figure 
3.9. Also a t the same BER, the results for 200% loading showed 2.55 dB improvements 
in the gain comparing to 100% loading. Considering the results all together, it can 
be concluded that the LDS-OFDMA system 's enhancement is larger for higher loaded
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conditions.
Although in a high loaded condition LDS-OFDMA faces heavy interference and this 
can derive its performance away from its single user operation, but at the same time it is 
getting better possibility to exploit frequency domain diversity. The overall impact will 
render an advantageous situation for LDS-OFDMA as both systems are pushed to offer 
more data rate. Therefore, LDS-OFDMA could improve the performance comparing 
to OFDMA but with the cost of complexity. It is noticeable that the complexity of 
LDS-OFDMA is higher than the conventional OFDMA but it is still affordable.
3.8 Summary
In this chapter, an MC-CDMA system which uses LDS structure for spreading is intro­
duced as an uplink multi-carrier multiple access scheme. The performance verification 
shows that LDS-OFDMA is better than other multiple access techniques such as conven­
tional OFDMA systems and MC-CDMA over multipath fading channel. On the other 
hand, this technique could achieve performance close to the one for GO-MC-CDMA, 
with less complexity. Therefore, LDS-OFDMA is an efficient multiple access technique 
which is able to gain more frequency diversity than conventional OFDMA systems and 
coded OFDMA systems. The created LDS structure is able to gain frequency diversity 
and create diversity on the interference experienced by each data symbol.
Motivated by the performance improvement of LDS-OFDMA, our objective is now to 
optimize the LDS structure to be able to increase spectral efficiency by increasing the 
loading or modulation order while maintaining close to single user performance. To do 
so the iterative multiuser detector must be considered in the design of LDS graph as the 
performance highly depends on the iterative MUD. Besides a joint design of LDS graph 
and receiver architecture, an analysis of convergence behavior of the system is necessary. 
EXIT chart is a useful tool for analyzing the convergence behavior of iterative systems. 
Thus, in next chapter the extrinsic information transfer characteristics of LDS-OFDMA 
is evaluated.
Chapter I
Analysis and Design of the Receiver of 
LDS-OFDMA Technique
As shown, LDS-OFDMA technique benefits from frequency diversity besides its ability 
of supporting parallel data streams up to 400% more than the number of subcarriers 
(overloaded condition). LDS-OFDMA operation under overloaded condition requires a 
well designed iterative receiver. Considering that the receiver of LDS-OFDMA detects 
different users’ symbols using an iterative algorithm, in order to increase the spectral 
efficiency, we must first optimize LDS-OFDMA structure. Therefore, a joint design 
of LDS graph and the receiver architecture in addition to analysing the convergence 
behaviour of the receiver is necessary. To do so extrinsic information transfer chart 
(EXIT chart) analysis were used to find design guidelines for a better LDS structure 
besides tuning the iterative detector. Throughout this chapter, the evaluation is done 
on inner MUD iterations over AWGN and multipath fading channel. It is noticeable 
that the results presented at this stage are related to a system without FEC coding.
4.1 Relevant Work Regarding EXIT Chart A nalysis Tool
Since the discovery of turbo codes in 1993 [84], the turbo principle of iterative processing 
has been applied to channel estimation, decoding techniques, and multiuser detection in
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coded communication systems [80,118]. Extrinsic information transfer chart introduced 
by Stephan ten Brink [119] is a useful tool to analyze the information transfer between 
the two components of a decoder with iterations. It works by following the mutual 
information flow of the messages that are exchanged at the iterations. In this section 
we will briefly explain how EXIT chart is used for analyzing and designing different 
turbo style systems. This will help us apply EXIT chart for LDS-OFDMA and use it 
for finding design guidelines for our system.
4 .1 .1  E X IT  C hart A n a ly sis  for T urbo C od es
Turbo codes are a class of high-performance forward error correction codes constructed 
by using two or more component codes on different interleaved versions of the same 
information sequence. Two parallel concatenated systematic codes, separated by an 
interleaver are analyzed using EXIT chart in [120]. In turbo codes, instead of decoding 
the complete code (which would be complicated), the two component codes are decoded 
separately by using the feedback information gained by the other decoder.
In order to find the EXIT functions, two observations were considered to predict the 
behaviour of the iterative decoder by only looking at the input/ output relations of 
individual constituent decoders. The first one is that the probability density func­
tions of the extrinsic output (a priori inputs for next decoder) approach Gaussian-like 
distributions with increasing number of iterations while the other observation is that 
for large interleavers the a priori values remain fairly uncorrelatcd from the respective 
channel observations (to get a better separation of both decoders). Considering these 
observations, a priori input A  (which is a log likelihood ratio value) to the constituent 
decoder can be modeled by applying an independent Gaussian random variable ua  with 
variance and mean zero in conjunction with known transmitted information bits x. 
Therefore, Mutual information I  a between the input x  and a priori knowledge A  can be 
calculated for both constituents. Calculation of extrinsic output mutual information 
with transmitted bits ( I e ) can be carried out using Monte Carlo simulation results. 
Viewing I e  as a function of Ia and Ei/Nq  value, the extrinsic information transfer
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characteristics arc defined as:
=  (4.1)
To compute T(Ia-, Ei/Nq),  independent Gaussian random variable A  is applied as a 
priori input to the constituent decoder. In EXIT chart the input of one decoder is the 
output of the other decoder and reverse, thus, both decoder characteristics are plotted 
into a single diagram to account for the iterative nature of decoder. The exchange of 
extrinsic information can be visualized as a decoding trajectory. The iteration proceeds 
as long as the mutual information increase by number of iterations J , therefore having 
I e 2 ,j+i = T2 {Ti(IE2 ,j)) leads to the inequality Ti(IE2 ,j) > The iteration
procedure terminates if Ti( Ie 2 j )  — which corresponds to an intersection of
both characteristics in the EXIT chart [120]. EXIT chart analysis for turbo codes was 
used for evaluating the convergence behaviour of different combination of convolutional 
codes for different signal to noise ratios.
4 .1 .2  E X IT  C h art A n a ly sis  for Low  D e n s ity  P a r ity  C h eck  C o d es
Low density parity check (LDPC) codes were invented by Robert Gallager [121] in his 
Ph.D. thesis. LDPC codes are a type of linear EEC codes obtained from sparse bipartite 
graphs. LDPC codes can be defined by a sparse parity-check m atrix which is regularly 
produced randomly with the consideration of the sparsity constraints. A general class 
of decoding algorithms for LDPC codes arc called message passing algorithms which are 
iterative algorithms. EXIT charts arc used for designing LDPC codes by dividing the 
decoder in two components which exchange messages; variable node decoder and check 
node decoder. The EXIT chart curves for variable node decoder and check node decoder 
can be driven theoretically. Using the EXIT charts, a new method of optimization of 
LDPC codes is proposed in [122] which takes into account the check nodes degree, and 
perform a joint optimization with variable nodes.
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4.2 EXIT Chart A nalysis of Iterative M ultiuser D etector  
of LDS-O FDM A
EXIT chart is a useful tool to analyse the information transfer between the two compo­
nents of a decoder with iterations. Inspired by the message passing schemes presented 
in [120,123], in this section the extrinsic information transfer characteristics are evalu­
ated to describe the flow of information through the SISO components of the multiuser 
detection algorithm for the multiuser symbol detector of LDS-OFDMA scheme. 
Although, LDS-OFDMA by nature is designed for channels that vary over frequency, 
the design guidelines are related to the performance of the algorithm which is used for 
symbol detection. Thus, the evaluation is carried out for AWGN channel and then it 
is extended to multipath fading channel.
4 .2 .1  A p p lica tio n  o f  E X IT  C hart to  M U D  o f  L D S S ch em e
The factor graph of LDS’s MUD contains variable and function nodes which are con­
nected via appropriate edges. Using MPA in an iterative manner variable nodes calcu­
late the extrinsic messages related to function nodes according to a priori information 
they receive from other connected function nodes, and the same rule applies for the 
extrinsic messages that function nodes send to variable nodes. Note that the message 
which is exchanged on each edge on either direction only contains information about 
the corresponding variable node. To be able to evaluate the transformation of extrinsic 
information for the detector, the sets of variable and function nodes are referred to as 
variable node detector (VND) and function node detector (FND), respectively. The 
edge interleaver connects the function nodes and variable nodes, each of which repre­
sents a spreading matrix.
Figure 4.1 shows the structure of the iterative LDS multiuser detector. As it is shown 
the extrinsic L-values arc passed on and interpreted as a priori information by the other 
detector. An EXIT chart characterizes the operation of detectors. EXIT chart anal­
ysis carried out in this thesis is based on the analysis that was developed by Stephan 
ten Brink in [120]. We will write I  a for the average mutual information between the 
bits on the detector graph edges (which are the bits about which extrinsic L-values
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Figure 4.1: Iterative MUD for LDS-OFDMA.
are exchanged) and the a priori L-values. Similarly, I e  refers to the average m utual 
information between the bits on the graph edges and the extrinsic L-values.
EXIT charts is applied to  the MUD of LDS using the tra it th a t in the factor graph of 
LDS receiver both variable and function nodes exchange the same information which is 
the soft values th a t represent the reliability of the symbol associated to each edge. In 
other word the information on the each edge is about the adjusted variable node whether 
it is sent from the variable node itself or the connected function node. Therefore, 
knowing the transm itted  signal we could find the m utual information between the 
actual value for variable nodes and the a priori or extrinsic values on the edges.
E X IT  C urve  for th e  V ariab le  N ode D e te c to r
As discussed earlier, in a regular LDS each variable node has dv (which is equal to  the 
variable node degree in the factor graph) incoming messages from the edge interleaver. 
The variable node produces its messages by calculating (3.5) for dv connected function 
nodes. In order to compute an EXIT function for variable nodes, Lj~^(zk,m ) in (3.5) is 
modelled as the output L-value of an AWGN channel whose input is the 1-th interleaver 
bit transm itted  using BPSK and the m utual information between the variable node’s 
extrinsic messages and actual values of symbols on the edges is calculated. Therefore, 
we can write a priori L-value by applying an independent Gaussian random  variable 
tia with variance cr2x and mean zero in conjunction with known bits on the detector
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graph edges x 6 ±1 as follows:
A  =  hax +  u a , (4.2)
where
h'A — (4.3)
Therefore, mutual information I a = I {X] A) is calculated as follows [120]:
" - 5,5, C ' mx - (“ >
Considering that the conditional probability density function p a {^\X — x) is related to 
L-value A, with Gaussian distribution and with properties mentioned in (4.4) we will 
have [120]:
r+ o o  e-  ((C — c7l / 2 ) 2/2cr^)
Ja Iv a ) =  1 -  y  -------- ------------------- log2[l +  e~t]dÇ. (4.5)
For abbreviation we define:
J(<r) := ^ (c ta  =  <t), (4.6)
with
lim J(cr) =  0, lim J(o)  =  1, cr > 0. (4.7)
c r - 4 0  a —HX>
Considering the fact that sum of two normally distributed random variables is also
normally distributed with the mean and variance equal to sum of theirs, the EXIT
function of a degree dv variable node is as follows:
lE,VND{lA,dv) =  J  (y/ (dv -  1)[J_1 (/yi)]2  ^ . (4.8)
Figure 4.2 plots variable node EXIT curves for different dvs using (4.8).
EX IT Curve for the Function N ode D etector
A function node of degree dc has dc +  1 incoming messages, dc from the edge interleaver 
and one from the channel. The output L-values arc calculated in (3.11) in details. We 
again model a priori L-values £„,->• (^fc'.m') as the output of an AWGN channel whose 
input is the corresponding bit transmitted using BPSK and then calculate the output
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Figure 4.2: VND EXIT curves for different dv .
m utual information with regards to the actual value on the edges. Due to  the com­
plexity of the calculation in function node, the EXIT curve for them  is com puted by 
simulations over AWGN channel. Therefore, the distribution pE for extrinsic informa­
tion are determined by Monte Carlo simulation (histogram measurements) and using 
(4.5) the m utual information, between the extrinsic information on edges and the bits 
on the detector graph edges, is calculated. Figure 4.3 illustrate the EXIT chart for the 
MUD with 252 chips and different number of users (overloading conditions) which lead 
to different dc for a fixed dv = 2. It shows for load 400% the performance degrades 
noticeably compared to  the 200% and 300% loading conditions.
The iterative process starts with I a ,f n d  — 0 which means no prior inform ation for 
the function nodes. Next, the output L-values are fed into variable nodes while their 
output L-values are then fed back to FND and so forth. Figure 4.3 also shows th a t
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Figure 4.3: EXIT charts for MUD at E ^/N q — 8 <1B for different dcs.
the FND curves for different overloaded conditions meet at I  a =  1. which is because 
for perfect a priori information, the function nodes are able to remove the m ultiple 
access interference (MAI) completely and overloading effect will be cancelled. Figure 
4.4 reveals the EXIT charts and the trajectories of the system for E ^ /N q equal to  5 and 
8 dB. It shows th a t an increase in SNR merely relates to a vertical shift of FND curve 
towards higher extrinsic output. This figure also shows the trajectories of the iterative 
process obtained by simulation.
Except a slight difference for the early iterations (which happens because of finite size 
of edge interleaver in LDS structure), the system trajectories closely follow the transfer 
curves of the MUD components which indicate th a t the EXIT chart analysis is valid 
for LDS-OFDMA s MUD.
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Figure 4.4: EXIT chart for MUD at E ^/N q =  8X5 dB for load 200%.
4.2.2 E X IT Chart A nalysis A ided Signature D esign  for LDS
There are different param eters in the design of LDS m atrix  that affect the performance 
of system. Two im portant param eters are the num ber of chips th a t each symbol is 
spread on and number of symbols th a t share the same chip. The relation between 
these two param eters for overloading equal to  0  is as follows:
dc =  0dv. (4.9)
Therefore, to design a robust LDS, the EXIT chart is drawn for different dv to  evaluate 
processing gains effect on the convergence behavior of MUD. Figure 4.5 shows the 
EXIT chart for load 200% and E jj/N q 8 for an LDS design with different processing 
gains. As it can be noted, using dv = 3 improves the intersection point compared 
to dv = 2. This is due to larger offered frequency diversity with dv — 3. Also the
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Figure 4.5: EXIT chart for MUD at E ^/N q — 8 dB for different dck d v.
performance at dv =  4 is close to dv — 3. therefore considering th a t complexity increases 
exponentially with dv (for fixed overloading conditions), dv — 3 can be regarded as a 
suitable value in design of LDS. The receiver th a t its param eters are selected according 
to our proposed design guidelines can be called tailor-designed LDS receiver. In next 
p a r t, we will compare the performance of a tailor- designed LDS-OFDMA system with 
a conventional one.
Performance of Tailor-Designed LDS R eceiver
After finding the design guidelines regarding the suitable param eters of the low density 
signature using EXIT chart analysis we now evaluate the effect of these param eters on 
the BER performance of LDS-OFDMA.
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Furthermore, in this evaluation we will consider the effect of another important parame­
ters in the design of signature which is cycle of four (CoF). It has been well-documented 
in [106,124] that the APP is exact if the underlying factor graph is tree. However, re­
cent investigation have been shown in [125,126] that even when the underlying factor 
graph is not tree, the MPA is able to outputs a good approximation of APP. It is shown 
that it can handle the situation when the Girth, defined as the shortest cycle in the 
graph, is minimum of 6. For that reason, for designing our signatures it is neccassary 
to avoid the short cycles or CoF (Girth equal to 4 ) as least as possible.
As concluded from EXIT chart analysis the receiver could perform better for higher 
effective processing gains since this gain can be seen as a degree of freedom for a user 
to maneuver along the channel via diversity in order to enhance their performance. 
However, in a system employing LDS structure, increasing the effective processing 
gain while retaining a fixed system loading, results in: i) increasing the number of 
interfering users in a chip which leads to higher complexity ii) creating short cycles 
in the underlying factor graph of the employed LDS structure. The first issue was 
addressed when finding the suitable processing gain. As mentioned earlier it has been 
reported that the existence of short cycles lead to performance degradation, however 
we will try to evaluate the performance of LDS-OFDMA with limited number of short 
cycles to be able to wisely choose the amount of processing gain.
Figure 4.6 shows the BER performance of LDS-OFDMA system with 60 chips and 
load 200% for different processing gains with different amount of CoF. As expected 
from EXIT chart analysis the results in this figure show that an LDS structure with 
dv = 3 outperforms a similar system with dv =  2, therefore we can say that our tailor 
designed receiver proved to be a suitable choice. Furthermore, it is shown that even 
when there exists a 31% CoF 1 in the underlying graph of LDS-OFDMA, the system 
with processing gain equal to 3 shows better performance compared to the one with 
processing gain 2 and no CoF. Therefore, although CoF caused a degradation in the 
performance, the diversity that is exploited by using higher processing gain could reduce 
the BER when comparing with a system that has less processing gain and no CoF.
lrrhe percentage of CoFs in the underlying factor graph of a particular LDS structure is the ratio 
of the variable nodes that have CoF to the number of total users, K.
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Figure 4.6: The effect of processing gain and CoF on the performance of LDS-OFDMA 
under AWGN channel.
4.2.3 EX IT Chart A nalysis o f L D S-O FD M A  under M ultipath  Fading  
Channel
The application of EXIT chart under AWGN channel can been extended to the one for 
m ultipath fading channel as long as the trajectories follow the EXIT curves. In 127.128] 
the EXIT chart analysis tool is used under m ultipath fading channels. The application 
of EXIT chart under m ultipath fading is possible because EXIT chart analysis assumes 
th a t the PDF of the exchanged messages approaches Gaussian-like distributions with 
increasing number of iterations not the channel, thus, it can be applied under m ultipath 
fading channel as long as the trajectory  follows the curves of the receiver components.
Similar to the analysis given for AWGN channel, here we will find the EXIT curve 
for the two components of the receiver; VND and FND. Considering th a t the formula 
calculated for the curve for VND was based on the functionality of this detector, under
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fading channel.
m ultipath fading channel we can also write
I e ,f —v n d {Ia i dv) =  J  ^y /(d v -  . (4.10)
Therefore, the fading doesn’t have any effect on the performance of VND. however 
its effect will be on the FND because it calculates its messages based on the received 
signal from the fading channel and the information received from adjacent variable 
nodes. Due to the complexity of the calculation in function nodes, the EXIT curve 
for them  is computed by simulations over a typical m ultipath fading channel (ITU 
Pedestrian Channel 13). Therefore, first the distribution p£  for extrinsic inform ation is 
determ ined by Monte Carlo simulation (histogram m easurem ents). Then using (4.5) 
the m utual information between the extrinsic information and the  bits on the detector 
graph edges, is calculated.
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Figure 4.8: EXIT chart for MUD at E ^/N q ~  8 dB for different loads under m ultipath  
fading channel.
The EXIT chart analysis of LDS-OFDMA for different loading conditions under a 
typical m ultipath fading channel is illustrated in Figure 4.7. It is shown th a t the 
FND curves for different overloaded conditions meet at I  a =  1, which is because for 
perfect a priori information, the function nodes are able to remove the multiple access 
interference (MAI) completely and overloading effect will be cancelled. Comparing the 
results w ith the curves for AWGN channel we notice considerable degradation which is 
because of the fading effect on the performance.
Figure 4.8 reveals the trajectories of the system for Eb/No equal to 8 dB. The EXIT 
chart analysis is verified and visualized by the simulated trajectory. Our results show 
th a t the actual detector trajectories obtained through simulations are well predicted 
from the EXIT charts. Similar to the case for AWGN channel, except a slight difference
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for the early iterations which happens because of finite size of the edge interleaver, the 
system trajectories closely follow the transfer curves of the MUD components which 
indicate that the EXIT chart analysis is valid for multipath fading channels as well.
4.3 Summary
It was discussed that EXIT chart is a powerful technique which is used to analyze the 
behaviour of iterative so-called turbo techniques such as turbo codes and LDPC codes. 
The receiver of LDS-OFDMA technique is evaluated and tuned using EXIT charts. 
By analyzing the inner iterations for MUD, it is shown that the signature design with 
effective processing gain equal to 3 was a suitable value for a load of 200%, considering 
the complexity and performance. This could be extended to other scenarios in order 
to find suitable values for other conditions.
Furthermore, the performance of the designed LDS receiver is evaluated to show the 
validity of our analysis. In this evaluation different factors such as processing gain 
and short cycles in the factor graph are considered. In addition, it is shown how the 
performance is affected by loading for both AWGN and multipath fading channels as 
the curves intersected in lower mutual information points for higher loading values.
Chapter
Turbo Chip-Level Iterated Multiuser 
Detection and Decoding for 
LDS-OFDMA Systems
In this chapter a new Multiuser Detector/Decoder (MUDD) approach is applied to 
LDS-OFDMA. In this approach the receiver allows its constituent decoders to exchange 
their extrinsic information iteratively in turbo-style fashion so that a better estimation 
can be achieved as the iteration goes on and it is presented as turbo MUDD. Therefore, 
in this chapter the widely popular turbo-style approach is utilized when evaluating a 
system employing LDS structures and FEC coding.
we will show that, by using LDS structures, not only can the performance improve 
significantly in an overloaded condition, but also the number of turbo iterations that 
constitutes the most processing overhead in practical systems can be reduced without 
sacrificing much of the performance.
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5.1 The Iterative Turbo M ultiuser D etection  and D ecod­
ing
The iterative partitioned multiuser detection and decoding , also known as the turbo 
MUDD, have been explained in Chapter 2. In this chapter, we propose and investigate, 
more specifically, graph-based turbo MUDD technique for LDS-OFDMA.
5 .1 .1  R e levan t W ork R egard in g  G rap h -B ased  T urbo M u ltiu ser  D e ­
te c t io n /D e c o d in g  T echn ique
Recently, numerous research works have been published in the area of graph-based 
turbo MUDD techniques. However, most of the published works have also been devoted 
to provide a unified framework for a graph-based turbo MUDD techniques [129,130]. 
Other works deal with Inter-Symbol Interference channel due to frequency-selective 
fading channel [125,131].
A unified design of joint channel estimation and turbo MUDD have been presented in 
[130]. Several channel realizations including block fading and multipath fading channels 
are discussed and analyzed. However, this work applies only for the single user case 
with the objective to factor the complex marginal function into several local functions, 
depending on the channel realization.
A similar work for multiuser environment has also been presented in [129] for the mem- 
oryless Gaussian channel and the large-system analysis has been thoroughly carried out 
by using the Density Evolution, devised in [124]. This work highlights the importance 
of implementing a message in their extrinsic representation instead of their posterior. 
In addition, several lower complexity implementations of the MUD techniques are used 
to evaluate the performance of the corresponding MUDD techniques. However, this 
falls short in explaining the optimization of those MUD algorithms to improve the sys­
tem performance other than relying on the FEC coding with a large block-length to 
improve it.
Furthermore, the application of a graph-based MUDD is analyzed for the ISI channel 
in [125]. The stretching technique has been proposed to avoid the existence of short-
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cycles (Also known as CoF in this thesis). This works by obtaining a new factor graph 
consisting no CoF and some performance improvement has been reported. However, 
this technique comes with the cost of an added complexity as the stretched-node now 
consists of more nodes.
In addition, turbo equalization is described in [131] for the communications over ISI 
channels. Rather than employing the expensive optimum MAP detection, linear MMSE 
and decision-feedback equalization have been modified in order to accommodate turbo­
style processing. Nevertheless, this work is intended for single-user case and their 
primary concern is to derive a fast and numerically stable turbo equalization by using 
factor graph.
Recently, another work in factor-graph-based MUD technique have been reported in 
[132] for Multiple-input multiple-output (MIMO) communication. They also have an­
alyzed, via simulation, the effect of short-cycles, which exist due to ISI channel. While 
a performance improvement has been evidenced, they do not provide any solution to 
overcome that problem, nor can they provide a rigorous reason behind the performance 
loss due to existence of short-cycles.
Employing LDS-CDMA structure for communications over ISI channels, with the ab­
sence of channel knowledge at the transmit-end, definitely randomize the structure of 
the signature matrix which may cause multiple CoF exist randomly. However, in LDS- 
OFDMA, by taking the advantage of the applicability of multi-carrier modulation, the 
application of LDS structures was extended to MC-CDMA systems such that trans­
mission over ISI channels can be avoided. Therefore, we are more interested in dealing 
with the performance of a system employing an LDS structure with the intention of 
reducing the computational complexity required by the receiver to achieve optimum 
capacity limit in finite-size systems.
5.2 Design of Turbo Chip Level Iterated M ultiuser D e­
tector/D ecoder
In this section, we present the implementation of turbo MUDD to LDS-OFDMA struc­
ture. In fact, the difference with un-codcd system is the existence of message exchange
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Figure 5.1: LDS-OFDMA with turbo MUDD block diagram, 
between the MUD and FEC decoders.
Therefore, we propose a new receiver for LDS-OFDMA based on iterative detection/ decoding 
between LDS data symbol detector and users’ FEC decoders. This is realized by itera­
tive exchange of extrinsic information between detection and FEC decoding stages. 
Therefore, the proposed turbo MUDD couples the data symbols’ detector of LDS 
scheme with users’ FEC decoders through the message passing principle. The block di­
agram of LDS-OFDMA system with turbo MUDD is given in Figure 5.1. In the turbo 
MUDD, there exist two iterative processes: inner and outer iterative processing for 
MUD and the turbo-style processing, respectively. Considering that now two iterative 
processes are involved, the message update algorithm should be addressed accordingly.
Let t be the turbo iteration index, for inner iteration the message updates in (3.5) 
and (3.6) can be modified as:
Ln,-+(x k,m) ^  ^ 1, ^ '  (Xk,rn) + (5.1)
ltz£k.,Tn\n
CX f  (x k,m\yn i ,m. /  V(A) , 772 ) E fjn \  (fc, 77l)) . (5.2)
where is the extrinsic information coming from an FEC decoder to its corre­
sponding variable node in the previous turbo iteration. Therefore, considering message
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passing algorithm [133] the messages that variable nodes send to decoder are as follows:
As mentioned earlier I represents the index of all the function nodes connected to the 
desired variable node. In other words the variable node with degree dv has dv +  1 
incoming messages; dv from function nodes and 1 from decoder which gives a priori 
L-value about variable node. Following message passing rule for the new graph, the 
variable node must consider the messages it receives from all the connected function 
nodes when calculating its message to be sent out to its corresponding FEC decoder. 
On the other hand when sending message to a function node it must consider all the 
messages it has received from the rest of the connected function nodes plus the message 
that has come from the corresponding FEC decoder. The message update for function 
nodes remain the same as for conventional LDS-OFDMA MUD.
The implementation algorithm of the turbo CLi MUDD is given in Table A.2 and 
Figure A.2 in appendix A.
5.3 EXIT Chart Analysis of Turbo M ultiuser D etector  
/D ecoder
In this section, an EXIT chart analysis is used to investigate and reduce the complexity 
of mentioned turbo MUDD. To create the EXIT chart, a constituent decoder (either 
MUD or FEC decoder) is modelled as a device, mapping a sequence of observations and 
the input a priori information to a new sequence of extrinsic information. Therefore, the 
mutual information for both MUD and decoder can be calculated by, firstly, estimating 
the PDF from the histogram of the output L-values of a constituent decoder and then 
using (4.5) we can calculate the mutual information numerically. In line with [127], the 
EXIT chart can also be used to predict the BER performance considering that the soft 
output of the coded bits can be estimated by summing up the a priori information and 
the extrinsic information, which is denoted as:
(5.3)
A =  L m u d  +  L d e c , (5.4)
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Table 5.1: Simulation Parameters for Turbo LDS-OFDMA
Number of Users 10
Number of data sub-channels 60
EFT size 64
Multipath channel model ITU Pedestrian Channel B
Channel coding Half-rate Convolutional Code 
with Constraint Length of 9
Modulation BPSK
Data streams per user
200% Loading 12
250% Loading 15
300% Loading 18
350% Loading 21
Effective spreading factor (LDS) dv =  3
ffA =  <rlMUD +  <rlDEC, (5 -5 )
where (5.5) assumes an independency between a priori information and the extrinsic 
information. Both variances are obtained from their corresponding mutual information 
using (4.7). The BER then can be calculated as follow:
Pb
Now we present the simulation results over different loading conditions because using 
EXIT chart analysis we will be able to find the maximum load that the LDS-OFDMA 
system can handle for a target BER. LDS-OFDMA’s signatures are generated randomly. 
The simulation parameters are listed in Table 5.1. Since the individual users’ signals 
interfere with each other and influence each other’s a priori mutual information I  a and 
extrinsic mutual information contributions I e , an A-dimcnsional EXIT chart would 
be required. In order to circumvent this problem and hence allow us to plot the EXIT 
curves for a multiuser communication system in a two-dimensional, rather than K -  
dimcnsional plane, the average of all the user mutual information is calculated.
(5.6)
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Figure 5.2: EXIT chart for tu rbo  MUD at Eh/No — 0.3 dB for AWGN channel.
We denote the a priori information and extrinsic information of the MUD by I a .m u d  
and I e m u Di respectively, while the corresponding quantities of the channel decoder by 
I a .f e c  and I e .f e c - respectively. Figure 5.2 illustrates the  EXIT chart for the tu rbo  
MUD with different loaded condition over AWGN channel. The iterative process s ta rts  
w ith I a ,m u d  =  0 which means no prior information for the MUD. Next, the output 
L-values are fed into decoder while their output L-values are then fed back to  MUD and 
so forth. Considering the mentioned results we can say th a t LDS-OFDMA is able to  
tolerate up to 300% load at E ^ /N q as low as 0.3 dB. For the 350% loaded case, the two 
curves intersect at low m utual information level which result in high BER. Figure 5.2 
also shows th a t the curves related to MUD for different overloaded conditions meet at 
1A =  1. which is because for perfect a priori information, the MUD is able to remove the 
multiple access interference (MAI) completely and overloading effect will be cancelled.
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Figure 5.3 illustrates the EXIT chart for the turbo MUD with different loaded condition 
over a typical multipath fading channel. It shows at E^/Nq = 0.3 dB the maximum 
load the LDS-OFDMA system can handle is 300% as the curves intersect at early 
staged for load 350%, thus the receiver will not converge at appropriate level of mutual 
information. However, according to [134] irregular unity rate coding can be used for 
improving the intersection points.
Figure 5.4 illustrates the EXIT chart for the proposed turbo MUDD with different num­
ber of LDS detector’s inner iterations for a 200% loaded system over AWGN channel. 
Here we implemented the system with 60 chips and convolutional code with generator 
G =  (133, 171) in octal notation (FEC decoder) to illustrate the EXIT chart applica­
tion to the analysis of joint detection. Additionally, the BER scaling according to (27) 
is given as a contour plot. Figure 5.4 shows that the curves for different numbers of 
inner iterations intersect at the same point with input mutual information equal to 1. 
This is due to full interference cancellation at FNDs when perfect a priori information 
is provided to them. In this case just one iteration will suffice to detect the data sym­
bols. However as it is observed from Figure 5.4 larger number of turbo iterations will 
be required if only one inner iteration is used. In contrast, the cases with 3 and 6 inner 
iterations exhibits a marginally open tunnel between the EXIT curves of the MUD and 
FEC decoders, hence for these cases turbo MUDD can approach its final performance 
by less number of turbo iterations.
To efficiently utilize both inner and outer iterations we suggest using 6 inner iteration 
at first turbo iteration and then reducing the inner iterations to 1 from the second turbo 
iteration and onward, therefore for a MUDD with three turbo iterations by (6, 1, 1) 
we mean the first turbo iteration has 6 inner iterations and the second and third turbo 
iterations have 1 inner iteration. This will considerably reduce the overall complexity 
while maintaining the same performance. As the simulated trajectory in Figure 5.4 
shows the simulated results follow the suggested iteration schedule very closely and the 
turbo MUDD converges by only 4 turbo iterations.
Monte Carlo based simulation results for LDS-OFDMA’s BER with 200% loading, 
N c =  60 over AWGN channel shown in Figure 5.5, proves the prediction concluded
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Figure 5.3: EXIT chart for turbo MUD at E^/No  =  0.3 dB for m ultipath fading channel.
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Figure 5.4: EXIT charts for turbo MUDD at E ^ /N q — 0.5 dB for load 200%.
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using EXIT charts. As it is observed the receiver brings about significant performance 
improvement over conventional LDS-OFDMA receiver. 2.21 dB gain at BER—IO-4 
is achieved by turbo MUDD with 3 turbo iterations over conventional LDS-OFDMA 
receiver. It is also shown as expected from EXIT chart analysis the performance of 
the turbo MUDD with (6, 1, 1) inner iterations is close to the one with (6, 6, 6) inner 
iterations. Consequently the complexity was reduced while keeping the performance of 
the two systems close to each other.
Finally, to show the validity of using mentioned analysis on a fading channel, the 
EXIT chart is calculated for the turbo LDS-OFDMA under multi-path fading channel 
(ITU Pedestrian Channel B). Figure 5.6 reveals the effect of SNR on the convergence 
behavior of LDS-OFDMA with effective spreading size 3 and 60 chips and 120 data 
symbols which belong to 10 users. It is noticeable that an increase in the SNR merely 
related to a vertical shift of MUD curve towards higher extrinsic output which is a 
complete match to the behaviour of the system for AWGN channel shown in Figure 
5.4. It is also shown that the simulated decoding trajectory evolves within the open 
detection tunnel between the EXIT curves of the MUD and the channel decoder, until 
it reaches the intersection of the curves. Since the simulated detection trajectories 
closely follow the EXIT curves of the receiver components, the validity of EXIT chart 
analysis can be verified.
5.4 Effect of Forward Error Correction Codes on the Per­
formance of LDS-O FDM A
In this section, selection criteria of FEC codes, in particular, the convolutional codes 
(CC) is evaluated using EXIT charts.
Form literature it has been well-studied that, not only the code generator, but also 
the constraint length and the coding rate can affect the performance of convolutional 
codes. Using the EXIT charts, we can compare the behaviour of three convolutional 
codes with different rates and constraint lengths. The codes used for evaluation are 
two half-rate convolutional codes with G =  (133,171)8 and 67(23,35)s with constraint
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Figure 5.5: BER comparison for LDS-OFDMA with different MUD techniques.
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Figure 5.0: EX IT chart for turbo MUD for 200% load under m ultipath  fading channel.
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lengths 6 and 4. Also the effect of a rate 1/3 convolutional code with G =  (23,33, 37)g 
with constraint length 4 is evaluated.
Figure 5.7 shows the output mutual information of three classes of convolutional codes 
according to their input mutual information. As expected the results show that con­
volutional code with lower rates has better mutual information output when compared 
with the ones that have higher rates. Furthermore, this figure also shows that between 
the two convolutional codes with equal rates the one that has longer constraint length, 
has higher output mutual information except for input mutual information less than 
0 .2 .
This result is in line with [135] that shows the convolutional codes with shorter con­
straint length provide better extrinsic output when the mutual information between 
actual bits and the a priori input is low. However, when a priori input with higher 
mutual information is known, convolutional codes with longer constraint lengths are 
recommended. Furthermore, we should consider that increasing the constraint length 
results in more memory and complexity requirement.
As next step we will evaluate the effect of these difrrent types of convolutional codes on 
the convergence behavior of turbo MUDD of LDS-OFDMA. Figure 5.8 shows the EXIT 
charts of turbo MUDD of LDS-OFDMA when the MUD has one inner iterations. This 
figure shows that the tunnel between the FEC curve and MUD curve is wider when we 
use convolutional code with G =  (23,33,37)g, therefore, the turbo MUDD will converge 
with just 4 turbo iterations. On the other hand if the higher rate convolutional code 
with G =  (23,35)g is used the turbo MUDD needs 8 turbo iterations to converge which 
is much higher compare to one for the convolutional code with rate 1/3. Therefore, it 
is a tarde of between the rate of the channel encoder and the complexity of the turbo 
MUDD.
Figure 5.9 illustrate the EXIT charts for the case that the MUD of LDS-OFDMA had 
three inner iterations. It can be concluded from this figure that the tunnel becomes 
even wider when we increase the number of inner iterations. Therefore, for the case 
of convolutional code with G — (23,33,37)g the turbo MUDD will converge by just 
2 outer iterations, but this is with the cost of lower rate for the FEC. If we compare
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Figure 5.7: EXIT charts for convolutional code with different rate and constraint length.
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Figure 5.8: EXIT charts for turbo MUDD with one inner iteration at E ^ / N q =  0.5 dB 
for load 200%.
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Figure 5.9: EXIT charts for turbo MUDD with three inner iterations a t E ^ / N q — 0.5 
dB for load 200%.
the two codes with equal ra te but different constraint length, we can see th a t although 
the code with higher constraint length requires more number of turbo iterations to 
converge, for th a t code, the two curves intersect at a higher m utual inform ation which 
results in a better BER performance. Therefore, considering the costs and benefits for 
different schemes we can say th a t convolutional code with G  — (23. 35)% is a b e tte r 
option from complexity and performance point of view compared with the other types 
of codes evaluated.
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5.5 Summary
In this chapter we propose the application of turbo MUDD to LDS-OFDMA receiver. 
In order to apply this scheme we modified the related equations according to message 
passing rules. Then, using EXIT chart analysis we analysed the convergence behavior 
of the turbo MUD under AWGN and multipath fading channels. We were able to show 
how loading affects the performance as the curves intersect at points where mutual 
information is lower for higher loading values.
Furthermore, the proposed turbo MUDD was investigated and by deriving and analysing 
its EXIT charts we could reduce the complexity by properly tuning the number of inner 
iterations along the outer turbo iterations. It was shown that 2.3 dB performance im­
provement at BER equal to lO-5 could be obtained when turbo MUDD was employed 
over an AWGN channel. Furthermore, the effect of convolutional codes with different 
characteristics on the performance of turbo MUDD is evaluated for LDS-OFDMA sys­
tems with different number of inner iterations. We can conclude that the convolutional 
code used for turbo MUDD is too powerful; a less powerful code can result in a better 
turbo process since it will provide a wider tunnel between the two EXIT curves.
Chapter
Information Theoretic Analysis of LDS 
Schemes
The existing works on the capacity of MAC is done based on the classic notion of 
Shannon capacity being directly applied to the fading channel. In this definition, the 
channel statistics arc assumed to be fixed, and the codeword length can be chosen 
arbitrarily long to average over the fading of the channel. Therefore, it measures long­
term rates which arc averaged over the fading process. In [103], the capacity of MAC 
is derived for two scenarios and compared with each other. First scenario assumes 
different users use a separate band while in the second one users share all available 
bandwidth and concluded that CDMA (Code Division Multiple Access) systems are 
theoretically capable of higher data rate than the systems that maintain orthogonality 
between users. However, LDS system's capacity can’t be captured by just dividing the 
channel since different users share the same frequency.
In this chapter, the capacity region of low density signature schemes under multi-path 
fading channel is calculated through information theoretic analysis. Introducing the 
activity of users to the capacity of MAC we propose a novel solution for deriving the 
capacity of LDS. The main idea is to modify the channel according to the activity of 
the user (only a limited number of users are active at each time instance). As the start, 
the analysis is done for LDS-CDMA and then extended to LDS-OFDMA. Using Monte
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carlo simulations the derived capacity for LDS schemes is analysed compared to the 
capacity of MAC. Also evaluated is the effect of different factors such as number of 
active users and density of the signature on the capacity of LDS schemes.
Furthermore, the effect of irregularity of the signature matrix on the complexity and 
sum rate was analysed using the achieved results. In order to have a more practical 
evaluation we also modified the derived formula for the capacity of LDS scheme to 
support finite size modulated and coded systems.
6.1 Capacity Region of LDS-CDM A
Capacity of conventional MAC is analysed in several literatures [93,136,137]. In mul­
tiuser wireless communication, the channel capacity is characterized by rate region 
where each point in the region represents a set of achievable rates such that all users 
can simultaneously communicate with arbitrarily low probability of error. The union 
of all achievable rate sets is the capacity region.
We shall now focus on the scenario of interest in this thesis, where the channels are time- 
varying due to the motion of the users. It is assumed that the receiver has full channel 
state information and user k is subject to an average transmitter power constraint 
of A - As mentioned earlier, the capacity region of time varying fading MAC is well 
known [103,104]; it is the set of all rate vectors R  calculated as follows:
CMA c ( h ,P )  =
R  : R (S )  < W E h i"i— ^  • ^ keS Pklog 1 + ,V 3Ç  AT} L  (6.1)W N q
where P  =  [Pi, . . . ,  Pk ] and h  =  [h i,. . . ,  hx] is a random vector with elements which 
have the stationary distribution of the joint fading processes and W  is the bandwidth 
of the channel. A rigorous proof of this result can be found in [104]. An intuitive 
understanding of this result can be obtained by viewing capacities in terms of time 
averages of mutual information [103].
The achievability of the upper bound on the rate region is subject to the fact that 
received messages arc decoded to a message in the code-book which is uniquely jointly
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typical [93]. In order to extend the current rate region to the one for LDS scheme, it is 
necessary to first explain how the joint typicality definition is extended to low density 
signatures (codewords).
We can assume that low density code-book is generated randomly using a probability 
distribution with high probability of random variable being equal to zero. Therefore, 
( X i , X 2 i . . . .  Xk)  denote a finite collection of discrete random variables with some fixed 
joint distribution. Let B denote an ordered subset of these random variables and 
consider N  independent copies of B denoted by 01, 02, - - -, &n- As before, let £/. denote 
the set of time instances over which user k spreads its data, i.e., £/v =  {n\k 6 J n}- We 
further define T>(B) as the ordered set of time indices over which users related to the 
members of B are active, i.e., V(B)  =  UfceS' where B' is the ordered set of user 
indices that their random variables are a member of B. Considering that each of the 
copies is independent of the other subsets, the joint probability mass function of the 
subsets will be
infinity, the length of full density portion, djj, will also approach to infinity. Thus, for 
sufficiently large N, N 1 will approach infinity as well. Therefore, by the law of large 
numbers for sufficiently large N,  for any subset B of random variables,
where the convergence takes place with probability 1 for all 2k subsets B  Ç {W W ,. . . ,  X ^ } .
where V(B)  has at least dk members, let N '  be the size of V{B). Considering that 
0,; =  77: for a fixed density factor, as the overall signature length, AT, approaches to
E  logp(Bi) ^  H(B),logp(S i,S 2,...,SA r)
Definition: The set Ac of Wsequences ( x i , . . . ,  x&) with empirical entropies e-close 
to the true entropies is defined by [93]
A ^ )(A ^ ),...,X (* :))  =  A(")
logp(b) -  H(B)  < € , V B C { % W , . . (0.4)
Furthermore, let (S) denote the restriction of A\N  ^ to the coordinates of B. For
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low density codes we can write
< e , V ^ C  (6.5)
Lemma: For any e > 0, for sufficiently large TV, the probability of having jointly typical 
sequences is
P r(A ^)(B )) ^  1 -  e, V# Ç (6.6)
proof: This follows from the law of large numbers for random variables in the definition 
of AcN\ B ) .  Calling (6.3), given e > 0, there exist Ari such that for all N  > N\,
Pr — logp(#i,B2,...,B;v)-#(B)
Pr - ^ i o g # ) - * ( a )
Thus, for sufficiently large N  for low density codes we will have,
P r ( 4 W) VBÇ { X l-l\ . . . ,  X lk>} (6.9)
Therefore, we could validate the joint typicality concept for low density signatures.
As mentioned earlier, the spreading sequence for user k contains many zeros and some 
non-zero elements. Thus, the capacity region of LDS-CDMA under time varying fading 
channel can be derived by defining an equivalent LDS channel: hk,n — ak,nhk,n where 
aThk denotes the activity of user k at time n, specifically a&,n will be equal to one if 
k e J n otherwise it will be zero. For notation brevity, all users are assumed to have the 
same density factor, i.e., Ç =  £&, Vfc =  1 , . . . ,  AT. Thus, in order to derive the capacity 
region of fading LDS-CDMA we must replace the original fading MAC channel with 
its LDS equivalent channel in (6.1) as shown bellow
CLDs(h, P)
R  : R (S )  < W E h log 1 +
E k e s hk
2 _
Pk
WNn
,W>C k  (6.10)
where : Pk/Ç, as for a proportion of time the users don’t send data, thus, their 
transmit power denoted by 7\. will bo larger than their original transmit power. More
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specifically, for a fixed permutation pattern and thus a fixed low density structure, the 
derived capacity region will be
CLns(h,P) =
^/keS ak,n\hk\' Pk
W n 0
Now if we take into account the ensemble of LDS scheme over all possible permutation 
patterns, the activity parameters will be independent and follow Bernoulli distribution 
with probability of being 1, given as ("• Therefore, the capacity region will be
probability Ç. It is noticeable that the derived model allows any number of users to be 
active in a given time instance because of the Bernoulli distribution of the activity of 
the users. In this regard, we call the ensemble of the produced low density signatures 
as LDS/<(C, K).  If the number of active users is limited, it becomes less than a specific 
number Ç < K,  then the generated LDS will be called LO S#(£,£). In this case, 
the capacity region still will have the same form as (6.12), but the distribution for 
the elements of activity vector a  must be modified. The original independent and 
identically distributed Bernoulli distribution of the element of the activity vector imply
On the other hand, the distribution for LDSk (C?£) can be expressed in the following 
form:
CLDs{a,h,P)  =
where a = [oi, . . . ,  a k ] E {0 ,1}A is a vector that contains Bernoulli components with
K
(6.13)
otherwise
(6.14)
where A is a normalizing factor and is expressed as follows:
*-(I (:y<-«-f (6.15)
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Clearly it is a waste of channel if there exist a chip with no active user in our signature. 
Therefore, it is neccassary to further restrict the LDS ensemble to those that have at 
least one user active at a given time instance. Inspired by the schemes used for expur­
gating the codes and the union bound for error probability [138,139], we expurgated the 
condition where no user is active at a chip or time instance. This expurgated scheme 
will be called LDSx(C,C+) with the activity vector distribution
By introducing the constraint of maximum number of active users at a specific time 
instance, the probability of having 1 in each element of activity vector, (, would diverge 
from its initial value, (, according to number of active users d. Ç can be calculated as 
follows:
In order to be able to analyse the LDS scheme’s capacity, the simulation results are 
shown for both MAC and LDS-CDMA systems. The simulation is done for a system 
with 20 users on a channel bandwidth of 5 MHz. The sum rate (SR) is calculated for 
LDS-CDMA by taking the average over fading process through Monte Carlo simulation. 
In order to have a fair comparison, similar procedure was applied to find the SR for 
MAC with 20 users.
Figures G.l and 6.2 show the comparison between the SR of LDS-CDMA and con­
ventional MAC for various density factors and maximum number of users allowed per 
chip, respectively. As we can see, the SR for LDS-CDMA is less than the one for MAC,
otherwise
(6.16)
where
(6.17)
(6.18)
d=l
(6.19)
(6 .20)
By plugging (  from (6.20) into (6.12) we obtain the capacity region of LDS-CDMA.
0.1. Capacity Region o f LDS-CDMA
 MAC
LDS with density factor 0.2 
LDS with density factor 0.4 
LDS with density factor 0.6 
LDS with density factor 0.8
SNR (dB)
Figure 6.1: Sum rate for different density factors with maximum number of allowed 
users per chip equal to 8.
 MAC
LDS with max no. users 6 
LDS with max no. users 8 
LDS with max no. users 10 
LDS with max no. users 12
Figure 6.2: Sum rate for different maximum num ber of allowed users per chip and 
density factor equal to 0.4.
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Figure 6.3: Complexity of MUD for MAC in comparison with LDS with different density 
factors.
this was expected since it is the price must be paid for reducing the complexity of mul­
tiuser detector compared to successive decoding which is used in MAC for achieving the 
points on the boundary of capacity region. These figures show that for LDS systems, 
increasing Ç will increase the SR and reducing the maximum number of allowed users 
at each time instance will also result in higher SR. Furthermore, Figure 6.1 implies that 
there is a slightly large gap between the SR curves for density factor 0.4 and 0.2, while 
the the gap decrease dramatically for density factors larger than 0.4. Thus, density 
factor 0.4 would be an optimal choice as we would loos less capacity while reducing the 
complexity enormously.
As shown in Figure 6.3, by applying LDS structure to MAC. the complexity order of the 
MUD will reduce from total number of users to the maximum number of allowed users 
per chip. Figure 6.3 shows that by decreasing the density factor, the computational 
complexity of MUD for LDS systems reduces significantly.
G.2. Capacity Region for LDS-OFDMA
LD S-O FD M A LD S-C D M A
P o w e r P o w e r
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Figure 6.4: LDS-OFDMA vs. LDS-CDMA. 
6.2 C apac ity  R egion for L D S-O FD M A
Having derived the capacity region for LDS-CDMA. we are now interested in finding 
the capacity region for LDS-OFDMA. To do so we will first explain how LDS-OFDMA 
differs from LDS-CDMA conceptually. In LDS-OFDMA instead of sending d a ta  on 
different chips or time instances, the data is spread on orthogonal sub-carriers, thus, 
in LDS-OFDMA we switch from time domain to frequency domain. Figure 6.4 shows 
how the two schemes are different in variables in our analysis and different textures 
show different users th a t share the same chip or frequency. This figure also shows 
th a t the power allocation is not necessarily uniform, thus a d a ta  symbol might be 
transm itted  over its assigned sub-carriers with different power levels and w ith different 
complex phases. The given analysis can be extended to LDS-OFDMA by replacing 
time instance param eters with the one for frequency, thus, we will have
h k i f )  =  a k , f h k { f ) i  ( 6 . 2 1 )
where u&j denotes the activity of user k  at subcarrier / .  In other words, a ^ j  is equal 
to one if user k spread its data over subcarrier /  otherwise it will be zero. Thus, the 
capacity region for LDS-OFDMA is calculated by finding the expected value of the 
channel on frequency domain
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This shows the mentioned analysis is valid for LDS-OFDMA as well.
6.3 Effect of Irregularity on Low D ensity Signature Schemes
The uplink performance of a multiuser system such as LDS-CDMA can be improved 
significantly by careful design of signature. A main factor in design of low density sig­
nature is its regularity. Throughout this thesis, for ease of analysis, the LDS structures 
are classified as:
• Regular: When dj =  dv. VA; =  1 , . . . ,  K,  and d™ — dc, Vn =  1 , . . . ,  iV
• Irregular: Otherwise
In order to analyse the effect of irregularity, initially the effect of number of active users 
on sum rate is shown in Figure G.5. The evaluation is done for a system with 20 users 
with SNR=20 dB and density factor equal to 0.4. The difference between the SR for 
different number of active users is the penalty which is paid for reducing the complexity 
in LDS. For irregular LDS, different number of users arc active at different chips. We 
define
a  =  Wlog ( l  +  (6.23)
Considering that SR is related to Ea,h [a], we can say that the expectation is taken over 
different combinations of active users. Having a  G A, where A  is the set of possible 
combinations of active users,
r K  K  K  \
A : < a | dfc =  d\ or =  d2 . . .  or ^  =  d A  . (6.24)
I & =1 fc = l A .-1 J
By dividing the set A in £ subsets A i , . . . ,  A^ we will have
Ea,h M  =  Ea[Auh [a]p (Ai) +  Ea |^ , fc [a]p (A2) +  . . .  +  [a]p (A^) , (6.25)
where
Aj  : | a |  a*. =  dj j  . (6.26)
This shows that Ea^  [a] is linear with respect to Ea\A .jh [a]. Thus, the rate of LDS
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Figure 0.5: Effect of num ber of active users on sum rate.
scheme w ith different number of active users is linear with respect to  the ra te  of LDS 
scheme with fixed number of active users a t all chips. On the other hand, the complexity 
increases exponentially by the number of active users. Therefore, by combining various 
number of active users (irregular LDS) we will have more complexity for a fixed SR, 
because the SR changes linearly while complexity changes exponentially. For instance 
if we consider a system w ith number of active users 4 and 6. the SR will be similar to  a 
regular system with 5 active users (due to linearity) while the complexity is more as it 
is shown in Figure 6.6. Therefore, regular LDS design introduces less complexity while 
keeping the SR the same.
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Figure 6.6: Complexity of irregular LDS in comparison with similar regular LDS.
6.4 C apac ity  R egion of C onvolutional C oded  LDS S ystem
To be able to have a practical analysis for the derived capacity of LDS system, in this 
section we extend our results to a system with finite size modulation and convolutional 
channel coding.
6.4.1 C apacity R egion of Q uadrature A m plitude M odulation  LDS
System
The SNR gap approximation, first introduces by D. Forney, is a convenient way of 
expressing the achievable rates when a suboptim al transmission scheme is used th a t 
aims at a given probability of symbol error. Pc [8]. Thus, using the gap approxim ation 
the ra te  achieved by a discrete constellation over an AWGN channel can be expressed 
in a form similar to  Shannon's capacity formula. In this chapter, for finding the effect
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of finite size modulation on the capacity of LDS schemes we introduce the SNR gap 
concept. To achieve a given data rate at a given probability of error with modulation, 
a value of SNR higher than that suggested by Shannon’s capacity is required. This 
extra amount of power is called the SNR gap, denoted in this thesis by r mod- The 
SNR gap is widely studied for single user case under AWGN channel for different 
modulation types by considering the error probability relation with modulation order 
and SNR. Since LDS scheme is a multiuser scenario, we are interested in the analysis 
of the SNR gap for multiuser case, provided in [140]. On the other hand for the 
case of fading channel with non-adaptive transmission (constant transmit power and 
rate), the average BER is obtained by integrating the BER in AWGN over the fading 
distribution [141]. Considering that in previous section, for calculating the capacity the 
average was taken over fading process, the calculation of capacity of modulated LDS 
system can be performed for fading channel straightforwardly. The capacity region for 
the LDS system where users apply the same modulation constellation, C m - L D S - ,  can 
be expressed as follows:
CM-LDs(a ,h ,P)  =
j A  : A ^ )  <  WE*,,. log 1 + YlkeSak \hk\ Pfc/Ç
mod
, V2C L (6.27)
For a system with M-QAM modulation r moci is calculated as follows [142]:
2
rmod(Pe,M ) Q - 1
M B, /3. (6.28)2 ( M - 1 )
In order to have a fair comparison for different modulation orders we need to consider 
the E t / N q gap, T ^ ^ , which is calculated as follows [143]:
2
r mod (A , M )  = Q - i Pb log2 M/  logo M
4 ( 1 -  2—r
/3. (6.29)
By plugging r^nod from (6.29) into (6.27) we obtain the capacity region of modulated 
LDS MAC. The relation between SR and E i / N q is presented in Figure 6.7 for an LDS 
system with Ç equal to 0.8 and maximum of 8 users allowed per chip. Furthermore, 
this figure shows that the comparison of different modulation orders; 64-QAM, 16- 
QAM, and QPSK for Pi =  10~G. Figure 6.7 shows the SR is reduced 10 Mbits/sec
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Figure 6.7: Effect of modulation order on sum ra te  of LDS system.
at Efj/No = 14 dB for QPSK modulation, thus, even at reasonably good E ^ / N q. the 
m odulated scheme is about 6 dB. short of capacity. Also it is shown higher order 
m odulations leads to better SR which matches the results given in [144].
6.4.2 C apacity R egion o f C onvolutional C oded L D S-C D M A
Having introduced commonly used signal constellations for data transmission of LDS 
scheme, several performance measures are used to compare the coded systems based on 
these constellations. In order to take into account the effect of coding in the capacity 
region, coding gain is defined [8j. Coding gain. 7 . specifies the improvement of one 
constellation over another when used to transm it the same information. It is essentially 
the amount which the gap has been reduced a t any given probability of error. Once 
the gain with respect to un-coded transmission for a given coding m ethod is known,
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the gap becomes
Food — Fmod 10 log2 'Jeff'. (G.30)
where j ef f  is the effective coding gain. For a rate k / n  binary linear convolutional code 
C  with free distance d, the nominal coding gain can be calculated as follows [144]:
To estimate from j{C)  the effective coding gain j ef f (C) ,  we use the normalized error 
coefficient K(C)  = Kd/k,  and apply the rule introduced in [144]. Here, dQ is the num­
ber of code sequences with minimum weight d in a given /e-input n-output block. We 
should emphasise that estimated effective coding gain assume soft decisions, maximum 
likelihood decoding.
Figure 6.8 shows the effect of coding on the sum rate of LDS with density factor 0.8 and 
maximum number of allowed user equal to 8. The code type is a half rate convolutional 
code with d =  5 and Kd equal to 1, thus, the nominal coding gain is j (C )  — 5/2 (4 
dB), and the effective coding gain is also 4 dB. This figure illustrates that this simple 
convolutional code was able to increase the SR curve 4 Mbits/sec at SNR equal to 16
Conclusively, we can say that a practical convolutional coded LDS scheme with 4-QAM 
modulation is 4.8 dB far from the theoretical capacity of MAC.
6.5 Frequency-Selective Fading Channels
In the previous sections we have analysed a fiat fading model which is appropriate if the 
Nyquist sampling period is large compared to the delay spread of the multi-paths in the 
received signal, so that the individual paths are not resolvable in the sampled system. 
For wideband applications, the multi paths can be resolved, and hence channel has 
memory. The appropriate model in this case is the time-varying frequency-selective 
fading channel. In this section, we will extend our previous results for LDS-CDMA 
to this model. For LDS-OFDMA, frequency-selective fading channel is converted to 
parallel fiat-fading channels in frequency domain, thus, the model remains the same for
(6.31)
dB.
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Figure 6.8: Effect of coding on sum ra te of LDS system, 
frequency selective fading channels.
First the signal model for LDS-CDMA under frequency selective fading channel must 
be driven. The baseband signal model for conventional MAC is well known 1 11 . 
Calling the notations given in chapter 3. the signal model for LDS-CDMA is shown 
for a channel with I paths (which results in I tabs in the impulse respond for fading 
m ultipath channel),
Un — ^   ^ ^  hk,n,l'£k'Ti—lS k .n —l 4~ Di- (6 .32)
kej/n l
We denote hk,nj  as the Z-th channel filter tap  for user k at time instance n. In order 
to analyse the capacity region of this channel, when both  the transm itters and the 
receiver can track the channel, we will first focus on the case where the channel is 
time-invariant. Therefore, we will have
V n  — y  ^   ^ ,‘>k j L —t 4~ V n - (6 .33)
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Considering that this channel has the characteristics of a Gaussian multiple access 
channel with ISI, the capacity region of this channel for conventional MAC is given 
in [137]. For LDS-CDMA as discussed earlier the channel is multiplied by the activity 
parameters which are independent and follow Bernoulli distribution. Considering that 
the distribution of activity parameters will remain Bernoulli after the fourier transform, 
for LDS-CDMA the capacity region is
Ea log
(
1 +
Etes®* M / )  2a / c x
df
7
V.SC (6.34)
where h&(/) is the Fourier transform of the channel. Next the general case where 
the channel is time-varying is analysed. To do so we assume that the time variations 
of the channel are random and ergodic and the channel varies very slowly compared 
to the multi-path delay spread. The capacity region related to such channel for a 
convectional MAC is given in [103]. For LDS-CDMA after applying the concept of 
activity parameters the capacity region will be
/>
E (:es «t M / )  P kK  
1 + ----------- WNo-----------  \ df VS c  { 1 ,... .K }  >, (6.35)
where h  =  . . . ,  h/c(/)], thus the expectation is taken over fading states and the
activity elements. For each time instance t, hk{f, t) is the frequency response of user k 
at fading state t.
We use a numerical example to evaluate the validity of our assumption of slow varia­
tions of the channel in time domain compared to multi-path delay spread in practice. 
Consider a typical mobile scenario where the vehicle is moving at 60 km /h and the 
carrier frequency is 1 GHz. Time variation of the channel becomes uncorrelated every 
half carrier wavelength over distance [141]. Thus, the time constant associated with 
the fading effect is in the order of time taken for the mobile to travel one wavelength at 
the transmitter frequency which is 0.0185 seconds for this example. In indoor channels
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Figure 6.9: Sum rate for LDS-CDMA and LDS-OFDMA with maximum num ber of 
allowed users per cliip/subcarrier equal to 8.
delay spread typically ranges from 10-1000 nanoseconds, in suburbs it ranges from 200- 
2000 nanoseconds, and in urban areas it ranges from 1-30 microseconds [141]. Hence, 
even for the urban areas, the time variation of the channel is significantly slower than  
the delay spread which indicate that the assumption is quite reasonable for typical 
wireless systems.
Figure 6.9 shows the SR for both LDS-OFDMA and LDS-CDMA under frequency- 
selective fading channel. For simulations. ITU Vehicular B channel model is considered 
and all the 20 users share a total bandwidth of 60 MHz. As expected LDS-OFDMA 
showed to have a better sum rate compared to  LDS-CDMA, this is because LDS- 
OFDMA is able to combat the negative effect of frequency-selective fading channel by 
dividing it into a number of flat fading sub-channels.
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6.6 Summary
The capacity region of LDS schemes under frequency-flat and frequency-selective fading 
channels is calculated using information theoretic analysis. This is done by introducing 
an effective channel gain, based on the activity of users (in the LDS system only a 
limited number of users are active at each time instance). The simulation results show 
that using LDS as a multiple access technique will reduce the capacity compared to 
the one for MAC with successive decoding, but this can be justified by the reduced 
complexity of the receiver. Furthermore, using Monte Carlo simulations, the effect of 
LDS parameters such as density factor and maximum number of users at each time 
instance on the sum rate is evaluated. The results show, as expected, the capacity 
approaches to that of MAC when increasing the density factor towards one. The effect 
of irregularity on the complexity has also been evaluated, which leads to the conclusion 
that regular signatures are better with consideration of complexity. The driven formula 
for capacity region was then improved to take into account a practical system with finite 
size modulation; it was shown that we can capture the effect of modulation using SNR 
gap. Furthermore, it was shown that the loss of capacity which had been caused by 
modulation can be compensated by using a suitable channel coding scheme.
Chapter
Conclusions and Future Work
7.1 Conclusions
In wireless communications systems, it is often desirable to allow the subscribers to 
send simultaneously information to the base station. Therefore, different multiple ac­
cess techniques are introduced to provide high quality communications for different 
users. In this direction this thesis explores the problems for different techniques for 
multiple access and explains their weaknesses. For instance, multiuser detection prob­
lems in overloaded conditions for CDMA based systems and frequency diversity issues 
for OFDMA based systems are discussed. To overcome these problems, a new multiple 
access technique called LDS-OFDMA is introduced and analysed. To complete the 
proposed technique, an appropriate CLi MUD technique for this system is presented. 
The LDS-OFDMA structure is able to gain frequency diversity and create diversity 
on the interference experienced by each data symbol. The performance verification 
shows LDS-OFDMA outperforms other multiple access techniques such as conventional 
OFDMA systems and MC-CDMA over multipath fading channel under different spec­
tral efficiency conditions. More specifically, the BER results show LDS-OFDMA gain 
a performance near to single user bound under 200% load condition. Also, for load of 
100%, LDS-OFDM outperforms MC-CDMA with MMSE detector by 8.1 dB at BER­
IO"3 which is a considerable gain. Comparing the BER performance with OFDMA, it 
is shown that the BPSK coded LDS-OFDMA system with 400% loading offers 0.05 dB
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gain over 1G-QAM coded OFDMA at BER of 10~3. On the other hand, it is shown 
this technique could achieve performance close to the one for GO-MC-CDMA, with 
less complexity. Therefore, in terms of complexity it is shown that for LDS-OFDMA 
the raise in the complexity as the number of users increase is much less than similar 
techniques with optimum MUDs.
In order to find design guidelines for improving the LDS structure the receiver of LDS- 
OFDMA technique is evaluated and tuned using EXIT charts. By analyzing the inner 
iterations for MUD. it is shown that the signature design with effective processing gain 
equal to 3 was a suitable value for a load of 200%, considering the complexity and per­
formance. Furthermore, the performance of the designed LDS receiver is evaluated to 
show the validity of our analysis. In this evaluation different factors such as processing 
gain and short cycles in the underlying factor graph are considered. In addition, it 
is shown how the performance is affected by loading for both AWGN and multipath 
fading channels as the curves intersected in lower mutual information points for higher 
loading values.
After reviewing the turbo style codes and multiuser detector/ decoders, turbo style is 
applied to LDS-OFDMA’s receiver which results in a significant performance improve­
ment. Also using EXIT charts we have analysed the convergence behaviour of iterative 
detection inside the MUD as well as iterative detection/decoding for the turbo MUDD. 
Using EXIT charts we could decrease the complexity of turbo MUDD by reducing the 
number of inner iterations without affecting the convergence behaviour seriously. It 
was shown that 2.21 dB performance improvement at BER equal to 10~5 could be 
obtained when turbo MUDD was employed over an AWGN channel. Furthermore, the 
effect of convolutional codes with different characteristics on the performance of turbo 
MUDD is evaluated for different LDS-OFDMA conditions.
In order to gain insights on the performance of LDS schemes, an analytical model for the 
capacity of LDS based schemes for the uplink of multipath fading channels is proposed. 
This is done by introducing an effective channel gain, based on the activity of users (in 
the LDS system only a limited number of users are active at each time instance). The 
simulation results show that by using LDS as a multiple access technique, it will reduce
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the capacity compared to MAC with successive decoding, but this can be justified by 
the reduced complexity of the receiver. Furthermore, using Monte Carlo simulations, 
the effect of LDS parameters such as density factor and maximum number of users at 
each time instance on the sum rate is evaluated. The results show, as expected, the 
capacity approaches to that of MAC when increasing the density factor towards one. 
The effect of irregularity on the complexity has also been evaluated, which leads to 
the conclusion that regular signatures are better in terms of complexity. The driven 
formula for capacity region is then improved to take into account a practical system 
with modulation; it is shown that we can capture the effect of modulation using SNR 
gap. Furthermore, it is shown that the loss of capacity which had been caused by 
modulation can be compensated by using a suitable channel coding scheme.
In conclusion, this thesis has introduced and analysed an effective multiple access tech­
nique which can be considered as a suitable candidate for next generation of cellular 
networks. This multiple access technique is able to handle overloaded conditions with 
affordable increase in the complexity of MUD. Also finding the capacity region of LDS- 
OFDMA in multiuser scenario and comparing it with a multiple access channel has 
given us further insights on LDS-OFDMA potentials and limitations. It is shown from 
information theoretic point of view there is about 2.2 dB gap between the sum rate of 
conventional LDS scheme and the one for MAC with successive interference cancelation 
which is the cost for complexity reduction.
7.2 Future Work
The findings reported in the current thesis have confirmed the efficiency of LDS- 
OFDMA as a multiple access technique. However, further researches need to be done 
to enable this new technique to be used in future generation of cellular networks. In 
this direction, this section discusses about some technical challenges of LDS-OFDMA 
systems and the future research guidelines towards the possible application of LDS- 
OFDMA to the fifth generation of mobile networks.
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7 .2 .1  P r a c tica l Im p lem en ta tio n  o f  L D S -O F D M A
During this thesis we evaluated the behaviour of LDS-OFDMA system considering 
assumptions such as synchronized transmission and full channel knowledge at base 
station which may be impractical. In order to apply the LDS-OFDMA as the multiple 
access technique for next generation of mobile networks, limiting factors which hinder 
the practical implementation of LDS-OFDMA must be tackled.
One of the main issues in practical implementation of LDS-OFDMA is the exchange of 
the signatures between the transmitters and base station. For random signatures, the 
signature matrix has to be transmitted to the receiver, which can be very costly. On 
the other hand, the transmit signature can be chosen from a code-book of signature 
matrices known to both the receiver and the transmitter and then the code-book index 
is sent using a limited number of bits thus the signaling overhead will be reduced. 
Therefore, it can be done by the cooperation among the transmitter, the receiver and 
a feedback channel sending the index of the signature to be used. Another way to 
reduce the memory consumption and the amount of information exchanged between 
mobile stations and base stations, is to use pseudo random signatures. For each user, 
independent random signatures can be generated using a random seed and therefore, 
the signature can be recovered at the base station by exchange of information about 
the chosen seeds.
Further studies should bo done to evaluate the effect of limitations such as not perfect 
channel estimation at the receiver and the presence of carrier frequency offset. Useful 
guidelines can be found by studying the effect of these limitations on the performance 
of other similar multiple access techniques presented in [145-147].
7 .2 .2  A p p lica tio n  o f  L D S -O F D M A  to  H etero g en eo u s  R ad io  A cc e ss  
N etw ork s
Nowadays, multiple Radio Access Networks (RANs) are available as commercial wire­
less systems. The R ANs can be classified into three main categories: the mobile cellular 
networks (3G and 4G), the wireless local area networks (e.g. WiFi) and the wireless
7.2. Future Work 113
metropolitan area networks, such as WiMAX. In order to achieve seamless communi­
cations and joint resource management in a heterogeneous environment, interworking 
among networks is necessary [148]. These different networks ought to be inter-connected 
in an optimum manner with the ultimate objective to provide the end-user with the 
requested services and corresponding QoS requirements [149].
Interference handling property of LDS-OFDMA shown in chapter 3 makes it a suitable 
candidate for use in heterogeneous wireless networks. However, its use in these specific 
scenarios needs further detailed analysis. Therefore, a significant challenge is to eval­
uate how LDS structure can be applied to other radio access technologies and how to 
coordinate the many different types of networks being used for wireless communications.
7 .2 .3  E x te n s io n  to  M u ltip le  A n ten n a  T echn iques
Recently MIMO communication has emerged as one of the important concepts in boost­
ing the efficiency of wireless communication systems. The demand for high data rate 
services for future broadband wireless access systems, and cellular mobile systems en­
courage the use of MIMO techniques [150]. Considering that MIMO techniques are 
employed in LTE-Advanced [151,152], study and extension of LDS concept to embrace 
MIMO will be very appealing. The performance of the system is evaluated for sigle 
input single output scenario, therforc, appropriate studies should be conducted in de­
signing of both multi antenna transmission strategics and efficient and low complexity 
receiver architectures. The followings arc some of the challenges ahead:
P ro p e r  se lec tion  o f m u ltip le  a n te n n a  techn iques: Multiple antennas can be uti­
lized in order to accomplish a multiplexing gain, a diversity gain, or an antenna 
gain, thus enhancing the bit rate, the error performance, or the signal-to-noise- 
plus-intcrference ratio of wireless systems, respectively [141]. Therefore, different 
techniques such as spatial multiplexing techniques, spatial diversity techniques 
and smart antennas must, be investigated. Furthermore, topics such as transm itter 
and receiver structures, channel coding, MIMO techniques for frequency-selective 
fading channels, space-time coding techniques, and beam forming techniques need
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further attention in the context of our proposed LDS-OFDMA concept. Consid­
ering low density structure of LDS-OFDMA statistical antenna selection [153] 
seems a reasonable approach that can maintain the low density for the overall 
system.
R eceiver a rc h ite c tu re  design: The current LDS-OFDMA receiver already suffers 
from relatively high complexity thus increasing the number of parallel data streams 
due to multiple antenna transmission will further increase the complexity of the 
receiver and will cause the overall scheme to be impractical.
It should be emphasized that similar to other schemes existence of multiple antennas 
at receiver side is also an advantage for LDS-OFDMA receiver and can be effectively 
utilized to benefit from extra degrees of freedom caused by multiple antenna transmis­
sion.
7 .2 .4  A sy m m etr ic  U ser  C o n d itio n s an d  R a te  A llo ca tio n
In a multiuser scenario it is natural that different users be in different channel condi­
tions. To better exploit this system we should allocate different transmission rates to 
users on an opportunistic and dynamic basis while attempting to satisfy users’ required 
quality of service. During this thesis the performance evaluation is done for BPSK mod­
ulation for all users. Therefore, for our LDS-OFDMA system we need to do necessary 
modifications and extensions to support an inhomogeneous LDS structure with users’ 
data variables having different modulation levels. Therefore the study of multiple an­
tennas and higher order modulations should be further extended to support users’ 
asymmetric channel conditions. Further in this direction information theoretic based 
studies to derive achievable rate regions for LDS-OFDMA under different asymmetric 
channel conditions is beneficial. Also finding the capacity region of LDS-OFDMA in 
multiuser scenario under asymmetric users channel condition can give us useful hints 
on tuning users transmission rate that will include modulation order and error control 
coding rate.
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Figure 7.1: LDS-OFDMA for a joint multi-cell processing.
7,2.5 A pplication  o f LDS Structure to M ulti-C ell Scenario
During this thesis all the evaluations are carried out for a single cell scenario. The 
application of LDS-OFDMA for a multi-cell scenario can be evaluated for two differ­
ent conditions and compared with conventional application of OFDMA in a  multi-cell 
scenario. Those conditions include accommodating orthogonality among:
• Home-cell users; Orthogonal LDS is applied for users inside each cell bu t users 
from different cells may be non orthogonal.
e Users of adjacent cells; conventional LDS-OFDMA is applied to users of each cell 
but users of adjacent cells will be orthogonal to each other.
Exclusive use of subcarriers among cells will bring down the whole system  capacity 
for an Inter-cell orthogonal system. Therefore, in order to  reuse subcarriers, LDS- 
OFDMA is a good candidate for the system with joint multi-cell processing as shown 
in Figure 7.1. As it is shown a joint multi-cell processing can be considered as a 
distributed antenna system whose base stations play the role of distributed antennas. 
On the other hand for non-joint processing case, partially blind chip detection m ay be 
applied due to the lack of knowledge about the channel and even the num ber of users 
from the other cells 154]. Application of LDS-OFDMA in a multi-cell scenario will 
also require investigation on devising proper coordination mechanisms on power and 
resource allocation approaches.
Appendix A
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Figure A.l: Flow diagram of CLi Log-MAP MUD technique.
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Table A.l: Summary of CLi Log-MAP MUD Technique
Chip-Level Iterated Log-MAP MUD Technique
01: UNIT If no priors available, set P n {xk,m) = 0.5, Vn € [l,iV],fe 6  [1, K],m  G [1,M].
Set LJn^ { x k>m) = log(Pn(æfc.m)),Vn G [1, A],fc G [l ,K],m G [1,M]
02: For j  — I : J  Do
03: For n =  1 : iV Do
04: For Vfc,m G J n Do
05: Update Ljn^ ( x k,m)  using (3.11)
06: End
07: End
11: Update L3n^ ( x kim),\/n  G [l,iV],fc G [l ,K],m G [1,M] using (3.5).
12: End
13: For k — 1 : K  Do
14: For m  = 1 : M  Do
15: Hard Decision according to (3.14).
16: End
17: End
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________________ Table A.2: Summary of the Turbo CLi MUDD____________________
Turbo Chip-Level Iterated MUDD
01: INIT If no priors available, set Pn{xk,m) =  0.5,Vn G [ l,N ],k  E  {l,K ],rn  E  [1,M].
Set L{i%(xk,m) = log(Pn(xfc)),Vn E  [l,iV],fc E  [l,K }:m  E  [1,M]
02: For i =  1 : T  Do
03: For j  =  1 : J  Do
04: For n — 1 : N  Do
05: For V k,m  £ J n
06: Update L ^ ^ x ^ m )  using (5.1).
08: End
09: End
10: Update Z ^ _ » ( % & ,m ) ,V n  g [1, jV],fc E  [ l,K ] ,m  E  [l.M ] using (5.2).
11: End
12: Update L3£e L(xk,rn) using the a priori knowledge given in (5.3)
13: End
14: For k = I \ K  Do
15: For m, — 1 : M  Do
16: Hard Decision according to (3.14).
17: End
18: End
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