ABSTRACT Differential evolution (DE) is a popular paradigm of evolutionary algorithms, which has been widely applied to solve diverse optimization problems and has gained much success in a series of academic benchmark competitions. Recently, ensemble methods received an increasing attention in designing highquality DE algorithm. Motivated by this consideration, a novel two-stage ensemble of DE variants, called TSEDE, has been proposed in this paper. In TSEDE, based on the number of fitness evaluations, the whole evolutionary process is divided into two stages. In the former stage, TSEDE using a multi-population-based framework focuses on improving the searchability, which employs three popular and efficient DE variants, namely SHADE, JADE, and ''DE/current-to-rand/1.'' In the latter stage, LSHADE is used to emphasize the convergence. Moreover, an elite strategy is used to ensure that the current best solution is assigned to each constituent variant at each generation. TSEDE is tested on the CEC2005 benchmark suit and compared with nine typical algorithms. The results confirm that the proposed method is very competitive.
I. INTRODUCTION
Differential evolution (DE), firstly proposed by Storn and Price [1] , is one of very popular evolutionary algorithms (EAs) and exhibits remarkable performance on a wide variety of problems. The classic DE is a population based stochastic search technique, which incorporates mutation, crossover, and selection operators at each generation to search for the global optimum [2] . The advantages of DE are simplicity of implementation, reliability, speed and robustness [3] . Numerous studies have been done on DE with respect to the novel mutation and crossover strategy design [4] , [5] , the maintenance of population diversity [6] , the adaptation of parameters [7] - [10] , hybridization [11] , and the intelligent combination of multiple search strategies [2] , [7] , [12] , [13] . Virtually, DE is recognized as an efficient search engine for different optimization domains, such as multimodal optimization [14] , [15] , and constrained optimization [16] . Similar to other EAs, DE quickly attracted the attention of many
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researchers from diverse fields and has been widely applied to many real-world optimization problems, such as feature selection [17] , power systems optimization [18] , and pattern recognition [19] .
Although DE has proved its competitive capability compared to other EAs, many experimental and theoretical studies prove that it is still quite dependent on the mutation strategy and the crossover operators. Besides, three intrinsic control parameters (population size NP, scaling factor F, and crossover rate CR) play a vital role in balancing the diversity of population and convergence speed of the algorithm [26] . For the original DE, these parameters are user-defined and remain fixed during the searching process. However, employing a trial-and-error scheme to search for the most suitable strategy and its associated parameter settings requires high computational costs. Moreover, the most appropriate strategy and its associated parameter values required by DE to solve different optimization problems are different [9] . Even for the same problem, different parameter settings along with different mutation schemes at different stages of evolution process are needed [7] . To overcome these shortcomings, DE variants with intelligent mutation strategy ensemble and control parameters adaption have been designed to dynamically determine an appropriate strategy and its relevant control parameters [2] , [7] , [12] , [27] . Among them, Qin et al. [7] introduced a variant of DE (SaDE) in which the mutation strategies and the respective control parameter are selfadaptive based on their previous experiences of generating promising solutions. By using three mutation strategies in parallel to generate offspring, Wang et al. [2] presented a DE with composite trial vector generation strategies and control parameters (CoDE). Mallipeddi et al. [12] proposed a DE with ensemble of parameters and mutation strategies (EPSDE), which employs a set of mutation strategies along with a set of parameter values that compete to generate offspring, and is further improved in [20] . Gong et al. [21] designed a strategy adaptation mechanism to choose the trial vector generation strategy during the evolutionary process.
One of the most competitive DE variants with superior performance is JADE [9] . JADE introduces a novel mutation strategy called current-to-pbest/1 with an optional external archive and a control parameter adaption mechanism. In this mutation strategy, the p best is chosen from the top best individuals in each generation. Moreover, the archive is utilized to add the failed parent solutions in the selection process. Adaptive schemes based on Cauchy and normal distributions are used to generate F i and CR i . The proposed mutation strategy with an archive is not liable to be trapped into the local optimum and very effective in solving complex problems, such as multimodal problem. The JADE algorithm is further developed as SHADE [22] and L-SHADE [23] . In other words, JADE is considered to be the origin of these methods. In SHADE [22] , the greediness factor in current-to-pbest/1 is adapted and a new history-based scheme is employed to generate F i and CR i by selecting a random index from the memory M of H history successful entries. Inspired by [24] , L-SHADE incorporates a linear population size reduction scheme to enhance the performance.
Actually, previous studies empirically show that some mutation strategies are effective for the global search [2] and some others are useful for rotated problems [3] , and some control parameter settings can speed up the convergence [7] and some other settings are more suitable for separable problems [8] . Moreover, even for the same optimization problem, certain mutation strategy associated with specific parameter setting may be more effective than others at different stages of the evolutionary process. Recently, Wu et al. [13] presented a novel DE variant (MPEDE), in which a multi-population based framework (MPF) is utilized to realize a dynamic ensemble of multiple mutation strategies consisting of ''DE/current-to-pbest/1'' with an archive motivated by JADE, ''DE/rand/1'', and ''DE/currentto-rand/1''. ''DE/current-to-rand/1'' is a rotation-invariant strategy, which is extremely effective in solving rotated problems. ''DE/rand/1'' is the commonly used mutation strategy with excellent exploration capability. Moreover, the parameter adaptation mechanism of JADE is applied in MPEDE.
Further, Inspired by MPEDE, a high-level ensemble of different DE variants is proposed in [26] , which incorporates JADE [9] , EPSDE [12] , and CoDE [2] into MPF [13] to execute the searching.
In general, different DE variants reveal different capabilities in solving different optimization problems. Theoretically, search algorithms will averagely own the same performance when they are applied to all potential optimization problems. In other words, there is not a general algorithm superior to all others approaches on all optimization problems [10] . This is to say, there is no one method to be good at solving all optimization problems. Over the last two decades, many popular and efficient DE variants have been put forward and achieved great success. These DE variants reveal their respective advantages during the process of evolution. Naturally, the idea of mixing multiple DE variants and making full use of each component has attracted much attention, and it is a meaning challenge to derive a competitive approach. In reality, some other related concepts have been presented, such as memetic algorithm [28] , hybrid algorithm [29] .
Based on the above consideration, by incorporating multiple DE variants into MPF [13] in different stages of evolutionary process, we introduce a two-stage ensemble of differential evolution variants, referred as TSEDE. The proposed algorithm is divided into two stages. In the first half of the function evaluations, three DE variants, such as ''currentto-rand/1'' [31] , JADE, and SHADE, are employed with the aim of improving the search ability. Among them, JADE and SHADE are both versatile and effective DE variants, and ''current-to-rand/1'' strategy is rotation-invariant. Therefore, the ensemble of these three methods is able to diversify the population to alleviate the possibility of premature convergence and provide a better balance between exploration and exploitation. In MPF, after every certain number of generations, the best performed constituent DE variant obtains a reward population to continue the performance dominance in the near future evolutionary process. This is to say, the best DE variant can gain the most computational resources timely. Additionally, an elite strategy is introduced to ensure the quality of the subpopulations. While in the latter stage, LSHADE will be activated to produce the offspring, with the aim of accelerating the convergence. The reason of starting the population reduction after the first half of the function evaluations is to give the required time for the individuals to evolve well [39] .
The rest of this paper is organized as follows. Section II reviews the classic DE and related works. Section III presents the detail of TSEDE, including its constituent DE variants and its framework. The experimental results are reported and analyzed in section IV and section V concludes this paper.
II. THE RELATED WORKS A. DIFFERENTIAL EVOLUTION
As a population-based heuristic search algorithm, DE evolves with a population of NP candidate solutions (so-called target vectors) and consists of four major operators-initialization, VOLUME 7, 2019 mutation, crossover and selection. At the beginning of the evolution, an initial population with NP individuals
. . ,NP} is randomly generated according to a uniform distribution, where D denotes the dimension of the search space. Typically, the jth component (j = 1, 2, . . . , D) of the ith target vector (i = 1, 2, . . . , NP) in the is generated as follows:
where rand (0, 1) returns a uniformly distributed random number in [ After initialization, a mutant vector V G i is generated by the mutation operator corresponding to a target vector X G i . The most frequently used mutation strategies are described as below:
''DE/rand/1'':
''DE/best/1'':
''DE/rand/2'':
''DE/current-to-best/1'':
''DE/current-to-rand/1'':
The indices r 1 , r 2 , r 3 , r 4 and r 5 are mutually exclusive integers randomly selected from the range [1, NP] , which are also different from the index i. X G best is the best individual vector with the best fitness value in the population at generation G. F is a scaling factor.
After mutation, crossover operation is implemented on each pair of X G i and V G i to produce a trial vector U G i . The binomial crossover is defined as follows:
where rand is a uniformly distributed random number in [0, 1], and CR, namely crossover rate, is a user-specified constant within the range [0, 1], which control the fraction of parameter values copied from the mutant vector. j rand is a uniformly distributed random integer in [1, D] that makes sure at least one component of the trial vector is inherited from the mutant vector.
Once the trial vector is generated, a one-to-one greedy approach is used to select the better one from X G i and U G i for the next generation. For a minimization problem, the selection operator can be formulated as below:
The basic search operations of a traditional DE are described above. Many successive studies investigated the trial vector generation strategies (including mutation and crossover operators) and parameter (e.g. population size NP, scale factor F and crossover rate CR) control mechanisms in depth.
B. BRIEF REVIEW AND ANALYSIS
Differential evolution (DE) is a floating-point encoded evolutionary algorithm over continuous spaces. Many studies reveal that the performance of DE highly depends on the trial vector generation strategies and parameter control mechanisms.
The classical DE contains three key parameters, such as the population size NP, scaling factor F and crossover rate CR. Empirically, there is no fixed control parameter setting which can meet all the requirements for different problems or even for a single problem throughout the evolution. Tuning these control parameters to proper values is a very time-consuming process. As a result, many parameter adaptation techniques have been developed in recent years [7] - [9] , [22] . For example, DE with success-history based parameter adaptation and linear population size reduction (LSHADE) has gained much success [23] .
Another active research direction is to design DE's trial vector generation strategies. In the past fifteen years, many novel trial vector generation strategies were proposed, such as ''DE/lbest/1'' [40] , ''DE/pbest/1'' [41] , and eigenvector-based crossover operator [32] . In the above operators, ''DE/lbest/1'' strategy is a variant of the greedy DE/best/1 strategy, in which the locally best individual replacing the globally best one guides the mutation process. Therefore, this strategy is beneficial to the balance between population diversity and fast convergence. ''DE/pbest/1'' takes the superior individual as the base individual and searches the decision space around it. Hence, this mutation strategy has strong exploitation ability. In [42] , a new triangular mutation rule is proposed based on the convex combination vector of the triangle and the difference vector between the best and the worst individuals among the three randomly selected vectors. The proposed operator aims to enhance the global exploration ability and the local exploitation tendency and improve the convergence rate. Generally, exploitation and exploration should be considered in designing efficient evolutionary and swarm intelligent algorithm.
III. A TWO-STAGE ENSEMBLE DIFFERENTIAL EVOLUTION VARIANT
In TSEDE, four efficient constituent DE variants are applied to execute the evolutionary process in two different phases, respectively. In the first half of the function evaluations, there are three constituent DE variants: JADE, SHADE, and ''DE/current-to-rand/1'' in the algorithm candidate pool. In the second phase, LSHADE is used to perform the rest of the evolutionary process. JADE and SHADE are both versatile DE variants and are both very competitive in solving complex optimization problems. Moreover, ''DE/current-torand/1'' is a rotated-invariant strategy which utilizes the arithmetic crossover.
A. CONSTITUENT DE VARIANTS
A brief introduction of JADE, ''DE/current-to-rand/1'', SHADE and LSHADE is given as below.
1) JADE
In this section, we describe JADE [9] , which is the origin of SHADE and LSHADE. Its main features are current-topbest/1 mutation strategy with an external archive and parameter adaptation mechanism.
''DE/current-to-pbest/1'' strategy with an archive is an enhanced variant of the ''DE/current-to-best/1'' strategy where the greediness is adjustable using a parameter p, which can be formulated as follows:
) (9) where X G pbest is randomly chosen from the best 100p% individuals in the current population. An archive is used to store recently explored inferior solutions. The individualX G r 2 is randomly chosen from the union of the current population and the archive. As analyzed in [9] , the advantages of the ''DE/current-to-pbest/1'' operator are twofold: 1) the information of multiple best individuals can balance the greediness of the mutation and the diversity of the population, and 2) the difference between the recently explored inferior individuals and current population may represent promising directions toward the global optimum.
The parameter adaptation mechanism in JADE produces parameters F and CR by a normal distribution and Cauchy distribution for each target vector at each generation, respectively. These equations are described as below:
In case a value for CR i outside of [0, 1] is produced, it is replaced by the limit value (0 or 1) closest to generated value. When F i >1, F i is truncated to 1, and when F i ≤ 0, Eq. (11) is repeatedly applied to try to generate a valid value.
In each generation, CR i and F i values that succeed in generating a trial vector which is better than its parent individual are reported as S CR and S F , respectively. At the end of the generation, µ CR and µ F are updated as:
Here, parameter c is a learning rate. mean A (·) is an arithmetic mean, and mean L (·) is a Lehmer mean as follows:
2) ''DE/CURRENT-TO-RAND/1''
''DE/current-to-rand/1'' mutation strategy is particularly useful in solving rotated problems than other strategies, as it is rotation-invariant [31] . In the ''DE/current-to-rand/1'' strategy, the binominal crossover operator is not applied. As far as we know, binomial crossover is dependent on the coordinate system and not a rotation-invariant process. Consequently, the performance of the algorithm using binomial crossover operator drastically deteriorates on the rotated problems.
To address this drawback, we put ''DE/current-to-rand/1'' into the strategy candidate pool. Similar to JADE, the parameter adaptation approach in ''DE/current-to-rand/1'' generates parameters F and CR by a normal distribution and Cauchy distribution for each target vector at each generation, respectively. CR i and F i values that succeed in generating a trial vector which is better than its parent individual are reported as S CR and S F , respectively. However, at the end of each generation, µ CR and µ F are updated as follows:
Here, mean WL is the weighted Lehmer mean and c is a positive constant from [0, 1]. The weighted Lehmer mean is computed as below(S refers to S CR or S F ):
where the quantity of fitness improvement f k is used in order to affect the parameter adaptation.
3) SHADE AND LSHADE SHADE [22] is a history-based adaptive DE algorithm which is in fact an extension of JADE. SHADE uses a history based parameter mechanism to improve the robustness, which maintains a historical memory with H entries for both of the control parameters CR and F, M CR , M F . In each generation G, these parameters are generated by randomly selecting an index r i from [1, H ] , and then applying the formulas below:
Like JADE, CR i and F i values that succeed in generating a trial vector which is better than its parent individual are reported as S CR and S F , respectively. At the end of the generation, the contents of memory are updated as:
where index k (1≤ k ≤ H ) determines the position in the memory to update. The weighted Lehmer mean mean WL (S) is computed as Equations (17) (18) (19) . In short, SHADE uses a historical memory of successful control parameter settings to guide the selection of future control parameter values. In the CEC2013 competition on real parameter single-objective optimization, SHADE ranked 3rd.
In general, the size of the population used by EA plays a significant role in controlling the rate of convergence. Small population sizes tend to result in faster convergence, but increase the risk of converging to a local optimum. Conversely, large population sizes can encourage wider exploration of the search space, but the rate of convergence tends to be slower. Therefore, adaptive population resizing methods have been an active area of search.
LSHADE is an enhanced version of SHADE algorithm with linear population size reduction (LPSR), which is demonstrated a very good performance in solving the IEEE CEC2014 benchmark set [33] . At the end of each generation, the population size in the next generation is dynamically adjusted according to the linear formula:
where NFE is the current number of fitness evaluations, MAX_NFE is the maximum number of fitness evaluations, N init is the initial population size, and N min = 4 which is the minimum number of individuals. Note that the history memory of SHADE will be used directly by LSHADE to generate control parameters CR i and F i . After an early adaptation evolution, the existing history memory of SHADE is better suited to the current population. Resetting the initial parameter values is not necessary and appropriate. Consequently, at the second half of the evolution process, LSHADE will inherit the parameter memory of SHADE.
B. MULTI-POPULATION BASED ENSEMBLE FRAMEWORK (MPF)
In the proposed approach, MPF [13] is applied to incorporate DE variants in the first half of the function evaluations. In MPF, the whole population is divided into several indicator subpopulations and one reward subpopulation according to the number of constituent DE variants. Let pop be the overall population as below:
Let NP be the size of pop and NP i be the size of pop i . λ i denotes the proportion between pop i and pop.
where set λ 1 = λ 2 = λ 3 and j=12,3,4, λ j = 1. After every ng generations, the reward subpopulation is assigned to the best efficient constituent by the metric as follows:
where k is the index of the best constituent DE variant, f i is the accumulated function fitness improvements during the last ng generations by the ith constituent DE variant, and fes i is the corresponding consumed number of the function evaluations.
C. ELITE STRATEGY
In evolutionary algorithm (EA), elite strategy is an efficient approach for avoiding the loss of the current best solution. In MPF, in order to maintain the justice, the current global best solution is assigned to each subpopulation when the subpopulation reward is executed.
The algorithm pseudo-code of TSDED is presented in Algorithm 1.
IV. EXPERIMENTAL STUDY
TSEDE has been tested on 25 benchmark test functions from IEEE CEC2005 [34] on D = 30 and 50, respectively. These 25 benchmark functions can be classified into four types: five unimodal functions (F1-F5), seven basic multimodal functions (F6-F12), two expanded multimodal functions (F13-F14), and eleven hybrid composition functions (F15-F25). Among the test functions, F1 and F9 are separable functions and the others are non-separable functions. Some test functions are rotated using orthogonal matrices to make variables correlated with each other, and the global optima of some test functions are shifted so as to not at the center of the search space. All of hybrid composition functions are composed of 10 sub-functions.
In our experiments, the population size is set to 250 and the maximum number of function evaluations (MAX_NFE), the terminal criteria, is set to 10000 * D. The parameters of TSEDE are set as λ 1 = λ 2 = λ 3 = 0.2, ng = 20. To provide a more comprehensive comparison, we run each comparative algorithm 25 times over the benchmark functions.
In this section, the mean and standard deviation of the function error value (f (X)-f (X * )) are calculated over 25 independent runs for each test functions, where X is the best solution in the population when the algorithm terminates and X * is the global optimal solution. TSEDE is compared with six other state-of-the-art DE variants and three non-DE approaches. In order to have statistically sound conclusions, a nonparametric statistical test, called the Wilcoxon's rank-sum test for independent sample at a 0.05 significance level [35] , is conducted to judge the significance of the results between 56508 VOLUME 7, 2019 Execute LSHADE using SHADE history memory; 22: end if 23: end while two algorithms. Signs ''−'', ''+'' and ''≈'' indicate that the corresponding comparative DE variant is worse than, better than, and similar to TSEDE, respectively. Moreover, the Friedman test is used to obtain the final ranking of different algorithms for all test functions. The best ranks are shown in bold.
A. COMPARISON WITH SIX STATE-OF-THE-ART DE VARIANTS
TSEDE was compared with six other state-of-the-art DE variants, namely, jDE [8] , JADE [9] , SaDE [7] , CoDE [2] , EPSDE [12] , and MPEDE [13] . The same parameter configurations of the comparative algorithms that are suggested in the original papers are used to run the tests when they are used in the comparison against the proposed algorithm.
The computational results for benchmark functions with 30 and 50 variables are reported in Table 1 and Table 5 , respectively. The mean error and standard deviation (in bracket) of the function error values are provided in the two tables.
Since the convergent speed is also key metric for algorithm evaluation. We select some benchmark functions as representative ones. Figs. 1-2 illustrate the convergence characteristics in terms of the logarithm of the average function error value on D-30. Because the convergence graphs of the 50-D problems are similar to their 30-D, they are omitted here.
1) COMPUTATIONAL RESULTS OF FUNCTIONS WITH 30 VARIABLES
The experiment results have been listed in Table 1 . First, for the unimodal functions (F1-F5) , JADE, MPEDE and TSEDE show the best performance. The reason is that they incorporate the ''current-to-pbest/1'' mutation strategy and a historical archive. In addition, TSEDE performs better than JADE except F2 and F4, and outperforms MPEDE except F3.
For the basic multi-modal functions (F6-F12), TSEDE and MPEDE perform the best, and CoDE follows them. TSEDE is only superior to MPEDE on function F6, while is inferior to MPEDE on functions F8. TSEDE performs better than CoDE on functions F6, F7 and F10, while performs worse on function F11. TSEDE outperforms jDE, JADE, SaDE and EPSED on five (F6, F7 and F10-F12), five (F6-F8, and F11-F12), four (F6-F7, F9-F10), five (F6-F7 and F10-F12) functions, respectively. JADE cannot beat MPEDE on any of the considered basic multi-modal functions. jDE, SaDE and EPSED are better than TSEDE on one (F8), on two (F8 and F11), one (F8) functions respectively.
As for expanded multimodal functions (F13 and F14), TSEDE performs the best and cannot be defeated on any of the expanded multimodal functions.
Finally, as for 11 more complex hybrid composition functions (F15-F25), TSEDE and MPEDE show the best performance. TSEDE is superior to MPEDE on function F22, and is inferior on function F23. Actually, TSEDE perform better than jDE, JADE, SaDE, EPSED and CoDE on six (F16-F20, F22 and F25), four (F17, F19, F20 and F25), four (F16, F21-F22 and F25), nine (F16-F21 and F23-F25) and five (F16, F18-F20 and F25) functions, respectively, and is inferior to these five peer algorithms on one (F23), two (F15 and F23), two (F17 and F23), two (F15 and F22) and two (F17 and F23) functions, respectively.
In summary, these achievements indicate that the ensemble of multiple DE variants is beneficial in solving complex optimization problems. Benefited from the complementarity of constituent DE variants, the proposed algorithm, TSEDE, has better performance than other six state-of-the-art algorithms on most benchmark functions with 30 variables.
The evolution of the mean function error values derived from these seven algorithms is plotted in Figs. 1-2 for some typical test functions. It can be seen that X axial represents for the total number of function evaluations (FES) and Y axial stands for the logarithm of the average function error value. Concretely, the convergence graphs of Fig.1 (including six problems) reveal that TSEDE exhibits the best convergence performance on 4 (F1, F2, F4 and F6) test functions and gets the second best on F3 and F5. For Fig. 2 (including  twelve problems) , the proposed TSEDE obtains the best Furthermore, to illustrate the distribution of the results of each algorithm, the box plots of fitness error values of all the algorithms on twelve 30-D functions are depicted in Fig. 3 . From the plots, we can see that TSEDE performs more consistently than other peer competitors on most problems.
Meanwhile, we also perform the multiple-problem Wilcoxon's test [42] to check the behaviors of the above seven algorithms. Note that the multiple-problem Wilcoxon's test is conducted in this paper by using the KEEL software. Table 2 summarizes the statistical analysis results. R + represents the sum ranks for the problems in which TSEDE outperforms the competitor. From Table 2 , we can see that TSEDE provides higher R + values than R-values in all the cases. According to the Wilcoxon's test, TSEDE is superior to jDE, JADE, SaDE and EPSDE, and it is comparable with CoDE and MPEDE in all the cases.
To further detect the significant differences between TSEDE and the six competitors, the Friedman test is carried out, in which Bonferroni-Dunn's procedure is used as a post hoc procedure. Again, the Friedman test is implemented based on the KEEL software [42] . Friedman test. As can be seen from Table 3 , we can observe that the performance of TSEDE is superior to that of the other six algorithms.
Finally, the average Friedman ranks on different categories of test functions are reported in Table 4 . The results of Table 4 indicate that TSEDE performs differently on different categories of functions. TSEDE, JADE, and MPEDE perform best on the unimodal functions. On the multimodal functions and hybrid composition functions, TSEDE is inferior to CoDE and MPEDE, respectively, and gets the second best. Because the data for Friedman test must contain at least results in four data sets, the average Friedman ranks on expanded multimodal functions (including F13 and F14) are omitted.
From Tables 1-4 and Figs. 1-3, due to the improvements which we have made, TSEDE exhibits very competitive performance than those of the other well-known algorithms, which is able to generate the high-quality solutions and fastens the convergence speed.
2) COMPUTATIONAL RESULTS OF FUNCTIONS WITH 50 VARIABLES
Some observations can be obtained from the data reported in Table 5 . Clearly, TSEDE and JADE perform the best on these five unimodal functions (F1-F5) . The outstanding performance should be due to these greedy mutation strategies, which lead to very fast convergence. TESDE performs better than JADE on two functions F4 and F5, while performs worse than JADE on two functions F2 and F3. TSEDE is superior to jDE, SaDE, EPSED, CoDE, and MPEDE on 4, 4, 3, 4, and 4 test functions, respectively. jDE, SaDE, CoDE, and and 1 test functions, respectively. MPEDE is better than TSEDE on 3 functions, and performs worse on function F6. jDE, JADE, SaDE, EPSED, and CoDE outperforms TSEDE on 2, 1, 2, 1, and 1 test functions, respectively. Because MPEDE could balance exploration and exploitation on these test functions, it shows the best performance.
As for expanded multimodal functions (F13 and F14), TSEDE performs the best and the six other peer competitors cannot beat TSEDE on any test functions.
Hybrid composition functions are much harder than others since each of them is composed of 10 sub-functions. The performance of TSEDE and EPSDE is better than that of the other five competitors. TSEDE outperforms EPSDE on five functions and performs worse on six functions. JADE, SaDE, and CoDE cannot perform better than TSEDE even on one test function. TSEDE is superior to jDE and MPEDE on 7 and 4 functions, respectively, and is inferior to these two comparative methods on 2 and 1 test functions, respectively. The last three rows in Table 5 indicate that TSEDE is better than the other six comparative algorithms. Table 6 and 7 present the statistical analysis results on 50D according to the multiple-problem Wilcoxon's test and the Friedman's test, respectively. From Table 6 , the reported results reveal that TSEDE obtains higher R + values than R-values in all the cases. Furthermore, the p values of all the cases are less than 0.05. On the other hand, the statistical results in Table 7 show that TSEDE has the best ranking among the seven compared algorithms.
In summary, the above comparison clearly demonstrates that TSEDE is significantly better than the six competitors on the 50D functions. The outstanding performance of TSEDE on 50D indicates that the ensemble of multiple efficient DE variants make TSEDE potential in addressing problems with more complex landscapes resulted from an increase in the number of decision variables.
B. COMPARISON WITH THREE NON-DE ALGORITHMS ON 30-D
TSEDE is also compared with three non-DE methods, i.e., CLPSO [36] , CMA-ES [37] , and GL-25 [38] . In CLPSO, a particle uses the personal historical best information of all the particles to update its velocity. CMA-ES is a very efficient and famous evolution strategy (ES). There are several variants of CMA-ES, and the standard one is used in this paper. GL-25 is a hybrid real-coded genetic algorithm (RCGA) which combines the global and local search. In our experiments, the parameter settings of these three approaches are the same as their original papers. The reasons of choosing these three algorithms in comparison are twofold: 1) their performance is very competitive; 2) these three algorithms represent the state-of-the-art in PSO, ES, and GA, respectively. According to the Google Scholar Citation, the number of citations of CLPSP, CMA-ES, and GL-25 is very high. The experimental results are reported in Table 8 .
In summary, the performance of TSEDE outperforms that of these three non-DE competitors. Actually, TSEDE performs better than CLPSO, CMA-ES, and GL-25 on 21, 17, and 22 out of 25 test functions, respectively, and is only inferior on 2, 6, and 3 test functions, respectively. Additionally, the performance of CLPSO significantly outperforms CMA-ES and GL-25 on separable functions (i.e., F1 and F9). Meanwhile, CMA-ES performs well on some unimodal functions, which means the convergence speed of CMA-ES is very fast. These interesting phenomena are attributed to the characteristics of the algorithms themselves [42] .
The statistical analysis results of the multiple-problem Wilcoxon's test are reported in Table 9 . TSEDE obtains higher R + values than R-values, and performs significantly better than the three competitors. Finally, the average Friedman ranks are shown in Table 10 . As shown in Table 10 , TSEDE has the best ranking among the four algorithms on 25 test functions.
V. CONCLUSION
Many popular and efficient DE variants are well designed in recent decades and represent the precious experiences and knowledge. It is very meaningful to make full use of the knowledge to design more versatile algorithms. In this paper, many experiences in using the ensemble of multiple efficient DE variants with a two-stage optimization mechanism have been reported in the literature. TSEDE, proposed in this paper, contains two processing stages. In the former stage, TSEDE pays more attention on maintaining the balance of exploration and exploitation to avoid the premature convergence, while in the latter stage, different constituent method is applied to speed up the convergence rate. Hence, the ensemble of different DE variants is used at different evolutionary stages. In addition, an elite strategy is used to avoid the loss of the best solution.
TSEDE has been tested on 25 benchmark test functions of IEEE CEC2005, and the statistical results indicate that VOLUME 7, 2019 TSEDE outperforms the other six state-of-the-art DE variants, i.e., jDE, JADE, SaDE, EPSED, CoDE, and MPEDE, and three powerful non-DE approaches, such as CLPSO, CMA-ES, and GL-25.
In the future, we plan to further improve ''DE/current-torand/1'' in parameter adaptation and apply TSEDE to solve real-world optimization to further test its ability. In addition, it is interesting to combine several other well-studied evolutionary algorithms (EAs), i.e., CMA-ES and PSO, such that the resultant algorithms can effectively complement one another.
