The 3-D seismic dataset covers an about 70 km by 70 km box, and consists of 13 OBS 16 covering the central volcano and a total of 5765 air-gun shots (Li et al., 2015) (Fig. 1b) . Each 17 air gun within the 4-airgun array had a volume of 1500 in 3 . Since the volume was constant for 18 each air gun and thus the bubble sequence was not suppressed, the array provides significant 19 low-frequency energies (3-8 Hz), which are very important to acquire very long-distance 20 records. Shots were fired every 2 minutes (~240 m) along a grid of lines spaced at ~4 km in 21 the 3-D box. The raw data has a sampling interval of 4 ms and was converted to SEG-Y 22
format with a length of 40 s for later analysis. 23
Full waveform inversion 24
Unlike travel time tomography that tries to match the travel time information using 25 synthetics from high-frequency approximated ray tracing, full waveform inversion (FWI) 26 matches the waveform using synthetics derived by solving the dynamic wave equations. Since 27 the amplitude information is added, less approximation is involved and no explicit picking is 28 needed (Shipp and Singh, 2002) , FWI provides a higher resolution than tomography, 29 especially for imaging low-velocity anomalies that strongly attenuate the traversing seismic 30 energies and thus prevent effective travel time picking (Wang et al., 2014) . The largest 31 shortcoming of FWI is the non-linearity problem that can trap the solution into local minima, 32 but it is natural to refine the model by starting from a long-wavelength model constrained by 33 travel time data. 34
We adopted a 2-D time-domain elastic FWI approach firstly created by Shipp and Singh 35 (2002) , which uses a finite difference method (Levander, 1988) for waveform modeling and 36 the adjoint method (Tarantola, 1986) for gradient calculations. The misfit function is defined 37 as： 38
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where d syn and d obs represent the synthetic and observed seismic waveforms, respectively. 40
The sample-by-sample differences are summed over the recording time (T ), and all shots (s) 41 and receivers (r). The W d −1 is the data covariance matrix, which we made a diagonal matrix to 42 weight different parts of the data. 43
The across-axis profile running around the central volcano (Fig. 1b) and PmP). Then we designed a debubbling filter using the approach of Wood et al. (1978) to 50 suppress the bubble energies and thus flatten the amplitude spectra between 3 and 8 Hz. We 51
have not involved the anelasticity in the FWI. Instead we estimated the long-wavelength 52 attenuation structure from the data and a priori information, and then compensated for its 53 effect in the data domain. 54
In the inversion, we have only used the long-offset primary phases in the hydrophone 55 channel (Fig. 2, Fig. DR5 ), since this part of data has the most linear behavior in FWI and the 56 largest sensitivities to the lower-crustal structures. Within this subset of data, there are 57 basically no S-wave energies and thus it is much less sensitive to the S-wave velocities 58 compared to P-wave velocities. Hence, only the P-wave velocities that were initially extracted 59 from the 3-D tomography model have been iteratively updated to minimize the data misfit, 60 whereas the S-wave velocities were always related to the P-wave velocities according to the 61
Brocher's regression fit (Brocher, 2005) . The finite difference modeling used a grid spaced at 62 30 m, which can assure the accuracy for propagating P waves with a frequency below 10 Hz.
63
During the inversion, a Gaussian smoothing filter (750 m horizontally and 210 m vertically) 64 was applied to suppress high-wavenumber artifacts. Besides, we forced the model update 65 within the lower crust (between 4 km and 10.5 km depth below the sea level) to be 66 symmetrical with respect to the ridge axis, which is a generally valid assumption considering 67 the symmetrical spreading. 68
In order to examine the resolvability of the sparse dataset, we performed extensive 69 synthetic tests using the real-data geometry and source signature, and a synthetic AMC model.
70
We created the synthetic AMC model by adding an AMC-like anomaly (Fig. DR4a ) and a 71 constant velocity contrast of 0.75 km/s across the Moho to the tomography model (Fig. 2a) . 72
The input data was generated from the synthetic AMC model with the same finite difference 73 modeling as in the FWI. The inversion was carried out using the same time and offset 74 windowing and inversion strategies as in the real-data inversion, with no Moho velocity 75 contrast in the starting model (Fig. DR4a) . The result ( Fig. DR4b and c) indicates that the 76 AMC-like anomaly can be reconstructed with a good vertical resolution, but smeared out 77 laterally due to the limited OBS density. Consequently, the dimension of the anomaly is over-78 estimated, whereas its amplitude is under-estimated. Besides, due to the limited frequency 79 band and aperture of the input data, an artifact of positive velocity update exists above the 80 AMC. However, the amplitude of this positive update is less than 1/3 of that of the negative 81 update atop the AMC. 82
Besides, in the synthetic FWI test, the sharp velocity variation across the Moho interface 83 is partly reconstructed within -10 and 10 km distance, due to the presence of strong PmP 84 reflections. However, PmP reflections are simultaneously affected by the lower-crustal 85 velocities and Moho reflector structures (depth and contrast). The trade-off between these 86 structures is difficult to be eliminated because of the sparse data coverage within the lower 87 crust. In addition, since the data does not contain significant Pn energies that travelling below 88 the Moho interface, the long-wavelength structure across the Moho is not constrained. 89
Consequently, the mantle velocity would be under-estimated, and a negative update 90 immediately above the Moho always accompanies the positive update of mantle velocities. 91
In the real-data FWI, the Moho structure is inaccurate in the starting model, as the 3-D 92 tomography provided no information in the Moho contrast at all and the accuracy of Moho 93 depth could also be low because of the large picking uncertainties of PmP arrival times. These 94 inaccuracies might be mapped to the lower crust through PmP wave paths, which can be 95 observed in the synthetic FWI test (Fig. DR4b) , v. 51, no. 10, p. 1893-1903. 116 Wang, H., Singh, Satish C., and Calandra, H., 2014, Integrated inversion using combined 117 wave-equation tomography and full waveform inversion: Geophysical Journal 118
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