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Motivation 
 
This thesis is about a new detection method for molecular recognition reactions 
based on magnetic markers and magnetoresistive sensors. The markers are 
specifically attached to the target molecules, and their magnetic stray field is picked 
up by embedded magnetoresistive sensors as a change of electrical resistance. 
Compared to the established fluorescent detection method, magnetic biosensors 
have a number of advantages, including low molecular detection limits, flexibility and 
the direct availability of an electronic signal suitable for further automated analysis. 
This makes magnetic biosensors a promising choice for the detection units of future 
widespread and easy to use lab-on-a-chip systems or biochips. 
Magnetic biosensors were made possible by the fast development of devices based 
on physical effects that relate an electrical resistance to external magnetic fields, 
namely the giant magnetoresistance (GMR) and the tunneling magnetoresistance 
(TMR). Due to their direct electronic translation and their small and scalable size 
which is also compatible with standard CMOS (Complementary Metal-Oxide 
Semiconductor) processing, magnetoresistive devices experienced a great boost 
within the last decade. 
The GMR effect is based on spin-dependent scattering of the conduction carriers at 
ferromagnetic layers separated by non-magnetic metallic spacer layers. Depending 
on the interlayer thickness, the magnetization directions of  the ferromagnetic layers 
spontaneously align antiparallel or parallel to each other, which is due to the so-
called interlayer exchange coupling. It is based on the oscillating RKKY (Ref. 1; Ref. 
2; Ref. 3) interaction between magnetic impurities in a non-magnetic base metal 
mediated by spin-polarized conduction electrons, and was first observed in the case 
of ferromagnetic thin films by Grünberg in 1986 (Ref. 4). At about the same time, it 
was discovered that the electrical resistance of such a sandwich system depends on 
the relative orientation of the magnetization directions of adjacent ferromagnetic 
layers, which can be forced from the initial antiparallel configuration into a parallel 
state by applying an external magnetic field (Ref. 5). Due to the large magnitude of 
the observed change of resistance compared to the usual anisotropic 
magnetoresistance (AMR), this effect was named giant magnetoresistance. 
Another type of magnetoresistance was already observed in 1975 (Ref. 6), which is 
based on spin dependent tunneling of electrons from one ferromagnetic layer to 
another through a thin insulating barrier. Due to experimental challenges, it was not 
until 1995 that good quality magnetic tunnel junctions with large magnetoresistance 
ratios at room temperature could be fabricated (Ref. 7). The effect is called tunneling 
magnetoresistance (TMR). Other than in GMR systems, there is no interlayer 
exchange coupling through the barrier. Therefore, in TMR sensor applications the 
magnetization direction of one of the two ferromagnetic electrodes is generally 
pinned in a fixed direction, while the other one can rotate freely and follows an 
applied external magnetic field. 
Initially, GMR based sensors were introduced as an improvement to already existing 
magnetic applications. For example, they replaced the previously employed AMR 
read heads in hard drives, initially launched by IBM in 1997 (Ref. 8). However, due to 
their excellent sensitivity to even small magnetic fields, GMR based field sensors now 
are also employed in other areas like rotary sensors in automotive applications (Ref. 
9), current monitors (Ref. 10) or displacement sensors (Ref. 11). 
While GMR devices experienced great success as direct magnetic field sensors, 
TMR systems will find their applications more in the field of computer memory or 
programmable logic. Other than GMR sensors, TMR devices include a thin insulating 
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barrier through which the electrons have to tunnel, which ensures a measurable 
electrical resistance even for very small sensor areas. Thus, by tailoring their 
characteristics to incorporate two separate resistance states at zero external 
magnetic field, integrated small-scale TMR sensor elements are a promising choice 
for nonvolatile memory arrays with storage densities comparable to today’s DRAM 
(Dynamic Random Access Memory) technology. A great number of research teams 
both at universities and industrial companies are working towards this so-called 
MRAM (Magnetic Random Access Memory) chip, and the first commercial 4 Mbit 
demonstrator was presented by Motorola in October 2003 (Ref. 12). 
Another promising application of TMR devices is the market of programmable logic. 
Other than conventional gates, logic devices composed of magnetoresistive elements 
can be switched to any functionality by adjusting the magnetization configuration of 
individual elements with the help of local magnetic fields induced by current pulses 
(Ref. 13). For example, Richter demonstrated a two input spin-logic gate consisting of 
four individual TMR elements that can be programmed on-chip to form a logic NOR 
or NAND function (Ref. 14). Such a concept enables a universal processor which can 
be reprogrammed to an optimized architecture for each specific task by suitable 
software, thus further decreasing computation times. 
A rather recent idea is to combine magnetic markers and magnetoresistive detectors 
into a magnetic biochip. The pioneering work in the field of magnetoresistive 
biosensors was carried out by scientists at the Naval Research Laboratory (NRL), 
who developed the first prototype magnetoresistive biosensor called BARC (Bead 
Array Counter; Ref. 15; Ref. 16). It consists of patches of single GMR-type stripe 
sensors, each of which is capable of detecting a single magnetic microsphere. By 
now, a number of research groups are actively pursuing magnetoresistive 
biosensors, and the respective literature is summarized in chapter 1.3.  
This thesis is focusing on large area magnetoresistive biosensors. The guideline for 
the design of the sensor elements is the size of a single probe DNA spot, which is 
typically from 70-150 µm in diameter for standard microarray spotters. Other than 
carried out by the NRL group, the distribution of magnetic markers within a single 
probe DNA spot is not resolved, but the average signal of each spot is measured. 
Therefore, the sensor elements are designed large enough to cover the entire area of 
a single probe DNA spot. Sensors based both on GMR and TMR are presented in 
chapter 1 and 1, and different methods of detecting magnetic markers with 
magnetoresistive sensors are demonstrated. The basic structure of currently 
available magnetic markers and their required properties are reviewed in chapter 1. 
Finally, a comparative DNA hybridization experiment between a magnetoresistive 
biosensor on GMR basis and standard fluorescent detection is presented in chapter 
1. 
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Chapter 1: Introduction 
1. Introduction 
 
1.1. Biochips: idea and applications 
 
Selective and quantitative detection of all kinds of biomolecules plays an important 
role in the biosciences, in clinical diagnostics and medical research, and also in 
environmental pollution control. So far, it is standard procedure to collect the samples 
on site and send them to specialized laboratories for analysis, which is pretty cost 
intensive and time consuming, since the required instrumentation is quite large and 
expensive and also calls for qualified personnel to carry out and judge the outcome 
of the multiple steps involved in the analysis. From an originally unprocessed 
specimen, for example a blood sample, these steps typically include separation and 
amplification as well as chemical modification and detection of the molecules in 
question. 
Recently, the idea of integrating all these common laboratory tasks into a single 
easy-to-use portable device has received growing attention both by researchers and 
biotechnology companies (Ref. 17; Ref. 18; Ref. 19). The proposed lab-on-a-chip 
systems would effectively simplify many standard tasks in the areas of medical 
treatment or biochemical research, and could even open up completely new 
applications. For example, self-supporting body implants that constantly check the 
blood picture of patients carrying a great risk of lethal diseases are thinkable. Other 
possible applications include air or soil analyzers in possibly hazardous surroundings, 
or anywhere else where an immediate on-site test result is of importance. In fact, lab-
on-a-chip systems are believed to possess a similar potential now as 
microelectronics did in the 1980s (Ref. 20), and the combination of these two fields 
will certainly lead to radically new technologies and devices with great impact on 
modern society. 
In the past few years, there has been tremendous progress in the field of 
microfluidics. For example, Thorsen (Ref. 21) reported on large-scale integration 
using a fluidic multiplexor analogous to electronic integrated circuits, which enables 
individual addressing of one thousand independent compartments by only 22 outside 
control lines. Additional work on microfluidic DNA amplification (Ref. 22), 
microfabricated reaction and separation systems (Ref. 20) or entire lab-on-chip 
systems (Ref. 23) suggests that the preparation of biological samples for molecular 
detection in an integrated microfluidic device is evolving and will be commercially 
available within the next few years. 
Concerning the molecular detection units of future lab-on-a-chip devices, different 
techniques are currently employed or actively researched. They are summarized in 
chapter 1.2. All of them rely on the principle of detection by hybridization, which 
allows a highly parallel analysis of many different biomolecules, each of them within a 
separate specifically functionalized sensor area. This method makes use of the lock 
and key principle common to most biomolecules. For example, antibodies bind 
specifically to certain antigens, and DNA always appears in two complementary 
strands. Therefore, by functionalizing specific small areas of a detector with a 
common sequence of single stranded DNA (so-called probe DNA), this area 
becomes sensitive to complementary DNA sequences in its vicinity (so-called analyte 
or target DNA). This principle is employed in DNA microarrays (also called DNA 
assays or DNA chips), where each micron-sized DNA spot consists of a specific 
sequence that probes the presence of complementary DNA strands in the sample 
solution. A DNA chip can consist of thousands of these spots, and they are typically 
produced by microarray spotters that put small drops (0.1–1 nl) of probe DNA onto a 
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sensor surface. Following the spotting procedure, the probe DNA strands are 
covalently coupled to the sensor surface in a so-called immobilization step. To 
analyze the composition of DNA sequences of a given sample, the solution is spread 
across the entire sensor surface, and matching probe and analyte strands hybridize 
to each other. Since the sequence and position of every probe DNA spot is known, 
the composition of the sample is mapped if the amount of hybridized analyte DNA is 
detected for each spot. The detection of the hybridization can be either direct or 
indirect. In the latter case, markers (e.g. fluorescent, radioactive or magnetic) are 
specifically bound to the hybridized analyte DNA only. This can be achieved by 
modifying the analyte DNA before hybridization with the probe. A common method is 
to attach functional molecular groups (positioned either at the 5´ or 3´ end of the 
sequence or internally; e.g. biotin) that bind specifically to the surface of the markers 
(e.g. streptavidin). 
Most widely accepted is an indirect detection method with fluorescent dyes of 
different color, i.e. rhodamine (red) and fluorescein (green). In the future, the dyes will 
probably be more and more replaced by functionalized fluorescent semiconductor 
nanocrystals (e.g. CdSe or ZnS, Ref. 24), but the principle remains the same. The 
markers are stimulated by laser or ultraviolet light, and the fluorescent signal intensity 
is measured from each DNA spot with a suitable scanner. The color and intensity 
give information about the relative abundance of the corresponding analyte DNA 
sequence in the sample solution. 
A typical task for DNA microarrays is the expression analysis of cells, which is about 
resolving the type and abundance of mRNA (messenger RNA) within a specific cell. 
Since the activity of proteins is directly connected to their corresponding mRNA 
abundance, information about the state of the cell can be derived, which is important 
for example to analyze the effect of viruses or active medicine ingredients. Normally, 
the cell of interest is compared to an untreated reference cell, so that the expression 
profile has to be taken from two samples. Figure 1 displays the different steps 
involved in a comparative cellular expression analysis of HeLa cells (human epithelial 
or skin cells, Ref. 25). One group consists of non-infected reference cells, while the 
other is infected by HSV-1 viruses (Herpes simplex viruses type 1). The mRNA of 
each group of cells is isolated and transcribed into dye-labeled cDNA 
(complementary DNA), whereby red labels are used for the infected cells and green 
labels for the non-infected cells. Now, both cDNA samples are put together and 
hybridized to a previously produced DNA microarray, on which every probe DNA spot 
consists of sequences characteristic to one specific protein. After hybridization, the 
fluorescent signals of each probe DNA spot are taken by a laser scanner. Due to the 
different labeling, red spots indicate proteins mainly produced by the infected cells, 
whereas green spots reveal a decreased activity of the respective proteins in the 
infected cells compared to the non-infected cells. If both groups of cells produce 
about the same amount of a specific protein, the corresponding probe DNA spot 
appears yellow (equivalent mixture of red and green). Therefore, the complete impact 
of HSV-1 viruses on HeLa cells is studied in just one highly parallel experiment. 
Before the introduction of DNA microarrays, it was only possible to analyze one 
protein at a time, which greatly limited the throughput of genetic research and clinical 
diagnostics. By now, DNA microarrays are available from a large number of vendors, 
both prefabricated for specific common tasks and custom made. The most important 
companies include Agilent (Ref. 26), Affymetrix (Ref. 27) and Nanogen (Ref. 28). 
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preparation of the microarray 
probe DNA spots 
Hybridization of analyte and probe DNA 
probe DNA 
Scan with laser scanner
transcription of labeled analyte DNA (cDNA) 
from cellular mRNA 
Figure 1: Gene expression analysis of non-infected and HSV-1 infected HeLa cells (taken from 
Ref. 25) 
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1.2. Classification of biosensor types 
 
While the principle of sequence analysis by hybridization is common to all detection 
methods currently under consideration, there is a wide range of possibilities about 
how to identify the abundance of hybridized molecular pairs within a specific probe 
DNA spot. They can be classified into two major categories: the ones which add 
additional markers and the ones that try to detect the hybridization events directly. 
The former method has the advantage of large signals and low noise levels since the 
markers generally possess properties that can easily be distinguished from the other 
materials involved in the hybridization procedure (e.g. they emit light, transfer charge 
in an electrochemical redox process, or, as investigated within this thesis, produce a 
magnetic stray field). However, the use of markers requires an additional molecular 
recognition step, and because these are always dynamic equilibrium process 
between binding and unbinding events, they can never reach 100 % efficiency. Thus, 
there is always a percentage of hybridized pairs which do not contribute to the signal 
because no markers are bound to them. 
From this point of view, a direct detection of hybridized molecular pairs would be 
advantageous, but sensing these events is rather challenging because there is no 
inherent difference in the kind of signal between single strands and hybridized pairs. 
Possible measurands are the mass or the charge of the molecules, but these signals 
only change incrementally when small amounts of analyte DNA are added to an 
already existing large number of probe DNA strands. Furthermore, other ingredients 
of the surrounding solution like trapped ions can falsify the outcome of the 
measurements, so that great care has to be taken in interpreting the results. 
In the following subchapters, different current approaches for direct and indirect 
hybridization detection are presented. 
 
1.2.1. Detection methods employing markers 
 
In order to maintain the specificity of sequence recognition by hybridization, the 
markers must be coupled to the hybridized analyte DNA alone. Depending on the 
type of application, the analyte DNA is either transcribed from the original sample 
(e.g. RNA strands) or taken directly. In the former case, it is possible to directly 
incorporate labels into the transcribed DNA strands, but only if the marker molecules 
are small enough and can be coupled covalently to the nucleotides. A more general 
approach uses linkers like amino groups or biotin which offer specific binding sites to 
the markers. These capture molecules can both be attached to nucleotides for 
transcription processes or linked to complete analyte DNA strands, thus making this 
method very versatile. A comparison of different labeling methods for fluorescent tags 
can be found in Ref. 29. 
 
1.2.1.1. Fluorescent detection 
 
In this type of detection method, the probe DNA is normally spotted onto silanized 
glass slides. Following immobilization and analyte hybridization, the fluorescent 
markers are excited either by a monochromatic (e.g. laser or LED) or a white light 
source (e.g. tungsten lamp or xenon arc lamp), and their emission is picked up by a 
suitable detector (e.g. a CCD camera). For microarrays, either the excitation or the 
detection has to be local in order to obtain separate data from the various probe DNA 
spots. The latter can be achieved by fluorescence microscopy, but the most common 
configuration relies on local excitation by scanning lasers with a typical spatial 
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resolution of a few microns, and photomultiplier tubes for signal detection. These so-
called DNA microarray scanners are commercially available from a number of 
vendors, including for example Agilent (Ref. 26), Affymetrix (Ref. 27) or Nanogen 
(Ref. 28). 
With respect to labeling, the first applicable organic dyes were fluorescein and 
rhodamine. Their emission maxima lie in the red and green, respectively. Though 
widely used, they have some serious disadvantages like rapid bleaching and a strong 
dependence of their emission spectra on the pH of the surrounding solution. Thus, 
great effort has been put into developing fluorescent dyes with improved 
characteristics, and by now, high quality labels can be obtained from a number of 
different sources. The most prominent include Alexa FluorTM synthetic fluorochromes 
from Molecular Probes (Ref. 30) and CyDye™ fluorescent dyes from Amersham 
Biosciences (Ref. 31). The latter are cyanine dyes which consist of two aromatic units 
that are connected via a polyalkene bridge of varying carbon number that mainly 
governs the characteristic absorption and emission spectrum (see Figure 2 a). Most 
widely employed are dyes with 3 and 5 carbon atoms in the polyalkene bridge 
(denoted as Cy3 and Cy5), which emit light in the green and red spectral range, 
respectively (see Figure 2 b). Compared to traditional markers, theses cyanine dyes 
show an enhanced water solubility, photostability, and higher quantum yields. They 
are also more stable and less sensitive to pH than their traditional counterparts. 
Additionally, the excitation wavelengths of the Cy series synthetic dyes are tuned 
specifically for use with common laser and arc-discharge sources. 
(a) (b)
 
Figure 2: Properties of cyanine dyes (taken from Ref. 32) 
a) molecular structure 
b) spectral profiles 
 
An alternative type of fluorescent labels are so-called molecular beacons which are 
able to signal the presence of unlabeled complementary analyte DNA strands (Ref. 
33). They consist of a recognition sequence which is flanked on both sides by two 
short complementary strands (see Figure 3 a). Based on the FRET effect (fluorescent 
resonance energy transfer; Ref. 34), the ends of the entire sequence are labeled with 
a donor fluorophore (e.g. EDANS) on one side and an acceptor chromophore (e.g. 
DABCYL) on the other. In the absence of analyte DNA complementary to the 
recognition sequence, the short complementary strands on both ends hybridize and 
the molecular beacon remains in a bended hairpin shape with the donor and 
acceptor in close vicinity. Due to the strong 1/r6 dependence of the donor-acceptor 
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energy transfer (Ref. 34), the fluorescence of the donor is quenched by the acceptor 
in this configuration. Upon hybridization of a complementary analyte DNA strand to 
the recognition sequence, the beacon opens and the donor fluoresces uninhibited by 
the acceptor (see Figure 3 b). By this mechanism, unlabeled DNA can be detected, 
which is a simpler and faster approach that circumvents possibly problematic 
purification, amplification and labeling steps. Though compatible to any surface 
based detection method (see e.g. Ref. 35), molecular beacons can also be used to 
analyze DNA within homogeneous sample volumes (Ref. 33). 
(a) (b)
complementary
strands 
recognition 
sequence 
target 
molecular 
beacon 
hybrid 
quencher fluorophoreDABCYL EDANS 
 
Figure 3: Molecular beacons (taken from Ref. 33) 
a) structure 
b) target DNA detection mechanism 
 
Lately, advances in the controlled fabrication of semiconductor nanocrystals like 
CdSe or ZnS led to new improved fluorescent labels (Ref. 24). Because of their small 
size of only a few nanometers that is comparable to the bulk Exciton Bohr radius, the 
electron states in nanocrystals are quantized, which is why this class of materials is 
also called quantum dots. The spacing of the quantized energy levels depends on 
the size of the crystal, with smaller particles showing larger energy gaps. As a 
consequence, the band gap of semiconductor nanocrystals can be tailored by 
adjusting their size and shape (Ref. 36). This results in controlled optical properties 
through the mechanism of electron excitation and relaxation across the bandgap by 
photon absorption and emission. In principle, any photon with an energy larger than 
the band gap is capable of exciting an electron, so the adsorption spectrum is rather 
continuous up to a limiting wavelength (Ref. 37). Electron relaxation, however, mainly 
occurs near the edge of the bandgap, so the photon emission spectrum displays a 
sharp peak at a crystal size dependent wavelength (see Figure 4 b). Therefore, 
different colored nanocrystals can be exited with comparable efficiency by the same 
source (normally a laser in the ultraviolet), which is a clear advantage compared to 
organic fluorescent dyes. Furthermore, semiconductor nanocrystals also suffer less 
from photobleaching (Ref. 38), so they promise to be nearly ideal fluorescent markers 
if they can be functionalized effectively by biomolecules. Even though direct 
synthesis of semiconductor nanocrystals in aqueous solutions is possible, the size 
distribution and quantum yield for particles grown in organic solvents like TOPO 
(trioctylphosphine oxide) is superior (Ref. 38). The surface of the latter nanocrystals 
is hydrophobic, which makes them insoluble in the aqueous solutions required for 
biological applications. The easiest way to overcome this problem is to exchange the 
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original TOPO shell with bifunctional surfactant molecules that are hydrophilic on one 
end (e.g. carboxyl groups) and bind to the nanocrystals on the other end (e.g. via 
thiol groups). A more laborious but more stable method involves silanization of the 
particles (Ref. 38). At the surface of the silan shell, reactive crosslinker molecules like 
carboxyl (COOH) or amine (NH2) can be attached that ensure covalent binding to 
biological conjugates (see Figure 4 a). With the problem of bioconjugation solved, 
semiconductor nanocrystals will most probably replace organic dyes for in vitro 
applications in the future due to their improved fluorescent properties (Ref. 24). 
However, their in vivo use remains problematic due to the toxicity of the 
semiconductor nanocrystal materials. 
(b)(a) 
 
Figure 4: Properties of CdSe nanocrystal labels (taken from Ref. 32) 
a) typical structure 
b) absorption and emission spectra 
 
In any case, currently available commercial DNA microarray systems still employ 
organic dyes as fluorescent labels. Their characteristics depend on a number of 
factors, the most important one being the type of experiment the array is used for. 
Possible applications include resequencing and mutational analysis (Ref. 39) or 
genetic disease diagnostics. However, the most important DNA microarray 
application at present is still expression profile analysis in biological research or drug 
discovery. Crucial issues in this respect include the amount of starting mRNA 
required, the total number of detectable genes per array, the discrimination of related 
genes and the dynamic range of the sensor. These quantities are affected by a 
number of issues, of which the final detection method for hybridized pairs is only but 
one. Therefore, it is only possible to compare the characteristics of complete 
systems. In the following, some of the presently most favorite commercial DNA 
microarray systems incorporating fluorescent detection units are presented. 
The current market leader both in the fields of gene expression and mutational 
analysis is Affymetrix with the GeneChipTM system (Ref. 27). Other than cDNA 
microarrays which assemble probe DNA samples by microarray spotters, Affymetrix 
directly synthesizes arrays by photolithography and solid-phase chemistry which 
contain hundreds of thousands of oligonucleotide probes packed at extremely high 
densities. Each oligo consists of 25 nucleotides, and 11-16 of these oligos (called 
perfect match probes) specifically encode a certain gene (Ref. 40). By combining the 
signals from different probes, it is possible to obtain the same specific information as 
with cDNA microarrays, where each single spot represents an entire gene and 
contains the respective cDNA sequence with a length between 0.6 and 2.4 kb (Ref. 
41). For reference purposes, the Affymetrix concept also includes single mismatch 
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oligo probes, so that an entire gene is represented by pairs of 11-16 oligonucleotides. 
The GeneChipTM is available for parallel analysis of up to 61.000 genes on one array, 
and it can reliably detect starting mRNA concentrations in the 1 pM range (Ref. 27). 
Another popular system is Nanogen’s NanochipTM (Ref. 28). Due to the limited 
number of 100 test sites on a single chip, it is used preferentially for mutational 
analysis. However, it involves a clever concept which draws functionalized probe 
DNA strands to single test sites by applying a voltage to that pad. Once the DNA 
arrives at the test site, it binds covalently to the surface through biotin-streptavidin 
bonds. Thus, a NanochipTM can be prepared by the user without the need of a 
microarray spotter. Following probe DNA assembly, the labeled analyte molecules 
are hybridized across all pads, and the signals are read out by a fluorescence 
scanner. Due to the possibility of applying forces to the target molecules by putting a 
voltage across the pad, single base mismatches can be discriminated even after 
hybridization. 
At the research level, there are several approaches to further improve sensor 
sensitivities, required starting material amounts and hybridization times of fluorescent 
biochips. One of the most advanced methods uses arrays of fiber optics to transmit 
the excitation light and the fluorescent signals from the labels. In these systems, each 
fiber can be functionalized with an individual oligonucleotide sequence at the distal 
end, while excitation and detection take place at the proximal end of the fiber. 
Advantages of these systems compared to arrays on glass slides include high 
density sensor packing, low sample volumes and fast hybridization. Initial work was 
on rather large low density arrays (7 fibers with a diameter of 200 µm each), in which 
the individual fibers were functionalized with oligonucleotides by separate immersion 
into an appropriate solution (Ref. 42). In this case, the detection limit for hybridizing 
complementary oligonucleotides was about 10 nM. However, much smaller optical 
fibers can be fabricated (e.g. with diameters of 3.5 µm; Ref. 43), thus enabling larger 
and more closely packed arrays (e.g. 6000 fibers in a bundle with a diameter of 500 
µm; Ref. 43), but the question is how such small fibers can be functionalized 
individually. A demonstrated solution is to etch small wells into their distal ends and 
trap individual homogeneous microspheres with a little smaller diameter within these 
holes (see Figure 5). 
(b)(a) 
 
Figure 5: SEM micrographs of etched fiber bundles with a diameter of 3 µm (taken from Ref. 44) 
a) empty fiber array 
b) wells filled by suitably sized microspheres 
 
The microspheres can easily be functionalized individually with desired 
oligonucleotide sequences, but since their distribution in the wells is random, they 
have to carry an additional label which can be read out afterwards to generate a map 
which relates individual fibers to the sequence carried by the microspheres loaded 
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within (Ref. 43). Therefore, the total number of different oligonucleotide sequences 
possible in such a microfiber array is determined by the number of distinguishable 
labels attached to (or within) the microspheres. So far, the discrimination of 25 
sequences has been demonstrated on an array consisting of 6000 fibers (Ref. 43). 
Thus, hundreds of fibers carry the same sequence, which increases the signal to 
noise ratio of the measurements. However, a minimum number of fluorescent labels 
on each marker is necessary to obtain high enough signal levels from each individual 
fiber, so for detecting very low analyte concentrations, a compromise between good 
signal to noise ratio and measurable absolute signals has to be found. Walt et al. 
achieved reliable detection of 20-mer oligonucleotides down to concentrations of 100 
aM in a total sample volume of 10 µl, which corresponds to a number of only about 
600 analyte DNA molecules totally and is amongst the best sensitivities reported so 
far (Ref. 45). Anyhow, to be of practical use in expression analysis, the total number 
of different detectable sequences has to be increased, which, due to the random 
nature of the array, is a non-trivial task. 
 
1.2.1.2. Nanoparticle based detection 
 
Related to fluorescent sensing schemes are methods that aim at detecting 
specifically bound metal nanoparticles directly through their optical characteristics. 
Because they are easily synthesized, chemically stable and readily attached to thiol 
functional groups of biomolecules, gold nanoparticles are the most prominent choice 
for this type of application. They are coupled to the target either directly before DNA 
hybridization (Ref. 46), or indirectly by ligand-receptor groups after DNA hybridization 
(Ref. 47). 
Due to their large extinction coefficients (Ref. 48), it is possible to directly detect the 
number of bound particles on transparent substrates by optical absorbance 
measurements for high target concentrations (> 1 nM; Ref. 49). Lower analyte 
concentrations can be detected by the same instrumentation through the method of 
autocatalytic deposition of silver metal onto the gold nanoparticle seeds (Ref. 50). In 
this process, the substrate is immersed into a solution containing silver salt and 
hydroquione, and the surface-bound nanoparticles catalyze the reduction of silver 
metal onto their surfaces, causing the particles to grow and the substrate to become 
increasingly more light absorbing. By this method, reliable detection of analyte DNA 
concentrations down to the fM range has been demonstrated (Ref. 51). 
preferential light scattering: 
green   orange scattered light 
(a) (b)
waveguide-confined 
incident light 
100 nm Au 50 nm Au 
 
Figure 6: Evanescence light reflection by metal nanoparticles (taken from Ref. 51) 
a) setup 
b) reflected light from different sized gold nanoparticles 
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Another optical approach to detect surface bound nanoparticles is based on light 
scattering rather than absorbance. When light is injected into an array glass slide, it 
can be used as an internally reflecting waveguide (Ref. 52). Metal nanoparticles 
bound within the evanescent field of the waveguide scatter the light and can be 
imaged by standard microscopy (see Figure 6 a). Due to the limited range of the 
evanescent field (approximately half the wavelength of the employed incident light), 
only particles bound to the surface are detected by this method, thus allowing real-
time measurements of analyte hybridization. Because the scattering spectrum of 
metal nanoparticles is size-dependent, multi-color labeling is also possible by this 
method (see Figure 6 b). 
Apart from the mentioned methods, metal nanoparticles can also be detected by 
surface plasmon resonance (SPR; Ref. 53) or electrochemically (Ref. 54). SPR is 
described in more detail in chapter 1.2.2.3, and electrochemical detection is subject 
to the following section. In summery, metal nanoparticles provide a very sensitive and 
versatile method for analyzing biomolecules, and several companies are already 
offering or developing kits based on this approach (e.g. Nanosphere (Ref. 55) or 
Invitrogen (Ref. 56)). Thus, nanoparticle based DNA assays can be regarded as a 
serious competitor to the established fluorescent detection scheme. 
 
1.2.1.3. Electrochemical detection 
 
Apart from fluorescence, electrochemical detection is another popular method to 
analyze DNA sequences due to its simplicity, low instrumentation costs and high 
sensitivity. It is based on sensing an electrical redox current at the working electrode 
which originates from electron transfer to and from electroactive labels that bind to 
hybridized DNA pairs. The simplest protocol uses electroactive hybridization 
indicators such as cationic metal complexes (e.g. [Co(phen)3]3+; Ref. 57) or planar 
aromatic organic compounds (e.g. daunomcyn; Ref. 58) which preferentially interact 
with double stranded DNA only. Thus, their concentration at the electrode surface 
and, associated with that, the redox current increases proportionally to the amount of 
hybridized analyte DNA. By this method, a detection limit down to 1.8 fmol has been 
demonstrated (Ref. 59). 
However, all of these hybridization indicators are not able to perfectly discriminate 
between double stranded and single stranded DNA, resulting in a rather large 
background signal proportional to the amount of immobilized probe DNA. Thus, it is 
advantageous to specifically link the electroactive labels to the analyte DNA alone 
before or after hybridization. These labels can be redox enzymes (e.g. soybean 
peroxidase; Ref. 60) or metal compounds like ferrocene. Figure 7 shows the principle 
of Motorola’s eSensorTM (Ref. 61), which is based on electrochemical detection of 
target sequences by ferrocene labels on suitable signaling probes (Ref. 62). A thiol 
terminated self-assembled monolayer is coated onto the gold electrode that includes 
capture probe sequences on alkane linkers, oligophenylethynyl molecules as 
conductors between the electrode and the labels (‘molecular wires’) and insolating 
alkanes terminated by ethylene glycol to block access of redox species in solution to 
the electrode (see Figure 7 a). An electrochemical signal is obtained by specifically 
binding a ferrocene labeled signaling probe to the hybridized target sequence. 
Mediated by the molecular wires, electrons from the labels can flow to the electrode 
(Figure 7 b), and the dependence of the magnitude of the oxidation current on the 
potential at the working electrode (voltammogram) gives a signal proportional to the 
amount of hybridized target DNA. In Figure 7 c), the solid curve shows the response 
to 1 µM of target DNA and 2.5 µM of signaling probe, while the dashed line 
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represents the reaction to the same amount of signaling probe alone. The current 
obtained in the latter case is purely capacitive and misses the characteristic faradaic 
peak. It arises from oxidation of the hybridized labels, and its height is a measure of 
the target DNA concentration. On Motorola’s eSensorTM, up to 16 different 
sequences can be detected in one cartridge, and the reader itself is capable of 
analyzing 48 cartridges at a time (Ref. 61). The system is rather inexpensive and has 
proven to be quite successful on the biochip market. Because no large optical 
equipment is necessary, there is also the potential to fabricate a portable device, 
which is currently under development at Motorola (Ref. 63). 
 
(b)
(c)
(a) 
Figure 7: Electrochemical detection of DNA by the Motorola eSensorTM(taken from Ref. 62) 
a) schematic diagram of the interface 
b) sketch of the oxidation process at the working electrode 
c) typical voltammograms with (solid) and without (dashed) target DNA present 
 
Another type of electroactive label are metal nanoparticles, which can be dissolved 
into aqueous metal ions by a suitable etchant solution (e.g. HBr/Br2). Next, the ions 
are sensed electrochemically at the working electrode (Ref. 51). The method is called 
anodic stripping voltammetry (Ref. 64), and has been used traditionally for trace 
metal measurements. Due to the large signal obtained from even single labels, the 
detection limit can be pushed down to the fM domain by this method, which is 
amongst the best sensitivities reported so far (Ref. 65). 
Another approach is to induce absorption of insoluble molecules onto the working 
electrode surface, thus causing measurable changes in the faradaic electrochemical 
impedance. Generally, the electronic transport through a working electrode can be 
described by the equivalent circuitry shown in Figure 8 a), where RS is the ohmic 
resistance of the electrolyte, ZW denotes the Warburg impedance which results from 
the diffusion of ions from the bulk electrolyte to the electrode interface, Cdl is the 
double layer capacitance and Ret stands for the electron transfer resistance of the 
redox probe (Ref. 66). These factors can be quantified by measuring the impedance 
at different frequencies and plotting its imaginary part Zim over the real part Zre in a 
so-called Nyquist diagram, which typically consists of a semicircular region followed 
by a straight line (see Figure 8 b). The semicircular region is observed at higher 
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frequencies where the current is limited by the electron transfer process, whereas the 
linear part is characteristic to lower frequencies with a diffusion-limited current. In 
such a diagram, the diameter of the semicircle is equal to Ret, and Cdl can be 
obtained from the characteristic frequency w0=1/(CdlRet) that is reached at the 
maximum value of Zim in the semicircular region (Ref. 66). Relative to an unmodified 
electrode surface, any adsorbed insolating layer causes an increase of Cdl and Ret, 
which translates into a larger semicircle in the Nyquist diagram. To produce 
measurable signals, the group of Itamar Willner catalyzed the precipitation of 
insoluble phosphates onto the electrode by the use of enzymes which are attached 
specifically to the hybridized target DNA (Ref. 67). The corresponding impedance 
measurements before (dots) and after (triangles / squares) addition of a 27-mer 
target oligonucleotide (5 µM) are shown in Figure 8 b) for different phosphate 
complex formation methods. The large signals which can be obtained that way allow 
reliable detection of analyte DNA down to a concentration of about 50 fM (Ref. 67). 
triangles 
squares 
dots 
(b)(a) 
 
Figure 8: Faradaic impedance spectroscopy at electrode surfaces 
a) equivalent circuit (taken from Ref. 66) 
b) exemplary Nyquist diagrams (taken from Ref. 67) 
 
Apart from the described methods, there is also the possibility to directly oxidize the 
guanine bases within the analyte DNA at the electrode surface without the need of 
any labels. This alternative is discussed in chapter 1.2.2.4. 
 
1.2.1.4. Radioactive detection 
 
Radioactive labels have a long history in bioanalysis, which is mainly due to the fact 
that they are readily integrated into biomolecules and can be detected quite 
sensitively by simple methods. Unlike all other types of labels, probe molecules which 
are chemically identical to unlabeled species can be constructed from radioactive 
isotopes (e.g. 3H, 14C, 33P or 35S), thus avoiding any distortions in intermolecular 
recognition reactions like hybridization. This principle has been applied long before 
the introduction of microarrays in the so-called Southern and Northern blotting 
analysis to identify the sequence of certain DNA and RNA bands after gel 
electrophoresis. In these methods, the DNA bands are denatured and transferred 
from the gel onto a nitrocellulose paper, resulting in immobilized single-stranded 
sequences at the respective band positions on the paper. Next, radioactively labeled 
probe DNA is hybridized and visualized by autoradiography, revealing the position of 
the band with a sequence complementary to the probe (Ref. 68). 
Radioactively labeled DNA can be obtained directly during the transcription process 
from mRNA in expression analysis applications by building the cDNA from 
radioactively substituted nucleotides like 35S-dATP or 3H-dCTP (Ref. 69). 
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Alternatively, polynucleotide kinase can be used to label the 5'-end of completed 
DNA strands with radioactive nucleotides like 33P-dATP (Ref. 70). In any case, strong 
radioactive signals are possible by massive labeling without affecting the 
biochemistry of the molecules. 
For not too demanding applications with respect to parallelism, relatively simple nylon 
macroarrays with 50-2000 different probe spots can be employed in expression 
profile analysis using radioactively labeled target DNA and phosphor imagers or even 
X-ray films for image acquisition (Ref. 71). This method is quite cheap and gives 
good sensitivity values comparable to more elaborate fluorescent detection schemes 
(Ref. 72). In principle, it could be improved further to generate radioactive 
microarrays with superior detection limits (Ref. 72) and multi-analyte capability by 
employing different radioactive labels and energy-sensitive readers (Ref. 69). 
However, radioactive labels are potentially hazardous to the health of the user and 
also costly to dispose, which makes them rather unsuitable for the mass market. 
Anyhow, this detection method is still valuable for some demanding high sensitivity 
applications and continues to be under research. 
 
1.2.2. Marker-free detection methods 
 
Label-free strategies are generally suitable for in-situ realtime measurements and 
lead to simple operation protocols, which is attractive from an application point of 
view. Furthermore, they eliminate undesirable effects like steric impediments, binding 
biases or instabilities of markers. However, since analyte and probe DNA generally 
are of the same nature, any signal derived from them directly is also already present 
for single stranded DNA and only changes incrementally upon hybridization. In order 
to still ensure sensitive measurements, the operational requirements are generally 
more limiting than for methods employing labels, and the cost of the necessary 
instrumentation is higher (Ref. 63). This is why most current DNA chips use 
fluorescent or electrochemical methods, even though there are a number of 
promising label-free detection methods under development. 
 
1.2.2.1. Mass sensitive detection 
 
A rather obvious measurand for direct hybridization detection is the surface mass 
loading, which increases linearly with increasing number of hybridized target DNA. 
Ultra sensitive mass measurements are possible by measuring the resonance 
frequency of a quartz crystal microbalance (QCM, e.g. SiO2 or ZnO; Ref. 73), which 
is commonly of the order of tens of megahertz. By immobilizing probe DNA on one 
side of the QCM and immersing it into a solution containing the target DNA 
sequences, the resonant frequency changes according to the mass density of 
hybridized DNA (Ref. 74). By this method, sub-nanogram mass changes can be 
detected in realtime, which makes it a powerful way to determine binding and 
dissociation rate constants (Ref. 63). Furthermore, reliable detection of perfect match 
as to single base mismatch targets has been demonstrated by the QCM method 
(Ref. 75), and a sensitivity limit of about 60 nM has been shown for the specific 
detection of a 31-mer oligonucleotide (Ref. 76). Though some work on expanding this 
method into a multi-array format has been reported (Ref. 77), the number of 
independent measuring probes is currently too small to be used in highly parallel 
gene expression analysis, so the QCM method will most probably stay limited to a 
small number of specialized applications. 
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1.2.2.2. Charge sensitive detection 
 
The phosphorous backbone of single DNA strands carries one electron charge per 
base (Ref. 68), which makes charge sensitive detection methods another way to 
directly sense DNA. Generally, this is done by hybridizing the target DNA to the 
surface of semiconductor field effect devices in an electrolyte solution and employing 
electrochemical methods to sense changes in the flatband potential of the 
semiconductor (Ref. 78). In its simplest version, a semiconductor-insulator structure 
is taken as the working electrode. With the insolating layer brought in contact with the 
electrolyte solution, such a system behaves similarly to a metal-oxide-semiconductor 
(MOS) device (Ref. 79). In particular, the flatband potential of the semiconductor (i.e. 
the bias voltage at which the semiconductor is electrically neutral) is quite susceptible 
to charges accumulating at the insulator surface. It is obtained by measuring the 
complex impedance of the device at varying bias voltages with a small superimposed 
high frequency excitation (around 100 kHz for typical systems). Figure 9 a) shows a 
sketch of the resulting real (Zp) and imaginary (Zq) impedance components as a 
function of potential against the reference electrode (Ref. 79). For the imaginary part, 
there are three distinct regions which correspond to well-known operational states of 
the MOS device, i.e. the accumulation (inversion) regime for positive (negative) 
potentials and the depletion regime at intermediate potentials, which shows up as a 
strong decrease of Zq. From this curve, the flatband potential Vfb can be determined 
by extrapolating the slope of Zq in the depletion regime to the applied potential axis 
(Ref. 79). If the charge at the insulator-electrolyte interface is modified, the underlying 
semiconductor compensates for this modification by a new charge distribution inside 
its space charge layer to maintain electrical equilibrium. Thus, a change in the 
flatband potential is induced, which is reflected by a displacement of Zq along the 
potential axis. This is demonstrated in Figure 9 b), which shows the expected shifts 
due to accumulation of additional charge with hybridization of complementary analyte 
DNA. By denaturating the hybridized pairs, the additional charge is removed again 
and the original curve is restored (Ref. 79). By this method, detection limits down to 
about 100 pmol of analyte DNA have been demonstrated (Ref. 80). 
Vfb 
(b)(a) 
 
Figure 9: Impedance measurements at Si/SiO2/electrolyte surfaces (taken from Ref. 79) 
a) typical shape of the real (Zp) and imaginary (Zq) impedance as a function of potential 
b) actual measurements for hybridization and denaturation of complementary analyte DNA 
     14 
Chapter 1: Introduction 
These impedance measurements can be extended by using field effect transistors 
(FETs), the mode of operation of which is sketched in Figure 10 a). Compared to a 
standard FET, the metallic gate contact is replaced by the electrolyte, and its 
potential Vgs relative to the source contact is controlled by the reference electrode of 
the potentiostat (Ref. 81). In the constant current mode, Vgs is regulated to maintain a 
stationary value of the source-drain current. Thus, the FET essentially provides 
access to the same information one obtains from the impedance measurements, i.e. 
shifts in the flat-band potential of the semiconductor body (Ref. 79). However, its 
advantage is that it enables direct observation of these shifts by recording Vgs. In 
Figure 10 b), an exemplary measurement is shown for the in-situ hybridization of 30 
pmol of a 1 kb analyte DNA sequence (Ref. 79). This method provides direct 
translation of molecular detection into electronic signals, and the fabrication of high 
density arrays is straightforward. However, from a biological point of view it is not a 
very versatile method because up to now, it only gives good results under harsh 
restrictions on the applicable electrolytes (Ref. 82). Furthermore, the reported 
detection limits even under favorable conditions (nM range; Ref. 83) are rather high, 
which further limits the use of these systems. 
(b)(a) 
 
Figure 10: DNA hybridization detection using field effect transistors 
a) mode of operation (taken from Ref. 81) 
b) reaction to the hybridization of 30 pmol of target DNA (taken from Ref. 79) 
 
 
1.2.2.3. Refractive index sensitive detection 
 
The most widespread label-free molecular detection method makes use of slight 
differences in the refractive indices between surface layers of single stranded and 
double stranded DNA. By surface plasmon resonance (SPR) imaging, changes of 
less than 10-4 in the refractive index of thin surface layers can be detected in realtime 
with a spatial resolution of about 2 µm (Ref. 84), which makes this method a very 
promising array technology for the analysis of all kinds of molecular interactions, 
including DNA hybridization. 
A plasmon is an electron density wave in an electrical conductor (e.g. metal layers 
like Au or Ag) which can be excited, for example, by reflecting photons from its 
surface. Due to energy and momentum conservation, it is only possible to excite 
plasmons by photons that incite onto the metal layer from a medium with a dielectric 
constant higher than that of the metal, thus excluding air as a feasible medium (Ref. 
85). A practicable geometry for generating surface plasmons is shown in Figure 11 
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a). The photons are coupled onto the gold layer through a glass prism, which is 
generally referred to as the ATR (attenuated total reflection) configuration. Other 
possible coupling methods include optical waveguides and diffraction at metal 
gratings (Ref. 86). On the far side of the metal layer (usually around 50 nm in 
thickness; Ref. 84), the plasmons generate an exponentially decaying evanescent 
light wave, the extend of which depends on the refractive indices and thicknesses of 
the materials at the interface. This relation can be observed by measuring the 
dependence of the reflectance on the angle of the incident light (see Figure 11 b), 
which shows a distinct minimum at the angle corresponding to the surface plasmon 
resonance condition (Ref. 86). When a larger portion of the evanescent wave 
experiences a greater refractive index, the SPR shifts to higher angles. Usually, a 
fixed angle with a large reflectance derivative is chosen, and spatial variations of the 
optical properties at the interface show up as different light intensities at the CCD 
camera (Ref. 84). 
(c) 
(b) 
(a) 
 
Figure 11: Surface plasmon resonance (SPR) imaging (taken from Ref. 84) 
a) experimental setup 
b) calculated SPR reflectance curves for the three different surfaces 
c) SPR image as recorded by the CCD camera for the indicated angle of incidence 
 
Arrays consisting of 100 probe DNA spots have been successfully hybridized with an 
unlabeled target DNA mixture and analyzed using SPR imaging, revealing a signal 
strong enough to discriminate single base mismatches (Ref. 87). IBIS Technologies 
BV offers a commercial SPR imaging instrument that allows the simultaneous label-
free in-situ detection of up to 15000 different sequences (Ref. 88), while GWC 
Instruments supplies a high sensitivity system capable of detecting molecular film 
thickness variations of less than one Angstrom (Ref. 89). Still, direct label-free 
hybridization detection of oligonucleotides is presently limited to a concentration of 
about 10 nM by this method (Ref. 90), but by employing gold nanoparticles as labels, 
the sensitivity can be pushed down to about 10 pM (Ref. 91). 
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1.2.2.4. Electrochemical oxidation of guanine bases 
 
Electrochemical analysis can also be used directly to quantify the abundance of 
hybridized analyte DNA. One method makes use of the enhanced reactivity of the 
nucleotide guanine, which can be transferred into its oxidized state electrochemically. 
Even though the immobilized probe DNA already contains guanine, its oxidation 
current decreases upon target insertion. This happens because after hybridization 
the bases are on the inside of the double helix, and their oxidation is hindered 
sterically by the surrounding sugars (Ref. 92). The method can be improved by 
employing modified probe DNA in which the guanine bases are replaced by inosine 
(Ref. 93). While still forming a base pair with the target cytosine, the oxidation of 
inosine occurs at a voltage well separated from the guanine peak. Therefore, direct 
detection of DNA hybridization can be accomplished through the appearance of the 
oxidation current of the target guanine bases (see Figure 12 a). Furthermore, the 
signal can be greatly amplified by adding redox mediators like [Ru(bpy)3] 3+ (Ref. 94) 
which help to transfer charge between the guanine bases and the electrode (see 
Figure 12 b). By combination with carbon nanotube electrode arrays, label-free 
detection of down to about 1000 target molecules has been reported by this method 
(Ref. 95), which is comparable to the detection limit of laser-based fluorescence but 
requires much less complex instrumentation. 
(b)(a) 
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Figure 12: Direct electrochemical detection by guanine oxidation 
a) immobilized probe DNA with guanine (G) replaced by inosine (I) guarantees oxidation of 
target DNA guanine only (taken from Ref. 94) 
b) enhanced electron transfer by the redox mediator [Ru(bpy)3] 3+ (taken from Ref. 95) 
 
 
1.3. Magnetic biosensors 
 
With the introduction of functionalized magnetic microparticles for the separation of 
desired molecules from an arbitrary solution by Dynal Biotech in 1986 (Ref. 96), there 
has been growing interest in employing such particles also directly as labels to detect 
molecules. Magnetic markers have a number of advantages, the most important one 
being the fact that all other components in the sample solution are essentially non-
magnetic, thus eliminating interference effects and minimizing the background signal 
(Ref. 97). Furthermore, their magnetic properties are stable over time (no 
photobleaching like encountered for example in many types of fluorescent dyes) and 
their surface is easily functionalized with suitable receptors, which simplifies specific 
binding to desired biomolecules. Last but not least, the possibility to apply local 
forces on the markers by generating magnetic gradient fields with on-chip current 
lines opens up the additional option of manipulating the labels (e.g. drag them to 
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desired positions or discriminate between perfect match and single base mismatch 
DNA hybridization). 
Employing magnetic particles as labels requires the development of suitable 
magnetic transducers that translate their abundance into an electronic signal. The 
first type of magnetic transducer was introduced in 1996 by Kriz et al. (Ref. 98). It 
relies on determining the magnetic permeability of a sample by inductance 
measurements in a Maxwell bridge setup. The analyte is labeled by magnetic 
markers and allowed to settle at the bottom of a vial, and the sediment is introduced 
into the measuring coil. By this method, specific detection of a single analyte was 
demonstrated down to a concentration of about 250 nM (Ref. 97). Since it also 
requires large amounts of material, the sensitivity of this approach is quite limited. 
Still, it is a fast and robust way for detecting molecules and can easily be integrated 
into portable devices for point-of-care usage (Ref. 97). 
Another type of magnetic transducer is based on measuring the remanence of single-
domain magnetic nanoparticles bound to surface-immobilized biomolecules (Ref. 99). 
Compared to unbound particles which can rotate freely after removal of a 
magnetizing field (Brownian relaxation), the magnetization of an ensemble of surface-
bound particles decreases according to the Néel relaxation time, which is much 
slower for suitable nanoparticle sizes. Therefore, by measuring the remanence of the 
sample after an appropriate relaxation time, it is possible to deduce the amount of 
surface bound particles. Maximum sensitivity is obtained by using a SQUID 
magnetometer (superconducting quantum interference device) for the remanence 
measurements, which has been demonstrated in an immunoassay application to 
possess a detection limit as low as about 50000 antibody functionalized 
nanoparticles that are bound to immobilized antigen targets (Ref. 100). So far, no 
single or multi-analyte DNA hybridization measurements have been reported by this 
method, and the cost of instrumentation as well as the necessity of cryogenics is a 
serious disadvantage of any SQUID based technique. 
Magnetic transducers that incorporate Maxwell bridges or SQUID magnetometers 
can only detect one or at best a few different analytes at a time and are not suitable 
for integration into high density chip based systems. However, there are a number of 
different magnetic transducers that can be fabricated on chip by standard lithography 
methods, namely Hall sensors, giant magnetoimpedance (GMI) devices and 
magnetoresistive (MR) sensors. All of these transducers are capable of detecting 
stray fields of magnetic markers and translating them into an electronic signal, and 
suitable sensor sizes can easily be produced on the micrometer scale. Silicon Hall 
sensors (Ref. 101) and planar Hall sensors (Ref. 102) with junction areas in the 
micrometer range have been demonstrated to detect single magnetic microspheres 
with a superior signal to noise ratio, but so far, realistic analyte hybridization 
experiments are missing. The same is true for GMI devices, in which the impedance 
of high-permeability wires or thin films shows a strong dependence on the applied 
magnetic field at high frequencies (normally around 10 MHz) due to the skin effect 
(Ref. 103). They are expected to possess a better sensitivity than MR sensors, but so 
far, there are only rather crude reports on the detection of unspecified amounts of 
ferrofluids (Ref. 104) or magnetic microspheres (Ref. 105) which, at least so far, are 
not yet connected to molecular immobilization and recognition reactions. 
More advanced results have been obtained with transducers based on 
magnetoresistive (MR) sensors. The pioneering work in this field was carried out by 
scientists of the Naval Research Laboratory (NRL) (Ref. 15; Ref. 16), who developed 
the first prototype magnetoresistive biosensor called BARC (Bead Array Counter). It 
consists of eight separate arrays, each incorporating eight single rectangular (5 x 80 
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µm2) GMR based sensor elements per probe DNA spot. An element is capable of 
detecting a single micron-sized magnetic marker (Dynal Inc., M-280, mean diameter 
2.8 µm; Ref. 96) in an out-of-plane geometry for magnetizing the particles. They have 
shown good selectivity and sensitivity (ten times better than the unspecific signal) for 
hybridization of a 10 nM oligonucleotide concentration (Ref. 106; Ref. 107). Recently, 
they introduced a second generation BARC design in which a single meander-
shaped GMR based sensor element covers the entire area of a probe DNA spot 
(around 250 µm in diameter). The chip incorporates 64 sensor elements plus two 
references, and a detection limit of about 10 microparticles (M-280, see above) on a 
single sensor element has been shown (Ref. 108). However, no application of this 
new design to molecular detection experiments has been demonstrated so far. 
A first model for the detection of magnetic markers by GMR-type magnetoresistive 
sensors was published by Tondra from NVE Inc. (Ref. 109). He concluded that single 
magnetic markers of any size can be detected as long as the sensor has about the 
same size as the marker and the insulating protection layer is thin enough. 
Freitas et al. introduced integrated on-chip manipulation and detection of various 
types of markers by magnetic gradient fields (Ref. 110; Ref. 111). They are using 2 x 
6 µm2 spin-valve type MR sensor strips and an in-plane geometry for magnetizing the 
particles and have shown detection of single magnetic labels with a diameter of 2 
µm. For smaller particles, they calculated that the signal to noise ratio of their sensor 
design is sufficient to detect single labels with a diameter of 250 nm, but the 
experimental results are not yet decisive (Ref. 112). They specifically attached the 
labels to the sensor surface by biotin-streptavidin bonds, but biologically relevant 
molecular detection experiments have not been carried out so far (Ref. 113). Due to 
the small size of the sensor and the possibility to manipulate the markers, the 
approach followed by Freitas et al. is more suitable for single molecule detection than 
for large scale microarray methods. 
The same is true for the spin-valve sensors by Wang et al., which are of similar size 
and structure (Ref. 114; Ref. 115). Just like the Freitas group, they have also shown 
detection of single micron-sized markers, but their sensing geometry is somewhat 
different and combines in-plane and out-of-plane magnetization of the labels. So far, 
only direct detection of magnetic markers has been demonstrated by this group. In 
this context, another paper has been published by Kim et al. (Ref. 116) which further 
establishes detection of magnetic microspheres by MR spin-valve sensors, but 
contains little new aspects. 
Apart from GMR and spin-valve structures, ring-shaped micron-sized elements based 
on the anisotropic magnetoresistance (AMR) have been proposed as possible 
biosensors (Ref. 117). Their diameter is adjusted to the size of the marker, and the 
particles are magnetized into the out-of-plane direction, resulting in a radial geometry 
of their in-plane stray fields (see chapter 3.2.1). When centered above a ring 
structure, the stray field of a marker rotates the magnetization of the ring from the 
initial circumferential into a radial orientation, resulting in a measurable AMR signal. 
Such devices could be used as on/off type particle counters in a high density array, 
which would provide the optimum platform for any type of biosensor application. In 
this respect, a similar system is possible by combining MRAM cells and magnetic 
markers, and experiments on this topic have been reported by scientists from our 
laboratory (Ref. 118). 
In this thesis, the approach followed is based on a single large-area MR sensor 
element per probe DNA spot, which is similar to the second generation BARC design 
form the NRL group (Ref. 108). Sensors based on both the GMR and the TMR effect 
are presented, and their characteristics for detecting magnetic markers are 
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compared. Due to the large surface area of each sensor element, detection of single 
markers is not possible, but the average surface coverage of magnetic labels on the 
MR sensor is measured. Thus, possible applications of the presented sensor 
systems are for example in cell expression analysis or in clinical diagnostics, but not 
in single molecule detection. Still, TMR based sensor systems for this purpose are 
currently under development at our research group (Ref. 118). 
Figure 13 displays the different steps involved in DNA detection by the 
magnetoresistive biosensor developed within this thesis. Firstly, samples of probe 
DNA are spotted onto the sensor surface and get immobilized via epoxy groups 
embedded into the top polymer layer. Secondly, the biotin-labeled analyte DNA is 
added and hybridizes to complementary probe DNA. In the final step, the hybridized 
pairs are detected by introducing streptavidin coated magnetic markers that bind 
specifically to the biotin of the analyte DNA. After each step, washing removes 
unbound DNA or markers. The markers are magnetized by an external field and their 
magnetic stray fields are detected as a resistance change in the MR sensor 
embedded underneath each probe DNA spot. 
(a) 
MR sensor SiO2 
polymer 
probe 
DNA 
analyte
DNA biotin
polymer
SiO2MR sensor
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magnetic
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streptavidin
polymer 
SiO2 MR sensor 
 
Figure 13: Principle of the molecular detection process followed in this thesis 
a) immobilization of the probe DNA 
b) hybridization of the analyte DNA 
c) binding of the magnetic markers and detection of their stray field by the embedded MR 
sensor 
 
 
1.4. Summery 
 
Due to its numerous possibilities and the widespread integration into commercially 
available microarrays, optical detection systems presently are the gold standard to 
which every competing method has to be compared (see chapter 1). Also widely 
accepted is electrochemical detection, which can also be integrated into microarray 
formats. Both techniques can be designed to be highly sensitive for the detection of 
fM analyte concentrations (Ref. 51; Ref. 59), but electrochemical systems do not 
require the large and expensive equipment that is necessary for optical methods. 
Thus, they represent the most promising candidate for the detection unit of future lab-
on-a-chip devices, and rivaling magnetoresistive biosensors have to offer some 
decisive advantages to compete against the established electrochemical systems. 
One of these factors is definitely the possibility to manipulate molecules via magnetic 
forces applied to their magnetic labels, which opens up new applications that are 
hardly possible to realize at this level of flexibility by other approaches. Furthermore, 
the electron transfer from the labels to the electrode is often inhibited in 
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electrochemical biosensors, which requires sophisticated chemical engineering to 
guarantee electronic communication (Ref. 119). Once oxidized, immobilized labels 
normally cannot be reduced again at the working electrode, which prevents repetitive 
measurements. Contrary to that, the stray field of magnetic markers is always 
present as long as they stay magnetized by an external field, and it can be 
reestablished at any time. Thus, magnetic biosensors are more robust than 
electrochemical ones, require less expensive and bulky equipment than optical 
methods, and are more flexible than both competing detection schemes, which 
makes it well worth to investigate their properties in detail. 
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The magnetoresistive sensors are built from different stacks consisting of metallic 
and insulating layers, with individual layer thicknesses in the range of roughly 1-100 
nanometers. The stacks are deposited by magnetron sputtering onto thermally 
oxidized silicon wafers in UHV chambers. Subsequently, they are patterned into a 
number of separate sensor elements by numerous steps of lithography. The resist 
patterns are transferred to the layer stacks either by deposition of additional films and 
lift-off (positive lithography) or by ion beam etching (negative lithography). In the case 
of an etching process, the mask consists of the resist itself or a layer of patterned 
tantalum. After completion, individual sensor elements are characterized by 
magnetoelectronic transport measurements. 
Following is a short description of the employed preparation and analytical tools. The 
physical principle underlying each method and detailed specifications of the 
instrument’s properties can be found in the respective references. 
 
2.1. Film deposition 
 
Thermally oxidized <100> silicon wafers from CrysTec (Ref. 120) with 100 nm of 
amorphous SiO2 and a total thickness of 525 µm are being used as substrates for the 
magnetoresistive layer stacks, which are deposited in magnetron sputtering systems 
from Leybold Vakuum GmbH (Ref. 121). 
The layer system for TMR sensors is deposited at a power of 115 W and an argon 
process pressure of 1.3·10-3 mbar in a CLAB 600 system equipped with six four-inch 
magnetron sputter sources. Prior to deposition, a base pressure < 3·10-7 mbar is 
reached. Attached to the CLAB 600 sputtering chamber is a 2.46 GHz remote 
electron cyclotron resonance (ECR) oxygen plasma source from Roth & Rau GmbH 
(Ref. 122), which is used to create a tunneling barrier by oxidizing a previously 
deposited aluminum layer. The dependence of the quality of the tunneling barrier on 
the oxidation parameters of this system was analyzed by Thomas (Ref. 123). 
According to his results, the parameters for oxidizing a 1.4 nm thick aluminum layer 
are best at an oxygen pressure of 3·10-3 mbar, an actual microwave power of 275 W 
and a DC bias voltage at the sample relative to the chamber of –10 V. Due to the 
different base layer stack, the oxidation time is reduced from the original value of 100 
s in the work of Andy Thomas to only 70 s in this case. With these parameters, the 
aluminum layer transforms into amorphous Al2O3, while the subjacent layers remain 
free of oxygen. 
Similarly, the layer system for GMR sensors is deposited at an argon process 
pressure of 2.8·10-3 mbar in a LAB 560 system equipped with four four-inch 
magnetron sputter sources. The power is 94 W for copper layers and 102 W for 
permalloy (Py = Ni80Fe20) layers. Prior to deposition, a base pressure < 6·10-7 mbar is 
reached. 
A proprietary developed UHV chamber with four 1.5-inch magnetron sputter sources 
is used to deposit interconnect lines and other supplemental layers at an actual 
power of 25 W and an argon process pressure of 2.3·10-3 mbar. Prior to deposition, a 
base pressure < 4·10-6 mbar is reached. Additionally, insulating SiO2 layers are 
deposited in this system by RF magnetron sputtering from a stoichiometric silica 
glass target at a gas mixture of 2.3·10-3 mbar argon and 1.1·10-4 mbar oxygen with a 
RF-generator from Hüttinger Elektronik GmbH (Ref. 124). 
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2.2. Vacuum furnace 
 
One of the two ferromagnetic electrodes of the TMR sensor system is exchange-
biased to a layer of the antiferromagnet Mn83Ir17. In order to set up the linear 
exchange anisotropy, the sample is heated above the blocking temperature of the 
Mn83Ir17 layer and cooled back to room temperature in a homogeneous uniaxial field. 
For this purpose, a proprietary developed vacuum furnace is employed which is able 
to heat the sample up to 550°C at a pressure below 1.10-7 mbar. Typically, a 
temperature of 275°C is maintained for one hour, and the following cooling cycle 
back to room temperature takes about 20 min. During the entire process, a spatially 
homogeneous magnetic field of 80 kA/m is applied by a permanent magnet, thus 
defining the direction of the linear exchange anisotropy. 
 
2.3. Lithography 
 
2.3.1. Resists and processing chemicals 
 
Table 1 gives an overview of the employed resists and processing chemicals, all of 
which are supplied by ALLRESIST GmbH (Ref. 125). The resist AR P 535 forms a 
special undercut profile after developing, which simplifies lift-off processes. Thus, the 
feature sizes of patterns written with this kind of resist are about 1 µm wider than 
what is specified by the design file. After spin-coating, the resist films are annealed 
on a standard hotplate. 
 
 electron-beam optical 
resist number AR P 610.03 AR P 535 
type positive positive 
spin-coating 60 s at 2000 rpm 30 s at 4000 rpm 
resist thickness 130 nm 1 µm 
annealing 17 min at 150°C 30 min at 95°C 
developing AR 600-55, 2 min AR 300-35 2:1 H2O, 30 s 
removing AR 300-70, 15 min at 80°C in ultrasonic bath 
Table 1: Overview of the employed resists and processing chemicals 
 
 
2.3.2. Electron-beam lithography 
 
Generally, electron-beam lithography is employed for feature sizes around or below 1 
µm. We are using a LEO series 1530 field emission electron microscope (Ref. 126) 
with a Raith ELPHY Plus lithography system (Ref. 127). The nominal resolution of the 
microscope is 1 nm at an accelerating voltage of 20 kV, which can be varied between 
100 V and 30 kV. The minimum feature size is limited by the employed resist and 
proximity effects of backscattered electrons, and generally reaches about 50 nm in 
our case. 
 
2.3.3. Optical lithography 
 
For multi-step processes, we are using a laser lithography system from Heidelberg 
Instruments GmbH (Ref. 128) with a 4 mm write head and a built-in camera for 
alignment to preexisting patterns. It is a direct-write system that systematically scans 
given sample positions by an interferometer-controlled precision stage with an 
accuracy of 40 nm. With our photoresist, we can achieve a minimum feature size of 
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1.2 µm. The system’s laser is from Melles Griot (Ref. 129), which has a nominal 
output power of 90 mW at a wavelength of 442 nm. 
In the case of simple one-step exposures consisting of rather large patterns (> 10 
µm), a UV-mask-lithography system from Thermo Oriel (Ref. 130) is used. It consists 
of a spatially homogeneous UV light source with controlled exposure times or 
dosages. 
 
2.4. Etching 
 
Pattern transformation into preexisting layers is carried out by Ar-ion beam etching 
with an UniLab system from Roth&Rau AG (Ref. 131). A base pressure of 5.10-5 
mbar is reached, while the Ar-pressure during etching is 1.2.10-3 mbar. The discharge 
voltage of the ion source is set to 55 V, the beam voltage is 400 V, and the 
accelerator voltage is 30 V. The beam with a current of 7 mA is scanned in the plane 
perpendicular to its propagation by x- and y-deflector plates. At the same time, the 
sample is rotated, so that a circular area of homogeneous etching with a diameter of 
about 30 mm is created. To avoid re-deposition of ablated material at the edges of 
the sample patterns, its normal is tilted at an angle of 30° relative to the ion beam. 
End point detection of the etching process is done by integrating the electrical current 
through the sampleholder, which is a measure of the ion dosage deposited at the 
sample. 
 
2.5. Energy dispersive X-ray sensor (EDX) 
 
A supplemental device of the electron microscope is an EDX sensor from Oxford 
Instruments (Ref. 132). The lithium-drifted silicon sensor detects the energy of 
incoming x-rays generated by the high-energy electrons impinging into the sample 
material through generating electron-hole pairs within its volume. Since the energy of 
the x-rays is characteristic for the irradiated material, the sensor signal reveals the 
relative atomic composition of the sample down to a penetration depth of about 1-2 
µm for 20 keV electrons. In this work, EDX analysis is used to check for the correct 
end point of etching processes. 
 
2.6. Film thickness measurement system 
 
A Nanospec Model 210 automatic film thickness measuring system from 
Nanometrics Inc. (Ref. 133) is applied to check SiO2 film thicknesses on Si wafers 
during various steps in the fabrication process of GMR and TMR based sensor 
systems. It illuminates the sample and measures its wavelength dependent 
reflectivity by a spectrophotometer head in the range from 370 to 800 nm. A 
computer compares the measured spectrum with a reference spectrum from a pure 
Si surface and calculates the resulting thickness of the SiO2 layer, which is accurate 
within 2 Å in a measurement range from 50 to more than 1000 nm. 
 
2.7. Atomic force microscope (AFM) 
 
Surface analysis of the magnetoresistive sensors are carried out with an AFM from 
Veeco Instruments Inc. (formerly Digital Instruments, Ref. 134). Matching tips are 
supplied by Olympus (Ref. 135). All scans are taken in the Lift-ModeTM. 
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2.8. Magneto-transport measurements 
 
Various proprietary developed setups are used to measure the in-plane 
magnetoresistance of the samples produced within this work. All of them apply 
conventional 2- or 4-probe DC measurement techniques and are computer-controlled 
(Ref. 123; Ref. 136). The voltage drop across the sample is set in a range from –2 to 
+2 V and maintained thereafter by adjusting the current accordingly, which is 
measured by an electrometer with six amplifier settings, ranging from 1 µA to 100 mA 
(maximum values of each amplifier setting). The output of the electrometer is 
measured by a Keithley Model 2000 digital multimeter (Ref. 137). The magnetic fields 
are produced by coils, either with or without ferrite rods. In the former case, the 
sample is placed in the air gap of the otherwise closed ferrite rod, and the magnetic 
field is induced by two collinear coils on both sides of the air gap. It is measured at 
the sample position by a Bell Tesla meter (Ref. 138), and can reach up to 280 kA/m. 
In the latter case, the magnetic field is applied by two orthogonal pairs of Helmholtz 
coils, thus allowing in-plane rotation of the field. Since no core is present, the strength 
of the field can directly be calculated from the applied current through the coils (after 
an initial calibration using the same magnetic field meter described above). The 
maximum field magnitude is 40 kA/m in one direction and 24 kA/m in the orthogonal 
direction. 
In order to detect superparamagnetic markers by the magnetoresistive sensor 
elements, a magnetizing field has to be applied to produce a measurable magnetic 
moment. To minimize the direct effect of this magnetizing field onto the sensor itself, 
it is applied perpendicular to the plane of the sensor (see chapter 3.2.1). Within the 
scope of this thesis, a setup similar to the ones described above is designed (see 
Figure 14). It allows the application of both in-plane and out-of-plane magnetic fields 
while measuring and comparing the output signals of different magnetoresistive 
sensor elements. The fields are produced by two orthogonal pairs of Helmholtz coils, 
and their maximum magnitudes are 40 kA/m in the out-of-plane direction and 24 
kA/m in the in-plane direction. The Helmholtz coils relative angles to the sample 
plane can be set independently by two fine thread screws, thus allowing to adjust the 
out-of-plane field to point perfectly orthogonal to the sample surface. 
 
(b)(a) 
 
Figure 14: Photographs of the setup built for detecting magnetic markers 
a) measurement box positioned in the middle of the Helmholtz coils 
b) close-up of the sample position within the measurement box 
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The electronics for detecting magnetic markers is displayed in Figure 15. It consists 
of two independent branches measuring one sensor element each. Usually, one of 
them is covered by markers, while the other one is an uncovered reference. For both 
branches, a common constant voltage is set across the respective sensor element 
(V0 = 2 mV, 10 mV, 50 mV, 200 mV, 1 V or 5 V), and the resulting current is 
measured by an IV-converter (LTC 1150) with five separate amplifier settings 
specified by the chosen current resistor (1 kΩ, 10 kΩ, 100 kΩ, 1 MΩ or 10 MΩ). The 
current-proportional voltages are compared by a differential amplifier (INA 131), 
which amplifies the voltage difference by a constant factor of 100. The output is 
measured by a Keithley digital multimeter (Ref. 137), which converts the measured 
voltages into digital format and sends them to the computer. 
differential 
amplifier 
sensor element 2 
protective resistor 2 
IV-converter 2 
sensor element 1 
protective resistor 1 
IV-converter 1
x100
shielded box 
Vout
V0 
 
Figure 15: Measurement electronics for detecting magnetic markers 
 
To protect delicate sensor elements from undefined electrical states during switching 
from one element to the next, a 1 kΩ protective resistor can be added in parallel. All 
the electronics and the sample are mounted within a closed aluminum box of 6 x 7 x 
14 cm3, which efficiently prevents noise pickup from the environment. Due to the 
limited space within the box, switching of sensor elements and amplifier settings is 
not done in an automated way using relays, but rather by manual switches and 
jumpers. They are indicated in Figure 15 by small circles. The second measurement 
branch and the differential amplifier can be bypassed by appropriate jumper settings 
to enable single measurements of specific sensor elements. 
The entire box is placed in the middle of the two pairs of Helmholtz coils, so that the 
sample as well as the electronics are exposed to the applied magnetic fields. This 
could be problematic if the operational amplifiers would be influenced somehow by 
the presence of these fields. To test this, several spiral-shaped structures identical in 
shape to the GMR based sensor elements (see chapter 5.2) are fabricated by 
electron beam lithography. They consist of a Ta5nmAu25nm bilayer, so no magnetic 
signal from the test patterns themselves is expected. The electrical resistance of 
such a test pattern is about 6 kΩ, which is roughly half the resistance of a GMR 
sensor element. The case of an out-of-plane magnetic field is displayed in Figure 16. 
In part a), the output is shown for a single measurement with a current resistor of 100 
kΩ and V0 = 200 mV. In this setting, the resolution of the Keithley’s AD-converter is 
10 µV, and the steps can be clearly observed in the data. The maximum noise 
amplitude is about 3 AD steps (or 30 µV), corresponding to only 0.01 m% of the total 
Chapter 2: Preparation and analytical tools 
     27
signal. The slight drift can be attributed to warming effects. No dependence of the 
output signal on the applied magnetic field is observed, which is also true when 
adding the second branch and the differential amplifier (see Figure 16 b). Now, the 
output signal is proportional to the difference in the conductance values of the two 
sensor elements. The measured noise level is about 3 mV, corresponding to 30 µV at 
the inputs of the differential amplifier, which agrees to the single measurements. 
Similar behavior is found in the case of in-plane magnetic fields (not shown here), so 
that placing the entire electronics within the Helmholtz coils has no negative influence 
on the sensor measurements. 
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Figure 16: Reaction of the measurement electronics to an out-of-plane magnetic field 
a) single measurement 
b) differential signal 
 
 
2.9. Alternating gradient magnetometer (AGM) 
 
To measure the total magnetic moment of different microsphere samples, an 
alternating gradient magnetometer (AGM) from Princeton Measurement Corporation 
is used (Ref. 139). It has a maximum sensitivity of 10 pAm2 and an accuracy of 2%. 
The magnetic field is applied by an electromagnet, and reaches a maximum value of 
1120 kA/m at an air gap width of 12 mm. 
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3. Magnetic markers 
 
3.1. Basic requirements for magnetic markers in biosensors 
 
In order to be used in biosensor applications, magnetic markers have to satisfy a 
number of requirements. First of all, the ability to bind specifically to the target 
molecules is most important. We are making use of the high-affinity binding between 
biotin (vitamin H, ligand group of the analyte DNA) and the protein streptavidin (see 
chapter 3.2.2.1), thus requiring a large amount of functional streptavidin (i.e. in its 
correctly folded state) on the marker surface. Furthermore, the marker has to show a 
low affinity to the sensor surface in order to prevent unspecific binding, which could 
be due to elctrostatic interactions, van der Waals forces or hydrogen bonds. 
Another important factor is the overall size of the marker. Tests of our coworkers in 
the biology department (Ref. 140) with different sized similar streptavidin-coated 
markers (Bangs 1.4 µm, 0.86 µm and 0.35 µm) suggest that the ability to bind 
specifically to the analyte DNA’s biotin increases rapidly with decreasing marker size. 
The analysis is carried out by measuring the marker coverage of equimolar biotin-
labeled probe DNA spots. The decreased binding of larger markers can be attributed 
to steric hindrance at the sensor surface and increased flow resistance during 
washing steps. 
Concerning the detection of markers, the magnetic moment per particle should be as 
large as possible in order to produce a magnetic stray field of sufficient magnitude to 
be measured by the magnetoresistive sensor. Even though the magnetization of the 
ferrimagnet magnetite is lower by a factor of 2-3 than for ferromagnetic materials 
(e.g. cobalt or iron), it is the main material of choice due to its biocompatibility and 
stability in aqueous solutions. Therefore, a high content of magnetite within the 
marker is desirable. Thus, larger markers would create larger magnetic moments and 
would be preferable from this point of view, so that a compromise has to be found 
between good binding and easy magnetoresistive detection of the markers. 
To make different measurements comparable to each other, the magnetic markers 
should also be uniform in shape and narrow in size distribution. However, the larger 
the number of markers on a single sensor, the less important this criteria becomes, 
since differences between the particles are being averaged statistically. 
 
3.2. Structure and common applications of magnetic microspheres 
 
Magnetic particles are already widely employed in the biosciences. Initially, they were 
developed by Dynal Biotech (Ref. 96) to separate desired molecules from an arbitrary 
solution by binding them specifically to the particle surface and pulling them out of the 
bulk solution by magnetic gradient fields. This concept proved very successful, and 
by now, a large number of companies offer these so-called magnetic microspheres or 
beads, and they are available in a wide range of sizes, functionalities and magnetic 
properties. 
According to their main purpose, magnetic microspheres generally have a large 
active surface covered by application-specific receptors, including for example 
streptavidin, carboxyl, amin or aldehyd. In order to avoid conglomeration of the 
microspheres, they need to display paramagnetic or superparamagnetic behavior, so 
that no attractive magnetic force between the particles is present with no external 
magnetic field applied. Usually, this is achieved by embedding small 
superparamagnetic magnetite particles into a polymer matrix, which magnetically 
isolates the individual particles from each other and shapes the microsphere (Ref. 
     28 
Chapter 3: Magnetic markers 
141). Figure 17 shows a sketch of the structure common to most commercially 
available microspheres. 
small superparamagnetic 
magnetite-particle (Fe3O4) 
polymer core 
streptavidin 
 
allows binding 
to biotin-labeled analyte DNA 
 
Figure 17: Common structure of superparamagnetic microspheres 
 
Concerning the use of magnetic microspheres as markers in biosensor applications, 
they are ideal with respect to their inherent selectivity in binding to the target 
molecules (in our case the analyte DNA). Even though there is still room for 
improvements concerning size, magnetite content and particle homogeneity, 
magnetic microspheres are a natural choice as markers in initial magnetic biosensor 
experiments due to their availability and widespread use. So far, all groups dealing 
with magnetic biosensors rely on microspheres as markers, and our choice out of the 
numerous available types is motivated in chapter 3.2.2. However, even though they 
provide a good starting point, microspheres do not yet represent the ideal magnetic 
marker for biosensor applications. Possible developments towards this goal are 
discussed in chapter 3.3. 
 
3.2.1. Principles of magnetic microsphere detection 
 
Since all magnetic microspheres display superparamagnetic behavior, an external 
magnetic field has to be applied in order to magnetize the particles and to obtain 
measurable magnetic stray fields in biosensor applications. In principle, two distinctly 
different setups are thinkable: the magnetizing field could be applied perpendicular or 
parallel to the film plane of the magnetoresistive sensor. 
However, it is important that the magnetizing field does not affect the sensitivity of the 
magnetoresistive sensor elements. Both our GMR- and TMR-type sensors consist of 
ferromagnetic layers with thicknesses between 3 and 8 nm, which, compared to the 
lateral dimensions of 1-50 µm, can be approximated as being infinitely thin. Thus, the 
demagnetizing field Hd in the direction perpendicular to the plane of the ferromagnetic 
layers can be expressed as Hd=Nd·M≅M, since the demagnetizing factor Nd reduces 
to ≅ 1 in the case of infinite layer thinness (Ref. 142). The sense layer of our 
magnetoresistive devices consists of permalloy (Py), which is a common material in 
sensor applications due to its high permeability, low coercivity and vanishing 
magnetostriction (Ref. 143). With the room temperature saturation magnetization of 
Py being 860 kA/m (Ref. 143), a demagnetizing field of about the same magnitude 
hinders the magnetization of the sense layer to align perpendicular to its plane. 
Therefore, it is possible to apply a rather large magnetic field in the out-of-plane 
orientation of the magnetoresistive sensor, thus magnetizing the magnetic 
microspheres without affecting the magnetization configuration of the sense layer. 
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Since all of our fabricated magnetoresistive devices are highly sensitive at or near 
zero in-plane magnetic bias, most of the measurements presented in chapter 1,1 and 
1 are obtained by applying a perpendicular magnetizing field. Such a setup was 
initially introduced by scientists from the Naval Research Laboratory (Ref. 15) and 
got adopted later by most other research groups active in the field of magnetic 
biosensors. 
Applying the magnetizing field in the plane of the sensor is not completely out of the 
question, but it either requires magnetoresistive devices with sensitive regions at 
rather large in-plane fields or ferromagnetic markers. Otherwise, the magnetic 
moment of the microspheres is insufficient to produce measurable stray fields. 
Additionally, the presence of the microspheres would affect all the measurements, 
since they would always display the same magnetic moment in the crucial sensitive 
field range of the magnetoresistive sensor. Contrary, the microsphere’s magnetic 
moment can be ‘turned on and off’ by varying the magnitude of the magnetizing field 
in the out-of-plane setup without affecting the magnetoresistive sensor itself. Thus, 
the same sensor element can also act as a reference, which efficiently eliminates 
inconsistencies due to variations in the magnetic or electrical transport properties 
from one sensor element to another. 
Next, a brief calculation of the stray fields within the sense layer generated by a 
magnetized microsphere is presented. A uniformly magnetized sphere with volume V 
and magnetization M can be approximated as an ideal magnetic dipole placed in the 
sphere’s center with a total magnetic moment of m=VM (Ref. 144). Even though 
magnetic microspheres are composed of homogeneously dispersed small 
superparamagnetic particles embedded in a polymer matrix, they can be treated the 
same way, with an effective saturation magnetization MS=Mmag·Vmag / Vms due to 
symmetry. Vmag is the total volume of all individual magnetite particles in the 
microsphere, Vms the total microsphere’s volume and Mmag the saturation 
magnetization of the magnetic material. The stray field generated by a single 
magnetized microsphere with moment m? centered at the origin at a position x? has 
dipole-character and is given by (Ref. 144): 
 
0
3
3n(n m) m xB(x)   with  n
4 xx
µ ⋅ −= =π
? ? ? ? ?? ?? ??   Equation 1 
 
The resulting stray field components within the sense layer are illustrated in Figure 
18, both for the microsphere’s magnetic moment lying parallel and perpendicular to 
the sense layer. Here, d is the vertical distance between the center of the 
microsphere and the sense layer. Though stronger in the perpendicular moment 
orientation, the out-of-plane stray field components do not play an important role due 
to the large demagnetizing field in this direction. Thus, the local magnetization 
configuration of the sense layer is mostly affected by the in-plane stray field 
components. 
In the case of parallel moment orientation, the in-plane stray field in the vicinity of the 
marker is rather homogeneous in direction and points opposite to the microsphere’s 
moment, with a maximum value directly underneath the microsphere. For 
perpendicular directions, the in-plane stray field is radially symmetric around the 
microsphere’s center and reaches a maximum at a horizontal distance from the 
center of d/2. This can be seen from the stray field components along the x-axis, 
which are also displayed in Figure 18. Analytically, they are given by: 
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−
 Equation 2 
 
Even though the geometry and relative magnitude of the induced in-plane magnetic 
stray field is favorable for the parallel compared to the perpendicular moment 
orientation, it is not possible to achieve high moments without saturating the sensor 
by the magnetizing field in the in-plane setup for our magnetoresistive devices. 
Therefore, we are using the out-of-plane setup for our measurements. 
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3.2.2. Choosing microspheres as magnetic markers 
 
Of the many different kinds of magnetic microspheres that are commercially available 
from various manufacturers, we have to choose the ones that are most suitable as 
markers for our magnetic biosensor application. As described in chapter 3.1, there 
are a number of requirements which have to be fulfilled by these markers. Since we 
are using biotin as a ligand group of the analyte DNA, we limit our choice to magnetic 
microspheres with streptavidin receptor shells. There are very homogeneous 
spherical microspheres available from a number of vendors, but generally, it seems 
that this property goes along with large particle diameters and low magnetite 
contents. One of the smaller versions of homogeneous microspheres is offered by 
Spherotech (Ref. 145), but the magnetite content is quite low. On the other hand, the 
microspheres from Bangs Laboratories (Ref. 146) have a large magnetite content 
and are offered with mean diameters down to 350 nm, but their size distribution is 
rather broad. Similar microspheres are also offered by Chemagen (Ref. 147), but with 
a different polymer matrix. All four investigated microsphere types are spherical in 
shape, and their properties are summarized in Table 2. 
 
 Bangs 0.35 µm Bangs 0.86 µm Chemagen Spherotech 
product number CM 01 N, Lot 5062 CM 01 N, Lot 5030 M-PVA SAV 1 SVM-10-10 
polymer polystyrene polyvinyl alcohol polystyrene 
magnetic material Fe3O4 particles Fe3O4 particles γ-Fe2O3 coating 
fraction of 
magnetic material 
47% by weight 
15% by volume 
45.8% by weight 
14.7% by volume 
50-60% by weight 
20-27% by volume 
40% by weight 
12% by volume 
mean diameter 0.35 µm 0.86 µm 0.9 µm 1.31 µm 
mono-disperse no no no yes 
particle density 2.66·107/µg 1.82·106/µg 2.2·106/µg 4.05·105/µg 
Table 2: Properties of the four favorite microsphere types 
 
Concerning the fraction of magnetic material, the given values from the manufacturer 
are in normal letters, whereas the calculated transformation is in italic print. It has 
been carried out using the material densities given in Table 3. If the densities of two 
materials are denoted by ρ1 and ρ2, the relative weight fraction x of material 1 in a 
combination of material 1 and 2 is related to its volume fraction y by: 
 
1 1
2 2
1y
1 1
x
=  ρ ρ− − ρ ρ 
  Equation 3 
 
 density in g/cm3 reference 
magnetite (Fe3O4) 5.18 
maghemite (γ-Fe2O3) 5.24 
Ref. 148 
polystyrene 1.06 
polyvinyl alcohol 1.30 
Ref. 149 
Table 3: Densities of microsphere materials 
 
The information about the size distribution of the microspheres is based on our own 
SEM images, examples of which are shown in Figure 19. In general, the companies 
do not give this type of information, at least not quantitatively in terms of diameter 
standard deviation. Spherotech states that their microspheres have a diameter 
ranging from 1.0 to 1.4 µm, while the microspheres from the other companies are 
obviously much more disperse (see Figure 19). 
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Bangs 0.35 µm Bangs 0.86 µm
Chemagen Spherotech 
 
Figure 19: SEM images of the four different microsphere types used as labels 
 
 
3.2.2.1. Molecular recognition to biotin-labeled test DNA 
 
Molecular recognition between magnetic microspheres and the target molecules is 
based on high affinity binding between the protein streptavidin on the surface of the 
markers (receptor) and the coenzyme biotin, which is covalently coupled to the target 
molecules (ligand). 
Biotin consists of a ring-like core and a freely movable (CH2)4-tail called Valerat side-
chain (see Figure 20). In biological systems, the carboxyl group at the end of the 
side-chain frequently binds covalently to amino-groups of enzymes, so that biotin 
helps in catalytic carboxylation reactions as a coenzyme (Ref. 150). 
core 
carboxyl group 
Valerat side-chain 
 
Figure 20: Molecular structure of biotin (taken from Ref. 150) 
 
Streptavidin is a tetrameric protein, i.e. it integrates four identical and separate 
protein subunits into one protein molecule. Each subunit consists of a polypeptide 
chain incorporating 125-127 amino acids, has a molecular weight of about 14 kDa 
and folds into a tertiary structure of approximately 5x5x10 nm3 (Ref. 151). The folding 
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pattern of the entire protein’s backbone is shown in Figure 21, with each identical 
subunit displayed in a different color (Ref. 152; Ref. 153). The polypeptide chains 
start at the amino group of the first amino acid (N) and end at the carboxyl group of 
the last amino acid (C). Secondary protein structures (β-sheets and α-helices) are 
sketched as broad bands. Within each subunit, there exists a folding pan which can 
bind one molecule of biotin by a combination of various hydrogen bonds as well as 
hydrophobic and  van der Waals interactions (Ref. 154). Therefore, one molecule of 
streptavidin can bind up to four molecules of biotin. Their positions within the folding 
pans of the protein subunits are also shown in Figure 21. The magnification shows 
the hydrogen bonds between the streptavidin’s amino acid side-chains and the biotin 
molecule. The dissociation constant of the steptavidin-biotin compound is extremely 
low (Kd ≅ 10-15 mol/l), resulting in exceptionally stable linkage. Additionally, the 
binding is very specific to biotin, and streptavidin preserves its folding pattern under 
most conditions. Thus, the ligand-receptor pair biotin-streptavidin is ideal for 
applications requiring strong but exclusive binding between the two partners. 
 
Figure 21: Folding pattern of Streptavidin including four bound biotin molecules 
(taken from Ref. 152) 
 
In order to probe the molecular recognition of different types of streptavidin-coated 
magnetic microspheres, they are directly coupled to equimolar spots of biotin-labeled 
test DNA immobilized on polymer-coated wafer surfaces by our coworkers in the 
biology department (Ref. 140, see chapter 4.2 for the immobilization procedure). The 
same particle concentrations (1 % particle weight / volume) and binding conditions (1 
hour incubation at 37-42 °C in moist atmosphere) are used for all types of 
microspheres. Afterwards, unspecifically bound microspheres are removed by 
washing with a solution containing 50 mM Na2HPO4,10 mM Tris-Base, 5 mM EDTA, 
0,1 % SDS, 0,01 % Sarkosyl, 0,01 % Tween 20, 0,01 % Triton X100, 0,1 M NaCl, 
and 0,5 % PEG 4000. The pH of the solution is buffered to a value of 8.5. The 
resulting surface coverages of the microspheres on the biotin-labeled DNA spots are 
observed either by an optical microscope or by electron microscopy. The images are 
analyzed quantitatively by a proprietary-developed software, which detects the 
surface coverage of particles by taking the sum of all pixels above a certain grayscale 
value (see chapter 5.4.2). Generally, all four types of microspheres show good 
specific binding, but the surface coverage of the markers increases with decreasing 
particle size. An example is shown in Figure 22, which compares the surface 
coverage of Bangs 0.35 µm and Bangs 0.86 µm microspheres on a test DNA spot. In 
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this case, the smaller particles show a surface coverage 57% higher than their larger 
versions. 
Bangs 0.35 µm microspheres 
surface coverage = 33 % 
Bangs 0.86 µm microspheres 
surface coverage = 21 % 
 
Figure 22: Molecular binding of different sized Bangs microspheres to biotin-labeled test DNA 
 
 
3.2.2.2. Magnetic properties 
 
The magnetic moments of the microspheres are measured at room temperature with 
the AGM described above (see chapter 2.9). For all four types of microspheres, 
drops with a particle solution volume of 2 µl are put onto two separate quadratic 
pieces of a 500 µm thick silicon wafer with 3-4 mm side length, resulting in controlled 
amounts of either 10, 20 or 50 µg of microspheres on the substrates (depending on 
the concentration of the solution). The magnetic moments of both samples are 
measured by the AGM up to a magnetizing field of 1120 kA/m, which is applied 
parallel to the plane of the wafer. Variations in the resulting saturation moments are 
most probably due to slightly differing drop volumes and particle concentrations (see 
Table 4). The differences of the individual measurements relative to their mean 
values are also given. Even though the number of independent measurements for 
each microsphere type is too small to deduce a meaningful standard deviation, this 
percentage gives some idea about the reliability of the measurements. Since the 
source of error is essentially the same for all of the microspheres, it is save to 
assume that all four mean values are only accurate within no less than 15%, which is 
the maximum difference recorded for an individual microsphere type. 
The mean values of the AGM measurements are normalized per microsphere using 
the particle densities supplied by the manufacturers (see Table 2) and displayed in 
Figure 23. Part a) shows the complete cycle up to saturation, and part b) is a zoom 
around zero magnetizing field. While all the other microspheres show perfectly 
superparamagnetic behavior, the particles from Spherotech are obviously somewhat 
ferromagnetic, with a substantial coercive field of about 5.5 kA/m. Since they are 
supposed to be superparamagnetic as well, it is likely that our batch of microspheres 
is defective and does not agree with the specifications set out by Spherotech, at least 
concerning the magnetic properties. According to Spherotech’s technical notes (Ref. 
155), their magnetic microspheres are prepared by coating a layer of maghemite onto 
polystyrene cores. Apparently, this coating happens to be patched instead of 
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particulate in our case, resulting in ferromagnetic behavior. This should be kept in 
mind when comparing measurements of different magnetic markers in later chapters. 
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Figure 23: AGM-measurements of different microspheres, normalized per particle 
a) entire cycle to saturation 
b) zoom around zero field 
 
Returning to Table 4, the expected magnetic saturation moments per microsphere 
are also calculated from the company’s specifications of mean particle diameter and 
magnetic material type and content. The employed saturation magnetizations are 480 
kA/m for Fe3O4 and 410 kA/m for γ-Fe2O3 (Ref. 156). In the following line, the 
differences between the measured and the calculated magnetic saturation moments 
are displayed relative to the measured values. For the microspheres from Bangs 
Laboratories, these differences are more or less consistent to what is expected from 
the variation of the individual moment measurements, but the magnetic saturation 
moments calculated for the microspheres from Chemagen and Spherotech are much 
larger than the measured ones. In the case of Chemagen microspheres, it is 
somewhat doubtful that the company’s specification of the medium particle size is 
correct. On their web site (Ref. 157), Chemagen suggests that the diameter of M-
PVA SAV 1 microspheres ranges from 0.5 to 1.0 µm. However, judging from our own 
SEM images (see Figure 19), it seems that the size distribution is much broader and 
particularly includes a lot of microspheres with diameters less than 0.5 µm. 
Therefore, the mean particle diameter is most probably smaller than what is stated by 
Chemagen, which would explain the discrepancy. For the microspheres from 
Spherotech, the difference between measured and calculated saturation moment is 
also very large. However, we already observed that the magnetic properties of those 
particles do not agree with Spherotech’s specifications (see Figure 23). 
 
 Bangs 
0.35 µm 
Bangs 
0.86 µm 
Chema-
gen 
Sphero-
tech 
sat. moment/µg (sample 1) [nAm2/µg] 29.7 50.0 38.5 8.97 
sat. moment/µg (sample 2) [nAm2/µg] 31.8 67.9 36.0 10.7 
sat. moment/µg (mean) [nAm2/µg] 30.8 58.9 37.3 9.85 
sat. moment difference in % of mean value 3.4 % 15 % 3.4 % 8.6 % 
sat. moment/particle (mean) [fAm2] 1.16 32.4 16.9 24.3 
sat. moment/particle (calculated) [fAm2] 1.62 23.5 43.1 57.9 
difference between calculated and measured 
saturation moment in % of measured value 
40 % 27 % 155 % 138 % 
moment/particle at 40 kA/m (mean) [fAm2/µm2] 0.75 20.6 10.5 16.1 
Table 4: Magnetic properties of the investigated microsphere types 
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In order to get an idea about the expected signals from each microsphere type, their 
in-plane stray field components are calculated according to Equation 2 for the out-of-
plane moment orientation, which represents the common setup in this thesis. Since a 
maximum out-of-plane field of 40 kA/m is applied during measurements, the 
measured moment of the particles at this magnetizing field is used for the calculation 
(see last line in Table 4). The vertical distance d between the microsphere center and 
the magnetoresistive sense layer is the sum of the microsphere radius, the total 
thickness of the passivation layer (220 nm, see chapter 4.1), and half the thickness of 
the sense layer (20 nm in the case of GMR multilayers, see chapter 5.2). Figure 24 
shows the results of the calculation. The field is radially symmetric, and its maximum 
value always occurs at a vertical distance rmax=d/2 from the center of the 
microsphere. The calculation is carried out until the field strength decays below 40 
A/m. This threshold field is obtained by assuming a minimum relevant resistance 
change of the GMR-sensor system of 0.01 % (see chapter 5.2), which, according to 
Equation 17, corresponds to an angle of 175.8° between the magnetizations of 
adjacent magnetic layers (or a rotation of 4.2° relative to the original antiparallel 
configuration). Comparing the respective antiferromagnetic exchange coupling 
energy difference between the ferromagnetic layers (see Equation 10 and chapter 
5.2) to the Zeemann energy difference of a homogeneous in-plane field 
perpendicular to the original magnetization vectors, a field strength of 40 A/m is 
required to produce such a resistance change. 
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Figure 24: In-plane stray field components of the different markers within the sense layer 
 
The threshold field defines the border of the range of influence for each microsphere 
type. Since they extend well beyond the radii of the particles, they interfere with each 
other when the markers are packed too closely on the surface of the sensor. In this 
case, their total effect on the magnetization configuration of the sense layer is 
reduced due to the radial symmetry of the stray fields in the out-of-plane 
configuration. 
In order to calculate the total effectivity of the particles’ stray fields, they are 
integrated across the circular area of influence up to the threshold radius, and the 
results of the calculations are shown in line 3 of Table 5. As the radius of influence is 
reduced for smaller markers, a larger number of labels fits onto a given sensor area 
without experiencing saturation effects due to stray field overlapping. Therefore, the 
integrated field strength is normalized to the area of influence of each particle type 
and displayed in line 4 of Table 5. With respect to this specific field strength, the 
Bangs 0.35 µm particles are comparable to the other markers, even though their total 
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moment is much smaller (see Table 4). Thus, they are also suitable concerning their 
magnetic properties and can be employed as labels in magnetic biosensor 
applications. 
 
 Bangs  
0.35 µm 
Bangs  
0.86 µm 
Chemagen Spherotech 
vertical distance d [nm] 415 670 690 895 
radius of influence [µm] 1.07 2.92 2.44 2.87 
integrated field strength [µm2.A/m] 732 14232 8782 7828 
specific field strength [A/m] 204 531 470 303 
Table 5: Influence of different marker types on the sense layer 
 
 
3.2.2.3. Conclusions 
 
The comparison of the properties of different types of magnetic microspheres shows 
that these particles are generally suitable to be used as magnetic markers in 
biosensor applications. They bind with sufficient selectivity to biotin-labels 
immobilized at the surface of flat substrates, but the reduced steric hindrance and 
flow resistance of small-diameter particles makes Bangs 0.35 µm microspheres 
superior to larger particles in this respect. However, their magnetic moment is much 
lower than the one of the other microsphere types (by a factor of 15-28), which 
makes their detection by the magnetoresistive sensor more difficult. Still, since more 
particles fit onto the same sensor surface in the case of smaller particles, their overall 
stray field effectivity is still comparable to other larger particles. Therefore, we choose 
Bangs 0.35 µm microspheres as our most prominent marker type. 
 
3.3. Outlook: ferromagnetic nanoparticles as magnetic markers 
 
Even though magnetic microspheres are a good starting point for magnetic biosensor 
applications, they are not the most ideal markers possible. As mentioned earlier, they 
are still too large to bind efficiently to immobilized ligands, and their overall magnetic 
volume is too small to produce strong stray fields (cf. Table 2). The reason for this, of 
course, is their dominant use as separators in volume applications, where steric 
hindrance and unspecific binding at surfaces are of no concern. Also, the overall 
magnetic moment of the microspheres is not especially relevant for those tasks as 
long as the particles settle onto a permanent magnet within reasonable time. 
With respect to magnetic biosensor applications, the ideal markers would be small 
single-domain ferromagnetic nanoparticles with a large magnetic moment and a 
suitable receptor shell, which are nevertheless stable in an aqueous solution and do 
not accumulate. In fact, due to a great variety of possible applications (e.g. in 
magnetic data storage or medical applications), the self-assembly of magnetic 
nanoparticles has been a very active field of research in the past years. In the case of 
data storage, small crystals of hard magnetic materials such as Co (Ref. 158; Ref. 
159) and FePt (Ref. 160) are synthesized in non-polar organic solvents to prevent 
oxidation. Furthermore, the particles are stabilized within their carrier fluid by a shell 
of non-polar long chain fatty acid molecules, which counterbalance the attractive 
interparticle magnetostatic and van der Waals interactions by steric repulsion. 
In medical applications, however, the nanoparticles should consist of biocompatible 
materials such as magnetite or maghemite, and the carrier fluid has to be aqueous 
(i.e. polar). In this case, the nanocrystals are stabilized by surfactants, which exhibit 
electrostatic repulsion forces between the particles due to charges adsorbed at their 
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surfaces (Ref. 161). A number of different approaches have been followed to 
synthesize iron oxide nanoparticles. They rely on co-precipitation from a solution of 
Fe(II) and Fe(III) salts (Ref. 162), and the particle’s size distribution can be narrowed 
by following a microemulsion approach (Ref. 163). After synthesis of the 
nanocrystals, they can be coated by a silica layer. It forms from hydrolysis of TEOS 
(tetraethyl orthosilicate) into silicic acid, which undergoes polymerization and coats 
the particles (Ref. 164). The silica layer serves as a biocompatible and versatile 
group for further biomolecular functionalization. For example, avidin or streptavidin 
can be immobilized onto the silica layer simply by electrostatic attraction, thus 
resulting in a solid iron oxide nanoparticle with a receptor shell for biotin (Ref. 165). 
Even though such functionalized magnetic nanoparticles for bioapplictions are not yet 
commercially available, they are already in a quite elaborate state of research and 
can be expected on the market soon. 
max. size of single domain 
magnetite particle 
 
Figure 25: Single-domain stability field diagram of magnetite (taken from Ref. 166) 
 
It is also possible to employ such functionalized magnetic nanoparticles as markers 
for magnetic biosensors. Ideally, they would be ferromagnetic and single-domain to 
produce maximal stray fields. According to Figure 25, which shows a calculated 
single-domain stability field diagram for magnetite (Ref. 166), spherical single-domain 
particles with diameters of up to 70 nm would be possible, resulting in a calculated 
magnetic saturation moment per particle of 0.086 fAm2 (MS = 480 kA/m, Ref. 156). 
Since such particles would be ferromagnetic and single-domain, their moment would 
be permanent, and no magnetizing field would be required like in the case of 
superparamagnetic microspheres. However, it would not be possible anymore to do 
reference measurements without markers on the same sensor element, since ‘turning 
off’ their moment is no longer an option. Therefore, measurements would have to be 
carried out in-situ, which implies that during hybridization of the magnetic 
nanoparticles to the analyte DNA, the resistances of the magnetoresistive sensor 
elements are monitored continuously. Like sketched in Figure 26, the effective signal 
would be the difference between the initial resistance before introducing the 
nanoparticles and the final resistance after the last washing step. An advantage of 
such an in-situ measurement is that the magnetic markers are effectively drawn 
towards the analyte DNA by the magnetic stray field gradient originating from the 
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current through the magnetoresistive sensor. Since the particles can rotate freely in 
the solution, their magnetizations would align parallel to the direction of the current’s 
magnetic stray field, thus creating a stray field pattern of an in-plane magnetized 
particle perpendicular to the direction of the current in the magnetoresistive sensor 
(compare to chapter 3.2.1). The maximum in-plane stray field for such a single 
particle positioned at a vertical distance of 240 nm above the sense layer would be 
330 A/m, which is still almost half the maximum value for out-of-plane magnetized 
Bangs 0.35 µm microspheres. Since detecting Bangs 0.35 µm microspheres in the 
out-of-plane setup is quite possible (see chapter 5.4.3), there should be no problem 
to sense such magnetic nanoparticles as well, while, at the same time, their small 
size should greatly improve specific binding to the hybridized analyte DNA. 
 
Figure 26: Measurement scheme for the in-situ detection of magnetic nanoparticles 
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4. The surface of the magnetic biosensor 
     41
 
4.1. Passivation of the sensor 
 
In order to prevent oxidation, the sensor has to be passivated by a suitable protection 
layer. It should be as thin as possible to ensure large magnetic stray fields of the 
markers (compare to Equation 2), but solid enough to give reliable protection of the 
sensor from the various biological solutions employed during DNA immobilization and 
hybridization. Following is a list of the most important steps applied by our coworkers 
in the biology department (Ref. 140): 
 
Probe DNA immobilization 
 
1. Addition of probe DNA in spotting solution (containing 29 % DMSO and 1 % 
TEMED to adjust a pH of 10) 
2. Incubation in humid atmosphere at room temperature for 30 min binding of 
3. Drying of the probe DNA spots at 37°C for 15 min   the probe 
4. Further drying on a hotplate at 100°C for 5 min    DNA 
5. Irradiation with 50 mJ of UV light 
6. Several washing steps 
7. Incubation in 1 M NaAc and 2.5 % PEG4000 (pH 5.0) at 55°C for 1 h  
 (deactivation of remaining unbound epoxy groups) 
8. Several washing steps 
 
Analyte DNA hybridization 
 
9. Incubation of the analyte DNA solution in saturated water-vapor at 55°C for 1 h 
10. Incubation together with hybridization solution (containing 35 % formamide and 
several detergents) at 42°C for 12 h 
11. Several washing steps 
 
Binding of the markers 
 
12. Incubation of the marker solution in a humid atmosphere at 37-42°C for 1 h 
13. Several washing steps 
 
It is crucial that no liquid reaches the sensor elements during all these steps, 
because otherwise, their metallic layer structure would start to oxidize. Since some of 
these steps take place at elevated temperatures, the thermal expansion coefficient of 
the protection layer should match the one of the sensor material in order to prevent 
mechanical stress that could cause the destruction of the protection layer. Also, the 
protection layer should adhere well to the sensor material, and, naturally, it has to be 
electrically insulating to avoid shorting the sensor elements. All of these requirements 
are met by combining a thin layer of tantalum with an insulating layer of SiO2. 
The tantalum film has a typical thickness of 3-10 nm (depending on the type of 
sensor), and is sputter deposited as a final layer together with the sensor stack. 
Thus, it gets patterned into the same shape as the sensor elements, so that no short 
cutting metallic connections exist between them. The insulating SiO2 passivation is 
added at the end of the sensor fabrication process and covers the entire chip (with 
the exception of the contact pads). It is sputter deposited to a thickness of about 150 
Chapter 4: The surface of the magnetic biosensor 
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nm in an argon/oxygen plasma mixture, resulting in the formation of a thin tantalum-
oxide layer at the interface which assures good adhesion (Ref. 167). 
The thermal expansion coefficient of tantalum (6.6·10-6/K, Ref. 156) is in-between the 
ones of typical sensor materials like iron or copper (12..17·10-6/K; Ref. 168) and the 
expansion coefficient of SiO2 (0.45·10-6/K, Ref. 168), thus reducing the mechanical 
stress at the interface. It is further decreased by a thin polymer layer on top of the 
SiO2. Together, these two layers form laminated glass, which is less brittle than SiO2 
alone. The polymer is spin-coated from a 2.5 % (by weight) dioxane solution at 4000 
rpm, resulting in a thickness of about 70 nm. Its exact composition is discussed in the 
following subchapter. The entire sensor passivation is sketched in Figure 27. 
wafer 
SiO2 Ta-layer sensor element 
polymer 70 nm 
150 nm 
 
Figure 27: Cross-section of the sensor passivation 
 
The passivation can only protect from oxidation if there are no residual particles on 
the sensor surface prior to the deposition of the protection layer. Otherwise, it is not 
tight enough and liquid can enter through the imperfections. Dust and other 
unintentional particles (like metal shreds after lift-off processes) are avoided by 
careful treatment and processing in a cleanroom. However, there is always the 
possibility of resist remnants at the edges of exposed patterns (both for our optical 
and e-beam resists), and these residues can also cause leakage through the 
passivation layer. This is demonstrated in Figure 28, which shows the partial 
oxidation of a TMR sensor element after leakage of solvents through imperfections in 
the passivation layer. The resist residues display a bright contrast, and the oxidized 
parts of the sensor element appear dark due to reduced secondary electron 
generation compared to the metallic parts. 
resist 
residues
 
Figure 28: Oxidation of a TMR sensor element after leaking of liquids through imperfections 
caused by resist residues 
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Mainly, such residues are generated when employing the resist itself as a mask for 
ion beam etching. Since the sample is rotating and tilted relative to the incident 
beam, the resist at the edges of the patterns is directly exposed to the beam 
throughout its entire thickness. Apparently, the energy deposited into the resist by the 
Ar-ions causes a chemical transformation of the polymer (most probably chain 
crosslinking) which prevents its subsequent removal. These remnants at the pattern 
edges are almost impossible to get rid of, which is demonstrated by the series of 
images in Figure 29, each showing the same spot after various attempts to remove 
the residues. Even prolonged exposure to an oxygen plasma does not remove the 
remnants completely, and such a harsh treatment is certainly not desirable 
concerning the sensor properties. Lift-off processes, on the other hand, are less 
susceptible to this problem, and the resist residues can be removed by not too harsh 
treatments with the designated chemicals. An exception is SiO2 lift-off, which also 
produces quite stable residues along the pattern edges. 
remover AR 300-70
for 75 min at 80°C 
in ultrasonic bath
20 min in oxygen 
plasma (30 W, 130.10-3 
mbar oxygen pressure)
remover 1-methyl-
2-pyrrolidinone 
for 90 min at 80°C 
in ultrasonic bath
80 min ion etching 
 
remover AR 300-70
for 40 min at 80°C 
in ultrasonic bath 
 
Figure 29: Resist remnants after various attempts to remove them 
 
To avoid the problem of resist remnants, all processes involving etching steps are 
carried out using tantalum hard masks instead of the resist itself. This makes 
lithography somewhat more complex, since the thickness of the hard mask has to be 
tuned to the required etching dosage. Otherwise, the mask will either remain in parts 
on the sensor pattern, or the top layers of the sensor stack will be etched away. The 
conceptual difference between the two methods is sketched in Figure 30. 
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4)  removing of resist 
ion beam
Ta 
resist 
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Figure 30: Steps of negative lithography using a resist mask or a hard mask 
 
 
4.2. Probe-DNA immobilization 
 
This chapter describes work that is carried out by our coworkers in the biology 
department (Ref. 140). However, due to the strong interconnection, it is also 
mentioned here for clarity. 
Individual probe DNA samples are transferred onto the sensor surface in small drops 
in a contact free manner either by a piezo microarray spotter (typical drop volume 0.3 
nl) or manually by a pipette (typical drop volume 0.2 µl). Apart from the DNA strands, 
the spotting solution contains 29 % DMSO and 1 % TEMED to adjust a pH of 10. It 
denaturates the double stranded probe DNA into individual single strands to which 
the analyte DNA can hybridize in a subsequent step. After deposition of the spots, 
the probe DNA strands are immobilized onto the surface by forming covalent bonds. 
In initial experiments, the passivation layer consisted of SiO2 alone, which was 
functionalized by epoxy-silan groups to enable covalent binding of the probe DNA’s 
amino groups. By introducing the polymer as the final passivation layer, these epoxy 
sites are directly contained within the polymer network as active side groups. Even 
though the polymer was introduced initially as an additional protection of the sensor, 
it turned out that it is capable of binding much greater amounts of probe DNA than a 
plain silanized glass surface. In fact, comparative tests show that the fluorescent 
signals from Cy3 markers coupled to immobilized biotin-labeled probe DNA are about 
Chapter 4: The surface of the magnetic biosensor 
     45
5 times larger in the case of a polymer surface, which is probably due to larger 
amounts of accessible epoxy groups, thus causing enhanced binding of probe DNA. 
Synthesis of the polymer is carried out in a 1,4-dioxane solution containing 0.5 M 
glycidyl methacrylate (GM) and 20 mM of symmetric ethylene glycol dimethacrylate 
(EGD) monomers. The GM monomers contain the epoxy groups and polymerize into 
linear chains, while the EGD monomers provide chain crosslinking. The process is 
started by adding dibenzoyl peroxide at 80°C, causing holomytic scission of the di-
benzoyl peroxide that leaves benzoyloxy radicals as initiators for the polymerization. 
It is allowed to propagate for two hours and terminated by adding ethanol. A sketch 
of the polymerization process is shown in Figure 31. After centrifugation, the polymer 
pellet is re-dissolved in 1,4-dioxane at a concentration of 2.5 % (weight / volume) and 
spin-coated at 4000 rpm onto the SiO2 surface of the sensor. 
1. Initiation 
free radical creation by dissociation 
dibenzoyl peroxide 
heat 
crosslinking 
epoxy 
ethylene glycol dimethacrylate monomer 
glycidyl methacrylate monomer 
2. Polymerization 
 
Figure 31: Sketch of the polymerization process 
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Following probe DNA assembly, the drops are incubated in a humid atmosphere at 
room temperature for 30 min to allow formation of covalent bonds between the DNA’s 
amino groups and the epoxy groups in the polymer. Afterwards, the spots are dried at 
37°C for 15 min and at 100°C for 5 min on a hotplate. Additional covalent binding is 
achieved by irradiation with 50 mJ of UV light. Non-immobilized probe DNA is 
removed by several washing steps, and the remaining empty epoxy groups are 
inactivated by incubation in 1 M NaAc plus 2.5 % (weight / volume) PEG4000 
solution (pH 5.0) at 55°C for 1 h. After another washing cycle, the probe DNA 
immobilization is finished, and the sensor is ready for analyte DNA hybridization. 
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5. GMR-type magnetic biosensor 
 
5.1. GMR theory 
 
Giant magnetoresistance in ferromagnetic layers separated by thin metallic non-
ferromagnetic spacers is basically due to spin-dependent scattering of the conduction 
electrons at the ferromagnetic layers (Ref. 169). For ferromagnetic electrodes with 
their magnetization direction parallel (antiparallel) to the spin of the conduction 
electrons, the scattering probability is low (high), thus leading to a small (large) 
electrical resistance. Because spin-flip scattering can be neglected in most systems, 
spin-up and spin-down electrons can be regarded as two independent conduction 
paths parallel to each other (Ref. 170). In the case of antiparallel orientation of the 
magnetizations of adjacent ferromagnetic layers, both conduction paths encounter 
high and low scattering probabilities, thus leading to a relatively large total resistance. 
However, if the magnetizations of the ferromagnetic layers are aligned parallel to 
each other, the conduction path with the electron spins parallel to the magnetization 
directions experiences low scattering, while the electrons of the other path are 
constantly scattered with a large probability. This leads to a decreased total 
resistance relative to the antiparallel orientation. Thus, if a system of ferromagnetic 
layers separated by spacers can be tailored into an antiparallel ground state, it is 
possible to decrease its electrical resistance by applying external magnetic fields 
which force the system into parallel alignment. The mechanism which can create 
such an antiparallel configuration in the case of magnetic multilayer systems is the 
interlayer exchange coupling, which is discussed in the following chapter. 
 
5.1.1. Interlayer exchange coupling 
 
5.1.1.1. Introduction 
 
Antiferromagnetic interlayer exchange coupling was first observed by Grünberg for 
Fe/Cr multilayers in 1986 (Ref. 4). Shortly afterwards, Parkin discovered that the 
coupling oscillates between the ferromagnetic and the antiferromagnetic 
configuration as a function of spacer thickness (Ref. 171). Initial experimental 
investigations revealed a unique oscillation period of about 10 Å for almost all non-
magnetic 3d, 4d and 5d transition metals investigated as spacer materials (Ref. 172). 
But soon, it was discovered that things are more complicated than that, since some 
materials like Os showed larger oscillation periods (Ref. 173). Also, the period turned 
out to be dependent on the specific growth orientation of the crystal (Ref. 174). 
Furthermore, experiments with improved crystal qualities showed that there is not 
only one but several oscillation periods for different spacer materials like Cr or Mn 
(Ref. 175). These effects can be understood by looking at the actual Fermi surface of 
the spacer material, since the observed periods are related to the magnitudes of the 
extremal spanning wavevectors of the Fermi surface. For example, this relationship 
has been carried out in great detail by Stiles (Ref. 176). Even though these 
wavelengths are much shorter than the observed periods (around 3 Å compared to 
10 Å), this discrepancy can be solved by taking into account the atomic discreteness 
of the interlayer thickness (see e.g. Ref. 177). 
There are basically two strategies to study the interlayer exchange coupling 
theoretically, namely total energy calculations and perturbative methods. In total 
energy calculations, the magnetic coupling is determined by calculating the energy 
difference between the ferromagnetic and the antiferromagnetic configuration of the 
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entire multilayer system as a function of the spacer thickness. There are three 
different approaches to this method: ad initio calculations (Ref. 178), tight-binding 
calculations (Ref. 179) and quantum well calculations (Ref. 176; Ref. 180). The first 
two methods are straightforward, but quite difficult to perform since the obtained 
energy difference between the two states is several orders of magnitude smaller than 
the total energy itself. To obtain sufficient numerical accuracy within reasonable 
computation times, these methods are restricted to systems with small spacer 
thicknesses and do not appear to be well suited for the investigation of long-period 
oscillatory coupling.  However, these models are most probably the only ones that 
could correctly predict the strength of the interlayer exchange coupling, since all other 
approaches are characterized by various approximations and simplifications. In 
quantum well models, for example, the actual band matching at the layer interfaces is 
simply replaced by step-like potentials. Still, such calculations have proven quite 
successful in the description of the period and phase of various multilayer systems. A 
more thorough discussion of this method follows in chapter 5.1.1.2. 
Another approach to the problem of interlayer exchange coupling is followed by 
various perturbative methods, which attack the problem by formulating an additive 
Hamiltonian which is supposed to result in the observed coupling mechanism. Since 
the additional energy due to the interlayer exchange coupling is small compared to 
the total energy of the system, such an approach is justified. A mechanism proposed 
from early on uses the long known RKKY coupling (Ref. 1; Ref. 2; Ref. 3) between 
magnetic impurities in a nonmagnetic host metal. This indirect interaction is being 
transmitted by spin-polarization of the conduction electrons in the host metal. Looking 
at one magnetic impurity, the conduction electrons try to screen its magnetic moment 
by spin-polarizing around the impurity. But since it is not possible for the conduction 
electrons to form a localized screening, they do the closest possible alternative, 
which is a concentric spherical shell of opposite alignment around the impurity. This 
shell overcompensates the impurity, so an additional shell of parallel alignment is 
formed further away, and so on (Ref. 181). Another impurity then interacts with the 
first one via the polarized conduction electrons. The RKKY interaction is oscillatory in 
nature and can be taken as a basis for explaining the interlayer exchange coupling 
by superposing the coupling of each magnetic atom with every other magnetic atom 
in the system. The first extension of the RKKY theory to magnetic multilayers has 
been carried out by Yafet (Ref. 182), and is now generally accepted as the 
underlying mechanism of the interlayer exchange coupling. It correctly predicts the 
period of the oscillatory coupling for most systems, but fails to explain its phase and 
amplitude (strength). A more generalized approach applies the Anderson model of 
local state conduction-electron mixing (Ref. 183) to the problem of magnetic 
multilayers. It leads to a RKKY-like interaction in the case of low-energy spin-
excitations, but also produces an additional superexchange for high-energy virtual 
charge excitations which corrects the phase of the oscillatory exchange interaction 
(Ref. 184). The prediction of its amplitude, however, remains problematic, and only 
seems to be accessible by total energy calculations from first principles. 
 
5.1.1.2. Quantum well model 
 
In this chapter, the quantum well model of the interlayer exchange coupling is 
presented. It relies on quantum interferences in the spacer material due to spin-
dependent reflections of the conduction electrons at the interfaces between the 
spacer and the magnetic layers. These reflections modify the density of states in the 
spacer and give rise to a change of the system’s energy. Because the reflection 
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coefficients depend on the orientation of the spin of the conduction electrons relative 
to the magnetizations of the ferromagnetic layers, the change of energy takes on 
different values for a ferromagnetic and an antiferromagnetic magnetization 
alignment. Due to the oscillatory nature of quantum confinement, the type of coupling 
oscillates as a function of spacer thickness, depending on which energy is lower for a 
given thickness. Amongst others, this model has been applied by Mathon (Ref. 169; 
Ref. 185), Jones (Ref. 181), Stiles (Ref. 176) and Bruno (Ref. 180). In particular, it 
has been worked out in great detail by Stiles and Bruno, and other approaches like 
the RKKY model have been connected to the quantum well theory in a self-
consistent way (Ref. 176). Here, the approach by Bruno as described in Ref. 180 is 
followed. 
First of all, lets consider a simple 1dim problem like the one sketched in Figure 32. 
The spacer layer has a thickness D and is situated between two sandwich layers of 
the same material. Here, the band matching at the interfaces leads to a potential well 
with a depth V, so that bound states with discrete energies exist within the spacer. 
Since the sandwich layers are approximated as being infinitely thick, the reflection 
coefficients at the two interfaces are equal to one for E<V, and the density of states 
in the spacer is given by a set of δ-functions. The wavefunctions for E>V are also 
affected by the presence of the potential well, since they are reflected with an energy 
dependent reflection coefficient rA/B(E) at the two interfaces. This results in 
resonances at specific energies, and, therefore, an increase in the probability density. 
At other energies, the interference between the incident and reflected wave is 
destructive, so the probability density decreases. Since the amplitude of the reflected 
wave decreases rapidly with energy, the change of the probability density as a 
function of energy has the form of a damped oscillation for E>V. This change of the 
probability density compared to a continuous bulk metal also leads to a change in the 
density of states within the spacer. 
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Figure 32: 1dim quantum well model of the interlayer exchange coupling 
 
Bruno has developed a quantitative description of the modification of the density of 
states due to the formation of a quantum well. Using a general approach by 
calculating the Green’s function of the system, he gives the following result for the 
change of the integrated density of states ∆N within the spacer layer relative to bulk 
material: 
 
( )2ik (E)DA B2N(E) Im ln 1 r (E) r (E) e ⊥ ∆ = − − π   Equation 4 
 
Here, k┴(E) describes the dependence of the electron wavevector component 
perpendicular to the plane on its energy. In our 1dim model, it is identical to the full 
wavevector k(E). For 3dim problems, the same expression holds true, but integrated 
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over all possible parallel wavevector components. The integrated density of states N 
is simply the density of states n integrated up to a certain energy E: 
 
E
'
0
N(E) dE n(E )= ∫ '   Equation 5 
 
Bruno does not explicitly give the change of the density of states itself, but taking the 
derivative of the integrated form results in the following expression. The energy 
derivative of the reflection coefficients was neglected compared to the energy 
derivative of the exponential factor, which is a valid approximation for large spacer 
thicknesses. 
 
2
2
2 2 4
2E
2
d( N(E)) 4 dk(E) cos[2k(E)D] r (E)n(E) Dr (E)
dE dE 1 2r (E)cos [2k(E)D] r (E)
1  for  E  V
2m Ewith    k(E)     and     r(E) E E V  for  E > V
E V E
∆ −∆ = = π − +
≤  = =   − −   − −  
?
 Equation 6 
 
To get an idea about the actual form of the density of states modification, Figure 33 
shows ∆n(E) for exemplary values of V = 3 eV and D = 2 nm. Here, the band 
structure of the spacer is neglected, so the electron mass mE is set equal to the free 
electron mass. For E<V, the bound states show up as δ-like functions, and the 
corresponding energies are marked by small arrows. The bound states are modified 
by the bulk density of states (blue curve in Figure 33 a), which has a 1/√E 
dependence for 1dim systems. For E>V, one gets the expected oscillations in the 
change of the density of states (see Figure 33 b), the details of which depend on the 
barrier properties and the spacer width. However, if the parameters are such that an 
increase of the density of states occurs around the Fermi level EF, this configuration 
is strengthened, while the opposite is true for a decrease of the density of states 
around the Fermi level. 
Figure 33: Density of states modification ∆n due to the formation of a quantum well 
a) comparison to bulk DOS nB; arrows indicate bound energy states 
b) zoom of ∆n for E > V 
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From the change of the density of states ∆n, the change of energy ∆E in the spacer 
layer can be derived according to: 
 
F FE ET 0 P.I.
F F
0 0
E dE (E E ) n(E) f (E)  dE (E E ) n(E)  dE N(E)
∞ =∆ = − ∆ = − ∆ = − ∆∫ ∫
0
∫  Equation 7 
 
In order to assure conservation of the number of particles, the grand canonical 
ensemble has been used. Furthermore, the calculation is for T=0, so that the Fermi-
distribution is given by f(E) = Θ(EF-E). Upon partial integrating, one gets the integral 
over the integrated change of the density of states. Plugging in the expression for 
∆N(E) from Equation 4, the result for the change of energy in the spacer due to the 
formation of a quantum well is: 
 
F
F
E
2ik(E)D
A B
0
E
A B
A B0
2E Im dE ln 1 r (E) r (E) e
r (E) r (E) sin[2k(E)D]2     dE arctan
r (E) r (E) cos[2k(E)D] 1
 ∆ = − π
 =  π − 
∫
∫
 Equation 8 
 
When the sandwich layers are ferromagnetic, the reflection coefficients at the two 
interfaces A and B depend on the relative orientation of the electron spin to the 
magnetization vector. This dependence can be implemented in the above model by 
introducing a potential shift ∆ (Ref. 176). If the electron spin is parallel (antiparallel) to 
the direction of the magnetization in the ferromagnetic layer, the electron ‘sees’ a 
smaller (greater) barrier height Vpar=V-∆ (Vanti=V+∆). The situation is shown in Figure 
34 for ferromagnetic and antiferromagnetic alignment of the magnetic layers. The 
reflection coefficient at the barrier Vpar (Vanti) is denoted by r (R), and the arrows 
indicate the magnetization directions in the magnetic layers. 
V
V
R
spin-down electrons 
spin-down electrons 
spin-up electrons 
spin-up electrons 
antiparallel alignment (antiferromagnetic)
parallel alignment (ferromagnetic) 
r r
R R
Vanti Vanti
Vpar Vpar 
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V V V
V V VVpar rr
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Figure 34: Comparison of the barrier heights for ferromagnetic and antiferromagnetic 
alignment of the magnetic layer magnetizations 
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The change of energy is now given by the average of the spin-up and the spin-down 
channel, and the interlayer exchange coupling J is defined as the energy difference 
between the parallel (∆Epar) and the antiparallel (∆Eanti) magnetization configuration: 
 
( )F
F
par anti
E
2 2ik(E)D 2 2ik(E)D
par
0
E
2ik(E)D
anti
0
J E E
1with   E Im dE ln 1 r (E) e ln 1 R (E) e
2and    E Im dE ln 1 r(E) R(E) e
= ∆ − ∆
  ∆ = − + −  π
 ∆ = − π
∫
∫
  Equation 9 
 
Due to this definition, a positive (negative) value of J means that the 
antiferromagnetic (ferromagnetic) alignment is energetically favorable, and the 
system relaxes into the corresponding state. Figure 35 shows the results for ∆Epar, 
∆Eanti and J according to Equation 9 for exemplary values of V = 3 eV, ∆ = 1 eV and 
EF = 7 eV. To solve these equations, the energy integral has been transferred into a 
sum over 5000 equally distributed discrete energies from zero to EF for each value of 
the spacer thickness. The Fermi level of 7 eV corresponds to copper as spacer 
material, which is frequently used in GMR multilayer systems. 
0,0 0,5 1,0 1,5 2,0 2,5 3,0
-3,0
-2,5
-2,0
-1,5
-1,0
-0,5
0,0
0,5
en
er
gy
 [e
V]
spacer thickness [nm]
 ∆Epar
 ∆Eanti
0,0 0,5 1,0 1,5 2,0 2,5 3,0
-1,0
-0,8
-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6
ex
ch
an
ge
 c
ou
pl
in
g 
[e
V]
spacer thickness [nm]
(b)(a)
Figure 35: Results of the calculation of the exchange coupling 
a) energy differences ∆E in the spacer relative to bulk material 
b) interlayer exchange coupling 
 
Looking at part a) of Figure 35, it is apparent that the energy difference relative to 
bulk material favors either a parallel or an antiparallel magnetization configuration, 
depending on the exact thickness of the spacer layer. Thus, the interlayer exchange 
coupling (Figure 35 b) oscillates between negative and positive values with an 
oscillation period of 0.30 nm. Compared to the Fermi-wavelength of our free electron 
model of 0.46 nm (for EF=7eV), this value agrees more or less to the theory that the 
oscillation period is determined by the extremal spanning vectors of the Fermi 
surface. As expected, the coupling is ferromagnetic in the limit of zero spacer 
thickness. This is required since the two magnetic layers become one in this case 
and share a common magnetization direction.  
Even though this simple model gives a relatively good value of the oscillation period 
in this case, this cannot be expected in general. For example, the free electron model 
is oversimplified, and one has to take into account the band structure for the specific 
materials involved. By doing so, the dispersion relation k(E) changes, and with it also 
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the oscillation period, since it depends on the wavevector components perpendicular 
to the plane of the layer interfaces. 
In addition, the problem really has to be treated three dimensional. By doing this, an 
integration over the wavevectors parallel to the interfaces is added, and generally, 
both the reflection coefficients and the perpendicular wavevector components 
depend on the parallel wavevectors. Thus, both the period (it depends on the 
perpendicular wavevector component) and the strength of the coupling (it depends 
on the reflection coefficients) change when treating the problem three dimensional. 
Combined with realistic band structures, this also reveals several oscillation periods, 
since there is more than only a single extremal spanning vector for a realistic three-
dimensional Fermi surface. 
Another assumption of this model is an infinite thickness of the magnetic layers, 
which cannot be true for realistic systems. A pretty obvious effect of a finite magnetic 
layer thickness is a change in the reflection coefficients, since in this case, there is 
also transmission for E<V. This results in a decrease of the reflection coefficient and, 
therefore, a decreased coupling strength. Furthermore, there are also oscillations in 
the coupling with respect to the magnetic layer thickness due to the formation of 
resonances in the magnetic layers. 
Still, the simple model presented here gives some insight into the mechanism of the 
interlayer exchange coupling, and it can easily be extended to more realistic 
situations, as it was done (amongst others) by Bruno (Ref. 181) and Stiles (Ref. 176). 
By doing so, a large degree of agreement is reached between experimental results 
and predictions of the quantum well model, so this theory is generally accepted by 
now. 
 
5.1.1.3. Phenomenological model 
 
The coupling between two ferromagnetic layers can be described 
phenomenologically in terms of energy contributions. Generally, there is also a 
biquadratic coupling term which leads to a 90° orientation between the 
magnetizations of adjacent ferromagnetic layers. The origin of this term is also linear 
exchange coupling, but non-ideal circumstances like interface roughness (Ref. 186) 
and intermixing of free magnetic atoms in the spacer layer (“loose spin” mechanism, 
Ref. 187) lead to frustrations of the linear exchange, which give rise to an effective 
quadratic coupling. When θ denotes the angle between the magnetization vectors  ?
 and M
?
 of two ferromagnetic layers separated by a spacer layer, the interlayer 
energy contribution E
1M 2
int due to the bilinear coupling JL and the biquadratic coupling JQ 
is given by (Ref. 186): 
 
2
21 2 1 2
int L Q L Q
1 2 1 2
M M M ME J J J cos J cos
M M M M
 ⋅ ⋅ = − − = − θ − θ ⋅ ⋅ 
? ? ? ?
? ? ? ?  Equation 10 
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5.1.2. Giant Magnetoresistance 
 
Soon after the discovery of the interlayer exchange coupling by Grünberg in 1986 
(Ref. 4), it was observed by Baibich (Ref. 5) that the electrical in-plane resistance of 
such a system depends on the relative magnetization configuration of the 
ferromagnetic layers, which could be altered by applying an appropriate magnetic 
field. This new type of magnetoresistance was named giant magnetoresistance 
(GMR) due to the large magnitude of the resistance change compared to the 
previously known anisotropic magnetoresistance (AMR). In the meantime, devices 
which are based on the GMR effect found their way into a number of different 
applications like for example read heads in hard disk drives (Ref. 8). 
Theoretically, the GMR effect can be derived by a simple resistor network model. It 
relies on negligible spin flip scattering, so that the conduction paths of spin-up and 
spin-down electrons can be treated independently as two channels parallel to each 
other (Ref. 170). The model was initially developed by Edwards in 1991 (Ref. 188), 
while the description here follows the work by Mathon from Ref. 169. 
In ferromagnetic transition metals, the densities of states for majority and minority d 
electrons are split. Therefore, the resistivities for the two spin channels are also 
different from each other, which is due to their proportionality to the density of states 
at the Fermi level for elastic scattering processes (the higher the density of states, 
the more states exist for the electron to scatter into, and the larger the resistivity, Ref. 
170). Thus, an electron which transverses a magnetic multilayer superlattice 
experiences alternating resistivities which depend on the orientation of its spin 
relative to the local magnetization vectors. The distribution of these local resistivities 
is sketched in Figure 36 as a bar diagram for spin-down and spin-up electrons 
transversing a unit cell of a magnetic multilayer superlattice. Here, ρH (ρL) denotes 
the high (low) resistivity state which occurs in ferromagnetic layers (abbreviated by 
FM) for antiparallel (parallel) spin and magnetization, while ρN stands for the spin-
independent resistivity of the non-magnetic spacer layer (abbreviated by NM). 
(b)
ρH ρN ρL ρN 
ρN 
NM 
ρL ρN ρH
NM FMFM
(a) 
ρH ρN ρH ρN
ρN
NM
ρL ρN ρL
NM FMFM 
 
Figure 36: Sketch of the local resistivities for spin-up and spin-down electrons transversing a 
magnetic superlattice (after Ref. 169) 
a) ferromagnetic configuration 
b) antiferromagnetic configuration 
 
An initial antiferromagnetic configuration of the magnetization vectors of the 
ferromagnetic layers can be transferred into a ferromagnetic configuration by 
applying a sufficient magnetic field, and the relative change of resistivity of the 
system is given by the GMR-ratio: 
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min
R RRGMR
R R
↑↓ ↑↑
↑↑
−∆= =   Equation 11 
 
Thus, by calculating the resistances for those two configuration within our model, we 
can predict the respective magnetoresistance ratio of the system. Since the entire 
multilayer system can be constructed out of the blocks shown in Figure 36, it is 
sufficient to calculate the resistance of those unit cells only. In the system of interest, 
the current is applied in the plane of the layers, so an appropriate rule for adding up 
the resistivities of the individual layers has to be found. Generally, this is only 
possible within a microscopic description, but there are two limits in which the 
superlattice can be approximated by macroscopic terms. 
In the first limit, the mean free path of the electrons is much shorter than the 
thicknesses of the individual layers. This case leads to negligible intermixing of 
electrons originating from adjacent layers, so the total resistivity is simply given by 
adding all single layer resistivities in parallel. In Figure 36, this would correspond to a 
parallel circuit of all eight individual resistivities (four from each spin channel), 
resulting in identical total resistivities of the parallel and antiparallel configuration and 
no magnetoresistance. 
The opposite limit is reached when the mean free path of the electrons is much larger 
than the thicknesses of the individual layers. In this case, the conduction electrons 
transverse many consecutive layers before being scattered and experience an 
average resistivity ρav. For a superlattice consisting of N components with an 
individual resistivity ρn and a layer thickness tn, it is given by: 
 
1 1 2 2 N N
av
1 2 N
t t ... t
t t ... t
ρ + ρ + + ρρ = + + +   Equation 12 
 
Since the mean free paths in metals are of the order of tens to hundreds of 
interatomic distances, magnetic multilayer systems with layer thicknesses in the 
nanometer range typically fall into this category, and we can use Equation 12. For a 
unit cell with length L and width W consisting of ferromagnetic layers with a thickness 
tM and non-magnetic layers with a thickness tN, the total resistances of individual spin 
channels in the different magnetization configurations are given by: 
 
( ) ( )
( ) ( )
M H N N
M N M N
M L N N
M N M N
2t 2tLspin-down electrons:    R
2 t t W 2 t t
2t 2tLspin-up electrons:         R
2 t t W 2 t t
spin-down / spin-up electrons
↓
↑↑
↑
↑↑
ρ + ρ= + +
ρ + ρ= + +
ferromagnetic configuration :
antiferromagnetic configuration :
( ) ( )M L M H N NM N M N
t t 2tL:    R R
2 t t W 2 t t
↓ ↑
↑↓ ↑↓
ρ + ρ + ρ= = + +
Equation 13 
 
Assuming that the two spin channels can be treated independently, the total 
resistance of the unit cell in each magnetization configuration is given by a parallel 
circuit model: 
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( )
( )( )
( ) ( )
M H N N M L N N
2
M L M H N NM N
M L M H N N2
M N
t t t tR R LR
t t 2tR R 2 t t W
1 1 LR R R t t 2t
2 2 8 t t W
↓ ↑
↑↑ ↑↑
↑↑ ↓ ↑
↑↑ ↑↑
↓ ↑
↑↓ ↑↓ ↑↓
ρ + ρ ρ + ρ= = ρ + ρ + ρ+ +
= = = ρ + ρ + ρ+
ferromagnetic configuration :
antiferromagnetic configuration :
 Equation 14 
 
Following Equation 11, the GMR ratio in this model is given by: 
 
( )2 H
N NN N
M M
R R
GMR   with  :=   and  :=
R t t4
t t
↑↓ ↑↑
↑↑
α −β− Lρ ρ= = α βρ ρ  α + β +    
 Equation 15 
 
As a result, the most important factor for a large GMR ratio within this model is a 
strong spin asymmetry ratio α/β = ρH/ρL. Its dependence is shown in part a) of Figure 
37 for tN/tM=1 and β=1. The latter parameter corresponds to equal densities of states 
of the majority d electrons in the magnetic layer and the d electrons in the spacer 
layer at the Fermi energy, which is true for example in Cu/Co multilayers (Ref. 189). 
For values of α>2, the GMR ratio increases almost linearly with increasing α. In 
Cu/Co multilayers, a typical value is α=8 (Ref. 169). This parameter was used to 
calculate the dependence of the GMR ratio on the thickness fraction tN/tM, the result 
of which is displayed as the blue curve in Figure 37 b). For large spacer thicknesses, 
the GMR ratio falls off as 1/tN2, which is a consequence of the increased shunting. In 
order to judge the results of this simple model, some of the low temperature 
measurements of Parkin (Ref. 190) on Cu/Co multilayers with varying spacer layer 
thickness are also shown in Figure 37 b). Because an antiferromagnetic ground state 
has been assumed, the model can only describe the envelope of the data which 
oscillates as a function of spacer thickness. This envelope, however, agrees pretty 
well to the model for the 2nd and 3rd antiferromagnetic coupling maximum. For the 1st 
maximum, the predicted GMR ratio is too high in this case, but optimized 
superlattices with a large number of multilayers are reported to reach a GMR ratio of 
up to 115 % at 4.2 K in the 1st maximum (Ref. 191). 
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Figure 37: Calculated GMR ratios according to the resistor network model 
a) dependence on the spin asymmetry ratio α/β=α for β= tN/tM=1 
b) dependence on the relative spacer thickness tN/tM for α=10 and β=1 
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Even though a good degree of agreement to the data is reached by the resistor 
network model, there are some discrepancies due to its simplicity. For example, it is 
observed experimentally that the GMR ratio decreases exponentially with increasing 
spacer thickness (Ref. 192). Within the model, this decay should be proportional to 
1/tN2. The difference can be attributed to the assumption of a long free path of the 
electrons compared to the layer thickness, which is no longer valid in the limit of large 
spacer thicknesses. Furthermore, measurements of the mean free path in Py 
multilayer systems revealed length scales comparable to the layer thickness (Ref. 
193), so that this assumption seems to be questionable even in the limit of thin 
spacers. Also, the resistor network model produces the same GMR ratio no matter in 
which geometry the current is passed through the multilayer stack, but 
experimentally, the current perpendicular to plane (CPP) geometry shows 
substantially higher GMR ratios than the current in plane geometry (CIP). This is 
related to the different critical length scales: in the CPP geometry, every electron is 
forced to pass every single layer of the stack, so it is sufficient if the spin diffusion 
length is larger than the layer separation. On the other hand, the critical length scale 
in the CIP geometry is the much shorter mean free path, which is due to the fact that 
the electrons have to sample both magnetic layers before being scattered in order to 
display a magnetoresistance (Ref. 194). This differentiation is neglected in the 
resistor network model. 
Due to these shortcomings, it is obvious that the resistor network model is 
oversimplified and has to be extended or supplemented by other approaches to 
correctly predict all aspects of the GMR effect. There are many different methods to 
treat this problem, and a comprehensive review can be found for example in Ref. 
195. Basically, the various approaches can be classified according to the effort they 
put into the electronic structure of the multilayer system and, secondly, the electron 
transport mechanism through the superlattice. Concerning the electronic structure of 
the multilayers, the most basic approaches employ a free electron model (Ref. 196) 
or assume a single tight binding band (Ref. 197). Though oversimplified, these 
methods successfully reproduce some of the main features like the dependence of 
the GMR ratio on the thickness of the spacer and the magnetic layers or its 
enhancement with increasing multilayer number. However, these results are only 
qualitative, and a quantitative agreement requires the incorporation of the actual 
band structure of the superlattice, which is either calculated from first principles within 
the local density approximation (Ref. 198) or derived with the help of parameterized 
multiple tight binding bands (Ref. 199). 
With respect to electron transport, the most common model uses the widely accepted 
versatile semiclassical Boltzmann theory (Ref. 200). In most multilayer systems, 
however, its applicability is limited, and a full scale quantum mechanical transport 
theory like the Kubo-Landauer formalism (Ref. 201) has to be used. Combined with 
realistic multiband structures, this is the best way to describe the GMR effect 
quantitatively. 
 
5.2. Sensor layout and characteristics 
 
Our GMR sensors consist of Cu/Py multilayers (Py = Ni80Fe20) in the second 
antiferromagnetic coupling maximum. In order to ensure good adhesion of the 
subsequent SiO2 passivation, a thin tantalum layer is added to the top. The entire 
multilayer system has the following composition: 
 
wafer / Py1.6nm / [Cu1.9nm / Py1.6nm ]10 / Ta3nm 
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Figure 38 shows the magnetoresistance response of a continuous unpatterned layer 
stack to an in-plane magnetic field. Its resistance decreases by 8 % at a saturation 
field of 4.6 kA/m, resulting in an overall sensitivity of about 1.7 % per kA/m. The 
response is linear almost up to saturation and shows no hysteresis. Thus, this 
magnetoresistive system is quite suitable for the detection of small magnetic fields. 
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Figure 38: Magnetoresistance response of an unpatterned multilayer system 
 
The strength of the bilinear and biquadratic coupling are determined from the 
magnetoresistance response of the continuous layer stack according to the fitting 
routine described in the diploma thesis of Sonja Heitmann (Ref. 202). It takes into 
account the Zeeman energy and the coupling energies (see Equation 10) and 
determines the respective coupling strengths by minimizing the energy sum. The 
resulting fitting function has the following form: 
 
Q Q
0 Py S
4H(x) x 4J x 2J J
t M
= −µ L +    Equation 16 
 
Here, x represents the alternative definition of the GMR-ratio which is normalized to 
the high resistive state and is also normalized to its full amplitude A. The Py-
thickness tPy is set to 1.6 nm, and its saturation magnetization is given by MS=860 
kA/m. For one branch of a typical magnetoresistance measurement, the 
corresponding fit is compared to the data in Figure 39. 
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Figure 39: Data and corresponding fit for determining the coupling strengths 
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The fitting procedure gives the following results for the coupling coefficients from one 
magnetic layer to another (the fact that the coupling in infinite multilayers is given by 
twice that value is already included in the derivation of the fitting function): 
 
JL = 0.97 µJ/m2 
JQ = 0.46 µJ/m2 
effective af-coupling: Jeff = JL + 2 JQ = 1.89 µJ/m2 
 
The quadratic term agrees well to the data given in Heitmann’s diploma thesis (Ref. 
202), whereas the linear coupling strength only reaches about 2/3rd of the value given 
in this reference. However, the samples analyzed in Heitmann’s diploma thesis 
consisted of four times as many multilayers, and it is known that the coupling strength 
increases with increasing multilayer number due to enhanced growth (Ref. 202). 
Furthermore, the fitting procedure in Heitmann’s diploma thesis has been carried out 
for samples which were prepared on thin glass slides. Samples on Si-wafer 
substrates, which have also been investigated in this reference, only show  about half 
the saturation field, which leads to a decreased linear coupling strength. Thus, the 
origin of the discrepancy can be attributed to a combination of those two factors. 
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Figure 40: Layout of the GMR biosensor prototype 
 
Individual sensor elements are patterned from the continuous stack by positive 
electron beam lithography and argon ion etching. A 17 nm thick tantalum layer is 
applied as a hard mask for the etching process to prevent resist remnants that could 
cause leaking sites in the subsequent protection layer (see chapter 4.1). The 
resulting sensor elements consist of lines with a thickness of 1 µm and a total length 
of about 1.8 mm which are wound into spirals with a total diameter of 70 µm and an 
electrical in-plane resistance at zero magnetic field of about 12 kΩ (see Figure 40). In 
order to prevent shortcuts between individual spiral windings, the etching process is 
continued into the underlying SiO2. Additionally, about 3 nm of the Ta hard mask is 
left over to ensure that the GMR multilayer stack remains in its original state (no 
intermixing, oxidation, etc.). The section analysis of the AFM image shown in Figure 
41 reveals a total height of the spiral windings of about 82 nm, which implies an 
etching depth into the substrate of approximately 40 nm. 
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An individual sensor element covers the entire area of a single probe DNA spot, 
which has a typical diameter of around 100 µm for standard piezo spotters. Thus, 
one sensor element measures the average signal of all the magnetic markers which 
are bound at one specific probe DNA spot. However, markers which are situated in 
the 1 µm wide spacing between the spiral windings only contribute a reduced signal. 
This effect is analyzed quantitatively in chapter 5.4.3. By putting a number of smaller 
sensors underneath each probe DNA spot, it would be easily possible to resolve the 
internal spatial marker distribution, but for typical microarray hybridization 
experiments only the average signal is relevant. Therefore, our sensor is optimized 
for such macroscopic molecular recognition reactions. 
 
Figure 41: AFM analysis of the inner part of a spiral-shaped GMR sensor element 
 
A total number of 206 separate sensor elements are integrated into a prototype 
magnetoresistive biosensor on a total area of 5 x 12 mm2. The contact pads and 
interconnect lines are made of a Ta10nmAu50nmTa10nm sandwich structure and are 
patterned using positive photo lithography and lift-off. Keeping some elements 
uncovered for reference purposes, as many as 200 different probe DNA spots can be 
tested at the same time with this prototype. 
The magnetoresistance response of a single spiral-shaped sensor element is 
displayed in Figure 42. Due to the isotropic design, the characteristic is the same no 
matter in which direction the external in-plane field is applied (the two displayed 
directions are oriented perpendicular to each other and are specified in Figure 40). 
However, there is still shape anisotropy along the individual windings of the spiral, 
which causes the magnetization to lie tangential to those windings. Furthermore, 
contour imperfections at the edges present an additional source of domain wall 
pinning, which gives rise to the observed hysteresis of about 270 A/m. Such a 
hysteresis is not observed in the case of an unpatterned layer stack. 
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Figure 42: Isotropic magnetoresistance response of a spiral-shaped sensor element 
 
 
5.3. OOMMF model 
 
A micromagnetic simulation of our GMR type biosensor is developed on the basis of 
the public domain program “oommf” (Ref. 203), which solves a given problem by 
evolving it in terms of the Landau-Lifshitz-Gilbert equation (Ref. 204). Even though 
such calculations cannot predict results quantitatively in this case, they help to 
interpret the various measurements associated with this sensor type. 
Due to the large size of a single sensor element, the transfer of the entire spiral area 
into the micromagnetic simulation would cause unacceptably long runtimes. Keeping 
the cellsize in the range of typical grain sizes (about 20 nm for our sputtering 
conditions), sensor areas of a few µm2 can be simulated within reasonable runtimes 
(about one week) at current processor speeds (AMD Athlon 1.9 GHz). Thus, the 
magnetoresistance characteristic of an entire sensor element has to be mimicked by 
a model system no larger than a few µm2. 
spiral windings
field in 
easy axis (x) 
field in 
hard axis (y) 
model system 
(stripe) 
 
Figure 43: Model system for simulation purposes 
 
Neglecting their curvature, individual spiral segments of a sensor element can be 
characterized in a crude way by straight lines, where each angular line orientation 
has the same probability of occurrence (see Figure 43). Following this approach, a 
line-shaped model system should display a magnetoresistance characteristic similar 
to an entire spiral if several of its GMR responses are averaged over various in-plane 
angles of the applied magnetic field. In fact, since the plane of the sensor is two-
dimensional, it is sufficient to take only two linearly independent field directions. Here, 
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we choose the easy direction (field parallel to the long side) and the hard direction 
(field parallel to the short side) of our model system. Furthermore, we implement an 
additional simplification by simulating only two magnetic layers separated by a single 
non-magnetic spacer layer. Such a tri-layer model system produces the same GMR 
response like a multilayer stack if the effective af-coupling is doubled for simulation 
purposes (in an infinite multilayer system, each magnetic layer experiences af-
coupling from two adjacent ferromagnetic layers). 
A number of parameters enter the micromagnetic simulation. Straightforward are the 
thickness of the ferromagnetic layers (1.6 nm) and the saturation magnetization of Py 
(860 kA/m at room temperature, Ref. 143). The cellsize is set to 20 x 20 nm2, which 
corresponds to the size of a typical grain in a Py-layer. The standard six-neighbor 
exchange energy term is taken for the ferromagnetic coupling, and the exchange 
coefficient is set to its full value for Py (13 pJ/m, Ref. 143). Due to the reduction of 
our actual multilayer system to a tri-layer, the antiferromagnetic coupling strength is 
set to 3.8 µJ/m2, which is twice the value derived in chapter 5.2. Further energy terms 
are the demagnetizing energy and the Zeeman energy, which can include both a 
spatially homogeneous external field of adjustable strength and direction and various 
dipole fields from magnetic particles. Even though Py does show a small crystalline 
anisotropy of KV = -0.4 kA/m (Ref. 143), it is not included in this simulation due to its 
negligible magnitude and the fact that our magnetic layers are polycrystalline. In 
terms of simulation parameters, a total torque across all spins of the system of dm/dt 
= 0.01 °/ns is chosen as a stopping criteria at each stage. 
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Figure 44: Projection of the total magnetization onto the long axis as a function of applied 
external in-plane field for different lengths of the model system 
 
Another set of parameters comes from the dimensions of the line which is used as a 
model system in this simulation. According to the respective value of the spiral 
windings, its width is set to 1µm. Its length, however, is not determined that clearly. 
Looking at the mid-section of a spiral-shaped sensor element shown in Figure 43, 
one could say that a length of 4 µm approximates the tangential of a winding without 
too much error due to the neglected curvature. Another criteria is the shape 
anisotropy of the model system, which should be large in order to correctly resemble 
the situation within a spiral winding. Figure 44 shows the simulated field dependence 
of the total magnetization for different lengths of the model system. The field is 
applied in the easy axis (x-direction), and the respective magnetization component is 
calculated relative to the total volume of the model system (the spacer layer is set to 
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the same thickness as the magnetic layers, which is why the displayed saturation 
magnetization is only 2/3rd of the Py-value). To increase computation speed, the 
cellsize is set to 200 nm for this test only. As expected, the saturation field becomes 
smaller with increasing shape anisotropy, but the difference between a length of 4 
µm and 8 µm is only marginal. Thus, a stripe length of 4 µm is chosen to save some 
computation time. 
No periodic boundary conditions are applied at either edge of the model system, 
which results in stray fields and diverted magnetization patterns at its borders. In a 
real spiral segment, this is not the case along the easy axis, since the windings are 
similar to closed loops. However, the oommf code is not designed for implementing 
periodic boundary conditions, so that additional edge effects have to be kept in mind 
when comparing simulated results to measurements. 
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Figure 45: Sketch of the relative resistance calculation for the model system 
 
The main output of the oommf simulation program is the local magnetization vector at 
every cell for each value of a stepped external homogeneous magnetic field. In order 
to compare these simulated results to measurements, the magnetization information 
has to be converted into magnetoresistance curves, i.e. relative electrical resistance 
over applied magnetic field. Since the current flows parallel to the spiral windings, it is 
taken to be oriented along the easy axis (x-axis, see Figure 45) of our model system. 
In order to calculate the total resistance of the model system, the relative resistances 
of all pairs of opposing cells are computed from the angles between their respective 
magnetization vectors. For cell number m,n in this two-dimensional array, its 
resistance rmn is given by:  
 
( ) 1mn 2mnmn 0 mn mn 2M MAr r 1 1 cos   with   2 M
⋅ = + − α α =  
? ?
?  Equation 17 
 
Here, αmn is the angle between the two magnetization vectors 1mnM
?
 and , r2mnM
?
0 is 
the cell resistance in saturation (at αmn=0°), and A is the full GMR amplitude. Next, 
the relative resistances of all possible conduction paths are calculated by summing 
the individual cell resistances along the x-axis (total number of M cells in each path). 
These conduction paths are parallel to each other, so that the total resistance R of 
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the model system for a particular magnetization configuration is obtained by taking 
the inverse sum of all conduction paths along the y-axis (N conduction paths). 
Relative to its saturation resistance R0, it has the following form: 
 
(
1
mn
n m0
R N AM 1 cos
R M 2
)
− = + − α  ∑ ∑   Equation 18 
 
These calculations are carried out for each step of the external field, resulting in 
complete GMR curves that can be compared to the data. Strictly speaking, the 
construction of the relative resistance from the magnetization configuration is not 
entirely accurate, since in this model, there is no possibility of a current flowing in a 
diagonal direction. However, such paths have a larger total resistance and only 
contribute in a negligible way. 
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Figure 46: Relative magnetoresistance of the model system 
a) simulated GMR characteristics along the hard and easy axis of the model system 
b) comparison of average simulated and measured characteristics 
 
Figure 46 displays GMR characteristics obtained from simulations of the described 
model system. The amplitude A is set to 7.4 %, which corresponds to the data taken 
for a real spiral-shaped sensor element. In part a), the individual magnetoresistance 
curves along the x- and y-axis are shown. Clearly, the saturation field is smaller when 
the field is applied in the easy direction. The reason why the amplitude does not 
reach its full value of 1.074 lies in the stray fields at the borders of the model system. 
These edge effects prevent a perfectly antiparallel alignment of the magnetization 
vectors of the two magnetic layers. 
In Figure 46 b), the two individual simulated GMR characteristics are averaged and 
compared to a measured magnetoresistance curve of a spiral-shaped sensor 
element. Clearly, there is quite some disagreement in the saturation field, the 
behavior at small fields (the resistance is almost stationary in the simulated case) and 
the hysteresis. Such differences are to be expected due to the oversimplified model 
and the perfectly straight edges of the simulated rectangle, which tends to produce 
symmetric vortices around zero external field. These vortices are the reason for the 
almost constant characteristic at small fields, since they are pretty stable and need a 
comparably large field to break up. 
Most of the parameters that enter the simulation are pretty fixed and cannot be varied 
without leaving the physical basis. The only exception is the ferromagnetic coupling, 
which could be smaller at the edges of grains due to crystal mismatches. However, 
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reducing the exchange coefficient does not affect the simulated GMR curves 
dramatically, and no better agreement to the measured characteristic can be 
obtained this way. Thus, it is left at its original value of 13 pJ/m. The saturation field 
mostly depends on the antiferromagnetic coupling coefficient, and a reduction to one 
half of its original value (1.9 instead of 3.8 µJ/m2) results in a much better agreement 
in this respect. Even though such a modification cannot be justified within the 
physical picture, it is undertaken for all subsequent GMR type oommf simulations in 
order to improve their quantitative quality. The values of all other parameters remain 
like they are stated above for all following oommf calculations. 
Despite the adjustment of the af-coupling, the characteristics are still quite different at 
small fields, which effectively disables real quantitative comparisons to the 
measurements described below. However, the simulations within this model system 
are still valuable, since they help in interpreting the measurements qualitatively.  
 
5.4. Detection of magnetic markers 
 
As mentioned in chapter 3.2.1, the magnetic microspheres only produce a detectable 
stray field when magnetized by an external field. In order to prevent sensor 
saturation, the magnetizing field is applied in the out-of-plane orientation. In a typical 
measurement, the angle of the magnetizing field is adjusted initially so that it points 
perpendicular to the plane. The best alignment is achieved when the response of 
reference sensor elements (i.e. sensor elements not covered by any magnetic 
markers) is minimal. Next, the signals from all sensor elements are taken in 
dependence on the strength of the perpendicular field by the measurement setup 
described in chapter 2.8 at a bias voltage of 200 mV. The following chapter describes 
the response of reference sensor elements under those conditions.  
 
5.4.1. Reference signal 
 
Applying an aligned perpendicular field to an uncovered reference sensor element 
produces data like the one shown in Figure 47. Generally, those curves are 
parabolic, but with an additional linear term which depends upon the direction of the 
prior uniaxial in-plane saturation field applied to the sensor element. Furthermore, 
they display a certain amount of hysteresis. 
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Figure 47: Typical dependence of the signal of a reference sensor element on a perpendicular 
magnetic field 
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The parabolic term can be understood as a slight rotation of the magnetization of the 
ferromagnetic layers into the perpendicular field direction. Since the initial 
magnetization configuration at zero external field is antiferromagnetic, the resistance 
decreases due to such a rotation which tends to align adjacent magnetizations 
parallel to each other. Following Equation 17, a typical resistance decrease of about 
0.06 % relative to the maximum resistance would correspond to a rotation of about 
5.2° of the magnetization vectors out of the plane of the sensor. In this case, the z-
component of the magnetization at a perpendicular field strength of 40 kA/m would 
be approximately 9.1 % of its full value. Assuming a linear increase of the 
magnetization’s z-component with increasing field strength, a saturation field of about 
440 kA/m would be expected. However, the saturation field in the direction 
perpendicular to the plane of the magnetic layers should be close to the saturation 
magnetization of Py (860 kA/m, compare to chapter 3.2.1). This fact is also supported 
by results of oommf simulations of our model system for a perpendicular magnetic 
field, which show a linear increase of the magnetization’s z-component with 
increasing field strength, no hysteresis, and a saturation field of approximately 870 
kA/m (see Figure 48 a). Such a behavior is a result of the perfectly hard magnetic 
axis perpendicular to the film plane and produces a parabolic shape of the 
corresponding GMR-curve according to Equation 17. At the maximum field strength 
applied during measurements (40 kA/m), the z-component of the magnetization 
reaches about 4.7 % of its maximum value in the simulation, which corresponds to an 
angle of about 2.7° of the magnetization vectors relative to the plane of the sensor 
and a resistance decrease by about 0.016 %. 
-1600 -1200 -800 -400 0 400 800 1200 1600
-1,0
-0,8
-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6
0,8
1,0
M
Z /
  M
S
HZ [kA/m]
-40 -30 -20 -10 0 10 20 30 40
0,00
0,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0,09
 - saturated
 + saturated
  simulation
G
M
R
 [%
]
out-of-plane magnetic field [kA/m]
0,0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1,0
no
rm
al
iz
ed
 G
M
R
(a) (b)
Figure 48: Response of the model system to a perpendicular magnetic field 
a) simulated system only under strong perpendicular fields up to saturation 
b) zoom around zero field and comparison to reference sensor element 
 
The zoom to a maximum field strength of 40 kA/m of the simulated GMR-curve is 
shown in Figure 48 b) together with the corresponding measurements from Figure 
47. Since the resistance change of the simulated curve is much smaller than the 
observed one and also lacks hysteresis and a linear component, it is apparent that a 
rotation of the magnetization vectors into the perpendicular direction alone cannot 
explain the measured reference signals. 
Even after adjusting the orientation of the perpendicular field, a slight misalignment 
may remain which causes an additional in-plane component of the applied magnetic 
field. Such a misalignment leads to an increased resistance change and an additional 
linear dependence of the reference signal on the applied magnetic field, which 
originates from the hysteresis of the sensor system (compare to chapter 5.2) and is 
highlighted in Figure 49. Part a) shows a magnified major loop, while part b) presents 
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minor loops around zero field. Clearly, the response of the sensor system is almost 
linear for small in-plane fields and depends upon the direction of the prior saturation.  
Figure 49: Measured GMR sensor response to an in-plane field 
a) magnified major loop 
b) minor loops 
 
A similar behavior can be found for the out-of-plane characteristics shown in Figure 
47. Comparing the magnitudes of the resistance variations, an in-plane field 
component of approximately 100 A/m can be assumed at a perpendicular field 
strength of 40 kA/m, resulting in a misalignment of the field angle of approximately 
0.1°. The in-plane component of the perpendicular field is also the reason for the 
small hysteresis observed in Figure 47, since a rotation of the magnetization into the 
hard perpendicular axis can be assumed to be completely reproducible. Another 
possibility is a time-dependent resistance increase due to temperature drift. However, 
even after applying the same current value for more than 15 minutes, the measured 
curves are still the same, which rules out a time-dependent temperature drift 
contribution. 
Figure 50: Simulated sensor response to a slightly tilted perpendicular field 
a) magnetization curves of the lower Py-layer 
b) corresponding GMR characteristics 
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In order to verify the effect of a slightly misaligned perpendicular field, another 
simulation is carried out with the applied field tilted by 2° out of the normal direction at 
an angle of 45° relative to the x-axis of the model system (see Figure 50). In this 
     67
Chapter 5: GMR-type magnetic biosensor 
case, an in-plane component with a magnitude of 3.5 % of the total field strength acts 
upon the sensor system and causes the magnetization to saturate at a much lower 
field of about 320 kA/m (see Figure 50 a). At this point, the magnetization vector 
almost lies in the plane of the sensor, while it constantly tilts towards the out-of-plane 
direction for higher fields. The corresponding GMR-characteristic is shown in Figure 
50 b) together with the previous one for a field perfectly aligned in the z-axis. 
Contrary to a perfectly aligned perpendicular field, there is an additional linear term to 
the otherwise parabolic shape of the sensor response in the case of a slightly tilted 
field (see zoom in Figure 51 a). Just like observed in the measurements (see Figure 
51 b), the slope of this term depends on the direction of the prior in-plane saturation 
field and is a consequence of the hysteresis of the sensor system. Even though no 
in-plane saturation field has been applied explicitly in the simulation, the in-plane 
component of the large perpendicular field is sufficient to saturate the magnetization 
accordingly. Thus, the situation is in fact comparable to a real measurement in which 
the perpendicular field is only varied up to a strength of 40 kA/m, but an in-plane 
saturation field is applied prior to each measurement. 
Figure 51: Comparison of reference sensor element signals 
a) oommf model (zoomed major loops) 
b) measurements (minor loops) 
 
In the measured response, there is a hysteresis loop with minor amplitude around 
zero perpendicular field. Most probably, it is due to small magnetization 
rearrangements in the 3x10 µm2 contact pads on either end of the sensor’s spiral line 
which also consists of the magnetic multilayer structure. It certainly has nothing to do 
with the large jump observed in the simulated GMR characteristic at a perpendicular 
field of ± 26 kA/m, which originates from a domain wall reorientation from the 
diagonal direction imprinted at large fields to a natural Néel wall which separates two 
domains oriented along the easy axis at low fields (see Figure 52). This jump is 
unique to the simulated model system and has no correspondence to a real sensor 
element. Also, the chosen angle of misalignment in the simulation is much larger than 
for real measurements, so the magnitude of the resulting linear contribution to the 
resistance decrease is also much greater. Still, the simulation helps to understand 
the measurements qualitatively. 
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perpendicular field = -25.5 kA/m
lower layer 
upper layer 
perpendicular field = -27.1 kA/m
lower layer 
upper layer 
 
Figure 52: Magnetization configuration of the oommf model system at the observed jump in the 
GMR curve 
 
 
5.4.2. Response to magnetic markers 
 
After analyzing the response of reference sensor elements to a perpendicular field, 
the question is how the presence of magnetic markers on the surface of a sensor 
element affects its output signal. As mentioned in chapter 3.2.1, the markers get 
magnetized and produce a stray field. Within the markers’ vicinity, their in-plane 
components cause a reconfiguration of the local magnetization vectors in the 
magnetic multilayer system. Since the magnetization vectors are aligned antiparallel 
at zero magnetic field, such a reconfiguration causes a resistance decrease. With 
increasing particle density, more and more of the sensor area gets affected by local 
stray fields. Thus, it is expected that the total sensor signal increases proportionally 
to the number of magnetic particles on its surface. 
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In order to determine the marker coverage on the surface of a specific sensor 
element, a proprietary developed image analysis program is used. For each sensor 
element of interest, a SEM picture (1024x768 pixels, 8bit grayscale, tagged image file 
format) is taken at constant microscope and imaging parameters (magnification = 
3000x, acceleration voltage = 5 keV, working distance = 9 mm, aperture = 20 µm, in-
lens detector with collector bias = 132 V, brightness = 80 %, contrast = 77 % and 
scan speed = 12). At those settings, the magnetic particles display a bright contrast, 
while the sensor in the background is dark and only barely visible. The histogram of a 
typical SEM raw image is shown in Figure 53. The markers are clearly identified as 
bright spots, so their corresponding place in the histogram is at large grayscale 
values. The other two distinct regions within the histogram belong to the sensor line 
and the background. Thus, just by looking at the grayscale of a certain pixel, it is 
possible to decide whether it belongs to a particle or not. Before running the image 
analysis software, the sensor area is cut from the total picture by filling the remaining 
region black. The image analysis program now scans through all the pixels of the 
image and adds the pixels above a certain adjustable grayscale value. In the 
example of Figure 53, this threshold value is set to a grayscale of 120. In an output 
image file which serves as a control, all the counted pixels above the threshold value 
are displayed black, while the uncounted pixels are white. This output file is also 
shown in Figure 53. Finally, the resulting area coverage of the markers on the entire 
image is normalized to the sensor area. 
 
Figure 53: Determination of the marker surface coverage from SEM images  
 
An exemplary sensor element with a 5.0 % surface coverage of Bangs 0.86 µm 
particles is shown in Figure 54 a). Using the setup described in chapter 2.8, single 
measurements of this sensor element are taken in dependence of the strength of the 
perpendicular magnetizing field. Prior to the measurements, the magnetization 
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configuration is set into a defined state by applying an in-plane saturation field in 
either the positive or negative direction. The resulting raw signals are displayed in 
Figure 54 b). Their principal characteristics are similar to the measurements obtained 
for reference sensor elements (compare to chapter 5.4.1), but while the linear 
contribution and the hysteresis are almost identical, the parabolic contribution is 
much larger. Since the origin of the linear contribution is a small in-plane component 
of the perpendicular field, it has the same effect on all sensor elements, whether they 
are covered by markers or not. Also, as a result of their local character and radial 
symmetry, the in-plane stray fields of the markers are not sufficient to cause a major 
irreproducible magnetization reconfiguration. Thus, they only have a minor effect on 
the hysteresis, which is still mostly a result of global in-plane field components of a 
not perfectly aligned perpendicular magnetizing field. 
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Figure 54: Sensor element with a surface coverage of 5 % of Bangs 0.86 µm particles 
a) SEM image 
b) single measurements of raw signals 
 
The parabolic resistance decrease, however, can be attributed to a reproducible local 
rotation of the magnetization in the vicinity of each marker due the in-plane 
components of their stray fields. The out-of-plane components, though stronger, do 
not significantly alter the magnetization configuration due to the large demagnetizing 
field in the perpendicular orientation. Qualitatively, the results can be understood by 
looking at simulations of our model system. 
-40 -30 -20 -10 0 10 20 30 40
-0,28
-0,24
-0,20
-0,16
-0,12
-0,08
-0,04
0,00
 reference
 one marker
 two markers
(R
-R
m
ax
) /
 R
m
ax
 [%
]
out-of-plane magnetic field [kA/m]
Figure 55: Simulated response of the model system to artificial Bangs 0.86 µm markers 
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reference: no marker 
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Figure 56: Magnetization configuration of the model system at a magnetizing field of +40 kA/m 
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Figure 55 shows the resistance decreases relative to the maximum resistance in 
dependence of a perfectly perpendicular magnetizing field. Compared to the 
reference curve (same as in Figure 48), the simulations with markers show a much 
more distinct parabolic behavior and a slight hysteresis. As markers, Bangs particles 
with a diameter of 0.86 µm are assumed. According to the real sensor system, a 
passivation layer thickness of 220 nm is chosen. The magnetic moment of the 
markers is taken to behave like an ideal dipole. According to Table 4, its maximum 
value is set to 21 fAm2, and is taken to vary linearly with the applied magnetizing 
field. 
Figure 56 shows the corresponding magnetization configurations of the model 
system for the three different cases at the maximum magnetizing field of + 40 kA/m. 
In this orientation, the magnetic moments of the markers are directed upwards and 
produce a radially symmetric in-plane stray field that points towards the marker’s 
center. A marker in the center of the model system causes a breakup of the original 
central vortex structure of the reference system. At first, this is a surprising result, 
since the symmetry of the marker’s stray field generally favors the formation of 
vortices. However, such a vortex structure would have to be aligned parallel in both 
layers, which is prevented by the strong antiferromagnetic exchange coupling. Still, 
the resulting magnetization configuration has a larger fraction of partially parallel spin 
pairs in the vicinity of the marker, thus causing a stronger resistance decrease 
relative to the reference system. The sphere of influence of each marker is about 
twice its radius, and a second particle with sufficient distance to the first one roughly 
doubles the effect on the system’s resistivity (see Figure 55). Thus, a linear rise of 
the resistance decrease can be expected with increasing marker coverage on the 
sensor surface. 
Even though these simulations give a good qualitative insight into the mechanism of 
the measured signal, they cannot predict its magnitude quantitatively. First of all, a 
real sensor element does not relax into a vortex-like magnetization configuration like 
the reference system shown in Figure 56. Such a behavior is due to the 
oversimplified model and the perfectly straight edges of the simulated system (see 
chapter 5.3). In fact, the stability of such a vortex is also the reason for the 
comparably low resistance decrease of the simulated system of about 0.01 % per % 
of covered sensor area (see Figure 55), which is only about 1/5th of the measured 
signal (see Figure 54). In reality, no vortices are formed, and the stray field of the 
markers has a greater effect on the sensors magnetization configuration. Also, the 
linear dependence of the marker’s moment on the magnetizing field is only an 
approximation. For real markers, the initial slope is larger and decreases with 
increasing magnetizing field (see Figure 57 a). With the assumption of a linear 
behavior, the simulation produces a parabolic dependence of the resistance 
decrease on the magnetizing field (see Figure 57 b). Even though the response of 
the simulated model system to small in-plane fields does not quite match the 
characteristic of a real sensor element (see Figure 46), it seems that the deviation of 
the marker’s moment dependence on the magnetizing field from a straight line 
compensates the parabolic resistance decrease observed in the simulation and leads 
to an almost linear resistance decrease with the applied magnetizing field for a real 
sensor system (see Figure 57 b). However, since it depends on the precise response 
of the sensor system and the specific characteristic of the magnetic moment of the 
markers, such a linear behavior can not be expected to be a general feature for any 
combination of markers and sensor systems. Still, it holds true in our case for GMR-
based sensors. 
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Figure 57: Comparison of the model system and a real sensor 
a) dependence of the magnetic particle moment on the magnetizing field 
b) normalized resistance decrease 
 
In order to extract the signal originating from the magnetic markers from the effect of 
the perpendicular field, differential measurements are taken between a sensor 
element of interest and a reference sensor element which is not covered by any 
markers by the setup described in chapter 2.8. All the following data is taken in the 
100 kΩ setting of the electrometer amplifiers in both branches, and a bias of 200 mV 
is applied. Figure 58 a) shows the resulting output of the differential amplifier when 
both sensor elements are not covered by any markers. Before taking the data, the 
sensor elements are put into a defined magnetic state by applying an in-plane 
saturation field in an uniaxial positive or negative direction. Clearly, the resulting 
output signals do not display any dependence on the out-of-plane magnetizing field 
since all of its perturbing effects are eliminated by the differential measurements. All 
that remains in this case is noise and a slight temperature drift. The output itself is 
different from zero since the absolute resistances of the two sensor elements divert 
by about 0.5 %. Also, the output signals vary depending on the direction of the prior 
in-plane saturation field, which is due to the fact that the sensor elements reach 
slightly different resistance ground states (i.e. magnetization configurations) for those 
two cases. 
Figure 58: Measured differential raw signals 
a) two reference sensor elements 
b) reference sensor element – sensor element covered with 5 % of Bangs 0.86 µm particles 
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In Figure 58 b), the differential signal between the reference sensor element from 
above and the sensor element shown in Figure 54 a) is displayed. As described 
before, the stray field of the magnetized particles causes a resistance decrease in the 
marker-covered sensor element, so that the current-proportional negative output of 
the electrometer amplifier in this branch increases in magnitude. At the same time, 
the current through the reference sensor element stays almost constant, so that the 
output signal of the differential amplifier rises with increasing moment of the markers. 
Again, the absolute voltage is a measure of the ground state resistance differences 
of the two elements. The dependence of the output on the magnetizing field is almost 
linear for each field direction at higher fields, which is analogue to the single 
measurements presented above. 
Still, there is a slight difference in the signals between a prior positive and negative 
in-plane field saturation. As we have seen before, such a behavior can be attributed 
to in-plane field components of a not perfectly aligned out-of-plane field. However, 
due to the differential nature of the measurements, this effect should be canceled in 
the output. However, a slight spatial inhomogeneity of the Helmholtz-field or minor 
differences in the sensor characteristics due to small variations of the film 
thicknesses or lithographic properties could cause such a behavior. Since such 
inhomogeneities are expected to be largest at the edges of the sample, there should 
be a correlation between the relative positions of the sensor elements on the chip 
and the observed signal asymmetry between positive and negative in-plane 
saturation. The definition of the signal asymmetry is illustrated in Figure 59 a). For 
each direction of the saturation field, the difference between the signal at +40 kA/m 
and the average signal at -40 kA/m is taken. Thus, in the example from Figure 59 a), 
the difference ∆pos is -156 mV, and the difference ∆neg is 95 mV. Now, the signal 
asymmetry is defined as the magnitude of the difference ∆neg- ∆pos. It is calculated for 
a number of different measurements and plotted against the distance between the 
sensor elements in Figure 59 b). The different colors of the data markers represent 
different series of measurements on separate sensor chips covered by different types 
of markers. 
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Figure 59: Asymmetry of the differential output signal 
a) illustration of the asymmetry definition 
b) dependence of the asymmetry on the distance between sensor elements 
 
Even though the scattering of the data is pretty large, there is a clear tendency to 
larger asymmetries for greater distances between the sensor elements. A typical 
asymmetry of about 200 mV in the output of the differential amplifier corresponds to a 
variation of the resistance difference of the two sensor elements of about 0.06 %, 
which is approximately equal to the total signal of a single reference measurement 
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(see Figure 47). According to Figure 49, an in-plane field of about 100 A/m is 
required to produce such a resistance change. 
In order to track down the origin of the asymmetry, the field of our Helmholtz coils is 
calculated by breaking up every single winding into 180 small pieces and adding all 
contributions according to the rule of Biot-Savart (Ref. 144). The results are displayed 
in Figure 60 in dependence on the radial direction for different z-values around the 
center of the coils (see inset of Figure 60 b)). Exactly in the center (z=0), there is no 
radial field component due to symmetry. Therefore, if spacially inhomogeneous radial 
field components were to cause the asymmetry, the sample would also have to be 
misaligned in its perpendicular coordinate. As the entire setup is build centered 
around the sample, such a misalignment can not exceed a few millimeters, but the 
respective radial field components for relevant sensor distances (r < 7 mm) never 
come close to the anticipated value of 100 A/m. Similarly, the variations of the 
perpendicular field components (below 0.1 % within the relevant area) are also 
insufficient to explain the observed asymmetry. Therefore, the origin of the 
asymmetry must be due to slightly differing sensor properties rather than 
inhomogeneities of the Helmholtz field. 
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Figure 60: Calculated perpendicular field as generated by our Helmholtz coils 
a) in-plane components 
b) out-of-plane components; inset: sketch of the Helmholtz coils and the investigated space 
 
In order to enable easy comparison of the data from different sensor elements, it has 
proven helpful to modify the differential output before further analysis. First, a time-
dependent linear drift compensation is applied which balances the signal levels at the 
beginning and end of each measurement. The origin of the mismatch divides into a 
real magnetic hysteresis of the system and an actual temperature drift. Afterwards, 
the asymmetry between the signals at the positive and negative extremal 
perpendicular fields is leveled by a linear field-dependent compensation. As a result, 
a distinct total signal of each pair of sensor elements can be defined as the difference 
between the maximum and minimum output signals of the perpendicular field-
dependent measurements. Due to the compensations, such a total signal no longer 
depends upon the direction of the prior in-plane saturation field, which makes 
measurements from different sensor elements comparable to each other. 
Exemplarily, this is displayed in Figure 61, which compares the raw signals from 
Figure 58 to the compensated data. Clearly, the adjusted curves show a much better 
consistency. It must be noted, however, that those adjustments do not only cancel 
parasitic effects of the magnetizing field and temperature drifts, but also remove 
some of the magnetic information contained in the hysteresis of the curves. Thus, it 
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should be considered as nothing more than a suitable tool to gain effective 
comparable data from the raw measurements. These adjustments are carried out for 
all measurements with a fixed protocol and could easily be integrated into an 
automated signal analysis for an actual product. 
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Figure 61: Comparison of initial and compensated differential signals 
a) differential raw signals 
b) compensated differential signals 
 
 
5.4.3. Dependence of the sensor signal on the marker coverage 
 
Since each magnetic microsphere has only a limited range of influence, a linear 
increase of the total output signal of the sensor is expected as the surface coverage 
of markers is increased and more and more of its area gets affected by the particles’ 
stray fields. Such a linear dependence is already observed for our GMR model 
system (compare to Figure 55), but the question remains whether this is also true for 
real sensor elements. 
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Figure 62: Sketch of the employed model for calculating the influence of the microspheres’ 
position onto the induced signal 
 
Due to the spacing of 1 µm between individual windings of the sensor’s spiral 
structure, it is expected that the effect of a particle’s stray field on the sensor’s 
resistance depends upon its position relative to the sensor lines. To quantify this, a 
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simple model is developed that only takes into account the strength of the induced 
stray field and consists four straight sense lines only. According to the real system, 
the stripes have equal widths and spacings of 1 µm each. As sketched in Figure 62, 
the position of a single microsphere is varied between the centers of the two inner 
stripes. For each position, the average induced in-plane stray field is calculated within 
all four stripes. The total section area of (7 µm)2 is large enough to ensure that most 
of the marker’s stray field is enclosed for all of its positions. The marker’s moment m 
is assumed to be dipole-like with its origin at the microsphere’s center. It is oriented 
out-of-plane and has a magnitude according to line 8 of Table 4. Thus, the average 
induced in-plane magnetic field H in stripe number i is given by: 
 
i i i 5/ 23 2
i
1 1 m 3H dA H(A )  with   H   and   
A 4 d 1
r
d
ξ= = π  + ξ 
∫ ξ =  Equation 19 
 
Here, Ai denotes the area of sensor line number i, r resembles the horizontal distance 
between the microsphere’s center and an integration point in one of the sensor lines, 
and d is the vertical distance between the center of the microsphere and the plane of 
the sensor. The latter value depends on the mean diameter of the particle, which was 
chosen according to the values given in line 5 of Table 2 and the thickness of the 
passivation layer (see chapter 4.1). The integration across the sensor stripes for the 
different microsphere positions was carried out with the help of a MATLABTM program 
with a mesh size of (20 nm)2. The distance between the different microsphere 
positions is also set to 20 nm. 
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Figure 63: Average induced in-plane fields in the four different stripes for a Bangs 0.86 µm 
particle in dependence of its position 
 
The results for a single Bangs 0.86 µm particle are shown in Figure 63. As the 
microsphere is moved from the center of stripe 2 to the right, the average induced 
stray fields in stripes 1 and 2 decrease, while the opposite is happening for stripes 3 
and 4. Due to symmetry, the signals are identical for stripe 2 and 3 at the extremal 
particle positions, which is also true for stripes 1 and 4. Obviously, the contribution of 
the outer stripes is relatively small (less than 10 % of the inner stripes), which justifies 
the choice of a limited integration area. The average fields across all four stripes are 
displayed in Figure 64. Part a) shows the absolute values, while part b) presents the 
same curves normalized to their respective maximum values. 
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While the magnetic moments of the microspheres determine the magnitude of their 
induced stray fields, their size governs the dependence of the signal on their position. 
For larger markers, the signal stays at a higher level when they are positioned within 
the gap between the sensor lines, which is related to the increased range of their 
magnetic stray field relative to smaller particles. From the data in Figure 64 b), one 
can obtain the average signal of each microsphere relative to its maximum as it is 
moved across the sensor area (see Table 6). Since each position of a microsphere 
on top of a spiral-shaped sensor element has the same probability, these values 
represent correction factors when comparing the surface coverage of each 
microsphere type. 
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Figure 64: Average induced stray fields of all four stripes for the four different microspheres 
a) absolute values 
b) relative values 
 
 Bangs 0.35 µm Bangs 0.86 µm Chemagen Spherotech 
average rel. signal 0.70 0.87 0.88 0.97 
Table 6: Average signals of the different microspheres as their position on the sensor is varied 
 
According to the method described in chapter 5.4.2, the response of the different 
types of magnetic markers is investigated in dependence of their surface coverage. 
For each single measurement, the described compensation of drift and asymmetry is 
carried out. Afterwards, the maximum difference in the output signal is taken and 
plotted versus the marker coverage of the specific sensor element (Figure 65 a). 
Error bars in the y-direction are given by the standard deviation of 6-8 independent 
measurements of the same element, while the error bars in the x-direction represent 
10 % of the corresponding surface coverage, which is a typical error for the image 
analysis method described in chapter 5.4.2 (it is obtained from the range of the 
resulting coverage values when the threshold grayscale value is varied). The shaded 
area represents the maximum signal obtained from reference elements with zero 
marker coverage, which is always less than 40 mV. At coverages not too close to 
saturation, a linear increase of the sensor signal on the marker coverage is observed, 
as more and more of the sensor area gets affected by the induced stray fields. The 
corresponding slopes of the linear regressions to the data are shown in line 1 of 
Table 8. The fit is carried out with the boundary condition that the signal at zero 
coverage is equivalent to the average reference signal level of 30 mV. Deviations 
from the linear regression can be attributed to conglomerations of markers in specific 
regions of a sensor element, which effectively decreases the signal as the areas of 
influence of different markers overlap. Furthermore, there is also a certain degree of 
piling especially for the smallest markers at high coverages, which is an additional 
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source of error for these types of measurements as the markers are being spotted 
directly onto the sensor surface (compare to chapter 8.2). 
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Figure 65: Dependence of the maximum output voltage difference of the differential amplifier 
on the surface coverage of magnetic markers 
a) original data 
b) data adjusted according to the range of influence of each marker type 
 
An estimate of the minimum detectable number of markers on the surface of a sensor 
element is obtained by assuming a limiting output voltage of the differential amplifier 
of 80 mV, which is twice the maximum reference signal. From the linear regressions 
to the data, the corresponding surface coverage is shown in line 1 of Table 7. Line 2 
displays the respective part of the total sensor area (3850 µm2) which is covered by 
markers, while line 3 represents the corresponding number of particles, which is 
calculated based on the average size of each marker type (Table 2). Due to the small 
size of the Bangs 0.35 µm particles, their minimum detectable number is comparably 
large. 
 
 Spherotech Bangs 
0.35 µm 
Chemagen Bangs 
0.86 µm 
surface coverage [%] 18.0 4.1 1.8 1.0 
surface area [µm2] 692.7 157.8 69.3 38.5 
number of markers 514 1640 109 66 
Table 7: Estimate of the minimum detectable number of markers 
 
In part b) of Figure 65, the coverage of the markers on the sensor surface has been 
modified according to the correction factors presented in Table 6, which take into 
account the limited effectivity of markers situated within the gaps between individual 
spiral windings. This leads to an increased slope of the linear regression to the data 
(see line 2 in Table 8), which is especially true for the smallest markers. Even though 
the real applicable signals for this type of sensor is represented by the uncorrected 
diagram, the modified characteristic can be used to compare the electrical response 
of the system to the corresponding magnetic data of the markers. Since the origin of 
the sensor signals lies in the number and magnitude of local magnetic stray fields on 
its surface, the slopes in line 2 of Table 8 should be correlated to the specific field 
strengths of the markers as calculated in Table 5. Ignoring the data of the 
Spherotech markers for the moment, the magnetoresistive and the magnetic data 
relative to the respective values of the Bangs 0.35 µm microspheres agree within an 
error of 20 %. Due to the uncertainties in the characteristics of the various particle 
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types (average size for Chemagen particles and magnetic behavior for Spherotech 
markers, see chapter 3.2.2.2), deviations should be expected as those values enter 
the calculation of the specific field strength. In particular, the Spherotech particles do 
not show a consistent behavior. Most probably, this is due to their abnormal magnetic 
characteristic, since a closed shell of ferromagnetic material effectively prevents the 
creation of a significant stray field. 
 
  Spherotech Bangs 
0.35 µm 
Chemagen Bangs 
0.86 µm 
original [mV / %] 2.79 11.71 28.41 47.45 
adjusted [mV / %] 2.91 17.03 32.28 54.55 
slope of Vout(A) 
relative - 1.0 1.9 3.2 
absolute [A/m] 303 204 470 531 specific field 
strength relative - 1.0 2.3 2.6 
Table 8: Slopes of the linear regression to the data of sensor signal on marker coverage and 
comparison to AGM data of moment density 
 
 
5.5. Conclusions 
 
A magnetoresistive sensor on GMR basis is developed and fabricated which covers a 
circular area with a diameter of 70 µm by a spiral-shaped sense line. Each chip 
consists of over two hundred individual sensor elements, each of which is capable of 
detecting one specific DNA sequence. The area of a single sensor element is chosen 
according to the diameter of a typical probe DNA spot. 
In order to detect magnetic markers on the surface of a sensor element, a 
perpendicular field is applied to magnetize the markers. Their radially symmetric local 
stray fields cause a linear resistance decrease with increasing magnetizing field, 
while the resistance of uncovered reference sensor elements stays almost constant. 
Various marker types are dispersed directly on the chip in different concentrations, 
and the corresponding output signal of each covered sensor element is taken in 
dependence on the out-of-plane magnetizing field relative to an uncovered reference 
sensor element in a differential setup. Since every single marker mainly affects the 
sense line in its immediate vicinity, the total output signal of each sensor element 
rises linearly as the density of markers on its surface is increased. Depending on the 
type of marker, a minimum number of about 100 magnetic particles can be detected 
with this type of sensor. 
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6. TMR-type magnetic biosensor 
 
6.1. TMR theory 
 
6.1.1. Introduction 
 
Tunneling between two conducting electrodes through a potential barrier is one of the 
oldest known quantum phenomena and has already been recognized in the 1930’s 
(Ref. 205). Still, it continues to be an active field of research and has even reached 
the engineering level due to ever decreasing size scales in the microelectronics 
industry. 
The first observation of spin-dependent tunneling was carried out on Al-Al2O3-Ni 
sandwich structures by Tedrow and Meservey in 1971 (Ref. 206). As shown before 
by the experiments of Giaever (Ref. 207), the dependence of the tunneling current 
from a normal metal into a superconductor on the applied voltage V across the 
barrier is a direct map of the BCS quasiparticle density of states (DOS) of the 
superconductor (see Figure 66 a/b). When a magnetic field with strength H below the 
critical field of the superconductor is applied in the plane of the sandwich structure, 
the quasiparticle states in the superconductor experience Zeemann splitting by 2µBH, 
resulting in four separate peaks in the tunneling conduction curve (see Figure 66 c/d). 
In the case that the electrons originate from a normal metal, the density of states at 
the Fermi energy is equal for both spin orientations, resulting in equal values of the 
relative conduction peak heights σ4-σ2 and σ1-σ3 for the minority and majority 
electrons. For a ferromagnetic electrode, however, the relative conduction peaks are 
weighted by its corresponding spin polarization. Thus, the technique of spin polarized 
tunneling into a superconductor allows for conclusions on the tunneling spin 
polarization of the ferromagnetic electrode at the Fermi energy according to: 
 ( ) (
( ) (
)
)4 2 1 3F 4 2 1 3P(E )
σ − σ − σ − σ= σ − σ + σ − σ   Equation 20 
 
However, the spin polarizations obtained by this technique are all positive (for a 
summary of the values, see e.g. Ref. 209), which is in contradiction to the negative 
spin polarization of the bulk band structures of Co and Ni (Ref. 210). This apparent 
inconsistency was solved by Stearns (Ref. 211) by noticing that the tunneling 
conductance does not only depend on the densities of states of the two electrode 
materials, but also on the tunneling probability through the barrier. Since the localized 
d-electrons of the 3d ferromagnets have a strong minority weight at the Fermi energy, 
they contribute most to the bulk spin polarization. However, due to their large 
effective mass, their tunneling probability is small compared to the nearly free 4s 
electrons. Thus, the tunneling current is mainly mediated by 4s electrons which show 
a larger weight of majority electrons at the Fermi energy. Therefore, despite a 
negative bulk spin polarization, the total tunneling spin polarization is positive for 
sufficient barrier thicknesses. Still, even though Stearns model presents a major 
advance in understanding spin polarized tunneling, it does not account for the 
influence of the barrier and bonding at the ferromagnet-insulator interface. These 
issues are currently under investigation (see e.g. Ref. 212), and up to now, no unitary 
theory has been developed which could explain every aspect of spin polarized 
tunneling. 
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Figure 66: Tunneling in metal / insulator / superconductor sandwich structures as a function of 
applied voltage V across the barrier (after Ref. 208; Ref. 209) 
a) superconducting DOS 
b) corresponding conductance through the barrier 
c) a magnetic field with strength H in the plane of the sandwich structure causes a Zeemann 
split of 2µBH of the peaks in the superconducting DOS 
d) corresponding conductance for a normal metal with equal spin distribution 
e) corresponding conductance for a ferromagnet with 50 % spin polarization 
 
The observation of spin polarized tunneling led to the idea of using a second 
ferromagnetic layer instead of a superconductor as spin detector. In this case, the 
tunneling current through the sandwich structure should depend on the relative 
orientation of the magnetization vectors of the two ferromagnetic electrodes, thus 
giving rise to a tunneling magnetoresistance (TMR). Such an effect was first 
observed by Jullière in 1975 (Ref. 6). He also developed a simple model for the TMR 
effect based on tunneling spin polarizations of the two ferromagnetic layers. Though 
only phenomenological, this model is still frequently used to estimate the expected 
TMR effect of a given sandwich structure. 
Jullière’s results stimulated much future research, but it took almost two decades until 
a sizable TMR effect at room temperature could be realized experimentally (Ref. 7). 
In retrospect, this breakthrough was due to improved fabrication techniques and the 
introduction of Al2O3 barriers. Compared to the previously employed magnetic oxide 
barriers, these insulators prevent significant spin-flip scattering which reduces the 
maximum achievable TMR effect. By now, the fabrication of magnetic tunnel 
junctions is a standard technique, and devices based on the TMR effect are starting 
to become commercially available (e.g. MRAM, Ref. 12). 
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6.1.2. Tunneling through a barrier 
 
Following is a brief description of electron tunneling through a barrier as it is needed 
within the scope of this work. A thorough discussion of the topic can be found for 
example in the review by Wolf (Ref. 213). 
(b)(a) 
 
Figure 67: Sketch of an electron tunneling process between two metallic electrodes through an 
insolating barrier (taken from Ref. 209) 
a) electron wave functions 
b) energy levels 
 
Figure 67 a) sketches an electron wave function as it encounters a potential barrier 
larger than the electron’s energy. Within the insulator, the wave function decays 
exponentially, and for thin enough barriers, some intensity remains on the other side 
(the reflected wave function is not shown here). Thus, even though classically 
impossible, there is some small probability for the electron to tunnel through the 
barrier. In part b) of Figure 67, the potential diagram for the metal / insulator / metal 
sandwich structure is shown with a bias voltage V applied across. The occupied 
energy states are shaded gray, and the hatched region marks forbidden states within 
the barrier. The current of electrons with an energy E tunneling from the lift to the 
right electrode is determined by the number of occupied states in the left electrode, 
the number of vacant states in the right electrode, and the square of the tunneling 
probability T through the barrier. The electron energy on each side is measured from 
the respective Fermi level EF. By integrating over all possible electron energies, the 
total tunneling current from the left to the right electrode is proportional to: 
 
( ) ( ) ( ) ( ) (2l r l rI dE E  f E  T E  E eV  1 f E eV
∞
→
−∞
) ∝ ρ ρ + − + ∫  Equation 21 
 
Here, ρ denotes the density of states (DOS) and f stands for the Fermi-Dirac 
distribution. Similarly, the total tunneling current from the right to the left electrode is 
proportional to: 
 
( ) ( ) ( ) ( ) (2r l r lI dE E  f E  T E  E eV  1 f E eV
∞
→
−∞
) ∝ ρ ρ − − − ∫  Equation 22 
 
The total current which tunnels through the barrier is the difference between the two 
currents: 
 
tot l r r lI I I→= − →   Equation 23 
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In order to evaluate those general expressions, one has to calculate the transition 
matrix element T. This problem has been tackled by several different simplified 
models (e.g. Ref. 214; Ref. 215). Here, we focus on the work of Brinkman (Ref. 216), 
who used the WKB approximation (Ref. 217) to numerically calculate the 
dependence of the tunneling conductance on the applied bias voltage for 
asymmetrical barriers like the one sketched in Figure 68. It is characterized by its 
average height φ, the asymmetry ∆φ, and its thickness d.  
φ ∆φ 
d 
barrier right 
electrode
left 
electrode
 
Figure 68: Barrier model applied by Brinkman (Ref. 216) 
 
As a result, Brinkman concluded that the dependence of the area specific tunneling 
conductance G on the bias voltage V can be fitted by a 2nd order polynomial function. 
 
( ) ( ) (2totdIG A ,d  V B , ,d  V C ,d
dV
= = ϕ + ϕ ∆ϕ + ϕ )  Equation 24 
 
The parameters A, B and C depend on the parameters of the model barrier. Thus, by 
fitting the experimentally obtained area specific tunneling conductance curve by a 2nd 
order polynomial, it is possible to deduce the barrier parameters from the three 
constants: 
 
2 3
2 2
3
eff
3
3
eff eff
3/ 2
eff
e C hln AC
32A 2 e m
hd ln
2 2m 2 e m
12 B
d2m eC
 ϕ =   π 
 = − ϕ π 
ϕ∆ϕ = −
?
?
AC    Equation 25 
 
Here, meff is the effective mass of the tunneling electrons, which is generally set to 
0.4·mE (Ref. 218). Even though Brinkman’s model is oversimplified, it gives realistic 
values for the barrier thickness, as can be checked for example by tunneling electron 
microscopy. Thus, it is used in this work to characterize the barrier properties. 
However, the application of a free electron model for calculating the transition matrix 
elements leads to a cancellation of the DOS of the two electrodes in the expression 
for the tunneling current in Equation 23. If this were true, there could be no TMR 
effect. In order to accurately calculate the tunneling current, more sophisticated 
models have to be applied. For example, Mathon (Ref. 219) developed a unified 
theory both for CPP GMR and TMR structures by applying the Kubo-Landauer 
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formalism (Ref. 201) to a single-orbital tight-binding band structure model. Even 
though the characteristic features are reproduced much better by this approach, the 
absolute value of the TMR is still greatly overestimated. 
 
6.1.3. Tunneling magnetoresistance 
 
As already mentioned in the introduction, the dependence of the tunneling current on 
the density of states of the adjacent electrodes can be exploited to fabricate a device 
for which the conductance through the barrier depends on the relative orientation of 
the magnetization vectors of the ferromagnetic layers on both sides of the barrier. If 
spin-flip scattering is avoided in the tunneling process, the total conduction of the 
electrons can be divided into separate spin-up and spin-down channels parallel to 
each other. Thus, Equation 23 can be rewritten as: 
 
up down up down
tot l r l r r l r lI I I I I→ → → →= + − −   Equation 26 
 
In the simplest case for T=0, the only electrons which can cross the barrier are those 
from occupied states in the left electrode which tunnel into empty states in the right 
electrode, and their energies range from EF-eV to EF. For sufficiently small bias 
voltages V, the DOS ρ and the tunneling matrix element T can be approximated as 
constant over this energy range, with their values replaced by those at the Fermi 
energy. Due to f(E)=Θ(EF-E) at T=0, Equation 26 simplifies to the following form for 
the two extreme cases of parallel and antiparallel alignment of the electrode’s 
magnetization vectors: 
 
( )
( )
2up up down down
tot l r l r
2up down down up
tot l r l r
parallel:         I T V
antiparallel :   I T V
∝ ρ ρ + ρ ρ
∝ ρ ρ + ρ ρ
  Equation 27 
 
The tunneling matrix element is assumed to be identical for both spin orientations. 
Thus, differences in the currents are only due to relative differences in the DOS for 
the parallel and antiparallel magnetization alignment. Following the most common 
definition of the TMR effect, it can be expressed solely by the DOS in the left and 
right electrode for the two spin channels: 
 ( ) ( )
( )
up up down down up down down up
l r l r l r l r
up down down up
l r l r
R R I I
TMR
R I
↑↓ ↑↑ ↑↑ ↑↓
↑↑ ↑↓
ρ ρ + ρ ρ − ρ ρ + ρ ρ− −= = = ρ ρ + ρ ρ  Equation 28 
 
Here, I↑↑ and I↑↓ denote the respective tunneling currents for parallel and antiparallel 
magnetization orientation. The spin polarization in each electrode is defined as the 
asymmetry in the DOS of the majority and minority electrons: 
 
up down
up downP
ρ − ρ= ρ + ρ   Equation 29 
 
Inserting this definition in Equation 28, the TMR effect can be related to the spin 
polarization of the two electrodes according to: 
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l r
l r
2PPTMR
1 PP
= −   Equation 30 
 
This is the original result for the TMR effect derived by Jullière (Ref. 6). Since most 
tunneling spin polarizations are positive, the actual resistance of the junction is lower 
in the parallel magnetization configuration than in the antiparallel state. Even though 
only phenomenological, the model agrees pretty well to experimental low 
temperature results at near-zero bias voltage when employing tunneling spin 
polarizations as measured by tunneling experiments into superconductors with 
identical barriers (Ref. 209). By doing so, all further influences on the tunneling 
magnetoresistance (e.g. tunneling probability for electrons from different bands and 
effects of the barrier and the interfaces) are included in the measured tunneling spin 
polarization values, so the good agreement of this simple equation with just two 
parameters to the experimental data is not very astonishing. In order to understand 
the dependence of the TMR ratio on other parameters like temperature or bias 
voltage, more elaborate theories have to be employed (see e.g. the reviews in Ref. 
220; Ref. 221). Still, the model of Jullière remains a valuable basis for estimating the 
TMR ratios for new materials like “half-metallic” ferromagnets with an expected spin 
polarization of 100% (e.g. the Heusler alloys NiMnSb and Co2MnSi). 
Generally, the relative resistance of a magnetic tunnel junction can be expressed as 
a function of the enclosed angle θ between the magnetizations of the two 
ferromagnetic electrodes as (Ref. 222): 
 
( ) max 1 cosTMR TMR 2
− θθ =   Equation 31 
 
Here, TMRmax denotes the maximum resistance difference between the antiparallel 
and the parallel state, normalized to the parallel resistance. 
For practical purposes, TMR junctions have to be fabricated in which the relative 
orientation of the magnetizations of the two ferromagnetic layers can be aligned both 
into stable parallel and antiparallel states by an external magnetic field. The simplest 
method to meet this requirement is to use two ferromagnets with different coercive 
fields, i.e. a hard and a soft magnetic material. The resulting TMR characteristic with 
applied in-plane magnetic field is sketched in Figure 69 a). The arrows indicate the 
magnetization vectors of the respective ferromagnetic layers, where the upper layer 
is the softer material and switches its magnetization at a lower field than the hard 
magnetic material. Thus, a stable antiparallel high resistive orientation is reached in-
between the parallel saturation states. However, concerning promising applications 
like MRAM cells, it is a necessity that a two-fold resistance state exists at zero 
applied field. This can be achieved by exchange biasing one of the ferromagnetic 
electrodes to an antiferromagnetic material (either natural or artificial, see chapter 
6.1.4). In Figure 69 b), the TMR characteristic for a system with the lower electrode 
exchange biased in the negative field direction is sketched. If no further coupling 
mechanisms are present, the upper free electrode switches its magnetization 
direction symmetrically around zero field, while the exchange coupled magnetic layer 
has its hysteresis loop shifted in the positive field direction by the magnitude of the 
pinning field. Therefore, a two-fold resistance state is reached around zero field. 
Though this is not an essential requirement for magnetic biosensor applications, only 
exchange biased magnetic tunnel junctions (MTJ) are employed in this work. 
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Figure 69: Schematic representation of TMR loops 
a) hard-soft MTJ 
b) exchange biased MTJ 
 
 
6.1.4. Exchange bias 
 
The phenomena of an exchange bias between a ferromagnet and an antiferromagnet 
in immediate contact to each other was initially observed for fine Co particles by 
Meiklejohn and Bean in 1956 (Ref. 223). Due to oxidation, there existed a thin layer 
of the antiferromagnet CoO around the particles, which had been field cooled from 
above the Néel temperature of CoO (293°K) to liquid nitrogen temperature (77°K). As 
a consequence, the hysteresis loop of the particles showed a distinct shift of almost 
150 kA/m, which was attributed to a unidirectional exchange anisotropy arising from 
the interaction at the interface. 
Schematically, the functionality of the antiferromagnet-ferromagnet exchange 
coupling is displayed in Figure 70 (Ref. 224). In part a), the sample is annealed at a 
temperature between the Néel temperature TN of the antiferromagnet and the Curie 
temperature TC of the ferromagnet. Thus, the magnetization of the ferromagnetic 
layer aligns parallel to the external magnetic field H, while the spin configuration of 
the antiferromagnet remains random. From this initial state, the temperature is 
decreased below TN with the magnetic field still present (part b). In the case of an 
uncompensated interface, the spins of the antiferromagnet at the interface orient 
parallel to the magnetization vector in the ferromagnet due to direct exchange 
interaction, while the subsequent planes follow the antiferromagnetic order to 
produce zero net magnetization. When a magnetization curve is taken in this state 
with the applied field aligned parallel to the original cooling field, the ferromagnet 
follows its hysteresis curve, but with its center shifted by the magnitude of the 
exchange field HEB (part c-d). It arises due to the interfacial interaction with the 
antiferromagnet, which remains essentially unchanged due to its very large 
anisotropy energy. Experimentally, it is observed that the magnitude of the exchange 
bias decreases with increasing temperature and vanishes at the blocking 
temperature TB with TB ≤ TN. 
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Figure 70: Sketch of the spin configuration of an exchange coupled antiferromagnet-
ferromagnet system (taken from Ref. 224) 
 
The magnitude of HEB can be estimated by the following consideration (after Ref. 
225). Neglecting all other contributions, the total energy E of the system is the sum of 
the anisotropy energy EEB and the Zeemann energy EZ: 
 
Z EB 0 EBE E E mH cos K cos= + = −µ θ − φ   Equation 32 
 
Here, θ is the angle between the applied magnetic field H and the magnetization M, 
and Φ denotes the angle between the exchange bias anisotropy (equivalent to the 
direction of the cooling field) and the magnetization. When the hysteresis 
measurement is taken in the direction of the cooling field, the magnetization of the 
ferromagnet remains antiparallel to the applied field and parallel to the anisotropy 
direction until the field strength HEB is reached. At this stage, the magnetization 
switches into the field direction. Setting the total energies of the system in those two 
states equal to each other results in an exchange bias field of: 
 
EB
EB
0 S FM
kH
M t
= µ   Equation 33 
 
(a) compensated (b) uncompensated 
Figure 71: Spin configuration at a smooth ferromagnet-antiferromagnet interface 
(taken from Ref. 225) 
a) compensated moment structure 
b) uncompensated moment structure 
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Here, the area-specific anisotropy energy constant kEB = KEB / A is employed, and tFM 
is the thickness of the ferromagnet. In order to predict the magnitude of the exchange 
bias, the anisotropy constant should be expressed in terms of microscopic quantities, 
which requires to take a look at the spin configuration at the interface. Figure 71 
illustrates the two major possibilities for a perfectly smooth model interface. For a 
compensated moment structure, the exchange couplings between neighboring 
ferromagnet and antiferromagnet moments are favorable (+ sign) and unfavorable (- 
sign) in alternating order. Therefore, the macroscopic interface exchange coupling 
vanishes and no exchange bias exists. However, for an uncompensated surface, all 
moment pairs are either favorable or unfavorable, which yields different interface 
exchange coupling energies and a total specific anisotropy energy of: 
 
EB INT
Nk J
A
=   Equation 34 
 
N/A is the total number of spin pairs per area, and JINT is the coupling energy per 
ferromagnet-antiferromagnet spin pair. Thus, the exchange bias field HEB is given by: 
 
INT
EB
0 S F
J1 NH
A M t
= µ M
  Equation 35 
 
However, using typical values of JINT, the exchange biases obtained by this equation 
are larger by 2-3 orders of magnitude than the observed fields (Ref. 224; Ref. 225). 
One of the reasons for this discrepancy probably lies in the interface roughness, 
which is neglected in the above picture. By introducing a certain roughness, some 
spin pairs experience partially unfavorable coupling even for uncompensated 
interfaces (Ref. 225), thus reducing the total exchange coupling. Anyhow, despite 
more than four decades of research, the microscopic understanding of the exchange 
coupling effect is still not fully established, and various attempts to solve this problem 
can be found in the cited review articles (Ref. 224; Ref. 225; Ref. 226). 
 
6.1.5. Orange peel coupling 
 
When two magnetic layers are separated by a non-magnetic spacer layer and show 
correlated roughness, there exists an effective ferromagnetic exchange coupling 
which is induced magnetostatically by the formation of magnetic poles at the 
interface. It was first described by Néel in 1962 (Ref. 227) and is, therefore, also 
called Néel coupling. In his original work, the ferromagnetic layers are assumed to be 
infinitely thick. This model was refined by Zhang (Ref. 228) by introducing finite film 
thicknesses and developed further by Kools in 1999 (Ref. 229). 
Figure 72: Sketch of the mechanism of orange peel coupling (taken from Ref. 123) 
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Figure 72 sketches the principle mechanism of this kind of coupling. In the model, it is 
assumed that the roughness of the layers is completely correlated and can be 
described by a sinusoidal function with a wavelength λ and an amplitude h. The 
magnetization M of the lower ferromagnet with thickness t is fixed in space (for 
example by exchange coupling to an antiferromagnet, see chapter 6.1.4) and is 
called the pinned layer (subscript P). The non-magnetic spacer is identified by the 
subscript S, and the free ferromagnet carries the subscript F. Because the 
magnetization of the pinned layer is fixed, it introduces magnetic poles at the 
interface which are the origin of magnetostatic fields that tend to align the 
magnetization of the free magnetic layer ferromagnetically to the pinned layer. 
Following the description of Kools (Ref. 229), the strength of this type of coupling can 
be expressed by an effective unidirectional pinning field HP with a magnitude of: 
 
2 2
SP F P
P
F
2 2th M 2 2t 2 2tH 1 exp 1 exp exp
2 t
         ππ π π= − − − − −             λ λλ             λ
 Equation 36 
 
Due to the respective (1-exp) term, the pinning field increases with increasing 
thickness of the pinned layer up to a maximum value for infinite thickness, which is 
related to the formation of a larger number of poles. Similarly, more poles of the free 
layer can react to the induced stray fields for larger values of tF (represented by the 
respective (1-exp) term), but due to the limited range of the stray fields, the pinning 
field also decreases with 1/tF. The latter is also the reason for the exponential 
decrease of HP with increasing spacer thickness. Since its formulation, the model of 
Kools has been confirmed by various experiments (e.g. Ref. 230). 
 
6.2. Sensor layout 
 
Our TMR sensor system comprises the layer structure shown in Figure 73. 
Highlighted by a rectangle is the functional group which consists of the magnetic 
layers and the barrier. The film stack is deposited in the CLAB 600 sputtering system, 
and the barrier is fabricated by oxidizing a 1.4 nm thick aluminum layer by an ECR 
assisted oxygen plasma source (see chapter 2.1). In order to ensure a stable 
antiparallel magnetization state of the two ferromagnetic layers facing the barrier, the 
lower Co70Fe30 layer is exchange biased to the antiferromagnet Mn83Ir17 by field 
annealing the sample in the vacuum furnace according to the description in chapter 
2.2. Mn83Ir17 is chosen due to its excellent thermal reliability (Ref. 231), the large 
exchange bias (Ref. 232) and a reasonable blocking temperature (Ref. 233). 
upper electrode 
functional group 
lower electrode 
Al2O3 1.7 nm 
Cu 5 nm
Mn83Ir17 12 nm 
Co70Fe30 3 nm 
Ni80Fe20 8 nm 
Ta 10 nm
Ta 20 nm
Cu 30 nm
Ta 5 nm
 
Figure 73: Layer stack of the TMR sensor system 
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The remaining layers form the upper and lower electrode and serve as electrical 
contact. Whereas the upper electrode consists of a single film of tantalum which 
prevents oxidation of the layers underneath, the lower electrode is a tantalum copper 
sandwich structure that is required due to the subsequent lithography process. The 
initial tantalum layer serves as an adhesion promoter to the SiO2 wafer surface, while 
the thick copper layer is required to ensure good electrical conductance to a specific 
TMR element through the lower electrode. 
(b) ion etching(a)
wafer 
Ta hard mask
(c)
resist 
SiO2 (d)
current
upper contact
 
Figure 74: Sketch of the lithography process 
a) a Ta hard mask is applied in a two step lithography process to define the lower electrode 
and the TMR elements 
b) Ar-ion etching process 
c) a third lithography process leaves resist caps above each TMR element and an insulating 
SiO2 layer is deposited across the entire sample 
d) lift-off of the resist caps leaves a conduction path to the top electrode of each TMR element 
which is contacted via a fourth lithography step by conducting lines 
 
The entire lithography process is sketched in a cross-section view in Figure 74. 
Initially, two subsequent optical laser-lithography steps (see chapter 2.3.3) define 
long base lines which serve as a common contacts to the lower electrode and a 
number of separate small areas that form the individual TMR sensor elements. A 
number of different sizes and shapes has been realized during this work, but in its 
final version, each TMR sensor element is defined as a circular region with a 
diameter of 50 µm. Thus, it covers the same actual area as the spiral-shaped sense 
line of a GMR sensor element (see chapter 5.2). After each exposure, a Ta layer with 
appropriate thickness is deposited as a mask for the subsequent Ar-ion etching step 
(see chapter 2.4), which is carried out until a total dosage of 3600 mC has passed 
through the sampleholder. As a result of the etch, the layer stack in the unprotected 
areas of the sample is completely removed. Additionally, 30-40 nm of the originally 
100 nm thick SiO2 layer on the wafer are also removed in those areas, thus assuring 
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perfectly insulating behavior. The remaining SiO2 thickness on the wafer is checked 
by reflectivity measurements (see chapter 2.6). 
In the area which is protected by the first Ta mask with a thickness of about 20 nm, 
the etching is carried out through the barrier into the lower electrode and stops in the 
middle of the second Ta layer from the bottom. These regions form the common 
contact to the lower electrode of each TMR element. Due to the slow etching rate of 
Ta and the large thickness of this layer, the end point of the etching step is always 
reached within this so-called stopping layer, even if other conditions are slightly 
varying (i.e. mask thickness, thickness of the total layer stack, etching rate). 
Additionally, the remaining Ta surface of this layer acts as an adhesion promoter for 
the subsequent insolating SiO2 layer. The thin Cu layer on top is needed as a seed 
for the growth of the Mn83Ir17 antiferromagnet. 
The region which is protected both by the first and second Ta mask (the thickness of 
the second mask is about 27 nm) defines the individual TMR elements. As a result of 
the etching process, both masks are ablated, but the entire original layer stack of the 
TMR system is still present. Figure 75 displays two x-ray spectrums as measured by 
EDX (see chapter 2.5) after the etching process, one on top of the lower electrode 
and the other on a TMR sensor element. The SEM image to the left clarifies the 
respective scanning positions, but does not represent the actual sample (the scans 
are taken from a later TMR chip with circular sensor elements). In case the entire film 
stack is still present, peaks from all elements can be observed due to the large 
penetration depth of roughly 1 µm for electrons with an energy of 20 keV. In 
particular, Ni from the topmost layer is visible in the spectrum, which assures that the 
etch has not been carried out too deep. On the lower electrode, however, only Ta 
and Cu show up in the spectrum, thus assuring that the etch has been carried out 
through the barrier into the lower contact layers in those regions. An especially 
characteristic feature are the two MnKα1 and Kα2 lines at 5.899 and 5.888 keV. They 
overlap and show up clearly in the spectrum on top of a TMR element, but are 
missing for the scan on the lower electrode. Since the antiferromagnet Mn83Ir17 is 
situated well below the barrier, the disappearance of this peak is characteristic for the 
correct endpoint of the etch. 
TMR element 
lower electrode 
(a) 
(c) 
(b) 
 
Figure 75: EDX spectra of two 10x10 µm2 spots on the sample after the etching process 
a) exemplary SEM image of the respective scanning positions 
b) scan on the lower electrode 
c) scan on a TMR sensor element 
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Following the etch, a third optical lithography step is carried out which leaves 
spherical resist caps with a diameter of 30 µm centered on top of each TMR element 
(Figure 74 c). Afterwards, a 100 nm thick SiO2 layer is sputter deposited in the 
proprietary developed UHV chamber described in chapter 2.1 which acts as an 
electrical insulator between the bottom and top electrodes. In order to ensure 
electrical conduction from individual contact lines to the top electrodes of the TMR 
elements, the resist caps are removed subsequently, resulting in small circular holes 
in the surrounding glass layer. 
In case the sensor chip is going to be used to detect DNA, the holes through the 
glass layer are obtained in an alternative way which circumvents the SiO2 lift-off step. 
This is necessary since this step tends to result in resist remnants which cause 
leaking sites in the subsequent protection layer (see chapter 4.1). In this approach, 
the SiO2 is sputter deposited first across the entire sample. Subsequently, it is 
removed again on top of the TMR elements only by an etching step through holes in 
a Ta hard mask. Sensor chips have been produced successfully by this approach, 
and they proved to resist the biological solvents in the DNA hybridization procedure. 
However, the etch through the glass layer into the top electrode of the TMR elements 
carries a great risk of destroying the barrier if not every single parameter is controlled 
precisely. Thus, the less critical procedure described above is used in order to 
fabricate sensor chips which test the reaction of TMR elements to magnetic markers 
alone. 
Next, contact lines are patterned by optical lithography which connect bonding pads 
to the top electrode of each TMR element via the holes in the glass layer. The lines 
consist of the sandwich structure Ta10nmAu50nmTa10nm and are deposited by the 
proprietary developed sputtering machine described in chapter 2.1. The Ta films 
ensure good adhesion to the glass layer below and the protection layer above (see 
chapter 4.1). In order to allow wire bonding, the contact pads only are covered by an 
additional layer stack of Ta3nmAu120nm. 
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upper contact 
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Figure 76: Layout of the TMR sensor chip 
 
Just like in the case of a GMR sensor, a TMR chip incorporates a total number of 206 
sensor elements which are arranged in two rows, each of which is situated above a 
70 µm wide lower electrode with a length of 12 mm. The lower electrodes are also 
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connected to large contact pads through holes in the insulating glass layer, so that 
two-point measurements of single TMR elements can be carried out between the 
common lower electrode and a specific upper electrode contact. The entire sensor 
layout is shown in Figure 76. To the right, the topography across a single sensor 
element is explicitly displayed along the dashed line above the SEM micrograph. In 
order to bring the free magnetic layer as close as possible to the fluid interface, the 
hole in the insulating glass layer is expanded over as much of the sensor surface as 
allowed by lithographic restrictions. But apart from that middle area with a diameter of 
30 µm, there are also two rings with larger distances of the free magnetic layer to the 
fluid interface (width = 5 µm each). The subdivision of the total sensor area to the 
three different distances is shown in column 2 of Table 9, which leads to an area 
weighted average distance of 339 nm. As the strength of a marker’s stray field in the 
sense layer strongly depends on this distance (chapter 3.2.1), the signal produced by 
a marker depends on its respective position on the sensor surface. This is illustrated 
in column 3 of Table 9 for the maximum in-plane stray field component of a Bangs 
0.86 µm particle with an out-of-plane magnetic moment of 20.6 fAm2. At the largest 
distance, the stray field only reaches about 2/3rd of the maximum value for a particle 
situated in the sensor’s center. For smaller markers, those differences get even 
larger. In an optimized sensor design, such topography variations should be avoided. 
 
distance interface-sense layer 
[nm] 
sensor area at this distance 
[µm2] 
maximum stray field of a 
Bangs 0.86 µm marker [A/m] 
300 707 3620 
330 707 3210 
400 550 2470 
Table 9: Subdivision of a sensor for the different distances of the sense layer to the interface 
 
 
6.3. Sensor characteristics 
 
First of all, the insulating barrier of a typical sensor element is investigated by looking 
at its conductance dependence on the applied bias voltage. In part a) of Figure 77, 
the area-specific current is shown for parallel alignment of the magnetizations of the 
two ferromagnetic electrodes (IV-curve taken at an in-plane field of 160 kA/m). It 
displays a slight deviation from purely ohmic behavior, which shows up more clearly 
when looking at the derivative (the area-specific differential conductance) in Figure 
77 b). The parabolic shape with a linear component agrees to what is expected within 
the model of Brinkman (Ref. 216), and the respective barrier parameters can be 
derived from a 2nd order polynomial fit to the data according to Equation 25. With an 
effective electron mass of 0.4·mE (Ref. 218), the results are: 
 
A = 132e3 A/(V3m2)   φ    =  3.14 eV 
B = 3.91e3 A/(V2m2) ? d    =  1.66 nm 
C = 115e3 A/(V m2)   ∆φ = -0.42 eV 
 
Assuming that all the aluminum gets transformed into Al2O3, the original Al layer 
thickness of 1.40 nm should increase by a factor of 1.3 to 1.82 nm after oxidation 
(calculated from the bulk densities of Al (2.7 g/cm3) and Al2O3 (4.0 g/cm3) as well as 
the atomic mass numbers of O (16 g/mol) and Al (27 g/mol); values  taken from Ref. 
168). If this were true, the barrier thickness obtained from the Brinkman fit is too 
small. However, it is possible that other oxides with a lower oxygen content are 
partially formed within the barrier, and the densities of the thin amorphous layers can 
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be different from the bulk values. Also, uncorrelated roughness contributions at the 
interface lead to thinner barriers at some localized spots. Due to the exponential 
thickness dependence of the tunneling current, those thinner regions dominate the 
transport and lead to an effectively thinner barrier. The same reasoning holds true for 
metallic impurities within the barrier, which present islands for the tunneling electrons. 
Concerning the barrier height, the bandgap of Al2O3 is about 8.7 eV (Ref. 234). Since 
the Fermi energy in undoped insulators is situated in the middle between the valence 
and the conduction band, the maximum barrier height is half the bandgap, i.e. 4.35 
eV in this case. According to the Brinkman fit, it only reaches 72 % of this maximum 
value for our barriers, which can be due to a number of reasons. First of all, the cited 
bandgap is for crystalline Al2O3, which is certainly not the case for our barrier. Its 
structure is amorphous, which leads to a reduced bandgap. Also, the simplified 
model of Brinkman does not take into account the effect of image forces on the 
tunneling electrons, which round off the corners of the barrier and make it lower and 
narrower (Ref. 214; Ref. 216). 
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Figure 77: Electrical characterization of the tunneling barrier 
a) specific current curve 
b) specific conductance curve 
 
In any case, the values for the height, thickness and asymmetry of the barrier agree 
pretty well to the references for optimum barriers from other work on similar systems 
(Ref. 123; Ref. 235; Ref. 236). With respect to the resistances and TMR ratios, a 
group of 15 individual elements on a sensor chip is analyzed at a bias voltage of 10 
mV. The area resistances range from 8.71 to 9.75 MΩµm2 in the parallel state (mean: 
(9.20 ± 0.36) MΩµm2), and the TMR ratios vary between 44.2 and 48.3 % (mean: 
(46.6 ± 1.4) %). The relatively large distribution of these values has its origin in 
spatial variations of the film properties across the sensor chip, where the TMR 
elements are situated within an area of 2 x 10 mm2. Still, the values agree to the 
expectations for this particular layer system (Ref. 123). 
Exemplary magnetotransport measurements are shown in Figure 78. Part a) displays 
a major loop taken with the field applied parallel to the pinning direction. While the 
free Py layer switches its magnetization direction around zero field, the Co70Fe30 
layer is pinned to the antiferromagnet Mn83Ir17 and has its hysteresis loop shifted by 
the exchange bias field HEB, which has a magnitude of about 64 kA/m. Due to the 
large exchange bias, a stable antiparallel alignment of the magnetization vectors of 
the two ferromagnetic layers is reached between the parallel orientations, which 
guarantees that the sensor resistance varies by the full magnitude of the possible 
TMR ratio (respective magnetization vectors indicated by arrows). According to 
Equation 33, an exchange bias of 64 kA/m corresponds to an area specific 
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anisotropy energy constant kEB of 0.40 mJ/m2 (MSCoFe=1650 kA/m, Ref. 237), which 
agrees well to the respective literature (Ref. 238). 
Figure 78: Magnetotransport measurements of spherical TMR sensor elements with a diameter 
of 50 µm 
a) major loop 
b) minor loop 
 
Part b) of Figure 78 shows corresponding minor loops of a sensor element. When the 
field is applied in the direction of the cooling field, the orange peel coupling causes a 
ferromagnetic pinning of the free Py layer to the exchange biased Co70Fe30 layer. In 
our case, the pinning field HP has a magnitude of about 1.6 kA/m. Theoretically, the 
strength of HP is given by Equation 36, a sketch of which is shown as a function of 
the free magnetic layer thickness tF in Figure 79. Here, perfectly correlated sinusoidal 
roughness with an amplitude h of 0.4 nm and a wavelength λ of 20 nm is assumed 
(values taken from the measurements on similar systems in Ref. 123). The red curve 
represents the total pinning field HP, which takes on a value of 1.5 kA/m at a free 
layer thickness of 8 nm, thus corresponding rather well to the experimental results.  
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Figure 79: Dependence of the pinning field HP on the thickness tF of the free magnetic layer 
 
In order to point out the different contributions in Equation 36 to the total pinning field, 
the blue curve in Figure 79 shows the 1/tF prefactor and the black one the 1-exp 
contribution. Even though the 1-exp expression alone would cause an increase of HP 
with increasing tF, this effect is counterbalanced by the 1/tF term, resulting in a 
monotonous decrease of HP with increasing tF. This dependence has also been 
observed experimentally by fabricating TMR sensors with different free layer 
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thicknesses. Although HP can be compensated by an in-plane bias field, from an 
application point of view it is preferential that the sensitive region of the TMR 
characteristic is as close to zero field as possible. In this case, it might be possible to 
do without such an additional bias field when using those sensor systems for the 
detection of magnetic markers. Thus, the thickness of the free magnetic layer was 
chosen to be comparably large for our sensors (8 nm, see chapter 6.2). 
Returning to part b) of Figure 78, the red curve shows the dependence of the sensor 
resistance on an in-plane field which is applied perpendicular to the pinning direction. 
In this case, half the maximum TMR value is expected if the magnetization of the free 
layer would follow the field while the magnetization of the hard layer would stay 
pinned to the antiferromagnet (see Equation 31 for θ = 90°). However, due to the 
anisotropy induced by the antiferromagnet, this field direction is the hard axis for both 
magnetic layers, so ideally, both magnetization components increase linearly with the 
magnitude of the perpendicular field. The only difference is the strength of the 
anisotropy (direct exchange coupling for the pinned layer and orange peel coupling 
for the free layer), which causes the magnetization of the free layer to rotate more 
quickly. Therefore, no perpendicular configuration is achieved, and the TMR ratio 
reaches a maximum below TMRmax / 2. For higher fields, the angle between the two 
magnetization vectors decreases again, and with it the TMR ratio. 
In order to quantify this effect, a simple Stoner-Wohlfarth model (Ref. 239) of the free 
(index F) and the pinned (index P) layers with magnetic moments mF/P is applied. It 
only includes the Zeemann and the anisotropy energy terms: 
 
F/ P 0 F/ P F/ P 0 F/ P F/ PE (H) m H cos K cos m H cos K sin= −µ θ − φ = −µ θ − θ  Equation 37 
 
Here, H is the magnitude of the applied in-plane field (the respective directions and 
angles are sketched in the inlet of  
Figure 80 a). According to chapter 6.1.4, the area specific anisotropy energies kF/P = 
KF/P / A can be expressed by: 
 
F 0 F F P
P 0 P P E
k M t H
k M t H
= µ
= µ B
B
  Equation 38 
 
For both ferromagnetic layers, the orientation of the magnetization vectors MF/P is 
obtained by minimizing the total energies EF/P. As a result, the angles ΘF/P between 
MF/P and H are given by: 
 
( )
( )
F P
P E
θ arctan H / H
θ arctan H / H
=
=   Equation 39 
 
As sketched in part a) of  
Figure 80, ΘF decreases much faster than ΘP (values of HP and HEB chosen 
according to the data described above). The maximum difference between the two 
angles is obtained at a field around 10 kA/m, but reaches only a value of 72°. 
Therefore, according to Equation 31, the best TMR ratio achievable in this 
configuration is limited to 35 % of the maximum value. The simulated dependence of 
the TMR ratio on the strength of the field perpendicular to the pinning direction is 
compared to the measured values in part b) of   
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Figure 80. Within the scope of this simple model, the two curves agree well to each 
other. The hysteresis in the measured curve is most probably caused by a slight 
misalignment of the applied field from the hard direction. 
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Figure 80: Stoner-Wohlfarth model for a TMR characteristic with the field applied perpendicular 
to the pinning direction 
a) angles 
b) comparison of the normalized TMR to the data 
 
Since the in-plane stray fields of the magnetic markers are radially symmetric when 
magnetized perpendicular to the plane, the actual response of our TMR sensor can 
be regarded as the average between its characteristics parallel and perpendicular to 
the pinning direction. Thus, a signal is expected even without a bias field that 
compensates for HP. 
 
6.4. OOMMF model 
 
Like in the case of GMR sensors, a model based on the oommf micromagnetic 
simulation code (Ref. 203) is employed which mimics the characteristics of our TMR 
sensor system. Due to the large exchange anisotropy induced by the 
antiferromagnet, the magnetization of the pinned magnetic layer is assumed to stay 
uniform and fixed in space at all times. Thus, it is sufficient to simulate the response 
of the free magnetic layer only. Because of computational limitations, it is not 
possible to include the entire sensor with a sufficiently small cellsize. Keeping the 
cellsize at 20 nm (the typical grain size for our sputtering conditions), a circular 
sensor with a diameter of 4 µm proved to be the maximum workable sensor area 
(runtimes below one week). Though much smaller than the actual TMR sensor, this 
model at least shares the same symmetry. According to the real sensor system, the 
simulated free magnetic layer is chosen to consist of Py with a thickness of 8 nm. 
(MS=860 kA/m at room temperature, Ref. 143). The standard six-neighbor exchange 
energy term is taken for the ferromagnetic coupling, and the exchange coefficient is 
set to its full value for Py (13 pJ/m, Ref. 143). Further energy terms are the 
demagnetizing energy and the Zeeman energy, which can include both a spatially 
homogeneous external field of adjustable strength and direction and various dipole 
fields from magnetic particles. Even though Py does show a small crystalline 
anisotropy of KV = -0.4 kA/m (Ref. 143), it is not included in this simulation due to its 
negligible magnitude and the fact that our magnetic layers are polycrystalline. The 
orange-peel coupling is considered in the simulation by introducing an additional bias 
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field along the magnetization direction of the pinned magnetic layer (negative x-axis) 
with a magnitude equal to the pinning field HP (1.5 kA/m). Figure 81 a) shows the 
total in-plane magnetization components of the simulated free magnetic layer in 
dependence on the field strength parallel to the pinning direction. As sketched in 
Figure 81 b), the magnetization switches through a s-state, which is certainly not the 
case for the much larger real sensor system that allows formation of actual magnetic 
domains. 
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Figure 81: Characteristics of the TMR oommf model system 
a) magnetization components 
b) magnetization configuration at zero field (at sweep from negative to positive fields) 
 
In order to directly compare the oommf simulations to the experimental data, the 
magnetization map of the free magnetic layer at every stage of the simulation has to 
be converted into magnetotransport data. This is done by calculating the relative 
resistances of all cells of the simulated model system (given by Equation 31) and 
summing over all individual resistance paths in a parallel circuit configuration. If the 
pinned magnetic layer stays magnetized homogeneously along the negative x-axis, 
the total resistance R of a system consisting of a free magnetic layer with N cells 
relative to the low resistance state R0 (magnetizations of the free and pinned 
magnetic layer aligned ferromagnetically) is given by: 
 
1
N
i
i 10 x
R 1N
R MA1 1
2 M
−
=
  =   + +     
∑    Equation 40 
 
Here, A is the full TMR amplitude normalized to the low resistance state, which is set 
to 47 % according to chapter 6.3. Mxi denotes the magnetization component of cell i 
along the x-axis in a specific free layer magnetization map. The above calculation is 
carried out for each stage of the simulation, resulting in relative magnetoresistance 
curves that can be compared to the experimental data. Though mostly similar in 
shape to curves that simply plot the total x-component of the free layer 
magnetization, there are magnetization configurations that lead to differences (see 
Figure 82 a), so the above calculation really is necessary to enable meaningful data 
comparison. Part b) of Figure 82 shows a minor loop comparison between our 
simulated system and a real sensor. Due to its reduced size, the simulated system 
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shows a stronger coercivity and a much larger saturation field, which is related to the 
different magnetization switching mechanisms (rotation through an s-state for the 
simulated system and domain formation and propagation for the real sensor device). 
Therefore, the simulated model system can only be expected to produce qualitative 
results, since a quantitative agreement would require equal magnetic behavior under 
all aspects. Still, some features observed for the detection of magnetic markers by 
real sensors are reproduced by the model system, which is analyzed in detail in the 
following chapter. 
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Figure 82: Comparison of the simulated minor loop to the experimental data 
a) relationship of the magnetization of the model system to the calculated resistance 
b) comparison of the simulated and measured normalized minor loops 
 
 
6.5. Detection of magnetic markers 
 
6.5.1. Perpendicular field method 
 
Analogous to the standard magnetic marker detection method for GMR type sensors 
(see chapter 5.4), the sensor response is recorded in dependence on the strength of 
the perpendicular magnetizing field. Additionally, a constant in-plane bias field 
oriented along the pinning direction can be applied to move the operational point of 
the TMR sensor relative to the switching field of the free magnetic layer. It is always 
adjusted starting from the negative saturation field in order to ensure identical 
magnetic ground states prior to each measurement. Furthermore, the orientation of 
the perpendicular field is adjusted by minimizing the response of a central uncovered 
reference element before starting a set of measurements. All data are taken in a two 
probe geometry at a bias voltage of 10 mV. For higher bias voltages, the maximum 
TMR ratio decreases due to the energy dependent electronic structure of the 
ferromagnetic electrodes and magnon excitations (Ref. 209; Ref. 235). 
Before coming to the response of the TMR sensor elements to magnetic markers, the 
signals obtained from uncovered reference sensors are examined. Figure 83 b) 
shows typical sensor responses to a sweeping perpendicular field at various in-plane 
bias fields (displayed in Figure 83 a). With increasing bias, the sensor resistance 
rises due to slight adjustments of the free layer magnetization configuration prior to 
its switching, but is almost independent of the perpendicular field strength. The 
difference in the sensor resistance between the scan and rescan is due to a slight 
induced voltage in the circuit loop, which remains despite a rather long waiting time 
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period of 200 ms between adjustment of the field strength and recording of the data. 
As the in-plane bias approaches the switching field of the free magnetic layer, a small 
magnetic hysteresis feature becomes visible around zero perpendicular field, which 
most probably arises due to small reversible rotations of some parts of the free layer 
magnetization out of their local anisotropy directions. Furthermore, a slight linear 
dependence of the sensor resistance on the perpendicular magnetizing field starts to 
become visible for in-plane bias fields close to the switching field (see red curve in 
Figure 83 b). Just like observed for GMR-type sensors, this can be attributed to a 
slight misalignment of the out-of-plane field, which results in an additional linear 
contribution for a tilt parallel to the pinning direction (compare to Figure 78). 
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Figure 83: Measured TMR reference sensor signals 
a) positions of the applied in-plane bias fields relative to the minor loop 
b) sensor response in dependence on the perpendicular field strength for different in-plane 
bias fields 
 
The response of a sensor element under those conditions is also simulated by our 
model system. Figure 84 a) shows the resulting magnetoresistance curve in 
comparison to the experimental data at an in-plane bias field of 800 A/m (TMR 
normalized to lowest resistance of each set of data). The parabolic shape of the 
simulated magnetoresistance curve is a consequence of the linear increase of the 
total magnetization’s z-component with increasing perpendicular field strength (see 
Figure 84 b). Because the magnetization of the pinned magnetic layer is assumed to 
stay fixed in the simulation, the calculated TMR ratio (according to Equation 40) 
directly resembles the slight tilt of the free magnetic layer’s magnetization induced by 
the perpendicular field. In reality, however, the magnetization of the pinned layer also 
follows the perpendicular field, thus reducing the observed parabolic behavior. Since 
the pinned Co70Fe30 layer has a larger saturation magnetization than the free Py 
layer (1650 kA/m (Ref. 237) compared to 860 kA/m (Ref. 143) at room temperature), 
its perpendicular magnetization component at a certain out-of-plane field is smaller, 
and a non-zero TMR ratio remains nonetheless. This is checked by a simple Stoner-
Wohlfarth (Ref. 239) calculation that assumes a linear increase of the perpendicular 
magnetization component up to a limiting field given by the saturation magnetization 
of the respective ferromagnetic material. In each case, the magnetizations are 
assumed to be oriented perfectly parallel at zero out-of-plane field, and the TMR ratio 
is calculated according to Equation 31 (with A = 47 %) both for rotation of the free 
layer’s magnetization only and for the case that both magnetizations follow the out-of-
plane field (see Figure 84 a). As expected, the single layer Stoner-Wohlfarth 
calculation agrees well to the oommf simulation (differences are due to the non-zero 
y-component of the free layer magnetization in the oommf simulation), but the 
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calculation including both ferromagnetic electrodes closely resembles the small 
remaining parabolic dependence observed for the reference sensor measurements. 
Thus, the measured reference signals can be understood by a combination of 
perpendicular magnetization components, a slightly misaligned magnetizing field, 
parasitic induced voltages by the sweeping magnetic field and some minor local 
reversible magnetization rotations. 
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Neglecting the comparably small bias field, markers on the sensor surface are mostly 
magnetized out-of-plane by the perpendicular field and produce radially symmetric 
stray fields round their center positions which cause distortions of the magnetization 
configuration within the free magnetic layer. With increasing magnetizing field, these 
distortions become stronger, thus leading to greater local tilts of the magnetization 
vectors out of their original alignment parallel to the pinned magnetic layer. Thus, the 
measured sensor resistance should increase with rising magnetizing field. This 
characteristic is observed for all the curves shown in Figure 85 c), which shows the 
response of the sensor element displayed in Figure 85 a) to perpendicular 
magnetizing fields at the various in-plane bias fields indicated in Figure 85 b). As the 
bias approaches the switching field, the magnetization configuration of the free 
magnetic layer starts to relax, and correspondingly, the overall resistance rises. 
Additionally, with the pinning field reduced, the in-plane components of the markers’ 
stray fields cause greater local magnetization adjustments, so a larger relative 
resistance change is achieved for a given magnetizing field. Because the strength of 
the stray fields can be approximated to depend linearly on the magnetizing field 
(compare to chapter 3.2.2.2), the resistance also increases linearly with the 
magnetizing field for each polarity. Also, the response is symmetric, implying that 
radial stray fields pointing inward and outward have about the same effect on the 
original free layer magnetization configuration. 
As shown below, it is possible to obtain signals proportional to the marker coverage 
on a sensor element under these measurement conditions. However, to that end the 
bias field must be kept well separated from the switching field (about 1650 A/m), 
because otherwise, irreversible partial switching of the free magnetic layer can be 
induced by the perpendicular magnetizing field (see the orange curve in Figure 85 d). 
Because of the instability of this process, it is no longer possible to extract meaningful 
data from such a curve, as the onset of the switching and also its amplitude are not 
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related to the surface coverage of magnetic markers. In fact, partial switching is also 
observed for uncovered reference sensor elements when the bias field is getting too 
close to the switching point, which is probably also caused by a non-vanishing in-
plane component of the perpendicular field due to non-perfect alignment. To prevent 
these irreversible and hysteretic processes for all elements on an entire sensor 
without having to readjust the perpendicular field alignment, the bias field must be 
kept at a distance to the switching field of at least 400 A/m. Under this premise, 
reversible curves like the ones sketched in Figure 85 c) are obtained which show a 
total change of resistance proportional to the surface coverage of magnetic markers 
on each sensor element. However, under those conditions the sensor response is 
mainly due to the stray field components oriented perpendicular to the pinning 
direction, since the sensor’s reaction to field components parallel to the pinning 
direction is much smaller at these bias fields (see Figure 78). Therefore, as switching 
processes have to be avoided, the actually applicable measurement regime of these 
TMR sensors is given by their characteristics perpendicular to the pinning direction. 
In contrast to the response to fields applied parallel to the pinning direction, larger 
saturation fields are required in this geometry, and the TMR amplitude also only 
reaches a reduced maximum value (compare to chapter 6.3). Thus, the usable 
sensitivity is greatly reduced compared to the expectations excited by the picture of a 
TMR loop with the field applied parallel to the pinning direction (more details are 
given in chapter 1). 
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Figure 85: Exemplary response of a TMR sensor element to magnetic markers in the 
perpendicular geometry 
a) sensor element (highlighted by red circle) with an 8% surface coverage of Bangs 0.86 µm 
microspheres 
b) indication of the bias field positions relative to the sensor’s minor loop 
c)/d) response to a perpendicular field at different bias fields 
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The same situation is observed for our model system, in which different numbers of 
Bangs 0.86 µm markers are positioned above the sensor element. They are 
assumed to be situated in the central area of the sensor, so that the distance 
between the free magnetic layer and the surface is set to 300 nm (see Figure 76). 
The magnetic moment of the markers is taken to behave like an ideal dipole with a 
value of 21 fAm2 at a magnetizing field of 40 kA/m (see Table 4). Its strength is 
approximated to vary linearly with the total field, and it is oriented parallel to the 
respective magnetic field vector (perpendicular bias field plus in-plane field). Figure 
86 shows a comparison between experimental data and simulated results for sensor 
elements with similar marker coverage (two labels for the simulated system at the 
positions indicated in the red framed magnetization map). The TMR ratio is 
normalized to the lowest resistance recorded in each set of data. Just like observed 
in the respective experiments, there are also two different regimes for the simulated 
system which can be distinguished by the proximity of the applied bias to the 
switching field of the free magnetic layer. At sufficient distance, a reversible parabolic 
resistance increase with applied perpendicular magnetizing field is observed, the 
magnitude of which is comparable to the experimental data (see Figure 86 a). It 
originates from local reorientations of the free layer magnetization in the vicinity of the 
markers due to their dipolar stray fields (compare the magnetization maps with and 
without markers at maximum magnetizing field shown in Figure 86 a). Whereas the 
resistance increases linearly with applied magnetizing field in the experimental data 
at higher field magnitudes, the dependence is purely parabolic throughout the entire 
range of the magnetizing field for the simulated model system, which corresponds to 
the situation already observed in the case of GMR type sensors. Again, the reason 
for this deviation is probably found in the linear approximation of the dependence of 
the marker’s moment on the magnetizing field in the simulated model system (see 
chapter 5.4.2). 
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a) reversible regime 
b) irreversible partial switching 
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When the bias approaches the switching field of the free magnetic layer, irreversible 
partial switching is also induced in the case of the simulated model system (see 
Figure 86 b). As magnetization reversal takes place over a much larger field range 
(compare to chapter 6.4), the onset of irreversible switching is situated at smaller bias 
fields than for the real sensor system, but other than that, the simulated curve shows 
characteristics similar to the experimental data. As the magnetizing field is applied 
perfectly perpendicular in the simulated model system, it is clear that irreproducible 
switching is in fact stimulated by the presence of magnetic markers and not so much 
by a possible misalignment of the out-of-plane field. The magnetization map 
displayed in Figure 86 b) shows that the free layer starts to switch through a vortex 
structure in the upper left part of the simulated sensor. This modification is induced 
by the presence of magnetic markers as an uncovered reference sensor does not 
display such a partially switched configuration (see Figure 84 a). 
Still, at bias values sufficiently far from the switching field, the output signal of 
different TMR sensors depends linearly on the surface coverage of magnetic 
markers. This is shown in Figure 87 a) for two different values of the in-plane bias 
field. The magnetic markers (Bangs 0.86 µm microspheres) are directly spotted onto 
the surface of the sensor. Just like described in chapter 5.4.2, all measured TMR 
curves are adjusted for a time-dependent linear drift and a linear field-dependent 
contribution. Thereafter, the maximum TMR value (relative to the lowest recorded 
resistance of each measurement) is plotted versus the surface coverage of magnetic 
markers, which is again calculated by the image analysis procedure described in 
chapter 5.4.2. Uncovered sensor elements only contribute a total TMR ratio smaller 
than 0.04 % for both bias field values, which is indicated as reference level in Figure 
87 a). Out of the ten different sensor elements, there are two which show a signal 
inconsistent with the linear dependency shared by the other ones (data points 
shaded by a striped pattern in Figure 87 a). These are situated at the very edge of 
the sensor area, but do not show any vastly different magnetoresistive characteristics 
or a special arrangement of markers on their surface (like conglomerations at certain 
positions). Thus, it is hard to tell why they do not comply with the results shared by 
the majority of sensor elements. In any case, they are excluded in the linear 
regression to the data, which gives the following results for the two different bias 
fields: 
 
fitting function:  TMR(A) 0.04 %  c A
with A given in % of total marker surface coverage
no bias:                 c = 0.0406
bias = 800 A/m:    c = 0.0880
= + ⋅
 Equation 41 
 
The ratio of the two slopes is 2.17. As the reference signal is almost independent of 
the bias field at this range (see Figure 83), higher sensitivities are obtained for larger 
bias fields. This, however, is only true up to the onset of irreversible partial switching, 
which starts to occur at a bias field of about 1200 A/m for some of the elements on 
the sensor. 
Part b) of Figure 87 shows the response of our oommf model system to different 
numbers of Bangs 0.86 µm magnetic markers in dependence on the perpendicular 
magnetizing field. The case of two markers and the reference curve are already 
familiar from Figure 86 a), and as expected, the response to a single label lies in 
between those two curves at maximum magnitude of the magnetizing field (the 
position of the single label corresponds to the left marker position indicated in the 
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red-framed magnetization map of Figure 86 a). However, the shape of the single-
label curve is quite out of the ordinary, as the response is not symmetric to the 
polarity of the magnetizing field and has its minimum at +10 kA/m. This is probably 
attributed to the broken symmetry in this configuration, which causes the 
magnetization pattern to relax into a different local energetic minimum at zero field. 
By adding a second marker at the opposite position, the symmetry gets restored. For 
real small scale sensors, a dependence of the output signal on the actual position of 
the label has already been observed by simulating the marker’s stray field with a 
MFM tip (Ref. 118). Concerning future single molecule detection schemes, such a 
behavior has to be avoided, which can be achieved by modifying the sensor design 
and the detection scheme. For our large scale sensors, however, such effects are not 
observed due to the larger sensor size and the greater number of markers on its 
surface.   
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Figure 87: Dependence of the TMR signal on the surface coverage of magnetic markers 
a) experimental data for two different values of the in-plane bias field 
b) oommf simulation for zero, one and two markers on top of the model system 
 
An estimate of the minimum detectable number of Bangs 0.86 µm markers on the 
surface of a sensor element is obtained by assuming a limiting TMR ratio of 0.08 %, 
which is twice the maximum reference signal. From the linear regressions to the data, 
the corresponding surface coverage is shown in line 1 of Table 10. Line 2 displays 
the respective part of the total sensor area (1963 µm2) which is covered by markers, 
while line 3 represents the corresponding number of particles, which is calculated 
based on the average size of Bangs 0.86 µm markers (see Table 2). 
 
 no bias bias = 800 A/m 
surface coverage [%] 0.98 0.45 
surface area [µm2] 19.2 8.8 
number of markers 33 15 
Table 10: Estimate of the minimum detectable number of Bangs 0.86 µm markers 
 
 
6.5.2. Observation of the full free layer hysteresis curve 
 
The difficulties encountered with irreproducible switching for the perpendicular field 
method make it necessary to put the operational point of the sensor system at a bias 
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field well apart from the switching field of the free magnetic layer. Thus, the signal 
obtained from the stray fields of magnetic markers under those conditions is mainly 
attributed to the sensor response to fields perpendicular to its pinning direction, which 
is a much less sensitive configuration than for fields applied parallel to the pinning 
axis (compare to chapter 6.3). To make use of the large resistance difference 
associated with switching of the free magnetic layer, another type of measurement 
setup has to be employed. In fact, the stray fields of magnetic markers should 
influence the shape of the free layer hysteresis curve, provided they possess a 
sufficient magnetic moment. This is assured by applying a large constant out-of-plane 
magnetizing field, resulting in radially symmetric stray fields round the markers’ 
center positions within the free magnetic layer. Next, the in-plane minor loop is 
recorded for different values of the perpendicular magnetizing field. Compared to the 
method described in the previous chapter, full switching is achieved for every 
measurement, thus eliminating the irreproducible and uncorrelated partial switching 
processes induced by the perpendicular field in the prior setup. 
Due to the radial symmetry of the markers’ stray fields, no global shift of the 
hysteresis curve is expected for this measurement geometry. Nevertheless, the 
markers should cause distortions in the magnetization configuration of the free layer, 
thus requiring stronger in-plane fields to achieve saturation. Therefore, as sketched in 
Figure 88, the expected signal in this kind of measurement setup would be a shear of 
the minor loop. For a given marker coverage, the increase of the saturation field 
should be proportional to the strength of the out-of-plane magnetizing field (see 
black, blue and red curve). An increase of the marker coverage at a given 
magnetizing field, however, should leave the saturation field unchanged, since it is 
only governed by the maximum induced stray field strength. Instead, a higher marker 
coverage should lead to larger resistance modifications at any field in between the 
saturation states as a larger portion of the sensor area gets affected by the stray field 
induced magnetization changes (see green curve in Figure 88). Thus, a possible 
measurand for determining the surface coverage of magnetic markers on the sensor 
would be the relative resistance at the saturation field of the reference curve, which is 
also indicated in Figure 88. Since the markers only possess a negligible moment at 
the in-plane fields required to record minor loops, it should be possible to use a minor 
loop with no perpendicular bias applied as an intrinsic reference for each sensor 
element (whether covered by markers or not), thus eliminating possibly problematic 
comparisons between properties of different sensor elements. 
possible operational points 
for determining the marker coverage
TMR 
H
no perp. bias (reference) 
medium perp. bias 
strong perp. bias 
strong perp. bias 
and larger marker coverage 
Figure 88: Expected modifications of a minor loop branch under the influence of 
perpendicularly magnetized magnetic markers 
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Figure 89: TMR minor loops of different sensor elements with varying perpendicular bias field 
 
Figure 89 displays experimental data for different sensor elements covered by 
varying concentrations of Bangs 0.86 µm particles under the measurement 
conditions described above. According to Kerr microscopy on similar samples (not 
shown here), the switching mechanism for the free magnetic layer is given by the 
formation and propagation of stripe domains. Clearly, the minor loops of the 
uncovered reference element are essentially not affected by the presence of a 
constant perpendicular field, whereas the expected shearing is observed for marker 
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covered sensor elements (especially visible in the lower right graph). As the strength 
of the markers’ stray fields increases with rising magnitude of the magnetizing field, 
the saturation field at both ends of the hysteresis loop should also go up. Actually, 
this correlation is observed in most cases, which corresponds to similar TMR-type 
measurements on arrays of artificial labels (i.e. ferromagnetic dots, see Ref. 240). 
Still, there are measurements which are not in agreement (for example element 1 for 
positive values of the perpendicular magnetizing field). Furthermore, most minor 
loops depend strongly on the polarity of the perpendicular magnetizing field, which 
implies different switching behavior of the free magnetic layer for radial stray fields 
pointing inward and outward. And most importantly, it is impossible to extract a 
measurand from the data which is clearly correlated to the surface coverage of 
magnetic markers on the sensor. 
The same situation is observed for our model system, in which different numbers of 
Bangs 0.86 µm markers are positioned above the sensor element. They are 
assumed to be situated in the central area of the sensor, so that the distance 
between the free magnetic layer and the surface is set to 300 nm (see Figure 76). 
The magnetic moment of the markers is taken to behave like an ideal dipole with a 
value of 21 fAm2 at a magnetizing field of 40 kA/m (see Table 4). Its strength is 
approximated to vary linearly with the total field, and it is oriented parallel to the 
respective magnetic field vector (perpendicular bias field plus in-plane field). and it is 
oriented parallel to the respective magnetic field vector (perpendicular bias field plus 
in-plane field). Unlike for real sensor elements, the magnetization of the free 
magnetic layer of the model system switches through a double-vortex state. In case 
of an uncovered reference sensor, the simulated minor loop in the presence of a 
perpendicular magnetizing field is essentially identical to the one without the out-of-
plane field (see blue and black curve in Figure 90). As markers are added on top of 
the sensor, the field required to saturate the free layer magnetization increases, i.e. 
the minor loops experience a shear (see red and green curve in Figure 90). This is 
also visible by looking at the two simulated magnetization maps shown in Figure 90, 
which display the free magnetic layer at an in-plane field of 7.2 kA/m on the scan 
from negative to positive fields both for the reference sensor and the sensor with one 
marker on top (marker position indicated by circle on the second map). While the 
magnetization is already saturated for the reference sensor, a slight tilt remains in the 
vicinity of the marker as a consequence of its radially symmetric stray field that points 
towards the marker’s center position. 
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Figure 90: Simulated minor loops of the model system under different conditions  
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However, just like observed for the real sensor system, the relative resistance at the 
reference saturation field is not reliably related to the marker surface coverage, nor is 
any other characteristic feature of the minor loops. The reason for that lies most 
probably in the natural instability of magnetization switching processes, which are 
easily affected by minor variations of the initial conditions. These variations are 
caused by the markers’ stray fields, but, at least in the case of a limited number of 
large labels, it is not necessarily true that a greater number of disturbances 
automatically leads to continuous variations in the minor loop properties. Instead, 
magnetization switching is either induced or not, and for that, other factors like the 
position of the markers on the sensor could to be more important than their actual 
number. Thus, this measuring setup is not well suited to analyze the abundance of 
our types of magnetic labels. 
 
6.6. Conclusions 
 
A magnetoresistive sensor on TMR basis is developed which covers a circular area 
with a diameter of 50 µm. A chip consists of over two hundred individual sensor 
elements, each of which is capable of detecting one specific DNA sequence. The 
area of a single sensor element is chosen according to the active area of the GMR 
type biosensor. 
In order to detect magnetic microspheres, different measurement schemes are 
applied. The only conditions under which signals proportional to the surface coverage 
of magnetic markers are recorded is the perpendicular magnetizing field method at 
sufficient distance of the in-plane bias field to the switching field of the free magnetic 
layer. In this case, a linear dependence of the TMR ratio on the surface coverage of 
magnetic markers is observed, and a minimum number of about 20 magnetic 
particles can be detected with this type of sensor. 
In order to effectively employ TMR type sensors for the detection of magnetic labels, 
the sharp switching characteristic of the current design should be replaced by double 
exchange biased junctions with the pinning directions oriented perpendicular to each 
other, for example. In such a device, there is no sharp irreversible transition, and the 
entire magnetoresistance range of the sensor can be employed for the detection of 
magnetic markers. Currently, this route is followed by colleagues within our research 
group. 
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As shown in chapter 5.4 and 6.5, both GMR and TMR type magnetic biosensors 
produce signals which depend linearly on the coverage of magnetic markers on the 
surface of a sensor element. In this chapter, the response and applicability of both 
biosensor types is compared. 
Figure 91 displays the response of both GMR and TMR based sensor elements to 
global unidirectional in-plane fields. In part a), the magnetoresistance curves are 
plotted, whereas part b) shows a comparison of the corresponding sensitivities (i.e. 
the field derivatives of the magnetoresistance curves). Clearly, the TMR based 
sensor displays sharp sensitivity peaks of up to 0.3 % resistance change per A/m 
when the free magnetic layer switches its magnetization direction between parallel 
and antiparallel alignment to the pinning direction (blue curves). However, as 
demonstrated in chapter 6.5.1, it is not possible to actually use such a switching 
process for the detection of magnetic markers in our sensors, so the relevant 
sensitivity range for TMR type sensors is given more by its response to fields applied 
perpendicular to the pinning direction (black curves). In this configuration, the 
maximum sensitivity values are about two orders of magnitude lower (around 3 % per 
kA/m) and become comparable to the ones obtained for our GMR type sensor 
systems (red curves). 
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Figure 91: Comparison of the response of TMR and GMR sensor elements to unidirectional 
global in-plane fields 
a) magnetoresistance ratio 
b) sensitivity 
 
However, as the TMR type sensors are operated at an in-plane bias field that results 
in almost maximum sensitivity in the perpendicular field direction (see chapter 6.5.1), 
their response to magnetic markers is still larger than for GMR type sensors, for 
which most measurements are taken at zero in-plane bias field due to practical 
considerations (see chapter 5.4.2). This is demonstrated in Figure 92, which 
compares the response of exemplary GMR and TMR type sensor elements to an 
approximately equal surface coverage of Bangs 0.86 µm magnetic markers (the 
corresponding sensor elements are shown at identical scale in the electron 
micrographs of Figure 92). Both signal responses are compensated for drift and 
asymmetry according to the description in chapter 5.4.2 and constructed as 
differential measurements by subtracting the response of an uncovered reference 
sensor. The same is true for the displayed reference curves, which show the 
differential response of two uncovered GMR and TMR type sensor elements, 
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respectively. The magnetoresistance effects are normalized to the original resistance 
state at zero perpendicular field for each sensor type. For the TMR type sensor, 
measurements are taken at an in-plane bias field of 800 A/m (compare to chapter 
6.5.1). Due to the smaller total current in the TMR setup, the noise level is slightly 
higher, resulting in a little larger total reference XMR effect (0.0127 % compared to 
0.0075 % for the GMR reference curve). Still, as the magnitude of the TMR sensor 
response to magnetic markers is about 3.6 times larger than for the GMR sensor, the 
sensitivity ratio (total signal normalized to the corresponding reference effect) 
reaches a value of about 32 for the TMR sensor and only approximately 15 for the 
GMR type sensor at this coverage of magnetic markers. Thus, our TMR sensor 
design is about twice as sensitive as our GMR type sensor under the applied 
measurement conditions. 
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Figure 92: Comparison of the response of TMR and GMR type sensor elements to an 
approximately equal surface coverage of Bangs 0.86 µm magnetic microspheres 
 
Still, due to the limitations of the applicable measurement regime (see chapter 6.5), 
our TMR type sensors are not that much more sensitive as implied by the huge 
sensitivity to global in-plane fields parallel to the pinning direction (see Figure 91). As 
GMR type sensors are much easier to fabricate, allow the application of higher 
currents, are more robust to harsh environmental conditions and effectively show a 
comparable sensitivity, they are chosen as the most prominent sensor type for gene 
expression type experiments, which require the simultaneous large scale detection of 
different DNA sequences at relatively high concentrations well beyond the single 
molecule regime. Here, the required sensor size is of the order of a typical probe 
DNA spot, which can be realized easily by suitable GMR type sensor designs, and 
corresponding molecular detection experiments are described in chapter 1. 
While GMR type sensors are best applied for large scale molecular detection 
experiments, TMR sensors can be used for the detection of single molecules, which 
presents the ultimate objective both for medical and biotechnological applications as 
well as fundamental research. For magnetic biosensors, the goal of single molecule 
detection corresponds to the requirement of resolving the presence of single 
magnetic markers. This can be accomplished by shrinking the size of the sensor to 
the dimensions of the relevant labels (Ref. 109), i.e. to the sub-µm size scale. In this 
regime, it becomes increasingly demanding to build GMR type sensors with sufficient 
resistivity to allow an easy readout of the signals, which is due to the highly 
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conductive all-metallic structure of this sensor type and the resulting low resistance. 
Contrary, the resistance of TMR type sensors increases with decreasing area of the 
tunneling barrier, and elements with a resistance in the kΩ range have been 
demonstrated at sub-µm length scales for MRAM applications (Ref. 241). Thus, an 
ideal type of magnetic biosensor would consist of an array of small TMR sensor 
elements which give a logical yes/no type of output signal, depending on whether a 
single magnetic marker is present at the surface or not. By combining such sensors 
with small ferromagnetic labels in an in-plane sensing geometry (see chapter 3.3), it 
would be possible to actually use the large signals obtained from the switching of the 
free magnetic layer in single-pinned TMR junctions to generate this type of logical 
output signal. Combined with on-chip manipulation of molecules via magnetic 
gradient fields applied to their labels, such a system presents a very promising path 
towards the control of single molecules. 
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8.1. Outline of the experiment 
 
In order to test the capability of our magnetoresistive biosensor, a comparison 
experiment with standard fluorescent DNA detection is carried out. Important 
questions in this respect are the biological sensitivity to small amounts of DNA and 
the dynamic range of the sensor, i.e. the difference in DNA concentration between a 
minimum detectable signal and saturation of the sensor. 
To ensure a meaningful comparison, both the magnetoresistive sensor and the 
fluorescent chip have to be treated as identical as possible. Due to the better 
suitability for the detection of bulk amounts of DNA, our GMR-type magnetoresistive 
biosensor is employed. As fluorescent chip, a standard glass slide from TeleChem 
(Ref. 242) is used and coated with the same polymer layer as the magnetoresistive 
sensor (see chapter 4.2). Thus, the active surfaces of both devices are identical. 
In a standard application, the concentration of probe DNA is chosen to be very large, 
so that little amounts of analyte DNA molecules find as many hybridization sites as 
possible. However, to test our sensor system it is more convenient to vary the 
concentration of the probe DNA on the chip down to small numbers and keep the 
concentration of the analyte DNA at a constant high level. In contrary to the standard 
method, such a procedure allows the simultaneous detection of various DNA 
concentrations of the same test sequence with only one sensor chip. Apart from 
being less intricate, it also enhances the comparability, since variations in the 
properties of different sensor chips or slightly varying binding and hybridization 
conditions are excluded. 
Different concentrations of double stranded PCR-amplified DNA sequences with a 
length of 1 kb are used as specific probe, while the unspecific probe consists of 
double stranded salmon sperm DNA of the same length in a single but much larger 
concentration (see Table 11). In this experiment, the probe DNA spots are deposited 
onto the surface with a hand-held precision pipette. The total volume per spot is 0.2 
µl, and it disperses to spot diameters of about 1 mm. The resulting total number of 
probe DNA strands within each spot is calculated from the molar mass of double 
stranded 1 kb DNA (about 660 kg/mol; Ref. 150). Assuming a homogeneous 
distribution within the spot, the number of probe DNA strands on the surface of a 
single sensor element of the magnetoresistive chip is calculated by comparing its 
surface area with the DNA spot size. 
 
 concentration molarity # DNA-strands per 
spot 
# DNA-strands per 
sensor element 
specific spot A 10 ng/µl 15 nM 1.9e9 9.1e6 
specific spot B 2.0 ng/µl 3.0 nM 3.7e8 1.8e6 
specific spot C 400 pg/µl 600 pM 7.3e7 3.6e5 
specific spot D 80 pg/µl 120 pM 1.5e7 7.3e4 
specific spot E 16 pg/µl 24 pM 3.1e6 1.5e4 
unspecific spot F 100 ng/µl 150 nM 1.9e10 9.1e7 
Table 11: Probe DNA concentrations employed in the comparison experiment 
 
After deposition of the spots onto the surface, the probe DNA is immobilized and 
remaining coupling sites are inactivated according to the procedure described in 
chapter 4.2. In the next step, single stranded biotin-labeled (5´ and internal) analyte 
DNA complementary to the specific probe DNA is hybridized at a concentration of 10 
ng/µl by incubation in a 35 % formamide solution including detergents (0.2 % SDS, 
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0.1 % Sarkosyl, 0.05 % Tween 20) at 42°C for 12 hours. Subsequently, non-
hybridized analyte DNA is removed by washing. 
Only at this stage, as the markers are being added, the magnetoresistive biosensor 
and the fluorescent chip are treated differently. In the case of the magnetoresistive 
biosensor, streptavidin-coated Bangs 0.35 µm microspheres are bound to the biotin-
labeled analyte DNA in a neutral solution at a mass concentration of 1 % for one hour 
at 37°C. Afterwards, unspecifically bound magnetic markers are washed away. For 
the fluorescence chip, Cy3 streptavidin markers are coupled to the biotin-labeled 
analyte DNA. 
 
8.2. Comparison of the signals 
 
The fluorescence of bound Cy3 markers on the glass chip is measured with a 
commercial laser scanner (Scan Array 4000, Perkin Elmer). Its sensitivity is adjusted 
to almost saturation for the highest specific DNA concentration, and the resulting 
images are shown in Figure 93. The fluorescence of each spot is taken relative to the 
average intensity of the unspecific DNA spots. For every specific probe DNA 
concentration, the average relative fluorescence of 7-8 spots and the corresponding 
standard deviation are calculated, the results of which are also displayed in Figure 
93. 
specific spots A:  6.8 ± 0.3 
 
 
specific spots B: 3.5 ± 0.6 
 
 
specific spots C: 1.8 ± 0.3 
 
 
specific spots D: 1.8 ± 0.3 
 
 
specific spots E: 1.2 ± 0.1 
 
 
unspecific spots F 
 
Figure 93: Fluorescent images from the glass chip and average intensities relative to 
unspecific average signals 
 
The situation for the magnetoresistive biosensor is illustrated in Figure 94. The probe 
DNA spots are targeted over the rows of sensor elements, and each spot covers at 
least 2-3 sensor elements which are situated in central spot regions. Those sensor 
elements are chosen for measurement and contacted via Au-wire-bonding (Figure 94 
a/b). The surface coverage of magnetic markers (white dots) is vastly different for 
specific and unspecific probe DNA spots. For example, it reaches 18 % for the 
sensor element underneath specific spot C (Figure 94 c), but only 0.2 % for the 
sensor element below the unspecific probe DNA spot of very large concentration 
(Figure 94 d). The unspecific marker coverage is identical to the background outside 
of the probe DNA spots. Some sensor elements in those regions are also contacted 
for reference purposes. Since no completely uncovered regions are present on the 
chip, these sensor elements determine the reference signal. 
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Figure 94: Magnetoresistive biosensor after binding of magnetic markers 
a) overview 
b) close-up of specific spot B 
c) sensor element covered by specific spot C 
d) sensor element covered by unspecific spot F 
 
For each sensor element, the dependence of the output signal of the differential 
amplifier on the perpendicular magnetizing is taken relative to a reference sensor 
element with the setup described in chapter 2.8. As explained in chapter 5.4.3, a 
single value is obtained from this set of data by taking the maximum output signal 
difference. Just like shown before, the original differential data is compensated for 
drift and asymmetry before calculating the maximum output signal difference. These 
measurements and calculations are carried out six times for all contacted sensor 
elements. Since at least two different sensor elements belong to the same probe 
DNA concentration, the effective signal for each probe DNA concentration is the 
average of no less than 12 different measurements. Additionally, the standard 
deviation is calculated from the difference of the individual measurements to the 
average signal for each probe DNA concentration. 
In order to compare the data from the magnetoresistive biosensor to the fluorescent 
detection method, the average signals of each probe DNA concentration are 
normalized to the average signal of the unspecific probe DNA sensor elements. 
Along with the data from the fluorescent chip and the corresponding standard 
deviations, those relative sensitivities are plotted over the corresponding probe DNA 
concentration in Figure 95. Apparently, both methods are sensitive to the whole 
range of probe DNA concentration, ranging from 16 pg/µl to 10 ng/µl, i.e. almost over 
a range of three orders of magnitude. At the high concentration region, both sensor 
types are saturated, whereas the sensitivity at the lower end is limited by unspecific 
signals. However, in the case of the magnetic biosensor, the density of bound 
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markers within unspecific probe DNA spots is the same as in regions outside of the 
DNA spots. Contrary to that, there is some additional background signal within the 
unspecific probe DNA spots in the case of fluorescent detection, which decreases the 
relative sensitivity. Therefore, in this experiment the sensitivity of the magnetic 
biosensor is superior to fluorescent detection at low probe DNA concentrations, for 
example by a factor of 2.7 at 600 pg/µl. 
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Figure 95: Relative sensitivities of the magnetoresistive biosensor and the fluorescent chip 
 
Table 12 displays the total efficiency of analyte DNA hybridization and marker binding 
to immobilized probe DNA. At each concentration, the value is calculated from the 
average total marker coverage on the respective sensor elements (analyzed by SEM 
image analysis, see chapter 5.4.2), the average size of the employed markers (see 
Table 2), and the estimated number of probe DNA strands (see Table 11). At the 
lowest specific DNA concentration, a total binding efficiency of about 13 % is reached 
at the described circumstances of incubation time etc. This percentage could be 
improved by employing a piezo-spotter for more homogenous probe DNA spots and 
by using smaller markers to reduce steric problems. With increasing probe DNA 
concentration, the fraction of successful binding becomes smaller, as the marker 
coverage is getting closer to saturation. Because the marker coverage for spots A 
and B is already almost identical, saturation of marker binding is reached in the probe 
DNA concentration range from 0.6-3.0 nM. 
 
 marker coverage [%] # of markers per sensor binding efficiency [%] 
specific spot A 43.0 17200 0.19 
specific spot B 42.7 16920 0,94 
specific spot C 23.4 9360 2,60 
specific spot D 13.3 5320 7,29 
specific spot E 4.9 1960 12,8 
unspecific spot F 0.2 80 0,000088 
Table 12: Binding efficiency of analyte DNA and markers at the different probe DNA 
concentrations 
 
The stationary marker surface coverage at higher probe DNA concentrations is one 
reason for the saturation of the magnetic biosensor’s sensitivity observed in Figure 
95. However, Figure 96 shows that also the dependence of the total output signal on 
the surface coverage of DNA-bound magnetic markers deviates from the straight line 
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observed for direct placement of markers onto the sensor elements (see chapter 
5.4.3). Contrary to this previous set of data, the signals from markers that are 
immobilized to the surface by specific binding to the analyte DNA’s biotin groups 
already saturate at medium surface coverage. The fitting of a straight line (red line in 
Figure 96) has been replaced by an asymptotic growth fitting function for the 
dependence of the output signal sig on the marker surface coverage A (values in %) 
according to: 
 ( A / bsig(A) 30mV a 1 e−= + −   Equation 42 
 
Like before when linear fitting was applied, the constant level of 30 mV corresponds 
to the reference output at zero coverage. For b>0, the fitting function of Equation 42 
results in an asymptotic level of 30mV+a for A → ∞. Its application to the data for 
bound markers gives the following values of the fitted parameters a and b 
(corresponding function shown as blue curve in Figure 96): 
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Figure 96: Comparison of the absolute differential signals of the magnetic biosensor to the 
measurements obtained previously for directly added magnetic markers 
  
Saturation of the sensor signal at a sufficient surface coverage of magnetic markers 
is a natural and expected feature which is attributed to partial stray field 
compensation as the spheres of influence of adjacent markers start to overlap (see 
chapter 3.2.2.2). However, the question remains why this behavior is not observed in 
the investigated coverage range when magnetic markers are directly put on top of the 
magnetoresistive sensor. A comparison of the exemplary electron microscope 
images displayed in Figure 96 shows that the distribution of markers in the two cases 
is vastly different. While they are distributed evenly as single labels or small clusters 
when coupled to analyte DNA, they tend to form large localized batches when 
spotted directly onto the sensor. If they were forming a monolayer in these batches, 
the resulting signal should be even smaller than the one observed for DNA-coupled 
markers, as stray field overlapping would play an important role in that case. 
However, as the measured signal is much larger, the only conclusion is that the 
batches actually consist of more or less intense piles of markers which possess an 
increased magnetic moment density comparable to larger markers (see for example 
the signals of the larger Bangs 0.86 µm particles in Figure 65). In the red-framed 
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image displayed in Figure 96, this can actually be seen from the varying electron 
backscattering intensities, which translate into differing ‘layer’ thicknesses of markers 
at different spots within the batches. Still, the presented image is only an extreme 
case, and most of the other sensor elements from the data sets displayed in Figure 
65 show a more uniform marker distribution. In fact, the signals obtained from the 
Chemagen particles (red data in Figure 65) could also be interpreted in terms of an 
asymptotic growth function, so this behavior is also detectable for markers that are 
directly dropped onto the surface. In particular, no significant piling of any marker 
type can be observed for smaller coverage values by SEM analysis, which can also 
be seen by the good agreement of the initial slopes of the two fitting curves displayed 
in Figure 96. Thus, while the actual sensor response curves are best accessed by 
specifically binding the markers to the surface, the analysis carried out in chapter 
5.4.3 remains valid nonetheless. 
In order to estimate the onset of sensor saturation and explain the form of the 
asymptotic growth function, a simple 1dim model is assumed in which the average in-
plane stray field magnitude in between two markers (Bangs 0.35 µm type) is 
calculated for varying distance between them according to Equation 2 with d = 415 
nm (see Table 5). In Figure 97 a), the individual stray fields (black and blue curves) 
and their sum (red curves) are shown for two different spacings between them 
(magnetic moments pointing downwards with a value of 0.75 fAm2, see Table 4). Due 
to symmetry, the sum is always zero in the middle between the markers. However, 
the average magnitude strongly depends on their spacing, which is shown in Figure 
97 b). For each distance D between the markers, the average field magnitude Hav in 
between is calculated according to: 
 
D
av
0
1H (D) dx H(x) H(D x)
D
= +∫ −   Equation 43 
  
The summation is carried out with the help of a MATLABTM program for the two 
stepsize values dx indicated in Figure 97 b). The respective results show the same 
dependence and only differ within the shaded area, which marks forbidden values 
with D smaller than the microsphere diameter. Thus, the stepsize is chosen small 
enough to guarantee numerical accuracy. Hav shows a minimum for D = 0.47 µm, 
which is also one of the two configurations displayed in Figure 97 a). In this case, a 
large proportion of the distance between the microspheres is affected by stray field 
compensation as there are three different points at which cancellation takes place. 
Increasing the separation from the minimum at D = 0.47 µm results in larger average 
field magnitudes up to a maximum at D = 1.20 µm as their mutual interference 
decreases and the sum approaches the form of two independent particles (see the 
other case displayed in Figure 97 a). From there on, Hav decreases again with 
increasing separation due to the growing proportion of almost unaffected space in 
between. 
On the grounds of this model, sensor saturation should be expected at an average 
distance between the markers of 1.20 µm, and the response should even decrease 
at higher loadings. Assuming a regular hexagonal arrangement of the labels on the 
sensor (see inset of Figure 97 b), a total number of three markers with radius r would 
be situated in a hexagonal unit cell with base length R, resulting in an absolute 
surface coverage Aabs of: 
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2
abs
2 rA
R3
π  =      Equation 44 
 
Taking the distance with maximum average field magnitude in the 1dim model as an 
approximation for the respective base length in the 2dim hexagonal arrangement, 
saturation should already be reached at a surface coverage of 7.7 % within this 
description (r = 0.175 µm and R = 1.20 µm). Clearly, this is not the case even for 
markers specifically bound to DNA, for which saturation is reached around 40 % 
coverage (see Figure 96). This is a little less than half the maximum absolute 
coverage of about 91 % for closely packed spheres in an hexagonal configuration 
(i.e. R = 2r in Equation 44). Furthermore, the implied decrease of the sensor signal 
for coverages higher than the saturation state is also not observed, the reason of 
which is probably found in the large size distribution of the real particles. Anyhow, it is 
clear that a description which only relies on the in-plane stray field magnitudes is not 
sufficient to explain the observed asymptotic growth function. Because the model 
does not take into account the reaction of the sensor to the induced stray fields, this 
may not be too surprising. Effectively, a meaningful description has to include 
micromagnetic modeling of the sensor, which has been presented in chapter 1 and 1. 
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Figure 97: Effective in-plane stray field components in between two Bangs 0.35 µm markers 
a) Absolute stray fields for a marker positioned at the origin (black curve) and another one 
further down the x-axis (two positions shown, blue curves). The markers’ magnetizations and 
their positions (to scale) are also shown. The red curves indicate the sum of both stray fields in 
between the markers. 
b) Integrated average stray field magnitude in between two markers as a function of spacing. 
The shaded area marks the minimum distance (markers are touching), and the inset visualizes 
the marker coverage at maximum stray field magnitude. 
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9. Summery and Outlook 
 
In the future, easy-to-use portable lab-on-a-chip devices are expected to take over 
many of today’s standard laboratory tasks in biomedicine and even open up 
completely new fields of application. For those systems, a molecular detection unit is 
required that is sensitive, versatile but easily automated and also integrable with 
standard CMOS technology. These requirements are hardly met by traditional 
molecular detection methods like fluorescence, but by combining magnetic labels 
with magnetoresistive sensing technology, it is possible to fulfill those conditions and 
even go beyond them. In this thesis, a possible approach towards that end is 
demonstrated, and the signals from various magnetic biosensor types are 
investigated in detail for the first time. 
A summary of the necessary properties of magnetic labels for magnetoresistive 
biosensor applications is presented. Those requirements are mostly met by 
commercially available magnetic microspheres, which were initially introduced to 
separate desired molecules from an arbitrary bulk solution. Different types of 
microspheres are investigated concerning their molecular recognition to surface-
immobilized labeled DNA, which leads to the conclusion that smaller particles are 
better suitable in this respect. Furthermore, the magnetic properties of different 
microsphere types are analyzed. Though smaller particles do produce less magnetic 
moments, their overall stray field efficiency is still comparable to larger markers as 
more labels fit onto a given sensor area. Here, we identify and evaluate the essential 
measurands and come to the conclusion that it is advantageous to use smaller 
markers due to their better binding capabilities at surfaces. Even though 
superparamagnetic microspheres are a good starting point, they do not yet represent 
the most ideal labels thinkable for magnetic biosensor applications. These could be 
ferromagnetic nanoparticles, the potentials of which are also discussed briefly. 
Another crucial part of a successful magnetoresistive biosensor is its interface to the 
biological solutions. It has to guarantee reliable protection of the sensors at a 
minimum thickness for maximum sensitivity. At the same time, tight immobilization of 
large amounts of probe DNA strands has to be assured. In this work, we developed a 
novel SiO2 / polymer bilayer with unrivaled thinness that gives consistent protection 
and proves to be superior to a plain glass surface in terms of probe DNA 
immobilization. 
With regard to the actual magnetoresistive sensor, numerous designs based both on 
GMR and TMR are fabricated, characterized and tested with respect to their 
response to different types of magnetic labels. For the first time, the relevant signals 
are analyzed systematically under various conditions, and the results are 
strengthened qualitatively by micromagnetic simulations based on the oommf 
simulation code. Under suitable measurement conditions, both sensor types exhibit a 
response that depends linearly on the surface coverage of magnetic labels, which 
guarantees their usability as detectors of the abundance of label-bound analyte DNA 
in biosensor applications. For higher coverage levels, saturation of the sensor signals 
is observed and discussed within a stray field based model. 
Furthermore, the two different sensor types are compared with respect to their 
sensitivity and applicability. As the possible measurement regime of the presented 
TMR sensor type is limited to reversible processes that prevent hysteretic behavior of 
the free magnetic layer, its actual sensitivity for the detection of magnetic labels is 
comparable to GMR type sensors. Since GMR type sensors are also more robust 
and easier to fabricate, they are chosen as the most prominent sensor type for the 
detection of relatively high concentrations of different DNA sequences, which 
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requires large-area sensors with sizes comparable to typical probe DNA spots. 
Contrary, due to their better scalability, TMR sensors are best employed for single 
molecule type experiments that require sensor areas in the range of the size of the 
employed magnetic labels. 
In this work, we are also the first to present a comparative DNA detection analysis of 
our GMR type magnetic biosensor to a standard fluorescent detection method. In 
order to ensure maximum comparability, the procedures for both sensor types are 
carried out identically up to the addition of the relevant labels. As a result, both 
biosensor types are sensitive to the whole employed DNA concentration range 
(almost 3 orders of magnitude from 24 pM to 15 nM), with the signals limited by 
sensor saturation at the upper end and by sensitivity restrictions at the lower end. 
Still, the background signal for unspecific reference sequences is much smaller for 
the magnetic biosensor, resulting in a better sensitivity at low DNA concentrations. 
Thus, in addition to its intrinsic advantage of easy integration into portable devices 
and the compatibility with standard CMOS processing, magnetic biosensors can also 
compete with respect to biological sensitivity. Therefore, they are an ideal candidate 
for the detection units of future lab-on-a-chip devices. 
Another advantage of magnetic biosensors is the possibility to manipulate molecules 
by applying forces onto their magnetic labels. These forces can be generated as 
magnetic gradient fields by on-chip current lines, which is especially important with 
respect to single molecule detection as transport by diffusion is no longer a practical 
option at those dilutions. By combing small TMR sensor elements in a dense MRAM-
type arrangement with magnetic nanoparticles as labels and on-chip manipulation, a 
universal magnetic biochip could be realized that would be programmable to perform 
many different tasks. Currently, scientists from our research group are moving 
towards this vision. 
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