Cases where the derivative of a boundary value problem does not exist or is constantly changing, traditional derivative can easily get stuck in the local optima or does not factually represent a constantly changing solution. Hence the need for evolutionary algorithms becomes evident. However, evolutionary algorithms are compute-intensive since they scan the entire solution space for an optimal solution. Larger populations and smaller step sizes allow for improved quality solution but results in an increase in the complexity of the optimization process. In this research a population-distributed implementation for differential evolution algorithm is presented for solving systems of 2 nd -order, 2-point boundary value problems (BVPs). In this technique, the system is formulated as an optimization problem by the direct minimization of the overall individual residual error subject to the given constraint boundary conditions and is then solved using differential evolution in the sense that each of the derivatives is replaced by an appropriate difference quotient approximation. Four benchmark BVPs are solved using the proposed parallel framework for differential evolution to observe the speedup in the execution time. Meanwhile, the statistical analysis is provided to discover the effect of parametric changes such as an increase in population individuals and nodes representing features on the quality and behavior of the solutions found by differential evolution. The numerical results demonstrate that the algorithm is quite accurate and efficient for solving 2 nd -order, 2-point BVPs.
Introduction
Several evolutionary algorithms have been presented in recent years because of the huge success achieved in finding an optimum solution to problems for which traditional derivative-based methods fail. In the case where a derivative of the problem does not exist or is constantly changing, the traditional derivative solution can easily get stuck in the local optima or does not factually represent a constantly changing solution. To find a quality solution for such problems, derivative-free techniques are used such as genetic algorithms (GAs), genetic programming (GP) etc. Genetic or Evolutionary algorithms use a metaheuristic approach to find an optimum solution to a given problem by -218 10.2478/jaiscr-2019-0004
generating a large population of individuals in the possible solution space. However, due to an increase in complexity and number of evaluations of the objective function required to reach a termination criterion, its application to complex problems or larger search spaces result in excessive algorithm runtimes. To solve this problem, distributed evolutionary algorithms (dEAs) [1, 2] were introduced to speed up simple evolution-based computation strategies. Differential evolution (DE) provides such a genuine heuristic and is used for global optimization in a variety of real-world problems in both discrete and continuous domains [3, 4] . Differential evolution is a multi-point, derivative-free approach of scanning a solution space for global optimization [5] introduced by Price and Storn in 1995 . Like all other evolutionary algorithms (EAs), DE performs population-based optimization targeting the starting point problem by sampling the fitness function at randomly chosen multiple initial points. However, DE is compute-intensive since it scans the entire solution space for an optimal solution. The fact that in classic DE algorithm and its proposed variants, each individual in the population is not compared against all the individuals in the current population, but only against its counterpart in the current population which replaces if better fitted, is a very important characteristic concerning the parallelization of the DE algorithm. This feature has been exploited and successfully applied in numerous real-world application areas such as large scale multi-criteria and multi-population optimization problems [6, 7, 8] , digital filter design [3] , industrial system design [9, 10] , computational systems biology [11] , gene regulatory networks [12, 13] , identification of experimental data [14] , transmission systems [15] , designing task scheduler for parallel operating systems [16] etc. Numerous distributed architectures have been proposed for specified real-world applications to cater for this computation intensive problem. In terms of Flynn's taxonomy [17] , the parallelization of an evolutionary algorithm can be made at one of the following levels: objective function evaluation level (master-slave model), population level (multi-population model, called also an island model or migration model) and elements level (cellular model). The cellular model leads to finegrained parallelization while the former two models lead to coarse-grained parallelization. Two main architectures [18] considered advantageous for parallel computation of the Differential Evolution algorithm are first a population distribution strategy which results in a significant reduction in processing time but with near-optimum solution accuracy. Second, an island topology, that provides a significant improvement in finding the optimum solution as the search space is increased due to the introduction of more islands and each island is configured with a different initial seed. But the ring topology was unable to provide any significant improvement in the computation time. Hence, both architectures suffer a trade-off in accuracy in finding an optimal solution and the computation time.
In 2006, Ntipteni et al. [19] developed an asynchronous parallel Differential Evolution framework for a cluster of computers in Windows environment using master-slave architecture. The information of current population is stored in a common folder. Every population individual evolves on a separate machine independent from the rest of the population and updates the information stored in the common global variable. The procedure is tested in two airfoil optimization problems and the parallel code is compared to a serial one, with respect to the convergence behavior, the quality of the optimum solution and the total computation time. Zaharie et al. [6] proposed a coarse-grained parallel architecture for an adaptive differential evolution algorithm based on the multi-population random connection topology. The results show a significant speedup for parallel execution on the cluster and the global optimum is found with a higher probability even if more than one local optimum exist in the solution space. Recently, Fateh et al. [20] presented a nature-inspired framework for solving second order two-point boundary value problems (BVPs) using Differential Evolution (DE). They evaluated the method using five benchmark boundary value problems in linear and nonlinear regime of BVPs and reported a marked improvement in the quality and precision of their solution. The authors conclusively suggested that a reduction in error can be further achieved by increasing the number of nodes and/or the accuracy of derivative approximation techniques. While smaller step size yields more accurate answers, it entails higher computational cost. Hence, in this work a multi-core implementation based on master-slave [18] configuration for Differential Evolution algorithm is presented and tested for selected 2 nd order 2-point BVPs. Populationdistributed models include master-slave, island, cellular, hierarchical, and pool models, which parallelize an optimization task at population, individual, or operation levels. An increase in the size of the population or features impairs the performance of boundary value problems (BVPs) in terms of application to real-world scenarios. To solve this problem a population-based [1, 21] parallelization scheme has been implemented using a fine-grained master-slave architecture as shown in Figure 2 . The algorithm defines population as a single global data storage variable. The fitness of individuals and the genetic operations are carried out by the slave machines in parallel. Each machine updates one population individual in any two consecutive generations. The features of the proposed framework are: Scalability for complex system modeling i.e. higher number of nodes (small step-size), ability to search highly accurate solutions in reduced time and adaptability to different objective functions for different benchmark BVPs. Population-distributed highperformance implementation of the proposed algorithm is done using MATLAB R ⃝ parallel computing toolbox. A performance evaluation is conducted on 4 selected benchmark BVPs to show the solution accuracy of the proposed method. Finally, the runtime for sequential program is compared with the multicore implementation on a standalone machine to assess computational efficiency.
The paper is organized as follows: Section 1 gives a summary of the previous work done to achieve computational efficiency. Section 2 describes the methodology and architectural framework used for the proposed PDDE algorithm. Section 3 presents achieved results and a discussion on the benefits realized through efficient implementation of Differential Evolution. Section 4 concludes the research work with some possible future extensions.
Population-Distributed Parallel Differential Evolution
Population-Distributed parallel Differential Evolution (PDDE) employs fine-grained parallelism in which each individual and competing mutated vector is assigned to a different processor and the fitter individual is correspondingly updated in the global population matrix by each processor. The result of each generation depends upon the population matrix gathered from the previous generation hence parallelism is rather achieved with distribution of population individuals on numerous processors than on generations.
The solution for BVPs is based on fitness function that approximates second-order derivatives and consequently, the error decrements follows O(h 2 ) process. A vector population is generated such that the allowed parameter region is entirely covered. All vectors are indexed according to the number of generation because each of them must compete against the previous and maybe next generation too if selected. The vector subscripts in the following description represent first the number of generation to which the vectors belong and the row index in the population and trial matrix. The initial unevolved population generated is indexed 0 0 0 and the one after first evolution is indexed 1 1 1 so on until the final generation n n n. Two vectors u u u 01 and v v v 01 are randomly selected from the initial vector population. s s s 01 is a third randomly picked vector different than u u u 01 and v v v 01 which yields the trial vector t t t 01 using the weighted sum and mutation factor (β = 0.5) and placed at row number 1 1 1 in the trial matrix. Similarly, u u u 02 , v v v 02 and s s s 02 are generated anew and t t t 02 is the trial vector that constitutes row number 2 2 2 in the trial matrix until there is a separate mutated trial vector generated to compete with every population individual. Now the competing initial population matrix and mutated trial vector ma-trix are distributed for the crossover, fitness calculation and replacement operation. The trial vector t t t 01 competes with vector 1 1 1 of the population based on fitness value on processor 1 1 1. t t t 02 competes against vector no. 2 2 2 of the population on processor number 2 2 2. Two operations can then occur at every processor: replacement or survival. Each processor updates the corresponding vector in the population matrix according to the fitness value comparison. Hence in the current hardware resource scenario, 8 processors make updates to the population matrix simultaneously. A new evolved population matrix enters the next generation and a corresponding trial matrix is generated again. This process terminates if the termination criteria are met (fitness, number of generations etc.). The method is described stepwise as follows: 
Population Initialization
Initial population is generated using the boundaries for the given possible solution space. Mixedtype population initiation scheme is chosen here for all benchmarks due to its competitive nature [20, 21] . A mixed-type population is defined as half of the number of individuals generated through tangent-hyperbolic function and rest half generated using modified Gaussian function. Using the given initial and final boundary values for all tested BVPs, the mixed-type population matrix is generated as
where,
and
Trial Matrix Generation
A matrix of trial vectors using current to best mutation strategy with scaling factor as β = 0.5 and each trial vector calculated as
In 3 'i' is the number of current generation and 'j' is the row index for every vector t i j in the trial matrix (total number of rows in the trial matrix equals the number of population individuals), s i j , u i j and v ji are randomly picked vectors from the feasible solution space in any given generation.
Scatter Population
The multicore implementation uses 'parfor' directive from the MATLAB R ⃝ Parallel Computing Toolbox to divide and assign one population individual and one trial vector to each core. Hence the distributed algorithm utilizes all cores and calculates the next generation population matrix by iterating over all individuals in the population.
Crossover
Exponential crossover is performed at this stage to produce offspring using individual population and trial vectors. Each core carries out the calculation of one offspring at a time. A high crossover probability (p = 0.99) is used in this work since empirical study shows that it improves the convergence rate.
Fitness Calculation and Replacement
Each core processes one population individual calculates the fitness of the parent and offspring. If the parent vector gives the highest objective function value, it survives to the next generation. If the offspring produced after mutation and crossover has better fitness function value, it replaces the parent vector in the next generation.
Gather Population
Finally, every individual vector with fitness better than or same as its parent is gathered from all slave machines and sent to the master where this population array is then processed further for the next generation and a new trial matrix.
Termination Criteria
Two possible termination measures are used in this algorithm. The program terminates if the required fitness of 10 −5 is achieved or if the maximum number of generations 500 is reached. In the current population-distributed differential evolution implementation, mutation and crossover occur at every step. For every new generation, a new trial matrix is generated. So, Mutation occurs after every generation instead of once in 10 or 15 generations. In all implementations, the initial population, and trial vectors are pre-calculated and stored in two different matrices. Figure 1 shows a straightforward flow diagram for classical Differential Evolution with abovementioned functions being performed in a sequential manner for comparison. Figure 3 elucidates our parallel approach in which the input initial population is distributed to slave machines where most of the computation is carried out. The slave machines calculate fitness, perform crossover to create individual offspring, calculate the fitness of offspring and finally, update the best fitted population individual in the global population variable. Following the trend of sequential algorithm, each individual in parallel process competes with any other (thus mutation and crossover are global).
Selected 2 2 2 nd Order 2-point benchmark Boundary Value Problems
Following are the selected second-order, twopoint boundary-value problems used to depict our results: Example 1:
Boundary Condition: y(0)=-3, y(1)=-2.264241 Exact Solution: 2xe (x−2) − 3 Source: [22] Example 2:
Source: [22] Example 3:
Source: [22] Example 4:
Boundary Condition: y(0)=-1, y(1)=0 Exact Solution: (x − 1)e −x Source: [23] 
Experimental Analysis
Computation of results include a mixed-type population initiation scheme along with the exponential crossover with a high crossover probability of 0.99 for all four numerical problems. The number of node points tested are 11, 111 and 1111 for sizes of population varying from 1000, 4000, 6000 and 10,000 individuals.
Hence the number of parameter combinations for each of the four problems becomes 12 (3x4). The population size of 1000 and 11 nodes are least used for comparison of accuracy and achieved speed up with the results presented by Fateh et al. [20] . And the rest of the parameters are explored additionally to study the benefits of parallel architecture for large-scale data. The parameters used in the current PDDE algorithm are given in Table  1 . The platform used for these calculations was an Intel R ⃝ Optiplex 9010 with four cores running at 3.4 GHz each. All the results presented correspond to an average of 10 simulations for each example.
Results and Discussion
The results and discussion section are divided into two parts: 1) The residual error calculations show the accuracy of the proposed algorithm and 2) Speed of execution uses runtime and speedup achieved to show the performance of the parallelism for each of the four benchmark BVP cases mentioned before. A summary of parameters used in the current PDDE algorithm are given in Table 1 . Tables 2, 3 The accuracy of the solution as found by the proposed algorithm calculated at 4 and 8 cores using PDDE presented in terms of nodal values and nodal residual error in Figure 4 and Figure 5 respectively is comparable to sequential DE and exact solutions for all the selected boundary value problems. This shows that the accuracy of the proposed algorithm in finding an optimum for the tested BVPs is high within and the convergence is found in 95 -110 generations.
Residual Error

Speed of execution
Keeping the residual nodal error intact as shown in Figure 5 for the exact, sequential DE and PDDE at 4 and 8 cores, the time required to achieve the required fitness value of 10 −5 is decreased by PDDE. Figure 6 shows the execution times achieved for population array computation for all four numerical problems using DE and PDDE on 2, 4, 6 and 8 cores. Figure 7 shows the speedups achieved for population array computation for all four numerical problems using DE and PDDE on 2, 4, 6 and 8 cores. The average speedup over the 12 parameter combinations (population sizes: 1000, 4000, 6000, 10000 and nodes: 11, 111, 1111) was found to be 2.85× (PDDE 4) and 4.10× (PDDE 8) for Example 1, 2.36× (PDDE 4) and 3.60× (PDDE 8) for Example 2, 2.69× (PDDE 4) and 4.08× (PDDE 8) for Example 3 and 2.66× (PDDE 4) and 4.62× (PDDE 8) for Example 4. An overall average of 2.64× speedup is achieved for 4 cores and 4.10× speedup is achieved for 8 cores with the maximum of 6.08× for Example number 4 with population×nodes matrix 1000×111 and minimum of 1.25× for Example number 2 with population×nodes matrix 6000×111.
An increase in the runtime of the algorithm is observed with corresponding increase in the popu- lation size from 1000 to 10,000 individuals. shows that with an increase in data size, the speedup factor achieved at 4 and 8 cores also increases. Hence, the proposed algorithm is scalable with number of cores. Also, we studied the performance of the algorithm with increasing number of nodes from 11 to 1111. The best speedups achieved are for 111 nodes throughout all numerical examples and all population numbers as shown in Figures 6-7 .
In the proposed PDDE algorithm for efficient optimization of linear and non-linear boundary value problems, all eight processors on the machine are used to calculate number of threads equal to the number of population individuals to evolve the population variable with increasing number of generations. In case where population size and number of nodes is increased, the problem size becomes large hence a significant speedup is achieved through parallelization.
Generally, the speedup increases when the number of processors increases. In some cases, because of the communication overhead, the increasing speedup is not exactly linear. As a master-slave model parallelizes its individual evaluation tasks as well as some other operations (such as local search) on the slave nodes, the model has an operation-level of parallelism.
Distributed evolutionary algorithms (dEAs) improve the efficiency of EAs, and on the other hand they enhance the global search ability. In this sense, the proposed PDDE technique improves the availability for solving real-world problems with largescale, high-dimensional, and complex features [24] .
Conclusion
In this work, we proposed a populationdistributed approach to increase the performance of differential evolution algorithm in solving boundary value problems. The performance of distributed differential evolution algorithm is evaluated in terms of a comparison in computation time for sequential and parallel programs; convergence accuracy, speedup and scalability. The data parallelization methodology adopted assigns each population individually, to a separate core. One thread of the computation processed by one core consists of one individual competing with an offspring, evaluating and comparing fitness values for parent and offspring and selection of the fittest individual for the next generation. The computation time and accuracy of the algorithm was evaluated on a multicore platform with 2 to 8 cores for population sizes 1000 to 10,000 individuals and number of nodes 11, 111 and 1111. Comparative testing shows that the average speedup achieved for the four benchmark problems is 3.37× while keeping the accuracy of the algorithm unaffected for sequential and parallel architectures. 
