The increasing attention on deep learning has tremendously spurred the design of intelligence processing hardware. The variety of emerging intelligence processors requires standard benchmarks for fair comparison and system optimization (in both software and hardware). However, existing benchmarks are unsuitable for benchmarking intelligence processors due to their non-diversity and nonrepresentativeness. Also, the lack of a standard benchmarking methodology further exacerbates this problem. In this paper, we propose BenchIP, a benchmark suite and benchmarking methodology for intelligence processors. The benchmark suite in BenchIP consists of two sets of benchmarks: microbenchmarks and macrobenchmarks. The microbenchmarks consist of single-layer networks. They are mainly designed for bottleneck analysis and system optimization. The macrobenchmarks contain state-of-the-art industrial networks, so as to offer a realistic comparison of different platforms. We also propose a standard benchmarking methodology built upon an industrial software stack and evaluation metrics that comprehensively reflect various characteristics of the evaluated intelligence processors. BenchIP is utilized for evaluating various hardware platforms, including CPUs, GPUs, and accelerators. BenchIP will be open-sourced soon.
Introduction
Motivation. Recently, deep learning has become a de facto technique for intelligent processing tasks such as image classification [1] [2] [3] , video captioning [4] , speech recognition [5] , and machine translation [6] . As deep learning architectures (e.g., artificial neural networks) are evolving towards deep topologies with compli-cated transformations, existing general-purpose hardware platforms such as CPUs and GPUs are not able to provide high performance and energy efficiency. As an efficient alternative for deep learning, a large variety of customized hardware architectures, ranging from specialized GPUs (e.g., NVIDIA DGX-1 1 ○ ) to
FPGAs (e.g., CNP [7] [8] ) to ASICs (e.g., DianNao [9] , NeuFlow [10] , and EIE [11] ) have emerged. We call those specially designed architectures intelligence processors (IPs) 2 ○ .
Benchmark Suite. Benchmarking has served long as the foundation of designing new hardware architectures. For example, the SPEC-CPU 3 ○ benchmark suite series and the corresponding methodology (e.g., framework, procedure, and metrics) have been the incontestable source for evaluating and optimizing generalpurpose architecture, and they have evolved over time to keep pace with the rapid advance of unicore architecture. With multicore architectures dominating the market, the PARSEC benchmark suite [12] was released in 2008 accordingly. Recently, especially in last one or two years, intelligence processors have become a hot topic. However, with the chaos of benchmark suites, it is difficult to compare and quantize various IPs, especially the rapidly increasing work emerging at top architecture conferences [11, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Still, fair and comprehensive benchmarking is a necessity for assessing the progress of IPs. Moreover, with the help of benchmark suite, both architects and practitioners can compare various architectures, identify their bottlenecks, and conduct corresponding system/architectural optimization. As a result, during the design and deployment of intelligence processors, one of the central tasks is building benchmark suite. Benchmarking Methodology. A benchmark suite only specifies what to measure. We also need to determine how to benchmark intelligence processors, i.e., developing a benchmarking methodology. The existing benchmarking methodology utilized in the computer architecture community is chaotic, mainly due to the complicated software/hardware stacks of modern computer systems. Given the prototypical nature of a newly published intelligence architecture, a full software stack may not exist to conduct a fair comparison against commodity hardware. As a result, some researchers evaluate their architectures with a high-level programming framework [20, 24] , while others evaluate directly at RTL (register transfer level) by getting rid of the software stack [11] . Since the software stack in real applications is very crucial to overall performance, the comparison at different hardware/software levels seems to be a case of comparing "apples and oranges". To alleviate this problem, a benchmark specification for the evaluation framework, metrics, and procedure should be clearly defined.
Moreover, intelligence processors have unique features compared with general-purpose architectures that pose further challenges for the methodology. One such feature is that the prediction accuracy is also an important design trade-off in addition to performance/power/area. While it could be a reasonable solution to slightly relax the prediction accuracy of machines learning models (via adopting, e.g., data quantization [29] or connection sparsity [30] ) for performance and energy efficiency, excessive relaxation on the prediction accuracy will lead to unfair and degenerate comparisons. Therefore, it is necessary to take the accuracy, together with other traditional design trade-offs, into consideration when the benchmarking methodology is designed.
Our Work. Based on the above observations, in this paper, we propose BenchIP, a novel benchmark suite and benchmarking methodology deliberately designed for intelligence processors.
The benchmark suite in BenchIP contains two types of benchmarks: microbenchmarks and macrobenchmarks. The microbenchmarks contain 12 representative single-layer networks, such as convolution, pooling, activation, which are mainly used for architectural/system optimization. The macrobenchmarks consist of 11 commonly-used full neural networks (e.g., AlexNet [1] , VGG [2] , and Faster-RCNN [31] ) from different intelligent processing scenarios. These are directly extracted from real applications and they are mainly used for the evaluation and comparison of hardware platforms.
Our benchmarking methodology is mainly designed for creditability, portability, fairness, and easy of use. The creditability is achieved by building an industrial software stack consisting of a high-level programming model, library, and device driver. The portability is accomplished by providing a standard interface for the intermediate-level high-performance library. Thus, with a new architecture, once the corresponding library complies with the standard interface, it can be easily plugged into the software stack for evaluation. For the fairness purpose, we report evaluation metrics that take the accuracy into consideration in order to comprehensively reflect various characteristics of intelligence processors. For the easy of use, we build an entire benchmarking environment which is easy for candidate intelligence processors to be integrated for benchmarking.
Contributions. The work in this paper makes the following key contributions.
• We build a benchmark suite consisting of microbenchmarks and macrobenchmarks to evaluate the accuracy, performance, and energy of intelligence processors.
• We conduct a comprehensive analysis of the proposed benchmarks in order to demonstrate that the proposed benchmark suite is representative and diverse.
• We propose a benchmarking methodology that contains an industrial-level software stack and evaluation metrics for guaranteeing creditability, portability, fairness and easy of use.
• We evaluate various intelligence processors, including CPUs, GPUs, and accelerators, with BenchIP.
Related Work
We review related work from three aspects: neural network models, accelerators, and benchmarks.
Models. In recent years, deep learning has been applied to various scenarios and achieved great success. For image recognition, variants of CNNs (convolutional neural networks), as powerful feature extractors, are applied to different tasks (e.g., image classification [1] [2] [3] and face recognition [32] ). Image/video captioning adopts both CNN and LSTM (long-shortterm memory) for extracting features [4] and generating sentences [33] , respectively. In semantic segmentation, deconvolution and unpooling are used for reconstructing features [34] . In addition to image processing, deep learning also achieves great performance on speech recognition [35] , and natural language processing [36] , where LSTM/RNN (recurrent neural network) are the core learning models. Such diverse scenarios have led to a number of variants of neural network architectures and models that have seldom been considered in previous studies of neural network accelerators.
Accelerators. With the growing consensus that CPUs and GPUs, as the traditional platforms for running neural network models, are not able to provide high energy-efficiency for specific workloads like CNN, researchers began to seek the possibility of implementing neural networks on other platforms (e.g., FPGA [8] and ASIC [9, 11, [21] [22] [37] [38] ). The DianNao family [9, [37] [38] contains a series of neural network processors to support most operations of CNN and DNN (deep neural network). Han et al. [11] designed EIE, which is a specially optimized architecture for sparse networks. Chi et al. [21] designed PRIME, a PIM (processing-in-memory) architecture which accelerates NN (neural network) algorithms in ReRAM-based main memory. The above studies evaluate their processors on different sets of deep learning operations and configurations, making it impossible to compare two processors in a fair fashion.
Benchmarks. When benchmarking intelligence processors, designing an appropriate benchmark suite is the top-most consideration. Roughly, two main categories of benchmarks already exist: the collective benchmarks, which are collected and documented as a benchmark suite (e.g., BenchNN [39] , DeepBench 4 ○ , Fathom [40] , DLBench 5 ○ , DNNMark 6 ○ ), and the personalized benchmarks, which have been used to evaluate different intelligence processors in various computer architecture papers. BenchNN illustrates the potential of neural networks by using them to re-implement five tasks from the well-known PARSEC benchmark suite to reveal the broad application scope of neural networks. Though BenchNN successfully demonstrates an urgent need for neural networks, it looks more like a symbol rather than a practical benchmark suite. To be specific, there are three limitations: 1) BenchNN provides a very limited number of neural network applications (i.e., five in total), 2) the neural networks used in BenchNN are classic models, such as simple multi-layer perceptrons that cannot characterize the latest trend reflected by stateof-the-art deep learning techniques, and 3) BenchNN does not reflect the significant diversity among neural networks -for example, both the ferret and streamcluster benchmarks are built on the Self Organizing Maps [41] . DeepBench aims at measuring the performance of basic deep learning operations across various hardware platforms. Such operations include matrix multiplication, convolution, recurrent layer, and all-reduce operations. As DeepBench only contains basic primitive operations, it cannot approximate high-level behaviors of the full-stack neural networks widely used in industry. For example, the Faster-RCNN [31] used for object detection contains far more operations than the basic operations in DeepBench.
Fathom focuses on better understanding a broad variety of deep learning workloads. However, with an assembled set of eight archetype deep learning workloads, Fathom has limited capability for benchmarking intelligence processors. First, Fathom only contains common layers such as Conv. (Convolution) and Fully-Connected but lacks important layers such as Deconv. (Deconvolution), Unpooling and Batch Normalization. Second, Fathom does not provide a benchmarking method for several of the most important categories of intelligence processors, e.g., customized hardware architectures. Third, Fathom cannot benchmark finegrained performance or efficiency. However, the performance or efficiency is important for intelligence processors, especially customized hardware.
DNNMark is a GPU benchmark suite that consists of a collection of deep neural network primitives, and thus it only focuses on GPU computing patterns when dealing with different types of layers.
DLBench is a benchmark framework for measuring different deep learning tools, such as Caffe [42] , Tensorflow 7 ○ , and MXNet [43] . As it only contains limited types of neural networks used to obtain only running time, it lacks representativeness and diversity to benchmark intelligence processors without other interesting merits. The personalized benchmarks are the neural networks that appear in computer architecture papers but are not a benchmark suite for evaluating intelligence processors.
Chen et al. [37] used 10 layers all extracted from AlexNet and two customized RBMs (restricted Boltzmann machines) for evaluation. Chi et al. [21] employed six networks, five extracted from LeNet-5 [44] and one from VGG. Han et al. employed nine DNNs extracted from AlexNet, VGG, and Neural Talk [30] . Shafiee et al. [22] employed seven CNNs (four from VGG, three from MSRA [46] ), and two DNNs (one from DeepFace [47] and the other one from [48] ). Jouppi et al. [49] proposed six NN (neural network) applications that represent 95% of the TPU (tensor processing unit)'s workload.
Such personalized benchmarks include both basic operations (e.g., convolution, activation, and normalization) and full neural networks (e.g., AlexNet [1] , VGG [2] , and ResNet [3] ). As such benchmarks vary for evaluating different architectures, they may suffer from non-diversity and nonrepresentativeness. Fig.1(a) shows that there exists a large gap between the neural networks proposed in CV (computer vision)/ML (machine learning)/NLP (natural language processing) applications and those used for evaluating hardware architectures. We also notice the increasing capability of performing multiple types of neural networks in the architecture community. Interestingly, from Fig.1 (b), we observe that more than half of the personalized benchmarks utilized in computer architecture papers are not practically used in AI research fields (e.g., CV/ML/NLP). Even when we assume a one-year delay for transferring knowledge from the AI community to the computer architecture community, this number is still larger than 30%. This observation clearly shows a risk that conclusions made by the computer architecture community might mislead the AI community.
Benchmark Suite
In this section, we first introduce the requirements of an ideal benchmark suite for intelligence processors. We second present our benchmark suites in detail. Finally, we conduct an analysis to demonstrate the rationality of the proposed benchmarks.
Design Requirements
An ideal benchmark suite for intelligence processors should meet the following requirements from both the application and architecture perspectives.
• Application Perspective. The selected benchmark suites should include mainstream neural network algorithms from a broad range of application scenarios, by analyzing hundreds of existing neural networks. Moreover, in order to reduce benchmarking efforts, benchmarks with similar characteristics should not be included redundantly [50] .
• Architecture Perspective. In addition to the common usage scenarios, the selected benchmark suites should be able to explore the processing boundary of underlying architectures, and address the future trends for intelligence processors.
Benchmarks
Based on the above requirements, we construct both microbenchmarks and macrobenchmarks in BenchIP, particularly for system optimization and platform comparison, respectively. Microbenchmarks are widely used for system and architectural optimization in both industry and academia. These benchmarks measure a specific component of the system. For example, STREAM is a well-known microbenchmark for evaluating the memory bandwidth of the system [51] . The University of Edinburgh provides the OpenMP microbenchmark suite for measuring the overheads of synchronization, loop scheduling, and array operations in the OpenMP runtime library [52] . Macrobenchmarks indicate workloads that are directly extracted from open-sourced real industrial applications for evaluating and comparing different platforms, for example, in SPEC CPU-2006, all benchmarks are collected and documented from desktop software for approximating real application scenarios. The PARSEC benchmark suite comprises emerging workloads from various areas, e.g., computer vision, financial analytics, and animation physics, and is aimed at benchmarking dominant chip multiprocessors. In the context of deep learning, the microbenchmarks only include single-layer networks, while the macrobenchmarks contain entire neural networks extracted from real applications. For the microbenchmarks, individual layers are equipped with multiple configurations, including normal and extreme cases for stress-testing intelligence processors. For the macrobenchmarks, entire neural networks are used for processing end-to-end intelligent tasks where data movements between layers are also crucial.
Microbenchmarks
In the context of deep learning, the microbenchmarks refer to single-layer networks. Unlike Deep-Bench, we do not select basic operations as microbenchmarks because basic operations cannot benchmark the efficiency of data movements. We include 12 singlelayer networks, as listed in Table 1 . In order to fulfill the requirements mentioned in Subsection 3.1, the principle is threefold: the selected layers should be widely used in existing neural networks (e.g., convolutional layer); such layers should have significant different computational, memory, and control patterns; such layers may have huge impacts on future designs (e.g., deconvolution layer). Conv.. The convolutional layer is the most important layer in deep learning, especially for images/video tasks as it automatically extracts features from the input images/videos (2D/3D input data) by applying a set of 2D/3D filters. Regarding representativeness, we study network layers employed in application scenarios from the AI community (e.g., the CV/NLP/ML community). More specifically, we count the appearance time of a layer/network (#Presence) in the papers of such fields (e.g., the CV/NLP/ML community) and thus the appearance ratio to the total layers/networks (#Ratio). These results are shown in Table 2 . From the table, we can see that convolutional layer appears in 19.28% of all layers. Pooling. In deep learning, the pooling layer is required to aggregate features for later classification by downsampling 2D input data. As shown in Table 2 , the pooling layer is as important as the convolutional layer, having a 18.76% appearance ratio among all layers.
FC. The fully-connected (FC) layer is the most common layer, where each output neuron is connected to all input neurons with independent synapses. According to Table 2 , it has been employed in most application scenarios, with an appearance ratio as high as 20.17%.
ReLU. Nonlinear activation layer is a key component as it introduces nonlinearity into the existing deep neural networks to improve the capability of classification. The inputs and outputs can be treated as onedimensional data with element-wise operations. Rectified linear units (ReLU) is becoming popular (with an appearance ratio of 18.12%) as it achieves better accuracy.
Sigmoid. The Sigmoid layer is another type of activation layer. While the Sigmoid layer is becoming less popular, the appearance ratio is still about 3.84% of all employed network layers. Both ReLU and Sigmoid are typical element-wise operations but have very different functionality. Thus, we include both as microbenchmarks.
LRN. The normalization layer introduces the competition between input neurons at the same position on different input feature maps, which have significantly different computation patterns from other layers. There exists two typical normalization layers: local response normalization (LRN) [1] and local contrast normalization (LCN) [38] . We include LRN as the representative layer for its relative high appearance ratio (7.72%) compared with many other layers (including LCN). In an LRN layer, output neurons are the results of input neurons divided by responses among neighboring feature maps in the same spatial location.
BN. Batch normalization performs normalization to each mini-batch, which allows networks to use larger learning rate and thus to accelerate neural network convergence in training. It also helps reduce the dependency on weight initialization. We select it as a microbenchmark due to the increasing trend of using BN to accelerate the training.
Deconv.. The deconvolutional layer is emerging in the fields of feature extraction, image reconstruction, and image semantic segmentation as it increases the size of inputs for better matching and locating. It can be viewed as a reverse operation of convolution. We include it as a microbenchmark for its unique computational pattern and the increasing popularity of employing such a layer in emerging applications (e.g., semantic segmentation).
Unpooling. The unpooling layer is similar to the deconv. layer. It performs the reverse operation of pooling. The unpooling operations have gained increasing attentions in recent years, as semantic segmentation and image reconstruction have become more popular.
LSTM. The long-short-term memory (LSTM) layer is a variant of the recurrent layer, which prevents the gradient from vanishing or exploding. It contains multiple element-wise gate operations and active operations (e.g., Sigmoid and Tanh). It is selected for its high 10 ○ International Conference on Robotics and Automation.
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○ Conference and Workshop on Neural Information Processing Systems. appearance ratio of 5.67% and also because of the representative of recurrent computing patterns.
Summary. In Table 2 , almost all appearing layers are included as microbenchmarks except for Tanh, which is mostly used as a part of the LSTM layer. Thus, it is fair enough to say that our chosen microbenchmarks for BenchIP have been thorough and rational.
Macrobenchmarks
In the context of deep learning, macrobenchmarks refer to entire neural networks such as AlexNet, VGG, and Faster-RCNN. We select the 11 entire networks, as listed in Table 3 . There are three reasons for having entire networks as macrobenchmarks: 1) compared with single-layer networks in microbenchmarks, entire networks are commonly used for performing end-to-end tasks such as speech recognition; 2) using combinations of individual layers for evaluation is not sufficient because factors such as the data exchange when coupling two layers are critical to the performance and energy efficiency, especially as networks become deeper and larger with increasing processing complexity; 3) the optimization between layers cannot be measured with microbenchmarks, which are only capable of evaluating inter-layer optimizations.
LeNet-5. LeNet-5 is a notable convolutional neural network used to classify handwritten and machineprinted characters. It is selected as the representation of handwritten digits recognition.
RNN. RNN is a network for end-to-end speech recognition. It consists of a deep bidirectional LSTM recurrent neural network and a connectionist temporal classification (CTC) objective function. We select it to represent the speech recognition scenario.
AlexNet. AlexNet is a deep convolutional neural network designed for the classification task of Ima-geNet. We select it as it is a very popular and widely used network in both architecture and AI communities, with appearance ratios of 33.54% and 18.57%, respectively (see Table 4 ).
VGG. VGG is a series of networks with very deep architecture designed for image classification. It uses very small kernels (e.g., 3 × 3 and 1 × 1) for convolutional layers through the whole network. It is also a very popular network with the appearance ratio of 36.08% in architecture community and 19.98% in AI community.
ResNet. ResNet refers to the deep residual networks. The residual learning framework allows it to achieve extremely deep architecture, and it gains high accuracy from the increased depth. It uses "shortcut connections" to skip one or more layers to ease the degradation problem. We select ResNet because it is the state-of-the-art network for image classification.
Faster R-CNN. Faster R-CNN is an object detection system with high performance and detection accuracy. It is composed of two modules: a region proposal network (RPN) for generating region proposals, and a fast R-CNN detection network that uses such proposals for detection. We select it as the representation of object detection network.
Deep Face Recognition. Deep face recognition utilizes deep CNN networks to classify and verify face images. The networks are derived from the VGG architectures with the last FC layer replaced by a classifier or an embedding descriptor vector. We select it as the representation of face recognition scenario.
DeconvNet. DeconvNet is a deconvolutional network for semantic segmentation that consists of two subnetworks: convolution and deconvolution. We choose this network due to the deconvolutional and unpooling layers it contains, and as the representation of semantic segmentation scenario. 
Neural Network
Dataset Scenario LeNet-5 [44] MNIST [44] Hand written digits recognition RNN [53] WSJ [54] Speech recognition AlexNet [1] ImageNet [55] Image classification VGG [2] ImageNet [55] Image classification ResNet [3] ImageNet [55] Image classification Faster R-CNN [31] PASCAL VOC 2012 [56] Object recognition Deep Face Recognition [32] LFW [57] Face recognition DeconvNet [34] PASCAL VOC 2012 [56] Semantic segmentation FCLN [33] Visual Genome [33] Image captioning S2VT [4] MSVD [58] Video captioning SyntaxNet [36] WSJ [54] Nature language processing FCLN. FCLN is a learning system for image caption tasks, which is composed of a convolution network and a recurrent network. The input images are first processed by a VGG16-based convolution network and then fed into the localization layer to identify regions of interest. These regions are inputted into the recurrent language model to generate captions. We select FCLN as the representative network of image caption scenario.
S2VT. S2VT is a sequence-to-sequence LSTM model trained on video-sentence pairs for generating descriptive natural language text of video clips. It uses a VGG16-based network to extract features from the raw image and then feeds the features into the LSTM network, which decodes the representation into a sequence of words. We select S2VT as the representation of video caption scenario.
SyntaxNet. SyntaxNet is a globally normalized transition-based feed-forward network for part-of-speech tagging, dependency parsing, and sentence compression. It at core is a transition-based parser, where neural network is adopted for computing the score of decisions in certain states. We select it to represent the natural language processing scenario.
Summary. Macrobenchmarks include well-known neural networks, e.g, LeNet-5, AlexNet and VGG, as well as typical networks such as RNN. Thus, BenchIP has both representativeness and diversity as it well covers 98.72% of the networks that appeared in application domains in the last five years. Especially, note that most authors of this paper are from both hardware and AI industry/academia, and the selected benchmarks are commonly used in our daily production environments.
Benchmark Analysis
In this subsection, we conduct a comprehensive analysis of the selected benchmarks to demonstrate that they can meet the requirements from both the application and architecture perspectives. The basic intuition is to characterize the benchmarks using architectureindependent characteristics. Note that we obtain the following measurements in this subsection based on the execution of benchmarking on an Intel x86 CPU. As the macrobenchmarks are composed of single-layer networks, for example, the microbenchmark Conv. layer provides a configuration that is exactly the second layer in the macrobenchmark VGG, we focus on analyzing the microbenchmarks.
In Fig.2 , we still report the similarity of macrobenchmarks to better understand the variation of macrobenchmarks. We use operation amounts in different layers as feature vectors and Euclidean distances to hierarchically cluster similar networks into groups (see Fig.2(b) ). The x-axis is the linkage distance between two macrobenchmarks or two clustered groups; similar networks will be grouped first. Similarly, we report the correlation of macrobenchmarks using a heatmap as shown in Fig.2(a) . Each square block in various sizes or colors shows the correlation between the two networks which are indicated by the top and right labels (such as LeNet-5). It is not surprising to observe the close relationship between the sparse and the dense versions of a network as they share the same network architecture but have a different amount of operations. For example, sparse VGG and VGG merge early in the dendrogram and have cooler colors (high positive correlated) in heatmap. In addition, half the macrobenchmarks have distances larger than 3.12 (geometric mean distance, 39% of the longest distance). As well, the heatmap is almost occupied by square blocks with warmer colors (low positive correlated). It clearly shows the diversity of the macrobenchmarks achieved by carefully considering the representativeness and diversity from the perspective of application and architecture (see Subsection 3.1).
Characteristics
The employed architectural-independent characteristics are listed in Table 5 . They can be classified into three categories: memory, computation, and control, which are the main factors of overall efficiency. As these characteristics are only related to algorithms themselves instead of certain intelligence processor architecture, they are fair to reflect the difference of benchmarking intelligence processors. Memory Characteristics. As the memory wall continues to grow, we first consider three types of memory characteristics: the number of memory accesses (MemAcc), reuse distance (ReDist), and the memory footprint. The number of memory accesses is a direct metric of memory-intensiveness and we measure it on a sequential machine of an Intel x86 machine using PAPI [59] . We also measure MemAcc using a JIT (justin-time) compiler 12 ○ . And the result is consistent with that measured by PAPI on a sequential machine (see Fig.3 ). Reuse distance refers to the number of different data elements accessed between two consecutive reuses of the same element [60] . We measure the average accessing distance using the tool named SLO 13 ○ . It has long been used for measuring locality behaviors. Memory footprint refers to the amount of memory accessed at runtime with all using 32-bit floating point data type. Memory footprint is crucial to systems, which are sensitive to memory capacity such as embedded systems. In the context of neural networks, memory footprint can be further classified into three groups: input (InMem), output (OutMem), and weight (WghMem). Computation Characteristics. We define three types of computation characteristics: the number of operations (Ops), the ratio of operations to memory access (OpMem), and the computation patterns (ComPtt). The number of operations is a direct indicator of the problem size. The ratio of operations to memory access can determine whether an algorithm is computeor memory-intensive. Also, regarding the computation patterns of deep learning algorithms, there are three types: reduction (RD), element-wise (EW) and enlargement (EL). RD refers to operations that transform multiple input neurons into a single neuron, e.g., Conv., Pooling, FC, and LRN. EW refers to operations that enforce element-wise transformations on the input neurons, e.g., ReLU, Sigmoid, and BN. EL is the operation that transforms one or a set of input neurons into multiple output neurons, e.g., Deconv. and Unpooling.
Control Characteristics. The control characteristics are closely related to branch behaviors. We use two 12 ○ http://llvm.org, Dec. 2017.
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○ http://slo.sourceforge.net, Dec. 2017. metrics to measure control characteristics: branch prediction ratio (PR) and the misprediction ratio (MPR). The branch ratio is the number of branches to that of all instructions, and the misprediction ratio is the number of mispredicted branches to the number of total branches.
Application Perspective
Though our benchmarks include most representative neural networks from a wide range of application scenarios, their inherent characteristics should be diverse to reduce the redundancy of the benchmark suite. Based on the aforementioned architecture-independent characteristics, the diversity can be quantitatively measured. Intuitively, there are two types of diversities in the BenchIP benchmark suite: inter-layer and intralayer diversity.
The inter-layer diversity is achieved with 12 different benchmarks, and the intra-layer diversity is achieved with seven configurations per benchmark, including three normal configurations (Cfg.A∼Cfg.C), one small configuration (Cfg.D), and three large (extreme) configurations (Cfg.E∼Cfg.G). The normal configurations are directly extracted from commonly used entire networks, while the extreme configurations can be used for stress testing hardware architectures. The small configuration can represent the scenarios of embedded systems. The three extreme configurations are selected by setting a huge number of 1) neurons, 2) synapses, or 3) both, respectively. We explore the design space of different types of layers thus to carefully select different configurations. Due to the limited pages, we only show the Conv. layer with its seven configurations in Table 6 , listing the detailed parameters. Fig.4 shows the Kiviat chart of seven configurations from all 12 microbenchmarks. The axes represent characteristics listed in Table 5 and the meaning of each ring is shown in Fig.4 as well. We can observe that the characteristics of the extreme configurations are significantly different from those of the normal configurations, which well demonstrates the intra-layer diversity. For instance, for the FC layer, the weight size of extreme configurations (e.g., Cfg.F) is much larger than that of the normal configurations (e.g., Cfg.C). Moreover, even for the extreme configurations, as they are carefully designed to emphasize different characteristics, the diversity between them is also obvious, e.g., the input size of Cfg.F is 5.3 times smaller than that of Cfg.G for the Pooling-Avg layer. For the normal configurations, we can also observe sufficient diversity between different benchmarks, where the inter-layer diversity can be observed. Taking the normal configuration Cfg.A as an example, the average reuse distance of Conv. (i.e., 3 468) is two orders of magnitude larger than that of FC (i.e., 24) (see Fig.5 ).
Memory Characteristics. Fig.5 shows the average reuse distances of all microbenchmarks, where the reuse distance ranges from 1.2 to 3.8E+7. For the normal configurations of most benchmarks, the reuse distances are less than 10 (e.g., Pooling, ReLU, and LRN), and thus designing an architecture with on-chip local memory (i.e., cache or scratchpad memory) of 10x element size can significantly reduce off-chip memory accesses (except for the Conv., FC, and Deconv.). In an extreme case such as Cfg.F of Conv., the reuse distance is more than 10 6 , and an on-chip memory buffer would be more than 10 MB for holding all the data, which is prohibitively costly with existing SRAM technology. In this case, the on-chip eDRAM employed in DaDianNao [37] and on-die 3D-stacked DRAM [61] would be a potential solution for alleviating the penalty of vast off-chip memory accesses caused by large reuse distances. Fig.6 further shows the reuse distances of all configurations of Conv. and FC, which have a relatively large average reuse distance. For the Conv. (i.e., Conv. Cfg.A∼Cfg.G) layer, the reuse distance ranges from 2 1 to 2 29 for the normal configurations. While for the extreme configurations, the reuse distance would exceed 2 30 , posing a higher challenge on the underlying memory hierarchy. For the FC (i.e., FC Cfg.A∼Cfg.G) layer, the reuse distances can be roughly classified into three groups: 2 2 , 2 17 , and 2 22 . Thus, for the FC layer, it is intuitive to customize the memory hierarchy with three levels to accommodate the reuse distances listed above. Computation Characteristics. Fig.7 shows the number of operations (Ops) of all benchmarks, where the maximal number of operations could be 8E+12 (Cfg.F of Conv.). For the normal configurations, most Ops are less than 10 8 , while the Ops reaches about 10 10 in some cases. Given a specific benchmark, the Ops also varies significantly to well demonstrate the diversity. A more detailed analysis is the ratio of memory accesses (i.e., OpMem). The layer with the highest value is the Cfg.F of the Conv. layer (more than 33), while the Cfg.F of the FC layer is only 0.039. This observation is in accordance with the intuition that the Conv. layer is compute-intensive and the FC layer is relatively memory-intensive. Control Characteristics. Fig.8 illustrates the MPR of all benchmarks. An interesting observation is that the smallest configuration always has the highest MPR compared with the other configurations, as the number of computations is much smaller than that of others. Another observation is that for the Pooling layer, the MPR values of the average pooling and max pooling are completely different. For example, for the normal configuration Cfg.A, the MPR of average pooling is less than 0.5%, while the MPR of max pooling is about 4%. The underlying reason is that max pooling consists of comparison operations that do not exist in average pooling. 
Architecture Perspective
From the architecture perspective, the benchmarks should be able to explore the boundary of the processing ability of intelligence processors. This is achieved by using the extreme configurations (Cfg.E∼Cfg.G) of each benchmark. In addition, the benchmarks should be timely and reflect future trends in the intelligence processors.
Stress Testing. According to Fig.5 , the average reuse distances of extreme configurations are much larger than those of the normal configurations, exhibiting different behaviors on conventional architectures. Given the Conv. layer as an example, on a specific CPU (i.e., Intel i5-3470), the L2 cache miss rate of Cfg.F (67%) is 8.4x larger than that of the normal configuration as Cfg.C (8%). Moreover, the average reuse distances of extreme configurations in Conv., Deconv., and LSTM are larger than those of the others, which puts extreme pressure on the memory hierarchy for these benchmarks. For example, the L3 cache miss rate of Cfg.C in Conv. is 1.26x larger than that of Cfg.C in ReLU.
In Fig.7 , the number of operations of the most extreme configurations is larger than that of the normal configurations, except for Unpooling-Max. The reason is that an extremely large unpooling window size leads to few operations. Regarding the ratio of memory accesses (OpMem), the extreme configurations are quite different from the normal configurations. Taking the Conv. layer as an example, the OpMem of Cfg.F is 33.1, while the OpMem of Cfg.A is only 0.36. In this case, the memory system is more crucial for extreme configurations than the normal ones.
Regarding the control characteristics in Fig.8 , the extreme configurations do not exhibit significantly different behaviors. For the ReLU layer, the MPR of extreme configurations is almost the same as that of the normal configurations. A potential reason is that the number of comparison operations increases in proportion to the input size, leading to a comparable branch and misprediction ratio regardless of the input size.
Future Trends. We expect that there are at least two trends for deep learning. The first is that more algorithms and network structures will be proposed for achieving higher accuracy on solving more generalized problems. As our benchmarks already have sufficient diversity in terms of computation, memory, and control behaviors, the problem can be alleviated to a certain extent. Besides, we will also update the BenchIP benchmark suite frequently to keep pace with the rapid advance of deep learning by either adding new benchmarks or eliminating out-of-date benchmarks. The second trend is that the network model tends to be more compact by sacrificing accuracy for performance/energy efficiency. The most notable techniques include the sparse model and low-precision models (e.g., models with an 8-bit fixpoint and even 1-bit values). To reflect this trend, for the microbenchmarks, we also provide sparse and 16-bit models for Conv. and FC, both of which require weight values. For the macrobenchmarks, we provide sparse models for LeNet-5, AlexNet, and VGG, as they are the basis of many other networks (e.g., Faster R-CNN and S2VT). The research community is very active in considering both accuracy and architectural improvement, including pruning and compression. In the future, we will update the benchmarks by providing more sparse networks and models.
Benchmarking Methodology
In this section, we first present the guidelines and overview of the proposed benchmarking methodology in BenchIP. Then, we detail the benchmarking framework.
Guidelines and Overview
BenchIP has two main objectives. The first is to provide a reference toolset for comparing emerging intelligence processors in a fair and easy-to-use fashion. The second is to facilitate identifying performance/energy bottlenecks for potential optimization. The benchmarking methodology should follow at least the following guidelines.
• Creditability. The benchmarking methodology should replicate the real application scenario.
• Portability. The benchmarking framework should be portable across different platforms, i.e., CPUs, GPUs, and accelerators.
• Fairness. The benchmarking methodology should provide fair comparison through specifying the rules and metrics.
To meet the above requirements, we offer a general software stack with a portable interface for different intelligence processors, and the software stack is a replicate of the most widely used industrial software stack, i.e., the stack consisting of high-level programming model, high-performance library, and device driver. The fairness is mainly guaranteed by specifying several benchmarking rules and specially designed evaluation metrics.
Benchmarking Framework
In Fig.9 , the benchmarking framework is built upon Caffe [42] , where all necessary layers and networks are implemented. Currently, we support Caffe firstly because it is a widely used production-quality framework. We will support other software frameworks progressively. The descriptions of network architecture, input datasets, and pre-trained synaptic weights are treated as standard inputs. The Caffe framework interacts with the underlying high-performance libraries for different architectures -for example, BLAS for CPUs and cuDNN for GPUs. Given a new hardware accelerator, the corresponding library should be offered, so as to be integrated into the Caffe framework. The platform should be able to report the performance and energy. Also, the entire framework should report the accuracy of the neural networks. Finally, these individual results are sent to the evaluation module for producing final evaluation results. Additionally, for special features such as sparsity [30] or self-defined data representation (BNN [62] , XNorNet [63] ), BenchIP is also able to benchmark by allowing the integration of self-defined libraries for intelligence processors into Caffe. 
Programming Interface
Library Interface. We provide standard library interfaces, allowing convenient evaluation of different architectures with the Caffe-style framework. It comprises a set of high-level function interfaces implemented in C/C++, each of which corresponds to a basic operation in neural networks. Given a new intelligence processor, the standard interfaces can be overriden with its own library. Listing 1 presents examples of such interfaces and how to implement them with user-provided library. The accConvolutionLayer and the virtual function Forward acc() are provided by our benchmarking framework. The virtual function is then implemented by the userprovided library function accConvolutionForward(). We also provide an interface for fusing multiple layers -accFusionLayer::Forward acc(), since some processors could be able to obtain better performance by eliminating boundaries between consecutive layers. As shown in Listing 1, the standard interfaces are implemented with the user-provided accMultiLayerForward() so as to optimize the combined execution of the convolutional and pooling layers. 
Benchmarking Inputs/Outputs
In Table 7 , we list the inputs/outputs of BenchIP benchmarking methodology, including benchmark specifications, measured metrics, and synthesized metrics. The specification files consist of a network architecture description file for both microbenchmarks and macrobenchmarks, a pre-trained parameters file, and an output reference file. The measured metrics should be given after the benchmarking, including detailed execution time, energy, area costs, and the computation accuracy. The synthesized metrics are for design tradeoffs balancing, where the users can also define their own synthesized metrics for certain purpose optimization. Benchmark Specification. In BenchIP, the following files are provided. 1) Configuration File. Since the benchmarking framework is built upon Caffe, the same configure file is used for describing the network architecture. In more detail, we provide the Caffe-compatible .prototxt file to characterize both single-layer and entire networks, specifying parameters of each layer and connections between layers. Note that single layers are also considered as independent networks composed of one data layer and one tested layer.
2) Learned Parameters (e.g., Weight and Bias for Conv and FC, γ for BN). For each single layer and entire network, the .caffemodel file, where the parameters of every weight layer in that network are stored, is offered.
3) Reference Output and Ref acc. BenchIP offers reference output to measure the precision of tested intelligence processors and the accuracy according to the Ref acc.
Regarding microbenchmarks, we provide input data and reference output data, and the difference between the reference output and the computed output is measured using mean squared error (MSE). Regarding macrobenchmarks, since we select networks from different application scenarios, the evaluated metrics vary as well. Intuitively, their original metrics are employed. For example, we employ the top-5 error rate for measuring the networks that aim at image classification (e.g., AlexNet) and METEOR [64] for networks targeting video captioning (e.g., S2VT).
Evaluation Metrics. There are four important design considerations for intelligence processors: performance, energy, area, and accuracy. These are deployed as the fundamental evaluation metrics. Performance and energy should be reported when the benchmarks are run.
BenchIP integrates several tools. For measurement, CPUs can collect performance and energy using tools such as PAPI [59] and PowerTop 14 ○ , respectively;
GPUs can collect performance and energy using builtin command such as nvprof; BenchIP has already collected the area costs information from the datasheets and users can provide that if missing. On the accelerator, if it is a simulation prototype, the corresponding simulator should be able to report performance, energy, and area. The collection of the accuracy metric is built into the framework as well. Note that in order to have rigorous evaluation results, each of the metrics is obtained based on several runs. Synthesized Metrics. For microbenchmarks, such metrics already cover various design trade-offs, and they are sufficient for optimization. For macrobenchmarks, we also provide several synthesized scores for better evaluating design trade-offs balancing, from the efficiency perspective. Such efficiency includes "operations per Joule" as energy efficiency, "operations per second" as computation efficiency, and "accuracy affected by area savings" as silicon efficiency.
With such direct and synthesized metrics, it is relatively easy to conduct platform comparisons and optimizations in multiple dimensions, e.g., performance, energy, and various efficiencies. This allows architects to consider potential designs for flexibly balancing different tradeoffs. Given two platforms, macrobenchmarks can be deployed on both platforms to obtain the overall evaluation results. With the results, end-users can perform an overall comparison of these two platforms within their interests. For the weak platform, the architects can leverage microbenchmarks to conduct a problem diagnosis. For the better one, microbenchmarks can be used for further improvements 15 ○ .
Benchmarking with BenchIP
In this section, we show how to benchmark IPs by using BenchIP. We first measure eight IPs (three CPUs, three GPUs, and two accelerators) with macrobenchmarks to obtain the overall scores. Then, we delve into the details of the execution efficiency of IPs using the fine-grained microbenchmarks.
Evaluated IPs
CPU. We select three types of CPUs (i.e., CPU-E, CPU-D and CPU-S) for different scenarios. CPU-E is an embedded processor, i.e., 4xA57 Atlas/2 MB L2. CPU-D is a desktop processor, i.e., Intel i5-3470@3.2 GHz with 16 GB memory. CPU-S is a server processor, i.e., Intel E5-2620 v2@2.1 GHz with 64 GB memory. We run all the benchmarks on CPUs while obtaining the performance using PAPI, and energy using PowerTop. GPU. Similarly, we select three GPUs with different levels of capabilities: GPU-E, GPU-D, and GPU-S. GPU-E is an embedded GPU, i.e., Nvidia Maxwell GeForce 16 ○ (256 CUDA cores, 0.5 TFlops with FP32).
GPU-D is a desktop GPU, i.e., GeForce GTX950 17 ○ (640 CUDA cores, 2 GB GDDR5, 1.57 TFlops). GPU-S is a server GPU, i.e., Nvidia Tesla K40 18 ○ (2 880 processors, 12 GB GDDR5, 4.29 TFlops). We run all the benchmarks on the GPUs while obtaining the performance and energy using built-in commands such as nvprof and nvidia-smi. ACC. We select two prototypes of ASIC IPs, ACC-1 and ACC-2, by carefully reimplementing DianNao [9] and Cambricon [23] , respectively, with exactly the same parameters in each paper. The reason for selecting DianNao and Cambricon as prototypes of ACC-1 and ACC-2 respectively is twofold. First, DianNao is a notable accelerator that has moderate performance and the cost that supports basic matrix/vector operations in neural networks. Second, Cambricon is one accelerator that supports various kinds of neural network algorithms but still has performance comparable with the state-of-the-art high-performance accelerator, DaDianNao [37] . Thus, ACC-1 and ACC-2 can cover various scenarios.
In Fig.10 , we present the framework of both ACC-1 and ACC-2. ACC-1 consists of a neural functional unit (NFU), an input/output neuron buffer (NBin/NBout), a synaptic buffer (SB), an indexing module (IM), and an assemble module (AM). Note that we modify the architecture of DianNao to produce ACC-1, by adding several features such as sparsity (i.e., IM). ACC-2 consists of a matrix function unit (MFU), a vector function unit (VFU), a scalar function unit (SFU), an address generation unit (AGU), and companied scratchpad memory. We synthesize, place, and route ACC-1 and ACC-2 into layout to report accurate hardware related merits measurements. To be more specific, we measure several samples in the datasets running on the backend layout to have exact energy costs. The area costs of the layout can be reported directly. We execute all the benchmarks on our simulators which are built by our reimplementation to obtain the exact performance of running time due to extremely slow process of emulation with back-end layout. BenchIP collects all the simulation results and compares the results with reference outputs to measure the accuracy. 
Benchmarking with Macrobenchmarks
In Figs.11 and 12 , we report the synthesized scores from the efficiency perspective, i.e., energy efficiency using giga operations per Joule (GOPJ) and performance efficiency using giga operations per second (GOPS). Further, we report the fine-grained metrics, i.e., performance and energy, in Figs.13 and 14 , respectively.
GeoMean in each of the four figures and Fig.15 in Subsection 5.3, represents the geometric mean of the corresponding metric of all the benchmarks for each hardware platform. We focus on performance and energy because area and accuracy basically do not vary across different macrobenchmarks and IPs. Here also note that the overhead of the Caffe software stack is small, less than 2% of the total runtime on CPUs/GPUs. And for all the customized intelligence processors, we fetch end-to-end measured data for benchmarking. Thus, the results would not be affected by software stack. We have the following observations. Observation 1: Embedded CPUs Trade Performance for Silicon Cost Reduction Better Than Energy Efficiency. Lightweight embedded CPUs are well known for being suitable for power limited scenarios such as embedded systems, mainly because of their low energy costs. Interestingly, as we observed, an embedded CPU, i.e., CPU-E, improves silicon area utilization better than energy efficiency. CPU-E achieves 9.22x and 11.11x better silicon area utilization but only 6.91x and 2.23x better efficiency in utilizing every Joule for computation (GOPJ) than CPU-S and CPU-D, 5.03x and 3.12x slower in performance, respectively.
Observation 2: GPUs Still Improve Energy Efficiency and Provide High Performance Efficiency. GPUs let applications exploit parallelism with tremendous computation units and memory bandwidth, which motivates their widely usage in intelligence processing. As observed, we confirm that GPUs still leverage the energy for more operations [65] . On average, GPU-E, GPU-D and GPU-S achieve 4.65x, 23.14x, and 31.55x better computation efficiency than CPU-D while still achieving certain improvements in energy efficiency, i.e., 5.74x, 7.02x, and 10.15x, respectively. Interestingly, GPU-D has the best utilization of such a trade-off. Regarding the efficiencies, GPU-D achieves relatively high performance and energy efficiency, i.e., 69.17% of GPU-E (122.42% of GPU-S) in GOPJ and 73.33% of GPU-S (497.99% of GPU-E) in GOPS. Regarding energy costs and execution time, compared with GPU-S, GPU-D has 0.84x energy consumption and 1.41x slower performance with 40.64% area cost. Moreover, GPU-D achieves 4.91x speedup over GPU-E and 1.47x energy costs, with 1.43x more area cost.
Observation 3: Customized Accelerators Provide Significantly Better Energy Efficiency with a Relatively Lower Performance Efficiency Improvement and Silicon Area Cost Reduction. We observe that ACC-1 and ACC-2 achieve 1.69x and 4.26x performance efficiency but 220.10x and 170.80x energy efficiency when compared with GPU-D, and 39.21x and 98.55x performance efficiency but 1 545.78x and 1 199.56x energy efficiency when compared with CPU-S, respectively. Regarding both performance and energy efficiency, ACC-1 and ACC-2 have higher utilization in silicon area, i.e., 44.31%/4.00% and 390.06%/35.15% of the smallest/largest CPU (CPU-E/CPU-S), and 18.77%/165.42% and 1.14%/10.03% of the smallest/largest GPU (GPU-E/GPU-S).
Observation 4: ACC-1 Is More Efficient Than ACC-2, Which Complies with the Intuition That with Sparse Support, the Accelerator Benefits from Such Sparsity. Interestingly, ACC-1 is more efficient than ACC-2 in GOPJ (1.29x) but 39.79% inefficient in GOPS. Moreover, due to the sparsity, ACC-1 is slightly more efficient in GOPJ, where ACC-1 has a 2.99x speedup on average with sparse support and ACC-2 gains nothing as it processes without difference on sparse and dense networks. Furthermore, note that despite the very small network LeNet-5, neither CPUs nor GPUs can leverage the benefit of computations and data amount reduction due to sparsity, i.e., 2.09x and 4.15x slower compared with dense version, using SparseBLAS and cuSparse, respectively. It is well inline with observations reported in [16] . With regard to energy costs and execution time, ACC-1 performs 2.51x slower than ACC-2 but costs 1.29x less in energy and has far less area cost, averaging on all macrobenchmarks.
In short, while using BenchIP, we made the following observations from the efficiency perspective: 1) the performance/area trade-off of embedded CPUs is better than the performance/power trade-off, 2) GPUs focus on performance improvement but still improve the energy efficiency, and desktop GPUs have the best tradeoff, 3) customized accelerators are suitable for almost all scenarios, and 4) accelerators with sparse support are much better than their dense counterparts.
Benchmarking with Microbenchmarks
For the platforms with relatively low/high scores, we can study the reasons for the inefficiency/efficiency with microbenchmarks. As illustrative examples, we further evaluate especially CPU-D, GPU-E, and ACC-2 with microbenchmarks, as they perform worse on macrobenchmarks. In Fig.15 , we show the performance of IPs on certain microbenchmarks, i.e., Conv., FC, ReLU, and Deconv., which cover all three computation patterns (corresponding to RD, EW, and EL, respectively).
Regarding observation 1, the desktop-level CPU-D achieves better performance than both CPU-E and the server end CPU-S, i.e., 5.03x and 1.61x on average, respectively, as shown in Fig.13 . Averaging on microbenchmarks with all the configurations, CPU-D achieves results consistent with those on macrobenchmarks, with 3.41x and 1.48x speedups over CPU-E and CPU-S respectively. Also CPUs perform uniformly on normal configurations (Cfg.A∼Cfg.C) and larger configurations (Cfg.E∼Cfg.G), where the speedups vary from 3.36x to 4.07x and 1.50x to 1.61x, respectively.
Regarding observation 2, the embedded system GPU, i.e., GPU-E, does not always have shorter execution time than the CPUs, especially on small networks (LeNet-5 and sparse LeNet-5). With the microbenchmarks, we observe that GPU-E has 0.02x speedup on average compared with CPU-D on Cfg.D which are the extremely small cases. GPUs cannot take full advantage of their high computational power because the small computational kernels map poorly on their hundreds of thousands of threads.
Regarding observation 4, ACC-2 achieves the best performance on every macrobenchmark and it is the same for all the microbenchmarks, i.e., a 2.2x speedup averagely. Moreover, compared with ACC-1, ACC-2 performs better on large configurations (3.19x speedup) than normal configurations (1.80x speedup) where its high parallelism and throughput (peak performance of 2 114 GOPS) can be well leveraged. Additionally, ACC-1 achieves better performance than all the CPUs and GPUs on most CNNs and DNNs but fails on complex and irregular networks such as ResNet and DeconvNet. It is because ACC-1 is designed to efficiently process CNNs/DNNs. Thus, ACC-1 obtains a performance benefit over GPU-S on layers commonly used in CNNs and DNNs, i.e., Conv. (1.43x) and FC (16.25x).
ACC-1 can be very effective on small networks, as it performs 217.78x faster than GPU-S on Cfg.D. On normal configurations such as Cfg.A∼Cfg.C, ACC-1 can still keep its efficiency with a 1.71x speedup. However, on heavy workloads, GPUs can well leverage their high parallelism. Thus, ACC-1 cannot exceed GPU-S (0.65x speedup on Cfg.D∼Cfg.G).
Discussion
Overall Score. In current version, we do not provide an overall score for different IPs. The reason is two-fold. First, most architecture designs involve a multi-dimension optimization process where architects make decisions on a series of trade-offs that lead to a final design for some specific targets. Thus, in such case, detailed evaluation results can be used directly for design improvement and an overall score would be meaningless. Second, overall scores appropriate for various platforms, e.g., CPU, GPU, FPGA, DSP, and customized accelerators do not exist. One possible definition of an overall score could be the overall efficiency, i.e., synthesizing energy efficiency, performance efficiency, and silicon efficiency. For example, the overall efficiency equation can be defined as GeoM ean(f ( Ops Energy )×g( Ops T ime )×h( Acc/Ref acc
Area
)), where f (·), g(·) and h(·) are potential scaling/mapping functions. However, due to the huge gaps among various platforms, those functions can only be user-defined or fitting equations learning from collected data after BenchIP is opened for public. Therefore, at present we only provide direct measured metrics and synthesized efficiency scores.
Conclusions
In this paper, we proposed, BenchIP, a benchmark suite and methodology for benchmarking intelligence processors. BenchIP consists of two sets of benchmark suites, i.e., macrobenchmarks for benchmarking and microbenchmarks for architecture/system optimization. We built the benchmark methodology upon an industrial software stack consisting of a highlevel programming model, library, and device driver. Direct measured metrics are reported in BenchIP for comprehensively reflecting various characteristics of the intelligence processors being evaluated, later obtaining the synthesized metrics. We also employed BenchIP to evaluate various hardware platforms, including three CPUs, three GPUs, and two neural network accelerators from different scenarios. BenchIP, which is already being used in several companies, will be opensourced soon to facilitate the design and evaluation of intelligence processors in a broad sense.
