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We describe a universal conditional distribution method for uniform sampling from n-
spheres and n-balls, based on properties of a family of radially symmetric multivariate
distributions. The method provides us with a unifying view on several known algorithms
as well as enabling us to construct novel variants. We give a numerical comparison of the
known and newly proposed algorithms for dimensions 5, 6 and 7.
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1. Introduction
Sampling from the uniform distribution on the n-dimensional Euclidean ball (the n-ball) and its surface (the n-sphere) is
a tool useful in many diverse research fields, for instance Monte Carlo integration in physics, generating random directions
for MCMC sampling on bounded regions, generating random correlation matrices, Monte Carlo analysis of random packing
on the sphere, generating random rotations in cryptography as well as various simulation studies in statistics (see, e.g., [8],
Section 5.13 in [12], [20,26,28,22]).
There are essentially three approaches to sampling from the uniform distribution on the unit n-sphere and the unit n-ball
of general dimension.
The first approach to generating from the uniform distribution on n-balls and, by a normalization, on n-spheres is using
a rejection method; see, e.g., Section V.4.2 in [10]. The ‘‘naive’’ rejection method generates a sample x from the uniform
distribution on [−1, 1]n which is then rejected if its Euclidean norm ‖x‖ is greater than 1. For small dimensions (say,
n = 2, 3) the naive rejection can be a practical choice, but the ratio of accepted and rejected samples decreases to 0 extremely
fast as n → ∞. An interesting variant of the rejection approach is the so-called Divide-and-Conquer method proposed by
Banerjia and Dwyer [3], which is also slow for large dimensions, but its efficient implementation can be competitive with
alternative methods for dimensions up to 5.
The naive rejection for generating from the uniformdistribution on the 2-ball (i.e., the disk) is a basis for uniform sampling
from the 2-sphere (i.e., the circle) in a pioneering paper by von Neumann [30]. Similarly Cook [9] used the rejection method
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for generating from the 4-ball to sample uniformly from the 3-sphere. The methods of von Neumann and Cook use special
rational formulas which, in contrast to the standard normalization, do not contain square roots.
The second approach to generating from n-balls and n-spheres uses the fact that the multivariate normal distribution
with independent standardized components is radially symmetric, i.e., it is invariant under orthogonal rotations. Therefore, if
Y ∼ Nn(0n, In), then Sn = Y/‖Y‖ has the uniformdistribution on the unit n-sphere,whichwas noted already byMuller [23].
Moreover, multiplying Sn by U1/n, where U has the uniform distribution on the unit interval (0, 1), we obtain the uniform
distribution on the unit n-ball; see, e.g., Section 3.29 in [12].
The algorithms in the third group, which circumvent generating normal variates, are essentially based on the properties
of the marginals of the uniform distribution on n-spheres and n-balls; see the papers by Hicks and Wheeling [16], Sibuya
[27], Marsaglia [19], Tashiro [29], Guralnik et al. [14], Fang et al. [11], Yang et al. [31]. It is the purpose of this paper to clarify
mutual relations of these algorithms aswell as to use the general point of view to propose alternativemethods for generating
uniformly from n-spheres and n-balls of dimensions n = 5, 6, 7.
In Section 2 we study theoretical properties of a family of interrelated multivariate distributions on n-balls, including
marginals of the uniform distribution on n-spheres and n-balls. In Section 3 we use the results of Section 2 to describe
general algorithms for sampling from the family of distributions, and point out to the special cases of the algorithms, which
comprise known as well as novel methods. The known and newly proposed algorithms are then compared in Section 4.
2. TheBB distribution family of random vectors
Key for this paper are properties of the family Ba,b of beta distributions, where a > 0 and b ≥ 0. For b > 0 the random
variable V ∼ Ba,b is continuous with density
f (v; a, b) = Γ (a+ b)
Γ (a)Γ (b)
va−1(1− v)b−1, 0 < v < 1,
where
Γ (z) =
∫ ∞
0
tz−1e−tdt.
As a limit case, the random variable V ∼ Ba,0 is assumed to be equal to 1 almost surely, i.e., Pr[V = 1] = 1. For V ∼ Ba,b we
will denote the distribution of V 1/2 by the symbol B1/2a,b .
Notation: Let n ∈ N and r > 0. By Sn(r) we denote the n-sphere with radius r and the center 0n, i.e., Sn(r) = {x ∈ Rn :
‖x‖ = r}. By Sn we denote the unit n-sphere, that is, Sn = Sn(1). Similarly, byBn(r)we denote the n-ball with radius r and
the center 0n, i.e.Bn(r) = {x ∈ Rn : ‖x‖ ≤ r}, and byBn we denote the unit n-ball:Bn = Bn(1). For a setX ⊂ Rn we use
the notation UX to denote the uniform distribution onX.
As noted in the Introduction, if Y = (Y1, . . . , Yn)′ has the multivariate normal distribution Nn(0n, In), then
(X1, . . . , Xn)′ = Y/‖Y‖ ∼ USn . (1)
For 1 ≤ m ≤ nwe can use a relation of the chi-square and beta distributions (see, e.g., Section 25.2 in [18]) to obtain
‖(X1, . . . , Xm)′‖2 =
m∑
i=1
Y 2i
n∑
i=1
Y 2i
=
m∑
i=1
Y 2i
m∑
i=1
Y 2i +
n∑
i=m+1
Y 2i
∼ Bm
2 ,
n−m
2
,
which implies the following well-known result (see the paper by Cambanis et al. [7]).
Lemma 1. Let X = (X1, . . . , Xn)′ be a random vector uniformly distributed on the unit n-sphere and let {i1, . . . , im} ⊆
{1, . . . , n}. Then the subvector (Xi1 , . . . , Xim)′ of X has the distribution of the random vector RSm, where R ∼ B1/2m/2,(n−m)/2
and Sm ∼ USm are independent.
Lemma 1 motivates a definition of the following family of radially symmetric distributions on n-balls.
Definition 1. Let X be an n-dimensional random vector satisfying X = rRSn, where R ∼ B1/2n/2,d/2 and Sn ∼ USn are
independent, r > 0, d ≥ 0. Thenwewill say thatX has the n-dimensionalBB distributionwith radius r and shape parameter
d, and denote this fact by X ∼ BBn (r, d).
The most important special cases of the BBn (r, d) distributions are the uniform distribution on Sn(r) and Bn(r) which
correspond to the shapes d = 0 and d = 2. In particular, BB1 (1, 0) is the distribution of the random sign attaining ±1
with probability 1/2, andBB1 (1, 2) is the uniform distribution on (−1, 1). It is also easy to show thatBB1 (1, 1) is the arcsine
distribution in its standard form (see, for instance, [24]). As we will see later (cf. Proposition 3), for d→∞ theBBn (
√
d, d)
distribution converges to the multivariate normal distribution Nn(0n, In).
Lemma 2. Let X ∼ BBn (r, d) and R ∼ B1/2(n+d)/2,m/2 be independent. Then RX ∼ BBn (r, d+m).
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Fig. 1. (a) The probability density functions of the BB1 (1, d) distributions for different values of d. (b) The radial intersections of the density functions of
theBB2 (1, d) distributions for different values of d.
Proof. By Definition 1: RX = RR∗Sn, where R∗ ∼ B1/2n/2,d/2 and Sn ∼ USn . According to, e.g., Theorem 1 in [17], we obtain
RR∗ ∼ B1/2n/2,(m+d)/2. 
Lemma 2 states that the BB distributions are closed with respect to multiplication by suitable beta distributed random
variables. For example, the case r = 1, d = 0 and m = 2 of Lemma 2 specifies the well-known fact that if X ∼ USn and
U ∼ U(0,1), then U1/nX ∼ UBn . In the sequel wewill show that the familyBB is closed also with respect to formingmarginal
and conditional distributions. To do this, we will use the following ‘‘beta-independent’’ stochastic representation lemma,
which is a direct consequence of Definition 1, and Theorem 3.1 in [13].
Lemma 3. Let X ∼ BBn (r, d), and let X = (X ′1,X ′2)′, where X1 and X2 are n1- and n2-dimensional subvectors of X ; that is
n1 + n2 = n. Then
X =
(
RWS ′1, R
√
1−W 2S ′2
)′
,
where R ∼ B1/2n/2,d/2,W ∼ B1/2n1/2,n2/2, S1 ∼ USn1 , S2 ∼ USn2 , and R,W, S1, S2 are independent.
Using Lemmas 2 and 3 stated above together with Theorem 2.5 in a paper by Hashorva [15] we obtain:
Theorem 1. Let X ∼ BBn (r, d), and let X = (X ′1,X ′2)′, where X1 and X2 are n1- and n2-dimensional subvectors of X .
Then (i) X1 ∼ BBn1(r, d+ n2); (ii) if x1 ∈ Rn1 with ‖x1‖ < r, then X2 | X1 = x1 ∼ BBn2(
√
r2 − ‖x1‖2, d).
Notice that Theorem 1 implies:
Corollary 1. Let k ∈ N ∪ {0}. Let Y ∼ Nn+k(0n+k, In+k) and X = Y ∗/‖Y‖, where Y ∗ is a vector formed of n components of Y .
Then X ∼ BBn (1, k).
Setting k = 0 in Corollary 1 yields the relation (1). For k = 2 we obtain a less trivial special case of Corollary 1, which
can be used to generate samples from UBn using only a random generator of normal distribution (cf. Section 4).
Proposition 1. Let d > 0. The probability density function of the distributionBBn (r, d) with respect to the Lebesgue measure on
Rn is
fBBn (x; r, d) =
Γ
( n+d
2
)
pin/2rnΓ
( d
2
) (1− ‖x‖2
r2
)d/2−1
, 0 ≤ ‖x‖ < r.
Proof. Since the distribution BBn (r, d) is radially symmetric with rB
1/2
n/2,d/2 distributed norm, we can use the first part of
Theorem 4.3 in [10] to write
2Γ
( n+d
2
)
rnΓ
( n
2
)
Γ
( d
2
)‖x‖n−1 (1− ‖x‖2
r2
)d/2−1
= nVol[Bn]‖x‖n−1fBBn (x; r, d), (2)
where Vol[Bn] = [2Γ (3/2)]n/Γ (n/2 + 1) is the volume of the unit n-ball. The statement of the theorem is equivalent to
Eq. (2). 
Fig. 1 depicts the density functions of the distributionsBB1 (1, d) aswell as the radial intersections of the density functions
of the distributionsBB2 (1, d) for different values of the shape parameter d.
2300 R. Harman, V. Lacko / Journal of Multivariate Analysis 101 (2010) 2297–2304
Proposition 2. Let X ∼ BBn (r, d). Then (i) E[X] = 0n; (ii) the components of the vector X are uncorrelated but
dependent; (iii) the covariance matrix is Var[X] = r2n+d In.
Proof. The forms of the mean and the covariance matrix of X follow from Theorem 5.4 in [13]. Moreover, for i 6= j the
distribution of (Xi, Xj)′ is radially symmetric and non-normal; therefore, the Herschel–Maxwell theorem [6] implies mutual
dependence of Xi and Xj. 
Note that the shape of the density function of theBBn (r, d) distributions, with increasing d, resembles the density of the
normal distribution (see Fig. 1). In fact, it is possible to show the following proposition.
Proposition 3. Let n ∈ N be fixed. Then the distributionBBn
(√
n+ d, d) converges to Nn(0n, In) as d→∞.
Proof.
lim
d→∞ fBBn
(
x;√n+ d, d
)
= lim
d→∞
Γ
( n+d
2
)
pin/2(n+ d)n/2Γ ( d2 )
(
1− ‖x‖
2
n+ d
)d/2−1
= 1
(2pi)n/2
exp{−‖x‖2/2} lim
d→∞
Γ
( n+d
2
)( n+d
2
)n/2
Γ
( d
2
) .
The limit on the right-hand side is equal to 1 by formula 6.1.46 in [1]. 
We remark that the previous proposition holds in a more general form: BBn
(√
α + d, d) → Nn(0n, In) as d → ∞ for
every α ≥ 0. The value α = n in Proposition 3 was chosen due to the fact that if X ∼ BBn
(√
n+ d, d) then E[X] = 0n and
Var[X] = In, i.e., the random vectors with distributionsBBn
(√
n+ d, d) are standardized.
The following proposition shows that the sequence of distributions BBn (r, d) converges to the standard multivariate
normal distributions not only with increasing d but, in a sense, also with increasing n. More precisely:
Proposition 4. Let k ∈ N and d ≥ 0 be fixed. Let (X (n))∞n=k be a sequence of random vectors such that X (n) ∼ BBn
(√
n, d
)
for all
n ≥ k. Take the sequence of k-dimensional random vectors (W (n))∞n=k such that W (n) consists of the first k components of X (n),
i.e.,W (n) = (X (n)1 , . . . , X (n)k )′ for all n ≥ k. Then the distribution of the random vectors (W (n))∞n=k converges to Nk(0k, Ik).
Proof. If X (n) ∼ BBn
(√
n, d
)
, then by definition, X (n) = √nRnY (n)/‖Y (n)‖, where Rn ∼ B1/2n/2,d/2 and Y (n) ∼ Nn(0n, In).
It is easy to see that
√
n/‖Y (n)‖ → 1 in distribution and that Rn → 1 in distribution as n → ∞. That is, W (n) =
(X (n)1 , . . . , X
(n)
k )
′ → Nk(0k, Ik) in distribution (see, for instance, Corollary 1 of Theorem 5.1 in [4]). 
The result of Proposition 4 enables us to use algorithms for generating from the distributions BB (see the next section)
to produce uncorrelated realizations from the approximately normal distribution. Our experience shows that for a high
dimension n, a sample from the uniform distribution on n-spheres or n-balls with the radius
√
n can be used as a substitute
for n i.i.d. realizations of the distribution N(0, 1), which can be further improved as follows.
If Z ∼ χ2n and X ∼ BBn
(√
n, 0
)
then
√
Z/nX ∼ Nn(0n, In). Moreover from the central limit theorem and basic properties
of the chi-square distribution we know that for large n the distribution of Z/n can be approximated by the distribution of√
2/nY + 1, where Y ∼ N(0, 1). Therefore (√2/nY + 1)1/2 X approximates the vector of n i.i.d. variates from N(0, 1) very
well. However, in this paper we do not analyze the possibility of approximation of the normal generator further.
3. Decompositional algorithms for generating from theBB distributions
In this section we describe two closely related classes of algorithms for generating samples from the distributions BB,
which are based on the results from Section 2 and the well-known conditional distribution method (see, e.g., Section XI.1.2
in [10]).
Let X = (X ′1,X ′2)′ ∼ BBn (r, d), where X1 is the subvector of the first n1 components of X and X2 is the subvector of the
last n2 components of X , that is n1 + n2 = n. Using Theorem 1 we know that
X1 ∼ BBn1(r, n2 + d), and (3)
X2 | X1 = x1 ∼ BBn2
(√
r − ‖x1‖2, d
)
.
The previous relations enable us to decompose the problem of generating samples from the n-dimensional distribution
BB to two subproblems of generating samples from the distributions BB of lower dimensions n1 and n2. By repeating the
same process, it is possible to decrease the dimension of the original problem to the problem of generating distributions
BB of small dimension, which can be done in a straightforward way. Let A denote the set of all ‘‘atomic’’ distributions,
i.e., the couples (n, d) such that it is possible to generate samples fromBBn (1, d) by a direct method.We obtain the following
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recursive algorithm. (By :=we denote the standard operation of assignment, and by :∼ the assignment of a random sample
from a given distribution.)
Algorithm A.
Target: Generate a realization x fromBBn (1, d)
if (n, d) ∈ A
return x generated by an atomic generator
else
Choose n1 ∈ {1, . . . , n− 1} and set n2 := n− n1
Generate x1 :∼ BBn1(1, n2 + d)
Generate x2 :∼ BBn2
(√
1− ‖x1‖2, d
)
return x = (x′1, x′2)′
end
If we set n1 = 1 andA = {(1, δ) : δ ∈ N∪ {0}} in Algorithm A, we obtain a componentwise method for generating from
BBn (1, d), d ∈ N ∪ {0}, which, for d = 2, coincides with the method proposed in Example 1 in the paper by Fang et al. [11].
This requires generating from the atomic distributions BB1 (1, δ), which can be done using specialized algorithms for beta
distribution (see, e.g., Section 3.15 in [12]), or the following observation based on Lemma 2: If R ∼ B1/21,(δ−1)/2, δ ≥ 1, is
independent with X ∼ BB1 (1, 1), then RX ∼ BB1 (1, δ). Since R and X (the arcsine distribution) have a simple inverse of the
distribution function, we can use the inverse transform method (cf., e.g., Section II.2 in [10]) to obtain√
1− U2/(δ−1)1 cos(piU2) ∼ BB1 (1, δ),
where U1,U2 are independent from U(0,1).
Setting n1 = 2 andA = {(2, δ) : δ ∈ N ∪{0}}∪{(1, 0)}we obtain a specification of Algorithm Awhich is more practical
than the simple componentwise method. Note that it is possible to generate from the distribution BB2 (1, δ) by using the
relation√
1− U2/δS2 ∼ BB2 (1, δ),
where U ∼ U(0,1) and S2 ∼ US2 , i.e., S2 has the uniform distribution on the unit circle, which in turn can be generated using
standard methods. The resulting algorithm can be written in the following non-recursive form:
Algorithm SMT.
Target: Generate a realization x fromBBn (1, d)
Set ρ := 1
for i = 1 : bn/2c
Generate (x2i−1, x2i)′ :∼ BB2
(√
ρ, n+ d− 2i)
Set ρ := ρ − ‖(x2i−1, x2i)′‖2
end
if n is an odd number
Generate xn :∼ BB1
(√
ρ, d
)
end
return x = (x1, . . . , xn)′
It turns out that for d = 0 Algorithm SMT is essentially the same as the methods proposed by Sibuya [27] and Tashiro
[29] in which generation of S2 is performed using trigonometric functions: (cos(2piU), sin(2piU))′ ∼ US2 , whereU ∼ U(0,1).
We also remark that for n = 4 Algorithm SMT reduces to the method of Marsaglia [19].
Clearly, Lemma 2 implies that X1 from relation (3) satisfies X1 = HX˜1, where H ∼ B1/2(n1+d)/2,n2/2 and X˜1 ∼ BBn1(r, d). This
leads to the following modification of Algorithm A.
Algorithm B.
Target: Generate a realization x fromBBn (1, d)
if (n, d) ∈ A
return x generated by an atomic generator
else
Choose n1 ∈ {1, . . . , n− 1} and set n2 := n− n1
Generate x1 :∼ BBn1(1, d) and H :∼ B1/2(n1+d)/2,n2/2
Set x1 := Hx1
Generate x2 :∼ BBn2
(√
1− ‖x1‖2, d
)
return x = (x′1, x′2)′
end
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The method for uniform generation from the unit n-sphere (that is d = 0) by Hicks and Wheeling [16] can be viewed
as a special case of Algorithm B with n1 = n − 1 and A = {(1, 0)}. A disadvantage of this algorithm is that it requires
generating H from the distribution B1/2(n−1)/2,1/2, which is not completely straightforward (Hicks and Wheeling proposed a
numeric method which essentially corresponds to the inverse transform method).
A more efficient special case of Algorithm B can be obtained by choosing n1 = n − 2 and atomic generators A =
{(1, d), (2, d)}. In this case the distribution of the randomvariableH is B1/2(n−2+d)/2,1, that is,H = U1/(n−2+d), whereU ∼ U(0,1).
This gives us the following specification:
Algorithm YPHL.
Target: Generate a realization x fromBBn (1, d)
if n is an even number
Generate (x1, x2)′ :∼ BB2 (1, d)
for i = 2 : n/2
Generate U :∼ U(0,1) and set H := U1/(2i−2+d)
Set (x1, . . . , x2i−2)′ := H(x1, . . . , x2i−2)′
Set ρ := 1−∑2i−2j=1 x2j
Generate (x2i−1, x2i)′ :∼ BB2
(√
ρ, d
)
end
else
Generate x1 :∼ BB1 (1, d)
for i = 2 : (n+ 1)/2
Generate U :∼ U(0,1) and set H := U1/(2i−3+d)
Set (x1, . . . , x2i−3)′ := H(x1, . . . , x2i−3)′
Set ρ := 1−∑2i−3j=1 x2j
Generate (x2i−2, x2i−1)′ :∼ BB2
(√
ρ, d
)
end
end
return x = (x1, . . . , xn)′
For d = 2. i.e., for uniform sampling from the n-ball, Algorithm YPHL corresponds to the method proposed by Yang
et al. [31], which uses the so-called patchwork method for generating from the (atomic) distribution UB2 .
An advantage of the general view formalized in Algorithms A and B is that it permits combining atomic generators of
higher dimensions—not only one- or two-dimensional as in themethods proposed in the papers cited above. For example, it
is possible to use specialized direct algorithms for uniform sampling from the three- and four-dimensional balls and spheres.
For instance to generate from US3 and US4 , we can use the method proposed by Marsaglia [19]. Naive rejection is a fast
method for generating from UB3 and the Divide-and-Conquer method proposed by Banerjia and Dwyer [3] is a simple and
rapid method for generating from UB4 .
In the sequel we give examples of algorithms for uniform sampling on five-, six- and seven-dimensional spheres and
balls, which are based on Algorithm A and make use of atomic generators of higher dimensions. We remark that the use
of the Algorithms A and B with higher dimensional atomic generators is not limited to dimensions up to 7. Nevertheless,
our numerical experiments show that the relative advantage of the Algorithms A and B over existing methods declines with
increasing dimension.
Algorithm 5S.
Target: Generate x from US5
B1 :∼ UB3 , B2 :∼ UB2
(x1, x2, x3)′ := B1
ρ := 1− ‖B1‖2
(x4, x5)′ :=
√
ρ/‖B2‖2B2
return x = (x1, . . . , x5)′
Algorithm 5B.
Target: Generate x from UB5
V :∼ U1/5(0,1), B1 :∼ UB3 , B2 :∼ UB2
(x1, x2, x3)′ := VB1
ρ := 1− V 2‖B1‖2
(x4, x5)′ := √ρB2
return x = (x1, . . . , x5)′
Algorithm 6S.
Target: Generate x from US6
B1 :∼ UB4 , B2 :∼ UB2
(x1, x2, x3, x4)′ := B1
ρ := 1− ‖B1‖2
(x5, x6)′ :=
√
ρ/‖B2‖2B2
return x = (x1, . . . , x6)′
Algorithm 6B.
Target: Generate x from UB6
V :∼ U1/6(0,1), B1 :∼ UB4 , B2 :∼ UB2
(x1, x2, x3, x4)′ := VB1
ρ := 1− V 2‖B1‖2
(x5, x6)′ := √ρB2
return x = (x1, . . . , x6)′
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Table 1
Comparison of mean computation times (in seconds) corresponding to uniform sampling of 106 points from the n-sphere and n-ball by Algorithms YPHL,
SMT, BM and the newly proposed ones. For all the cases, the width of the 95% confidence intervals for the true mean value based on 100 independent
simulation runs is less than 0.0244. See the text for details.
n n-sphere n-ball
BM YPHL SMT New BM YPHL SMT New
5 1.6169 0.9221 1.0065 0.6506 1.8428 1.1125 1.1836 0.8542
6 1.6120 1.3025 1.0886 0.9605 1.8348 1.1918 1.3037 1.1323
7 2.0737 1.4283 1.4255 1.1691 2.3547 1.6398 1.6995 1.3940
Algorithm 7S.
Target: Generate x from US7
V :∼ U1/5(0,1), B1 :∼ UB3
B2 :∼ UB2 , B3 :∼ UB2
(x1, x2, x3)′ := VB1
ρ := 1− V 2‖B1‖2
(x4, x5)′ := √ρB2
ρ := ρ(1− ‖B2‖2)
(x6, x7)′ :=
√
ρ/‖B3‖2B3
return x = (x1, . . . , x7)′
Algorithm 7B.
Target: Generate x from UB7
V1 :∼ U1/5(0,1), V2 :∼ U1/7(0,1)
B1 :∼ UB3 , B2 :∼ UB2 , B3 :∼ UB2
(x1, x2, x3)′ := V1V2B1
ρ := 1− V 21 ‖B1‖2
(x4, x5)′ := √ρV2B2
ρ := 1− V 22 (V 21 ‖B1‖2 + ρ‖B2‖2)
(x6, x7)′ := √ρB3
return x = (x1, . . . , x7)′
4. Comparison of the algorithms for uniform sampling from n-balls and n-spheres
In this section we will show results of a numerical comparison of Algorithm SMT, YPHL for shapes d = 0 and d = 2,
and the newly proposed methods for dimensions n = 5, 6, 7. Note that for generating from the atomic generators we
only used naive rejectionmethods (with the exception of uniform sampling from the 4-ball, where the Divide-and-Conquer
modification of the naive rejection was used). In accord with this philosophy, for the comparison with the generators based
on sampling from the normal distribution we used the simple Box–Muller (BM) method [5], instead of faster, but more
complicated methods, such as those of Ahrens and Dieter [2] or Marsaglia and Tsang [21]. To fairly compare our algorithms
with these normal generators, one should use a similar ‘‘fast and complicated’’ method for generating the atomic samples.
For example, it could be expected that an adaptation of the Ziggurat method of Marsaglia and Tsang based on tables of
pre-calculated constants would significantly increase the speed of generating from the uniform distribution on the atomic
n-balls and, as a consequence, the speed of the algorithm as a whole. We leave this possibility for further research.
Table 1 exhibits a comparison of mean computation times (in seconds) corresponding to one simulation run. Each run
consists of sampling 106 points from the uniform distribution on the unit n-sphere and n-ball by the corresponding algo-
rithms. The computationswere performed on an Intel PentiumDual-Core processor with 1.86 GHz clock frequency and 2 GB
of RAM. The algorithms were written in the C language and implemented in the Bloodshed Dev C++ v. 4.9.9.2 environment.
The source codes for the procedures in a user friendly form are available upon request from the authors.
In the numerical experiments, the programs based on the newly proposed methods proved to be the least time-
consuming. Nevertheless, we remark that speed is not the only measure of algorithm efficiency (other measures being
memory requirements, simplicity of the code, average number of samples from U(0,1) and so on). Moreover, the speed itself
significantly depends on the computer hardware and the software environment, as well as the ingenuity of the programmer.
Therefore, our numerical comparison cannot be considered as relevant for all possible situations. For instance, our experi-
ments in the programming environment R [25] showed that using the fast pre-compiled normal generator is more efficient
than any implementation of the Algorithms A and B in the R’s script language. Especially fast and simple is using Corollary 1
with k = 0 (the well-known method for generating from USn ) and k = 2 (a novel method for generating from UBn ).
5. Conclusions
In the paperwe give a brief summary of existingmethods for uniform sampling from n-spheres and n-balls, and formulate
a theoretical background which enables us to see some of the methods from a broader perspective as variants of the condi-
tional distribution approach. Moreover, on the basis of the general viewwe propose simple algorithms for uniform sampling
from five-, six-, and seven-dimensional spheres and balls, which prove to be simple and fast alternatives to existingmethods.
We also remark that the approach presented admits a generalization to the case of multidimensional balls with respect
to the general Lp norm. However, this extension is substantiallymore technical and is beyond the scope of the present paper.
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