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We study the degrees of freedom in shrinkage estimation of regression coefficients.
Generalizing the idea of the Lasso,we consider the problemof estimating the coefficients by
minimizing the sum of squares with the constraint that the coefficients belong to a closed
convex set. Based on a differential geometric approach, we derive an unbiased estimator
of the degrees of freedom for this estimation method, under a smoothness assumption on
the boundary of the closed convex set. The result presented in this paper is applicable to
estimation with a wide class of constraints. As an application, we obtain a Cp type criterion
and AIC for selecting tuning parameters.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, there has been considerable attention on shrinkage methods in estimating the coefficients of a linear
model. Compared with the ordinary least squares (OLS), shrinkage methods often improve the prediction accuracy. In
addition, if the constraint set towards which the estimator is shrunk has edges or corners, some coefficients can be set
exactly equal to zero.
To be precise, suppose y = (y1, . . . , yn)′ is the response vector and xj = (x1j, . . . , xnj)′, j = 1, . . . , p are the covariates.
Let X = [x1 · · · xp] be the design matrix. We consider a linear model
y = Xβ + , (1.1)
where β = (β1, . . . , βp)′ is the coefficient vector and  ∼ Nn(0, σ 2In). By centering the covariates if required, we assume
that the intercept term is not included in the above linear model.
A canonical example of shrinkage methods is the Lasso [1]. Let ‖ · ‖2 be the ordinary Euclidean norm: ‖z‖2 = (z ′z) 12 for
a vector z with appropriate dimension. The Lasso estimate is defined by an optimal solution of the following minimization
problem:
min
β
‖y− Xβ‖22 (1.2)
s.t. ‖β‖1 ≤ t,
or equivalently
min
β
{‖y− Xβ‖22 + λ‖β‖1} , (1.3)
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Fig. 1. The constraint sets of the Lasso (left) and the group Lasso (right).
where ‖β‖1 = ∑pj=1 |βj|, t and λ are non-negative tuning parameters. The Lasso shrinks the coefficients towards zero
as t decreases or λ increases. An important feature of the Lasso is that, depending on the tuning parameter t or λ, some
coefficients are set exactly equal to zero. It should be noted that although (1.2) and (1.3) are equivalent as minimization
problems, the optimal solutions of these two problems are different as estimators since the correspondence between t and
λ generally depends on the data.
It is well recognized that the choice of the tuning parameter is a crucial part of shrinkage methods. As indicated by
Efron [2], the degrees of freedom plays an important role in selecting the tuning parameter. The degrees of freedom reflects
the model complexity controlled by the shrinkage and corresponds to the penalty term of model selection criteria such
as Mallows’ Cp [3] and Akaike’s information criterion (AIC, [4]). Recently, Zou et al. [5] show that, under the penalization
formulation (1.3), the number of non-zero coefficients is an unbiased estimator of the degrees of the freedom of the Lasso.
In this paper, we study the degrees of freedom for the estimation method formulated as
min
β
‖y− Xβ‖22 (1.4)
s.t. β ∈ K ,
where K ⊂ Rp is a closed convex set. The minimization problem (1.4) is a generalization of the Lasso and its variants. The
problem of selecting the tuning parameter is viewed as the problem of selecting the constraint set among a given collection
of closed convex sets. The main goal of this paper is to derive an unbiased estimator of the degrees of freedom for this
estimation method under both p ≤ n and p > n settings.
Suppose first that rank X = p (hence p ≤ n) and denote the OLS estimator by β̂0. Define the inner product 〈·, ·〉 in Rp by
〈u, v〉 = u′Vv, for u, v ∈ Rp (1.5)
where V = X ′X and let ‖ · ‖ = √〈·, ·〉. Note that the inner product 〈·, ·〉 here is not same as the ordinary Euclidean inner
product. Then, the minimization problem (1.4) can be rewritten as
min
β
‖β − β̂0‖ (1.6)
s.t. β ∈ K .
It is seen that the optimal solution β̂K of the problem (1.6) is given by the projection of β̂0 onto K . Since K is closed and
convex, β̂K is uniquely defined.
Herewe present illustrative examples of the constraint sets of the Lasso and the group Lasso. The left of Fig. 1 corresponds
to the Lasso constraint |β1|+|β2|+|β3| ≤ 1. The right one corresponds to the group Lasso constraint (β21+β22 )
1
2 +|β3| ≤ 1.
To derive an unbiased estimator of the degrees of freedom, we utilize Stein’s lemma [6]. Stein’s lemma yields that an
unbiased estimator of the degrees of freedom is given by the divergence of µ̂K with respect to y, which coincides with the
divergence of β̂K with respect to β̂0. However, in general, the estimator β̂K cannot be expressed in an explicit form. Thus it
is often impossible to directly calculate the divergence.
To overcome this difficulty, we use an idea of the ‘‘tubal coordinates’’ [7]. From an approach similar to that of Kuriki and
Takemura [8],we derive the divergence of the projection ontoK in terms of geometric quantities under a regularity condition
on the boundary ∂K of K . Hence we obtain an unbiased estimator of the degrees of freedom of µ̂K , which is computable in
principle.
Next, we consider a more challenging situation: p > n case. When p > n, the OLS estimator is not uniquely defined.
Furthermore, in general, shrinkage estimators such as the Lasso estimator are not uniquely defined as functions of y.
However, the fitted model µ̂K = X β̂K is in fact always uniquely determined for a compact convex K where β̂K is any
optimal solution of (1.4), since µ̂K is the projection of y onto the closed convex set K˜ = {Xβ | β ∈ K}. Hence, it remains to
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evaluate the divergence div µ̂K as is the case with p ≤ n. Although in general K˜ is of complicated form and it is not easy to
compute the geometric quantities associated with ∂K˜ , we can derive an explicit form of the divergence div µ̂K for the Lasso
constraint set under some regularity conditions.
The organization of this paper is as follows.We assume rank X = p up to Section 4 and relax this assumption in Section 5.
In Section 2, we briefly review Stein’s unbiased risk estimation theory. In Section 3, we first prepare notations of geometry
of a piecewise smooth boundary of a closed convex set and derive a divergence formula for the projection onto K based on
the differential geometric approach. An unbiased estimator of the degrees of freedom of µ̂K is provided in Section 3.2. The
result presented in this paper seems fairly general. In Section 4, we exemplify our method to obtain unbiased estimators
of the degrees of freedom for the Lasso and its variants. In Section 5, we consider an extension of our result to p > n case.
Section 6 is devoted to some concluding remarks.
Here we introduce some notations used in this paper. Let ej be a vector of which the jth component is 1 and all
other components are zero. For a finite set A, #A or |A| denotes its size. For a finite set of vectors {α(1), . . . , α(l)},
conv{α(1), . . . , α(l)} stands for its convex hull.
2. Unbiased estimation of the prediction risk
In this section, we first introduce Stein’s unbiased risk estimation theory based on Efron’s [2] arguments. The precise
definition of the degrees of freedom will be given. Then we will explain the strategy to derive an unbiased estimator of the
degrees of freedom for the estimator defined by the optimal solution of the minimization problem (1.6).
Supposewe have a fittedmodel µ̂ = µ̂(y) = X β̂ , where β̂ is an estimator of β . We evaluate themodel µ̂ by its prediction
accuracy. Suppose ynew is a new response vector generated from the same distribution as y and independent from y. We shall
consider to estimate the prediction risk E(‖ynew − µ̂‖22)/n.
Define µ = Xβ . Partitioning (ynewi − µ̂i)2 as
(ynewi − µ̂i)2 = (ynewi − µi)2 + 2(ynewi − µi)(µi − µ̂i)+ (µi − µ̂i)2 (2.1)
and substituting
(µi − µ̂i)2 = (yi − µ̂i)2 − (yi − µi)2 + 2(yi − µi)(µ̂i − µi)
into (2.1), we obtain
(ynewi − µ̂i)2 = (yi − µ̂i)2 + 2(yi − µi)(µ̂i − µi)+ (ynewi − µi)2 − (yi − µi)2 + 2(ynewi − µi)(µi − µ̂i). (2.2)
Taking expectation of both sides of the Eq. (2.2), we obtain the decomposition
E(‖ynew − µ̂‖22) = E(‖y− µ̂‖22)+ 2df (µ̂)σ 2,
where
df (µ̂) =
n∑
i=1
cov(µ̂i, yi)/σ 2 (2.3)
is called the degrees of freedom of the fit µ̂.
When µ̂ is given by a linear function of y, i.e., µ̂ = Sywith somematrix S being independent of y, the degrees of freedom
is df (µ̂) = tr S, which is a known constant. However, in general it is necessary to estimate df (µ̂). We employ Stein’s lemma
to accomplish the task.
Lemma 2.1 (Stein’s Lemma). Suppose µ̂i : Rn → R is absolutely continuous in ith coordinate for i = 1, . . . , n. If
E(|∂µ̂i/∂yi|) <∞ for each i, then
n∑
i=1
cov(µ̂i, yi)/σ 2 = E(div µ̂),
where div µ̂ =∑ni=1 ∂µ̂i/∂yi.
Therefore an unbiased estimator of the degrees of freedom is given by
d̂f (µ̂) = div µ̂, (2.4)
and we can define a Cp-type criterion by
Cp(µ̂) = ‖y− µ̂‖
2
2
n
+ 2d̂f (µ̂)
n
σ 2
which is an unbiased estimator of the prediction risk.
Let β̂K be the estimator defined by the optimal solution of the problem (1.6) with a closed convex set K . We verify the
absolute continuity of µ̂K with µ̂K = X β̂K .
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Lemma 2.2. For every i, (µ̂K )i is absolutely continuous in each coordinate of y and ∂(µ̂K )i/∂y=(∂(µ̂K )i/∂y1, . . . , ∂(µ̂K )i/∂yn)′
is essentially bounded.
Proof. Since β̂K is the projection of β̂0 onto K , β̂K is Lipschitz continuous in β̂0 (see Theorem 2.4.2 of [9]). Therefore µ̂K is
shown to be Lipschitz continuous in y and so is each (µ̂K )i. The absolute continuity and the essential boundedness follow
directly from the Lipschitz continuity. 
Note that if β̂K is differentiable in β̂0, the divergence div µ̂K is same as the divergence of β̂K with respect to β̂0. This can
be verified by the chain rule:
div µ̂K = tr X
(
∂β̂K
∂β̂0
)(
∂β̂0
∂y
)
= tr X
(
∂β̂K
∂β̂0
)
(X ′X)−1X ′
= tr
(
∂β̂K
∂β̂0
)
,
where ∂β̂K/∂β̂0 is the matrix whose (i, k)th component is ∂(β̂K )i/∂β̂0k and ∂β̂
0/∂y is the matrix whose (k, j)th component
is ∂β̂0k /∂yj. Therefore we only need to calculate the divergence of β̂K with respect to β̂
0 in order to derive an unbiased
estimator of the degree of the freedom df (µ̂K ).
For the normal linear model (1.1), β̂0 is a complete sufficient statistic for β when σ 2 is known and (β̂0, y′y) is a complete
sufficient statistic for (β, σ 2) when σ 2 is unknown. In either case, d̂f (µ̂K ) = tr(∂β̂K/∂β̂0) is shown to be the unique
uniformly minimum variance unbiased estimator of the degrees of freedom df (µ̂K ) since d̂f (µ̂K ) is a function of β̂0. Thus,
in terms of estimating the degrees of freedom, the analytical estimator d̂f (µ̂K ) is more efficient than cross-validation and
related non-parametric methods.
3. Main results
In this section, we first derive a divergence formula for the projection onto K under a smoothness condition on the
boundary ∂K . As noted in the previous section, it enables us to obtain an unbiased estimator of the degrees of freedom for
the shrinkage estimator projected on K . The result presented here is an extension of that of Meyer and Woodroofe [10],
which treats the case where K is a convex polyhedral cone.
3.1. Divergence formula
Let K ⊂ Rp be a closed convex set. For x ∈ Rp, xK denotes the orthogonal projection of x onto K in terms of 〈·, ·〉:
‖x− xK‖ = min
z∈K ‖x− z‖,
where the inner product 〈·, ·〉 is defined by (1.5). Since K is closed and convex, xK is uniquely defined. Our main aim is
to evaluate the divergence of the projection onto K defined by f (x) = (f1(x), . . . , fp(x))′ = xK . Note that f is Lipschitz
continuous (see the proof of Lemma 2.2).
Let ∂K be the boundary of K . For s ∈ ∂K , the normal cone of K at s is defined by
N(K , s) = {z − s | zK = s}
(see Section 2.2 of [11]). Depending on the dimension of the normal coneN(K , s), we have a disjoint partition of the boundary
∂K as
∂K = D1 ∪ · · · ∪ Dp,
where
Dm = {s ∈ ∂K | dimN(K , s) = m}.
Define
Em = {x ∈ Rp \ K | xK ∈ Dm}.
Then we have a disjoint partition of Rp \ K as
Rp \ K = E1 ∪ · · · ∪ Ep.
We put a condition on smoothness of ∂K as in Kuriki and Takemura [8]. E◦m denotes the interior of Em.
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Assumption 3.1. Dm is a (p − m)-dimensional C2-manifold consisting of a finite number of relatively open connected
components. Furthermore the Lebesgue measure of Em \ E◦m is zero.
Remark 3.1. In Kuriki and Takemura [8], they call ∂K ‘‘piecewise smooth’’ if ∂K meets Assumption 3.1.
Let TsDm be the tangent space of Dm at s and T⊥s Dm be the orthogonal complement of TsDm in terms of 〈·, ·〉: T⊥s Dm = {v ∈
Rp | 〈v, z〉 = 0, ∀z ∈ TsDm}. Clearly, T⊥s Dm is the affine hull of N(K , s). Following Milnor [12], the normal bundle of Dm is
defined by
Nm = {(s, v) | s ∈ Dm, v ∈ T⊥s Dm}.
It is not difficult to show that Nm is a p-dimensional C1-manifold embedded in R2p. Let us define ϕ : Nm → Rp as
ϕ(s, v) = s+ v. Notice that ϕ is a C1-mapping.
Then we show the following basic fact.
Lemma 3.1. For each fixed x¯ ∈ E◦m, there exist an -ball B = {x ∈ Rp | ‖x − x¯‖2 < } ⊂ E◦m around x¯ with sufficiently
small  > 0 and an open neighborhood W of (x¯K , x¯ − x¯K ) in Nm such that ϕ|W : W → B is a diffeomorphism and
(ϕ|W )−1(x) = (xK , x− xK ) for x ∈ B . Especially, f is continuously differentiable on E◦m.
Proof. See Appendix A.1. 
To calculate the divergence of f in an explicit form, we introduce the ‘‘tubal coordinates’’ on E◦m. Let θ = (θ1, . . . , θp−m)
be a C2-local coordinate system on Dm and write s ∈ Dm as s(θ) = s(θ1, . . . , θp−m). The tangent space Ts(θ)Dm at s(θ) is
spanned by{
ba(θ) = ∂s
∂θ a
(θ), a = 1, . . . , p−m
}
.
Let {nα(θ), α = 1, . . . ,m} be an orthonormal basis of T⊥s Dm in terms of 〈·, ·〉. Since {ba(θ)} are C1-mappings in θ , we can
choose {nα(θ)} so as to be of class C1 as well. Hence we see that
(θ, τ ) 7→
(
s(θ),
m∑
α=1
τ αnα(θ)
)
,
with τ = (τ 1, . . . , τm) ∈ Rm, gives a C1-local parametrization of Nm.
Then, by Lemma 3.1, we can take
(θ, τ ) 7→ ϕ(θ, τ ) =
(
s(θ)+
m∑
α=1
τ αnα(θ)
)
(3.1)
as a C1-local parametrization of E◦m and express f in the local coordinates (θ, τ ) as f (θ, τ ) = s(θ). Thus the Jacobian matrix
of f with respect to x at x = ϕ(θ, τ ) is given byb1(θ) · · · bp−m(θ) 0 · · · 0︸ ︷︷ ︸
m
 (Jϕ)−1(θ,τ ), (3.2)
where (Jϕ)(θ,τ ) is the Jacobian matrix of ϕ with respect to (θ, τ ). Especially, the divergence of f with respect to x at
x = ϕ(θ, τ ) is given by the trace of the Jacobian matrix (3.2).
To state our main result, we prepare some notations used in differential geometry: the ‘‘first fundamental form’’ and the
‘‘second fundamental form’’. The first fundamental form of Dm associated with the coordinate system θ = (θ1, . . . , θp−m)
is the symmetric matrix
G(θ) = (gab(θ))1≤a,b≤p−m
with
gab(θ) = 〈ba(θ), bb(θ)〉.
The second fundamental form of Dm in the normal direction nα(θ) is defined by
Hα(θ) = (habα(θ))1≤a,b≤p−m
with
habα(θ) =
〈
nα(θ),
∂2s
∂θ a∂θ b
(θ)
〉
.
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For x = ϕ(θ, τ ), we define
H(θ, τ ) = −
(〈
x− xK , ∂
2s
∂θ a∂θ b
(θ)
〉)
1≤a,b≤p−m
= −
m∑
α=1
τ αHα(θ), (3.3)
which is a positive semi-definite matrix. See Appendix A.2.
Lemma 3.2. The divergence div f (x) =∑pj=1 ∂ fj(x)/∂xj of f at x ∈ E◦m is given by
div f (x) =
p−m∑
a=1
1
1+ κa(x) ,
where κa(x) = κa(θ, τ ), a = 1, . . . p−m are the eigenvalues satisfying the equation
|H(θ, τ )− κG(θ)| = 0. (3.4)
Proof. Weneed to evaluate the Jacobianmatrix (3.2). In the following calculation, we abbreviate arguments like ba = ba(θ).
Since the elements of the Jacobian matrix Jϕ = [∂ϕ/∂θ1 · · · ∂ϕ/∂θp−m ∂ϕ/∂τ 1 · · · ∂ϕ/∂τm] are given by
∂ϕ
∂θ a
= ba +
m∑
α=1
τ α
∂nα
∂θ a
,
∂ϕ
∂τ β
= nβ ,
we have
(Jϕ)′V
[
b1 · · · bp−m n1 · · · nm
] =

(
gab +
m∑
α=1
τ α
〈
∂nα
∂θ a
, bb
〉)
1≤a,b≤p−m
(
m∑
α=1
τ α
〈
∂nα
∂θ a
, nβ
〉)
1≤a≤p−m,1≤β≤m
O Im
 .
(3.5)
Differentiating both sides of 〈nα, bb〉 = 0 with respect to θ a, we obtain
0 = ∂
∂θ a
〈nα, bb〉 =
〈
∂nα
∂θ a
, bb
〉
+
〈
nα,
∂2s
∂θ a∂θ b
〉
,
and hence〈
∂nα
∂θ a
, bb
〉
= −
〈
nα,
∂2s
∂θ a∂θ b
〉
.
Thus the right hand side of (3.5) is written as
(
gab −
m∑
α=1
τ α
〈
nα,
∂2s
∂θ a∂θ b
〉)
1≤a,b≤p−m
(
m∑
α=1
τ α
〈
∂nα
∂θ a
, nβ
〉)
1≤a≤p−m,1≤β≤m
O Im
 = [A11 A12O Im
]
,
where (p−m)× (p−m)matrix A11 and (p−m)×mmatrix A12 are given by
A11 =
(
gab −
m∑
α=1
τ α
〈
nα,
∂2s
∂θ a∂θ b
〉)
1≤a,b≤p−m
= G(θ)+ H(θ, τ ),
A12 =
(
m∑
α=1
τ α
〈
∂nα
∂θ a
, nβ
〉)
1≤a≤p−m,1≤β≤m
.
Therefore we obtain
(Jϕ)−1 =
[
A11 O
A′12 Im
]−1 [
b1 · · · bp−m n1 · · · nm
]′ V .
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The Jacobian matrix (3.2) is given by[
B O
] [A11 O
A′12 Im
]−1 [
B′
N ′
]
V = [B O] [ A−111 O
A′12A
−1
11 Im
] [
B′
N ′
]
V
= BA−111 B′V
= B(G+ H)−1B′V
= B(B′VB+ H)−1B′V , (3.6)
where G = G(θ), H = H(θ, τ ), B = [b1 · · · bp−m], N = [n1 · · · nm]. Let κ1(θ, τ ), . . . , κp−m(θ, τ ) be the eigenvalues of
H(θ, τ )with respect to G(θ), i.e., solutions of the Eq. (3.4).
Then, the divergence is written as
tr B(G+ H)−1B′V = tr(G+ H)−1G
=
p−m∑
a=1
1
1+ κa .
Therefore the proof is completed. 
Remark 3.2. The local coordinates (θ, τ ) given in (3.1) are called the ‘‘tubal coordinates’’, which are used in Weyl [7] to
derive formulas for the volume of tubes.
Remark 3.3. When K is a convex polyhedron, it holds that B(θ) ≡ B (constant matrix) and H(θ, τ ) ≡ 0. In this case, the
Jacobian matrix (3.6) reduces to the constant projection matrix.
Remark 3.4. In Kuriki and Takemura [8], the ‘‘average codimension’’ d(x) is defined as
d(x) = m+ tr(Ip−m + HG−1)−1HG−1
= m+
p−m∑
a=1
κa
1+ κa
= p−
p−m∑
a=1
1
1+ κa
for x ∈ Em. Hence we have the relation div f (x) = p− d(x), a.e.
3.2. Degrees of freedom
Using Lemma 3.2, we can derive an unbiased estimator of the degrees of freedom df (µ̂K ). We assume that K is a closed
convex set satisfying Assumption 3.1.
For β̂0 ∈ Em, identifying x = β̂0 and xK = β̂K , let κm,1(β̂0), . . . , κm,p−m(β̂0) be the eigenvalues satisfying (3.4). Formally
we define E0 = K and κ0,a(β̂0) ≡ 0, a = 1, . . . , p. Then, we obtain the following theorem.
Theorem 3.1. Suppose K is a closed convex set satisfying Assumption 3.1. Then,
d̂f (µ̂K ) =
p∑
m=0
p−m∑
a=1
1
1+ κm,a(β̂0)
I(β̂0 ∈ Em) (3.7)
gives an unbiased estimator of the degrees of freedom df (µ̂K ). Here, I(·) is an indicator function.
Hence, the Cp-type criterion for µ̂K is given by
Cp(µ̂K ) = ‖y− µ̂K‖
2
2
n
+ 2d̂f (µ̂K )
n
σ 2,
which is an unbiased estimator of the prediction risk E[‖ynew − µ̂K‖22]/n. Equivalently, we can define AIC for µ̂K by
AIC(µ̂K ) = ‖y− µ̂K‖
2
2
nσ 2
+ 2d̂f (µ̂K )
n
.
When σ 2 is unknown, it is replaced by an unbiased estimate.
K. Kato / Journal of Multivariate Analysis 100 (2009) 1338–1352 1345
In our setting, K plays a role of a tuning parameter. Practically, we choose the optimal K which minimizes Cp(µ̂K ) or
AIC(µ̂K ) among a given collection K of closed convex sets satisfying Assumption 3.1. For instance, K = {{β ∈ Rp |∑p
j=1 |βj| ≤ t} | t > 0} in the Lasso case.
Theorem 3.1 is useful since it does not require the functional form of β̂K in calculation of (3.7). Once we know the
numerical values of β̂0 and β̂K , we can calculate the value of (3.7) through the quantities such as the first fundamental
form and the second fundamental forms. Especially, if K is a convex polyhedron, all κm,a’s turn out to be zero. Therefore,
(3.7) is simply expressed as
d̂f (µ̂K ) =
p∑
m=0
(p−m)I(β̂0 ∈ Em), (3.8)
which coincides with the dimension of the face containing β̂K as a relatively interior point except for β0 ∈ K .
4. Examples
In this section, we provide unbiased estimators of the degrees of freedom for the Lasso, the fused Lasso and the group
Lasso. Our result is also applicable to order restricted inference. The degrees of freedom in order restricted inference is
studied in Meyer and Woodroofe [10] in the case where K is a convex polyhedral cone. To simplify notations, we suppress
the subscript ‘‘K ’’ in this section and define d̂f = div µ̂. For the Lasso and the fused Lasso, since the constraint sets are convex
polyhedra, we can calculate the value of d̂f by using the formula (3.8).
4.1. Lasso
For the Lasso, the constraint set is given by
K = {β ∈ Rp | ‖β‖1 ≤ t}. (4.1)
Suppose β̂0 6∈ K . Define A+ = {j | β̂j > 0} and A− = {j | β̂j < 0}. Then it is seen that the face of K containing β̂ as a
relatively interior point is
conv
{{tej, j ∈ A+} ∪ {−tej, j ∈ A−}}
and its dimension is |A+| + |A−| − 1 = #{j | β̂j 6= 0} − 1. Therefore we obtain the expression
d̂f =
{
#{j | β̂j 6= 0} − 1 if ‖β̂0‖1 > t,
p if ‖β̂0‖1 ≤ t.
Remark 4.1. Zou et al. [5] show that under the penalization formulation (1.2) the number of non-zero components of
the Lasso estimate is an unbiased estimator of the degrees of freedom, which does not completely match our result. This
difference is due to the fact that the relationship between the penalization formulation (1.2) and the constraint formulation
(1.3) depends on the data. The additional term ‘‘−1’’ corresponds to that β̂ is on the hyperplane∑j∈A+ βj −∑j∈A− βj = t .
However, this difference does not affect tuning parameter selection based on Cp or AIC.
4.2. Fused Lasso
The fused Lasso [13] is the shrinkage method with the constraint set
K =
{
β ∈ Rp |
p∑
j=1
|βj| ≤ t1,
p∑
j=2
|βj − βj−1| ≤ t2
}
.
We assume t1 6= t2. Define
K1 =
{
β ∈ Rp |
p∑
j=1
|βj| ≤ t1
}
and
K2 =
{
β ∈ Rp |
p∑
j=2
|βj − βj−1| ≤ t2
}
.
Corresponding to the 2p different possible signs for p components of β , K1 is expressed as the solution set of 2p linear
inequalities:
K1 = {β ∈ Rp | a′iβ ≤ t1, i = 1, . . . , 2p}.
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Similarly, K2 is expressed as the solution set of 2p−1 linear inequalities:
K2 = {β ∈ Rp | b′iβ ≤ t2, i = 1, . . . , 2p−1}.
For instance, if p = 3, a1 = (1, 1, 1)′, a2 = (−1, 1, 1)′, a3 = (1,−1, 1)′, a4 = (1, 1,−1)′, a5 = (−1,−1, 1)′,
a6 = (−1, 1,−1)′, a7 = (1,−1,−1)′, a8 = (−1,−1,−1)′ and b1 = (−1, 0,−1)′, b2 = (1,−2, 1)′, b3 = (−1, 2,−1)′,
b4 = (1, 0,−1)′.
Now, each open face of the polytope K = K1 ∩ K2 is of the form
{β ∈ Rp | a′iβ = t1, i ∈ I1, b′iβ = t2, i ∈ I2, a′jβ < t1, j ∈ {1, . . . , 2p} \ I1, b′jβ < t2, j ∈ {1, . . . , 2p−1} \ I2}, (4.2)
where I1 ⊂ {1, . . . , 2p} and I2 ⊂ {1, . . . , 2p−1}. Suppose a non-empty open face F of K is given by (4.2) where the matrix
whose column vectors are ai, i ∈ I1 and bi, i ∈ I2 is of rankm. Then the dimension of F is p−m.
From these observations, we obtain the expression
d̂f =

p−m1 if β̂ ∈ ∂K1 ∩ K ◦2 and β̂0 6∈ K ,
p−m2 if β̂ ∈ K ◦1 ∩ ∂K2 and β̂0 6∈ K ,
p−m3 if β̂ ∈ ∂K1 ∩ ∂K2 and β̂0 6∈ K ,
p if β̂0 ∈ K ,
where
m1 = #{j | β̂j = 0} + 1,
m2 = #{j ≥ 2 | β̂j − β̂j−1 = 0} + 1,
m3 = #{j | β̂j = 0} + #{j ≥ 2 | β̂j − β̂j−1 = 0, β̂j−1, β̂j 6= 0} + 2.
Remark 4.2. In Tibshirani et al. [13], under the penalization formulation, they propose
p− #{j | β̂j = 0} − #{j ≥ 2 | β̂j − β̂j−1 = 0, β̂j, β̂j−1 6= 0}
as an estimator of the degrees of freedom. However, they do not present a mathematical proof for unbiasedness of this
estimator.
4.3. Group Lasso
The group Lasso is proposed in Yuan and Lin [14]. The constraint set of the group Lasso is of the form
K =
{
β ∈ Rp |
J∑
j=1
(β ′[j]Vjβ[j])
1/2 ≤ t
}
,
where β is partitioned as β = (β ′[1], . . . , β ′[J])′ with β[j] being a pj × 1 vector and Vj is a pj × pj symmetric positive definite
matrix.
For x ∈ Rp, let us write x[1] = (x1, . . . , xq)′ with q ≥ 2. We first treat the case where
K = {x ∈ Rp | ‖x[1]‖2 + |xq+1| + · · · + |xp| ≤ t}. (4.3)
Without loss of generality, we assume that the top-left q× q submatrix of V = X ′X is the identity matrix.
We focus on the following surface area:
M = {x ∈ Rp | ‖x[1]‖2 + xq+1 + · · · + xq+r = t, ‖x[1]‖2 > 0, xq+1 > 0, . . . , xq+r > 0, xq+r+1 = . . . = xp = 0}.
The set M is a (q + r − 1)-dimensional smooth manifold. To introduce a local coordinate system on M , we transform x[1]
into polar coordinates [15]:
x[1] = θqu(θ1, . . . , θq−1),
with
u(θ1, . . . , θq−1) =

cos θ1
sin θ1 cos θ2
...
sin θ1 sin θ2 · · · cos θq−1
sin θ1 sin θ2 · · · sin θq−1
 ,
where 0 ≤ θi ≤ pi , i = 1, . . . , q − 2, 0 ≤ θq−1 < 2pi and 0 < θq < t . Then the remaining variables xq+1, . . . , xq+r must
satisfy
xq+1 + · · · + xq+r = t − θq.
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Take bq+j = eq+1+j − eq+1, j = 1, . . . , r − 1. Then x ∈ M is expressed as
x = x(θ1, . . . , θq+r−1) =

x[1]
xq+1
...
xq+r
0p−q−r

= θq
(
u(θ1, . . . , θq−1)
0p−q
)
+ (t − θq)(eq+1 + θq+1bq+1 + · · · + θq+r−1bq+r−1),
where 0i is the i× 1 zero vector and θq+1, . . . , θq+r−1 satisfy θq+j > 0, j = 1, . . . , r − 1 and∑r−1j=1 θq+j < 1.
The partial derivative of u(θ1, . . . , θq−1)with respect to θ1 is given by
∂u
∂θ1
(θ1, . . . , θq−1) =

−sinθ1
cos θ1 sin θ2
...
cos θ1 sin θ2 · · · sin θq−2 cos θq−1
cos θ1 sin θ2 · · · sin θq−2 sin θq−1

≡ v(θ1, . . . , θq−1).
Define the (q− i+ 1)× 1 vector v(θi, . . . , θq−1) for i ≥ 2 in the similar manner. Then, we have
∂u
∂θi
(θ1, . . . , θq−1) = sin θ1 · · · sin θi−1
(
0i−1
v(θi, . . . , θq−1)
)
.
Therefore, the tangent space TxM at x is spanned by the following (q+ r − 1) linearly independent vectors:
∂x
∂θi
= θq sin θ1 · · · sin θi−1
( 0i−1
v(θi, . . . , θq−1)
0p−q
)
, i = 1, . . . , q− 1,
∂x
∂θq
=
(
u(θ1, . . . , θq−1)
0p−q
)
− (eq+1 + θq+1bq+1 + · · · + θq+r−1bq+r−1),
∂x
∂θq+j
= (t − θq)bq+j, j = 1, . . . , r − 1.
It is seen that the system
{n1, . . . , np−q−r+1},
where
n1 = V−1
(u(θ1, . . . , θq−1)
1r
0p−q−r
)
and n2 = V−1eq+r+1, . . . , np−q−r+1 = V−1ep, gives a basis of T⊥x M . Here, 1r = (1, . . . , 1︸ ︷︷ ︸
r
)′. To calculate the second
fundamental forms, we evaluate the second partial derivatives of x, which are summarized as follows:
∂2x
∂θ2i
= −θq sin θ1 · · · sin θi−1
( 0i−1
u(θi, . . . , θq−1)
0p−q
)
, i = 1, . . . , q− 1,
∂2x
∂θi∂θj
= θq sin θ1 · · · cos θi · · · sin θj−1
( 0j−1
v(θj, . . . , θq−1)
0p−q
)
, 1 ≤ i < j ≤ q− 1,
∂2x
∂θi∂θq
= sin θ1 · · · sin θi−1
( 0i−1
v(θi, . . . , θq−1)
0p−q
)
, i = 1, . . . , q− 1,
∂2x
∂θq∂θq+j
= −bq+j, j = 1, . . . , r − 1,
∂2x
∂θi∂θq+j
= ∂
2x
∂θ2q
= ∂
2x
∂θ2q+j
= 0, i = 1, . . . , q− 1, j = 1, . . . , r − 1.
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Here, the (q− i+ 1)× 1 vector u(θi, . . . , θq−1) for i ≥ 2 is defined in the similar way as u(θ1, . . . , θq−1).
Therefore the second fundamental forms are calculated as follows:
H1 =
(〈
n1,
∂2x
∂θi∂θj
〉)
1≤i,j≤q+r−1
= −

h1 . . . 0 0
...
. . .
...
...
0 . . . hq−1 0
0 . . . 0 O
 ,
where hi = θq sin2 θ1 · · · sin2 θi−1, i = 1, . . . , q− 1, and
Hα =
(〈
nα,
∂2x
∂θi∂θj
〉)
1≤i,j≤q+r−1
= O,
for α = 2, . . . , p− q− r + 1.
Next, we calculate the first fundamental form. Define the p× (q+ r−1)matrix B by B = [∂x/∂θ1 · · · ∂x/∂θq+r−1]. Then
B is of the form
B =
(B11 b12 O
O b22 B23
O 0 O
)
,
where B′11B11 = diag{θqh1, . . . , θqhq−1} and b′12B11 = 0. Corresponding to this representation, let us decompose V as
V =
( Iq V12 V13
V21 V22 V23
V31 V32 V33
)
.
Then, the first fundamental form G is calculated as
G = B′VB
=
( B′11B11 B′11V12b22 B′11V12B23
b′22V21B11 b
′
12b12 + 2b′12V12b22 + b′22V22b22 (b′12V12 + b′22V22)B23
B′23V21B11 B
′
23(V21b12 + V22b22) B′23V22B23
)
≡
(
G11 G12
G21 G22
)
.
For any (q+ r − 1)× (q+ r − 1)matrix H of the form
H =
(
H11 O
O O
)
, (4.4)
we have
|H − λG| = | − λG22||H11 − λ(G11 − G12G−122 G21)|.
Now, we return to the original problem. Suppose β̂ ∈ M and express β̂ in the local coordinates θ . Define the quantities
τ1, . . . , τp−q−r+1 by
β̂0 − β̂ =
p−q−r+1∑
α=1
ταnα.
From the definition of n1, we have τ1 = ‖{V (β̂0 − β̂)}[1]‖2. Let H = −∑p−q−r+1α=1 ταHα = −τ1H1. The matrix H is of the
form (4.4) with H11 = diag{τ1h1, . . . , τ1hq−1}. Let κ1 ≥ κ2 ≥ · · · ≥ κq+r−1 be the eigenvalues of H with respect to G. Then it
is seen that κq = · · · = κq+r−1 = 0 and κ1, . . . , κq−1 coincide with the eigenvalues of H11 with respect to G11 − G12G−122 G21.
When V12 = O, the eigenvalues κ1, . . . , κq−1 are calculated in explicit forms. In this case, G is of the form
G =

θqh1 . . . 0 0
...
. . .
...
...
0 . . . θqhq−1 0
0 . . . 0 ∗
 .
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Hence, we have
κ1 = · · · = κq−1 = τ1
θq
= ‖β̂
0
[1] − β̂[1]‖2
‖β̂[1]‖2
.
Furthermore, since β̂ ′[1](β̂
0
[1] − β̂[1]) = (θqu(θ1, . . . , θq−1))′(τ1u(θ1, . . . , θq−1)) = θqτ1 = ‖β̂[1]‖2‖β̂0[1] − β̂[1]‖2, we have
‖β̂[1]‖2 + ‖β̂0[1] − β̂[1]‖2 = ‖β̂0[1]‖2.
Therefore,
q+r−1∑
a=1
1
1+ κa = r + (q− 1)
1
1+ ‖β̂0[1] − β̂[1]‖2/‖β̂[1]‖2
= r + (q− 1)‖β̂[1]‖2‖β̂0[1]‖2
.
More generally, when V is of the form
V =
(
Iq O
O ∗
)
, (4.5)
the value of d̂f is calculated as
d̂f =
I(‖β̂[1]‖2 > 0)
(
1+ (q− 1)‖β̂[1]‖2‖β̂0[1]‖2
)
+
p−q∑
j=1
I(β̂q+j 6= 0)− 1 if β̂0 6∈ K ,
p if β̂0 ∈ K .
Next, for x ∈ Rp, we write x = (x′[1], . . . , x′[J], xq+1, . . . , xp)′ as a partition of xwhere each x[j] is a pj×1 vector with pj ≥ 2
and q =∑Jj=1 pj. We consider the group Lasso estimation with the constraint set
K =
{
x ∈ Rp |
J∑
j=1
‖x[j]‖2 + |xq+1| + · · · + |xp| ≤ t
}
.
In this case, the computation of d̂f is more involved if there is no special structure on the matrix V , but is attainable in
principle. When V is of the form (4.5), the value of d̂f is calculated as
d̂f =

J∑
j=1
I(‖β̂[j]‖2 > 0)
(
1+ (pj − 1)‖β̂[j]‖2‖β̂0[j]‖2
)
+
p−q∑
j=1
I(β̂q+j 6= 0)− 1 if β̂0 6∈ K ,
p if β̂0 ∈ K .
The proof is similar as above and thus omitted.
5. Extension to p > n case
5.1. General result
In modern statistical analysis, there has been growing interest in regression with high dimensional covariates. When the
number of covariates is larger than the number of observations, i.e., p > n, the OLS estimator is not uniquely defined and
the formulation (1.6) cannot be applied. Moreover, in general, shrinkage estimators such as the Lasso estimator cannot be
uniquely defined as a function of y. To overcome this difficulty, we analyze µ̂K itself. As seen in the argument below, when
K is compact and convex, µ̂K is uniquely defined as a function of y, although β̂K may not be uniquely defined.
Let X be a general n× pmatrix and K ⊂ Rp be a compact convex set. Define
K˜ = {Xβ | β ∈ K}.
Note that K˜ ⊂ Rn is compact and convex. Let β̂K be any optimal solution of theminimization problem (1.4). Then µ̂K = X β̂K
is an optimal solution of the following minimization problem:
min
µ
‖µ− y‖22 (5.1)
s.t. µ ∈ K˜ .
It is seen that µ̂K is the projection of y onto the set K˜ . Since K˜ is closed and convex, µ̂K is uniquely defined even if β̂K may
not be uniquely determined. Furthermore, the divergence div µ̂K can be calculated by using Lemma 3.2.
It is not easy to derive an explicit representation of div µ̂K based on this approach since K˜ often has a complicated form
except for some special cases including the Lasso. However, to the author’s best knowledge, the derivation of an unbiased
estimator of the degrees of freedom of the Lasso under p > n case is a new result.
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5.2. Lasso case
In this subsection, we derive an explicit representation of the divergence div µ̂K for the Lasso when p > n. For notational
simplicity, we suppress the subscript ‘‘K ’’ in this subsection and define d̂f = div µ̂. In the following arguments, we implicitly
use some standard results on convex polytope. See, for example, Section 2 of [16].
Suppose p > n. Let K be the Lasso constraint set (4.1). Since K˜ is a convex polytope, the value of d̂f is given by the formula
d̂f = the dimension of the face of K˜ containing µ̂ as a relatively interior point, (5.2)
except for y ∈ K˜ . When y ∈ K˜ , µ̂ = y and hence we focus on expressing (5.2) in an explicit form for a given y 6∈ K˜ .
Throughout this subsection, we put the following assumption:
Assumption 5.1. Any n× n submatrix of X is of rank n.
Now, K is expressed as the convex hull of the 2p vertices:
K = conv{a(1), . . . , a(2p)},
where
a(1) = (t, 0, . . . , 0)′, a(2) = (0, t, 0, . . . , 0)′, . . . , a(p) = (0, . . . , 0, t)′,
a(p+1) = (−t, 0, . . . , 0)′, a(p+2) = (0,−t, 0, . . . , 0)′, . . . , a(2p) = (0, . . . , 0,−t)′.
Then, it is seen that K˜ is expressed as
K˜ = conv {{txj, 1 ≤ j ≤ p} ∪ {−txj, 1 ≤ j ≤ p}} .
It should be noted that some elements of {txj, 1 ≤ j ≤ p} or {−txj, 1 ≤ j ≤ p}may not be vertices of K˜ . However, all vertices
are included in them.
Suppose y 6∈ K˜ . Then, any optimal solution β̂ of the problem (1.4) with (4.1) does not coincide with any OLS estimate.
More precisely, letN (X) be the null space of X with dimension p−n and let β̂0 be an optimal solution of the unconstrained
ordinary least squares problem. Then, X β̂0 = y and any OLS estimate is given by β̂0+ ηwith η ∈ N (X). Hence, if we define
t0 = min
η∈N (X)
‖β̂0 + η‖1,
the condition y 6∈ K˜ is equivalent to the condition t < t0. See Osborne et al. [17].
Then, we show the following basic result:
Lemma 5.1. Suppose p > n and Assumption 5.1 is satisfied. Moreover, suppose y 6∈ K . Denote by
conv
{{txj, j ∈ A+} ∪ {−txj, j ∈ A−}} (5.3)
the face of K˜ containing µ̂ as a relatively interior point, where each element of {txj, j ∈ A+} ∪ {−txj, j ∈ A−} is a vertex of K˜ .
Then,
(i) A+ ∩A− = ∅,
(ii) the dimension of the face (5.3) ismin{|A+| + |A−|, n} − 1.
Proof. µ̂ can be written as
µ̂ =
∑
j∈A+
β˜+j xj +
∑
j∈A−
β˜−j xj,
=
∑
j∈A+\A−
β˜+j xj +
∑
j∈A−\A+
β˜−j xj +
∑
j∈A+∩A−
(β˜+j + β˜−j )xj,
where
∑
j∈A+ β˜
+
j +
∑
j∈A−(−β˜−j ) = t , β˜+j > 0 for all j ∈ A+ and β˜−j < 0 for all j ∈ A−.
Define the vector β˜ ∈ Rp by
β˜j =

β˜+j if j ∈ A+ \A−,
β˜−j if j ∈ A− \A+,
β˜+j + β˜−j if j ∈ A+ ∩A−,
0 otherwise.
It is seen that β˜ is an optimal solution of the problem (1.4) with (4.1).
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We first show that A+ ∩ A− = ∅. Suppose to the contrary that A+ ∩ A− 6= ∅. Then it is seen that ∑pj=1 |˜βj| <∑
j∈A+ β˜
+
j +
∑
j∈A−(−β˜−j ) = t . However, this contradicts the fact that any optimal solution of the problem (1.4) with (4.1)
must lie on the boundary ∂K (see Theorem 1 of [17]).
Now, if |A+| + |A−| ≤ n, then {xj, j ∈ A+ ∪ A−} is linearly independent and hence the dimension of the face (5.3) is
|A+| + |A−| − 1.
When |A+| + |A−| ≥ n, {xj, j ∈ A+ ∪A−} contains n linearly independent vectors and hence the dimension of the face
(5.3) is greater than or equal to n− 1. However, since the face (5.3) is a subset of ∂K , its dimension is at most n− 1. 
This lemma implies that there exists at least one optimal solution β˜ of (1.4) with (4.1) such that min{|A|, n} − 1 equals
the value of d̂f , whereA is the active set for β˜:A = {j | β˜j 6= 0}.
Now, suppose we have computed an optimal solution β̂ of the Lasso problem. Then, how to know the value of d̂f ?
When the Lasso problem has the unique optimal solution, the value of d̂f is of course given by #{j | β̂j 6= 0} − 1 (the size
of the active set for the unique optimal solution does not exceed n, see Theorem 6 of [17]). Osborne et al. [17] investigate
the conditions that the Lasso problem has the unique optimal solution. Their Theorem 5 is useful to judge whether β̂ is the
unique optimal solution: under Assumption 5.1, β̂ is the unique optimal solution if the size of the set {j | (X ′r)j = ‖X ′r‖∞}
is less than or equal to n, where r = y− X β̂ and ‖ · ‖∞ is the `∞ norm.
When there are multiple optimal solutions, β̂ may not coincide with β˜ . Even in such a case, if the size of the active sets
is same across β̂ and β˜ , we can compute the value of d̂f through the active set for β̂ .
6. Concluding remarks
In this paper, we have studied the degrees freedom for the estimationmethod formulated as (1.4), which is generalization
of the Lasso and its variants. When rank X = p, the shrinkage estimator β̂K is the projection of the OLS estimator onto K
and an unbiased estimator of the degrees of freedom is expressed in the geometric quantities associated with ∂K . It seems
interesting that Theorem 3.1 (or Lemma 3.2) indicates the connection between the selection of tuning parameters and the
geometry of constraint sets. Furthermore,we have derived a closed expression of an unbiased estimate of degrees of freedom
for the Lasso under p > n scenario.
It should be noted that our approach is limited to the case where the loss is a squared error function. For the case where
the loss is not a squared error function, Li et al. [18] evaluate the divergence of the fit for `2 penalized quantile regression
using the technique similar to that of Zou et al. [16]. However, our approach is still considered applicable to a wide class of
estimation methods since it makes no condition on geometric properties (such as piecewise linearity) of the solution path
and allows multiple tuning parameters as the fused Lasso.
It is of interest to extend our result to non-convex K (see, for example [19] or [20] for non-convex penalties). A main
difficulty in dealing with non-convex K is the fact that the uniqueness of the projection onto K is not guaranteed. Takemura
and Kuriki [21] impose certain regularity conditions for avoiding this difficulty and investigate shrinkage estimation toward
a smooth non-convex cone. It remains to be a topic of future research to generalize their result.
It seems necessary to study some optimal properties of Cp or AIC in selecting tuning parameters. For the traditional
variable selection problem in the linear model, there is a great deal of literature on properties of model selection criteria (for
example, [22]). This topic also remains as future research.
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Appendix
A.1. Proof of Lemma 3.1
Let x¯ ∈ E◦m be an arbitrarily fixed vector. From Remark A.1 below, (x¯K , x¯ − x¯K ) is a regular point of ϕ. Thus the inverse
function theorem implies that there exists an open neighborhood U ∩Nm of (x¯K , x¯− x¯K ) in Nm such that ϕ|U∩Nm : U ∩Nm →
ϕ(U ∩Nm) is a diffeomorphism. Here U is an open set inR2p containing (x¯K , x¯− x¯K ). Let L > 0 be the Lipschitz constant of f .
Let us define
B = {x ∈ Rp | ‖x− x¯‖2 < }
and
Q = {z ∈ R2p | |zi − x¯i| < L, 1 ≤ i ≤ p, |zp+j − {x¯j − (x¯K )j}| < (1+ L), 1 ≤ j ≤ p}
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where  > 0 is small enough so that
B ⊂ ϕ(U ∩ Nm), Q ⊂ U .
Since f is Lipschitz continuous with Lipschitz constant L, it holds that for x ∈ B ,
‖xK − x¯K‖2 < L,
and
‖(x− xK )− (x¯− x¯K )‖2 ≤ ‖x− x¯‖2 + ‖xK − x¯K‖2
< (1+ L).
Therefore we have (xK , x− xK ) ∈ Q ∩ Nm ⊂ U ∩ Nm for x ∈ B . Define
W = (ϕ|U∩Nm)−1(B).
Note that W is an open set in Nm. Then it is seen that the diffeomorphism ϕ|W : W → B corresponds to the mapping
(xK , x− xK ) 7→ x. 
A.2. Positive semi-definiteness of the matrix (3.3)
We follow the notations used in Section 3.1. Let s0 ∈ Dm and v0 ∈ N(K , s0) be arbitrarily fixed vectors. We take a C2-local
coordinate system (θ1, . . . , θp−m) of Dm around s0 such that s0 = s(0, . . . , 0). Then we shall show the following fact:
Lemma A.1. The matrix
−
(〈
v0,
∂2s
∂θ a∂θ b
(0)
〉)
1≤a,b≤p−m
(A.1)
is positive semi-definite.
Proof. Define
L(θ) = −〈v0, s(θ)− s0〉.
in an appropriate neighborhood of 0. From Theorem 2.4.1 of [9], it follows that L(θ) ≥ 0 for all θ in the neighborhood and
L(0) = 0. Hence θ = 0 is a minimizer of L(θ). Noting that
∂2L
∂θ a∂θ b
(0) = −
〈
v0,
∂2s
∂θ a∂θ b
(0)
〉
,
the second order necessary condition for the minimizer ensures that the matrix (A.1) is indeed positive semi-definite. 
Remark A.1. From this lemma and Assertion 6.4 of [12] (or our calculation in the proof of Lemma 3.2), it can be proved that
(xK , x− xK )with x ∈ Em is a regular point of ϕ.
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