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The retina, a thin sheet of neurons
at the back of the eye, is imagined
by most people as simply a device
for detecting light, like a bank of
photoelectric cells or the chip of a
digital camera. This is far from
correct. The retina does detect
light, but it also contains an
assembly of circuits that process
the raw image for efficient
transmission to the brain. It is a
microprocessor located at the
interface with the outside world. 
One of the discoveries of the
past decade has been that the
retina’s neural circuitry is more
complex than even specialists had
anticipated, with at least a dozen
identifiably separate microcircuits
and more than 60 different
computational elements (types of
neuron) [1]. What is all this
machinery good for? A recent
article [2] now suggests that the
retina might rapidly adjust its
behavior to suit the types of
image present in the surrounding
scene, a process more intelligent
than anything we had imagined.
That the retina adjusts itself to
the ambient conditions is familiar
to everyone from the experience
of dark adaptation. When you
move from a bright ski slope to
the dim hotel bar, it takes a while
for your eyes to adjust. Your
retina, like an automatic camera,
adjusts its own sensitivity,
changing from an insensitive
mode suited to bright light to a
sensitive one suited to dim light.
It is now proposed [2] that an
analogous adjustment can occur
for very complex, almost pictorial
aspects of the visual scene —
that the retina adjusts to the
detailed structure and content of
images that it has viewed during
its recent history. That kind of
adaptation has been known for
some time to occur in human
perception, but has been
attributed to events in higher
visual centers [3].
Hosoya et al. [2] recorded the
trains of action potentials
generated by the retinal ganglion
cells in isolated retinas of
salamanders or rabbits. (The
ganglion cells are the output
neurons of the retina; the optic
nerve is made up of bundles of
ganglion cell axons.) The
fundamental experiment was to
expose the retina to sequences of
images with defined image
characteristics and then to look
for adjustments of neuronal
sensitivity specific to those
characteristics. 
In the first experiment, two
alternate image sets were studied.
One was simply a uniform field of
illumination, flickering between an
array of different intensities in a
random temporal sequence. The
other was a checkerboard pattern
in which the sign of each tile
flickered, so that bright tiles
became dark and vice versa. As
expected, there was adaptation of
the cells’ responses to either
stimulus, such that the response
of the ganglion cell became
weaker after a few seconds. The
interesting thing was that the
adaptation, for many of the cells
(see below), was linked to the type
of stimulus that had caused it.
This led to a relative increase in
sensitivity for the other, non-
adapted stimulus. 
The clever thing about the
experimental design is that any
individual point on the retina saw
the same sequence of events in
the two cases — the same series
of brightenings and darkenings.
What differed was the surrounding
visual world, not the signal that an
individual cell received. This
suggests that there had been a
change of the rules by which the
retina combines information
across space, an adjustment
contingent on the context in
which a point on the retina was
stimulated.
A second test was conceptually
similar. The test images were
composed of a light and dark
grating (Figure 1), oriented either
vertically or horizontally. The cell
was stimulated by one grating and
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The visual system adjusts its properties for efficient representation of
the objects present in the environment at the time. A new report
suggests that complex processing of this sort can begin as early as the
retina itself, but some important issues remain unresolved.
Figure 1. Adaptation to the orientation of lines. 
The figure represents the signals transmitted from the retina to the brain, as coded in
the train of action potentials transmitted down the optic nerve. Hosoya et al. [2]
stimulated the retina repetitively with a vertical grating. With continued stimulation,
the response of the retinal ganglion cells to that grating diminished, with a time
course of about 10 seconds. When the retina was then stimulated with either the
same grating or a grating of horizontal bars, the response of the cell to the horizontal
grating was vigorous, while the response to the vertical grating remained depressed.
The response of the cells is represented here by changes in the brightness and
contrast of the image. This is artificial, but aims to convey intuitively the brain's view
of the signals available to it from the eye. 
tested with either the same or the
opposite one. Once again, a
retinal ganglion cell’s adaptation
was specific to the stimulus to
which it had been adapted. A cell
stimulated by a vertical grating
became more sensitive to the
horizontal grating, and vice versa.
In the third set of experiments,
the temporal pattern of a full-field
stimulus was the only variable. In
one case a bright frame was
always followed after
60 milliseconds by another bright
frame. In the second, the
occurrence of a bright frame
predicted the occurrence
60 milliseconds later of a dark
frame. Once again, the cells were
found to reduce their sensitivity to
the adapting stimulus, while
increasing their sensitivity to the
alternate one. The three
experiments thus yield
conceptually similar results.
What would be the point of
such adjustments in sensitivity?
What good are they for the
salamander or the rabbit? Hosoya
et al. [2] call this type of
adaptation ‘dynamic predictive
coding’. The term ‘predictive
coding’ was introduced [4] to give
voice to the concept that sensory
systems strip away redundant
information, using their limited
bandwidth to convey only signals
with high information content
[5,6]. This is important because
most of the images present in the
natural world are redundant — a
black square, for example,
contains information densely
around its edges but at low level
within the undifferentiated area at
its center: in the center, a black
pixel is much more likely than
chance to have a black pixel as its
neighbor. In predictive coding a
sensory system ‘predicts’ that a
redundant component will remain
unchanging, and reports to the
brain only when something
violates that prediction. Thus, if
the world contains lots of vertical
lines the retina predicts that the
world will continue to contain lots
of vertical lines. It turns down its
sensitivity to vertical lines and
turns up its sensitivity to
horizontal lines.
Predictive coding is a unifying
concept that covers a number of
situations. For example, a spatial
differencing operation carried out
in the outer retina — ‘center-
surround antagonism’ — may be
seen as a way to reduce the signal
transmitted in response to uniform
surfaces, relative to the signals
transmitted in response to their
boundaries. In that case,
predictive coding is hard-wired: it
is a mechanism that was gradually
built into the retinal circuitry as it
evolved in a world containing
many redundant surfaces. The
effects proposed by Hosoya et al.
[2] as dynamic predictive coding
would also reduce the
transmission of redundant visual
information, but they do it on the
fly, adjusting the retina’s behavior
every few seconds to optimize its
performance for the visual scene
in which the animal finds itself.
Hosoya et al. [2] model a simple
mechanism that could account
for the observed changes in
ganglion cell responsiveness and
compare it to the conventional
way of conceptualizing pattern-
specific adaptation in higher
visual centers. They point out that
the traditional concept —
adaptation of tuned filters —
would not work, because it
conflicts with the known anatomy
and physiology of the retina. As
an alternative, they propose a
mechanism in which synapses of
amacrine cells adjust their
strength during continued
stimulation. This is a
simplification — there are
approximately 30 different types
of amacrine cell and each of their
set of individual connections
could be imagined as a free
parameter in the model.
Nonetheless, the theory is
elegant, and it was important to
demonstrate that the observed
behaviors could be created by a
small set of plausible cellular
events. Furthermore, a central
postulate of the model — anti-
Hebbian plasticity by amacrine to
ganglion cell synapses — is
eminently testable using current
electrophysiological techniques.
Two issues remain unresolved.
The first is whether the
adaptations that were observed
are adaptations to the average
characteristics of the adapting
stimuli, or only to the particular
stimulus with which the retina
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Figure 2. If a tree falls in the forest, does
anyone see it?
Maybe and maybe not, but if they did,
they would see it best when the visual
system’s response to the remaining,
still-standing trees was diminished by
adaptation and the response to the
falling tree was enhanced. The images
simulate the possible effects of the
mechanism diagrammed in Figure 1:
adaptation and decreased respons-
iveness to vertical lines, but enhanced
sensitivity to horizontal lines. The top
four panels represent adaptation to the
vertical edges present in the grove of
birch trees. The bottom panel
simulates (artificially, as in Figure 1) the
response when a diagonal edge
appears.
Markus Welcker and 
Bruce Clurman 
Cell-cycle transitions are
regulated by the periodic activities
of a family of closely related
enzymes, the cyclin-dependent
kinases. In yeast, this is
accomplished by a single cyclin-
dependent kinase, whereas
mammalian cells have evolved
multiple cyclin-dependent
kinases, presumably to
accommodate the increased need
for cell-cycle control required by
complex organisms. Monomeric
cyclin-dependent kinases are
catalytically inactive, and are
activated by regulatory subunits
termed cyclins. Cyclins not only
activate but also direct their
partner cyclin-dependent kinases
to substrates, the phosphorylation
of which leads to cell-cycle
progression. 
In mammalian cells, G1
progression is controlled by D-type
cyclins which activate the cyclin-
dependent kinases CDK4 and
CDK6, followed by the activities of
cyclin E–CDK2 and cyclin A–CDK2,
which regulate entry into, and
progression through, S phase.
Finally, cyclin A–CDK1 and cyclin
B–CDK1 control mitotic entry and
exit (Figure 1). The concerted
activity of these multiple and
distinct cyclin–CDK complexes has
been thought to be a fundamental
requirement for mammalian cell
division [1].
This dogma has been slowly
eroded by studies with knockout
mice which have shown that most
cell-cycle proteins are
dispensable for mouse
development or cell proliferation
[2]. However, the central role of
cyclin E–CDK2 in regulating
S-phase entry remained secure
until several recent lines of
evidence indicated that it too
might be dispensable for cell
division. First, studies in cell lines
using RNA interference suggested
that tumor cells can proliferate
without CDK2 activity [3]. Shortly
thereafter, two groups [4,5]
demonstrated that CDK2 null mice
are viable and essentially normal
except for meiotic difficulties.
Surprisingly, although most
workers assumed that another
cyclin-dependent kinase
substituted for the loss of CDK2 in
these mice, no cyclin E-
associated kinase activity could
be detected in CDK2 null cells,
raising the possibility that neither
cyclin E nor CDK2 is required for
most types of cell division in
mammals.
The plot thickened when the
Sicinski [6] and Amati [7] labs
reported that mice lacking cyclin
E exhibit phenotypes quite
distinct from that of CDK2 null
animals. Cyclin E null mice and
cells are largely normal until birth,
supporting the idea that cyclin
E–CDK2 is not absolutely required
for mammalian mitotic cell cycles.
But cyclin E null cells exhibit
important phenotypes not seen in
CDK2 null cells, including a failure
to renter the cell cycle from
quiescence, resistance to
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was stimulated. The interest of
Hosoya et al. [2] is in the first
case, in which the retina would
carry out a plastic adjustment to
the statistics of a whole
environment. In that case,
adaptation to vertical bars could
be seen as mimicking adaptation
to the forest environment:
responses to any vertical line
would be reduced (Figure 2). 
On the other hand, adaptation
to a particular pattern of vertical
bars could represent no more
than adaptation of a particular set
of stimulated retinal neurons, in
which case adaptation would only
affect responses to that particular
pattern. An experiment seeking
adaptation to a more generalized
stimulus — a pattern of vertical
bars whose location jittered
unpredictably – yielded far
weaker evidence of pattern
specific adaptation.
The second missing piece is
that dynamic predictive coding
was shown by about half of the
retina’s ganglion cells, but little is
known about which types of cells
they were. Different types of
ganglion cell specialize in different
characteristics of the visual input
— some report on brightness,
some color, some movement, and
so on. Did some types of cell
adapt and others not? Which
kinds of cells adapt to oriented
lines and which to temporal
sequences? To answer these
questions is surely an important
step between the proof of
principle attempted here and a
concrete understanding of the
mechanism’s role in vision. Stay
tuned.
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Cell Cycle: How Cyclin E Got Its
Groove Back
CDK1 has long been known to orchestrate the passage of mammalian
cells into and through mitosis. Recent work revisits the idea that CDK1,
in conjunction with cyclin E, participates in S-phase entry as well. The
new results shed light on a recent cell-cycle mystery, and provide
another dramatic example of apparent functional redundancy among
cyclins and cyclin-dependent kinases.
