Scheduling virtual machines is a major research topic for cloud computing, because it directly influences the performance, the operation cost and the quality of services. A large cloud center is normally equipped with several hundred thousand physical machines. The mission of the scheduler is to select the best one to host a virtual machine. This is an NPhard global optimization problem with grand challenges for researchers. This work studies the Virtual Machine (VM) scheduling problem on the cloud. Our primary concern with VM scheduling is the energy consumption, because the largest part of a cloud center operation cost goes to the kilowatts used. We designed a scheduling algorithm that allocates an incoming virtual machine instance on the host machine, which results in the lowest energy consumption of the entire system. More specifically, we developed a new algorithm, called vision cognition, to solve the global optimization problem. This algorithm is inspired by the observation of how human eyes see directly the smallest/largest item without comparing them pairwisely. We theoretically proved that the algorithm works correctly and converges fast. Practically, we validated the novel algorithm, together with the scheduling concept, using a simulation approach. The adopted cloud simulator models different cloud infrastructures with various properties and detailed runtime information that can usually not be acquired from real clouds. The experimental results demonstrate the benefit of our approach in terms of reducing the cloud center energy consumption.
Introduction
The concept of cloud computing (Armbrust et al., 2009; Mell and Grance, 2013; Wang et al., 2010a; 2013a) was introduced by Amazon with its Elastic Compute Cloud EC2 (Amazon, 2013a) and Simple Storage Service S3 (Amazon, 2013b) . This concept was immediately accepted by both the industry and the academy due to its special features of provisioning computing capacities as services in a self-service and easy-to-use manner. According to the definition of the National Institute of Standards and Technology (NIST), cloud computing is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (networks, servers, storage, applications, and so on) that can be rapidly provisioned and released with minimal management effort or service provider interaction (Mell and Grance, 2013) .
The services provided by existing cloud infrastructures can be classified into three models, i.e., Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) (Mell and Grance, 2013; Kahn et al., 2013) . IaaS targets on an on-demand provision of the computational resources, normally in the form of virtual machines. Customers can install software packages on the machines to establish their own computing environments. SaaS provides customers with a functionality of using the provider's applications in the form of Web services that run centrally on the computing infrastructure of the service provider. PaaS targets on an entire platform including the hardware and the application development environment, which allows the users to develop their applications using the provider's computing platform. Existing clouds are mostly IaaS-featured. Examples include Amazon EC2, SmartCloud (IBM, 2013) , Flexiscale (FlexiScale Ltd., 2013) , as well as academic implementations like Eucalyptus (Nurmi et al., 2008) , OpenNebula (Sotomayor et al., 2008) , Nimbus (Keahey and Freeman, 2008) and OpenStack (Openstack, 2013) .
Cloud computing is enabled by several underlying technologies, where the virtualization technology is especially important.
Actually, the virtualization approach was proposed in the late 1950s with an initial goal of running different binary codes on the expensive hardware. Today, cloud computing makes virtualization a hot topic because it relies on this technology to provide on-demand, elastic computing resources. The virtualization itself is also developed from a simple approach to a mature technique with a standard virtualization layer as middleware. This additional system layer, the so-called hypervisor or virtual machine monitor (Rosenblum and Garfinkel, 2005) , exists between the operating system and the system hardware to enable the running of multiple operating systems on the same physical machine. The functionality of a hypervisor is to provide each operating system with a virtual set of hardware components, including the processor, the memory and devices. Xen (Barham et al., 2003) , VMware (VMware Inc., 2013) and KVM (KVM, 2013) are the three well-known hypervisors among the existing implementations. The Xen hypervisor is an open source development and is widely used for research purposes. KVM is also an open source implementation. It provides virtualization capacities directly in the Linux kernel, achieving the thinnest hypervisor of only a few hundred thousand lines of code. VMware is a commercial product and is mainly used for server consolidation.
Virtualization brings a new computing methodology but also new research issues, especially with respect to performance (González-Vélez and Kontagora, 2011) . One of the major research topics for virtualized infrastructures is VM scheduling that decides which physical machine shall host a new virtual machine. The scheduling result directly influences the performance and efficiency of the entire virtual infrastructure.
Scheduling is not a novel topic. This issue exists in various scenarios, like task scheduling in parallel and distributed systems and job scheduling in computing grids (Kołodziej and Xhafa, 2011) . Researchers have also proposed a number of algorithms for tackling different scheduling problems. The design of a VM scheduling scheme on the cloud, however, is more challenging because the following facts with computing clouds:
• large system scale with several hundred thousand computing nodes (and this scale has been growing up);
• business model that expects a low operation cost and a high Quality of Services (QoS) with respect to the response time on a VM request, system performance, service availability, etc.;
• large number of customers/users, meaning also a large number of VM requests;
• workloads cannot be pre-defined or predicted.
Considering these features we proposed a scheduling scheme and a global optimization algorithm to address virtual machine allocation on the cloud. Our first concern is the energy consumption because large part of the cloud center operation cost is contributed by this factor. The second consideration is the service quality, especially the response time to a VM request. For this purpose the scheduling process must be fast and efficient with low overheads, thus to be capable of handling unexpected workloads. We also aim at maintaining the performance of the running virtual machine. With these concerns as background we designed and implemented the scheduling policies and algorithms. In summary, our approach contributes to the stand of research on VM scheduling with the following features:
• Thermal-aware scheduling: The temperature of a host machine is modelled and involved in the VM scheduling to prohibit a processing core from reaching a temperature limit. A higher temperature of the processor not only results in more energy consumption but also increases the possibility of hardware failure.
• Load-aware scheduling: The scheduling scheme guarantees that none of the physical hosts is overloaded in order to maintain the performance of applications running on a virtual machine.
• Energy-based global optimization: A vision cognitive algorithm was developed to search for the best host for a VM instance with the result of minimal energy consumption. The novel algorithm uses overlook points to reduce the number of candidate hosts and hence converges faster than the traditional pairwise comparison methods.
All of these policies are specifically designed for lower operation cost as well as service performance and quality of a cloud center.
Thermal-aware targets on the operation cost and service availability with balancing temperature across processing cores, load-aware addresses the performance issue of cloud services, and global optimization aims at a minimal energy consumption while keeping the response time possibly low for ensuring the service quality.
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The proposed approach was validated using CloudSim (Calheiros et al., 2011) , a well-know simulator for research works on cloud computing. The reason for applying a simulator rather than a real cloud is that validating this concept requires detailed information about the target cloud, including the system configuration, the runtime workload as well as the temperature of all physical hosts. These details cannot be gained from real clouds. On the other hand, the simulator allows us to model various system scales and use scenarios. Therefore, it is the best choice for us to study the feasibility and functionality of the proposed algorithms.
In addition to the proposed scheduling scheme, we also implemented several other scheduling policies for a comparative study. The experimental results show that the proposed approach performs better than others with the lowest energy consumption while the service quality is granted in most cases.
The remainder of the paper is organized as following. Section 2 introduces the related work on scheduling approaches and global optimization algorithms. Section 2 describes the design of the thermal-aware and load-aware scheduling scheme. This is followed by describing the vision cognitive algorithm in Section 3.
The implementation on top of CloudSim is then detailed in Section 5. Section 6 shows the experimental results with discussions. Finally, the paper concludes in Section 7, with a brief summary and several future directions.
Related work
This research work mainly addresses two research topics, i.e., task scheduling and global optimization algorithms. In this section the related works in both areas are described in three categories: cluster task scheduling, VM scheduling and global optimization algorithms.
Cluster task scheduling.
Scheduling is a hot topic in the area of parallel and distributed computing. A common scenario is the scheduling of parallel tasks on a cluster system (Valentini et al., 2013; Min-Allah et al., 2012) .
There are a number of production schedulers that are widely used in both commercial and research computing infrastructures. Condor (Tannenbaum et al., 2002) , Torque (Staples, 2006; Adaptive Computing Inc., 2013) , PBS (Altair Engineering Inc., 2013) and SUN/Oracle Grid Engine (Gentzsch, 2001; ORACLE, 2013) are several representative examples.
In addition to these mature products, researchers have been studying on scheduling issues for various use cases, with the earlier implementation focusing on load-balancing and recently with energy-awareness (Hsu and Feng, 2005; Kołodziej, et al., 2013a; Wang et al., 2012a; 2011b; Zhang et al., 2013) as additional features. Kim (1988) as well as Wu and Gajski (1990) introduce a graph clustering technique that applies static scheduling heuristics to schedule parallel tasks. Given a task graph, "clustering" is the process of mapping task graph nodes onto labelled clusters. All tasks of the same cluster are executed on the same processor. This approach is similar to the list scheduling algorithm described by Li and Huang (2007) as well as Mtibaa et al. (2007) . List-based scheduling algorithms assign priorities to tasks and sort tasks into a list ordered in decreasing priority. The tasks are then scheduled based on the priorities.
As computing systems consume more and more energy Bilal et al., 2013) , a growing number of research works on task scheduling show the feature of energy-awareness. Most of these research works adopt the technique of Dynamic Voltage and Frequency Scaling (DVFS). It has been proven to be a feasible solution for reducing processor energy consumption (Hsu and Feng, 2005) . By lowering the processor clock frequency and supply voltage during some time slots (for example, idle or communication phases), energy consumption can be significantly reduced with a slight performance loss.
Therefore, the DVFS technique has been applied in high performance computing fields, in large data centers, etc., to reduce the energy consumption while gaining high reliability and availability.
The works of Yao et al. (1995) as well as Manzak and Chakrabarti (2003) focus on scheduling independent tasks with DVFS on a single processor. Gruian and Kuchcinski (2001) propose a list-based low energy scheduling algorithm-LEneS. It smartly introduces enhanced task-graphs and energy gain in the list-based scheduling. In the work presented by Martin et al. (2002) a hybrid global/local search optimization framework is developed for DVFS with simulated heating. The research work of Zong et al. (2011) studies two energy-aware duplication scheduling algorithms for parallel tasks on homogeneous clusters. Lee and Zomaya (2009) propose an energy-conscious scheduling heuristic for parallel tasks on heterogeneous computing systems. In addition (Wang et al., 2010b; 2013c) exploit DVFS to implement a power-aware task clustering algorithm for parallel HPC tasks. The algorithm takes care of the slack time for non-critical jobs, extends their execution time and reduces the energy consumption without increasing the task's execution time as a whole. The algorithm is validated using a simulation approach. Lin and Qiu (2010) apply a thermal-aware strategy based on the RC thermal model (Skadron et al., 2002) to reduce the peak temperature of HPC servers under stochastic workloads. The approach by Zhang and Chatha (2007) combines the two techniques used by Wang et al. (2010b) as well as Lin and Qiu (2010) to solve a temperature-aware scheduling problem. For this, the researchers implement an approximation algorithm based on the lumped RC thermal model and DVFS to study the effect of using the thermal constraints on maximizing the performance of tasks running on some CPU architectures.
VM scheduling.
As the virtualization technology is getting hot, the problem of virtual machine scheduling has also been studied. Kim et al. (2008) implement a guest-aware priority-based scheduling scheme, which is specifically designed to support latency-sensitive workloads. The proposed scheme prioritizes the virtual machines to be allocated by using the information about the priorities and status of guest-level tasks in each VM. It preferentially selects the VMs that run latency-sensitive applications to be scheduled, thus reducing the response time to the I/O events of latency-sensitive workloads. The algorithm was integrated in the Xen hypervisor. Wang et al. (2012b) propose a novel VM scheduling algorithm for virtualized heterogonous multicore architectures.
It exploits the core performance heterogeneity to optimize the overall system energy efficiency, and uses a metric termed energy-efficiency factor to characterize the power and performance behavior of the applications hosted by VMs on different cores. The VM's energy-efficiency factors are calculated, and, based on the values, virtual machines are mapped to heterogeneous cores with the final goal of maximizing the energy efficiency of the entire system. Similarly to the previous work, this scheduling scheme is also implemented within the Xen hypervisor. Takouna et al. (2011) also addresses the VM scheduling of heterogeneous multicore machines. A scheduling policy is designed to schedule each virtual machine to an appropriate processing core based on the performance sensibility to the CPU clock frequency and the performance dependency on the host. The policy is validated using the Xen hypervisor.
In addition to the research work on VM schedulers of general purposes, the specific problem of VM scheduling on the cloud has also been addressed over the last years.
The work presented by Fang et al. (2010) develops a two-layer scheduling model, where the first layer creates the description of resource requirement of a virtual machine while the second one takes care of the VM scheduling on the host. By allocating the VMs to the hosts that closely meet the resource requirement, this approach tries to better use the cloud hardware resources. The approach was evaluated on CloudSim. Lin et al. (2011) propose a dynamic round-robin scheduling scheme for deploying and migrating virtual machines to or across the servers on the cloud. The scheme uses two scheduling rules, whereby the first one avoids allocating additional virtual machines to a retiring physical machine that will be shut down while the second one speeds up the consolidation process. The main goal of this approach is to reduce the number of physical machines used for saving energy. Hu et al. (2010) propose a scheduling strategy for VM scheduling on the cloud with load balancing. The scheduling decision is based on the historical information and the current state of the system. The influence on the system after the deployment of the required VM resources is pre-estimated, and based on this information the best solution is chosen, which will introduce the best load balancing and reduce or avoid dynamic VM migration. Jang et al. (2012) design a task scheduling model with the QoS taken into account. For each task the model creates a set of chromosomes that contain the task allocation and virtual machine information. The model actually handles the problem of scheduling computing tasks to virtual machines, rather than scheduling VMs to physical hosts. The chromosomes are possible task and VM pairs. The model then calculates a fitness value for each chromosome to show how well the virtual machine matching the task requirement, and thereby find the best matches with respect to the user's satisfaction and VM availability. Knauth and Fetzer (2012) propose a scheduler called OptSched, which schedules virtual machines based on the knowledge about the duration of timed instances to optimize the virtual to physical machine assignment. It co-locates timed instances with similar expiration times. For each host, OptSched calculates the expiration time delta between the instance to be scheduled and the instance with the longest remaining execution time. It then schedules the new instance on the host with the smallest delta. If the new instance shows a longer execution time than the remaining execution time of all running instances, the new instance is scheduled on the host where it extends the host's uptime minimally. The main goal of this scheduler is to reduce the cumulative machine uptime and thereby save the energy consumption.
The work by Beloglazov and Buyya (2010) is also one of the few approaches which take care of energy issues of resource allocation on the cloud. The authors implement a simulation environment based on CloudSim (Calheiros et al., 2011) to evaluate various power-aware scheduling policies for VMs running on a large scale cloud center. Furthermore, they show how VM migration and VM pining techniques can optimize the load-balancing and the total energy consumption of the cloud center.
Global optimization algorithms.
Another topic related to this work is to study global optimization problems.
Global optimization is a mathematical problem, widely investigated in recent years (Mesghouni et al., 2004) . As a consequence, several intelligent optimization algorithms have been developed, including the tabu search algorithm, the quasi annealing algorithm, Using a vision cognitive algorithm to schedule virtual machines 539 neural network algorithm, the genetic algorithm and the ant colony algorithm.
The tabu search algorithm (Glover, 1989; 1990 ) is a global optimization algorithm aiming to simulate human intelligence. This algorithm has a better ability in local optimization but it suffers from a premature termination phenomenon. The quasi annealing algorithm (Lundy and Mess, 1986 ) is a low intelligent algorithm. It simulates annealing objects and thereby forms a modern optimization algorithm. The computation amount of this algorithm is lower than that of the Monte Carlo method. Nevertheless, its global convergence is quite poor. The neural network algorithm (Xing and Xie, 2007 ) is a kind of intelligent algorithm that constructs an artificial neural network model. The algorithm is fast and simple, but it also falls easily into a local optimal solution. The genetic algorithm (Wang et al., 2007) is an intelligent optimization algorithm based on the biological capacity of the living beings under the use of Darwin's evolution theory of the "survival in the fittest". Genetic algorithms search the solution globally in the entire space and therefore deliver more accurate results, but also require a long computational time as well as suffer from the premature convergence phenomenon. The ant colony algorithm (Wang et al., 2007 ) is a distributed intelligent simulation algorithm that imitates the social behavior shown by ants by relying on pheromones to communicate. This algorithm can achieve better global optimal solutions, has the feature of strong robustness, and is a parallel algorithm. Its disadvantage lies in the fact that the algorithm involves a lot of parameters and there are no deterministic methods to assign the parameters with a fixed value, and hence can only rely on experiments or experiences. Other deficits of the algorithm include long calculation time and easy occurrence of deadlocks or interruption. The lookout algorithm (Cai et al., 2006) was proposed based on the knowledge of determining the highest point of a mountain by simple observation. The algorithm contains several components including the lookout management mechanism, the strategies for creating the lookout points, and the building and solving of local problems. This algorithm performs a global search but it is easy to produce the leak phenomenon.
Overall, all the algorithms, including tabu search, simulated annealing, the neural network, the genetic algorithm, ant colony and lookout, may create the leak phenomenon in solving global optimization problems or only achieve a local optimization result. Therefore, we propose a kind of vision cognitive algorithm to solve the global optimization problem in VM scheduling on the clouds. This novel approach, similar to the lookout algorithm, is also based on the behavior of human beings locating on the highest/lowest objects by simply observing. However, it ensures that no leak phenomenon occurs while producing the observation points. We used mathematical methods to prove that the sequences generated by the algorithm converge in probability to the global minimum.
2.4.
Summary. Overall, task scheduling is a hot topic for parallel and distributed computing and has been addressed not only in the field of cluster computing but also other fields like grid computing (Kołodziej et al., 2012; 2013b; Chen et al., 2013; Wang et al., 2011a) . On the cloud specifically, task scheduling deals actually with the allocation of virtual machines. In the last years the topic of VM scheduling on the cloud has been studied and load-balancing schemes have been also investigated. However, thermal-aware scheduling on the cloud is still not touched upon. This is a special feature of the work presented in this paper. More specifically, the proposed scheduling approach solves a global optimization problem in order to schedule the virtual machine on a host that results in the minimal system energy consumption. The work of Lin et al. (2011) touches explicitly upon the energy issues on the cloud, however, the approach is limited to simply shutting down physical hosts without a global view of the entire system. The developed new vision cognitive algorithm speeds up the process of finding the best target host. Therefore, the proposed approach scales well with current and future cloud infrastructures that are getting larger and larger.
3. Scheduling scheme 3.1.
Problem description. VM scheduling on a cloud centre handles the task of finding a physical host in response to a VM request of a user. The VM request contains the users requirement on the hardware (potentially also software user's) configuration of the host machine. For example, a user may ask for a physical machine with minimum four computing cores of Intel processors, a three-level cache hierarchy, a memory size larger than 2 GB, and so on. We can use the following mathematical form to describe such a request:
where R i is a single requirement attribute in the form of A > (or <, ≥, ≤) value (e.g., memorysize ≥ 2GB ). The scheduler's task is to match this request to a host that also has its individual hardware configuration and system status, like free resources, CPU utilization and temperature. We use the following mathematical form to describe a host machine:
where P shows the hardware parameters and current state of the host. The following host, for example, is equipped with 64 processing cores and has a free memory of 4 GB, a free disk space of 40 GB, a CPU load of 60%, etc.:
In a cloud centre there are hundred thousand physical hosts. This work aims to solve a problem of finding one of them that (i) best matches the users requirement; (ii) both its CPU load and temperature do not exceed a pre-defined threshold once the VM runs on it; and (iii) its additional energy demand for running the VM is lower than that of any other host machines.
3.2.
Models. To implement a scheduling scheme with the three goals described above, we need to model the CPU temperature and the energy consumption of a computing system.
For measuring the CPU temperature we apply the RC thermal model with single core processors (Skadron et al., 2002) . According to Skadron et al. (2002) , for an integrated circuit at the die level, heat conduction is the dominant mechanism that determines the temperature. There exists a well-known duality between heat transfer and electrical phenomena. Any heat flow can be described as a current and the passing of this heat flow through a thermal resistance leads to a temperature difference equivalent to a voltage. Figure 1 depicts the RC model, where C stands for the thermal capacitance of the processor, R for the thermal resistance, P for the processor's dynamic energy consumption, and T amb for the ambient temperature. The relationship between the ambient temperature and the dynamic energy consumption can be modelled as
and the dynamic energy consumption of a processor is determined by
where f is the CPU frequency and k is a constant which presents the CPU feature and is determined by the processor vendor and the design of the processor.
Given an initial die temperature of T init at the time zero and assuming that P remains unchanged during the time period [0, t] , the temperature of the processor at time t can be computed with (Lin and Qiu, 2010; Zhang and Chatha, 2007) 
The second model is the energy model used to compute the energy consumption of a server, i.e., a host machine in a cloud centre. Recent studies (Beloglazov and Buyya, 2010) show that the energy consumption by servers can be accurately described by a linear relationship between the energy consumption and the CPU utilization, even when the dynamic voltage and frequency scaling scheme is applied. The reason lies in the limited number of states that can be set to the frequency and voltage of the CPU and the fact that voltage and performance scaling are not applied to other system components, such as the memory and the network interface. Moreover, these studies show that on average an idle server consumes approximately 70% of the energy consumed when it is fully utilized. Therefore, the energy consumption of a server E can be modelled as a function of the CPU utilization u:
where E max is the power consumption of a server in full use. For example, a server of a data centre is in 90% used and 10% the idle. In this case, the energy consumption of the server is 0.9 × E max in the busy status and 0.1 × 0.7 × E max in idle status. The total energy consumption of the server is the sum of the two parts.
3.3. VM scheduling. Based on the models described above, we designed a scheduling scheme for allocating virtual machines on a cloud infrastructure with the following three steps:
• Filtering by the user requirement: The requirement parameters in a VM request are compared with the configuration and current status of available host machines of the target cloud. The hosts that do not match users' requirement are filtered out and the other hosts serve as the input for the next step.
• Threshold with load and temperature: The second step of the scheduling is to check whether a host machine is overloaded or its processor temperature is above a pre-defined threshold, in the case that the incoming virtual machine runs on it. Those hosts that do not pass the examination are removed from the candidate list.
• Minimal energy consumption: In the last step of the scheduling, the energy consumption of the candidate host machines before and after hosting the virtual machine is calculated. The host that causes the smallest increase in the energy consumption of the system is chosen as the dedicated machine for the new VM instance because it results in the minimal energy consumption of the whole system.
The final step of the scheduling is a global optimization problem, where the additional energy demand of all candidate host machines for running the incoming VM instance has to be compared to find the one with the minimal value. In this case we propose a novel vision cognitive algorithm to enable an accurate result with a short computing time.
The second step of the scheduling deals with two thresholds, one is the CPU utilization and the other is the processor temperature. The problem can be simply solved by the traditional approach of cutting off the values over the thresholds.
The first step of the scheduling handles two parameter sets, one is the VM request of users and the other is the host information. It solves the problem of matching one set to the other to see whether the value in the host set is equal to or larger/smaller than the requirement for each parameter attribute specified in the set of a VM request. Depending on the number of parameters, solving this problem can be complicated and rather time-consuming. Currently, we use a simple approach of comparing two data sets. However, a fast mathematical algorithm is needed for large cloud systems with a huge computing capacity. This is a research focus in the next step of this work. The proposed VM scheduler is designed to be integrated in a cloud middleware to replace its original one, usually a round-robin scheme that allocates the VMs to each host equally in a cyclic order. As depicted in Fig. 2 , the VM scheduler is a part of a cloud middleware that is responsible for the resource management, VM issues, and so on. Users' requests for creating a VM are delivered to the Cloud middleware, where the scheduler determines a target host based on the proposed strategies described above. The hosts are virtualized using a certain hypervisor. Finally, the Cloud middleware starts a VM on the chosen host with the user-given machine images. We implemented this infrastructure on top of a Cloud simulator. The implementation details will be shown later after the description of the algorithm for global optimization.
Vision cognitive algorithm
The proposed novel algorithm solves the following global optimization problems:
4.1. Algorithm. This subsection first introduces the algorithm. The proof and validation are given in the following two subsections. Assumption 1. f : R n → R is continuous and has a lower bound.
Assumption 2.
There exists a real number c 0 , which makes the level set
not empty and bounded.
Sampling and updating.
In the algorithm, the initial density is chosen as δ 0 (x) = U (D), where D ⊂ R n is a hypercube large enough. For other steps we choose the following kernel density function:
We use here the relative entropy method (de Boer, 2005) to update the sampling density function δ k+1 (x).
In order to simplify the computation, the kernel function is selected as follows:
where x j presents the j-th element of the set x = (x 1 , x 2 , . . . , x n ). Such a kernel function simplifies the task of both the sampling and updating of the density Algorithm 1. Vision cognition.
Step 1. Input a sufficiently small minimum ε > 0, the number of sample points N ∈ Z + , the order k = 0, and c 0 = f (x 0 ).
Step 2. Sampling. Using the order k = k + 1 to produce the sample point set {X
, where δ k (x) is the sampling density function.
Step 3. This step creates the overlooking memory mechanism.
First the function f (X
k is sorted in the increasing order to acquire the order overlook sample set:
Step 4. Calculating the current numerical overlooking level
Step 6. If σ k 2 < ε, the loop terminates and c * = c k is the sought approximate total extremum. Otherwise, the sampling density function δ k+1 (x) = δ k (x 1 ,X k ) is updated and the computation goes back to Step 2.
function. Based on Eqns. (2) and (3), we achieve the sampling kernel density function as
whereX k ij is the j-th element of the i-th sampling point in the k-th priority sampling set (k = 0, 1, . . .).
Convergence of the algorithm. Theorem 1. Assuming that {c k } is the set created by the algorithm, there exists a c such that
Proof. From Algorithm 1 we know that
Therefore, {c k } is a monotonically decreasing sequence. In addition, according to Assumption 1, c k is bounded. Together, it can be concluded that
Proof.
Assume that there is no sequence {X k } with x as the limit point. Then there is ε > 0 to make ∀X k ∈ (x, ε). As k → ∞, selecting the priority sampling set using the designed sampling density function δ k (x), we get that ∃ε > 0, which yields ∀X k ∈ (x, ε). This contradicts the assumption. 
We prove first the necessity. Given c = min x∈R n f (x), H c = {x|f (x) ≤ c}. Then for ∀x ∈ H c there must be f (x) = c. Now we prove the sufficiency. Given that for ∀x ∈ H c and c k a.s
Finally, we prove the theorem by contradiction. Assume the following:
• There exists k so that x 0 ∈X k ⊂ R n and f (x 0 ) < c.
According to the algorithm,
, which contradicts the assumption.
• ∃x ∈ R n andx ∈X k , f (x) < c.
. This again conflicts with the assumption. Combining all the proofs above, we conclude that ∀x ∈ R n there holds f (x) ≥ c.
Theorem 3. Given c ≤ c k ≤ f (x), c is the global optimum and H c is the global minimal point set of Eqn. (1).
Proof.
and further f (x) = c. According to Theorem 2, c = min x∈R n f (x), and correspondingly H c is the optimal point set.
Since
−→ c it is true that for ∀x ∈ H c there holds f (x) = c. Based on Theorem 2 it can be concluded that c = min x∈R n f (x), and correspondingly H c is the optimal point set.
Validation. We validated the algorithm using MATLAB with several sample problems. The first example is the Using a vision cognitive algorithm to schedule virtual machines 543 Rosenbrock function
with min F 2 (x 1 , x 2 ) = 0. Based on the proposed algorithm, we achieved the optimum point of (1, 1) T , min F 2 (x 1 , x 2 ) = 0 by using the point number N = 2000 and the convergence number k = 4.
The second example is the Easom (ES) function:
with the search space −100 ≤ x i ≤ 100, i = 1, 2, and the global optimum x * = (π, π), ES(x * ) = −1. Applying the proposed algorithm we acquired a result of the optimum (3.1423, 3.1489)
T and the optimal value −0.999989, when using N = 4000 and k = 3.
The third example solves the function sphere model:
with n = 3 and the optimum at
Using this algorithm, we achieved a solution at (0.0020, 0.0019, 0.0021) T , min F 4 (x 1 , x 2 , . . . , x 8 ) = 0.00001202 by N = 3000 and k = 9.
For the VM scheduling on the cloud, the proposed algorithm actually deals with the function F (x i ) = E cpu (x i ) after − E cpu (x i ) before with a search space of 0 < x < N, where N is the number of host machines that have passed through the matching process of the first two scheduling steps. The function calculates the additional energy consumption of a host in case a new VM runs on it. The optimum for this problem is min F (x) = 0 because we are looking for the host that introduces the minimal energy increase after the new VM is scheduled. The energy consumption of a host is calculated with our energy model on the runtime when a cloud is working.
To make it clear how the algorithm works for VM scheduling, the functionality of the algorithm for finding the host with a minimal energy increase is demonstrated in Fig. 3 . As shown there, the algorithm first uses overlook point 1 to cut off the hosts, whose additional energy consumption is higher than the value at this point. It then applies overlook point 2 to cut more hosts off. This process goes on further till there is only one host left.
It can be seen that the performance of the algorithm is significantly influenced by the first overlook point because it directly determines the numbers of cuttings up till convergence. We start simply with a constant for the current implementation. The plan is a more intelligent approach that dynamically computes the initial overlook point based on the history information. Fig. 3 . Mapping the vision cognitive algorithm to the host selection.
Implementation
We implemented the proposed algorithm as well as the scheduling scheme, and validated the approach using a simulator for computing Clouds, the CloudSim toolkit (Calheiros et al., 2011) . It models large scale data centres with an internal broker, sensors, a physical host, as well as virtual machines. CloudSim also provides the functionality to configure datacenter resources. This allows us to model cloud providers with different system scale and hardware resources. Figure 4 shows the core architecture of CloudSim. It can be seen that this simulator is well structured with a clear layer definition. It is easy for us to extend CloudSim with additional components both at the user level for specifying users VM requests and at the simulation level for implementing the scheduling scheme. In addition, CloudSim enables also the simulation of dynamic load, which allows us to study the influence of different kinds of workloads on the energy consumption of the host machines.
The three steps of the scheduling scheme are implemented in different classes. While the vision cognitive algorithm for the last step is described above, the algorithms for the first step is demonstrated with the following pseudo-code: 
. ) Input : A l l H o s t L i s t Output : M a t c h H o s t L i s t For e a c h h o s t i n A l l H o s t L i s t Do I f g e t P r o c e s s o r T y p e ( h o s t ) == P and getRAM ( h o s t ) ) >= R and getNumbersCores ( h o s t ) >= N and g e t D i s k ( h o s t ) >= D and . . . Then add h o s t t o M a t c h H o s t L i s t Endif Endfor Return M a t c h H o s t L i s t
The task of the first scheduling step is to find those physical hosts that meet the hardware and software requirements specified in a VM request. As shown in the pseudo-code, the algorithm has both the VM request and the full list of cloud centre available hosts as inputs. It goes through the host list to check each parameter of the request and fills thereby the matching hosts in a new list of hosts. This list serves as the input for the second scheduling step.
As demonstrated in the following pseudo-code, in the second step the scheduler goes through all the matching hosts detected by the last scheduling step to find those hosts whose temperature and CPU usage exceed the specified thresholds. The detected hosts are then removed from the list of matching hosts to form a new list of hosts that are candidates for running the requested virtual machine. We also output the list of overheated hosts and the list of overloaded hosts for the reason of evaluation.
Input : M a t c h H o s t L i s t , T h re s h o l d T e m p e ra t u r e , T h r e s h o l d U t i l i z a t i o n Output : C a n d i d a t e H o s t l i s t , ove rT hre s holdT e mpHosts , o v e r U t i l i z e d H o s t s For e a c h h o s t i n M a t c h H o s t L i s t Do I f i s H o s t O v e r T h r e s h o l d T e m p e r a t u r e ( h o s t ) Then o v e rT h re s h o l d T e m p H o s t s <− add h o s t E ls e I f i s H o s t O v e r T h r e s h o l d U t i l i z a t i o n ( h o s t ) Then o v e r U t i l i z e d H o s t s <− add h o s t Endif Endif Endfor C a n d i d a t e H o s t L i s t <− M a t c h H o s t L i s t − o v e rT h re s h o l d T e m p H o s t s − o v e r U t i l i z e d H o s t s Return C a n d i d a t e H o s t L i s t , o v e rT h re s h o l d T e m p H o st s , o v e r U t i l i z e d H o s t s
The algorithm uses two thresholds, one for limiting the number of workloads on a host and the other for preventing the processors from a high temperature. Both the thresholds aim at reducing the cloud centre energy consumption while ensuring the quality of cloud services. The former concerns the performance and the latter enhances the service availability by reducing the potential hardware defect. Both the thresholds may be determined based on the hardware properties of the processors. For example, the threshold for CPU utilization can be set to 100% for most of the vendor processors, and the threshold for chip temperature varies from one type of processor to another.
When considering the energy consumption, however, the selection of both the thresholds is not that simple with the only referring to the hardware feature of the processors. We performed several experiments to investigate on this issue with the simulation approach. The details of the simulation setups will be given in the next section, together with more results about the validation of the proposed scheduling concept. Figures 5 and 6 show the experimental results with the thresholds. entire system (all host machines) by running two different types of workloads. The left bar in the figure presents the result with a stochastic workload, where jobs are coming with an interval calculated using an exponential distribution and the job size is generated using a variety of probabilistic distributions. The right bar is the result with a full CPU usage. It can be seen that the energy consumption for a workload with a full CPU usage is larger than the same metric measured with the stochastic workload. This means that a full utilization of the CPU results in a higher energy consumption, and for energy optimization of a cloud centre the CPUs will not be 100% loaded. The experimental results of a research work of Beloglazov and Buyya (2012) demonstrated that the energy consumption rises considerably from a CPU utilization of 90%. Therefore, we chose a value of 0.9 as the threshold of the CPU utilization for our validation tests. Similarly to the CPU utilization, different temperature thresholds result also in diversified energy consumption. We used a set of temperature thresholds to study this issue. Figure 6 shows the result. As depicted there, the temperature thresholds applied range from 333 Kelvin (unit of temperature) to 360 Kelvin. The value presented in the y-axis is the total energy consumption of a cloud centre in a single day.
Observing the curve in the figure, it can be seen that the energy consumption with different temperature thresholds can be divided into four areas of different patterns. In the first area, i.e., the temperature threshold between 333 and 335, the energy consumption maintains constant with a value of 52 kWh. In the second region, i.e., 335 < temperature threshold < 340, the energy consumption of the system goes down as the threshold is getting larger. This behavior stops at threshold 340, where a new phase starts, again with constant energy consumption. After this phase, a slight reduction in the energy consumption can be seen, but generally the temperature threshold does not change the energy behavior in phase 4. The best case for our experiments is the point with 343 Kelvin.
Validation results
6.1. Experimental setup. As described above, we applied a simulation approach to validate the developed scheduling strategies. The reason for using simulation, rather than a real cloud platform lies in the fact that we need the status information of physical hosts on a cloud centre. Currently, it is not possible to gain this information from a commercial cloud, which prohibits us from validating the full functionality of the implemented scheduler and from studying the behavior of the designed scheduling as well as global optimization algorithms. In contrast, CloudSim implements a view of infinite computing resources, and it is easy to extend this simulator for both monitoring and additional functionalities. For the experiments, we modelled the scheduling task of a whole day with a random generation of VM requests. A VM request contains four requirement attributes, i.e., the number of CPU cores, the CPU frequency, the RAM size and the bandwidth. The properties of the modelled VM types are described in Table 1 . As shown there, we use different VMs with various values in MIPS and the RAM size to model real scenarios.
The thermal constants used in the simulation for the lumped RC thermal model are listed in Table 2 . These are typical values of a single core CPU obtained from (LAVA Lab, 2013) .
We configured CloudSim for a cloud center with 50 different hosts. A half of the hosts are modelled as HP ProLiant G4 servers and the other half as HP ProLiant G5 servers. The characteristics of the servers are given in Table 3 . The frequency of each core on the HP ProLiant G4 server is 1860 MIPS and for the HP ProLiant G5 server the value is 2660 MIPS. Each server is modelled with a connection of 1 GB/s bandwidth. The CPU utilization behavior of the servers is acquired from SpecPower08 (SPEC, 2013). The threshold for the CPU utilization is In order to observe the efficiency of the implemented scheduler, we also implemented three other scheduling schemes for a comparative study. The first one is called Non power aware, which schedules the virtual machines without considering the CPU usage. It reflects the energy consumption in a cloud center with full CPU utilization. The second scheme is DVFS. It schedules tasks on the basis of the CPU voltage and frequency. It relies on the information from the CPU performance and power model to set the priorities for the VM placement. The energy consumption is calculated as a function of the CPU usage, and is regulated automatically and dynamically based on DVFS. The last scheme is Power aware ThrMu (Beloglazov and Buyya, 2010) . This scheduling algorithm focuses on minimizing the CPU usage by setting up hosts in the idle mode. It migrates the running VMs of a host with CPU usage over a threshold to other hosts. We use a utilization threshold of 0.9 for this scheme, the same as our scheduler.
6.2.
Experimental results. The main goal of the proposed scheduling scheme is to reduce the energy consumption by scheduling a virtual machine to the host that causes a minimal increase in energy consumption. Therefore, our first experiment was done to see how the hosts vary from one another in the additional energy requirement after hosting a new virtual machine. Figure 7 depicts the experimental results. We choose hosts 1 to 10 as examples. The x-axis of the diagram in the figure shows the hosts, while the y-axis is the additional energy requirement of an individual host in case a new VM is run on it. The data were measured at a certain time point. From the figure it can be clearly seen that the hosts show individual additional energy consumption with the largest difference of 21%. This number will get larger for a cloud centre with more different types of hosts. As mentioned, for this experiment we only configured two types of processors. The next experiment studies the feasibility of the proposed scheduling scheme by comparing the energy consumption in the cases of applying different scheduling schemes, i.e., Non power aware, DVFS, Power aware ThrMu and our thermal-aware scheme (Thas). Figure 8 depicts the result of the experiment, where the energy consumption was measured during a single simulation run with all four algorithms. Comparing the proposed scheduler with the other scheduling algorithms, it can be seen that our scheduler achieves the lowest energy demand with a value of 25.64 KWh per day, while the energy consumption with other schemes is 150.68 KWh with Non power aware, 52.98 KWh with DVFS and 28.9 KWh with Power aware ThrMu. It can be concluded that combining the power-aware with the thermal-aware scheduling strategies provides the best results for energy consumption.
To have a deeper insight in the different scheduling schemes, we measured the energy consumption at different times of day. Figure 9 presents the experimental results. The x-axis of the diagram in the figure is the time points where the energy consumption calculated. The y-axis presents the total energy consumption of the simulated cloud centre.
The data were first gathered after 2 hours of a simulated run, and then at a time interval. The four curves in the figure present the results with the four scheduling algorithms. The curves go up with the duration of the simulation because a cloud centre requires more energy for its operation with time. It is interesting to see that the behavior difference of the algorithms gets clearer as the simulation is running. From the figure it can be seen that after a two-hour run the energy consumption for the four scheduling schemes varies only slightly. However, the difference gets larger and larger. After 24 hours, for example, the total cloud centre energy consumption for the proposed scheduling scheme is only 17% of that caused by the Non power aware scheme. This means that the cloud centre will significantly save its energy for a long-term operation by using the proposed approach. However, the gain in energy is achieved with some violation to the Service Level Agreement (SLA) that defines the quality of the services.
We measured an SLA violation of 14%, where the VM request cannot be processed within the promised response time.
This indicates that the proposed algorithms have to be optimized towards less computation time.
Conclusions
The paper describes a novel scheduling scheme for allocating virtual machines on the physical hosts of a cloud centre. The main goal of the scheduling is to achieve minimal system energy consumption while ensuring the performance and quality of cloud services. For this purpose, we propose to use an optimization algorithm to compute the best location for a virtual machine with fast convergence so that most of the VM requests can be processed in the given response time.
In the next step of this research work, the energy model will be improved for covering heterogeneous architectures. Additionally, the vision cognitive algorithm has to be improved to use the history information to determine the first overlook point. More importantly, we will study another mathematical algorithm for mapping the VM request set to the host configuration set. It is expected that with these optimizations the proposed scheduling algorithm will scale well for larger systems without a violation to the SLA of a cloud centre.
