Abstract. In this paper we prove some new converse and saturation results for Tikhonov regularization of linear ill-posed problems Tx = y, where T is a linear operator between two Hilbert spaces.
this convergence can be arbitrarily slow (cf. Schock [10] ). However, if x † satisfies some smoothness conditions and if α = α(δ) is chosen appropriately, one can prove convergence rates for x(α, y δ ) − x † . It was shown in Groetsch [3] that sup{ x(α(δ),y δ )−x † | Q(y−y δ ) ≤δ }=O ( δ Q denotes the orthogonal projector of Y onto R(T ). Unfortunately, this parameter choice depends on the unknown smoothness parameter ν. In [2] (see also Raus [8, 9] ), Gfrerer proposed an a posteriori parameter selection method depending only on δ and y δ that obtains the rates above even with O(·) replaced by o(·)i fν<1. For a finite-dimensional realization of this method, see [6] . Now two questions arise: first, is the condition (1.3) necessary for the rates above, and, second, is it possible to improve the rates if ν in (1.3) is larger than 1.
It is easy to find examples showing that the answer to the first question is "no" if ν<1; i.e., the rate o(δ 2ν 2ν+1 ), ν<1, can be obtained although x † ∈ R((T * T ) ν ). However, if ν = 1 and if we assume that α(δ) ∼ δ 2/3 and that T is compact, then the condition x † ∈ R(T * T ) is necessary for the rate O(δ 2/3 ) (cf. [3] ). It was shown in [7] for the noise-free case that (
is equivalent to the smoothness condition (1.3). The second question was addressed in [3] at least for compact operators. It was shown there that for compact operators with nonclosed range O(δ 2/3 ) is the best possible rate except for the trivial case that x † =0. In the next section we give a new weaker condition on x † than (1.3), which is equivalent to the rate o(δ 2ν 2ν+1 ), if ν<1. Moreover, we show that this condition implies that x † ∈ R((T * T ) ρ ) for all ρ<ν . In the last section we show that the saturation result, i.e., that it is not possible to obtain better rates than O(δ 2/3 )e v e n if the exact solution satisfies (1.3) for ν>1, also holds in the noncompact case.
2. Converse results. In this and the next section, {E λ } and {F λ } denote the spectral families of the operators T * T and TT * , respectively. First we consider the noise-free case, where we assume that we have exact data y. It was shown in [3] for compact operators and in [7] for general linear operators that
It is also known (cf., e.g., [7] ) that if ν<1 condition (1.3) implies that x(α, y)−x † = o(α ν ). Unfortunately, the converse is not true. In the next theorem we give a weaker condition than x † ∈ R((T * T ) ν ) for which one can prove the converse result. THEOREM 2.1. Let 0 <ν<1. Then the following assertions hold:
if and only if
Proof. First we prove the O(·) result. Since Tx † = Qy, (1.2) implies that
and hence
Together with
this implies that
and
The assertion is proved if we can show that
holds for 0 <ν<1. To prove this we use a similar idea as in the proof of Theorem 7.2 in [5] .
Since
Let us now assume that the left-hand side in (2.4) is valid. Then, by (2.5) and the definition of λ j , we obtain
This proves (2.4) and thus the assertion. An inspection of the proof above shows that the result remains valid for the o(·) case if we can show that (2.4) also holds with O(·) replaced by o(·). Let us assume that
with τ j ց 0.
Then it remains to be shown that
For a compact operator with singular system {σ n ; v n ,u n | n ∈ N}, condition (2.2) for the rate O(α ν ) in Theorem 2.1 is equivalent to
The same holds for (2.3) with O(·) replaced by o(·).
It is an easy exercise to show that for σ n := n −2 and x † ,v n := (n 8ν+1 ln n) −1/2 , 0 <ν<1, we obtain
It is, however, an immediate consequence of the following proposition that the rate
Proof. By Theorem 2.1 there exists a positive constant C such that for all µ>0
Now we proceed similarly to the proof of (2.4). Let 0 <ρ<ν be arbitrary but fixed, and let λ j := (1 + T 2 )j
. Then by (2.6) we obtain
Since the last bound does not depend on k, this implies that
COROLLARY 2.4. Let x(α, y) be such that
Proof.
The proof follows immediately with Theorem 2.1 and Proposition 2.3.
We will now turn to the noisy case; i.e., we will assume that instead of the exact right-hand side y we will have perturbed data y δ . For the proof of our main result we need the following lemma.
LEMMA 2.5. Let x † =0. Then for all δ>0there exists a unique α(δ) solving
Moreover, α(δ) is strictly monotonically increasing and continuous with Proof. Due to (1.2), (2.7) is equivalent to
Since by definition This implies the existence of a unique solution α(δ) of (2.7) having the properties stated above. Now we can prove a similar result to Theorem 2.1 for the noisy case. THEOREM 2.6. Let 0 <ν<1. Then the following assertions hold:
if and only if (2.2) holds and
if and only if (2.3) holds. Moreover, the condition (1.3) (with ν =1) is equivalent to (2.8) (with ν =1).
Proof. Without loss of generality (w.l.o.g.) we may assume that x † = 0, since all results are trivially satisfied if x † = 0. First we prove that the conditions (2.2), (2.3), and (1.3) (with ν = 1) imply the asserted results.
Using the triangle inequality and spectral theory one can show that, for all α>0 and y δ with Q(y − y δ ) ≤δ ,
Now let α(δ) be as in Lemma 2.5 and define
Then by (2.7) we obtain
This together with (2.10) and (2.7) implies that sup inf We will now show the converse results. Letλ ∈ σ(TT * ) be arbitrary but fixed. Then by Lemma 2.5 there is a δ>0 such that the unique solution α(δ)o f( 2 . 7 ) satisfies α(δ)=λ. (2.12)
We now define similarly as in [1] (see also [4] )
arbitrary with G δ z = 1 otherwise, where
Sinceλ ∈ σ(TT * ), this definition makes sense. Note that Q(y −ȳ δ ) = δ and that
Together with (2.12) and monotonicity arguments we now obtain that
Let now (2.8) hold for some 0 <ν≤1. Then (2.13) implies that
Since α(δ) solves (2.7), we obtain
Thus, due to (2.12), we have shown that a positive constant C exists with
for all α ∈ σ(TT * ). Let now α ∈ R + \σ(TT * ). Then there are elements a, b ∈ σ(TT * )∪{0,∞} such that a<α<band (a, b) ∩ σ(TT * )={}. Together with (2.14) we now obtain with ε := min{a,
This shows that (2.14) even holds for all α>0 with the larger constant √ 13C.N o w Theorem 2.1 and (2.1) imply that (2.2) holds for 0 <ν<1 and that (1.3) holds for ν = 1. A similar argument shows that (2.9) implies (2.3), if 0 <ν<1. Remark 2.7. We have seen in the proof above that the regularization parameter α(δ) solving (2.7) realizes the rates of Theorem 2.6, if the appropriate smoothness conditions are satisfied. Obviously, in practice it is not possible to determine α(δ), since it needs the knowledge of the exact solution x † . However, one can show that with Gfrerer's parameter selection method (cf. [2] ), where α(δ, y δ ) is the unique solution of
thus only available information is used, one also obtains the rates of Theorem 2.6 provided that the appropriate smoothness conditions hold.
It is now an immediate consequence of Proposition 2.3 and Theorem 2.6 that the following converse result holds. COROLLARY 2.8. Let α(δ, y δ ) be any parameter selection method and assume that
for some 0 <ν≤1. Then
If ν =1, we even have
3. Saturation results. Since we are only interested in the ill-posed case of (1.1), we shall assume in this section that zero is an accumulation point of the spectra of T * T and TT * ; i.e., there is a monotonically decreasing sequence {λ k } satisfying {λ k }⊂σ(T * T)=σ(TT * )a n dλ k ց 0 . (3.1)
As mentioned in the Introduction, it was shown in [3] for compact operators that O(δ 2 3 ) is the best possible rate, except for the trivial case that x † = 0. We will show in the next theorem that this also holds generally for linear operators with property (3.1). We can even prove a slightly stronger result, if the sequence {λ k } in (3.1) satisfies
≤ C for all k ∈ N (3.2) and some positive constant C, i.e., the λ k s are not allowed to decay faster than exponentially. THEOREM 3.1. Let (3.1) hold and let α(δ, y δ ) be any parameter selection method such that sup{ x(α(δ, y δ ),y δ )−x † | Q(y−y δ ) ≤δ }=o ( δ If, in addition, (3.2) holds, then the assertion remains valid if (3.3) only holds for one sequence {δ n } with lim n→∞ δ n =0.
