This paper introduces a new class of Dynkin games, where the two players are allowed to make their stopping decisions at a sequence of exogenous Poisson arrival times. The value function and the associated optimal stopping strategy are characterized by the solution of a backward stochastic differential equation. The paper further applies the model to study the optimal conversion and calling strategies of convertible bonds, and their asymptotics when the Poisson intensity goes to infinity.
Introduction
Dynkin games are the games on stopping times, where two players determine their optimal stopping times as their strategies. The game was first introduced by Dynkin [12] , and later generalized by Neveu [24] in 1970s. In this game, two players observe two stochastic processes, say L and U , and their aims are to maximize/minimize the expected value of the payoff R(σ, τ ) = L τ ½ {τ ≤σ} + U σ ½ {σ<τ } over stopping times τ and σ, respectively. In a discrete-time setting, under the assumption that U ≥ L, Neveu proved the existence of the game value and its associated optimal strategy.
Since then, there has been a considerable development of Dynkin games. The corresponding continuous time models were developed, among others, by Bismut [4] , Alario-Nazaret et al [1] , Lepeltier and Maingueneau [18] and Morimoto [23] . In order to relax the condition U ≥ L, Yasuda [30] proposed to extend the class of strategies to randomized stopping times, and proved that the game value exists under merely an integrability condition. Rosemberg et al [25] , Touzi and Vielle [28] and Laraki and Solan [16] further extended his work in this direction. If the two players in the game are with asymmetric payoffs, then it gives arise to a nonzero-sum Dynkin game. See, for example, Hamadene and Zhang [14] and more recently De Angelis et al [10] with more references therein. A robust version of Dynkin games can be found in Bayraktar and Yao [2] if the players are ambiguous about their probability model.
The setups in all the aforementioned works are either in continuous time where stopping times take any value in a certain time interval, or in discrete time where stopping times only take values in a pre-specified time grid. In this paper, we consider a hybrid of continuous and discrete times, and introduce a new type of Dynkin games, where both players are allowed to stop at a sequence of random times generated by an exogenous Poisson process serving as a signal process. We call such a Dynkin game a constrained Dynkin game.
The underlying Poisson process can be regarded as an exogenous constraint on the players' abilities to stop, so it may represent the liquidity effect, i.e. the Poisson process indicates the times at which the underlying stochastic processes are available to stop. Moreover, the Poisson process can also be seen as an information constraint. The players are allowed to make their stopping decisions at all times, but they are only able to observe the underlying stochastic processes at Poisson times.
Our first main result is Theorem 2.3, which characterizes the value of the constrained Dynkin game and its associated optimal stopping strategy in terms of the solution of a penalized backward stochastic differential equation (BSDE). The latter is widely used to approximate the solution of a reflected BSDE with double obstacles and the corresponding continuous time Dynkin game. The main idea to solve the constrained Dynkin game is to introduce a family of auxiliary games (see (3.10)-(3.11)), for which standard dynamic programming principle holds. On the other hand, following from the convergence of penalized BSDE to reflected BSDE (see, for example, [9] and [13] ) and the penalized BSDE characterization (2.4) of the constrained Dynkin game, we also make a connection with standard Dynkin games in continuous time. That is, the value of the constrained Dynkin game will converge to the value of its continues time counterpart when the Poisson intensity goes to infinity.
We then apply the constrained Dynkin game to study convertible bonds. In a convertible bond, the bondholder decides whether to keep the bond to collect coupons or to convert it to the firm's stocks. She will choose a conversion strategy to maximize the bond value. On the other hand, the issuing firm has the right to call the bond, and presumably acts to maximize the equity value of the firm by minimizing the bond value. This creates a two-person, zero-sum Dynkin game.
Traditionally, convertible bond models often assume that both the bond holder and the firm are allowed to stopped at any stopping time adapted to the firm's fundamental (such as its stock prices). In reality, there may exist some liquidation constraint as an external shock, and both players only make their decisions when such a shock arrives. We model such a liquidation shock as the arrival times of an exogenous Poisson process, and thus the convertible bond model falls into the framework of constrained Dynkin games.
Furthermore, in a Markovian setting, we derive explicitly the optimal stopping strategies for both the bondholder and the firm. We show that if the initial stock price is not too high (otherwise the game will stop at the first Poisson arrival time), the optimal stopping rules of the two players depend on the relationship between the coupon rate c, dividend rate q, interest rate r and surrender price K. For the firm, its optimal stopping strategy is to either call the bond back as soon as possible (if c ≤ rK) or postpone the calling time of the bond as far as possible (if c > rK). In contrast, the investor's optimal stopping strategy depends on the relationship between c and qK. If c > qK, the investor will delay her conversion time as late as possible; if c ≤ qK, her conversion strategy is determined by an optimal conversion boundary, the latter of which is obtained by solving a free boundary problem.
Turning to the literature, the optimal stopping problem with constraints on the stopping times was introduced by Dupuis and Wang [11] , when they used it to model perpetual American options exercised at exogenous Poisson arrival times. See also Lempa [17] and Menaldi and Robin [21] for further extensions of this type of optimal stopping problems. On the other hand, Liang [19] made a connection between such kind of optimal stopping problems with penalized BSDE. The corresponding optimal switching problems were studied by Liang and Wei [20] and more recently by Menaldi and Robin [22] with more general signal times and state spaces.
The study of convertible bonds dated back to Brennan and Schwartz [5] and Ingersoll [15] . However, it was Sirbu et al [26] who first analyzed the optimal strategy of perpetual convertible bonds (see also Sirbu and Shreve [27] for the finite horizon counterpart). They reduced the problem from a Dynkin game to an optimal stopping problem, and discussed when call precedes conversion and vice versa. Several more realistic features of convertible bonds have been taken into account since then. For example, Bielecki et al [3] considered the problem of the decomposition of a convertible bond into bond component and option component. Crepey and Rahal [8] studied the convertible bond with call protection, which is typically path dependent. Chen et al [7] considered the tax benefit and bankruptcy cost for convertible bonds. For a complete literature review, we refer to the aforementioned papers with references therein.
The paper is organized as follows. Section 2 contains the problem formulation and main result, with its proof provided in section 3. In section 4, we establish a connection with standard Dynkin games. In section 5, we apply the results to the convertible bonds in a Markovian setting, and derive the explicit optimal stopping strategies and the corresponding free boundaries under various situations. Section 6 carries out an asymptotic analysis of the game values and the free boundaries when the Poisson intensity goes to infinity.
Constrained Dynkin games
Let (W t ) t≥0 be a d-dimensional standard Brownian motion defined on a filtered probability space (Ω, F , = {F t } t≥0 , È) with F being the minimal augmented filtration of W . Let {T i } i≥0 be the arrival times of an independent Poisson process with intensity λ and minimal augmented filtration H = {H t } t≥0 . Denote the smallest filtration generated by F and H as G = {G t } t≥0 , i.e. G t = F t ∨ H t . Without loss of generality, we also assume that T 0 = 0 and T ∞ = ∞.
Let T be a finite -stopping time representing the terminal time of the game, and ξ be an F Tmeasurable random variable representing the corresponding payoff. Define a random variable M :
For any integer i ≥ 0, define the control set
The subscript T i in R Ti (λ) represents the smallest stopping time that is allowed to choose, and λ represents the intensity of the underlying Poisson process.
Consider the following constrained Dynkin game, where two players choose their respective stopping times σ, τ ∈ R T1 (λ) in order to minimize/maximize the expected value of the payoff
where r > 0 is the discount rate, and f , as a real-valued -progressively measurable process, is the running payoff. The terminal payoff is U if σ happens firstly, L if τ happens firstly or σ and τ happen simultaneously, and ξ otherwise, where L and U are two real-valued -progressively measurable processes. Let us define the upper and lower values of the constrained Dynkin game
2)
It is standard to show that if there exists a saddle point (σ
, then the value of this game exists and equals to
There are two new features of the above constrained Dynkin game. Firstly, there is a control constraint in the sense that only stopping at Poisson arrival times is allowed. Secondly, the players are not allowed to stop at the initial starting time. Instead, they are only allowed to stop from the first Poisson time onwards.
To solve the above constrained Dynkin game, we impose the following assumption on the payoffs.
, the running payoff f t , the terminal payoffs L t , U t and ξ are all bounded, and moreover, L t ≤ U t , a.s.
The boundedness assumption could be relaxed, as long as BSDE (2.4) below admits a unique solution. We introduce the following BSDE defined on a random horizon [0, T ]:
for any t ≥ 0. Note that the above BSDE (2.4) is often used as a penalized BSDE to construct the solution of a reflected BSDE with two reflecting barriers L and U (cf. (4.3)).
Proposition 2.2 Suppose that Assumption 2.1 holds. Then, there exists a unique solution (V, Z) to BSDE (2.4), with V being a bounded and continuous process, and
, where the latter denotes the space of all F-progressively measurable processes Z such that
The proof essentially follows from Section 5 of Briand and Hu [6] , so we omit its proof and refer to [6] for the details.
We are now in a position to state the main result of this paper. 
Moreover, the optimal stopping strategy of the game is given by
(2.5)
Proof of Theorem 2.3
We first give an equivalent formulation of the constrained Dynkin game (2.2)-(2.3). Given the arrival time T i , define pre-T i σ-field
It is obvious that the upper and lower values of the constrained Dynkin game can be rewritten as
where
The subscript n in N n (λ) represents the smallest stopping time that is allowed to choose, and λ represents the intensity of the underlying filtration˜ . Both players are allowed to stop at a sequence of integers n, n + 1, · · · , M . We also observe that a pair of processes V λ , Z λ solve (2.4), if and only if the corresponding discounted processes (Q
whereξ = e −rT ξ andφ s = e −rs φ s for φ = f, L, U . Thus, to prove Theorem 2.3, it is equivalent to show that Q λ 0 = q λ = q λ , where
and the optimal stopping strategy is given by
To prove the above assertions (and Theorem 2.3), we start with the following lemma.
Lemma 3.1 Suppose that Assumption 2.1 holds. Then, for any 1 ≤ n ≤ M , the solution of BSDE (3.3) at time T n−1 is the unique solution of the following recursive equation
Proof. We introduce the dual equation for BSDE (3.3), namely,
On the other hand, we use the conditional density λe −λ(x−Tn−1) dx of T n to calculate the righthand side of (3. 
where we used integration by parts in the second equality. Similarly, we have
It follows that (3.7) holds. Since the recursive equation (3.7) obviously admits a unique solution, Q λ Tn−1 is then the unique solution of (3.7) for 1 ≤ n ≤ M .
As a direct consequence of Lemma 3.1, if we definê
then by the assumption L ≤ U (soL ≤Ũ ),
and thus,Q λ satisfies the following recursive equation:
9) which also admits a unique solution since we can calculate its solution backwards in a recursive way.
In the following, we show thatQ 
= ess sup
ess inf
, and
Note that the difference between (3.10)-(3.11) for n = 1 and (3.4)-(3.5) is that the former is allowed to stop at the initial starting time T 0 = 0, while the latter not.
Lemma 3.2 Suppose that Assumption 2.1 holds. Then, for any 1 ≤ n ≤ M , the value of the auxiliary constrained Dynkin game (3.10)-(3.11) exists. Its value, denoted byq λ Tn−1 , satisfies the recursive equation (3.9), namely,
Hence,q λ Tn−1 =Q λ Tn−1 a.s. The optimal stopping strategy of (3.10)-(3.11) is given by Proof.
1. Without loss of generality, we may assumef s = 0.
Since T M−1 ≤ T < T M , the upper value of the auxiliary game (3.10) is equivalent tô
We claim thatq 13) and, for n − 1 ≤ i ≤ M − 2,
If (3.13)-(3.14) hold, then
which is the recursive equation (3.9).
Similarly, we also obtain thatq 2. Next, we show (3.13)-(3.14). Indeed, for i = M − 1,
ess sup
In general, for n − 1 ≤ i ≤ M − 2, we havê
Taking conditional expectation on G Ti+1 further yieldŝ
where the second equality holds since the operations ess inf N σ ∈Ni+1(λ) ess sup N τ ∈Ni+1(λ) and [·|G Ti ] are interchangeable, which will be proved in the next step.
3. In this step, we show the operations ess inf N σ ∈Ni+1(λ) ess sup N τ ∈Ni+1(λ) and [·|G Ti ] are interchangeable, i.e. (3.17) below holds. To this end, for fixed i and N σ ∈ N i (λ), we note that the family
is an increasing directed set. Indeed, if we choose arbitrary N τ 1 , N τ 2 ∈ N i (λ) and let
for j = 1, 2. Then, defining the stopping time N τ as
Similarly, we also have, for fixed i, the family ess sup
is a decreasing directed set. Under Assumption 2.1, it is obvious that both (3.15) and (3.16) are uniformly integrable. Therefore, by Proposition VI-1-1 of Neveu [24] , we obtain
4. It remains to prove that N σ, * n−1 ,N τ, * n−1 in (3.12) are indeed the optimal stopping times for the auxiliary Dynkin game (3.10)-(3.11), i.e. for every (N σ 
To this end, it suffices to prove that
is a˜ -supermartingale for any N τ ∈ N n−1 (λ), and
where the second last equality follows from the definition of N σ, * n−1 ,N τ, * n−1 in (3.12), so the martingale property has been proved.
To prove the supermartingale property, we note that
Using the definition ofN σ, * n−1 in (3.12), we further have
on the set {N σ, * n−1 ≥ m + 1}, and in turn,
which proves the supermartingale property. Finally, the submartingale property can be proved in a similar way, and the proof of the lemma is completed.
We are now in a position to prove Theorem 2.3. By Lemmas 3.1 and 3.2, we have Plugging the above expression for (⋆) into (3.18) then yields
for any˜ -stopping time N τ ∈ N 1 (λ). Taking the supremum over N τ ∈ N 1 (λ), we obtain
Similarly, we also have
Finally, we verify 
We conclude the proof by proving that the optimal stopping times N σ, * 1 ,N τ, * 1
are actually
in (3.6). Indeed, 
Connection with standard Dynkin games
We show that, when λ → ∞, the value v λ of the constrained Dynkin game converges to the value of a standard Dynkin game. The setup is the same as in section 2 except that the control set is replaced with R t , which is defined as [R(σ, τ )] , (4.1)
This game is said to have value v if v = v = v, and (σ
for every (σ, τ ) ∈ R 0 × R 0 . 
for any t ≥ 0, under the constraints 
Convertible bonds with random intervention times
In this section, using the constrained Dynkin game introduced in section 2, we study convertible bonds for which both players are only allowed to stop at a sequence of random intervention times.
Traditionally, convertible bond models often assume that both the bond holder and the issuing firm are allowed to stopped at any stopping time adapted to the firm's fundamental (such as its stock prices). In reality, there may exist some liquidation constraint as an external shock, and both players only make their decisions when such a shock arrives. We model such a liquidation shock as the arrival times of an exogenous Poisson process. for S s 0 = s > 0 and t ≥ 0, where the constants r, q, σ represent the risk-free interest rate, the dividend rate and the volatility of the stock, satisfying the parameter assumption r > q 1 .
The firm issues convertible bonds as perpetuities with a constant coupon rate c. Consider an investor purchasing a share of this convertible bond at initial time t = 0. By holding the convertible bond, the investor will continuously receive the coupon rate c from the firm until the contract is terminated.
The investor has the right to convert her bond to the firm's stocks, while the firm has the right to call the bond and force the bondholder to surrender her bond to the firm at a sequence of Poisson arrival times {T n } n≥1 with a constant intensity λ > 0. Hence, there are two situations that the contract maybe terminated:
1. if the firm calls the bond at some -stopping time σ firstly, the bondholder will receive a pre-specified surrender price K at time σ;
2. if the investor chooses to convert her bond at some -stopping time τ firstly or both players choose to stop the contract simultaneously, the bondholder will obtain γS τ at time τ from converting her bond with a pre-specified conversion rate γ, where 0 < γ < 1.
In summary, the investor will obtain the following discounted payoff at initial time t = 0:
with σ, τ ∈R T1 (λ), wherẽ
The investor will choose τ ∈R T1 (λ) to maximize the bond value, while the firm will choose σ ∈R T1 (λ) to maximize the equity value of the firm by minimizing the bond value. This gives rise to a constrained Dynkin game as introduced in section 2. The upper value and lower value of this constrained convertible bond are
Note that the constrained Dynkin game in section 2 does not exactly cover the above constrained convertible bond, since the model in section 2 has a random terminal time T , while the convertible bond is perpetual.
However, in the following lemma, we shall show that when
the optimal stopping strategy is trivial. In this region, it is always optimal for both the investor and the firm to stop at the first Poisson arrival time. Intuitively, when the stock price is high, the stock is attractive enough to lead both the investor to convert her bond to stocks and the firm to prevent the investor from converting by calling the bond as early as possible. 
Moreover, in the domain s ∈ s λ , ∞ , it holds that v λ (s) = L λ (s), and the optimal stopping strategy is τ * ,λ = σ * ,λ = T 1 .
Proof. By choosing τ ≡ T 1 in (5.4), we obtain a lower bound of the convertible bond price: 
where we used the integration by parts in the last equality.
On the other hand, by choosing σ ≡ T 1 in (5.3), we get an upper bound of the convertible bond price:
Thus, the value of the convertible bond exists, and
with the optimal stopping strategy τ * ,λ = σ * ,λ = T 1 .
2. In the domain s ∈ 0,s λ , we have L λ (s) < U λ . Introduce the -stopping time
Then, it follows from the dynamic programming principle that
By the definition of the stopping time
(5.7) Note that if we introduce the -stopping time
since the payoff functionP λ (s; σ, τ ) does not change after T M , we may replace the control setR T1 (λ) in (5.5)-(5.6) with R T1 (λ), the latter of which consists of G-stopping times Thanks to the above lemma, we focus our analysis to the domain s ∈ 0,s λ in the rest of this section. We characterize the value of the convertible bond and the corresponding optimal stopping strategy via the solution of ODEs and the associated free boundaries, respectively.
Proposition 5.3 Suppose that Assumption 5.1 holds. Define the infinitesimal generator
For s ∈ (0,s λ ), the value of the convertible bond v λ (s) is the unique solution to the following ODEs:
1. If c > qK, then v λ (s) > γs, and
with the boundary condition v λ (s λ ) = U λ ;
2. If c < rK, then v λ (s) < K, and
with the boundary condition v λ (s λ ) = U λ . 
Proof. It is immediate from
Moreover, the optimal stopping strategy is
with T M given in (5.8).
In turn, by the Markov property of the stock price S, it follows from BSDE (5.11) that v λ (s), for s ∈ (0,s λ ), solves the ODE
with the boundary condition
and if c > qK, it follows that
The ODEs (5.9)-(5.10) then follow immediately.
The rest of this section is devoted to the characterization of the optimal stopping strategy of the constrained convertible bond via the associated free boundaries.
The Case I: qK < c < rK
From Proposition 5.3, when qK < c < rK, we always have
Thus, following from (5.12), the optimal stopping strategy is
Intuitively, when the coupon rate c satisfies c < rK, i.e. c r < K, the firm shall never spend K to call the bond back, since it only needs to pay the coupon rate c as a perpetual bond, whose value is c r . Thus, the firm shall never call until T M in such a situation. When the coupon rate c satisfies c > qK, i.e. c > qK > q r+λ q+λ γs > qγs, the investor shall never convert her bond into stocks, since the stock dividends she will receive by holding γ shares of the stock are no more than what she would otherwise receive from the bond coupons. Thus, in such a situation, the investor shall never convert until T M .
In Figure 1 , the bold horizontal lines λ represents the conversion and calling boundary. We simulate three Poisson times T 1 = 0.3, T 2 = 0.5, T 3 = 0.8, and two stock price paths. The investor (and the firm) will convert (and call) the bond at T 1 for the stock path 1. They will continue at T 1 and T 2 , and terminate the contract at T 3 for the stock path 2.
We further calculate the convertible bond value by solving the corresponding ODE explicitly. Note that in such a situation,
(5.14)
We put the perpetual bond value c r at the boundary v 1,λ (0+) := lim s↓0 v 1,λ (s), because in such a situation, there is no motivation for the firm to call or for the investor to convert the bond.
The general solution of (5.14) has the form
Since α − < 0, we obtain A − = 0 by the boundary condition at v 1,λ (0+). Using the other boundary condition, we further obtain, with α := α + and A = A + ,
In Figure 2 , we further plot the value function
Since L λ > γs and U λ < K, the value function also stays between (γs, K), which means it is never optimal for the firm or the investor to stop in the region s ∈ (0,s λ ).
The Case II: c ≥ rK
It is obvious that c > qK if c ≥ rK. Thus, from Proposition 5.3, we always have
and following from (5.12), the optimal conversion strategy for the investor is
i.e. it is never optimal for the investor to convert until T M . Instead, the investor's optimal strategy is to keep the convertible bond to receive its coupons (up to T M ).
On the other hand, following from (5.9),
We put U λ at the boundary v 2,λ (0+) := lim s↓0 v 2,λ (s). In this situation, since the coupon rate c is too large, the firm would prefer to convert as soon as possible to stop paying the bond coupons. It is clear that
In turn, by (5.12), it is optimal for the firm to call as soon as possible, i.e. at the first Poisson arrival time σ * ,λ = T 1 .
In Figure 3 , the bold horizontal lines λ represents the conversion boundary for the investor. Once again, we simulate three Poisson times T 1 = 0.25, T 2 = 0.5, T 3 = 0.8, and two stock price paths. For the stock price path 1, the firm will call the bond at T 1 firstly, and for the stock price path 2, both the firm and the investor will terminate the contract at T 1 . Figure 4 further plots the value function v 2,λ , which is a constant U λ for s ∈ (0,s λ ). Since the value function always stays above K, and therefore also above γs, it is never optimal for the investor to convert in the region (0,s λ ).
The Case III: c ≤ qK
It is obvious that c < rK if c ≤ qK. Thus, from Proposition 5.3, we always have
and following from (5.12), the optimal calling time for the firm is
i.e. it is never optimal for the firm to call until T M . Furthermore, following from (5.10),
Next, we solve (5.20) explicitly. Since c ≤ qK, the intersection point of the lower bound L λ (s) of the convertible bond value and the investor's payoff function γs is no greater thans λ (so γs is no less than L λ (s) between this intersection point ands λ ). Thus, it may happen that, in the region s ∈ (0,s λ ), the investor converts the bond earlier than T M . Since v 3,λ (s) > γs when s ↓ 0, and v 3,λ (s) ≤ γs for s =s λ , we may define
By definition it is obvious v 3,λ > γs for s ∈ (0, x * ,λ ), and by the continuity of v 3,λ (·), v 3,λ (x * ,λ ) = γx * ,λ . Let us at the moment assume that v 3,λ ≤ γs for s ∈ (x * ,λ ,s λ ]. Later, we will verify this condition. If this condition holds, (5.20) is equivalent to the following free boundary problem
We first observe that, with the boundary condition (5.24), ODEs (5.22)-(5.23) imply 29) where α = α + is given in (5.15), , we obtain that x * ,λ ∈ 0,s λ is the (unique) solution to the following algebraic equation
and the coefficients are determined by 
In Figure 5 , the top bold horizontal lines λ represents the calling boundary for the firm, and the bottom bold horizontal line x * ,λ represents the conversion boundary for the investor. Once again, we simulate three Poisson times T 1 = 0.3, T 2 = 0.5, T 3 = 0.8, and two stock price paths. For the stock price path 1, both the investor and the firm will terminate the contract at T 1 ; and for the stock path 2, the investor will continue at T 1 and convert at T 2 , while the firm will not call the bond back at neither T 1 nor T 2 .
In Figure 6 , we further plot the value function v 3,λ , which crosses the payoff function γs in the region (0,s λ ], so the crossing point x * ,λ is the optimal conversion boundary for the investor. Furthermore, the value function v 3,λ is strictly dominated by K for s ∈ (0,s λ ), so the firm never calls the bond back in this region.
Asymptotics as λ → ∞
We study the asymptotic behavior of the convertible bond price and its associated free boundaries when the Poisson intensity λ → ∞. Intuitively, they will converge to the standard convertible bond in continuous time. We prove this intuition in this section.
Review of standard convertible bonds
The setting is the same as in section 5 except that both the investor and the firm choose their respective optimal stopping strategies at any -stopping times taking values in [0, ∞]. Then, the upper and lower values of the standard convertible bond are given by
where P (s; σ, τ ) := P λ (s; σ, τ ) as in (5.2), and the control setR 0 is defined as
We say this game has value v if v = v = v, and a saddle point (σ * , τ
for every (σ, τ ) ∈R 0 ×R 0 . The proof of the following result follows along the similar arguments in [29] and is thus omitted. We refer to [29] for its further details.
The Case I: qK < c < rK
We first establish the asymptotics of the optimal conversion/calling boundary x We next consider the case s <s. Since x 1 h →s, we may consider h small enough such that s < x
where A 
γs
On the other hand, for s <s
and suppose that N = ∅. Then on N , we have
which implies
Hence, we have v λ1 ≤ v λ2 on N , which is in contradiction with the definition of N .
Since x * ,λ is bounded, following from Proposition 6.2, we know that lim λ→∞ x * ,λ exists, denoted by x ∞ . Moreover, by Proposition 6.1, we have
α rK, and x ∞ ≤s if c > α−1 α rK. From (5.31), it is equivalent to say x * ,λ is the solution to the following allergic equation
(6.9) Sending λ → ∞, since the right hand side of (6.9) has the limit 0, we obtain 
This implies lim λ→∞ II λ = 0, i.e.
which implies lim λ→∞ I λ = 0, i.e. x ∞ =s. If c = α−1 α rK, it is easy to check that x ∞ = x * =s. Hence, we have established the convergence of x * ,λ as λ → ∞.
Finally, we also confirm numerically that (i) the optimal conversion boundary x Figure 1 .The bold horizontal line describes the conversion boundarys λ . Given the Poisson times T 1 =0.25, T 2 =0.5 and T 3 =0.8, the firm will call the bond at T 1 (marked square) for the stock price path 1; and both the firm and the investor will terminate the contract at T 1 (marked square) for the stock price path 2. Figure 1 . The top bold horizontal line is the calling boundarys λ , and the bottom bold horizontal line is the conversion boundary x * ,λ . Given the Poisson times T 1 =0.3, T 2 =0.5 and T 3 =0.8, both the investor and the firm will terminate the contract at T 1 (marked square) for the stock price path 1; and the invertor will convert her bond T 2 (marked square) for the stock price path 2. The parameters are the same as those in Figure 7 . The dash-dot curves represent the standard convertible bond prices with the same parameter values. Circle and square markers are the optimal conversion boundaries for the constrained bonds and the standard bonds, respectively.
