Jarzynski's nonequilibrium work relation can be understood as the realization of the (hidden) time-generator reciprocal symmetry satisfied for the conditional probability function. To show this, we introduce the reciprocal process where the classical probability theory is expressed with real wave functions, and derive a mathematical relation using the symmetry. We further discuss that the descriptions by the standard Markov process from an initial equilibrium state are indistinguishable from those by the reciprocal process. Then the Jarzynski relation is obtained from the mathematical relation for the Markov processes described by the Fokker-Planck, Kramers and relativistic Kramers equations.
II. RECIPROCAL PROCESS
The idea of the reciprocal process was introduced by Schrödinger [17, 18] and mathematically elaborated by Bernstein [19] . See also Refs. [20] [21] [22] [23] [24] [25] [26] . Although it is possible to formulate this theory in the more mathematically rigorous manner done by Bernstein, we here follow the original argument by Schödinger, which is intuitively understandable.
Let us consider the probability density of a stochastic (Brownian) particle. Suppose that the initial and final probability densities are already known (fixed). Then we describe the probability density at an intermediate time t between the fixed initial and final times, (t i ≤ t ≤ t f ).
As the simplest case, we consider that the initial and final positions of the particle are given by small domains (x i , x i + dx i ) and (x f , x f + dx f ), respectively. Then the probability density of the position of the particle x at t is given by h(x f , t f ; x, t; x i , t i ) = f 3 (x f , t f ; x, t; x i , t i )
where f n (x n , t n ; · · · ; x 1 , t 1 ) represents the joint probability function of order n. The denominator comes from the fixed initial and final probability densities, leading to dx h(x f , t f ; x, t; x i , t i ) = 1. This quantity h plays an important role in the reciprocal process and called dual transition probability density. In particular, assuming the Markov property for f n , h is reexpressed as h(x f , t f ; x, t; x i , t i ) = f 1|1 (x f , t f |x, t)f 1|1 (x, t|x i , t i )
where f 1|1 is the conditional probability function. The definitions of the joint probability function and the conditional probability function are the same as those in the standard textbook of the probability theory. See, for example, chapter 1 of Ref. [28] . When the initial and final positions are distributed, the probability density is given by
Here, the boundary joint probability density, c θ , represents the correlation of the initial and final probability densities, satisfying the following boundary conditions,
where ρ θ (x i , t i ) and ρ θ (x f , t f ) are the fixed initial and final probability densities, respectively. There are various choices of c θ leading to different reciprocal processes. If there is no correlation in the choice of the initial and final probability densities,
In this work, however, we use the form proposed by Schrödinger,
which is found by considering the optimization of the Kullback-Leibler entropy for c θ and f 1|1 [18] . The real functions θ and θ play the role of the wave functions because, substituting this into Eq. (3), the probability density is expressed by
with the following definitions of the time evolutions,
We then confirm that Eqs. (4) and (5) are satisfied. Suppose that the conditional probability function is characterized by the time generatorL t as
where, for t > s,
Here we introduced the time-ordered product. To express the result in a similar fashion to quantum mechanics, we introduce the bra-ket notation and the eigenstate of the position operator satisfying
Note that (|x ) † = x| where † denotes the usual selfadjoint operation. Then the time evolutions of the two wave functions are represented by
From Eq. (7), the conservation of probability leads to
Note that (|θ(t) ) † = θ(t)|, but θ(t)| = θ(t)| in general. The appearance of such a two-vectors formulation (biorthogonal system) in statistical physics is investigated in Ref. [27] . For the bi-orthogonal formulation of quantum mechanics, see Ref. [31] .
The expectation value of an operatorÂ is then represented by
To derive the Jarzynski relation, the joint probability density should be defined in the reciprocal process. For this, we need to know the general properties satisfied for h (t i ≤ v < u < t < s ≤ t f ), which are summarized as h(x, s; y, t; z, u) ≥ 0,
dy h(x, s; y, t; z, u) = 1,
and the reciprocal condition, h(w, s; x, t; y, u)h(w, s; y, u; z, v) = h(w, s; x, t; z, v)h(x, t; y, u; z, v).
The reciprocal condition corresponds to the ChapmanKolmogorov equation in the Markov process. The parameterization by Eq. (2) satisfies these properties. Then the joint probability density in order n is defined by
where
for
In the following, the expectation values with the (joint) probability densities are discussed, but the quantity like the probability amplitude in quantum mechanics is not considered.
III. MATHEMATICAL RELATION
The generatorL t is not necessarily self-adjoint,L t = L † t and can be time-dependent. However, we consider the following symmetry,η
This is a kind of pseudo-Hermitian condition considered by Dirac [29, 30] and has been used in the non-Hermitian Hamiltonian dynamics of quantum mechanics [31] [32] [33] . The relation to the detailed balance condition used in Ref. [12] is discussed in Sec. VI. See also the discussion in Ref. [14] . In this paper, we call this property time-generator (TG) reciprocal symmetry. The connection between Eq. (22) and symmetry is clarified only by considering the Markov process as a special case of the reciprocal process as is done in this paper. See App. A where the relation between the TG reciprocal symmetry and the invariance of the Lagrangian is shown.
In the following, we consider the special case,
with the self-adjoint operatorĜ t . When this condition is satisfied, we can define a new self-adjoint operator by eĜ
Then, as is done in Ref. [27] , the eigenstates of the two generators,L t and L † t , are shown to form the bi-orthogonal system and any states are expanded with the set of the eigenstates.
The eigenstates ofL t andL † t are defined bŷ
n |n, t n, t| = 1.
As is shown in Ref. [27] , −λ n (t) is even the eigenvalue of eĜ t/2L t e −Ĝt/2 . It should be noted that the eigenstates are time-dependent, but are not the solutions of the differential equations (13) and (14) .
To derive the Jarzynski relation, it is enough to consider the case of no degeneracy in the eigenstates. Applying the TG reciprocal symmetry to Eqs. (24) and (25), we find the following relation,
where N n (t) = n, t|eĜ t |n, t . This is an important property in the following derivation.
Let us consider the evolution from one of the eigenstates, |m, t i . The corresponding final state, θ m (t f )|, is determined to satisfy Eqs. (4) and (5), leading to
Note that U † (t, s) = U −1 (t, s) in general. Now we find the following mathematical relation defined with the joint probability density,
, and
In this derivation, we used
for the large N limit, and Eq. (28) in the last line. We further assumedĜ tĜt ′ =Ĝ t ′Ĝ t which is satisfied for all examples discussed below. This is the main result of this paper and more general than the Jarzynski relation. As is discussed soon later, this relation is satisfied for not only the reciprocal process and but also the standard Markov process. In fact, the Jarzynski relation is obtained as a special case of this general relation.
IV. JARZYNSKI RELATION
In the standard Markov process, the time-evolution of the probability density is described by
for t > t i . Although we use the same symbol for simplicity, f 1|1 here is generally different from that in the reciprocal process. In fact, the generator of f 1|1 here should satisfy one more condition in addition to the positivity and the Chapman-Kolmogorov equation, which is associated with the conservation of probability, [44] dx x|L t |x ′ = 0.
With this generator, Eq. (35) can be expressed as the differential equation, ∂ t |ρ(t) =L t |ρ(t) with x|ρ(t) = ρ(x, t).
Introducing the state |1l defined by
the expectation value in the Markov process is expressed by
Here we used U † (t f , t)|1l = |1l due to Eq. (36)
with a real constant K. These conditions are realized for the transition from an initial equilibrium state. It is because the equilibrium state in the Markov process is given byL ti |ρ eq (t i ) = 0 and this corresponds to |0, t i withλ 0 = 0. See Ref. [27] for details. Then the initial conditions of the wave functions should be chosen by
Because of Eq. (36) and x|0, t i = const., we find L † t ′ |0, t i = 0, leading to |0, t = |0, t i for any t. Therefore Eq. (40) is satisfied for this initial condition. In short, the expectation values with 1l| and |ρ eq (t i ) in the Markov process is equivalent to those with 0, t i | (or equivalently 0, t f |) and |0, t i in the reciprocal process.
Similarly, the expectation values even with the joint probability densities agree in both processes under this initial condition. In fact, Eq. (30) is satisfied as
Therefore we can choose
in Eq. (31) and the relation for the reciprocal process characterizes even the property in the Markov process.
As an example, we choose the Fokker-Planck operator asL t ,
where ν is the constant friction coefficient and V (1) (x, t) = ∂V (x, t)/∂x. The external confinement potential V is time-dependent because the form is controlled by a time-dependent external parameter. As is shown in Ref. [27] ,λ n (t) ≥ 0 for integers n ≥ 0 satisfyinḡ λ 0 (t) = 0 in this case. This generator further satisfies the TG reciprocal symmetry (22) by choosing
where β = 1/(k B T ) with T being temperature. Then we consider the transition from the equilibrium state defined by
with the partition function Z(t) = dx e −Gt(x) . In the derivation of the Jarzynski relation, we consider a thermodynamic process realized by changing the form of the potential V (x, t), and then the fluctuating performed work W is observed [6] . The expectation value for this work distribution, which is denoted by e −βW , is defined by using Eq. (31), leading to
whereL † t |0, t i = 0 and the Helmholtz free energy is
This characterizes the relation between the change of the free energy and the distribution of the work and is known as the Jarzynski relation. There is a remark for the initial condition. In quantum mechanics, any eigenstate of a Hamiltonian can be used as an initial state, but it is not the case for the present calculation. Suppose that there is a state |ρ(t) normalized by one, dx x|ρ(t) = 1, and we expand it as |ρ(t) = ∞ n=0 c n (t)|n, t , where the coefficient is c n (t) = n, t|ρ(t) . For such a state, c 0 (t) is always finite because 0, t|x = const. That is, any physical initial state must have the contribution from the component of n = 0, differently from quantum mechanics. In addition, from Eq. (26), we can show the following property, dx x|n, t = 0 for n > 0.
V. SYMMETRY IN INTERACTION PICTURE
The TG reciprocal symmetry (22) is sometimes not manifest. Let us consider the Kramers equation, which has the generator,
where, using the particle mass m, . (12) . Choosing
the transformation law of the generator is given by
and Eq. (22) is not satisfied. The TG reciprocal symmetry of this system is hidden. To see it, we introduce the operator and the state in the "interaction" picture bŷ
with
The time evolutions in this picture are
We can see that this generator in the interaction picture satisfies the TG reciprocal symmetry,
The form ofL 1 t is the same as that of the FokkerPlanck operator and we can use the same properties for the eigenstates,L 
with the prefactor N I n (t). Then Eq. (31) is reexpressed in the interaction picture as
Here we used
To express the transition from an initial equilibrium state in the Markov process, we should choose the initial conditions for the wave functions by
where |0, t i and |0, t i are zero eigenstates ofL ti (alsô
, respectively. Therefore the corresponding states in the interacting picture are
Because (L 1 I (t)) † |0 I , t i = 0, Eq. (67) leads to the Jarzynski relation for the Kramers equation,
The result is independent of the value of ν. If we consider the vanishing limit of ν, it represents the result by the evolution with the Liouville operator itself. This discussion is easily applicable to the relativistic Kramers equation [34, 35] ,
where p 0 = c p 2 + m 2 c 2 . This generator has the same TG reciprocal symmetry as that of the Kramers equation by defining H t (x, p) = c p 2 + m 2 c 2 + V (x, t). We again confirm the Jarzynski relation [45] .
In stochastic systems, the form of the generator can depend on the definition of the stochastic integral. For example, in Ref. [34] , three different equations are obtained using the Ito, Stratonovich-Fisk and Hänggi-Klimontovich definitions. The Jarzynski relation is satisfied independently of the choice of the definitions.
VI. CONCLUDING REMARKS
In this paper, we showed that the Jarzynski relation is the realization of the TG reciprocal symmetry (22) , which is related to the invariance of the Lagrangian and sometimes hidden. We further introduced the reciprocal process, showing that the descriptions by the Markov process from an initial equilibrium state are indistinguishable from those by the reciprocal process. Then the mathematical relation satisfied for the reciprocal process, Eq. (31) (or (67)), describes even the behavior of the Markov process. Finally we showed that the Jarzynski relation is reproduced from the derived mathematical relation when it is applied to the Fokker-Planck, Kramers and relativistic Kramers equations. In principle, the reciprocal process can be realized experimentally by the method explained in Ref. [21] . Then Eq. (31) (or (67)) will be confirmed in such an experiment.
So far we have considered a constant temperature, but the discussions are applicable even when the temperature has a time dependence. Then the Jarzynski relation is modified as e −βW = e −(β(t f )F (t f )−β(ti)F (ti)) . The property for the time generator analogous to our symmetry is considered by Eq. (3.15) in Ref. [12] . However, because the time dependences of η t andL t are omitted in the definitions there, it is not clear how the result in Ref. [12] is reproduced in the present framework. For example, we can chooseη t = T eĜ t with the time reversal operator T to reproduce Eq. (3.15) of Ref. [12] . To obtain the condition corresponding to Eq. (28), however, Eq. (22) will be modified asη tLtη
It is known that the Jarzynski relation can be obtained in the Markov process and thus it is not necessary to introduce the reciprocal process for the derivation. In fact, if we choose the boundary joint probability density by the following form, the reciprocal process coincides with the Markov process,
This choice is practically equivalent to choose θ(t)| ∝ 1l| in Eq. (6). However, the reciprocal process is essential to consider the Jarzynski relation from the perspective of the TG reciprocal symmetry. Then, |1l is transformed to the final equilibrium state by operating e −Ĝt f , independently of the behavior of |ρ(t f ) . This is the mathematical reason why the final equilibrium free energy appears in the Jarzynski relation even if the final state is not limited to be an equilibrium state. See also the discussion in Ref. [14] .
Note that Eq. (31) represents the expectation value with the joint probability density fixing the initial and final states. However, it should be noted that, when the generator satisfies Eq. (36) , what is practically fixed is only the initial state even in the reciprocal process. In fact, there are two time evolutions of the states, |θ(t) and |θ(t) , but only |θ(t f ) is fixed in Eq. (31) . Moreoever, as we showed below Eq. (42), the evolution of |θ(t) is trivial, |θ(t i ) = |θ(t f ) . Therefore the reciprocal process practically fixes only the initial state |θ(t i ) as is the standard Markov process.
Because the framework of the reciprocal process is more general than the Markov process, it is possible to consider the classical process where we have to take into account the non-trivial time dependence of θ(t)|, differently from the discussions so far. Moreover, the boundary joint probability density in this case has a non-trivial correlation which remains us of quantum mechanics, and it is interesting to imagine that a quantum-mechanical behavior, such as entanglement, is observed under a special setup in the classical statistical physics. For example, the motion of a droplet on the surface of a liquid shows the behaviors close to quantum mechanics [36] [37] [38] [39] and this may be understood as the reciprocal process. See also discussions in Refs. [21] [22] [23] [24] .
The reciprocal process has a similar mathematical structure to quantum mechanics, and the present derivation of the Jarzynski relation will be useful to deepen our understanding for the connection between the Jarzynski relations in classical and quantum systems. Then it is expected that Eq. (31) leads to the quantum Jarzynski relation when it is generalized to the complex Hilbert space eliminating the final state by using the relation θ(t f )| = θ(t i )|U −1 (t f , t i ). If the unified description of the Jarzynski relations is possible, it is interesting to ask whether the TG reciprocal symmetry in this paper is still preserved even in quantum systems. In Ref. [40] , the quantum Jarzynski relation is studied in the association with the PT -symmetry of the Hamiltonian. The TG reciprocal symmetry (22) can be regarded as the socalled pseudo-Hermiticity [32] and the PT -symmetry is known to be a special case of the pseudo Hermiticity [33] . Our generators are however not necessarily PTsymmetric and the TG reciprocal symmetry is sometimes hidden. This difference should be understood.
