We present a first sparse modular algorithm for computing a greatest common divisor of two polynomials f1, f2
INTRODUCTION
Let F = Q(t1, . . . , t k ), k ≥ 0. For i, 1 ≤ i ≤ r, let mi(z1, . . . , zi) ∈ F [z1, . . . , zi] be monic and irreducible over F [z1, . . . , zi−1]/ m1, . . . , mi−1 . Let L = F [z1, . . . , zr]/ m1, . . . , mr . L is an algebraic function field in k parameters t1, . . . , t k (this also includes number fields). Let f1 and f2 be non-zero polynomials in L[x] and let g be their monic gcd. Our problem is, given f1 and f2 to compute g or an associate (scalar multiple) of g. In a computer system, computations with polynomials over algebraic function fields arise, for example, when one solves non-linear polynomial equations involving parameters.
One way to compute g would be to use the Euclidean algorithm. If one does this in L [x] there is an expression swell * Supported by NSERC of Canada and the MITACS NCE of Canada Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. in F and one must compute with large fractions in F . In [7] Moreno Maza and Rioboo show how to avoid arithmetic with fractions in F for univariate gcd computation modulo a triangular set of polynomials which includes L as a special case. However, the k + 1 dimensional expression swell that occurs in the coefficients in F makes their algorithm very slow even for inputs of moderate degree.
In [4] , Monagan and van Hoeij presented ModGcd, a first modular GCD algorithm for computing gcds over algebraic function fields presented with one field extension. Their algorithm uses a dense interpolation method and hence the time complexity is at least O(d k ) where d bounds the degree of g in the k parameters.
Our algorithm, presented in Section 3, which we call SparseModGcd is a sparse modular GCD algorithm. Similar to ModGcd, our algorithm uses rational number reconstruction (see [9, 8] ) and a variable at a time rational function reconstruction (see [4, 8] ) to recover the coefficients of the gcd one parameter at a time. Like ModGcd, our algorithm is probabilistic and output sensitive. It uses trial division to prove the correctness of the result and the number of images it computes depends on the size of the gcd g and not f1 and f2 which may be much larger then g.
Unlike ModGcd, our algorithm uses a sparse interpolation to reduce the number of images needed to interpolate g when g is sparse. Zippel's sparse interpolation in [10] , was originally developed for gcd computation in Z[x1, . . . , xn]. It is not efficient when the gcd is not monic in the main variable x1. In [6] , Wittkopf, et al. presented two techniques to make Zippel's sparse interpolation efficient for non-monic gcds. We modify one of these techniques for L [x] .
Our paper is organized as follows. In Section 2 we present an example of our algorithm showing the main flow of our algorithm. It also shows the reader how Zippel's sparse interpolation works, and illustrates some of the problems that may occur, the use of rational function reconstruction and other key design features of the algorithm. We then identify all problems that can occur and provide the theory for the basis of our algorithm which is presented in Section 3.
In Section 4 we compare Maple implementations of our algorithm with ModGcd and with a primitive fraction-free algorithm (see Appendix) on both dense and sparse problem sets to demonstrate its efficiency. Some of our problem sets are multivariate polynomials, that is, problems in L[x1, . . . , xn]. In order to use our algorithm for multivariate polynomial inputs we use the same method described by Monagan and van Hoeij in [4] , namely, compute the content c ∈ L[x2, . . . , xn] of the gcd g from the inputs f1 and f2, then apply our algorithm to f1/c and f2/c treating the polynomial variables x2, . . . , xn as parameters.
AN EXAMPLE
Similar to ModGcd (see [4] ), our algorithm works with primitive associates of the inputs and the minimal polynomials and computes the primitive associate of the gcd g, which we now define.
. . , zr, x] is said to be primitive wrt (z1, . . . , zr, x) if the gcd of its coefficients in D is 1.
where L is the algebraic function field previously defined. The denominator of f is the polynomial den(f ) ∈ D of least total degree in (t1, . . . , t k ) and with smallest integer content such that den(f )f is in D[z1, . . . , zr, x]. The primitive associatef of f is the associate of den(f )f which is primitive in D[z1, . . . , zr, x] and has positive leading coefficient in a term ordering.
2 − t is an algebraic function field in one parameter t.
We demonstrate our algorithm on the following example where we use s and t for parameters instead of t1 and t2.
zx + st + 5, a = 3zx − 3x + 5t + 10s − 1 and b = 3zx − 3x + 10s + 4. Thus g is the monic gcd of f1 and f2.
Our algorithm will compute and outputǧ = 2tx 2 + zx + 2st 2 + 10t. It first computesf1 = 2tf1,f2 = 2tf2 andm1 = z 2 + st − 1 to clear fractions from the inputs. To computeǧ, it computesǧ/2 modulo a sequence of primes. Let p1 = 17 be the first prime. To computeǧ/2 mod 17 our algorithm will compute g1(t, s, z, x) =ǧ/(2t) mod 17 = x 2 + 9 t zx + t 1 s + 5 1 by interpolating t from points in Z17. Looking at g1 we can see that two points are sufficient to interpolate the coefficients {9/t, t/1, 5/1} in Z17(t) if we know the degrees of their numerators and denominators. But we don't, and we don't have good bounds for them in general. We will use a probabilistic algorithm called maximal quotient rational function reconstruction -see [8, 5] . This algorithm will determine these coefficients using three points (one more than the minimum necessary) with high probability. Amongst the rational functions n(t)/d(t) with d(t) monic which interpolate the points, it computes one of minimal degree.
Let t = 5 be our first evaluation point. To compute g1(5, s, z, x) = x 2 + 12zx + 5s + 5 mod 17, we apply our algorithm recursively tof1(5, s, z, x),f2(5, s, z, x) andm1(5, s, z). To interpolate s we need three points. Let s = 4 be the first point. To compute g1(5, 4, z, x) = x 2 + 12zx + 8 mod 17 our algorithm computes the monic gcd off1(5, 4, z, x) anď f2(5, 4, z, x) modulo the ideal m1(5, 4, z), p1 = z 2 + 2, 17 using the monic Euclidean algorithm (see [4] 
for some constants A, B and C. To determine A, B, C, we use sparse interpolation. We choose s = 13 and compute g1(10, 13, z, x) = x 2 + 6zx + 16 using the monic Euclidean algorithm with t = 10, s = 13. Equating coefficients in x i z j of this with those in the assumed form g f (13, z, x) we obtain {A = 6, 13B + C = 16} mod 17.
Notice that because of the form of g f , we have two independent linear systems, one of dimension 1 and the other of dimension 2 so we need another equation to solve for B and C. Choosing s = 14 we obtain g1(10, 14, z, x) = x 2 + 6zx + 9,
hence 14B + C = 9 mod 17. Solving for A, B, C we obtain A = 6, B = 10 and C = 5 and hence g1(10, s, z, x) = x 2 + 6zx + 10s + 5.
which completes the sparse interpolation of g1(10, s, z, x).
Interpolating the images of g1 at t = 5 and t = 10 yields
Applying maximal quotient rational function reconstruction to the coefficients of G in x i z j s k modulo (t − 5)(t − 10) fails so we need another evaluation point for t.
If we choose the next evaluation point t = 1, and use s = 6, applying the Euclidean algorithm tof1(1, 6, z, x) anď f2(1, 6, z, x) modulo m1(1, 6, z), 17 we obtain
The degree of this image in x is greater than the degree of the assumed form. In fact no matter, what value of s we choose, this always happens. We say t = 1 is an unlucky evaluation point. It must be detected and rejected. Suppose we try t = 11 instead. Using sparse interpolation we obtain g1(11, s, z, x) = x 2 + 7zx + 11s + 5.
Interpolating the images of g1 at t = 5, 10 and 11 we get
This time maximal quotient rational function reconstruction when applied to the coefficients of G in x i z j s k modulo (t − 5)(t − 10)(t − 11) succeeds and outputs
Henceȟ = tx 2 + 9zx + st 2 + 5t. Sinceȟ|f1 mod p1 anď h|f2 mod p1, we haveȟ = gcd(f1,f2) mod p1 and we are done with our first prime p1. Now we apply the rational number reconstruction (see [8] ) to {9, 1, 5}, the integer coefficients of g1 modulo p1 = 17. It fails because our prime is not big enough, so we need another image. We choose p2 = 11. Let g2 = gcd(f1,f2) mod p2. Assuming that g1 is of the correct form, we know that
where we have fixed the leading coefficient of g2 to be 1. Again we use sparse interpolation. We need two images to determine I and J. We choose two random evaluations for (s, t) ∈ Z 2 11 . We obtain H = 6, I = 1 and J = 5, hence g2 = tx 2 + 6zx + st 2 + 5t.
Now we apply Chinese Remaindering to g1 and g2 modulo primes p1 = 17 and p2 = 11. This results in
Again, we apply rational number reconstruction to {94, 1, 5}, the integer coefficients of G modulo 143 = 13×11. This time is succeeds and we obtain
Sinceȟ|f1 andȟ|f2,ȟ = gcd(f1,f2) and we are done.
Remark: If the leading coefficient ofǧ in x (2t in our example) was a sum of two or more terms, the sparse interpolation method used in the example would not work. This is called Normalization Problem (or leading coefficient problem). We will use one of the solutions introduced in [6] .
Problems
In the example we encountered an unlucky evaluation point. There are several other problems that may arise depending on the primes and the evaluation points that the algorithm chooses, including the possibility of hitting a zero divisor while using the Euclidean algorithm to compute univariate images of the gcd. Here we identify all problems. We follow the terminology of van Hoeij and Monagan [4] .
Bad primes and bad evaluation points.
Definition 2. A prime p is said to be a bad prime if the leading coefficient off1 orf2 wrt x or anymi wrt zi vanishes mod p. Similarly an evaluation point tj = α is called a bad evaluation point if the degree off1 orf2 wrt x or anymi wrt zi decreases after evaluating at this point.
Here p1 = 2, p2 = 7 and p3 = 13 are bad primes. Also t = 0 and s = 1 are bad evaluation points.
The good thing about bad primes and bad evaluation points is that they can be ruled out in advance.
Unlucky primes and unlucky evaluation points.
Definition 3. A prime p is said to be unlucky ifǧp = gcd(f1,f2) mod p has higher degree in x than the gcdǧ. Similarly an evaluation point tj = α is said to be unlucky if gcd(f1(α),f2(α)) mod p has higher degree in x thanǧ.
Example 4. Consider the input polynomialš
Hereǧ = 1 butǧ17 = gcd(f1,f2) mod 17 = x+t 2 +z which obviously has higher degree thanǧ, so p = 17 is an unlucky prime. Similarly t = 0 is an unlucky evaluation point.
Unlucky primes must be avoided ifǧ is to be correctly reconstructed. One can show provided p is large enough, the probability of being unlucky is low. Unlike bad primes, unlucky primes can not be detected and discarded in advance. Brown in [1] showed how to do this in a way that is efficient for Z[x]; whenever images of the gcd do not have the same degree, one keeps only those images of smallest degree and discard the others. The same solution works here. See Theorem 1.
Zero Divisors and the Euclidean Algorithm
Recall that a non-zero element α of a ring R is a zero divisor if there exists a non-zero element β ∈ R s.t. αβ = 0. When we are using the Euclidean algorithm to compute the gcd of f1(α1, . . . , α k , x), f2(α1, . . . , α k , x) (α1, . . . , α k are the evaluation points) modulo a prime p, we might encounter a zero divisor, in which case the Euclidean algorithm fails (see [3, 4] ). The bigger the prime p is, the smaller the chance of hitting a zero divisor would be.
Suppose we choose the first prime p = 7. If we evaluate the inputs at t = 2 we obtain f 1 = (z − 3)x 2 + 2x + z and f 2 = zx 3 + 2x 2 + (z − 2)x + 2. When we run the Euclidean algorithm on the inputs f 1 and f 2 we hit a zero divisor while trying to invert lc(
The solution to the problem with zero divisors is described in the next section.
be two non-zero polynomials where L = F [z1, . . . , zr]/ m1, . . . , mr and F = Q(t1, . . . , t k ). Letǧ = gcd(f1,f2). Let p be a prime and α = (t1 = α1, . . . , t k = α k ). Suppose that the monic Euclidean algorithm applied tof1(α, x) andf2(α, x) modulo p does not encounter a zero divisor and outputs gp (monic in x). If α is not a bad evaluation point and p is not a bad prime, deg
and we say α is a good evaluation point and p is a good prime.
Proof: See Monagan and van Hoeij [4] . The difference is the number of field extensions but this has no significant change in the proof in [4] . Theorem 1 and Brown's method for detecting unlucky primes and unlucky evaluation points tells us how to get good primes and good evaluation points which will give us univariate images from which we will reconstruct the multivariate coefficients ofǧ in Z[t1, ..., t k ]. There are three additional problems (and we claim only three) to address. The first is due our using sparse interpolation.
Missing Terms
Definition 4. A prime p is said to introduce missing terms if any term ofǧ vanishes modulo p. Similarly an evaluation point t k = α is said to introduce missing terms if any coefficient ofǧ in
Here the primes 2, 5, 7 and 13 introduce missing terms (the first three cause the second term to vanish and the last one makes the last term to vanish). The prime p = 11 does not introduce missing terms, but when we are computing the image of the gcd modulo this prime, t = 9 makes the last term vanish.
Unfortunately primes (or evaluation points) which introduce missing terms can not be avoided in advance. We detect an incorrect assumed form g f as follows. If during the sparse interpolation we compute an image with the same degree as the assumed form g f in x but with terms in (x, z1, . .
We argue that an incorrect assumed form g f will be identified with high probability if we use one more evaluation point than the minimum needed to solve for the unknowns in the assumed form. Once an incorrect assumed form is identified, because we do not know whether it was the current evaluation point or a previous evaluation point or the current prime that caused the missing terms, we must allow our algorithm to restart with a new prime.
Remark 2: Supposeǧ = (7s 2 + 9t + 1)x 2 + z. Here p = 7 is not bad but we still can not use it because the image of the gcd computed modulo p = 7 does not have the correct leading term (see [4] ). Note that in our algorithm p = 7 causes a missing term and this is treated in the same way we treat missing terms.
Normalization problem
An image of the gcd computed modulo a prime p is unique up to a scaling factor in the integers mod p. This causes a complication in the sparse interpolation when lcxǧ has more than one term in the parameters.
Suppose the input polynomials aref1 = (x − s + 1)ǧ andf2 = (x + t + s)ǧ wherě
is the gcd off1 andf2. Suppose we have computeď g7 = (s + t)x 2 + 5s 2 xz + 5st, our first image modulo p1 = 7. So our assumed form is g f = (As + Bt)x 2 + Cs 2 xz + Dst for some constants A, B, C and D. Now we want to compute the next image of the gcd modulo p2 = 11. Consider the evaluation point α = (s = 2, t = 1), we havě g21 = gcd(f1(2, 1),f2(2, 1)) = 1 · x 2 + 9xz + 4.
The problem is that this image is unique up to a scaling factor µ. That is µ(x 2 + 9xz + 4) = (2A + B)x 2 + 4Cxz + 2D, ( * ) but we do not know what µ is. If we knew the leading coefficient ofǧ, lcx(ǧ) = 15s + t, then we could easily compute µ = lcx(ǧ(2, 1)) mod 11 = 9.
Unfortunately there is no easy way of computing lcxǧ.
Suppose g f is the assumed form of the gcd and we have computed h = gcd(f1(α),f2(α)) mod p. If g is monic then we have the equation h = g f (α), otherwise we let µ be an unknown in (*). Because µ is a new unknown, we may need more images to construct a consistent system of linear equations. The above solution was first introduced by Wittkopf, et al. in [6] . To see how this affects the structure of the linear systems consider the problem of finding a gcd which Figure 1 : Structure of the linear system for multiple scaling case.
looks like
Here we need two images. The linear system of equations has a structure shown in Figure 1 where all entries not shown are zero and µ1 = 1. The solution can be easily computed by solving a number of smaller subsystems corresponding to the rectangular blocks of non-zero entries augmented with the multiplier columns. With this method, the solution expense turns out to be of the same order as the case whereǧ is monic.
Unlucky Contents
Definition 5. For a polynomial f = anx n +· · ·+a1x+a0 with ai ∈ R for 0 ≤ i ≤ n, the content contx(f ) = gcd(a0, a1, . . . , an) ∈ R.
A prime p, is said to introduce an unlucky content if for two input polynomials f1, f2 with gcd g = gcd(f1, f2), contx(ǧ) = 1 but contx(ǧ mod p) = 1. Similarly an evaluation point t = α is said to introduce an unlucky content if contx(ǧ) = 1 but contx(ǧ(α)) = 1.
Example 9. Supposeǧ = (12s + t)x + (s + 12t)z. We have contx(ǧ) = gcd(12s + t, s + 12t) = 1. But for p = 11 we obtain contx(ǧ mod p) = s + t. Hence p = 11 introduces an unlucky content and, for any prime p, the evaluation points t = 0 and s = 0 introduce unlucky contents.
Suppose during sparse interpolation we choose our assumed form, g f , based on an image which is computed modulo a prime (or evaluation point) which introduced an unlucky content, e.g. p1 = 11 in our example. Then the assumed form g f will have different terms in x, z1, ..., zr, t1, ..., t k than inǧ. This will, with high probability, result in an inconsistent linear system during sparse interpolation.
Suppose instead that our assumed form g f is correct but it is a subsequent prime or evaluation point that introduces an unlucky content. This can lead to an under determined linear system. Example 10. Consider f1 = f2 = zx + t + 1 where m(z) = z 2 − t − 14. Here g = x + (t + 1)/(t + 14)z and henceǧ = (t + 14)x + (t + 1)z thus 13 introduces an unlucky content t. Suppose our first prime is p1 = 13 and we obtain the correct assumed form g f = (At + B)x + (Ct + D)z. Suppose our second prime is p2 = 13 and we perform a sparse interpolation in t using t = 1, 2, 3, .... Since g f is not monic in x we will equate g f (t) = µtǧ(t) and solve for A, B, C, D, µ1, µ2, ... with µ1 = 1. For t = 1, 2, 3 we obtain the following equations modulo 13.
Equating coefficients of x i z j we obtain the following linear system:
The reader may verify that this system, with µ1 = 1, is not determined, and also, adding further equations, for example, from t = 4, does not make the system determined.
If our primes are sufficiently large and our evaluation points are chosen at random, then primes and evaluation points which introduce unlucky contents are rare. Because also, in L[x], we cannot easily identify them in advance (it is not necessarily true that lcxǧ divides lcxf1) we will detect them through their effect. We will assume that if the linear system in sparse interpolation is not determined, an unlucky content is present, and we will design our algorithm to fail back to the point where the unlucky content was introduced.
It is also possible that the linear system is under determined because of the evaluation points chosen in sparse interpolation. For example, forǧ = x + (t 3 − t)z with assumed form g f = x + (At 3 + B)z, evaluation points t = 0, 1, −1 do not constrain the system. Thus when we mistakenly assume that this is because of an unlucky content, we may waste some useful work.
ALGORITHM SPARSEMODGCD
We now present the SparseModGcd algorithm. This modular GCD algorithm first calls subroutine M which computes the gcd in L[x] from a number of images in Lp[x]. Subroutine P which is called by subroutine M computes the gcd in Lp[x] using both dense and sparse interpolations. Finally subroutine S, which stands for Sparse Interpolation and is called by subroutine P, does the sparse interpolation. Output: Eitherǧ, the primitive associate of the monic gcd of f1 and f2, or "BadForm" or "ZeroDivisor" or "Unlucky" or "UnluckyContent."
1. If k (the number of parameters) = 0 then call the monic Euclidean algorithm on f1,f2 and output the result. 2. Suppose the assumed form g f = i CiTi where Ti is a monomial in (x, z1, . . . , zr) and Ci = j cijSj where Sj is a monomial in parameters t1, . . . , t k with unknown cij. 3. Set U to be the minimum number of images neededsee below. ( The algorithm uses one more image than U to detect a wrong assumed form g f . ) u > n then return "Unlucky" else go back to step 5.1. 5.5. If deg x (gn) < deg x (g f ) return "BadForm". 5.6. If gn has terms in (x, z1, . . . , zr) not present in the assumed form g f then return "BadForm". 5.7. Set n = n + 1.
6. Construct the system of U + 1 linear equations by equating g f (αn) = µngn with µn unknown. Solve the linear system with µ1 = 1 to determine the cijs. 7. If the system is inconsistent, return "BadForm". 8. If the system is under determined, return "UnluckyContent". 9. Set gp = i ( j cijSj)Ti. 10. Make lcx,t 1 ,...,t k (gp) = 1 and return gp.
Let ni be the number of terms in the ith coefficient Ci of the assumed form g f . The minimum number of images needed in the sparse interpolation (with multiple scaling factors) to determine the cijs is max(M,
) where T is the number of monomials in g f in (x, z1, . . . , zr), N is the total number of monomials in g f and M = maxi ni.
If the assumed form g f in subroutine S is wrong, the linear system will most probably be inconsistent. It can, however, be consistent. If consistent, control passes back to subroutine P (or subroutine M) which will attempt rational function reconstruction (respectively, rational number reconstruction in subroutine M). If this succeeds the trial divisions prevent the algorithm from returning a wrong answer. Then subroutine P will call subroutine S at a new evaluation point with the same wrong assumed form. We argue that, provided p is sufficiently large, subroutine S will eventually get an inconsistent system and determine that the assumed form is wrong.
To treat zero divisors we use the same strategy used by Monagan and van Hoeij in ModGcd algorithm (see [4] ). The variable d, in subroutine P, counts the number of times the Euclidean algorithm encounters a zero divisor. The case d > n happens when the algorithm encounters a lot of zero divisors. This could relate to our choice of prime in subroutine M or a previous evaluation point in subroutine P. In this case subroutine P will quit. Note that if most evaluation points are good, and if subroutine P has already computed many good images, then the test d > n prevents, with high probability, that an unlucky choice in Step 9 could cause a lot of useful work to be lost.
A similar strategy is also used in subroutine S for both zero divisors and unlucky primes to prevent useful work from being lost. The same strategy is also used in subroutine P to prevent useful work from being lost should the current evaluation point t = αn in Step 10 introduce an unlucky content.
IMPLEMENTATION
Here we explain trial division which is a bottleneck in the implementation of SparseModGcd algorithm.
Trial Division
In Step 12 of subroutine M and Step 20 of subroutine P, the algorithm uses trial division to test whether it has computed the correct gcd. The only difference is that in subroutine P, the trial divisions take place in characteristic p. In [3] Monagan, van Hoeij presented an algorithm for doing trial divi-
which uses pseudo-division to avoid fractions and some gcds in Z to minimize growth of the integer coefficients. We can use the same idea for our algorithm, except that the coefficient ring is Dp = Zp[t1, . . . , t k ] instead of Z. The same algorithm can also be used for subroutine M with Dp replaced by D. Here we show how to extend it to treat multiple field extensions. 6.4. Set t = lRx m−n . 6.5. Set R = sR − tb. 6.6. For i from 1 to r do i. While R = 0 and deg
7. If R = 0 then return False, otherwise, return True.
Note that deg z j (mi) = 0 if j > i. The outer loop reduces the degree of the remainder R in x. In the inner loops, for each i, the algorithm reduces the degree of R in zi to be less than the degree of mi in zi.
Timings
We have compared Maple implementations of our SparseModGcd algorithm, the ModGcd algorithm of van Hoeij and Monagan [4] and a primitive fraction-free Euclidean algorithm (see Appendix) on three problem sets. The input polynomials have a sparse gcd in the first and third set and a dense gcd in the second problem set. All timings are in CPU seconds and were obtained using Maple 10 on a 64 bit AMD Opteron CPU @ 2.4 GHz, running Linux, using 31.5 bit primes. 
SPARSE-1
is a positive random integer less than 100. Thus we have 10 gcd problems, all with one field extension m(z), five parameters r, s, t, u and v and four variables x1, x2, x3 and x4. Each input polynomial is of degree 2n in the first three variables and 2n − 2 in x4. We wanted a data set of polynomials which are sparse but not too sparse. Table 1 gives the running times for the three algorithms. In the first column, the numbers shown in parentheses are the percentages of the time which is spent computing univariate images of the gcd using the Euclidean algorithm. Since the gcd g in this case is sparse (g has 9n + 3 terms and deg(g) = n in any of x1, x2 and x3), a better performance is expected from SparseModGcd. The data demonstrates this clearly.
DENSE-1
Let m(z) = z 2 − sz − 3. Suppose g, a and b are three randomly chosen polynomials in x1, x2, s and z of total degree n which are dense. That is, the term x terms before we reduce by m(z). For n = 1, 2, . . . , 10, 15, let f1 = g × a and f2 = g × b. Since the gcd g is dense, ModGcd algorithm is expected to perform better. Table 2 shows the running times of the three algorithms for this set of problems. In the second column, the first number shown in parentheses is the percentage of the time spent computing univariate images of the gcd and the second is the percentage spent doing trial division. The reader may see that SparseModGcd is very competitive with ModGcd even though the gcds are completely dense.
SPARSE-2
Let T = [s, t, u, s, t, u, . . . ] and Z = [z1, z2, z1, z2, . . . ]. Let m1(z1) = z So we have 10 gcd problems with two field extensions m1 and m2, three parameters s, t and u and one variable x. Each input polynomial is of degree 2n in x. The timings for SparseModGcd and primitive PRS algorithms for this problem set are shown in Table 3 . In the 
CONCLUDING REMARKS
We mention the GCD algorithm of Dahan et al. in [2] which computes the gcd of two univariate polynomials modulo a triangular set T of dimension zero over Q, that is, not involving any parameters. Their algorithm is designed to treat also the case where the triangular set does not generate a prime ideal and consequently a zero divisor could be encountered in the Euclidean algorithm. It may still be desirable to compute a gcd if it exists. Here we briefly explain how our algorithm could be modified to treat zero divisors.
Suppose L = F [z]/ m and m is reducible over F . Thus L is not a field. It is a commutative ring with zero divisors. If the Euclidean algorithm when applied to f1 and f2 would encounter a zero divisor (a factor of m(z)) then our algorithm, when it executes the Euclidean algorithm in Subroutine P and S will most likely encounter an image of that zero divisor. Thus our algorithm will most likely go into an infinite loop.
In principle, one may modify our algorithm to interpolate the zero divisor using sparse interpolation. Since one will not know whether the zero divisor exists over Q or is caused by an unlucky choice of prime or evaluation point, one simultaneously interpolates the gcd and zero divisor. Subroutines M and P would terminate when either the interpolated zero divisor divides m(z) or the interpolated gcd divides f1 and f2.
The algorithm of Dahan et al. is also a sparse GCD algorithm. It uses Hensel lifting instead of sparse interpolation. To use Hensel lifting for GCD computation in L[x], one would need to compute, and possibly also factor, α(t) ∈ Z[t1, ..., t k ], a multiple of the leading coefficient ofǧ. For an algebraic function field L computing α(t) requires us to invert the leading coefficients off1 andf2 (or compute resultants) which may introduce a severe expression swell. Such an algorithm would not be output sensitive. Another advantage of sparse interpolation over Hensel lifting is that it is more easy to parallelize.
