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Resumo 
Neste trabalho consideramos o problema de estabilidade quadrática pa- 
ra sistemas incertos com restriçoes algébricas no estado. No caso discreto 
e contínuo estabelecemos condições suficientes para sistemas incertos na for« 
ma algébrico-diferencial desacoplada, onde as incertezas são do tipo politopo. 
A metodologia utilizada consiste em descrever as condições do problema co- 
mo Desigualdades Matriciais Lineares(LMIs), sem a eliminação das variáveis 
algébricas do sistema. Enfocamos o problema de análise e de síntese por rea- 
limentação de estados e de saída. Apresentamos uma extensão do resultado 
de análise para sistemas com incertezas do tipo LFT. O caso de perfomance 
com as normas Hz e Hw também são considerados. Uma aplicação a um Sis- 
tema de Potência é apresentada para ilustrar o desempenho da metodologia 
desenvolvida.
Abstract 
In this work, the quadratic stability problem for uncertain systems with 
state algebraic constraints is considered. The discrete and continuous time 
cases are considered and sufficient conditions are derived based on the uncou- 
pled differential-algebraic representation. The uncertainties are considered to 
lie in a polytope. The approach consists of recasting the control problems as 
Linear Matrix Inequalities (LMIs), without eliminating the system's algebraic 
variables. We focus on the analysis and synthesis problems. We also present 
relations With the stability of systems having LFT uncertainties. The perfor- 
mance cases for the Hz e Hoo norms are also considered. An application to the 
stabilization of eletric power systems is presented to illustrate the performance 
of the developed methodology.
Notação 
A' matriz transposta de A. 
A > 0 matriz simétrica, positiva definida. 
det(A) determinante de A. 
LM I Desigualdades Matriciais Lineares 
LFT Linear Fractional Transformation 
SEE Sistema de Energia Elétrica 
C'o[\II¿]§=1 Ê {\I/ : ll! = 2;-'=1 oz,-\If,-, ai 2 O : 2521 ai = 1,} 
representa um politopo convexo de vértices \II,- dados
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í lntroduçao 
Diversos sistemas físicos podem ser modelados matematicamente por um conjunto de 
equações algébricas e diferenciais, entre eles: sistemas robóticos [KM94] [MW88], sistemas 
de potência [HM90] [SSTC98], processos químicos [KD95], sistemas econômicos [Leo53], 
circuitos elétricos [New81] e sistemas de perturbações singulares [GDB98]. A existência 
das restrições do tipo algébrica são provenientes das interconexões de dois ou mais subsis- 
temas dinâmicos. Na literatura, estes sistemas são conhecidos como sistemas descritores, 
sistemas singulares ou sistemas com restriçoes algébricas. 
O interesse nesta área desenvolveu-se muito nas últimas décadas com a publicação de 
importantes trabalhos, tais como [VLK8l], [Cob84b] [Cob84a] [Lew86] [TMK94]. Muitos 
destes são dedicados ao estudo dos problemas decorrentes da estrutura particular deste 
tipo de sistema, como a presença de modos impulsivos, descontinuidade da solução e 
regularidade no sistema. O problema de controle, comumente tratado na literatura, busca 
tornar o sistema em malha fechada livre de impulsões, regular e estável. 
A solução usual dada a este problema consiste em separa-lo em dois subsistemas, um de 
dinâmica lenta, obtido através da eliminação das variáveis algébricas, e outro de dinâmica 
rápida, associado aos autovalores infinitos do sistema. O processo é feito em duas etapas: 
primeiro busca-se tomar o sistema regular e livre de impulsões através da eliminação 
dos modos infinitos e, em seguida, considera-se apenas o subsistema de dinâmica lenta, 
estabilizando-o, como é feito em [GDB98] [KKJ86]. 
Nesta dissertação damos enfoque ao processo de estabilização de sistemas com res- 
trições algébricas, na forma algébrico-diferencial desacoplada. Freqüentemente, estes 
sistemas não aparecem na forma de um conjunto desacoplado de equações algébricas- 
diferenciais. No entanto, este desacoplamento pode facilmente ser obtido através de trocas 
de coordenadas como feito em [Dai89]; ou, parcialmente, por transformações ortogonais,
como propôs Varga em [Va.r95]. 
A análise da estabilidade de sistemas com restrições algébricas na forma algébrico- 
diferencial tem um importante papel no estudo da teoria de sistemas singulares e suas 
aplicações. Normalmente, esta análise é feita através da eliminação da variável algébrica, 
transformando o sistema algébrico-diferencial em um outro diferencial de menor dimensão 
[Cob84b] [Var95] [Men98]. Com o sistema na forma diferencial é possível aplicar técnicas 
já conhecidas de estabilização, tais como alocação de pólos, auto-estrutura e funções de 
Lyapunov. 
Apesar de simples, essa abordagem pode implicar em diversos problemas. Um deles 
é a dificuldade em considerarmos incertezas no modelo, já que a eliminação da variável 
algébrica envolve a inversão de matrizes com elementos incertos. Outro problema é a 
perda da esparsidade das matrizes que, em alguns casos, quando a dimensão do problema 
é grande, pode acarretar dificuldades computacionais consideráveis. 
O que propomos é uma forma alternativa de estudar a estabilidade de sistemas com 
restrições algébricas explorando as propriedades estruturais das equações do sistema origi- 
nal, sem a eliminação da variável algébrica de maneira semelhante a que propôs [TMK95]. 
Desta forma facilita-se o estudo de sistemas com parâmetros incertos. Consideramos, 
então, o problema de Estabilidade Quadrática para sistemas com incertezas descritas na 
forma politópica no tempo contínuo e discreto. A abordagem que será dada ao proble- 
ma consiste em descrever as condições para sua resolução, como desigualdades matriciais 
lineares (LMIs), para as quais se conhece métodos de resolução numéricos eficientes. 
Estudamos o problema de análise e de síntese, via realimentação de estados e reali- 
mentação de saída. É importante salientar a extensão dos resultados de análise para o 
caso de sistemas na forma Linear Fractional Transformations (LFT). 
No caso de síntese por realimentação de saída, além do problema estático, tratamos 
também do problema de controladores dinâmicos através da incorporação da dinâmica do 
controlador ao sistema. 
Não somente o problema de estabilidade será exposto, mas também o problema de Per- 
formance para sistemas com restrições algébricas. Como índice de performance usaremos 
a norma Hz e a Norma Hw. 
Os capítulos têm a seguinte estrutura geral: primeiramente, faz-se uma abordagem do 
problema e revisão de alguns conceitos básicos. Em seguida, enunciamos os resultados
obtidos na forma de teoremas. Uma extensão para o caso discreto é feita em todos os 
capítulos e exemplos são apresentados para ilustrar o desempenho do método. 
No capítulo 1, formulamos o problema, com uma revisão dos conceitos de estabilida- 
de e estabilizabilidade quadrática para sistemas com restrições algébricas, além de um 
apanhado das propriedades de LMI. No capítulo 2, o caso de análise e síntese via Rea- 
limentação de estados são considerados. Uma extensão do resultado de análise é feita 
para sistemas LFT. O caso de Realimentação de saída é considerado no capítulo 3. O 
problema de performance Hz e Hw será visto no capítulo 4. Finalmente, no capítulo 5 
fazemos as considerações gerais sobre os resultados obtidos. No apêndice A fornecemos 
os dados numéricos do exemplos de SEE utilizados ao longo da dissertação.
Capítulo 1 
Descrição do Problema e Definições 
1. 1 Introdução 
Sistemas com restrições algébricas são representados, matematicamente, por um con- 
junto de equações algébricas e diferenciaisl, dado por 
Ei: = J:1:+Bu 
y = Cx (1.1) 
onde 11: G R", u E Rm e y G RP representam respectivamente os vetores de estado, de 
controle e de saídas do sistema; E 6 R”×", J 6 R”×", C G RW”. Para caracterizar a 
singularidade do sistema, consideramos posto(E) < n. 
Comportamentos indesejáveis podem ocorrer neste tipo de sistema, decorrentes de 
sua estrutura particular, como a presença de modos impulsivos [VLK8l] e não-unicidade 
da solução. Para garantir que a solução do sistema seja única, o par (E,A) tem que 
ser regular. Para que isto ocorra e o sistema seja livre de impulsões temos as seguintes 
definições dadas em [VLK8l}. 
o O par (E, A) é dito regular se existe algum número complexo s tal que: det(sE - 
A) 96 0. 
o O par (E, A) regular é livre de impulsão se posto(E) for igual ao grau do det(sE-A). 
Uma condição algébrica, generalizando a equação de Lyapunov, foi proposta por Taka- 
ba et al [TMK95] para garantir que o par (E, A) regular seja estável e livre de impulsões. 
Uma condição decorrente desta, na forma de LMIS, foi proposta. por [MKOS97], sem a 
IÀ diferença ou recursiva, no caso discreto.
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necessidade de considerarmos o par (E, A) regular. Este resultado, descrito na forma de 
LMI, é apresentado a seguir: 
Lema 1.1 [MK 0S.97] O par (E,A) é regular, livre de impulsões e estável se e somente se 
existe X 6 R"×” tal que: ' 
E'X = X'E 2 O 
, I 
t (1.2) AX+XA<0 
Através deste resultado é possível se obter condições equivalentes às condições pro- 
postas neste trabalho, partindo diretamente de sistemas descritores em vez de sistemas 
restrições algébricas, onde a parte algébrica é vista como uma restrição do problema. Para 
mais detalhes veja a seção 2.2.1. ' 
No decorrer desta dissertação, consideramos que o sistema é regular e livre de im- 
pulsões. O problema principal será o de garantir estabilidade quadrática e performance 
para sistemas com restrições algébricas no estado, já na forma algébrico-diferencial de- 
sacoplada. Na seção 1.2, fornecemos uma solução para 0 caso em que o sistema não é 
regular e tem modos impulsivos. 
Neste capítulo, descrevemos as ferramentas matemáticas utilizadas ao longo deste 
trabalho. Na seção 1.2 fazemos a descrição e algumas considerações sobre sistemas do 
tipo algébrico-diferencial desacoplado. Uma breve revisão do conceitos de estabilidade e 
estabilizabilidade quadrática para sistemas na forma algébrico-diferencial é colocada na 
seção 1.3. Na última seção, descrevemos algumas propriedades e resultados relacionados 
à LMIs. ` 
1.2 Modelagem do Problema 
Consideramos 0 sistema (1.1) já na forma algébrico-diferencial desacoplado 2, cuja 
representação matemática é dada por: 
É = Jllf + JQZ + Blu 
O = J3x + J4z + Bzu (1.3) 
ill 
= C12? + C225 
2No restante da dissertação trataremos apenas como sistema algébrico-diferencial sem mencionar que é desacoplado.
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onde :r E R", z E R1, u 6 Rm e y E RP são, respectivamente, os vetores das variáveis de 
estado, algébricas, de entrada e de saída. Admitimos que o sistema (1.3) é incerto e 
e0‹›[\I›,-]'.f_ \1f,= ' (1.4) 
Ji J2 B1 Ji' Jzi Bu 
À n a ** aznfB¶ 
onde Co [\I/,-]:-1:1 é um politopo convexo de vértices \I/,- conhecidos. 
Assumiremos .I4 inversível, a fim de evitarmos o comportamento impulsivo e garan- 
tirmos a regularidade do sistema. Quando J4 não for inversível, podemos encontrar uma 
realimentação de estados u = Kzz que torna J4 + BzKz inversível sempre que 0 posto de 
(J4, B2) = l, onde l é a dimensão da variável algébrica. Esse procedimento é freqüente- 
mente utilizado em diversos artigos, como [Var95], [BJ97]. 
A abordagem usual dada ao problema de estabilização consiste em se eliminar as 
restrições algébricas através da eliminação da variável z (no sistema (1.3)), resultando 
em: 
á:=Ax+Bz,u 
yzcx am 
onde 
A = .I1 - JzJ4`1J3, 
Bt = B1 - JzJI1Bz 
C = C1 '_ C2J4_1J3 
Apesar da sua simplicidade, essa abordagem possui sérios inconvenientes, como no 
caso de algumas variáveis eliminadas serem de interesse para fins de controle ou quando 
essas estão associadas a parâmetros incertos (elementos de J2, J3, J4). Essas incertezas 
podem se espalhar por quase todos os elementos do sistema de ordem reduzida (1.5), 
complicando o problema de análise e projeto de controladores. 
O que propomos nesta dissertação é uma alternativa para tratar sistemas algébrico- 
diferencias sem a necessidade da eliminação da variável algébrica. Os resultados obtidos 
exploram a estrutura original do sistema (1.3) e são descritos como desigualdades matri- 
ciais lineares (LMIS), permitindo, assim, tratar sistemas incertos de maneira conveniente.
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1.3 Noçoes de Estabilidade Quadrática para Sistemas 
Algébrico-Diferenciais ' 
O problema que estamos tratando é o de estabilidade quadrática, via função de Lya- 
punov, para o sistema do tipo (1.3)-(1.4). As noções de Estabilidade e Estabilizabilidade 
Quadrática para sistemas do tipo algébrico-diferencial, dadas abaixo, são uma extensão 
das definições já existentes para sistemas diferenciais [Tro98]. 
Definição 1.1 (Estabilidade Quadrática) Seja Co[\I1¿]§=¡ um politopo convexo de 
vértices 111,- dados. Considere o sistema: 
IÍI = J1íL` + J2Z 
O = J3$ -l' J4Z 
e suponha que 
J1 J2 Jié Jzz' E C' \I/¿'Í_ , \I/,- = 1.7 [Ja Al Oi 1,4 ‹ › 
Então, 0 sistema (1.6), (1.7) é quadraticamente estável se existe uma função v(:1:) = 
x'Px > O, Vw tal que sua derivada temporal para as trajetórias do sistema (1.6), (1.7) 
satisfaça:
/ 'P PJ P 3: JI + 1 J2 x <O z JÉP 0 z 
J1 J2 q at _ fz: __ \/[Ja J4léc‹›[\1/,]i=1,v[zl.[J3 J4]Ll_o 
J 
<><> 
(is) 
Definição 1.2 (Estabilizabilidade Quadrática) Seja Co[\I/,~]§=1 um politopo converso 
de vértices \I/,- dados. Considere 0 sistema: 
(Ê = J1ílÍ+J2Z+B1U 
(1 0=J3$`+J4Z'l'B2'LL . 
Ji J2 B1 Jii J2' Bu 
e suponha que 
{ J 
E Co[\If¿]'.¡_ \I/- = 
|: 
' 
} 
(1.10) 
J3z z i J3 J4 B, 
“I” * 
- J4- B2
1. Descrição do Problema e Definições 8 
Então , o sistema (1..9), (1 .10) é quadraticamcnte estabilizável pela lei de controle do 
tipo u = K12: + Kzz se existem matrizes K1, K2 e uma função v(:1:) = :c'Px > 0, Va; tal 
que sua derivada temporal para as trajetórias do sistema (1.9), ( 1.10) em malha fechada 
satisfaça: 
z J;P + K¿B;P o z 
_ z 
' 
J{P + PJ1 + PBIK1 + K;B;P PJZ + PB1Kz z 'u(x) = < 0 
J1 J2 B1 q 22 . IB _ VL3 J4 BJec0[\1fi]i=1,v[zl.[J3+B,K1 J.,+B2K,][zl_o 
(1.11) 
<><> 
Para o caso de realimentação de saída, basta considerarmos u = K y com y = Cx e 
as definições de Estabilidade e Estabilizabilidade Quadrática para sistemas discretos será 
omitida, já que podem facilmente serem deduzidas do caso contínuo. 
1.4 Propriedades de LMI 
Como já comentamos, usaremos técnicas de LMIs para solucionar o Problema de 
Estabilização de sistemas do tipo algébrico-diferencial. A vantagem em se usar esta técnica 
deve-se principalmente ao fato de que o conjunto solução é sempre convexo [BGFB94]. 
Outro ponto relevante é a existência de algoritmos e pacotes computacionais eficientes 
para o cálculo de LMIs, como o Matlab e o Scilab. 
Normalmente os problemas de controle não aparecem na forma explícita de uma LMI, 
mas através de manipulações algébricas, uma formulação LMI pode ser obtida. A seguir 
enunciaremos algumas propriedades e resultados de LMIs que serão úteis no decorrer deste 
trabalho. 
1.4.1 Complemento de Schur 
Um conjunto de desigualdades não-lineares pode ser posto na forma de uma LMI, 
através do Complemento de Schur, enunciado abaixo. Enimciaremos aqui somente o caso 
de desigualdades estritas, o caso não-estrito pode ser visto em [BGFB94].
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Lema 1.2 Sejam Q, R, S matrizes de dimensões compatíveis, com Q, R simétricas. 
Então as seguintes condições são equivalentes:
S 
[Ê R}>0«=>R>0, Q-SR“1S'>0 (1.12) 
1.4.2 S-Procedure 
Enunciamos aqui apenas a versão de S-Procedure para sistemas com desigualdades 
estritas, no caso de desigualdades não-estritas ver [BGFB94, seção 2.6.3]. 
Lema 1.3 Sejam T0,....,ÍI;, E R"×" matrizes simétricas, consideremos a seguinte con- 
dição em T0, ....,T¡,: 
z/zTT0z/z > 0 vu ¢ 0 ml que zpT:r,~¢ z 0, z'= 1, ...,p. (1.13) 
Então (1.13) é verzficada se existem escalares 'ri > 0 tais que
P 
T0 - Zfriílz > 0 (1.14) 
i=1 
Além disso (1.1¿) e (1.13) são equivalentes quando p = 1. Quando T,- são funções 
afim de um conjunto de parâmetros a condição (1.14 ) ainda implica (1.13). 
1.4.3 L-Ca Scaling 
Esse lema é uma particularidade do Lema de Finsler [BGFB94]. 
Lema 1.4 Dada a matriz simétrica \I/ e a matriz Ca de dimensões compatíveis e seja X 
uma matriz tal que C,,X = 0. Então teremos que
V 
X'\11X < o (1.15) 
se e somente se El L tal que 
\If+LC'a+C,',L' < O (1.l6) 
Se Ca ou \I1 dependerem de um conjunto de parâmetros incertos, então, para que as 
condições acima ainda continuem necessárias e suficientes, teremos que a matriz L também 
deve ser dependente destes parâmetros [LD95].
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1.4.4 D-G Scaling 
Lema 1.5 [FAG96] Seja wi E R* e z¿ E Rh. Então existe um escalar 6 tal que w.: = õzi 
e |ô¿| 5 1 se e somente se
_ 
{ 
'LU$S¿'l1)¿ É Z£S¿Z¿, Ú 
(L17) 
Z Z? 'wlTlZi=0 T'=-" Tú,5¿€R"“"“ 
A prova deste lema pode ser encontrada em [FAG.96`]. 
1.5 Comentários 
Neste capítulo fornecemos a formulação matemática para sistemas algébrico- 
diferenciais que iremos utilizar durante este trabalho. Definimos as noções de estabilidade 
e estabilizabilidade quadrática para sistemas algébrico-díferencias e enunciamos algumas 
propriedades de LMIs úteis para obtermos uma formulação convexa para a resolução dos 
problemas a serem considerados.
Capítulo 2 
Análise e Realimentação de Estados 
2. 1 Introdução 
Neste capítulo, consideramos o problema de análise e síntese por realimentação de 
estados. Procuramos aqui explorar a estrutura algébrico-diferencial do sistema (1.3), 
através da formulação LMI, tanto no caso contínuo como no caso discreto. Na seção 2.4, 
apresentamos uma relação entre os resultados de análise e sistemas com incertezas do tipo 
LFT. 
2.2 Sistemas Contínuos 
2.2.1 Análise 
O problema de Análise para sistemas do tipo algébrico-diferencial consiste em encon- 
trar uma função de Lyapunov para 0 sistema, garantindo assim a estabilidade quadrática. Em um primeiro momento, consideramos apenas o sistema nominal. 
(Ê: ‹]1$+JzZ 
0 = J3$+ J4Z 
Teorema 2.1 O sistema 
{ (2.1) 
é quadrattcamente estável se existem matrizes P > 0 e L tais que a seguinte LMI seja 
satisfeita: 
[JÍPJZPPJI P¿I2l+L[J3 J4]+[J3 J4]'L'<o (2.2) 
Em caso afirmatíuo, u(:z:) = x'P:t é uma função de Lyapunov para o sistema.
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Prova Sai diretamente da aplicação do lema 1.4 e da definição 1.1.0u seja, de (2.2), 
aplicando o lema 1.4 temos que
I 
as J{P + PJ1 PJz 1: 
_ 
zz; 
Iízillí O Z 
<0:V(x›z)'[J3 J4] z 
'-0 
e o resultado segue pela definição 1.1. 
<><> 
Este resultado é equivalente ao resultado dado pelas condições do lema 1.1 quando 
I O 
consideramos E = 
Í O O 1 
. O interessante aqui é que se obteve condições necessárias e 
suficientes semelhantes, com uma abordagem inicial diferente. Ou seja, uma ligação entre 
as condições dadas pelo lema 1.4e o lema 1.1. 
A seguir, tratamos do problema de estabilidade para sistemas incertos. Aqui os resul- 
tados apresentados estabelecem apenas condições suficientes. 
Teorema 2.2 Seja Co[\l1,;]f=¡ um politopo converso de vértices \I1¿ dados. Considere 0 
sistema incerto 
{ 
.ii = J1$ + Jzz 
2.3 
O = J3$ + J4Z ( ) 
e suponha que 
_] . . 1 J2 
eG0[\1f,]§=1, \1›,= 
J” '12' 
(2.4) 
Ja J4 Jaú ‹Í4z' 
Então 0 sistema (2..3), (24) é quadraticamente estável se existem matrizes P > O e L 
tais que a seguinte LMI seja satisfeita: 
J',-P+PJ1i PJ2z' ' . 
[ 
1 
O 
ii 
J4i}+[J3¿ J4¿:\ L,<0, 
Em caso afirmativo, 'u(:z;) = :z'P:z; é uma função de Lyapunou para 0 sistema (23), (24 
Prova: Suponha (2.5) satisfeita, então, por convexidade, temos com (2.4) 
VÍPJIPPJ* P¿I¶+L[J3 J4]+[J3 J.,]'L'<o
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I 
Pré e pos multiplicando-a por 
l J 
e 
[ ¶ 
, teremos z z
I J'P PJ PJ 
IJ;-P 
1 02:|[Í}<0V(x,z): [Jg J4][::J=0,oquepr0- 
va o teorema pela definição 1.1. 
<><> 
A noção de sistema dual, dada abaixo, pode ser interessante no caso de síntese, onde 
problemas de estabilização do sistema primal podem ser mais facilmente resolvidos com 
a utilização do sistema dual. 
Considere o sistema incerto: 
- = J/ Jr :cd Ilxd + ,3z¿ (2.6) 
O = J2xd + ‹I4Zd
1 onde :cd E R”, zd E R são, respectivamente, os vetores de variáveis de estado e das 
variaveis algébricas. 
Denominaremos o sistema (2.6) de Sistema Dual(D) e o sistema (2.7) de Sistema 
Prima.l('P). Note que o sistema (2.6) é obtido a partir do transposto do sistema original, 
ou sega: 
J ` = 'PI.Â=J]_'-J2J,;1J3(") JI 2 (“¬) :E Jlx-+J2z 
J3 J4 0=-'J31I+J4Z 
D z A' = J' _ J'J'TJ' ‹-› Jí Já ‹-› “fd = JW + Já” 
1, 
3 4 2 
J; 1,; oz J¿z,,+J,;zd 
É importante ressaltar que se v(:c) = a:'P:1: é uma função de Lyapunov para o sistema 
primal, então vd = :rf¿P"1:1;,¡ é uma função de Lyapunov para o sistema dual e vice- 
versa. Para verificar esse fato, note que para o primal a condição de estabilidade é 
EIP > 0 : A'P + PA < 0 e para o dual BW > O : AW + WA' < 0. Logo, se as condições 
do Primal estão satisfeitas, as do dual também o são com W = P`1. 
Corolário 2.1 Seja Co[\I1,]§=1 um politopo converso de vértices \I1,- dados. Considere 0 
sistema incerto 
{ 
= J123 'l' J2Z 
_ (21) 0 - J3íC + J4Z 
e suponho que
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i 
ê cz›[×1z,]'1_ ir, = 
[ i 
(2.8) 
J1 J2 Ju Jzi 
Ja J4 
hi , 
Jaú Ju 
" d Entao 0 sistema (2. 7), (2. 8) é qua raticamente estável se existem matrizes W > 0 e 
L tais que: 
Wwfhuw WI, f _ 
i 
lJzz-WI 03 }+L[J,',, J¿,]+[J¿, J¿,] L'<o, vz=1,...,q (2.9) 
Em caso afifmativo, v(x) = x'W'1x é uma função de Lyapunov para o sistema (2. 7), 
(2.8). 
Prova: Se (2.9) estiver satisfeita, entao por convexidade juntamente com (2.8) temos 
WJ' J W WJ' 
Í 
gv* 0**¶+L[J¿ J¿]+[J¿ J,;]'L'<o (2.1o)
I 
Pós e pré multiplicando-a por 
[ 
md 
J 
e 
l 
md 
J 
teremos que 
Zd Zd 
ílld 
' 
12,1 
J,] 
(Bd :O 
z¿_ WJ3 0 zd d, di 2 4 zd 
Pela definição 1.1, provamos que v(x,¿) = xf¡W:c,¡ é função de Lyapunov para o Sistema 
Dual, então v(x) = :c'W"1x é função de Lyapunov para o Sistema Primal, concluindo a 
prova do teorema. 
<><> 
2.2.2 Realimentação de Estados 
O processo de estabilização de sistemas na forma algébrico-diferencial, via realimen- 
tação de estados, em alguns casos, busca estabilizar, através de técnicas já conhecidas de 
controle, o sistema diferencial resultante da eliminação das variáveis algébricas. 
Os teoremas a seguir dão condições suficientes para que o sistema seja estabilizável 
sem a eliminação de nenhuma variável, o que permite a inclusão de incertezas em todas 
as matrizes Ji.
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Teorema 2.3 Seja Co[1II¡]§=1 um politopo converso de vértices \II¡ dados. Considere 0 
sistema incerto 
É = J1-'D+J2z + Blu 
(2.11) 
O = J3$ + J4Z 
e suponha que 
J J B J - J - B - 1 2 1 E CO Í lt 2! lt 
Ja J4 0 Jaú ‹Í4i 0 
Então o sistema (2.11), (2.12) é quadraticamente estabilizável, pela lei de controle 
u = Klx + Kzz, se existem matrizes W > 0, R > 0, N, M, F1, F2 tais que as seguintes 
LMIs sejam ƒactíueis: 
[ 
WJÍÍ + JIÍW J' B”F* + FÍBÍ* J2"R J';)B“F2 + N [Jzz Ja] + [Jzz Jzzi1'N' < o 
121;. + 1‹¬¿B¿i 
Mi-Íai J4z'] = [J3iW JMR] Vi = 1› ---,Q 
(2.l3) 
Em caso afirmatiuo, u(:z;) = :r'W`1:1: é uma função de Lyapunou para o sistema em malha 
fechada e K1 = F1W"1, K2 = F2R`1 são os ganhos estabilizantes. 
Prova: Suponha que (2.l3) esteja satisfeita e defina L = NM '1, K1 = F1W`1 e 
K2 = F2R`1. Como M [J3¿ J4¿] = [J3¿W J4¡R], temos que: ' 
' ' + L[J3iW J4,~R]+ WJ; + JHW + Bizflw + WK;B‹ J2,~R + B,-K2R 
RJ¿,. + RIQB; o 
(2.14) 
+[J3¿VV J4¿R],L, < O 
Por convexídade e com (2.12), temos: 
+ L[J3W J4R] + [J3W J.,R]'L' < 0 
(215) 
W.1;+ JIW + BKIW + WK;B' JzR+ BKQR 
RJ; + 1-2K;B' o
I 
Pré e Pós multiplicando-a por 
[ 
xo 
} 
e 
[ 
xo 
} 
, obtemos 
Zo Zo
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zo WJ{ + J1W - Bmw _ WK;B' JzR - BK,R 
zo RJ; - RK¿B' o zu 
sempre que [J3W J4R] 
I: 
:o 
il 
= 0
o 
Com W = P* > 0, R > O, xo = Pa: e zo = R'1z, concluímos a prova do teorema 
pela definição 1.2. 
OO 
Corolário 2.2 Seja C'o[\I/¿]§=1 um politopo convexo de vértices \II,- dados. Considere o 
IÍI = J1.'D+J2Z+B]_'LL 
O = J3III+ J4Z+Bz'LL 
sistema incerto 
{ 
(2. 16) 
e saponha que 
J1 J2 B1 
€C,0[\I,_],_¡ IF: Ju Jaú Bié (217) 
Ja J4 B2 Hd, 1 Jai ‹Í4i Bzé ' 
Então o sistema (216), (217) é quadraticamente estabilizáoel por uma lei de controle 
do tipo u = Klx se El W > 0, L, F, tais que as seguintes LMIs sejam ƒactíveis Vi = 1, ..., q: 
WJíz~+‹¡1iW+B1z'F+F'Biz~ WJšz~+F'B£i ' z 
Í Jiw BF O +L[J;i J;¿l+[J¿¿ J;,i]L<o 3 + 2z 
(2.18) 
Em caso afirmativo, K1 = FI/V* é o ganho estabilizante e v(:c) == a:'W'1:c é uma função 
de Lyapunov para o sistema realimentado. 
Prova: A prova é semelhante ao corolário 2.1, necessitando-se apenas substituir J1 
por J1 + B1K1 e J3 por J3 + B2K1 na LMI (2.9). 
<><> 
Quando o sistema não apresenta parâmetros incertos, ou seja q = 1, as condições do 
Teorema 2.2 e dos Corolários 2.1, 2.2 são necessárias e suficientes. A prova da necessidade 
é obtida através da aplicação do Lema l.4. 
As condições do Teorema 2.3 são apenas suficientes, mesmo quando o sistema não 
apresenta incertezas. No entanto, se aplicarmos uma transformação de similaridade em zz: 
e z, tais que xo = 'rg 1:1: e zo = 'rz'1z, as condições do Teorema 2.3 mudam para
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WJ'- J-W BF F'B' J¿R BF “+ 1' +, Í+ 1 2 + 2 +NIJzzTzzJ4.~Tz1+ RJ;,+F,B o 
+ [J;›,¿T$ J4¿Tz]' N' < 0 (2.19) 
M[J3¡Tx J4¿Tz1 = [J3¿W J4¿R] = 1, ...q. 
onde Tz = rzré e T, = rz'r;. Com isso, podemos encontrar valores de T, e T, que tornem 
o problema factível. Contudo, esse não é um trabalho trivial, já que as condições acima 
não são convexas em Tx e TZ. Uma alternativa para tal é tentar encontrar T, e T, através 
de teste de Dectabilidade e Estabilizabilidade, como propôs [CT99]. 
2.2.3 Exemplos 
Nos exemplos a seguir, utilizamos o software matemático Sci1ab(desenvo1vido pelo 
INRIA, França). 
Exemplo 2.1 Primeiramente iremos considerar 0 caso de análise, com o sistema descrito 
na forma (23), onde : 
J_<-10 -5) J_(2 0) 1" -14 -11' 2` 7 3 
6 8 8 5 
`I3=(6 6)' J'*:<6 6) 
Note que o sistema é estável, dado que os autovalores de (J1'- JzJ4' 1.13) são: 
-24262859 
-26240381 
Aplicando o Teorema 2.1, comprovamos a estabilidade do sistema, obtendo: 
00305042 0.0679597 
L: -0.l800858 -01866456 P=( 19.668744 -15244659) -05530199 -00151116 , -15244659 44820319 
00839101 -05377337
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Considerando o mesmo sistema, mas agora, com elementos incertos nas matrizes J3 e 
J4 da seguinte forma: 
`]3=(Ê õ(1íõ1))* J4=(É ô(1-Íõg) 
Aplicando o teorema 2.2, conseguimos provar que o sistema acima continua quadrati- 
camente estável para uma variação de 70% em 61 e de 80% em 62. 
Exemplo 2.2 Podemos também aplicar o corolário 2.1 no mesmo exemplo, aqui apenas 
para o caso nominal, obtendo: 
0.0375533 -0.0481731 
L: -0.1082332 -00382336 W=<19.668744 -1.5244659> -03055450 0.0l16717 7 -15244659 4.4820319 
0.020l787 -0.31070l0 
Aqui percebe-se que não há, no caso de análise, uma diferença entre aplicar o teorema 
de análise com abordagem dual ou primal, mas isso fica mais evidente para o caso de 
síntese via realimentação de estados onde a abordagem dual é bem menos restritiva. 
Exemplo 2.3 Considerando agora o sistema na forma (1.3) com 
1 0 O O 7 2 8 
J1 = O 2 3 , Jg = 9 5 1 O 
3 7 5 6 5 2 3 
J3={21 15 1õ),J4={ õ 3 6 
24 0 9
0 
Bzšioo) 
0
_ 
que tem o seguinte conjunto de autovalores em malha aberta : 
IO 13 OO 
›Í>~Cfl[\9C.0 
›P~CflCIIÇ~3 
tO›l'>~G3l\D 
›J>l\D›-ÀCD
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-18020392 
1.61246l 
35.230153 
Utilizando o teorema 2.3 obtemos os seguintes ganhos : 
K1 = (-13376.846 -77287.489 -42727.209) 
K2 = (-04931469 04410784 0.2298262 -04865354) 
que levam os autovalores em malha fechada para: ~ 
-23190078. 
-1.6999876 + 636999171' 
-L6999876 - 636999171' 
Exemplo 2.4 Aqui utilizamos um exemplo de sistemas de potência cujos dados 
numéricos podem ser encontrados na seção A.1 do Apêndice A. 
Aplicando o corolário 2.2, obtemos 
K1=(-8503.5176 -2798.8724 -3292.6663 -01280335) 
que leva ao seguinte conjunto de autovalores em malha fechada: 
-67.7l5007 + 997076211' 
-67.715007 - 997.0762li 
-9.55111 
-33599221 
Os ganhos aqui obtidos são elevados, mas deve-se levar em conta que nenhum critério 
de performance foi utilizado. No capítulo 4, utilizando critérios de performance, obtemos 
para este mesmo exemplo ganhos mais razoáveis. 
2.3 Sistemas Discretos 
No caso discreto, os sistemas com restrições algébricas são descritos por um conjunto 
de equações algébricas e recursivas (à diferença). Os resultados a seguir são uma extensão
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dos resultados obtidos para o caso contínuo. 
2.3.1 Análise 
Os teoremas a seguir fornecem condições suficientes para provar a estabilidade de 
sistemas discretos com restrições algébricas. 
Teorema 2.4 Seja C'o[\I1¿]f=1 um politopo converso de vértices \I1¿ dados. Considere o 
sistema incerto 
íI21z+1 = J1I_B¡z + Jzzk 
(2 20) = J3$¡; + J4Z¡; ' { 0 
e suponha que 
J Ji z' J* 2 e 0zz[\1zi1g=1, nz 1 J2 (221) 
Ja J4 Jsi Ja 
Então, 0 sistema (220), (221) é quadmticamente estável se existem matrizes P > O 
e L, tais que a seguinte LMI esteja satisfeita: 
_ 
É íf°i+Li~e J«i+íJ3~f«1'L' ÍÉZÍ <@,W=1,.._,q W i 1 Í W V P Ju ‹Í2â -P 
(2.22) 
Em caso afirmativo, v(:z:k) = :1:§cPxk e' função de Lyapunou para 0 sistema (220), 
(221). 
Prova Suponha que (2.22) satisfeita; pela propriedade da convexídade e por (2.21), 
teremos: 
P ' J'P - I 0 +L J J J J L' 1 W i iz M3 4 [M so 
P[ J1 Jz] -P 
Aplicando o Complemento de Schur na LMI acima, obtemos: 
[JI J2]'P[J1 Jz]- 1gn+L[J,, J.,]+[J3 .L,]'L'<o
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Pré e Pós multiplicando esta equação por 
í 
xk 
} 
, obtemos 
zh 
lí:l'<líâlPwMi2l>lí:Mí:l+@«»1lí::l=@ 
(2.23) 
que é a versão discreta da definição 1.1. 
<><> 
A abordagem Dual também pode ser utilizada, como no caso contínuo, para garantir 
a estabilidade do sistema Primal. 
Corolário 2.3 Seja Co[\If¿]f=1 um polttopo conuexo de vértices \I/¿ dados. Então o sistema 
( 2.20), (221) é quadmticamente estável se efctstem matrizes W > 0 e L tais que a seguinte 
LMI esteja satisfeita: ' 
_[Vá/}[I 0]+L{J§â ‹Ízii]+[‹Í§z~ J4z']'L' <0,VZ_=1,m,q 
l z zl W W Ji. Já. _ 
(224) 
Em caso afirmatiuo, u(:r¡,) = x;€W"1xk é uma função de Lyapunov do sistema. 
Prova De forma análoga ao caso contínuo, podemos verificar a estabilidade do sistema 
(220), (2.21) (Primal), analisando a estabilidade do seguinte sistema 
í5¡z+1 = JiÍ¡z+JšZ¡z 
(2 25) 
o = J¿â'z,,+J,;â,, 
onde (2.25) é denominado sistema Dual. Sabemos que, se 'u(:c¡,) = x§,W'1x¡, é uma 
função de Lyapunov para o sistema primal, então u(:'zš¡,) = í:§,W:f:¡, será uma função de 
Lyapunov para o sistema (2.25) (e vice-versa). Este fato pode ser verificado pela condição 
de estabilidade do primal BP > O : A' PA - P < O e o Complemento de Schur. 
Suponha (2.24) válida. Pela propriedade da convexidade, teremos que ela é válida 
para (2.21). Aplicando o Complemento de Schur, obtemos: 
wi Jé1'WiMl~lÊ“8l+Lazz1+azn”Lf‹‹›
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I 
, . . .. . -'Fiz 1121; , Pre e pós multrphcando a equaçao acxma por e 
, conclurmos a prova 
Zlz Zlz 
pela versão discreta da definíção 1.1.
V 
2.3.2 Realimentação de Estados 
Teorema 2.5 Seja Co[\If,â]§=1 um politopo converso de vértices \If¿ dados. Considere 0 
sistema incerto 
{ 
íD¡B+1 
= J1II2¡¢ + Jzzk + Bu 
(226) = J3$¡¢ + J4Z¡,; 
e suponha que 
E C0 [\IÍ¿]g=1 , \I¡¿ = 
Ja J4 0 Jsi J4i 0 
ntao 0 sistema (2.2ó`), (227) é quadraticamente estabilizável pela lei de controle 
u = -Klx se existem matrizes W > 0, F, L, tais que a seguinte LMI seja _facti'vel: 
(J1 J2 B Ju Jaú Bi 
E r 
"H/MI 0l+L[Jéz~ .Líz]+[J¿i J4z]'L' [J1*“;&;VB*F} <0 
[WJ;i»F'Bi WJ¿i] -W 
Vi = 1, ..., q 
_ 
(2.2s) 
Em caso afirmativo, K1 = FW* é o ganho de realimentação em malha fechada e 
v(:ck) = :c§çW“1:z:k é função de Lyapunov para o sistema (226), (227). 
Prova : A prova é semelhante ao caso de análise usando a abordagem Dual. Teremos 
apenas que substituir J1 por J1 - BK 1 e definir K1 = FW'1. 
2.3.3 Exemplos 
Exemplo 2.5 Considerando o sistema onde: 
0.2) 0 0 o 0.8 J1=< >»zz< > 0.7 0.3 0.6 o 0.2
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0.7 0.1 3 ô 2 
J3= 0.8 0.7 ,J.,= 1 o 1 
o 0.2 8 9 3 
Note que o sistema é estável já que os autovalores são: 
-0.2628571 + 043364611' 
-02628571 - 043364612' 
A) utilizando o Teorema 2.4: 
Obtemos 
P_ (1o977.1ô9 5740.0266 `
5740.0266 8142209 
B) Abordagem DUAL: usando 0 corolário 2.3, teremos: 
< 
8205735 -41329314) W _.. ` -41329314 77459858 
Exemplo 2.6 Utilizamos 0 exemplo A.1 do apêndice A, discretizado com um período de 
amostragem de Ta = 0.01. 
Em malha aberta o sistema discretizado tem os seguintes autovaloresz 
08348422 
09408887 
1.0105966 + 0.0479511z` 
1.0105966 - 0.0479511'¿ 
Aplicando o Teorema 2.5, obtemos como ganho K, da realimentação de estados u=-Kx, 
K = (137.45132 70395621 670.92199 02115725) 
que leva os autovalores em malha fechada para:
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-0.0391355 + 014397731' 
-0.0391355 - 0.1439773z' 
08797351 + 0.1269674i 
0.8797351 - 012696742' 
2.4 Extensão para Sistemas LFT 
Os resultados obtidos na seção 2.2.1 são aqui extendidos para sistemas LFT ( Linear 
Fractional Transformations) [LZD91] [DPZ91] [LZD96]. A estrutura destes sistemas pode 
ser vista como um problema de realimentação, mostrado no diagrama de blocos da figura 
2.1. 
W ZÊ 
Figura 2.1: Sistema LFT 
onde G (s) = C'(sI - A)'1B + D representa a matriz de tranferência do sistema. 
Consideramos o caso em que A é uma matriz diagonal com elementos incertos, repre- 
sentada por 
A ê A, = {A z A = Dz;zzg(õ,1,,,.), õ, ê R, |õ,-| 5 1}. (229) 
A representação por variáveis de estado do sistema na forma LFT é dada por 
ai: = A:1:+ Bw 
z = Cx + Dw (2.30) 
w=Az 
onde A, B, C, D são matrizes conhecidas e 2: 6 R”, w 6 Rk e z E Rh. 
Os teoremas a seguir utilizam-se da idéia do L-Ca ”Scaling”e D-G ”Sca- 
ling” apresentados nas seções 1.4.3, 1.4.4. O problema tratado é o de análise, ou seja, 
verificar se o sistema é quadraticamente estável, com A 6 A, Para tal, assumimos que 
< 1, garantindo que o sistema (2.30) seja regular.
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Teorema 2.6 Seja {A,-}§=1 o conjunto de vértices do politopo As. Então o sistema in- 
certo 
ri: = Az1;+Bw 
z = Cx + Dw (2.31) 
w=Az 
é quadraticamente estável se El L, P, tais que: 
A'APi;,1ÍA PÍA*}+L[c (Dai-I)]+[c (DA,--1)]'L'<o 
(232) 
P>0 \'/i=1,...,q. 
Em caso afirmativo, v(x) = :c'Px é função de Lyapunov para o sistema. 
Prova: _O sistema (2.31), através da eliminação da variável w, é equivalente ao seguinte 
sistema na forma algébrico-diferencial desacoplado: 
:i:=A:t+BAz 
{ 0 = cz + (DA _ I)z 
(233) 
Considerando J1 = A, Jz = BA, J3 = C e J4 = (DA -I ), podemos facilmente aplicar 
0 Teorema 2.2 (L - Ca Scaling) no sistema 2.33, 0 que prova o teorema. 
<><> 
Note que a condição < 1 é necessária para garantir a regularidade do sistema, 
isto é, J4 inversível para todo A. O interessante da abordagem acima é que se conseguiu 
uma formulação politópica para as incertezas limitadas em norma. 
O resultado abaixo é similar ao resultado obtido por Feron et all [FAG96] na proposição 
1.1. 
Teorema 2.7 Seja As definido por (229). Entao o sistema incerto 
á:=A:r+Bw 
z=C:n+Dw (2.34) 
u›=Az, AEAS 
é quadmticamente estável se El T,S,P, tais que:
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' A'P + PA + asc PB + 0'sD + c'T' < O B'P + Uso + Tc -s + D'sD + TD + UT' 
, 
T = -T2 T = Dwâm, rn é RW 
(2 
S > 0, S = .D'¿ag{S¿}, Si É Rnix"¡ 
` 
P > 0 
Em caso afirmativo, 'u(:1:) = :z:'Px é função de Lyapunov para o sistema. 
Prova: As condições para que v(x) = x'P:z: seja função de Lyapunov para o sistema 
(2.34) são P > O e 
1)(x) = :r'(A'P + PA):1: + w'B'P:t + :z:'PBw < O (2.36) 
sempre que z = Cx + Dw e w = Az. 
Pelo lema 1.5, teremos que : 
'l.L){S¿'lU¿ É Z(S¿Z¿, Si > O wi = Õizi <=$~ 
{ UJÍTÁZI _ O 
*T _ _T, 
z' z z 
'_ 
1 i 
Utilizando o fato de que z = Cx + Dw, teremos: 
'U);S¿'U¡‹¿ É Z2S¿Z›¿ = + D¿w)'Si(Ci$ + Diw), Si > 0 
w§T,~z¿ = w§T,(C¿x + Diw) = 0 T, = -T2 
Aplicando S-procedure [BGFB94], obtemos que: 
i›(:z:) 5 :c'(A'P + PA):1: + w'B'Pa: + :z:'PBw + (Cx + Dw)'S(Ca; + Dw) - u/Sw 
+w'T(C:c + Dw) + (Ca: + Dw)'Tw < 0 
.(2.37) 
Note que (2.37) pode ser escrita na forma LMI, como indicado em (2.35). Assim, se 
(2.35) está satisfeita, temos (2.37) satisfeita e, consequentemente, (2.36) também está, o 
que prova 0 teorema. 
<><> 
Teorema 2.8 Seja As definido em (229). Então o sistema incerto 
.35)
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.'i:=A:z:+Bw 
z = Cx+Dw (2.38) 
w=Az, AGA, 
é quadraticamente estável se 3 L, P, S, T, tais que: 
' A'P+PA PB o
I B'P -ST +L[0D-Il+[0D-I]L'<o 
0 T' s 
‹ T = -T', T = Dtag{T¿} (2.39) 
S > 0, S = Diag{S¿} 
` P > O 
Em caso afirmativo, 'u(a:) = :c'P:1: é função de Lyapunov para o sistema. 
Prova: As condições para que v(a:) = x'Px seja função de Lyapunov para o sistema 
(2.38) são P > O e 
= :1:'(A'P + PA)x + w'B'Pz + :z'PBw < 0 
sempre que 0=C'z:-l-Dw-zew=Az. 
Uma condição suficiente para incorporar a restrição w = Az a é dada a seguir. 
Z 
i!5..<¿g.. g.>Q Como wi = õ,z,- <=> w: 'w' ` Z” tz" 1 pelo lema 1.5, de maneira análoga ao 
w¿TêZâ = 0 Ti = -Ti' 
teorema 2.7, podemos aplicar S-procedure e obter 
fl: A'P+PA PB O :IJ 
«¿›(zz) 5 w B'P -S T w 5 0 (240) 
z O T' S z
x 
sempreque 
[ 
C D -Il w =0
z 
Supondo que (2.35) esteja satisfeita, podemos simplesmente pré e pós multiplica-la
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I 
32 $ 
por 
{ 
w 
] 
e 
[ 
w 
ii 
e o teorema fica provado com (2.40). 
z z 
<><> 
Proposição 2.1 O Teorema 2.7 é um caso particular do Teorema 2.8, obtido com 
1 D'S 1 
L1 =-ëcls, €L3=S(š+€) 
sendo e > O um escalar suficientemente pequeno. 
Prova: Considere as condições dadas pelo Teorema 2.8. Fazendo a multiplicação de 
L 
[ 
C D -I L obtemos 
L3C L3D -L3 
L1 1310 LID -L1 
Lz [C D -I]= Lzc Lzp -L2 
Ls 
então 
I 
L10+C'L; L1D+0'L¿ -L1+c'Lg 
L[c D -I}+[c D -1]L'= (L1D+C'L;)' L,D+D'Lg -Lz+D'Lg 
(-L1+ 0'L§)' (-L2 + D'L§)' -Ls - Lã 
a LMI (2.39) fica: 
A'P + PA + Llc + c'Lg PB + L1D + UL; -L1 + C'Lg 
(PB + LID + c'L;)' -S + Lzp + UL; T - L2 + D'Lg < o 
(-L1 + c'Lg)' (T _ L2 + D'Lg)' 5 _ L3 - Lg 
Escolhendo L1 = 505 e L2 = T + 2; e L3 = s(; + 6) e óefinândo 
Q _ A'P + PA + asc PB + USD; + c'(T + %~°=) ' (PB + C'sD§ + C'(T + DT'S))' -S + TD + UT' + USD 
temos que: 
Ô -g0'S + C'S(§ + õ) 
D'Se < 0 
[ 
(-gas + c's(; + z))' (D'sz)' 
] 
-sz
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Aplicando Schur: 
eB'S _ _ ‹r›+LDÊSls 16 1[zsBz zsD]<o 
efetuando as multiplicações no segundo termo da desigualdade, obtemos: 
CI 
‹1›+z[ lslo D] <o DI 
Para e suficientemente pequeno, a expressão acima se reduz à condição dada pelo teorema 
2.7. O que prova a nossa proposição, ou seja, D-G scaling caso particular de L- Ca/D -G 
scaling. 
<><> 
2.4.1 Uma Aplicação 
Exemplo 2.7 Uma aplicação a sistemas LFT: 
Considerando o seguinte exemplo de sistema LFT ( 2.30) onde .- 
A_ ,B_ 
o o o 1 
-1 -4 -õ -4 -1 
› 0 7 O O 0.1 0 ‹f=< >»›=< > 6 1 2 2 0 0.2 
A variação máxima em módulo de 51 e 62, obtida pela aplicação de cada teorema, é 
mostrada na tabelas 1), (22) e (23). 
©© 
Ê!-¡ 
|›-IG 
GC) 
Liifií 
!-^©©<D 
©©© 
§_____í 
É interessante notar que o teorema 2.6 é menos restritivo que os outros teoremas. Já 
provamos que 0 teorema 2.7 é menos restritivo do que o teorema 2.8. Falta demonstrar 
analiticamente se a abordagem politópica é mais vantajosa do que as outras. Em todos 
os exemplos que simulados, a metodologia politópica foi menos restritiva.
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Variação Teoremas 
Max. de 2.6' 2.7 42.8 
||õ1¡|wm¡|‹Sz|I=0 0.5 0.42 0.42 
||õzIiwm||õ1\|=o 0.24 0.17 0.17 
Tabela 2.1: variação máxima de com = 0 
Variação Teoremas 
Max. de 2.6' 2.7 2.8 
' 
||õ1|| 0.33 0.17 0.18 
\|õz|| 0.14 0.14014 
Tabela 2.2: variação máxima de HÕ1 | com \|õ2H 5 0.14 
Variação Teoremas 
Max. de 2.6 2.7 2.8 
||õ1|| 0.15 0.15 0.15 
Hõzll 0.20 0.14.0.15 
Tabela 2.3: variação máxima de Hõz I com Hõlfl S 0.15. 
2.5 Comentários 
Neste capítulo fornecemos condições suficientes para o problema de análise e síntese 
via realimentação de estados, evitando o processo de inversão de matrizes e preservando 
a esparsidade do sistema. 
O interessante desta abordagem é que podemos, de maneira simplificada, considerar 
incertezas em todos os elementos do sistema. 
Outro ponto importante é a maneira alternativa de se tratar sistemas na forma LFT. 
Com isso, resolve-se o problema de incertezas do tipo limitada em norma de forma po- 
litópica (Teorema 2.6), sendo a solução menos restritiva. O ponto negativo deste é de 
ordem numérica, já que o número de LMIs cresce exponencialmente, à razão de 2°. A 
vantagem das duas outras abordagens é 0 fato do número de LMIs ser independente do 
número de parâmetros incertos no sistema.
Capítulo 3 
Realimentação de saída 
3. 1 Introdução 
O processo de estabilização de sistemas dinâmicos por realimentação de saída é uma 
técnica de controle frequentemente utilizada na prática, pois dificilmente temos acesso 
a todas as variáveis de estado. Normalmente, as técnicas de estabilização de sistemas 
algébrico-diferenciais, via realimentação de saída, utilizam o sistema obtido com a elimi- 
nação das variáveis algébricas. Este procedimento permite a utilização de diversas técnicas 
já conhecidas de realímentação de saída, tais como: LMI, alocação de pólos, Função de 
Lyapunov, posicionamento de auto-estrutura entre outros [SADG97]. 
De forma análoga ao caso de realimentação de estados, o que propomos, neste capítulo, 
é estabilizar o sistema algébrico-diferencial através de uma realimentação de saída, sem a 
eliminação da variável algébrica. A idéia é garantir que o sistema incerto seja quadrati- 
camente estabilizável e que v(ac) = :r'P:z:, Vw, com P > 0, seja uma função de Lyapunov 
para o sistema realimentado. ' 
3.2 Realimentação de Saída 
3.2.1 Estática 
Aqui trataremos do caso de uma realimentação de saída desacoplada do tipo 
C 0 :rx u=-[K1 K2]y,ondey={01C2}íz}.
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Esse tipo de abordagem é interessante, pois caracteriza uma independência entre as va~ 
riáveis algébricas e as variáveis diferenciais. Mas os resultados a seguir podem ser facil- 
mente transpostos para o caso de realimentação de saída sem desacoplamento.
1 
Teorema 3.1 Seja C'o[\If¿]§=1 um politopo convexo de vértices \II¡ dados. Considere o 
sistema incerto 
:i:=J1:c+Jzz+Bu 
0=J31E+J4Z 
Liza um 
Ji J2 111 Jzé 
J Ji Ji '13 4 ê c‹›[\1zi1g=1, zizi z 3 4 (az) 
O C2 O C2; 
e suponha que 
Então o sistema (3.1), (32) é quadraticamente estabilizáuel pela realimentação de 
saída u == - 
[ 
K1 K2 
1 
y se existem P, L, F1, F2, M tais que as seguintes LMIs sejam 
factiveis: 
PJ1¿ + J'¿P - BF1C1¿ - C'-F'B' PJz,- - BF2C2¿ 1* 1
O 
PB=BM vz'=1,..,q 
P > O 
(3-3) 
Em caso afirmativo, os ganhos de realimentação são dados por K1 = M“1F¡_ e K2 = 
M”1Fz e 'u(zv) = x'Px e' uma função de Lyapunou para o sistema realimentado. 
Prova: Suponha que as condições do Teorema 3.1 estejam satisfeitas. Como K1 = 
M”1F1,K2 = M”1F2 e PB = BM, teremos: 
PJ- J'~P-PBKC¿-C'-K'B'P PJ¡-PBKC¿ h+ 
hJ§.P-C;.1K'¿1BfP 
lt 1 2 
O 
2 2 
}+L[J3z'J4ê]+[Jsz' ‹74¢]'L'< 0
Z Z
.rr --f-=- .>*-šflfiflil uínr¡.'.¡z'n&¶¡¡=.i§3¡I'ø‹
. I 
rzfâzwzizeca U niversitáâis 1 
1 UFSC . 
- ~ I 
›~--aflnøaul' 
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Pela propriedade da convexidade juntamente com (3.2), obtemos 
J'P _ PBK 0 - c'K'B'P PJ - PBK 0 1 PJ1+ 1, 1 1 1 1 2 1 1 +L[J3J4]+[J3J.,]'L'<o J2P - c¿,K;B'P o
I 
Pré e pós multiplicando-a por 
[ 
:B 
l 
e 
{ 
x 
}, 
concluímos a prova do teorema pela z z 
definição 1.2. 
<><> 
Uma outra alternativa seria trabalharmos com o Problema Dual, de forma análoga a 
utilizada no problema de realimentação de estados. 
O sistema dual ao sistema (3.1) é descrito .por 
ílfd = Jíílid + Cíud + Jšzd 
0 = Jêflid + J4Z¿ (3.4) 
ya = B'íE‹1 
onde u¿ = -GÇ,y¿ 
O teorema a seguir garante condições suficientes para o caso de realimentação de saída 
do tipo u = -Kly com y = C' - lx. 
Corolário 3.1 Seja Co[\I/¿]f=1 um politopo convexo de vértices \I/¿ dados. Considere 0 
sistema incerto 
:t= J1:1;+J2z-l-Bu 
O = 113111 + J4Z 
i 
'y ="- Clã) 
e suponha que 
J1 J* B êcomi tz J” J11 B* (sô) J3 J4 o 1*=1° 1 Ja. Ji. o ' 
Então o sistema (3.5), (3.ô) é quadraticamente estabilizável pela realimentação de 
saida u = -Kly se existem W, L, F, M e N tais que as seguintes LMIs sejam ƒactíveis:
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@W+W%-am;-qwwvwç 5 
{ 
[ Jsiw O 
+L[J;i J_;i]+[J;¡ J;i]L<o 
C1W=MC'1 Vi=1,...,q 
ao 
Em caso afirmativo, o ganho de realimentaçâo é dado por K1 = M"1N e v(x) = 
1:' W`1:z: é uma função de Lyapunov para o sistema realimentado. 
Prova: Supondo que (3.7) esteja satisfeita. Como temos K1 = M'1N e C1W = M C1, 
ficamos com: 
J1¿W + WJ1¿ - B¿K1C1W - WCÍKÍBÉ Wlši + L 
[ 
Jêi Jái 
]
. 
JaiW 0 
I 
(3.8) 
+[&.@]U<o 
Por convexidade, teremos com (3.6) ` 
JW WJ-BKCW-WC'K'B' WJ' ll * 1 ax “ 03l+Llzf~z1+lJ~z1'Lf‹‹› 
(3.9)
I 
Pré e Pós multiplicando-a por 
[ 
md 
1 
e 
Í 
md 
} 
obtemos 
Zd Zd 
U "
› 
Zd J3W O Zd 
__ [zd 
[ 
J1W+WJ1 -BK1c1W-Wc;K;B' WJ¶ Ízfl <0 
V(:I:,z, zd) : Jéxd + J4z¿ = O 
Pela definição 1.2, esta é a condição para que V(:c) = :1:f¡Wz¿ seja função de Lyapunov 
para o sistema Dual. Então temos que V(:n) = x'W”1x será função de Lyapunov para o 
sistema primal, concluindo assim a prova do teorema. 
OO 
OBS: quando consideramos y = Clan + Czz (C2 76 0), obtemos
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J3iW 2 2 2 4i 3.10 { 
-71âW"f'WJié _ BiNC1 _ CiN'BÊ Wófšâ 
l 
+L[ Jfi __ 01103,! J/ 
1 
( ) 
+ 
[ 
Jg, _ c;K;B; 1;, ]'L' < o 
que é não-convexa devido ao termo LC§K§Bz . 
3.2.2 Dinâmica 
Normalmente, podemos incorporar a dinâmica do controlador no sistema, transfor- 
mando o problema de realimentação dinâmica de saída em um problema de realimen- 
tação estática de dimensão aumentada. Consideramos aqui o problema de realimentaçäo 
sem desacoplamento entre as variáveis algébricas e diferenciais, ou seja, u = -K y com 
y = C1$ + 022. 
Dado o seguinte sistema: 
É'-=J1.'D+J2Z+B'I.L 
0=J3I13+J4z 
yzía am] 
(3.l1) 
e a seguinte lei de controle: 
ic = Acme 'l' Boy 
__ (3.12) u _- Ccxc + Dcy 
em malha fechada, teremos 
zé = (J, + BDcC1)z + (Jz + BD,Cz)z + Bcczc 
:tc = Acxc + BcC'1:z + B¢Czz (3.13) 
O = J322 + J4Z 
resultando no seguinte sistema aumentado: 
:ta = Jmza + Jzaz - B‹,G,,C1a.r‹, - B,,G,,C2,,z 
O = J3,,a:,,, + J4z 
J 0 B O J Ondexa=[x,x2]I;J1a:[01 0l;Ba= O Íl;J2a=l02l; 
(314)
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C1 0 
_ __ C2 _ __ -Dc -0,, _ C10_[0 I}›C2a_{0]›Ga_{_Bc _Ac}›J3G_[J3 
Considerando o sistema (3.14), obtemos o seguinte resultado: 
Corolário 3.2 Seja C'o[1I1,~]§=¡ um politopo convexo de vértices \I/¿ dados. Considere o 
sistema incerto 
lia. = Jlaxa + J2az + Baua 
O = J3a£€ + J4Z 
y=[C1,, 
(315) 
Jla J2a Jlai J2ai 
«faz J4 €C°[\Í'â]Í=1› \1'â= Jazz' J4ê (3-15) 
e suponha que 
[ Cla 02a Clai 
Então o sistema (8115), (316) é quadraticamente estabilizável pela realimentação de 
saída u = -Gay se existem matrizes P, L, F, M tais que as seguintes LMIs sejam ƒactífueis: 
' 
PJ1,,,z + J{,,P _ Baron, - c;,,F'B¿ PJz,,,~ - BQFCM + 
J£.,z~P - Céu-F'Bá 0 
LJaiJi Jai i,LI 
‹ 
+[3 4]-l~[3 JH <0 
(317) 
PBa=BaM 
`P>0 Vz`=l,...q 
Em caso afirmativo, a matriz dos ganhos que definem 0 controlador é dada por G., = 
M'1F e v(:1:) = :c'Px é uma função de Lyapunov para o sistema realimentado. 
Prova: A prova é idêntica à do teorema 3.1 e será omitida. 
<><> 
Às vezes, necessitamos que o controlador tenha alguma estrutura predeterminada. 
Neste caso, podemos colocar o sistema na fonna canônica observável e reorganizar as
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matrizes, de forma que os parâmetros desconhecidos fiquem apenas nas matrizes BC e Dc. 
Reorganizando então o sistema (3.14), obtemos 
'a= ja_BaGaCa a Ja"-Baõacl 
{ 
"J ( 1 )x +( 2 *V 
(3.1s) 
O = J3a£L`a + J4Z 
onde xa, Ba, Jza, Jza estão definidos na seção anterior e 
~ J1 BCC J = ; la. 
[ O Ac 1 
à.z[j 
c,,=[c1 0] 
5°? 
Como o sistema tem a mesma estrutura do sistema 3.15, podemos aplicar o Corolário 
3.2, substituindo JM por .Í1,,, Ga por Õa e C1., por Ca. 
<><> 
Nos casos anteriores, podemos facilmente transpor os resultados para uma realimen- 
tação de saída desacoplada (sistema do tipo (3.1)). Basta empregarmos o mesmo alge- 
brismo usado para incorporar a dinâmica do controlador ao sistema, obtendo, então, uma 
nova estrutura para as matrizes Ga, C1., e Cza, podendo-se assim aplicar o Corolário 3.2. 
3.3 Extensão para o caso Discreto 
Os resultados obtidos para o caso contínuo são facilmente transpostos para o caso 
discreto. Trataremos aqui apenas do caso de realimentação de saída estática, usando a 
abordagem Primal. O problema de realimentação de saída dinâmica pode ser obtido de 
maneira semelhante ao processo feito na seção 3.2.2. 
Teorema 3.2 Seja C'o[\I/¿]§=1 um politopo convezo de vértices III, dados. Considere o 
sistema incerto 
= J3íI}k 'Í' J4Zk 
$k+1 = J1íL`¡; + Jzzk + B'U,
O 
(3.19) 
y _ C1 O $¡¡; 
0 C2 Zk
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e suponha que 
Ji J2 Ju Jzz' 
J3 J4 G C0[\I¡¿]g:1 , \Í¡,f = J3¿ J4¿ (320) 
C1 C2 Úiz' Cai 
Então o sistema (319), (320) é quadraticamente estabilizável pela realimentação de 
saída u = - 
[ 
K1 K2 ly se existem matrizes P, L, F1, F2, M, tais que as seguintes 
LMIs sejam ƒactiveis: 
P ' J'~P - C'-F'B' 
_|:0¶[I 0]-l~L[J3z' J4i]+[J3i ‹Í4¿]L' [J;:P_C;:F;B/1 <0 
[ 
PJH - BFICU PJ2i _ BF2c2i 
1 
-P 
PB=BM vz'=1,...,q 
(3.21) 
Em caso afirmativo, K1 = M_1F1 e K2 = M'1F2 são os ganhos de realimentação em 
malha fechada e v(xk) = x§€P:z:k é função de Lyapunov para o sistema. 
Prova Suponha (3.21) satisfeita. Usando as propriedades de convexidade e as igual- 
dades PB == BM, K1 = M_1F1 e K2 = M*1F2, temos: 
_ 1; [1 o]+L[Jz J.,]+[Jz J.z]'L' <0 
[PJ1-PBKICI PJ2-PBK,c2] -P 
^ Aplicando o Complemento de Schur na equação acima, teremos: 
' P 0 
J1 '“ B-Klcl J2 _ BKQC2 P J1 _ BK1C1 J2 '_ BK2C2 _ 
l l l l 00 
+L[J3 J.,l+[J,, J,,]'L'<o 
[ J
I 
Pré e pós multiplicando a desigualdade acima por 
Í 
xk 
} 
e 
[ 
:sk 
M 
concluímos a 
Zk Zk 
prova de forma análoga a 2.23. 
<><>
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3.4 Exemplos 
Para os exemplos que se seguem, estaremos considerando o SEE descrito na seção A.2 
do apêndice A. 
Exemplo 3.1 Considerando uma 'realimentação de saída estática dada por y = C1:n+Czz 
e 'u = -K y onde 
c1=[ooo1o1o] 
Cz=[oo11oooo1ooo] 
obtemos como ganho K: 
K = 00909840 
Este ganho estabiliza. o sistema levando os autovalores em malha fechada para: 
-64022307 
-41069961 
-0.37539l1 + 604244342' 
-0.37539l1 - 604244341' 
-22276516 
-14790796 
-0.0010000 
Exemplo 3.2 Considerando agora o caso de realimentação Estática de Saída usando 
desacoplamento, com 
c1=[ooo1ooo]
e 
OGG 
COC) 
C>CD›-I 
Gr-IO 
(DOO 
(DOC) OCDQ 
COC) 
HCO OGG OGG 
CDGO 
C'z= 
Aplicando o Teorema 3.1, obtemos como ganho 
K1 = 00023026
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K2 = 
l 
04185987 00358428 -0.0819564
l 
que leva ao seguinte conjunto de autovalores em malha fechada: 
-67.571972 
-46938227 + 28.89169i 
-45938227 - 28.89169i 
-0.4662180 + 5.1533396i 
-0.-4662180 - 5.1533396i 
-14.610203 
-0.0010000 
Exemplo 3.3 Considerando agora 0 caso de realimentação dinâmica de saida através do 
sinal de potência elétrica, sem nenhum parâmetro conhecido no controlador, aplicando o 
Corolário 3.2 obtemos 
G _ o.31132õ4 01694943 “ 9.6330-07 o.4999s12 
levando para os seguintes pólos em malha fechada: 
-65590352 
-56402443 + 26.565806i 
-56402443 - 26.565806i 
-14518367 
-05565239 + 5.6693332i 
-05565239 - 5.6693332i 
-0.001000O 
-04999812 
Exemplo 3.4 Considerando agora o caso de realimentação dinâmica de Saída através do 
sinal de potência elétrica, com o seguinte controlador: 
_ k(1 + T1) “sl -
com T2 fixado em 0.28 e aplicando 0 Corolário 3.2, obtemos como ganho
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G _ o.3511soô 
V 
“ 
o.ooooo31 
e os parâmetros do controlador são: k = -03511808, T1 = 0.2799 que leva os autovalores 
em malha fechada para: 
-66258508 
-52949099 + 273581071' 
-52949099 - 27.358107z` 
-14.549978 
-05519739 + 5.4902876z` 
-05519739 - 5.4902876i 
-35714302 
-0.0010000 
<><> 
Exemplo 3.5 Considerando 0 sistema de potência usado na seção anterior e 
discretizando-o com período de amostragem de Ta = 0.01. 
O sistema discretizado tem os seguintes autovalores em malha aberta: 
04079623 
0.9031130 + 018109322' 
0.9031130 - 0.1810932'¿ 
. 1.000226 + 008081962' 
1.000226 - 008081962' 
08603371 
0.99999 
Aplicando o Teorema 3.2 teremos que a realimentação de saída u = -[ K1 K2 ]y 
estabiliza o sistema com 
K1 = 
[ 
-o.oooso12 o.o14ôsõo
] 
Kz= [o.23315õ5 -01597248 -o.so2o15s]
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levando os autovalores em malha fechada para: 
- 0.3l30646 
05647584 
0.9961787 + 0.0691667'¿ 
0.9961787 - 0.069l667'¿ 
0.8525666 
0.9992920 
0.99999 
3.5 Comentários 
Neste capítulo enfocamos o problema de realimentação de saída para sistemas 
algébrico-diferenciais no tempo contínuo e discreto. A abordagem utilizada é idêntica 
à utilizada no processo de estabilização por realimentação de estados, ou seja, trata a 
parte algébrica como uma restrição a mais do problema. v 
Além do problema de realimentação estática de saída, tratamos também do problema 
de realimentação de saída dinâmica, incorporando a dinâmica do controlador ao sistema. 
Outro ponto relevante é a possibilidade de se considerar realimentação de saída do tipo 
decentralizada, que pode ser interessante em algumas aplicações. 
As condições para a solução do problema são apenas suficientes, mesmo quando trata- 
mos de sistemas nominais. No entanto, como no caso de realimentação de estados, estas 
condições são sensíveis à aplicação de uma transformação de similaridade. 
Os exemplos apresentados ilustram o bom desempenho do método proposto, com a 
obtenção de ganhos pequenos para o controlador.
Capítulo 4 
Performance H2 e 
4.1 Introdução 
Atualmente, além do problema de robustez, outro ponto importante na teoria de 
controle é o problema de performance. Busca-se uma forma de minimizar, na saída do 
sistema, a influência de perturbações presentes na entrada. Para isto, necessita~se ter 
uma idéia da medida da variável de performance, ou seja, encontrar um controlador K 
no qual a função de transferência em malha fechada da entrada da perturbação W, para 
a saída de performance desejada, z, seja mínima. Um dos caminhos mais comuns para 
definir uma medida de performance são os critérios de norma Hz e Hw. 
Neste capítulo fornecemos condições para o projeto de controladores via realimentação 
de estados do tipo u = -Ka: para sistemas com restrições algébricas, levando em conta 
os critérios de performance Hz e HW Os casos contínuo e discreto serão tratados. Uma 
breve revisão dos conceitos de norma H2 e HW, nos dois casos, será feita no decorrer deste 
capítulo. 
4.2 Performance Hz 
4.2.1 Norma Hz 
Seja 0 sistema dado por: 
:is = A:z:+B,,u+B w 
{ 
'” 
(4.1) 
zz = Czzz; + Duzu 
onde 2: E R” é a variável de estado que supomos estar disponível para realimentação, 
u € Rm é a variável de controle, w G R' é a variável de perturbação e zz 6 R” é a saída,
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ou sinal de perfomance. A representação do sistema em diagramas de bloco é dada pela 
Figura 4.1. 
W Z “Y 
Figura 4.1: Problema Hz 
Primeiramente vamos considerar o problema de análise onde se supõe que o sistema 
de malha aberta (u E 0) é estável. 
A função de transferência do sistema em malha aberta de w para z é representada por 
G(s) = Cz(sI - A)`1B,,, 
A norma Hz para a função de transferência G(s) ou sua anti-transformada G(t) é 
definida como 
+00 21 
||G||z = 5,; eo w~<G*‹âw›G<z'w››dw 
= 
°° 
G‹r›'G<¢›df 
Se Lc denota o Graminiano de Controlabilidade e Lo o Graminiano de Observabilidade, 
a norma Hz pode ser calculada por [Daí91]: 
HGHÊ = t1"(CzL¢CL) = f1"(BL,L.›Bw) 
onde Lc e L,, são soluções de 
ALC + LCA' + B,,,BÇ,, = 0 
A'L,, + L,A + CQC, = 0 
Podemos também calcular a norma através do seguinte problema de Otimização 
[BGFB94]: 
||G]|§ = mz'n(tr(G,LcC;)) :ALC + LCA' + B,,,B,',, 5 0, Lc 2 0 
||G||§ = mm(t1~(B{,,L.,Bw)) z A'L., + L,,A + G;C, 3 0, L., z 0
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ou ainda 
= m¿'”(t7`(N)) 7 N _ CzLvC.,z› A-Lc + LCA' + BwB:z› É 0» Lc 2 O 
= min(tr(N)) : N - B{,,L,B,,,, A'L,, + LOA + CQC, 3 0, Lo 2 0 
4.2.2 Problema Hz e Realimentação de Estados 
O problema de otimização em Hz consiste em encontrar uma realimentação de estado, 
tal que a norma Hz da função de transferência em malha fechada HG',,,,, H seja minimizada. 
O teorema a seguir é conhecido na literatura, veja por exemplo [Cru96], e fornece 
condições para que a norma Hz do sistema seja minimizada por uma realimentação de 
estados 'a = -Kzn. 
Teorema 4.1 [Cru96`] Seja Gm, a função de tranƒerência em malha fechada no sistema 
abaixo com u = -K as 
ri; = J:v+B,,u+B,,,w 
zz = Czx + Duzu (4.2) 
y = w 
e suponha que CLDW, = O e DLZDU, > 0. Então 
[ 
N czw ~ DMF > O 
_ _ , _ (CZW - D,,zF)' W _ min ||G,,,z2Hã min tr(N) . JW + WJI + BUF + FIBL + BwB:u É O (4.3) W > 0 ` 
e o ganho que minimiza a norma é dado por K = FW'1. 
<><> 
2 Para sistemas do tipo algébrico-diferencial na forma 4.4, obtém-se a extensão do re- 
sultado acima mostrado no Teorema 4.2. 
Teorema 4.2 Considere o seguinte sistema algébrico diferencial: 
IÍJ = J122 + Jzz + Buu + Bww 
O = J3:z: + J4z (4.4) 
Zz = CZIC + Duzu
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A minimização de ||G,,,z2| Iz por realimentação de estados é dada pelo seguinte problema 
de minimização: 
_ N CzW - D ,F = : 
{ 
_ DuzF)l W U } 2 0 
1 _ _ 1 1 I 1 [J1W+ WJ1 
ãív 
FB +BwB,,, WLJ3 
l 
+L[J¿ Já] + [Já JHL, É O 
3 
(4.ô) 
W>0 
onde K = FW* é o ganho que minimiza a norma Hz em malha fechada com u = -K :1:
I 
Prova: Pré e pós multiplicando-a por 
Í 
x 
1 
e 
[ 
x 
} 
e utilizando o lema 1.4, temos 
z z 
que 4.6 é equivalente a 
z 
' 
J1W+WJ{+BuF+F'B;,+B,,,B;,, WJ¿ z <0 
Z J3W O Z _ 
sz: 
V(:z:,z):[J§ Jál[z}=-.O 
Desenvolvendo a multiplicação e considerando z = -J4`TJ§a: obtemos: 
$I((J1 " J2JzÍ1J3)W + W(J1 " J2J4_1-13)/+ BUF + F'B:, + B,,,Bíu):1: É O 
Fazendo-se J = J1 - JzJ4`1J3, obtemos as condições do teorema 4.1 o que completa a 
prova. 
<><> 
O problema acima considera o sistema nominal (sem incertezas). Para sistemas incer- 
tos oom 
JI J2 Bu Bw 
J3 J4 O O 6 Co[\I1¿]§=1 (4.7) 
C, 0 Dm O
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podemos mostrar que tr(N) se torna um limitante superior para ||G,,,z,| lã, isto é, 
||G,,,,,|]§ 3 tr(N). Com essa ressalva, as mesmas LMIs (4.6) se aplicam no caso incerto 
desde que elas sejam resolvidas para os vértices do politopo (4.7). Esse procedimento foi 
detalhado no caso de realimentação de estados e será omitido aqui. Note que GW, deve 
ser visto como um operador quando as incertezas variam no tempo. 
4.3 Performance HOO 
4.3.1 Norma Hoo 
A norma H.” de uma função de transferência G, é a norma induzida pela norma Hz, 
ou seja, é o maior ganho em norma 2 que se pode obter do sistema, e é dada por [GL95]: 
l|Gwzz l leo = SEIDP 0maw[G(Íw)l 
onde sup denota o supremo da função o,,m[G(jw)], e a,,m[G(jw)] é o máximo valor 
singular. 
No caso de norma Hw, não existe uma forma analítica de cálculo, mas podemos 
calculá-la de maneira iterativa. Um procedimento iterativo para 0 cálculo da norma HW 
é dado a seguir e pode ser encontrado, por exemplo, em [Sou94]:
_ 
Teorema 4.3 Seja o sistema G(s) = C(sI - A)`1B + D. Então HG(s)H°° < fy se e 
somente se existir uma matriz P > 0 tal que 
(A + Bz-1D'c)'.P + P(A + BZ-1D'C) + PBz'1B'P + v2C'f1¬~1c = o (4.s) 
onde Z ='72I -D'D e T= 721- DD' 
<><> 
O cálculo da norma Hx pode ser expresso também na formulação LMI, dado pelo 
Teorema 4.4. 
Teorema 4.4 Seja a função de transferência G(s) = C'(sI - A)“1B + D. Então a sua 
norma Hoo é dada pelo problema 1 
1S'e a ƒunção não ƒor controlável ou observável, então o problema retoma um limitante superior para 
a norma.
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||G|| 
=mz'n(~,2)z{AW+WA' Í2Il+{W§¶ [ow D]<o,W>o (4.9) X B] _ 
Prova: A prova deste é obtida diretamente da equação de Riccati, colocada na forma 
LMI. A prova completa pode ser encontrada, por exemplo, em [Cru96]. 
<><> 
4.3.2 Problema Hx e Realimentação de Estado 
O problema subótimo Hw consiste em encontrar um controlador K tal que o sistema 
seja estável e a norma HCO S fy, onde o valor de fy é previamente especificado. O problema 
ótimo Hu, consiste em encontrar um controlador que minimize essa norma. 
Considerando o seguinte sistema: 
Il? = J1$ + JQZ + Buu + Bww 
O = J;›,:t + J4z (4.10) 
zz = Czx + Dwzw + Duzu 
A solução do problema subótimo Hoo é dada pelo Teorema 4.5. 
Teorema 4.5 Seja fy um escalar positivo e Gwzz a função de transferência de w para zz no 
sistema (410) em malha fechada. Então existe uma realimentação de estados u = -K :r 
tal que HGwz2||°° S 7 se e somente se a seguinte LMI for factível em W, F e L: 
«If 
Bu, (C,W - Du,F)' 
0 O 
[c,,W-DMF 0] Dm -1 
W>O 
JW WJ'-B F-F'B' WJ' 
rf = 1 + 1 “ " 3 + LU; Jg] + [Jg J¿]'L' Jzw o 
onde K = FW* é o ganho de realimentação.
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\Í¡ = 0 
[ 
B; o 
] 
-721 
6 Cƒ = Oz _ DuzK 
Aplicando o complemento de Schur na LMI (4.11), obtemos a seguinte LMI equiva- 
lente: 
Prova: Defina 
WC; 
\Íz+ 0 C,W 0 D]5o 
Dl
1 
1,' .'13 
Pré e pós multiplicando-a por 
[ 
z 
} 
e 
[ 
z 
} 
, temos pelo lema 1.4 que a desigualdade 
ZÍ) ID 
acima e equivalente, a: 
x'(J1W + WJ{):1: + '‹DBfUx + a:'B,,,1I› + z'J3W:v + :c'WJ§z - '‹I›fy2I1I›+ 
+išH”'í§f`*iíCfW Diišifl 
V(x,z,vI›):{J§ JIJ [:J=O 
Da restrição de igualdade, deduzimos que z = -J4`1J§:c. Definindo J = J1 - JzJ4`] J3 - 
BK, obtemos:
I WC" 
zu'(JW+WJ')z+B;,z+z'B,,,«D-z¡›^y2IzD+Í 
[ 
D/ 
} 
[Cfw D] 5 0, V(:z,w) 
Colocando 
lí 
Í 
} 
em evidência, teremos: 
'LU 
z 
' JW+WJ' B,,, Wc' z 
B' * D”iÍ°`fW”Úizzif° 
A prova se completa com o teorema 4.4.
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<><> 
É interessante notar que o resultado apresentado é equivalente ao resultado proposto 
I 0 
por Izumi et al [MKOS97], no caso de E = 
í O O l 
, que resolve o problema de perfor- 
mance Hoo através do Lema 1.1. 
4.4 Caso Discreto 
Nesta seção faremos uma breve revisão da teoria de norma Hz e Hx para sistemas 
discretos. As definições de Norma Hz e Hw para sistemas discretos são similares ao caso 
contínuo e podem ser obtidas em [GL95]. Os resultados obtidos aqui são uma extensão 
dos resultados obtidos na seção anterior. 
4.4.1 Norma Hz, Problema Hz e Realimentação de Estados 
A norma Hz para sistemas discretos é definida por 
+oo 
HG‹z›||ã = Em 
k=0 
onde rh é a resposta ao pulso unitário do sistema e G(z) sua transformada z. 
A norma Hz pode ser calculada através do graminiano da controlabilidade ou obser- 
vabilidade dado por 
Hang = zz~(B'L,,B) = zf(cLcc') 
onde 
A'L0A - L., + C'C = 0 
ALCA' - Lc + BB' = O 
Como no caso contínuo, o cálculo da norma Hz pode ser feito através de um problema 
de otimizaçao dado por 
= m'¿n(t1'(B'L,,B)) : {A'L,,A - Lo + C"C' S 0, Lo > 0} 
||G||g = mzóz(úr(cLcc')) z {ALcA' - Lc + BB' É o, L. > o} 
<><>
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O problema de síntese Hz discreto consiste em encontrar um controlador, tal que 
o sistema seja estável e tenha a norma Hz minimizada em malha fechada. O teorema 
a seguir fornece condições que solucionam o problema de síntese Hz, 'no caso de uma 
realimentação de estados uk = -K zh. 
Teorema 4.6 [ZDG96] Seja Gm, a função de transferência de wk para zzk em malha 
fechada com uk = -K mk. No sistema abaixo, 
(412) 
321: = Cz3Ík+DuzUk
~ 
{ 
$k+1 = A221; + Buuk + Bwwk 
Entao 
N czw - DWF > O 
(czw - D,,,,1‹¬)' W _ 
. 2 _ . _ mmllewzznz - N;g,g1¿Lff<N› - _W (AW_ Bum, Bw 
(AW - B,,F)' -W O S O 
BL, O -I 
(4.13) 
e o ganho uk = -Kznk que minimiza a norma é dado por K = FW"1. 
<><> 
O resultado acima é conhecido na literatura e permite o calculo da norma H2 de um 
sistema discreto sem restrição algébrica e será utilizado como base para os resultados que 
seguem. Vamos agora considerar um sistema discreto com restrição algébrica, indicado a 
seguir. 
:t¡,,+1 = Jlzch + Jzzk + Buuk + Bwwk 
O = J3:r¡= + J4zk (414) 
321€ = Czívk + Duzuk 
Para o sistema acima, a minimização da norma Hz, por uma lei de controle do tipo 
u = -K 2:, é dada pelo Teorema 4.7. 
Teorema 4.7 Seja ~G,,,k,k a função de transferência em malha fechada de wk para zh no 
sistema (414), com u = -Kz. Então:
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_ _ N CzW - DMF 
In1nHG'wkz¡cHš : In1nN›mFsL : 
[ 
__ DuzF)I W } Z O 
-[“ãMf‹›i~a zzzi+m1'L' [^“§3;fF 
[WJ1 -1‹¬'B' vi/Jg] -W o 5 O 
[B;,, 0] o -I 
W>0 
(4.l5) 
onde o ganho que minimiza a norma Hz é dado por K = FW* 
Prova A prova é análoga ao caso contínuo e será omitida. Cabe ainda lembrar que 
para sistemas incertos, onde 
J1 Jg Bu Bu, 
J3 J4 O O É C0 [\IÍ¿]g=1 
C, Ú Dwz Ú 
tr(N) é um limitante superior para a norma ||Gwkz,k||§, isto é, ||Gwk,2k||š 5 tr(N). Para 
minimizar esse limitante, basta resolver (4.15) para o conjunto de vértices do politopo 
C0{\I/¿}. Note que, no caso incerto, Gwkzzk deve ser visto como um operador caso as 
incertezas variem no tempo. 
4.4.2 Norma Hoo, Problema Hu, e Realimentação de Estados 
A norma Hoo e o problema H,×, para o caso discreto são definidos de forma análoga ao 
caso continuo (veja seção 4.3). O cálculo da norma Hw também é feito de forma iteratíva. 
Teorema 4.8 Seja 0 sistema G(z) = C(zI - A)"1B+ D com (A, B) estabilizável. Então 
||G|{°<, < 'y sse 5 P > O tal que; 
AQA' - Q + BB' _ (AQc' + BD')R-1(cQA' + DB') = 0 (417) 
onde R = -'Y2 + DD' + CQC' < 0 
Esta equação pode ser facilmente posta na forma LMI , como dado abaixo. Para mais 
detalhes veja [SX92], [ZDG96].
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Teorema 4.9 Seja o sistema G(z) = C (zI - A)'1B +D com (A, B) estabilizável. Então 
a norma ||G||,×, < 'y é dada por: 
Wo A B ' Em ,ln mr: 
(4.1s) 
i 
<><> 
Os dois teoremas acima se aplicam para sistemas discretos sem restrição algébrica. Pas- 
saremos aqui diretamente ao caso de realimentação de estados para sistemas discretos 
com restrição algébrica, buscando encontrar um controle K, que estabilíze o Sistema e 
satisfaça ||G(z)||°° < fy, para um dado fy. 
Considere o seguinte sistema: 
xk+1 = Jlrnk + Jzzk + Buuk + Bwwk 
0 = Jgílšk + J4Zk (4.19) 
z2k = Czxk + Dwzwk + Duzuk 
A solução do problema subótimo Hx é dada por: 
Teorema 4.10 Seja fy um escalar positivo e Gwzz 0 função de transferência de w para 
zz no sistema (4.19) em malha fechada. Então existe uma realimentação de estados 
uk = -Kxk tal que [|G,,,z2|]°o 5 'y se e somente se a .seguinte LMI for factível em W, F e 
L .. 
- 2 C2W+D,,F DW < 
[~l*â“h~+~za of En 
O 'yI Z 
O DL” O I Btv 
. (4.2o) 
Í 
{WJ{+F'B¿ WJ¿ Wc;+F'D;¶ VV ol 
Prova Aprova deste segue os mesmos passos do caso contínuo e será omitida. 
4.5 Exemplos 
Exemplo 4.1
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Aqui utilizamos o exemplo 1 de SEE dado no Apêndice A. Consideramos: 
0.2113249 . 
0.7560439 
CZ = = Bw = 
0.0002211 
0.3303271 
Utilizando o teorema 4.2, obtemos como ganho de realimentaçãoz 
Ô
©
Ô 
Q 
@©© 
l-^
É
C
@
Ê
3 
Ê 
F-*
Ê 
YJ
UCN 
›-\ 
O
O
O 
K = (9.356705 0.2174239 -2.8981683 09812815) 
e o traço de N = 4.6729797 
Que leva os autovalores em malha fechada para: 
-1000.1303 
-0.6lO5863 + 414974851' 
-0.6105863 - 414974852' 
-02375850 
Note a sensível redução na magnitude dos ganhos aqui obtido quando comparados 
ao resultado obtido no exemplo 2.4. Perceba também que existe um autovalor que foi 
posicionado quase em -oo, isto pode ser explicado pelo fato de que na escolha das matrizes 
de performance não se levou em conta nenhum critério físico. 
Exemplo 4.2 Para 0 caso Hoo, considerando o mesmo exemplo com: 
O 1 0 0 1 C = D = ” (0 o 0 1) "Z (0) 
02113249 
of/560439 06653811 Bw = Dwz = 
M 
o.o0o2211 05283918 
o.33o3271
` 
Supondo fy = 5 e utilizando o Teorema 4.5, obtemos como ganho de realimentação de 
estados: 
K = (60.852661 20314555 -17559783 21740479)
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que leva os autovalores em malha fechada para 
-2190.7582 
-1.3782739 + 4.1l60446i 
-1.3782739 - 4.1160446i 
-0.8407899 
Os ganhos aqui obtidos são maiores que os do exemplo anterior, caso de performance 
Hz, isto se deve ao fato de que quando tratamos do problema de performance via norma 
H.×,, buscamos sempre amenizar os efeitos do pior sinal de perturbação presente no sistema 
na saída deste. Mas, como no caso anterior, estes ganhos são bem menores que os do 
exemplo 2.4. 
Exemplo 4.3 Para o caso de sistemas discretos iremos retomar ao exemplo 2. ó`. Con- 
sideraremos como índice de performance para a norma Hz o sistema discreto (414) com
O 
Cz = = , Bw = O 
0.3303271 
Com o teorema 4.7 temos que 0 ganho que estabiliza o sistema é dado por: 
CD@©@ 
OOC>›-I 
(3333 
@@|"'*@ 
\_1-_-sf) 
:CJ N Ê!-'QQ \.í_-J 
Ê 
\-aii-J 
K = (0.6401133 0.018045l -06363450 00804802) 
e o valor do critério minimizado é traço(N)= 0.1112150, que leva ao seguinte conjunto de 
autooalores em malha fechada 
0.0078893 
09933085 + 0.0413279i 
0.9933085 - 0.0413279i 
0.9976157 
Exemplo 4.4 Para o mesmo exemplo, usando agora o critério de performance Hoo, com 
0 0.11 
0 0 Oz: ›DH2= ›Bw:' 
O 
›Dwz=
O 
0.3303271 0 
GGGO 
CDGO!-* 
GGGÓ 
OO?-*G 
CDI-*CCD
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Supondo fy == 11.121503 e aplicando o teorema 4.10, obtemos como ganho 
K = (17.303843 1.1980519 -04679964 01037385) 
que estabiliza o sistema, levando os autovalores em malha fechada para: 
- 00415203 
0.8308952 
09850822 + 0.0414517í 
09850822 - 0.0414517'l 
4.6 Comentários 
Condições necessárias e suficientes para o problema de performance Hz e H,×, foram 
expostas neste capítulo. Os resultados são apresentados somente para sistemas nominais, 
mas podem facilmente ser transpostos para sistemas incertos de maneira análoga ao caso 
de realimentação de estados (cap. 2). Uma breve revisão dos conceitos de Performance 
H2 e Hoo é feita no início de cada seção para melhor formular o problema. 
Enfocamos aqui apenas o problema de realimentação de estados, mas parece-nos que 
o caso de realimentação de saída pode ser obtido de forma semelhante ao capítulo 3. 
Como era de se esperar, com a aplicação de critérios de performance, há uma melhora 
significativa no esforço de controle em relação aos resultados obtidos nos capítulos prece- 
dentes, quando o problema era apenas de estabilização (sem critérios de performance).
Capítulo 5 
Conclusões 
Neste trabalho tratamos do problema de estabilização quadrática para sistemas com 
restrições algébricas no estado. Interessantes resultados foram obtidos para o caso de 
análise e síntese de sistemas na forma algébrico-diferencial, sem a necessidade da elimi- 
nação de variáveis algébricas. 
Nesta nova abordagem, o conjunto de equações algébricas é tratado como uma restrição 
do sistema. Com isto, pode-se através do lema de Finsler (L-Ca Scaling), obter condições 
que garantam a estabilidade quadrática do sistema sem a necessidade de invertermos 
matrizes, o que preserva a esparsidade do sistema e facilita o trabalho de sistemas com 
parâmetros incertos. Outra característica relevante é que se conseguiu colocar as condições 
do problema de maneira convexa, através da formulação LMI, o que permite resolver o 
problema numericamente de forma eficiente. 
A maioria dos resultados aqui apresentados é necessária e suficiente para o caso de 
sistemas nominais e apenas suficientes no caso de sistemas incertos. Conexões entre incer- 
tezas do tipo politopo e LFT também foram consideradas e alguns resultados comparativos 
foram estabelecidos. 
No capítulo 2 fornecemos condições suficientes para o problema de análise e síntese via 
realimentação de estados para sistemas algébrico-diferenciais incertos. Neste capítulo é 
interessante notar a relação entre a abordagem L - Ca scaling (Lema de Finsler) e sistema 
da forma LFT. 
O capítulo 3 aborda o problema de realimentação de saída, tanto para o caso de 
realimentação de saída estática, quanto para o caso de realimentação de saída dinâmica, 
através da transformação do sistema dinâmico em um sistema aumentado. É interessante
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notar que os resultados de simulações obtidos com essa abordagem, para o exemplo de 
SEE considerado são satisfatórios tanto pela posição dos autovalores no plano complexo 
como pela magnitude dos ganhos do controlador obtidos. 
O capítulo 4 trata do Problema de performance Hz e Hw de sistemas algébrico- 
diferenciais. Apenas o caso nominal foi considerado, mas para sistemas incertos os re- 
sultados podem ser transpostos de maneira semelhante a do caso de realimentação de 
estados (capítulo 2). Trabalhamos aqui apenas o caso de realimentação de estados, o 
caso de performance com realimentação de saída, parece-nos poder ser obtido de maneira 
semelhante. É importante observar a significativa melhora nos ganhos, quando compara- 
mos os resultados obtidos neste capítulo aos obtidos no caso de realimentação de estado 
(capítulo 2). 
Devido à ordem elevada dos sistemas do tipo algébrico-diferencial, percebemos que 
os softwares existentes ainda não têm uma boa eficácia numérica, principalmente quando 
consideramos incertezas do tipo politopo, onde o número de LMIs cresce exponencialmente 
na ordem de 2i, onde 'i é o número de parâmetros incertos. 
Uma forma alternativa de atenuar o crescimento exponencial é tratar as incertezas 
como limitadas em norma, ao invés de politópicas. Isto requer mudanças nas LMIs aqui 
apresentadas, de forma semelhante ao caso do teorema 2.6 (abordagem politópica) pa- 
ra o caso do teorema 2.7 (abordagem limitada em norma) . A diminuição do esforço 
computacional se faz às custas de condições mais restritivas para solucionar o problema. 
Para atenuar os problemas relativos à ordem elevada do sistema uma idéia seria estudar 
novos algoritmos que explorem a esparsidade do sistema, facilitando assim o manuseio de 
sistemas de ordem elevada. 
Como perspectivas de futuros trabalhos, podemos citar: 
ø uma melhor comparação dos resultados obtidos com os resultados já existentes na 
literatura; 
o uma aplicação mais detalhada a sistemas de potência; 
‹› tratar outros tipos de estabilidade, como a biquadrática [Tro98]; 
0 estudar novos algoritmos que explorem a esparsidade do sistema.
Apêndice A 
Exemplos de SEE 
Sistemas de Potência podem ser modelados matematicamente como um sistema na 
forma algébrico-diferencial (sistema 1.3). Neste sistema as equações diferenciais descre- 
vem os geradores, controladores e outros dispositivos dinâmicos, enquanto as equações 
algébricas descrevem a rede e as conexões estáticas dos equipamentos à. rede. Esses siste- 
mas têm características bem particulares, como o fato dasmatrizes J, serem esparsas e 
J4 ser inversível. Para mais detalhes veja [Sca98], [HM90]. A seguir fornecemos os dados 
numéricos de dois sistemas-teste utilizados como exemplo neste trabalho. 
A.1 Sistema com 4 barras 
Í`___"""|
I 
I 
I
I 
I 
I 
I
I 
I 
I
I
I
I 
I 
L__.____.I 
If-I l\D OO 
1
I
4 
Í-ff 
Figura A.1: Representação de um sistema Máquina-Barra Infinita: 4 barras 
Consideramos um sistema máquina-barra infinita (constituído de 4 barras, um gerador 
e uma barra infinita), mostrado na Figura (A.1). Este sistema possui 4 variáveis diferen-
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ciais e 16 variáveis algébricas. Os dados da barra, da linha e da máquina síncrona, bem 
como os parâmetros de excitação, são mostrados em forma de tabela no final desta seção. 
Através do programa AMCT (Modal Analysis for Voltage Studies) e dos dados do 
sistema, obtém-se a matriz J acobiana, cujos valores não-nulos são dados abaixo: 
J1(1,1)=-o.sssss9 
.]1l\2,1)=111.3Ú9799 
J1(3,2)=1 
J2(1,9)=o.44545s 
Jz(2,9)=_14.4s291õ 
Jz(2,12)=-107226868 
J2(4,16)=O 
Jz(1,1)=õ.so2753 
J3‹{õ,3)=3ooo.õ1499
Í J4‹`1,1)=-1 
J4(1,12)=-ô.5õ3223 
.L,(2,9)=-2933956 
J4(3,3)=-1 
J4| 
J44 
J4| 
.Í4l 
;4,1s)=1.97s 
{õ,11)=-3ooo.õ1499 
{ô,1o)=-2999384766 
(s,s)=-1 
J.,(9,9)=õ.ô17ô 
.Í41 
J4‹ 
‹Í4I 
J4| 
{9,13)=-5442264 
uamzú 
{1o,11j›=-2498426 
{1o,14}›=2.49s42õ 
J4(11,1oj›=-2498426 
J.,(11,13]›=-2.52ô215 
J4|\12,9)=2.49s42õ 
J4(12,13}›=2.õ2ô215 
J4Íí13,4)=-1
' 
J4‹{13,1o¡›=-5.3s2399 
J1(1,4)=o.117õ47 
J1(2,3)=-1ss.534195 
J1(4,4)=-20 
J,(1,12)=o.ô295ss 
Jz(2,11)=1ss.534195 
Jz(4,9)=-1000 
J3‹{2,1)=4.s1s21 
J3(1ô,4)=o 
J4(1,9)=-0.885131 
.Í4 |:2,2)=-1 
J4(2,12)=-0.885131 
J4(4,4)=- 
J4 |[5,5)=- 
J4 116,6):- 
J41:7,7)==- 
J4(9,2:|=-1 
J4 (9,12)=2.498426 
J4(9,14)=-2498426 
J4(10,10)=6.6176 
J4(10,13)=-5442264 
J4(11,5)=-1 
J4(l1,11)=5.382399 
J4(11,14z)=-5.382399 
J4 (12,12)=5.382399 
J4(12,14)=-5.382399 
J4(13,9)=-5.382399 
J4(13,11)=-2.498426 
l-JI*-ll-*Í-\
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J4(13,12j›=2.49s42õ 
.L,‹{13,15]›=-9.ss9999 
J,,(14,9)=-2.49s42ô 
J4‹{14,11]›=-5.3s2399 
J4(14,14]›=2o.54ôoo9 
J4‹[15,8)=-1 
J4‹{15,15]›=9.ss9999 
J.,‹{1õ,14]›=-9.78121 
J4‹{12,9)=2.49s42õ 
J,,(12,1s}›=2.52ô215 
J4(13,4)=-1 
J4‹[13,1o]›=-5.3s2399 
J4|z13,12}›=2.49s42õ 
J4|{13,1õ]›=-9.ss9999 
J4|{14,9)=-2498426 
J.,(14,11)=-õ.3s2399 
J4‹[14,14j›=2o.õ4õoo9 
J4|{15,8)'-=-1 
J4‹[1õ,15j›=9.ss9999 - 
J4 (1ô,14)=-9.78121 
J4(13,1 
J4(14,3) 
J4(14,1 
J4(l4,1 
J4(14,1 
J4(15,1 
J4‹[16,7) 
J4(16,1 
J4Ií12,1 
.]4(12,1 
J4(13,9) 
J4 (14,3) 
J4 
J4 
J4 
J4 
J4 
(16/7) 
B1(4,1)=1000 
O sistema é instável e possuí os seguintes autovalores em malha aberta 
- 16515781 
- 59111344 
LO596639 + 4.7951076'¿ 
LO596639 - 4.7951076i 
J4(13,11 
J4(13,13 
3j›=22.74147 
=-1 
o]›=2.49s42ô 
2]›=-5382399 
õ]›=-9.78121 
3]›=-9389999 
=-1 
õ]›=9.7s121 
21›=õ.3s2399 
4]›=-õ.3s2399 
=-5382399 
}›=-2.49s42ô 
]›=22.74147 
=-1 
‹{14,1o]›=2.49s42õ 
J4‹{14,12] 
|[14,16] 
‹[15,13§ 
P=-5382399 
|=-9.78121 
i=-9889999 
=-1 
‹[1õ,1ôj›=9.7s121
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Dados do Exemplo 1: Sistema de 4 Barras 
DADOS DA BARRA 
Barra Tensão Pgen Qgen Pload Qload Qsh 
no mod(pu) |z.ng(àeg) (MW) (MvAz) (MW) (MvAz) /\ MVAr) .¡ 
)_¡ 1.00000 49.8000 250.0000 61.5000 0.0000 0.0000 0.0000 
O 
0.98900 24.9000 0.0000 0.0000 0.0000 0.0000 97.8121 IQ 
1.00000 0.0000 -250.0000 61.5000 0.0000 0.0000 0.0000 
nãüã 
0.98900 24.9000 0.0000 0.0000 0.0000 0.0000 0.0000 
DADOS DA LINHA 
(PH (PH) (MVAY) MVA) 
1 2 0.0000 0.50002 0.0000 300.0000 
2 3 0.0000 0.5000 0.0000 300.0000 
K 
(from) (to) R X1 
i 
Xc base 
) ( 
I
. 4 0.0000 0.3000 
| 
0.0000 
I 
300.0000 
DADos DA MÁQUINA sÍNcRoNA 
Barra 
\ 
md 
\ 
comp(%) base H D Êí :›< ›Q x›d 
\ 
X'q 
(MVA) g/ (S) (pv/Pv) (PH (pv ga (PH) 
I 
(pu 
I'-^ IO .600 0.3600
| 
no. cod 
| Í 
Pgen 
| 
Qgen 
100 100[ 300.0] 3.840 0.0000 2.720 
100 100 300.0 
1 
1000.000 
W 
0.0000 OO I-'
O N) O 
0.0010
| 
Barra 
I 
X”d 
| 
X”q 
| 
Ra T”d T'q 
| 
T”d T”q 
no. cod. 
| 
(pu) 
I 
(pu) /À pu) (PH) (p11)I(pu) (pu)
P oo äl 
É I 
°°18'5°°í 
I É Í 
DADOS DO SISTEMA DE EXCITAÇÃO: 
Barra Parâmetros 
med Ka 
| 
Ta. 
1 
Efâmn 
¡ 
Efâ mx 
| 
1 
| 
50.0000 
| 
0.0500 
1 
10.0000] 10.0000
|
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A.2 Sistema com 3 barras 
Utilizamos como exemplo um sistema máquina-barra infinita, constituído de 3 barras, 
um gerador e uma barra infinita, mostrado na figura (A.2). 
'I .I 
I-^ UD N) 
B‹×› 
F______ 
L__._._._._ 
'_l_ . 
Figura A.2: Representação de um sistema Máquina-Barra Infinita: 3 Barras 
Este sistema possui ordem 19 (total), das quais 7 são variáveis de estado e 12 variáveis 
algébricas. Os dados da barra, da linha e da máquina síncrona, bem como os parâmetros 
de excitação, são mostrados em forma de tabela no final desta seção. 
Através do programa AMCT (Modal Analysis for Voltage Studies) e dos dados das 
tabelas, obtém-se a matriz Jacobiana deste sistema, cujos valores não-nulos são dados 
abaixo: 
bãü 
1,1 
1,3 
1,6 
J1(2,2 
J1(2,5 
J1(3,3 
J1(4,2 
JU 
J11 
{4,5 
16,6 
J1(7,6 
Jzl (1,9 
J2(2,9 
J2(3,9 
Jz( 
J2| 
J2 lí 
j›=-0190259 
)=0.oo7407 
]›=o.19o259 
)›=-621500594 
)=-11663231 
j›=-37104353 
)=-163264771 
j›=-27õ.os4137 
j›=-33555557 
ÍI=1e-09 
]›=o.91ô224 
)=2o.722137 
1.-.=-20.24.9783 
4,s)=-1s8.55o4 
(4,1o)=276.os4137 
7,12)=o 
J1 
J1 
Jzl 
.Í2Í 
Jzl 
Jzr 
(1, 
(1 
J1 (2 
J1 (2 
J1(3 
J1(3 
J1(4 
J1‹ 
JU 
Jg 
(6 
(7 
J2|
f 
\5›
I 
2):-1.19997 
,5)=-0.780975 
,1)=3õ.4õ0991 
,3)=o.1õ752s 
,2)=-o.175o55 
,5]›=-24100004 
,3]›=-201945755 
4)=1 
,7j›=ôõôô.ô66992 
,7]›=-0.001 
{1,1o)=o.7so975 
{2,1o)=17.õô3231 
{3,1o)=24.1oooo4 
{4,9)=-59443882 
[õ,9)=-ôôõõ.õôô992
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J3|: 
J3|{ 
JSÍÍ 
J3( 
3,2).-=3.ôss5s1 
3,5)=õ.2412ô 
4,3).-=»4.o72ss4 
12,7)=o 
.]4Íí1,1:i-"=-1 
J4 lí 2,2)-'=-1 
J4 18,3):-1 
J4 ( 
J4 1' 
J4 lí
\ 
Í ._ J4 Ík )-- 
3,1o)=-6.24126 
4,9]›=-5.65'/792 
5,5` 1 
7 ,2)==-1 
J4‹[7,sj›=-1.3oõs99 
J4 |`7,12)=1.306899 
J4 (8,7) =-0.843466 
J4(8,11)=-L337829 
J4 lí ,4)==-1 
J4|
9
f 
\ 7 
J4(9, 2j›=-o.sõ4õôs 
J4 lí 
J4 L 
9 1oj›=o.sô4õôs
1 
1o,9]›=1.325o23 
'1o,11)=o.ssõ133 
J4 (l1,6)=-1 
J4 l'1l,8`›=-0866464 \ I
f J4‹`11,1o)=1.3os732 
J4(11,12)=-0442268 
J4l{ `12,7)=o.sôõ4ô4 
J4‹\12,9)=-1.29sôo3 
J4(12,11)=o.4527 
B1 (6,1)=6666.6667 
J3(3,3)=4.7o2217 
J3(4,2)=4.25349 
J3(4,5)=-1.4291ss 
J4(1,8)=-1000290955 
J4 112,7) =-999. 708984 
f \ .Í41`3,9)=l.348621 
J4lí4,4:i=-1 
J.,‹[4,1o)=1.4291ss 
J4 Í`6,6) =-1 
J4(7,7)=5.o99os 
J4(7,11)=-4.624049 
J4 (8,1)==-1 
J4z{s,s}›=4.517141 
.]4l:8,12)=-4517141 
.Í41{9,9)=5.067762 
J4 lí9,11)=-4769805 
J4(10,3)=-1 
J4(10,10)=4.659527 
J41`1O,l2)=-4.65952? 
J4l [11,7)=-4521881 
J4(11,9)=-4.519533 
J4| 
JU 
J4| 
J4Í 
{11,11)=9.393934 
112,5):-1 
{12,s)=-4.ô21ss1 
{12,1o)=-4554785 
J4(12,12)=9.176666 
B1 (7,l)=O
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O sistema. é instável em malha aberta e possui 0 segumte con_1unto de autovalores 
59203768 
9.6886974 + 181093232' 
9.6886974 - 181093235 
0.0225985 + 8.0819636¿ 
0.0225985 - 8.0819636'i 
13.96629 
0.0010000
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Dados do Exemplo 2: Sistema de 3 Barras
V 
DADOS DA BARRA 
110 mod(pu) 
) I 
ang(deg) (MW) (MVAr) 
Barra Tensão Pgen Qgen Pload 
} 
Qload Qsh ()
I 
(MW) (MVAr) (MVAr) () 
1.00000 0.0000 -107.5185 29.0988 0.0000 0.0000 0.0000 
1.00780 26.6490 110.0000 22.3896 0.0000 0.0000 0.0000 O3!-*BD 
A 
0.97688 13.3771 0.0000 0.0000 0.0000 0.0000 0.0000 
DADOS DA LINHA 
U 
(from) (to) R X1 Xc base 
(MVAr) (P11) (pu) (MVA) 
1 3 0.0100 0.2015) 0.0000 100.0 
3 2 0.0100 0.2075| 0.0000 100.0 
DADOS DA MÁQUINA sÍNoRoNA 
>S Q.. X”q 
no. cod 
Barra Im
Í 
O.- 
(P 
comp(%) base 
| 
H D Xd Xq 
11) (PH) (pu gz /À pu) 
2
. 
;_.¡ O 
1
I 
Pgen 
| 
Qgen 
uh 
(MVA) 
Í 
(S) (pu/pv) 
100 100*| 100.0 1000.000 0.0000 
| ¡ 
0.001 
100 100 
1 
100.0 4.270 0.0000 1.4450 
| 
0.9590 
| 
0.310O 
Barra X”d X”q Ra T”d 'ã .n 'Ê o.. T”q 
no. cod. fz?5 (pu) (pu) (pu) (pu) (pu) (pu)
2
1 
| 
|0.0000 0.500 
0.1790 
| 
0.1020 
| 
0.0010 5.250 0.020 P I-^ cn «I 
DADos Do SISTEMA DE Exc1'1¬AÇÃoz 
Barra Parâmetros 
no.cd 
B 
K.-zz| T5] Kf| '1¬f|v |v1 |Efd |Efó lmn mx mn mxl 
| 
1 
| 
200.0000 
| 
0.0300 
| 
0.00100 
| 
1000.00000 
] 
-0.1000 
1 
0.1000 
| 
-20.1500 
1 
20.1500
|
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