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Abstract
The category ASA of bisemimodules over a semialgebra A, with the so called Taka-
hashi’s tensor product − ⊠A −, is semimonoidal but not monoidal. Although not a
unit in ASA, the base semialgebra A has properties of a semiunit (in a sense which
we clarify in this note). Motivated by this interesting example, we investigate semiu-
nital semimonoidal categories (V, •, I) as a framework for studying notions like semi-
monoids (semicomonoids) as well as a notion of monads (comonads) which we call
J-monads (J-comonads) with respect to the endo-functor J := I•− ≃ −•I : V −→ V.
This motivated also introducing a more generalized notion of monads (comonads) in
arbitrary categories with respect to arbitrary endo-functors. Applications to the
semiunital semimonoidal variety (ASA,⊠A, A) provide us with examples of semiu-
nital A-semirings (semicounital A-semicorings) and semiunitary semimodules (semi-
counitary semicomodules) which extend the classical notions of unital rings (counital
corings) and unitary modules (counitary comodules).
1 Introduction
A semiring is, roughly speaking, a ring not necessarily with subtraction. The first
natural example of a semiring is the set N0 of non-negative integers. Other examples include
the set Ideal(R) of (two-sided) ideals of any associative ring R and distributive complete
lattices. A semimodule is, roughly speaking, a module not necessarily with subtraction.
The category of Abelian groups is nothing but the category of modules over Z; similarly,
the category of commutative monoids is nothing but the category of semimodules over N0.
∗The author would like to acknowledge the support provided by the Deanship of Scientific Research
(DSR) at King Fahd University of Petroleum & Minerals (KFUPM) for funding this work through project
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Semirings were studied by many algebraists beginning with Dedekind [Ded1894]. Since
the sixties of the last century, they were shown to have significant applications in several
areas as Automata Theory, Optimization Theory, Tropical Geometry and Idempotent Anal-
ysis (for more, see [Gol1999a]). Recently, Durov [Dur2007] demonstrated that semirings
are in one-to-one correspondence with the algebraic additive monads on the category Set of
sets. The theory of semimodules over semirings was developed by many authors including
Takahashi, Patchkoria and Katsov (e.g. [Tak1981], [Tak1982a], [Pat2006], [Kat1997]).
A strong connection between corings [Swe1975] over a ring A (coalgebras in the monoidal
category AModA of bimodules over A) and their comodules on one side and comonads in-
duced by the tensor product −⊗A− and their comodules on the other side has been real-
ized by several authors (e.g. [BW2003]). Moreover, the theory of monads and comonads in
(autonomous) monoidal categories received increasing attention in the last decade and ex-
tensions to arbitrary categories were carried out in several recent papers (e.g. [BBW2009]).
Using the so called Takahashi’s tensor-like product − ⊠A − of semimodules over an
associative semiring A [Tak1982a], notions of semiunital semirings and semicounital semi-
corings were introduced by the author in 2008. However, these could not be realized as
monoids (comonoids) in the category ASA of (A,A)-bisemimodules. This is mainly due to
the fact that the category (ASA,⊠A, A) is not monoidal in general (an alternative tensor
product −⊗A− was recalled by Katsov in [Kat1997]; in fact (ASA,⊗A, A) is monoidal. For
the relation between −⊗A − and −⊠A −, see [Abu]). Motivated by the desire to fix this
defect, we introduce and investigate a notion of semiunital semimonoidal categories with
prototype (ASA,⊠, A) and investigate semimonoids (semicomonoids) in such categories
as well as their categories of semimodules (semicomodules). In particular, we realize our
semiunital A-semirings (semicounital A-semicorings) as semimonoids (semicomonoids) in
(ASA,⊠, A). Moreover, we introduce and study J-monads (J-comonads) in any arbitrary
category A, where J : A −→ A is an endo-functor, and apply them to semiunital semi-
monoidal categories in general and to ASA in particular. Our results extend recent ones
on monoids (comonoids) in monoidal categories as well as monads (comonads) in arbitrary
categories to semimonoids (semicomonoids) in semiunital semimonoidal categories as well
as J-monads (J-comonads) in arbitrary categories.
Throughout, I denotes the identity endo-functor on the category under consideration.
The paper is organized as follows. After this introduction, we present in Section 2 our
(generalized) notion of J-monads and J-comonads in arbitrary categories. In Section 3, we
introduce and investigate semiunits in semimonoidal categories. In Section 4, we introduce
semimonoids (semicomonoids) in semiunital semimonoidal categories as well as their cat-
egories of semimodules (semicomodules). Moreover, we prove two reconstruction results,
namely Theorems 4.8 and 4.17. In Section 5, we consider the semiunital semimonoidal
category (variety) of bisemimodules ASA over a semialgebra A which provides us with a
rich source of concrete examples for applying our results. As mentioned above, these con-
crete examples were the main motivation behind introducing all the abstract notions in
this paper. Further investigations of J-bimonads and Hopf J-monads as well as bisemi-
monoids and Hopf semimonoids in semiunital semimonoidal categories will be the subject
of a forthcoming paper.
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2 Monads and Comonads
Recall first the so called Godement product of natural transformations between func-
tors:
2.1. Let A,B,C be any categories. Any natural transformations ψ : F −→ G and φ :
F ′ −→ G′ of functors A
F,G
−→ B
F ′,G′
−→ C can be multiplied using the Godement product to
yield a natural transformation φψ : F ′F −→ G′G, where
φG(X) ◦ F
′(ψX) = (φψ)X = G
′(ψX) ◦ φF (X) for every X ∈ A. (1)
Moreover, if A
H
−→ B
H′
−→ C are functors and δ : G −→ H, θ : G′ −→ H ′ are natural
transformations, then the following interchange law holds
(δ ◦ψ)(θ ◦φ) = (θδ) ◦ (φψ). (2)
2.2. Let A and B be categories, L : A −→ B, R : B −→ A be functors and J : A −→ A,
K : B −→ B be endo-functors such that RK ≃ JR and LJ ≃ KL. We say that (L,R) is a
(J,K)-adjoint pair iff we have natural isomorphisms in X ∈ A and Y ∈ B :
B(LJ(X),K(Y )) ≃ A(J(X), RK(Y )).
For the special case J = IA and K = IB, we recover the classical notion of adjoint pairs.
Till the end of this section, A is an arbitrary category.
2.3. Let T : A −→ A be an endo-functor. An object X ∈ Obj(A) is said to have a T-action
or to be a T-act iff there is a morphism ̺X : T(X) −→ X in A. For two objects X,X
′
with T-actions, we say that a morphism ϕ : X −→ X ′ in A is a morphism of T-acts iff
the following diagram is commutative
T(X)
T(ϕ)

̺X // X
ϕ

T(X ′) ̺X′
// X ′
The category of T-acts is denoted by ActT. Dually, one can define the category Coact
T
of T-coacts.
Remark 2.4. The objects of CoactF, where F : Set −→ Set is any endo-functor, play an
important role in logic and theoretical computer science. They are called F-systems (e.g.
[Rut2000]). Some references call these F-coalgebras (e.g. [Gum1999]). For us, coalgebras
are always coassociative and counital unless something else is explicitly specified.
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J-Monads
2.5. Let J : A −→ A be an endo-functor. With a J-monad on A we mean a datum
(M,µ,ω,ν; J) consisting of an endo-functor M : A −→ A associated with natural trans-
formations
µ :MM −→M, ω : I −→ J and ν : J −→M
such that the following diagrams are commutative
MMM
µM

Mµ //MM
µ

MM µ
////M
MM
µ // IM
ωM

JM
νM
OO
JM
MM
µ //MI
Mω

MJ
Mν
OO
MJ
i.e. for every X ∈ A we have
µX◦M(µX) = µX◦µM(X), νM(X)◦ωM(X)◦µX = IMM(X) and M(νX)◦M(ωX)◦µX = IMM(X).
2.6. With JMonadA we denote the category whose objects are J-monads, where J runs
over the class of endo-functors on A. Amorphism (ϕ; ξ) : (M,µ,ω,ν; J) −→ (M′,µ′,ω′,ν ′; J′)
in this category consists of natural transformations ϕ : M −→ M′ and ξ : J −→ J′ such
that the following diagrams are commutative
MM
ϕϕ

µ //M
ϕ

M′M′
µ′
//M′
J
ξ

ν //M
ϕ

J′
ν′
//M′
i.e. for every X ∈ A we have
ϕX ◦ µX = µ
′
X ◦ϕM′(X) ◦M(ϕX) and ϕX ◦ νX = ν
′
X ◦ ξX .
For a fixed endo-functor J : A −→ A, we denote by J-MonadA the subcategory of
JMonadA of J-monads on A with ω the identity natural transformation. In the spe-
cial case J = IA and ω is the identity natural transformation, we drop the prefix and
recover the classical notion of monads on A.
Remark 2.7. As we saw above, a J-monad (M,µ,ω,ν; J) is a generalized notion of a
monad. However, it can also be seen as just a monad (M,µ,η) whose unit η := I
ω
−→
J
ν
−→ M factorizes through J. Having this in mind, a morphism (ϕ; ξ) : (M,µ,ω,ν; J) −→
(M′,µ′,ω′,ν ′; J′) in JMonadA is just a morphism of monads which is compatible with the
factorizations of the units through J and J′.
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2.8. Let (M,µ,ω,ν; J) ∈ JMonadA. An (M; J)-module is an object X ∈ Obj(A) with a
morphism ̺X :M(X) −→ X such that the following diagrams are commutative
MM(X)
µX

M(̺X) //M(X)
̺X

M(X) ̺X
// X
M(X)
̺X // X
ωX

J(X)
νX
OO
J(X)
The category of (M; J)-modules and morphisms those of M-acts is denoted by A(M;J). In
case J ≃ IA and ω is the identity natural transformation, we recover the category of
M-modules of the monad M.
2.9. Let (M,µ,ω,ν; J) ∈ JMonadA. For every X ∈ Obj(A), M(X) is an (M; J)-module
through
̺M(X) :M(M(X))
µX−→ M(X).
Such modules are called free (M; J)-modules and we have the so called free functor
F(M;J) : A −→ A(M;J), X 7→ M(X).
The full subcategory of free (M; J)-modules is called the Kleisli category and is denoted
by A˜(M;J).
Remark 2.10. Let (M,µ,ω,ν; J) ∈ JMonadA with MJ ≃ JM. If X is an (M; J)-module,
then J(X) is also an (M; J)-module through
̺J(X) :MJ(X) ≃ JM(X)
J(̺X)−→ J(X).
Moreover, if Y =M(X) is a free (M; J)-module, then J(Y ) = JM(X) ≃MJ(X) is also a free
(M; J)-module. One can easily see that J can be lifted to endo-functors J′ : A(M;J) −→ A(M;J)
and J˜ : A˜(M;J) −→ A˜(M;J).
2.11. Let (M,µ,ω,ν; J) ∈ JMonadA and assume thatMJ ≃ JM. Then we have a natural
isomorphism for every X ∈ A and Y ∈ A(M;J) :
A(M;J)(F(M;J)(X), J(Y )) ≃ A(X, J(Y )), f 7→ f ◦ (ν ◦ ω)X
with inverse g 7−→ ̺J(Y ) ◦F(M;J)(g). Consider the forgetful functor U : A(M;J) −→ A and the
endo-functor J′ : A(M;J) −→ A(M;J) (see Remark 2.10). Then we have a natural isomorphism
A(M;J)(F(M;J)(J(X)), J
′(Y )) ≃ A(J(X), U(J′(Y )));
i.e. (F(M;J)(−), U) is a (J, J′)-adjoint pair.
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J-Comonads
2.12. Let J be an endo-functor onA.With a J-comonad on A we mean a datum (C,∆,ω, θ)
consisting of an endo-functor C : A −→ A associated with natural transformations
∆ : C −→ CC, ω : I −→ J and θ : C −→ J
such that the following diagrams are commutative
C
∆

∆ // CC
∆C

CC
C∆
// CCC
IC
ωC

∆ // CC
θC

JC JC
CI
Cω

∆ // CC
Cθ

CJ CJ
i.e. for every X ∈ A we have
∆C(X) ◦∆X = C(∆X) ◦∆X , θC(X) ◦∆X = ωC(X) and C(θX) ◦∆X = C(ωX).
2.13. By JComonadA we denote the category whose objects are J-comonads, where
J runs over the class of endo-functors on A. A morphism (ψ; ξ) : (C,∆,ω, θ; J) −→
(C′,∆′,ω′, θ′; J′) in this category consists of natural transformations ψ : C −→ C′ and
ξ : J −→ J′ such that the following diagrams are commutative
C
ψ

∆ // CC
ψψ

C′
∆′
// C′C′
C θ //
ψ

J
ξ

C′
θ′
// J′
i.e. for every X ∈ A we have
ψC′(X) ◦ C(ψX) ◦∆X =∆
′
X ◦ψX and ξX ◦ θX = θ
′
X ◦ψX .
For a fixed endo-functor J : A −→ A, we denote by J-ComonadA the subcategory of
J-comonads on A with ω the identity transformation. When we drop the prefix, we have
the special case J = IA and ω is the identity natural transformation and recover the notion
of comonads on A.
Remark 2.14. J-Comonads are not fully dual to J-monads. Recall from Remark 2.7 that
a J-monad can be seen as a monad whose unit factorizes through J. On the other hand,
J-comonads cannot be seen as a special type of comonads. The lack of duality is because
not all arrows are reversed; the arrow ω : I −→ J is assumed for both. Notice that keeping
this arrow is suggested by the concrete example in Section 5.
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2.15. Let (C,∆,ω, θ; J) ∈ JComonadA. A (C; J)-comodule is an object X ∈ Obj(A)
along with a morphism ̺X : X −→ C(X) in A such that the following diagrams are
commutative
X
̺X

̺X // C(X)
C(̺X)

C(X)
∆X
// CC(X)
X
ωX

̺X // C(X)
θX

J(X) J(X)
The category of (C; J)-comodules and morphisms those of C-coacts is denoted by A(C;J).
In case J = IA and ω is the identity natural transformation, we recover the category of
C-comodules for the comonad C.
2.16. Let (C,∆, ε; J) ∈ JComonadA. For every X ∈ Obj(A), C(X) has a canonical
structure of a (C; J)-comodule through
̺C(X) : C(X)
∆X−→ CC(X).
Such comodules are called cofree (C; J)-comodules and we have the so called cofree functor
FC : A −→ A(C;J), X 7→ C(X).
The full subcategory of cofree (C; J)-comodules is called the Kleisli category of C and is
denoted by A˜(C;J).
Remark 2.17. Let (C,∆,ω, θ; J) ∈ JComonadA with JC ≃ CJ. If X is a (C; J)-comodule,
then J(X) is also a (C; J)-comodule through
̺J(X) : J(X)
J(̺X)
−→ JC(X) ≃ C(J(X)).
If Y = C(X) is a cofree (C; J)-comodule, then J(Y ) = JC(X) ≃ CJ(X) is also a cofree
(C, J)-comodule. One case easily see that J lifts to endo-functors J′ : A(C;J) −→ A(C;J) and
J˜ : A˜(C;J) −→ A˜(C;J).
2.18. Let (C,∆,ω, θ; J) ∈ JComonadA with J idempotent and JC ≃ CJ. Consider the
forgetful functor U : A(C;J) −→ A and the endo-functor J′ : A(C;J) −→ A(C;J). Then we have
a natural isomorphism for X ∈ A and Y ∈ A(C;J) :
A
(C;J)(J′(Y ),FC(J(X))) ≃ A(U(J′(Y )), J(X)), f 7→ θJ(X) ◦ f
with inverse g 7−→ FC(g) ◦ ̺J(Y ); i.e. (U,F (C;J)(−)) is a (J′, J)-adjoint pair.
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Proposition 2.19. Let A and B be categories, L : A −→ B, R : B −→ A be functors
and J : A −→ A, K : B −→ B endo-functors such that LJ ≃ KL, JR ≃ RK and (L,R) is
a (J,K)-adjoint pair.
1. (L, R) is an adjoint pair where L : J(A)
L
−→ K(B) and R : K(B)
R
−→ J(A) with unit
and counit of adjunction given by
η : J −→ RLJ and ε : LRK −→ K.
2. RL is a monad on J(A) with
µRL : (RL)(RL)J≃R(LRK)L
RεL
−→RKL ≃ (RL)J and ηRL := η.
3. LR is a comonad on K(B) with
∆LR : (LR)K ≃ LJR
LηR
−→ L(RLJ)R ≃ (LR)(LR)K and εLR := ε.
4. L is a monad on J(A) if and only if R is a comonad on K(B). In this case, J(A)L ≃
K(B)R.
5. L is a comonad on J(A) if and only if R is a monad on K(B). In this case, J˜(A)
L
≃
K˜(B)R.
Proof. By assumption LJ ≃ KL whence L(J(A)) := LJ(A) = KL(A) ⊆ K(B) and
JR ≃ RK whence R(K(B)) := R(K(B)) = JR(B) ⊆ J(A). The assumptions imply that
(L,R) is an adjoint pair. The result follows now from the classical result on right adjoint
pairs (e.g. [EM1965, Proposition 3.1], [BBW2009, 2.5, 2.6]).
3 Semiunital Semimonoidal Categories
A semimonoidal category is roughly speaking a monoidal category not necessarily with
a unit object. The reader might consult the literature for the precise definitions and for
the notions of (op)-semimonoidal functors between such categories. In this section, we in-
troduce a notion of semiunital semimonoidal categories and semiunital (op-)semimonoidal
functors.
Semiunits
3.1. Let (V, •) be a semimonoidal category. We say that I ∈ V is a semiunit iff
1. there is a natural transformation ω : I −→ (I • −);
8
2. there exists an isomorphisms of functors I • − ≃ − • I, i.e. there is a natural
isomorphism I •X
ℓX
≃ X • I in V with inverse ℘X , for each object X of V, such that
ℓI = ℘I and the following diagrams are commutative for all X, Y ∈ V :
(I •X) • Y
γI,X,Y //
ℓX•Y

I • (X • Y )
ℓX•Y // (X • Y ) • I
γX,Y,I

(X • I) • Y γX,I,Y
//X • (I • Y )
X•ℓY
//X • (Y • I)
(I •X) • Y
≃
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
X • Y
ωX•Yoo
ωX•Y

X•ωY //X • (I • Y )
≃
yysss
ss
ss
ss
ss
ss
ss
ss
ss
ss
I • (X • Y )
If X
ωX
≃ I •X (
ℓX
≃ X • I), then we say that X is firm.
Notation. If X is firm, then we set λX := ω
−1
X : I•X −→ X and ρX : X•I
℘X
≃ I•X
ω−1X−→ X.
With Vfirm we denote the full subcategory of firm objects in V.
Remark 3.2. If I is firm (called also pseudo-idempotent) and ω−1
I
• I = I • ω−1
I
, then one
says that I is idempotent [Koc2008].
Remark 3.3. Let (V, •) be a semimonoidal category. One says that V ismonoidal [Mac1998]
iff V has a unit (or an LR unit), i.e. a distinguished object I ∈ V with natural isomorphisms
I • X
λX
≃ X and X • I
ρX
≃ X such that X • λY = ρX • Y for all X, Y ∈ V (equivalently,
λI = ρI, λX•Y = λX • Y and ρX•Y = X • ρY for all X, Y ∈ V). Kock [Koc2008] called
an object I ∈ V a Saavedra unit – called also a reduced unit – iff it is pseudo-idempotent
and cancellable in the sense that the endo-functors I • − and − • I are full and faithful
(equivalently, I is idempotent and the endo-functors I • − and − • I are equivalences of
categories). Moreover, he showed that I is a unit if and only if I is a Saavedra unit.
Indeed, every unit is a semiunit, whence our notion of semiunital semimonoidal categories
generalizes the classical notion of monoidal categories.
3.4. Let (V, •, IV ;ωV) and (W,⊗, IW ;ωW) be semiunital semimonoidal categories. A semi-
monoidal functor F : V −→ W, with a natural transformation φ : F (−) ⊗ F (−) −→
F (− • −), is said to be semiunital semimonoidal iff there exists a coherence morphism
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φ : IW −→ F (IV) in W such that the following diagram is commutative
IW ⊗ F (X)
ℓF (X) //
φ⊗F (X)

F (X)⊗ IW
F (X)⊗φ

F (IV)⊗ F (X)
φ
IV ,X

F (X)⊗ F (IV)
φX,IV

F (IV •X)
F (ℓX)
// F (X • IV)
Moreover, we say that F is a strong (strict) semiunital semimonoidal functor iff F is
strong (strict) as a semimonoidal functor and φ is an isomorphism (identity). For two
semimonoidal functors F, F ′ : V −→ W, we say that a semimonoidal natural transforma-
tion ξ : F −→ F ′ is semiunital semimonoidal iff the following diagram is commutative
IW
φ
||①①
①①
①①
①① φ′
##●
●●
●●
●●
●
F (IV)
ξ
IV
// F ′(IV)
One can dually define semiunital (strong, strict) op-semimonoidal functors and semiunital
natural transformations between them.
Remarks 3.5. Let (V, •, I;ω) be a semiunital semimonoidal category and consider the func-
tor
J := I • − : V −→ V.
1. We have natural isomorphisms
J(I) •X ≃ J(J(X)) ≃ X • J(I) and J(X) • Y ≃ X • J(Y )
for any X, Y ∈ V.
2. J is op-semimonoidal; the natural transformation δX,Y : J(− •−) −→ J(−) • J(−) is
given by the collection of morphisms
δX,Y : I • (X • Y )
ωI•(X•Y )
−→ (I • I) • (X • Y ) ≃ (I •X) • (I • Y )
for all X, Y ∈ V.
3. Assume that I is firm.
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(a) J is strong semiunital semimonoidal with
φX,Y : (I•X)•(I•Y ) ≃ (I•I)•(X•Y )
ω−1
I
•(X•Y )
≃ I•(X•Y ) and φ := ωI : I −→ I•I
for all X, Y ∈ V.
(b) J is strong semiunital op-semimonoidal with
δ := ω−1
I
: I • I −→ I.
(c) the full subcategory (UV, •, I) is monoidal.
(d) (J(V), •, I) is a monoidal full subcategory of (UV, •, I) with
λI•X : I • (I •X)
γ−1
I,I,X
≃ (I • I) •X
ω−1
I
≃ I •X ;
ρ
I•X : (I •X) • I
γ
I,X,I
≃ I • (X • I)
I•℘X
≃ I • (I •X)
λI•X
≃ I •X
for every X ∈ V.
Definition 3.6. Let (V, •, I;ω) be a semiunital semimonoidal category. We say that V ∈ V
has a left dual iff there exists V ⊛l ∈ V along with morphisms υ : I −→ I • V • V
⊛
l and
̟ : I • V ⊛l • V −→ I in V such that
(V •̟) ◦ (ℓV • V
⊛
l • V ) ◦ (υ • V ) = ℓV and (̟ • V
⊛
l ) ◦ (℘V ⊛ • V • V
⊛
l ) ◦ (V
⊛
l • υ) = ℘V ⊛ .
A right dual V ⊛r of V is defined symmetrically. We say that V is left (right) autonomous,
or left (right) rigid iff every object in V has a left (right) dual.
Definition 3.7. Let (V, •, I;ω) be a semiunital semimonoidal category. We say that V is
right (left) closed iff for every V ∈ V, the functor −• V : J(V) −→ J(V) (V • − : J(V) −→
J(V)) has a right-adjoint, i.e. there exists a functor G : J(V) −→ J(V) and a natural
isomorphism for every pair of objects X, Y ∈ V :
V(X • I • V, Y • I) ≃ V(X • I, G(Y • I)) (resp. V(V • I •X, Y • I) ≃ V(X • I, G(Y • I))).
Moreover, V is said to be closed iff V is left and right closed.
Lemma 3.8. Let (V, •, I;ω) be a semiunital semimonoidal category. If V ∈ V has a left
(right) dual V ⊛, then (−•V,−•V ⊛) ((V •−, V ⊛•−)) is a (J, J)-adjoint pair. In particular,
if V is left (right) autonomous, then V is right (left) closed.
Proof. Assume that V ∈ V has a left dual V ⊛. For any X, Y ∈ V we have a natural
isomorphism
V(X • I • V, Y • I) ≃ V(X • I, Y • I • V ⊛), f 7−→ (f • V ⊛) ◦ (X • υ) (3)
with inverse g 7−→ (Y •̟) ◦ (g • V ).
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4 Semimonoids and Semicomonoids
In this section, we introduce notions of semimonoids and semicomonoids in semiunital
semimonoidal categories.
Throughout, (V, •, I;ω) is a semiunital semimonoidal category, where I is a semiunit
and ω : I −→ J is a natural transformation between the identity functor and J := I • − ≃
− • I : V −→ V (we assume the existence of natural isomorphisms I • X
ℓX
≃ X • I with
inverse X • I
℘X :=ℓ
−1
X−→ I •X for every X ∈ V).
Semimonoids
4.1. A V-semimonoid consists of a datum (A, µ, η), where A ∈ V and µ : A • A −→ A,
η : I −→ A are morphisms in V such that the following diagrams are commutative
A • A • A
µ•A //
A•µ

A • A
µ

A • A µ
// A
A • A
µ // A
ωA

A • A
µoo
I • A
η•A
OO
I • A
ℓA
// A • I
A•η
OO
If A
ωA
≃ I•A, then we say that A is a unital V-semimonoid. A morphism of V-semimonoids
f : (A, µ, η) −→ (A′, µ′, η′) is a morphism in V such that the following diagrams are
commutative
A • A
µ //
f•f

A
f

A′ • A′
µ′
// A′
I
η // A
f

I
η′
// A′
The category of V-semimonoids is denoted by SMonoid(V); the full subcategory of unital
V-semimonoids is denoted by USMonoid(V).
4.2. Let (A, µ, η) be a V-semimonoid. A right A-semimodule is a datum (M, ̺M) where
M ∈ V and ̺M : M • A −→ M is a morphism in V such that the following diagrams are
commutative
M • A • A
̺M•A //
M•µ

M • A
̺M

M • A ̺M
//M
M •A
̺M //M
ωM

M • I
M•η
OO
I •M
ℓM
oo
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If M
ωM
≃ I •M, then we say that M is a unitary right A-semimodule. A morphism of
right A-semimodules is a morphism f :M −→M ′ in V such that the following diagram is
commutative
M • A
̺M //
f•A

M
f

M ′ • A ̺M′
//M ′
The category of right A-semimodules is denoted by SA; the full subcategory of unitary
right A-semimodules is denoted by USA. Analogously, one can define the category AS of
left A-semimodules and its full subcategory AUS of unitary left A-semimodules.
Example 4.3. If I
ωI
≃ I • I, then I is a unital V-semimonoid with
µI : I • I
ω−1
I−→ I and ηI : I
id
−→ I.
Moreover, every M ∈ UV is a unitary (I, I)-bisemimodule through ̺rM : M • I
ρM
≃ M and
̺lM : I •M
λM
≃ M.
4.4. Let A be a V-semimonoid and M a right A-semimodule. We have a functor
− •M : V −→ SA,
where for any X ∈ V we have a structure of a right A-semimodule on X •M given by
̺X•M : (X •M) • A
γX,M,A
−→ X • (M • A) −→ X •M.
Similarly, if M is a left A-semimodule, then we have a functor M • − : V −→ AS.
4.5. Let A and B be V-semimonoids. Let M be a left B-semimodule as well as a right
A-semimodule and consider B •M ∈ SA and M • A ∈ BM. We say that M is a (B,A)-
bisemimodule iff ̺(M ;B) : B•M −→ M is a morphism in SA, equivalently, ̺(M ;A) : M•A −→
M is a morphism in BS. The category of (unitary) (A,B)-bisemimodules with morphisms
being in BS∩ SA is denoted by BSA (BUSA). Indeed, every (unital) V-semimonoid A is a
(unitary) (A,A)-bisemimodule in a canonical way.
Proposition 4.6. Every semiunital semimonoidal functor F : (V, •, IV) −→ (W,⊗, IW)
lifts to a functor
F˜ : SMonoid(V) −→ SMonoid(W), A 7−→ F (A)
that commutes with the forgetful functors UV : SMon(V) −→ V and UW : SMon(W) −→
W.
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Proof. Let (A, µA, ηA) be a semimonoid in V and consider B := F (A). Define
µB : F (A)⊗ F (A)
φA,A
−→ F (A • A)
F (µA)−→ F (A);
ηB : IW
φ
−→ F (IV)
F (ηA)−→ F (A).
One checks easily that (B, µB, ηB) is a semimonoid in W. If f : A −→ A
′ is a morphism of
V-semimonoids, then examining the involved diagrams shows that F (f) : F (A) −→ F (A′)
is a morphism of W-semimonoids. Finally, it is clear that UW ◦ F˜ = F ◦ UV .
Proposition 4.7. Let (A, µ, η) be a V-semimonoid.
1. We have J-monads
− • A : V −→ V and A • − : V −→ V
and isomorphisms of categories
SA ≃ V(−•A;J) and AS ≃ V(−•A;J).
2. If B is a V-semimonoid, then we have J-monads
− • A : BS −→ BS and B • − : SA −→ SA
and isomorphisms of categories
(BS)(−•A;J) ≃ BSA ≃ (SA)(B•−;J).
Proof. Consider the natural transformations
µ : (− • A) • A −→ − • A, µX : (X • A) • A
γX,A,A
≃ X • (A • A)
X•µ
−→ X • A,
ν : J −→ − • A, νX : I •X
ℓX
≃ X • I
X•η
−→ X • A.
One can easily check that (−•A,µ,ω,ν) is a J-monad. The isomorphism SMA ≃ V(−•A;J)
follows immediately from comparing the corresponding diagrams. The other assertions can
also be checked easily.
An object G in cocomplete category A is said to be a (regular) generator iff for every
X ∈ A, there exists a canonical (regular) epimorphism fX :
⊔
f∈A(G,X)
G −→ X [BW2005, p.
199] (see also [Kel2005], [Ver]); recall that an arrow in A is said to be a regular epimorphism
iff it is a coequalizer (of its kernel pair).
Theorem 4.8. Let V be cocomplete, I and A ∈ V be firm and assume that I is a reg-
ular generator in V and that both A • − and − • A preserve colimits in V. There is a
bijective correspondence between the semimonoid structures on A, the J-monad structures
(− • A,µ;ω,ν; J) and the J-monad structures (A • −,µ,ω,ν; J).
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Proof. Assume that (− • A,µ,ω,ν) is a J-monad and consider
µ : A • A
ωA•A−→ I • A • A
µI−→ I • A
λA
≃ A;
η : I
ωI−→ I • I
νI−→ I • A
λA
≃ A.
Clearly, (A, µ, η) is a (unital) semimonoid. The converse follow by Proposition 4.7. The
proof of the bijective correspondence is similar to that in the proof of [Ver, Theorem 3.9].
The statement corresponding to the endo-functor A • − can be proved analogously.
Semicomonoids
4.9. A V-semicomonoid is a datum (C,∆, ε) where C ∈ V, ∆ : C −→ C • C, ε : C −→ I
are morphisms in V such that the following diagrams are commutative
C
∆ //
∆

C • C
∆•C

C • C
C•∆
// C • C • C
C • C
ε•C

C
ωC

∆ //∆oo C • C
C•ε

I • C I • C
ℓC
// C • I
If C
ωC
≃ I • C, then we say that C is a counital V-semicomonoid. A morphism of V-
semicomonoids f : (C,∆, ε) −→ (C ′,∆′, ε′) is a morphism in V such that the following
diagrams are commutative
C ∆ //
f

C • C
f•f

C ′
∆′
// C ′ • C ′
C
f

ε // I
C ′
ε′
// I
The category of V-semicomonoids is denoted by SComonoid(V); the full subcategory of
counital V-semicomonoids is denoted by USComonoid(V).
4.10. Let (C,∆, ε) be a V-semicomonoid. A right C-semicomodule is a datum (M, ̺M)
where M ∈ V and ̺M : M −→M •C are morphisms in V such that the following diagrams
are commutative
M
̺M //
̺M

M • C
̺M•C

M • C
M•∆C
//M • C • C
M
ωM

̺M //M • C
M•εC

I •M M • I℘M
oo
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A morphism of right C-semicomodules is a morphism f : M −→ M ′ in V such that the
following diagram is commutative
M
̺M //
f

M • C
f•C

M ′
̺M
′
//M ′ • C
The category of right C-semicomodules is denoted by SC ; the category of counitary right
C-semicomodules is denoted by CSC . Analogously, one can define the category CS of left
C-semicomodules and its full subcategory CCS of counitary left C-semicomodules.
Remark 4.11. We prefer to use the terminology unital semimonoids (counital semicomonoids)
over monoids (comonoids) which we reserve for monoidal categories. For example, the cat-
egory of unital semimonoids in the monoidal category Set of sets is the category Monoid
of usual monoids of the sense of Abstract Algebra. The same applies for unitary semimod-
ules (counitary semicomodules). This is also consistent with the classical terminology of
semirings and semimodules used in Section 5.
4.12. Let C be a V-semicomonoid and M a semicounitary right C-semicomodule. Then
we have a functor
− •M : V −→ SC ,
where for any X ∈ V, we have a structure of a right C-semicomodule on X •M given by
̺X•M : X •M
X•̺M
−→ X • (M • C)
γ−1X,M,C
−→ (X •M) • C.
Similarly, if M is a left C-semicomodule, then we have a functor M • − : V −→ CS.
4.13. Let C and D be V-semicomonoids. Let M be a left D-semicomodule and a right
C-semicomodule and consider D •M ∈ SC and M • C ∈ DS. We say that M is a (D,C)-
bisemicomodule iff ̺(M ;D) : M −→ D•M is a morphism in SC ; equivalently, ̺(M ;C) : M −→
M • C is a morphism in DS. The category of (D,C)-bisemicomodules with morphisms in
DS ∩ SC is denoted by DSC . The full subcategory of counitary (D,C)-bisemicomodules
is denoted by DCSC . Indeed, every V-semicomonoid C is a (C,C)-bisemicomodule in a
canonical way.
Example 4.14. I is V-semicomonoid with
∆I : I
ωI−→ I • I and εI : I
id
−→ I.
Moreover, every (firm)M ∈ V is a (counitary) (I, I)-bisemicomodule with ̺lM :M
ωM−→ I•M
and ̺rM :M
ℓM◦ωM−→ M • I.
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Dual to Proposition 4.6, we have
Proposition 4.15. Every semiunital op-semimonoidal functor F : (V, •, IV) −→ (W,⊗, IW)
lifts to a functor
F˜ : SCMonoid(V) −→ SCMonoid(W), C 7−→ F (C)
which commutes with the forgetful functors UV : SCMon(V) −→ V and UW : SCMon(W) −→
W.
Dual to Proposition 4.7, we obtain
Proposition 4.16. Let (C,∆, ε) be a V-semicomonoid.
1. We have J-comonads
− • C : V −→ V and C • − : V −→ V
and isomorphisms of categories
SC ≃ V(−•C;J) and CS ≃ V(−•C;J).
2. If D is a V-semicomonoid, then we have J-comonads
− • C : DS −→ DS and D • − : SC −→ SC
and isomorphisms of categories
(DM)(−•C;J) ≃ DSC ≃ (SC)(D•−;J).
Our second reconstruction result is obtained in a way similar to that of Theorem 4.8:
Theorem 4.17. Let V be cocomplete, I and C ∈ V be firm and assume that I is a reg-
ular generator and that both C • − and − • C respect colimits in V. There is a bijec-
tive correspondence between the semicomonoid structures on C, the J-comonad structures
(− • C,∆,ω, ε; J) and the J-comonad structures (C • −,∆,ω, ε; J).
Proposition 4.18. Let (C,∆, ε) be a semicomonoid and (A, µ, η) a unital semimonoid.
Then (V(C,A), ∗, e) is a monoid in Set with multiplication and unit given by
f ∗ g := µ ◦ (f • g) ◦∆ and e := η ◦ ε.
Proposition 4.19. Let ϕ : (C,∆C , εC) −→ (D,∆D, εD) be a morphism of semicomonoids
and ψ : (A, µA, ηA) −→ (B, µB, ηB) be a morphism of unital semimonoids. Then
V(D,A)
<−,A>
−→ V(C,A), f 7−→ f ◦ ϕ and V(C,A)
<C,−>
−→ V(C,B), g 7−→ ψ ◦ g
are morphisms of monoids in Set. In particular, we have functors
V(−, A) : SCMonoidV −→Monoid and V(C,−) : SMonoidV −→Monoid.
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5 A concrete example
In this section we give applications to the category of bisemimodules over a base
semialgebra.
Semirings and Semimodules
For the convenience of the reader and to make the manuscript self-contained, we
begin this section by recalling some basic definitions and results on semirings and their
semimodules.
Definition 5.1. A semiring is an algebraic structure (S,+, ·, 0, 1) consisting of a non-
empty set S with two binary operations “+” (addition) and “·” (multiplication) satisfying
the following axioms:
1. (S,+, 0) is a commutative monoid with neutral element 0S;
2. (S, ·, 1) is a monoid with neutral element 1;
3. x · (y + z) = x · y + x · z and (y + z) · x = y · x+ z · x for all x, y, z ∈ S;
4. 0 · s = 0 = s · 0 for every s ∈ S (i.e. 0 is absorbing).
5.2. Let S, S ′ be semirings. A map f : S −→ S ′ is said to be a morphism of semirings iff
for all s1, s2 ∈ S :
f(s1 + s2) = f(s1) + f(s2), f(s1s2) = f(s1)f(s2), f(0S) = 0S′ and f(1S) = 1S′.
The category of semirings is denoted by SRng.
5.3. Let (S,+, ·) be a semiring. We say that S is
cancellative iff the additive semigroup (S,+) is cancellative, i.e. whenever s, s′, s′′ ∈ S
we have
s+ s′ = s+ s′′ ⇒ s′ = s′′.
commutative iff the multiplicative semigroup (S, ·) is commutative;
semifield iff (S\{0}, ·, 1) is a commutative group.
Examples 5.4. Rings are indeed semirings. The first natural example of a (commutative)
semiring which is not a ring is (N0,+, ·), the set of non-negative integers. The semirings
(R+0 ,+, ·) and (Q
+
0 ,+, ·) are indeed semifields. For any associative ring R we have a semiring
structure (Ideal(R),+, ·) on the set Ideal(R) of (two-sided) ideals of R. Any distributive
complete lattice (L,∧,∨, 0, 1) is a semiring. For more examples, the reader may refer to
[Gol1999a]. In the sequel, we always assume that 0S 6= 1S.
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Definition 5.5. Let S be a semiring. A right S-semimodule is an algebraic structure
(M,+, 0M) consisting of a non-empty set M, a binary operation “+” along with a right
S-action
M × S −→ M, (m, s) 7→ ms,
such that:
1. (M,+, 0M) is a commutative monoid with neutral element 0M ;
2. (ms)s′ = m(ss′), (m +m′)s = ms +m′s and m(s + s′) = ms +ms′ for all s, s′ ∈ S
and m,m′ ∈M ;
3. m1S = m and m0S = 0M = 0Ms for all m ∈M and s ∈ S.
5.6. Let M,M ′ be right S-semimodules. A map f : M −→ M ′ is said to be a morphism
of S-semimodules (or S-linear) iff for all m1, m2 ∈M and s ∈ S :
f(m1 +m2) = f(m1) + f(m2) and f(ms) = f(m)s.
The set HomS(M,M
′) of S-linear maps from M to M ′ is clearly a commutative monoid
under addition. The category of right S-semimodules is denoted by SS. Analogously, one
can define the category SS of left S-semimodules. A right (left) S-semimodule is said to be
cancellative iff the semigroup (M,+) is cancellative. With CSS ⊆ SS (resp. SCS ⊆ SS) we
denote the full subcategory of cancellative right (left) S-semimodules. For two semirings
S, T, an (S, T )-bisemimodule M has a structure of a left S-semimodule and a right T -
semimodule such that (sm)t = s(mt) for all m ∈ M, s ∈ S and t ∈ T. The category of
(S, T )-bisemimodules and S-linear T -linear maps is denoted by SST ; the full subcategory
of cancellative (S, T )-bisemimodules is denoted by SCST .
5.7. Let M be a right S-semimodule. An S-congruence on M is an equivalence relation ≡
such that
m1 ≡ m2 ⇒ m1s+m ≡ m2s+m for all m1, m2, m ∈M and s ∈ S.
In particular, we have an S-congruence relation ≡[0] on M defined by
m ≡[0] m
′ ⇐⇒ m+m′′ = m′ +m′′ for some m′′ ∈M.
The quotient S-semimodule M/ ≡[0] is indeed cancellative and we have a canonical surjec-
tion cM : M −→ c(M), where c(M) := M/ ≡[0], with
Ker(cM) = {m ∈M | m+m
′′ = m′′ for some m′′ ∈M}.
The class of cancellative right S-semimodules is a reflective subcategory of SS in the sense
that the functor c : SS −→ CSS is left adjoint to the embedding functor CSS →֒ SS,
i.e. for any S-semimodule M and any cancellative S-semimodule N we have a natural
isomorphism of commutative monoids HomS(c(M), N) ≃ HomS(M,N) [Tak1981, p.517].
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Takahashi’s Tensor-like Product
5.8. ([Gol1999a, page 187]) Let MS be a right S-semimodule, SN a left S-semimodule and
consider the Abelian monoid U := S(M×N) × S(M×N). Let U ′ ⊆ S(M×N) × S(M×N) be the
symmetric S-subsemimodule generated by the set of elements of the form
(δ(m1+m2,n), δ(m1,n) + δ(m2,n)), (δ(m1,n) + δ(m2,n), δ(m1+m2,n)),
(δ(m,n1+n2), δ(m,n1) + δ(m,n2)), (δ(m,n1) + δ(m,n2), δ(m,n1+n2)),
(δ(ms,n), δ(m,sn)), (δ(m,sn), δ(ms,n)),
where
δm,n(m,n) =


1S, m = n
0, m 6= n.
Let ≡ be the S-congruence relation on S(M×N) defined by
f ≡ f ′ ⇐⇒ f + g = f ′ + g′ for some (g, g′) ∈ U ′.
Takahashi’s tensor-like product of M and N is defined as M ⊠S N := F/ ≡ . Notice that
there is an S-balanced map
τ˜ : M ×N −→M ⊠S N, (m,n) 7→ m⊠S n := (m,n)/ ≡
with the following universal property [Tak1982a]: for every commutative monoid G and
every S-bilinear S-balanced map β : M × N −→ G there exists a unique morphism of
monoids γ : M ⊠S N −→ c(G) such that we have a commutative diagram
M ×N
τ

β // G
cG

M ⊠S N γ
// c(G)
(4)
The following result collects some properties of − ⊠S − (compare with [Abu] and
[Gol1999a, Proposition 16.15, 16.16]):
Proposition 5.9. Let M be a right S-semimodule and N a left S-semimodule.
1. M ⊠S N is a cancellative commutative monoid.
2. MS (SN) is cancellative if and only if c(M) ≃M (c(N) ≃ N). In this case, we
3. We have natural isomorphisms of functors
−⊠S S ≃ c(−) : SS −→ SS and S ⊠S − ≃ c(−) : SS −→ SS.
Moreover, we have isomorphisms of functors
−⊠S S ≃ c(−) ≃ S ⊠S − : SSS −→ SSS .
We set
M ⊠S S
ϑrM
≃ M and S ⊠S N
ϑlM
≃ N.
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4. We have idempotent functors
J : S ⊠S − : SS −→ SS and K := −⊠T T : ST −→ ST . (5)
In particular, c(c(M)) ≃ c(M) and c(c(N)) ≃ c(N).
5. We have natural isomorphisms of commutative monoids
c(M)⊠S N ≃ c(M)⊠S c(N) ≃M ⊠S c(N) ≃ M ⊠S N ≃ c(M ⊠S N). (6)
Proposition 5.10. Let S and T be semirings, M a right S-semimodule and N an (S, T )-
bisemimodule. Consider the functors
−⊠S N : SS −→ ST , N ⊠T − : TS −→ SS
and the endo-functors J and K in (5).
1. (−⊠S N,Hom−T (N,−)) is a (J,K)-adjoint pair.
2. (N ⊠T −,HomS−(N,−)) is a (K, J)-adjoint pair.
Proof. For every right T -semimodule G we have natural isomorphisms
Hom−T (J(M)⊠S N),K(G)) ≃ Hom−T (c(M)⊠S N), c(G))
≃ Hom−T (M ⊠S N, c(G))
≃ Hom−S(M,Hom−T (N, c(G))) ([Gol1999a, 16.15])
≃ Hom−S(c(M),Hom−T (N, c(G))) ([Tak1981, p. 517])
≃ Hom−S(J(M),Hom−T (N,K(G))).
The second statement can be proved symmetrically.
Semiunital Semirings and Semicounitary Semimodules
In what follows, S denotes a commutative semiring with 1S 6= 0S, A is an S-semialgebra
(i.e. a semiring with a morphism of semirings ιA : S −→ A), ASA is the category of (A,A)-
bisemimodules and ACSA is its full subcategory of cancellative (A,A)-bisemimodules.
Moreover, we fix the idempotent endo-functor
J := c(−) ≃ A⊠A − ≃ −⊠A A : ASA −→ ASA.
Summarizing the observations above, we obtain
Theorem 5.11. 1. (ASA,⊠, A) is a closed semiunital semimonoidal category.
2. (ACSA,⊠, c(A)) is a closed monoidal category.
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5.12. By a semiunital A-semiring we mean an (A,A)-bisemimodule A associated with
(A,A)-bilinear maps µA : A ⊠A A −→ A and ηA : A −→ A such that the following
diagrams are commutative
A⊠A A⊠A A
µA⊠AA //
A⊠AµA

A⊠A A
µA

A⊠A A µA
// A
A⊠A A
µA // A
cA

A⊠A A
µAoo
A⊠A A
ηA⊠AA
OO
ϑl
A
// c(A) A⊠A A
A⊠AηA
OO
ϑr
A
oo
Let A and A′ be semiunital A-semirings. An (A,A)-bilinear map f : A −→ A′ is called a
morphism of semiunital A-semirings iff
f ◦ µA = µA′ ◦ (f ⊠A f) and f ◦ ηA = ηA′ .
The set of morphisms of semiunital A-semirings formA toA′ is denoted by SSRngA(A,A
′).
The category of semiunital A-semirings will be denoted by SSRngA. Indeed, we have an
isomorphism of categories SSRngA ≃ SMonoid(ASA).
5.13. Let A be a semiunital A-semiring. A semiunitary right A-semimodule is a right A-
semimodule along with a right A-linear map ̺M : M ⊠A A −→M such that the following
diagrams are commutative
M ⊠A A⊠A A
̺M⊠AA //
M⊠AµA

M ⊠A A
̺M

M ⊠A A ̺M
//M
M ⊠A A
ϑrM

M⊠AηA //M ⊠A A
̺M

c(M) M
cM
oo
A morphism of semiunitary right A-semimodules (A-linear) is an A-linear map f : M −→
M ′ such that the following diagram is commutative
M ⊠A A
̺M //
f⊠AA

M
f

M ′ ⊠A A ̺M′
//M ′
The category of semiunitary right A-semimodules and A-linear maps is denoted by SSA.
Analogously, one can define the category ASS of semiunital left A-semimodules. For two
semiunital A-semirings A and B, one can define the category BSSA of (B,A)-bisemimodules
in the obvious way. Considering semiunital A-semirings as semimonoids in ASA, we have
indeed isomorphisms of categories
SSA ≃ SA, BSS ≃ BS, BSSA ≃ BSA, CSA ≃ USA, BCS ≃ BUS, BCSA ≃ BUSA. (7)
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Remark 5.14. We use semiunital A-semirings to stress that such semimonoids are defined
in the semiunital semimonoidal category (ASA,⊠A, A) and to avoid confusion with (unital)
A-semirings which can be defined as monoids in the monoidal category (ASA,⊗A, A). The
same applies for semicounitary A-semicorings below.
5.15. Being a variety, in the sense of Universal Algebra, the category ASA of (A,A)-
bisemimodules is cocomplete. The class of regular epimorphism in ASA coincides with that
of surjective (A,A)-bilinear maps. For every (A,A)-bisemimodule M, there is a surjec-
tive (A,A)-bilinear map from a free (A,A)-bisemimodule to M (compare with [Gol1999a,
Proposition 17.11]); whence, A is a regular generator. Moreover, for any (A,A)-bisemimodule
X, both X ⊠A −, − ⊠A X : ASA −→ ACSA respect colimits since they are left adjoints
[Tak1982a, Corollary 4.5].
Applying Theorem 4.8 to ASA, we obtain:
Corollary 5.16. Let A be cancellative and A a cancellative (A,A)-bisemimodule. There
is a bijective correspondence between the structures of unital A-semirings on A, c-monads
on A⊠A − and c-monads −⊠A A.
Semicounital Semicorings and Semicounitary Semicomodules
5.17. A semicounital A-semicoring is an (A,A)-bisemimodule associated with (A,A)-
bilinear maps ∆C : C −→ C ⊠A C and εC : C −→ A such that the following diagrams
are commutative
C
∆C //
∆C

C ⊠A C
C⊠A∆C

C ⊠A C ∆C⊠AC
// C ⊠A C ⊠A C
C ⊠A C
εC⊠AC

C
∆Coo ∆C //
cC

C ⊠A C
C⊠AεC

A⊠A C
ϑl
C
// c(C) C ⊠A A
ϑr
C
oo
(8)
The map ∆C (εC) is called the comultiplication (counity) of C. Using Sweedler-Heyneman’s
notation, we have for every c ∈ C :
∑
c11 ⊠A c12 ⊠A c2 =
∑
c1 ⊠A c21 ⊠A c22;
c(
∑
c1εC(c2)) = cM(c) = c(
∑
εC(c1)c2).
Let (C,∆, ε) and (C′,∆′, ε′) be semicounital A-semicorings. We call an (A,A)-bilinear map
f : C −→ C′ a morphism of A-semicorings iff
(f ⊠A f) ◦∆C = ∆C′ ◦ f and εC′ ◦ f = εC.
The set of A-semicoring morphisms from C to C′ is denoted by SSCogA(C, C
′). The category
of semicounital A-semicorings is denoted by SSCrngA. Indeed, we have an isomorphism
of categories SSCrngA ≃ SCMonoid(ASA).
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5.18. Let (C,∆, ε) be an A-semicoring. A semicounitary right C-semicomodule is a right
A-semimodule M associated with an A-linear map
̺M : M −→ M ⊠A C, m 7→
∑
m<0> ⊠A m<1>,
such that the following diagrams are commutative
M
̺M //
̺M

M ⊠A C
M⊠A∆C

M ⊠A C ̺M⊠AC
//M ⊠A C ⊠A C
M
̺M //
cM

M ⊠A C
M⊠AεC

c(M) M ⊠A A
ϑrM
oo
Using Sweedler-Heyneman’s notation, we have for every m ∈M :
∑
m<0> ⊠A m<1>1 ⊠A m<1>2 =
∑
m<0><0> ⊠A m<0><1> ⊠A m<1>;
c(
∑
m<0>εC(m<1>)) = cM(m).
For semicounitary right C-comodules M,M ′, we call an A-linear map f : M −→ M ′ a
morphism of semicounitary right C-semicomodules (or C-colinear) iff the following diagram
is commutative
M
f //
̺M

N
̺N

M ⊠A C
f⊠AC
// N ⊠A C
The category of semicounitary right C-semicomodules and C-colinear maps is denoted by
SSC; the full subcategory of counitary right C-semicomodules is denoted by CSC. Anal-
ogously, one can define the category CSS of semicounitary left C-semicomodules and its
full subcategory of counitary left C-semicomodules. For two semicounital A-semicorings
C and D one can define the category DSSC of semicounitary (D, C)-bisemicomodules and
its full subcategory of counitary (D, C)-bisemicomodules in the obvious way. Consider-
ing semicounital A-semicorings as semicomonoids in ASA, we have indeed isomorphisms of
categories
SSC ≃ SC ,D SS ≃ DS, DSSC ≃ DSC, CSC ≃ CSC,D CS ≃ DCS, DCSC ≃ DCSC. (9)
Applying Theorem 4.17 to ASA, we obtain:
Corollary 5.19. Let A be cancellative and C a cancellative (A,A)-bisemimodule. There
is a bijective correspondence between the structures of counital A-semicorings on C, c-
comonads on C ⊠A − and c-comonads on −⊠A C.
Almost all structures of corings over rings (e.g. [Abu], [BW2003]) can be transferred
to obtain structures of semicorings over semirings.
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Example 5.20. Let κ : B −→ A be an extension of S-semialgebras and consider B
as a (B,B)-bisemimodule in the canonical way. One can define Sweedler’s counital A-
semicoring C := (A⊠B A,∆, ε) with
∆ : A⊠B A −→ (A⊠B A)⊠A (A⊠B A), a⊠B a˜ 7→ (a⊠B 1A)⊠A (1A ⊠B a˜);
ε : A⊠B A −→ A, a⊠B a˜ 7→ aa˜.
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