ABSTRACT Given the limits of human memory, clinicians have trouble recalling therapeutic recommendations, even when the clinician previously judged that the information relevant for the care of a specific patient. To tackle this problem, we present a knowledge-based recommender system prototype that links the electronic patient records to clinical information, previously delivered to the target physician and judged to be potentially beneficial. We developed this prototype within the context of RxTx, a Canadian continuing medical education program. We apply a constraint-based recommendation strategy as follows: (1) clinical experts (taggers) map a set of therapeutic recommendations (called Highlights) to a requirement statement built from the standard clinical codes and supplementary demographic information, when applicable; (2) a matching system identifies patient-Highlights recommendation pairs through requirement satisfaction; and (3) given a patient record being examined, the recommended Highlights can be retrieved online at the point of care. We tested this prototype using electronic medical records from the Canadian Primary Care Sentinel Surveillance Network and 87 therapeutic Highlights from the RxTx collection, evaluating the system's performance against a gold standard consisting of a two-expert consolidated patient-Highlight matching set for 150 patient records. The requirements-based recommendation system exhibits very high precision (mode: 1.0, 89% of the time; average precision: 0.95) and moderate recall (mode 1.0, 48.7% of the time; average recall: 0.61). The near-perfect precision minimizes the possibility of generating alert fatigue in physicians using the system. We note that more than half of the false negative results from the information being available in the text of the electronic medical records, but unavailable as a clinical code. The nearperfect precision over the tested patient set suggests that the system has the potential to deliver high-quality recommendations of clinical information at the point of care while being easily integrated within a continuing medical education program and the clinician's workflow.
Thus, the purpose of this study is to prototype an intelligent information system that displays clinical content previously identified as being potentially valuable in relation to one or more patients under the practitioner's care as a complement to the particular patient record being examined. A natural approach to designing such a system is to frame it in the context of a recommendation process [8] , [27] , [37] , [41] , [46] that leverages similarities in the clinical information to be delivered and the information that can be inferred from a patient's clinical record. In this work, we consider the prototyping of such a recommender system within the context of RxTx, 1 an innovative continuing medical education (CME) program developed by the Canadian Pharmacists Association (CPhA), the College of Family Physicians of Canada (CFPC), and the Information Technology Primary Care Research Group (McGill University) [19] , [21] , [33] . We use electronic medical records (EMRs) data from the Canadian Primary Care Sentinel Surveillance Network (CPC-SSN) [5] , [6] as a testing platform.
In the RxTx program, the CPhA e-mails a weekly treatment recommendation (Highlights) to CPhA and CFPC members [9] . Members are given the opportunity to rate the relevance, cognitive impact, intention to use, and expected health benefits for each Highlight and receive continuing education credit for each Highlight assessed (continuing education credits for pharmacists and Mainpro credits for family physicians (FPs)) [19] , [21] , [33] . Highlights are rated through a contentvalidated questionnaire based on the Information Assessment Method (IAM), which is derived from an information studies model [33] [34] [35] . Across Canada, 1907 pharmacists (CPhA members) completed at least 1 IAM questionnaire to rate and comment on Highlights between March 8, 2012 , and December 31, 2014, and 13,444 physicians (CFPC members) submitted at least 1 Highlight rating between January 19, 2010 , and December 31, 2014 [33] .
The Highlights are typically paragraph-long, concise recommendations covering a very specific topic, e.g. [19] : (1) SORT B] . 1 Previously called e-Therapeutics Highlights. 2 SORT refers to the Strength of Recommendation Taxonomy developed by Ebell et al. [11] . In this taxonomy, a B-level recommendation is based on inconsistent or limited-quality patient-oriented evidence.
In the small trazodone study, 50 mg qhs administered for 2 weeks to community-dwelling patients with AD increased daily sleep time by 43 The principal limitation in transferring the information delivered by the Highlights program to the point of care is the fact that with time many FPs will not remember a specific Highlight that they themselves rated as beneficial, even when they encounter a patient for whom this Highlight is applicable (see for example the mixed method study by Grad et al. [20] .) In this work, we investigate a solution using a knowledge-based recommendation strategy relying on a Highlight requirement satisfaction approach to find the potential Highlight-patient matches. The key idea is to have a clinical expert map Highlight content into a characterizing requirement statement (constraint) built from clinical codes and generate patientHighlight matching pairs through the evaluation of these requirements. Thus, given a patient EMR R and a Highlight H , then H can be recommended in association with R if and only if R satisfies all the requirements associated with H . For example, R could be something like '(code1 or code2) and code3', in which case R satisfies the requirements of H if R contains either code1 or code2 and, in addition, contains code3. These requirement statements are stored in a knowledge base generated in advance from the clinical expert processing of the Highlights. Our solution design focuses on high-precision as the primary performance target in order to minimize the likelihood of poor signal-to-noise ratios and the associated user 'alert fatigue' (see for example evidence of this phenomenon in the case of drug alerts from clinical decision support systems [14] , [17] , [31] , [43] ).
A. RELATED WORK 1) RECOMMENDER SYSTEMS
Ricci et al. define recommender systems as ''software tools and techniques providing suggestions for items to be of use to a user'' [37, p. vii] , while keeping a very general definition of users and items. Recommender systems (RSs) are generally motivated by a need to support user decision making and provide an automated, online, and usually personalized filtering mechanism allowing users to cope with information overload [27] , [36] , [37] . There are three general classes of recommender systems: collaborative, content-based, and knowledge-based [27] , [37] .
Collaborative-filtering or just collaborative recommenders exploit the rating history of a user's community as a means to predict which items would be of interest to the user, leveraging similarities between rating histories as the key factor in predicting a user's interest in a given item. Collaborative recommenders have been extensively studied and tested and are now one of the most well-understood and successful recommendation frameworks [24] , [27] , [29] .
Content-based recommenders do not require the existence of a user community structure. Recommendations are based instead on the content of an item and its relationship to a user's profile, which is effectively a structured representation of the user's preferences. Ratings or consumption history usually form the basis for the construction and possible update of the preference model, although in some instances this is not a requirement. Content-based recommenders usually operate under the same basic principles as search-engines and information retrieval in general. In fact, the typical examples for content-based recommenders often apply to text document retrieval, such as suggested books or news articles [27] , [30] .
The third major recommender system architecture is that of knowledge-based systems. There are many applications where the benefits of using collaborative or traditional content-based techniques are not as easily realized, especially in contexts when historical rating/consumption data is hard to acquire or when such data rapidly devalues, when the recommendation task requires or can benefit from an existing knowledge base and a structured knowledge representation, or when the presence of constraints heavily influences the relationship between a user and the recommended items [15] , [27] . While all intelligent recommenders implement knowledge of some sort, knowledge-based recommenders concentrate on domain knowledge and constraints, or put another way, knowledge that is not already exploited in content-based or collaborative techniques. One of the advantages of knowledge-based recommenders over the other two main recommendation approaches is that there are no cold-start problems because recommendations are made independently of the user history and depend only on the requirements of the recommendation session. However, knowledge-based recommenders suffer from a difficulty of their own in the form of the knowledge-acquisition bottleneck: requiring the transformation of domain expert knowledge into formal representations [15] , [27] .
2) RECOMMENDER SYSTEMS IN HEALTHCARE
While there has been a significant amount of research effort dedicated to the development and application of computer and data science methods in the context of health informatics in general and specifically regarding clinical decision support systems [4] , [23] , [25] , [32] , [42] , as well as several studies focusing on the effects of computer-generated reminders on professional practice (e.g., see [2] and references therein), there is much less work to date examining the impact of harnessing the personalization potential from recommender systems in a healthcare context. Moreover, most of the existing work in this area concentrates on health consumers or patients as the final users [8] , especially in relation to health education.
Earlier work by Abidi et al. [1] presents a healthcare information push delivery system aiming to personalize generic medical information by accounting for an individual's chronic and episodic healthcare needs and healthcare objectives. Fernandez-Luque et al. [16] discuss some of the challenges and opportunities of using recommender systems within the context of personalized health education. Roitman et al. [39] propose an explanation-driven personalized content recommendation approach towards increasing patient safety by exposing them to relevant health-education information continuously gathered from web sources. Farrel et al. [13] discuss a lifestyle change recommender based on personal history. There is also some work related to the use of recommender systems to improve healthy eating habits [12] , [45] and to target the dietary needs of a particular patient group, such as those with diabetes [40] . Recently, Sanchez Bocanegra et al. [7] investigated the feasibility of applying a semantic content-based recommendation strategy to link YouTube health video content to reputable health educational websites from MedlinePlus and to suggest these recommended websites to health consumers in relation to a given health video. Wiesner and Pfeifer [46] present a detailed discussion of a patient-centered personalized health recommender architecture that focuses on providing contextbased and individually targeted health information of a high level of trustworthiness, while emphasizing ''laymenfriendly textual content'' delivery. Their approach makes use of a ''health graph'' constructed from freely available medical knowledge from Wikipedia, thereby supporting ''patients in better understanding their individual state of health in a related medical context''[p. 2591]. Their work also provides a good introduction to the area of health recommenders in general.
While receiving significantly less attention so far in the health recommender systems literature, there is also some work targeting health practitioners as the final users. Huang et al. [26] propose a collaboration-based medical knowledge recommendation approach to support medical knowledge search and delivery within a clinical environment. Their approach relies on the generation of a clinician trust profile using clinicians' past rating behaviours on knowledge items. This profile is then used with collaborative filtering techniques to improve the quality of medical knowledge recommendation. Based on their experimental results, the authors conclude this approach exhibits a good level of performance in terms of recommending medical knowledge items of interest to clinicians. Duan et al. [10] consider the development of a nursing care plan recommender, using correlations among nursing diagnoses, outcomes, and interventions. Their strategy utilizes data mining methods in combination with a sequential recommendation process mediated by user interaction.
Recent work by Calero Valdez et al. [8] discusses an overarching health recommender system research framework whereby the traditional recommender system design cycle is extended to facilitate the mitigation of some of the inherent difficulties associated with the successful application of recommendation systems in a healthcare context. As they point out, part of the difficulty in establishing a general recommendation paradigm for healthcare recommenders is the potentially very different recommendation environments that are applicable depending on the target users, what items are to be recommended, what the risk and privacy concerns are, etc. They advocate for design protocols that place added emphasis on domain understanding, evaluation, and inception considerations. We note that the recommender system design we present here is very well-aligned with this reasoning. First of all, the use of clinician-generated clinical code requirements as the basis for the matching between Highlights and EMR allows us to align the domain-specific information characteristics associated with final users with those of the recommendation rules encoding process. Second, because the recommendations are delivered within the CME framework we can leverage a specific FP user's own assessment of which information items (Highlights) constitute the pool of recommendable items, as opposed to having a general, non-personalized pool of Highlights for all participating members. This point is particularly important in terms of the expected real-life performance of the proposed system since the added personalization further increases the expected impact of delivering a Highlight that the recommendation engine identifies as a match to a given patient EMR being examined by the target FP.
B. CONTRIBUTIONS
The contribution of this work is the design, lab-setting implementation, and evaluation of a knowledge-based recommender system prototype that provides clinical information recommendations for physicians based on a requirement matching strategy applied to patient EMR data, within the context of a CME program. This manuscript discusses the proposed information architecture, information flow, data sources, and the methodologies to evaluate the system, including the construction of an expert-based gold standard evaluation set. We report on the performance of this knowledge-based approach and discuss the sources of precision and recall losses. It is worth noting that the expertbased gold standard set we have generated can be used to test the performance of other recommendation strategies, provided the underlying Highlight and EMR data remains the same. To the best of our knowledge, there appears to be no previous work within the health recommender literature addressing the same problem. The closest match is the work of Huang et al. [26] in which they also consider the recommendation of clinical information to a practitioner. However, their solution framework follows a trust-based collaborativefiltering approach, whereas the presently discussed recommendation strategy relies instead on a knowledge-based approach within an existing CME program. Finally, we note that while this work has been motivated by the context of the RxTx program described earlier, the same methodology can in principle be implemented in other contexts where practitioners are recommended other types of clinical information (e.g., journal/conference abstracts) in connection to a set of patients under their care.
II. METHODS
The proposed knowledge-based recommender solution is illustrated in Figure 1 . The general information flow can be divided into the following stages: (1) a tagging step where expert taggers (e.g., FPs) represent Highlights through constraint predicates constructed from ICD9 (International Classification of Diseases, Ninth Revision), ATC (Anatomical Therapeutic Chemical) codes, and demographic information when applicable; (2a) the generation of system-based Highlight-patient matching recommendation lists using the matching constraints from the tagged Highlights to match patient records in the EMR data; (2b) the construction of an expert-based patient-Highlight matching gold standard set for evaluation purposes; and finally, (3) a performance evaluation step to assess the viability of the knowledge-based matching engine. In the following sections we describe the EMR data at our disposal and discuss each of the above stages in detail.
A. EMR DATA
We have gained access to a very large integrated EMR dataset containing anonymized records for 1,283,154 patients (associated with 1830 unique provider IDs) from the Canadian Primary Care Sentinel Surveillance Network (CPC-SSN), the first multi-disease EMR surveillance system in Canada [5] , [6] . Birtwhistle [6, p.1219 ] describes the development of the CPCSSN network as follows:
The network began with 7 existing academic research networks in Calgary, Alta; Edmonton, Alta; London, Ont; Toronto, Ont; Kingston, Ont; Montreal, Que; and St John's, Nfld. Then networks also developed in Winnipeg, Man; Halifax, NS; and Vancouver, BC. Family practitioners who use electronic medical records (EMRs) are associated with each network. With research ethics board approval, these family practitioners agree to contribute de-identified patient health information to a growing database on 8 chronic diseases and neurological conditions (chronic obstructive pulmonary disease, depression, diabetes, hypertension, osteoarthritis, Alzheimer's disease and related dementias, epilepsy, and Parkinson's disease). Among the networks, 9 EMR products are being used, from which the patient health information is extracted every 3 months and stored in a CPCSSN database in a highly secure facility. The feasibility part of the project accomplished the following: university research centres worked together effectively as a network of networks; research ethics boards in 7 jurisdictions accepted the proposal to collect de-identified patient health data in a private and secure way without explicit patient consent; family physicians were willing to participate and contribute their patients' health information to the database; data were reliably extracted into a CPCSSN database from various EMR products; data were combined into a central database after appropriate cleaning; and case definitions were developed and updated on an ongoing basis. Several works have reported using the large longitudinal CPCSSN data for a diversity of studies, including reports on the validation of case definitions for chronic disease surveillance [47] , the validation of the diagnostic algorithms for 5 chronic conditions [28] , the prevalence and management of hypertension in primary care practices with electronic medical records [18] , adult obesity prevalence in primary care users [38] , and the development of methods for determining primary care practice denominators in relation to disease prevalence [22] , to name a few.
B. HIGHLIGHT TAGGING
The idea is to have clinical expert taggers (e.g., FPs) read the Highlight text and use relevant clinical codes to arrive at a Highlight requirement representation that can be matched to available information within an EMR record. A natural way to take advantage of the expert clinical knowledge of the human tagger in a standardized and generalizable manner is to employ existing and internationally adopted healthcare and drug classification systems and their associated codes. ICD9 and ATC classification systems were chosen due to the hierarchical structure in the codes and the fact that the EMR data we have at our disposal is sufficiently well-populated by these codes. Since the data has been populated using ICD9 and not ICD10, the former version was preferred for the tagging. In addition, the code dictionary was complemented with sex and age tags (infant: age < 1, child: 1 ≤ age ≤ 9, adolescent: 10 ≤ age ≤ 19, adult: 20 ≤ age ≤ 65, and elderly: age > 65).
A simple and intuitive yet ''naive'' approach would be to conceive the recommender system as a content-based recommender where the expert tagger provides the content vector for each of the Highlights by specifying a list of assigned codes. The problem with such a basic tag-list approach is the fact that it is devoid of any logical structure. As a result, it prevents the expert taggers from specifying a more precise characterization of the Highlight requirements, as we observed from early testing. Thus, we conclude that when it comes to implementing an expert tagging strategy, a constraint-based approach similar to what is used in traditional knowledgebased recommender frameworks is more suitable than a content-based vectorized expert-tag approach.
In the particular application context that motivated the present work, given that the Highlights are paragraph-long, it becomes practically viable to attempt to encapsulate the relevant clinical knowledge in a requirement statement built from the tag dictionaries, allowing for more complex information to be extracted from the clinician's expertise, without increasing the time or the complexity of the tagging process in any significant way when compared to the simple tag list approach. In the simplest instances, the requirement statement could be just a single ICD9/ATC code, meaning that an EMR is matched with a Highlight if and only if that particular tag is found in the EMR. In other cases however, the crucial information takes the form of more elaborate predicates, e.g., ''ICD9:V15.03 OR ICD9:V64.04'' (''Allergy to eggs OR Vaccination not carried out because of allergy to vaccine or component'') for Highlight (1) introduced earlier, or ''ICD9:327.8 AND ICD9:331.0'' (''Other organic sleep disorders AND Alzheimer's disease'').
Following this requirement-based approach, we proceeded to sample 100 Highlights from a larger set of 256 delivered by the CPhA to participating members through the RxTx program between 2010 and 2014. We limited the number of Highlights to 100 due to a human resources constraint when it came to the total clinical expert input hours required for both the Highlight tagging and the gold standard preparation. The 100-Highlight sample was obtained by first ordering the original 256 Highlights by Benefit of Information Index (BII) [33] , and then randomly selecting a third from each of the high, medium, and low BII partition sets so as to obtain a representative sample (in terms of the BII). The BII is defined as BII = (Y + 0.5P)/(Y + P + N ), where Y , N , and P correspond to the number of raters who answered 'Yes', 'No', and 'Possibly', respectively, to the question ''Do you expect any health benefits from applying this e-Therapeutics (RxTx) Highlight to a particular patient?''. An FP (FP1) proceeded to compile characterizing requirement-statements for each of the Highlights in this sample. From this set, FP1 determined that 13 Highlights were in fact not easily describable by such a requirement statement because the Highlight referred to information not available to the tagger, or the Highlight was too generic to tag. As we discuss in section III, due to the very nature of these ''untaggable'' Highlights, whether one includes or excludes these Highlights during the evaluation of the recommendation engine has a negligible effect on the observed performance metrics. That said, note that the measured 13% proportion of untaggable Highlights has an associated 95%-confidence interval of (6, 20)% (based on the Gaussian approximation to the binomial distribution). Thus, we can take 20% as a very conservative estimate for the proportion of expected ''untaggable'' Highlights when extending our methods to larger Highlight recommendation sets or other similar sources. Once FP1 finished the tagging process, a senior FP (SFP) evaluated a subset of the tagged Highlights. Finally, a second FP, (FP2) went through the entire set of 87 tagged Highlights and discussed minor disagreements regarding the tagging with FP1, all of which resulted in a consolidated final collection of Highlights with their respective requirement statement representations.
We developed a Java-based matching system implementation that processed the tagging-phase output and used the constraint statements provided by the tagging FPs to formulate SQL statements and run them against a database built from CPCSSN EMR data. The following section describes the matching engine linking the patient records to the applicable set of Highlight recommendations.
C. PATIENT-HIGHLIGHT MATCHING RECOMMENDATIONS
Part of the advantage of using ICD9 and ATC codes is that we can leverage the hierarchical structure reflected in the codes as strings of characters. This structure allows us to easily relax the strict literal matching of tags to allow for matches through subcategories. For example, if the engine encounters the ICD9 code 331 (Other cerebral degenerations) in a Highlight to be matched, we allow for any code having 331 as a root, such as 331.0 (Alzheimer's disease), to qualify as a matching code. This matching relaxation is of course not applied in the opposite direction, so that the engine is never matching a more general code than what is given in the Highlight requirements. The same observations apply to ATC codes. We reason that if an expert tagger desires a high degree of specificity in the codes associated with a given Highlight, they can do so by going deep enough in the respective coding tree, in which case the engine should respect the tagging in order to maximize precision in the patient matchings; however, if the expert decides to leave the code in a more general level, matching specific instantiations of the parent class should not decrease the performance of the matching engine. For both ATC and ICD9 codes, we limited the queries to database entries in columns associated with cleaned versions of the original EMR data, as per the preprocessed CPCSSN data sources we had access to.
Lastly, whether the matching itself is performed offline or online when, or if, this strategy is deployed in a real application environment depends on how the EMR data is going to be stored and accessed, and it becomes a matter to be resolved once a real implementation architecture setting is specified.
As we mentioned already, this strategy for delivering recommended Highlights to the practicing FPs can be classified as belonging to the class of knowledge-based recommenders in the sense that it delivers items (Highlights) to users (FPs) according to a constraint-based specification within an underlying knowledge base. That said, unlike traditional knowledge-based recommenders, the constraints in our case are not directly generated from an explicit user input or a conversational information flow. Instead, we take the patient record as an implicit user input that generates a satisfiability space (determined by the codes available in the patient's EMR record) out of which a (possibly empty) candidate set of Highlights is retrieved. Considering our specific context of application, the personalization aspect comes in, however, from the set of Highlights that are available for recommendation: instead of a general collection of Highlights, any recommendations would come from the set of Highlights that would have been previously identified by that particular FP as being potentially valuable for the care of one or more of their patients. A priori, one would expect that in terms of strictly assessing the relevance of a Highlight as related to a patient's EMR, relevance judgements across FPs would exhibit a high degree of uniformity. However, in terms of the expected benefit of being (re)exposed to the information in a particular Highlight when it comes to the care of the FP's patients, non-negligible sources of personalization could include the different levels of experience, exposure to the particular Highlight topic, and, very importantly, the specific set of patients under the FP's care. All these personalization factors are captured in the proposed recommendation framework.
In other application contexts, where the original user-level filtering is not immediately available, one could simply maintain a global recommendation set and leave the implicit EMR patient queries as the primary source of individualization (in the sense of different FPs having different patient sets). Moreover, in all contexts, feedback mechanisms can be built in order to remove a Highlight from the base recommendation set whenever the target FP deems it no longer useful to recommend a particular Highlight; e.g., in cases where the Highlight content has been determined to be sufficiently internalized so as not to merit additional attention.
D. RECOMMENDATION PERFORMANCE EVALUATION
In order to test the performance of the knowledge-based recommendation strategy we have presented, we generated an expert gold standard for patient-Highlight matches for a sample of 150 randomly selected patient EMRs from the CPCSSN data. To facilitate data collection, we developed a Java FX GUI displaying both the patient EMR data and the text for each of the 100 candidate Highlights, allowing the expert matchers to browse through the sample patient set and select the Highlights they identify to be matches for the particular patient EMR being displayed. We compare these gold standard patient-Highlight matches with those generated by the knowledge-based matching system. In both cases, each EMR is associated with a relevant list of Highlights. Thus, for every patient in the sample we can compute the precision and recall for the system's retrieval as compared to the expert gold standard matching list. The resulting statistics are presented and discussed in Section III. To arrive at a reasonably robust matching gold standard, the same sample of patients was matched by an FP (FP1) and by a qualified pharmacist (Ph1). Any discrepancies between their matching lists were discussed by the two expert matchers, with arbitration from a senior FP when necessary. Lastly, note that the gold standard obtained here is useful in the evaluation of not only the presently examined knowledge-based recommendation engine, but also any other recommendation approach linking these Highlights with EMR data.
E. FAMILY PHYSICIAN USERS: SYSTEM DESIGN OBSERVATIONS
In a widely cited report based on an eight-year study of the impact of decision support systems in the context of evidence-based medicine, Bates et al. [3] discuss a set of ten criteria they found to be crucial when it comes to increasing their success. In what follows, we briefly discuss how the recommender system we are currently proposing, albeit in a prototype form, aligns with some of the criteria discussed by Bates et al. As a general remark, we note that the information architecture and information flow we are proposing here is consistent with their belief that the key tools for closing the gap between evidence-based medicine knowledge and actual practice are ''information systems that provide decision support to users at the time they make decisions'' [3, p.523], since the proposed recommender engine would in principle integrate seamlessly within an EMR system.
Regarding speed of delivery: Depending on the hardware, data access, and storage, it may be optimal to establish the patient-Highlight matching recommendations offline, update them periodically or based on EMR updates and after new Highlight releases, and leave the retrieval of the recommendations from an underlying database as the only online component. This will ensure that unwanted lags or scalability concerns do not affect the usability from the practising FP's perspective. This point is also related to the concept of knowledge management and maintenance.
Regarding need anticipation and delivery in real time: In the particular context that motivated our solution, the fact that the candidate set of reminders (out of which recommendations are chosen for a particular FP and a particular patient EMR being examined) is obtained from the FP's rating of the Highlights by way of the CME program, ensures that the delivery of the information is well-tuned to the FP's information needs. Again, with the help of feedback mechanisms integrated in the system, this can be further refined based on the FP's usage history, for example. This latter point also ties into the concept of knowledge management and maintenance. Moreover, by construction, the recommendation engine's goal is to satisfy an implied information query for which the particular patient record under examination is taken as a proxy. Lastly, the recommendations are intended to be delivered in real time, as complements to a particular EMR being examined.
Regarding the fitting into the user's work flow: This is achieved by the fact that the Highlights would be displayed in reference to the particular patient EMR being examined. The practising FP is not required to significantly deviate from the context of the normal EMR examination to take advantage of the information being suggested.
Regarding the simplicity of the information being delivered: The Highlights in the Therapeutic Highlights are concise, paragraph-length pieces of clinical information. Thus, several Highlights can be presented within a single screen. If in practice it became necessary to filter down the number of displayed Highlights per patient, additional weighting mechanisms can easily be put in place to present only a subset of the candidates by default unless further results are actively requested (e.g., filter by benefit of information index [33] , date of release, and/or critical or rare condition flags, for example).
The remaining lessons discussed by Bates et al. are not immediately applicable to our prototyping either because they relate to fine-tuning aspects of the user interface, which would need to be addressed when and if any potential real-practice deployment is considered, or because, by construction, what we are delivering are not explicit alerts or interventions, but rather pieces of information that may be of use to the FP and for which we do not dictate exactly how they are to be used. Even if a Highlight itself is a guideline, the system is just delivering that information to the FP, not applying the guideline itself to suggest an implied course of action. The interaction we are proposing is of the form 'You may want to look at this when considering this patient' and not of the form 'We recommend you do/stop doing this for this patient'.
Another important design objective in our prototyping has been a deliberate bias towards a high degree of precision in the Highlight recommendation process, as measured against the expert-matching gold standard we developed; hence the use of requirement-based Highlight representations and the way we have chosen to do the matching. Poor signal-to-noise ratio in the delivery of alerts and an associated 'alert fatigue' have been reported as being one of the main reasons why clinicians end up ignoring alerts from support systems [14] , [17] , [31] , [43] . While our system does not present alerts in the very strict sense of the word, we have nevertheless chosen to provide recommendations only where we can be confident that the information delivered is indeed of relevance to the particular EMR being examined.
III. RESULTS

A. PRECISION (POSITIVE PREDICTIVE VALUE) AND RECALL (SENSITIVITY)
We examined precision (number of relevant Highlights retrieved/number of Highlights retrieved) and recall (number of relevant Highlights retrieved/number of relevant Highlights available) for each of the 150 patient EMRs, comparing the knowledge-based Highlight list recommendations with the Highlight list provided by the consolidated expert gold standard. In other words, each Highlight recommendation is treated as a retrieval operation triggered by the examined EMR as an implicit query. In this setting, a retrieved Highlight H is defined as being relevant for an EMR R if and only if H appears in the gold standard recommendation for R. Figure 2 displays the resulting precision distribution, whereas figures 3 and 4 display the resulting recall distributions including and excluding untagged Highlights (those identified by FP1 as not easily ''taggable'' due to missing information, or due to the Highlight being too generic), respectively. By construction, if the Highlights are not tagged then they cannot be candidates for retrieval, so the precision distribution is unaffected by whether or not we allow untagged Highlights to be part of the expert gold standard lists. Moreover, note that the two recall distributions are nearly identical (mean recall drops marginally from 0.61 to 0.59, while the standard deviations are equal up to two significant digits). The lack of impact when including the ''untaggable'' Highlights is mainly due to the fact that, since these Highlights are either too generic or refer to information not available within the Highlight itself, they are also rarely seen as definite matches for a given patient. Even when some of these Highlights occasionally end up included in a gold-standard recommendation list, it seems to affect mostly cases where recall was already low. In light of the negligible differences in the two recall distributions, and in the spirit of maintaining consistency in recommendation evaluation, further discussions of recall relate to the distribution when untagged Highlights are excluded. Also note that the relatively few distinct observed values in all distributions reflects the fact that, in general, both the knowledge-based recommended Highlight lists and the gold-standard Highlight lists include very few Highlights per EMR, resulting in a small number of possible combinations for the respective fractions. The average number of Highlights in the gold-standard recommendation lists is 4.09, while the average number of Highlights in the knowledge-based recommendation lists is 2.10.
Since each Highlight is characterized by a requirement statement, which is itself derived by a clinical expert considering the question 'What codes would an ideally populated patient record need to exhibit to make this Highlight relevant for such patient?', then, by design, we expected precision to be very high. Figure 2 depicts the precision distribution for 150 tested EMRs. For each of the distinct precision values measured, we display its relative occurrence frequency. As can be seen from the precision distribution, this expectation was strongly validated, with the 150 patient sample exhibiting an average precision of 0.95, with a mode of 1.00, occurring 89% of the time. Moreover, precision was zero only for two of the sampled EMRs, and in both cases the respective gold-standard Highlight lists were empty; that is, the clinical experts generating the gold standard established that there were no applicable Highlights from the test collection that matched those particular EMRs. In these cases, precision could only be trivially 1 (the recommender also does not retrieve anything), or 0 (the recommender retrieves something). The few precision losses resulted from minor variations in the matching criteria employed by the expert matchers during the gold standard consolidation as compared to the tagging criteria employed by the expert taggers. Despite the fact that there were some deviations from perfect precision in the evaluated sample of patients, the high concentration of the precision distribution around 1.00 and the very high average precision value of 0.95 are encouraging results from the perspective of our precision maximization design objective. Not unexpectedly, the high precision achieved by the requirement-based matching approach does bring the trade-off of only moderate recall rates. From a clinical perspective, this is hardly a major concern, since achieving high recall rates is far less crucial than achieving high precision rates. The recall distribution still has a global mode of 1.00, occurring 48.7% of the time, and the average recall is 0.61. A key factor lowering the average recall is the fact that zero recall occurs 25% of the time. While high recall rates are not the primary objective from a clinical perspective, it is still worth investigating the reasons behind the recall failures. We decided to collect feedback from the expert gold standard matchers so as to classify each of the false negative instances as belonging to one of several explanation categories. Inspecting the patient EMRs where false negatives occurred, we identified three main recall failure causes, which we summarize in Table 1 . Figure 5 illustrates the occurrence frequency of each of the recall loss sources as a percentage of the total number of false negative patient-Highlight pairs recorded in the tested 150 EMR, 87 Highlight set. Note that more than half of the false negatives result from having the matching information present in the raw EMR text (hence available to the matchers browsing the EMR), while being unavailable to the engine as a result of the corresponding clinical code not being included in the record. Thus, this suggests that recall rates could be VOLUME 7, 2019 substantially improved if the EMR data is sufficiently complete and consistent.
IV. DISCUSSION
Our results show that the requirement-based recommendation strategy presented here performs quite well in terms of precision as measured against the expert gold standard we have collected (mode: 1.0, 89% of the time; average precision: 0.95), while maintaining a reasonable recall rate (mode 1.0, 48.7% of the time; average recall: 0.61). Moreover, based on the recall loss analysis presented earlier, we expect that recall rates can be significantly improved if the textual information available in text form in the EMR is fully mapped to the corresponding clinical code fields. In our study, 56.8% of all the recall losses were attributed to a lack of completeness in the codes relative to the textual information available in the EMR. The divergence between the overall high precision and the moderate recall attributed to the remaining 43.2% recall losses (excluding the losses due to code incompleteness in the records), can be explained by a fundamental difference in the information processes that are required from the clinical experts during the tagging and the matching (evaluation) phases. During the tagging phase, human clinical experts appear to generally be able to find necessary conditions, but, for some Highlights, they encounter difficulties spanning the full space of sufficient conditions, for the matching of a particular Highlight. The requirement generation process is a purely constructive process, and, as such, the challenge for the human expert is to identify the most general requirement conditions that can represent the Highlight without compromising high precision for the matching process in the recommender. In comparison, the matching of EMRs and Highlights in the gold standard generation is no longer a constructive process, but rather a filtering process to decide whether or not a given Highlight matches a given patient based on information that is readily available. By analogy, this is akin to the difference between finding all the solutions to a mathematical equation in an algebraic/algorithmic form versus testing if a candidate value is indeed a solution. The underlying complexities of these types of processes are drastically different.
That said, we note that this phenomenon does not apply to all the Highlights, and, instead, there appear to be some Highlights that are more likely to lead to this divergence. Thus, one way to improve recall rates in practice could be to submit the Highlights to a sort of validation process where one filters out Highlights that consistently lead to very lower recall rates. If the Highlight document body does not grow too fast (as in our context, where new Highlights are released at a rate of a few per month), then such a validation process may be quite feasible, as it only requires enough expert hours to evaluate P × 1 matching pairs (per Highlight), where P is the number of patients in the gold standard (or an additional ''Highlight validation set'').
Lastly, although the expert-based constraint tagging strategy has some limitations when it comes to achieving very high recall rates, it automatically and naturally leads to transparent recommendation explanations when it comes to revealing why patients were matched/not matched, by simply replacing the text titles of each of the codes in the representing statement for each Highlight. Although our prototyping objectives concentrate on ascertaining the viability of high-quality recommendations mainly from a precision point of view, it is important to recognize the potential role that the availability of recommendation explanations can have in terms of increasing the quality of the recommendation experience and impacting system trust [27] , [44] .
The proposed constraint-based recommendation approach is practically feasible only when the amount of expert tagger hours required to maintain the knowledge base remains relatively low (with the possible exception of an inception phase where the initial knowledge acquisition task can be more demanding). This is certainly the case in the context of the RxTx program that motivated this work, where each Highlight is a paragraph-long text requiring an average of 7.5 minutes to be tagged by an expert, and where new Highlights are released at a rate of a few per month. It may also be the case in other contexts as long as the total amount of information to be continuously reviewed and tagged does not exceed practical thresholds. If, however, we want to recommend clinical information based on larger collections of documents, and/or much larger documents, and/or much higher frequencies of information updates, the present human-centered approach will quickly become infeasible. The lack of scalability can therefore become a big limitation when broadening the information sources or the information flow dynamics behind the recommendation process.
A follow-up work will focus on improving on the potential bottleneck from the knowledge-based expert constraint generation step. One possibility is to utilize machine learning techniques, such as representation learning and sequence-tosequence generation, to automatically recommend potential tags to the human experts. As a complement or as an alternative, it is also interesting to examine the performance of a machine-learning content-based system that directly matches Highlights with patient records. The reduction (or absence) of the human-centric knowledge-mapping bottleneck can make the current approach significantly more scalable. Another key question to investigate is whether the recall rate can be improved without incurring major reductions in precision. As we saw earlier, more than half of the false positives resulted from the lack of correspondence between the available codes and the available text in the EMR records. Thus, a second planned extension of the current system revolves around the deployment of text-mining and machine-learning algorithms to bypass the need to have explicit codes in the EMRs, which has the potential to significantly improve recall rates.
V. CONCLUSION
We have presented the prototype of a knowledge-based recommender system designed to deliver clinical information to clinicians at the point of care using a constraint-based approach to recommend information as a match to a patient's EMR being examined. Our prototype solution was motivated and tested within the context of a CME program and designed to maximize the precision of the suggested recommendations as compared to an expert gold standard based on 150 EMR queries. We found that this approach leads to very positive results in terms of delivering high-precision recommendations (perfect precision 89% of the time, and mean precision of 0.95), while maintaining reasonable recall values. Moreover, more than half of the false negatives we measured in this study originated from a lack of correspondence between raw text data in the EMR and the clinical code-valued fields. Lastly, the information flow we are proposing would integrate very easily within CME programs and the physicians' work flow. Thus, our results suggest the proposed system has the potential to deliver therapeutic recommendations at the point of care, thereby improving the implementation of new knowledge derived from self-learning (CME programs) into practice. Moreover, assuming comparably low volumes of information flow, the techniques we have outlined here could also be applied to the delivery of other types of recommended clinical information, such as abstracts or synopses of research articles, conference papers, etc. Furthermore, note that the proposed recommendation process utilizes basic patient information including their basic demographic information, conditions, and consumed medications to link EMRs to the relevant Highlights. This information is available in most (patient-specific) EMR systems. Therefore, our proposed methodology and its potential impact is by no means limited to the Canadian medical education program that motivated it, nor to the specific EMR systems used in Canadian healthcare.
