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Abstract
Understanding miscible flow of CO2 and oil in a porous media
is an important topic in the field of petroleum engineering. In this
article, we present an upscaling methodology for displacing oil by CO2,
and study the statistical mechanical theory to develop a subgrid scale
model for the effect of CO2-oil dissolution on the overall skin friction
and pressure drag experienced by the porous media. We present a
multiscale computational methodology for a near optimal calcuation
of the velocity and pressure. We study the field scale sweep efficiency
using a streamline based Lagrangian scheme. The simulation results
show a good agreement with asymptotic analysis results.
1 Introduction
The study of miscible displacement process in a porous medium – also known
as miscible flood or miscible drive – is an important topic in the field of
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petroleum science and engineering [1–4]. The miscible displacement of an
oil by a solvent (e.g. carbon dioxide, CO2) is a popular technique that is
used for enhancing the recovery of the residual oil that is trapped by rocks
or sands. The trapped oil is about 60% of the original oil in a reservoir,
and is approximately 375 billion barrels in the known oil fields of the United
States [5]. Since CO2 is less viscous than oil, a binary mixture of CO2 and
oil experiences a reduced drag force when it flows through porous media.
For example, while working on our car’s engine, one notices that a solvent
clears every trace of oil from tools, but water alone does not clean the tools.
In view of the fluid dynamics, adding the solvent reduces the drag force,
and increases the mobility of the fluid. The miscible flood process is more
complex than what is demonstrated schematically in Fig 1. There are two
important topics for investigation – one is how to enhance the mobility of oil
at pore scale and the other is how to quantify the displacement efficiency –
the efficiency of sweeping out oil at the reservoir scale. Note the pore scale
is O(µm) and the reservoir scale of O(100m). On the pore scale, the dis-
placement of oil is affected by the spatial variation of reservoir permeability,
oil swelling, or solvent composition and pressure. On the field scale, the dis-
placement efficiency is affected by viscous fingering, solvent channeling, or
gravity override. Computational modelling (also called reservoir simulation)
often helps to study efficient oil recovery process.
In this article, we present a computational model for studying the fluid
dynamics of a miscible flood, where a fluid (e.g. oil) is displaced by a sol-
vent (e.g. CO2) in a porous reservoir. Our approach is based on the work
of Peaceman and Rachford [6] who verified such a mathematical model in
comparison to another experimental model [7], where the effect of the drag
force is assumed linearly proportional to the macroscopic velocity. Refs [8–
12] studied viscous fingering, where the viscosity considered as a function of
solvent concentration. Longmuir [13] presented experimental data, showing
the departure from what was predicted by the commonly used mathematical
model (see also, [14]). We have extended the miscible flow model of Peace-
man and Rachford [6] to simulate displacement efficiency, such as the fraction
of oil that is swept from the unit volume of a reservoir upon injection of a
solvent. The present article reports our primary results on modelling the
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Reservoir scale flow
Pore scale flow
Figure 1: A schematic illustration of the miscible displacement of oil by a
solvent in a vertical cross-section of an oil reservoir. A solvent is injected
through an injection well, and oil is recovered through a production well. At
the reservoir scale, shear stress on the walls affect the displacement efficiency.
At the pore scale, the fluid interacts with random solid bodies. (Fig obtained
from Google image.)
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time averaged total drag force
fi =
pressure drag︷ ︸︸ ︷
− 1
∆V
∫∫
∂S
[
1
T0
∫ t+T0
t
P˜ nidt
′
]
dS+
µ
∆V
∫∫
∂S
[
1
T0
∫ t+T0
t
∂u˜i
∂n
dt′
]
dS︸ ︷︷ ︸
skin friction
,
per unit volume, which is due to the porous media. We decompose the force
into two components, fi = f
D
i + f
s
i , where f
D
i is based on the Darcy’s exper-
iment (see, [6]). We have developed a mathematical model for the solvent
induced component f si of the drag force. We are also interested in modelling
multiphase flow in porous media using a computational fluid dynamics (CFD)
approach, where the Navier-Stokes equation is solved. The hope is to study
a details of the transient behavior of the miscible displacement in porous me-
dia, where we employ a streamline based Lagrangian method to accurately
resolve the sharp interface between two phases.
Primary goals of this article include the following. First, we want to
study an upscaling approach to resolve the small scale transient variability
of a multiscale miscible flow in a porous media. Note, simply applying a high
resolution numerical method may not capture such a small scale physics. Sec-
ond, we study the statistical mechanical theory of viscosity to model the effect
of CO2-oil dissolution on the overall pressure drag and skin friction. Third,
we outline briefly a multilevel methodology for computing velocity and pres-
sure with the generalized model at a near optimal computational cost. Here,
we study how to retain a staggered arrangement between the velocity and
pressure on a multilevel grid, and how to optimally address computational
issues associated with modelling small scale transient variability of a miscible
flow. Fourth, we show that sweep efficiency for displacing oil by CO2 can
be analyzed with sufficient accuracy using a streamline based Lagrangian
model. All spatial derivatives have been approximated with second order
finite difference schemes, where the time integration of the viscous force has
been treated with a second order implicit scheme.
This article presents the new development and a brief outline of the re-
lated material. Section 2 outlines the space-time intrinsic model for capturing
small scale transient variability and its relationship with classical approaches,
where a statistical mechanical approach is developed for resolving the solvent
induced pressure drag and skin friction. Section 3 summarizes the multilevel
and Lagrangian methodologies. Section 4 presents the results of numerical
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simulation. Finally, section 5 discusses the findings of the present research,
as well as further extension of this development.
U
representative elementary volume solid
solid
solid
solid
fluid
(a) (b)
Figure 2: (a) A permeable media enclosed by two impermeable boundaries,
where a fluid enters with a known upstream velocity U ; (a) A representative
elementary volume that contains both solid and fluid.
2 The computational fluid dynamics approach
The working fluid is assumed to have the property of crude oil, and is being
displaced by a second fluid that is assumed to have the property of CO2.
The miscible displacement of oil and CO2 occurs in an idealized reservoir,
which is an isotropic porous media that consists of an array of rocks – a cross
sectional view of which is shown in Fig. 2(a), and a representative elementary
volume (REV) of which is shown in Fig. 2(b). There are three characteristic
length scales, d (m), λ (m), and H (m), which represent the average pore
space, size of the REV, and the height of the reservoir, respectively. The
porosity is defined by φ = ∆Vf/∆V , where ∆V denotes the volume of the
REV and ∆Vf denotes the volume of fluid (or void space) in the REV.
2.1 The upscaling methodology
The upscaling methodology aims to model the ‘true’ flow at scale d λ by
an ‘approximate flow’ at scale λ < H [15]. In other words, the simultaneous
space-time mean
uDi =
1
∆V
∫
∆V
1
T0
∫ t+T0
t
u˜i(xi, t
′)dt′dV
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of a pore scale quantity, u˜i, can be considered as an approximation of the
true flow; i.e. uDi is an upscaling of the pore scale quantity u˜i. Since u
D
i does
not vary in the volume ∆V , the macroscopic momentum conservation law
∂
∂t
∫
∆V
ρuDi dv +
∫∫
∂S
ρuDi u
D
j njdS =
∫∫
∂S
[−Pδij + τij]njdS +
∫
∆V
fidV,
where τij =
µ
2
(
∂uDi
∂xj
+
∂uDj
∂xi
), takes the form
∂P
∂xi
= − µ
K
uDi (1)
assuming that the total drag experienced by the porous media is given by
fi = − µKuDi in accordance with the result of Darcy’s experiment on the flow
of water through a sand column. The Darcy’s model (1) is an upscaling of
the flow from the pore scale (d) to a typically resolved scale λ, where d λ,
and states that the Reynolds number Re is related to the Darcy number Da
by Re = O(1/Da).
In the Darcy’s model (1), effects of both inertia and viscous terms have
been neglected. However, Bear [16] suggested that the onset of inertial ef-
fect begins about at Red between 3 to 10, which is confirmed by a number
of experiments and numerical simulations [17–22], although some experi-
ments [18] observed the inertial effect at Red < 3. To gain an understanding
on the range of Red, Meyer and Smith [23] examined 34 consolidated and
unconsolidated materials, and reported that 0.03 ≤ Red ≤ 1, 000, which ex-
plains the regime for the onset of inertial effect. In addition, deviation from
the Darcy’s model (1) was reported by many authors, for example, see the
works of [13], [24], [25], [14], and [26]. The above analysis indicates that
the effects of inertia and viscous stress are dominant at the length scale < λ;
however, the overall momentum transfer law may be approximated with good
accuracy by (1) at the length scale ≥ λ.
In applications, λ may be characterized by the grid resolution ∆, and
when H is large, such as oil reservoir simulations, there is a propensity to
adopt a larger λ ∼ ∆, which is mainly constrained by the threshold on
the number of computational degrees of freedom, i.e. N = (H/λ)d in a d-
dimensional model. Since large errors are also observed, advanced numerical
methods [27] are proposed to solve (1) at sufficiently high resolution. How-
ever, a high resolution simulation violates the fundamental assumption be-
hind the Darcy’s model that the characteristic length scale λ should be large
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enough so that effects of inertia and viscous dissipation are not felt [28–30]. A
CFD model would be the most appropriate when high resolution simulation
of a reservoir flow is desired.
Medium heterogeneity appears in (1) via spatially dependent anisotropic
porosity K, a resolution of which is a principal motivation behind the pio-
neering work of [27], and is not the primary focus of the present article. For
a miscible flow of two fluids, modelling the effect of reduced pressure drag
and skin friction – as also suggested by (1) when the viscosity (µ) is reduced
by the addition of a solvent – is a primary contribution of the present article.
Two empirical models are available – one is µ(c) = [cµ
−1/γ
s + (1− c)µ−1/γo ]−γ,
where c is the solvent concentration, and γ is either 4 or = −1 [31], and the
other is µ(c) = exp(c ln(µo/µs) [32]. For γ = 4, Fig. 3 shows the nonlinear
dependence µ(c) for various values of the mobility ratio µo/µs. With a high
mobility ratio, a small fraction of the solvent leads to a large reduction of
viscosity, which means that the drag of the porous media on a miscible flow
is reduced with the concentration.
2.2 A brief outline of the present CFD model
Peaceman and Rachford [6] proposed the upscaling model, eq (1, 2, 4), for a
miscible flow through a porous media of permeability K (m2) and porosity
φ (%), for which, the search for the best approximation on the concentration
dependent viscosity µ(c) remains an active research topic [9, 12, 33].
First, we employ a simultaneous space-time intrinsic mean of the mo-
mentum conservation law, in order to model fluctuations with respect to uDi
at two scales. Second, we study a statistical mechanical approach to model
the dependence of viscosity on the solvent concentration, µ(c).
Let the velocity, u˜i, (or another variable) be decomposed as u˜i = u
D
i +
u′i+u
′′
i , where u
′
i and u
′′
i are deviations associated with length scales λ and d,
respectively, where the space-time mean of u′i and u
′′
i – as defined in Sec 2.1
– are zero. Let us define the intrinsic average in space and time (see, [34])
〈ui〉 ≡ ui = 1
∆V f
∫
∆V
1
T0
∫ t+T0
t
u˜i(xi, t
′)dt′dV,
which assumes that ui = u
D
i +u
′
i and the intrinsic average of only u
′′
i vanishes.
We have dropped 〈·〉 for simplicity. In other words, the missing details in
the space-time average, uDi , has been recovered or retained in the intrinsic
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representation ui. Furthermore, the space-time average (u
D
i ) and the intrin-
sic average (ui) are related by u
D
i = φui, which states that the space-time
averaged flow resolves only a fraction of the intrinsic flow. In the space-time
average uDi , local variation from the interaction between the fluid and the
porous media is ignored, which has been modelled in the intrinsic represen-
tation. This assumption is important in miscible flow because the mixing
occurs at a length scale that is much smaller than d. The technical details
of the averaging process – also known as the double decomposition – are
documented by [16], [35], [36], and [34], where the space and time average
are applied sequentially to model turbulent flows in the porous media. For
the laminar flow considered in the present work, the averaging process has
been adapted to resolve u′i through the intrinsic average, and to model the
hydrodynamic dispersion associated with the unresolved component u′′i .
If we take the intrinsic space-time average of the momentum conservation
law in the differential form, the divergence of the flux of momentum (divided
by ρ) for a constant density fluid takes the form〈
∂u˜iu˜j
∂xj
〉
=
∂uiuj
∂xj
+
∂〈u′′i u′′j 〉
∂xj
+
[
∂τ ′′ij
∂xj
]
,
where 〈·〉 is used to denote the intrinsic space-time average, and 〈u˜iu˜j〉 −
uiuj − 〈u′′i u′′j 〉 = τ ′′ij. In fact, the term in [· · · ] would represent both the
Reynolds stress and the turbulent dispersion [36], which are not considered
in the present work, and hence, τ ′′ij will be dropped. The other term 〈u′′i u′′j 〉
represents dispersion associated with spatial fluctuation of pore scale time
mean velocity, which may be modelled by 〈u′′i u′′j 〉 ∼ µeff ∂ui∂xj [28].
Similarly, the intrinsic space-time averages of the pressure term, −P˜ δij,
and the deviatoric stress, τij, provide two additional terms representing the
pressure drag and the skin friction, i.e.
fi =
pressure drag︷ ︸︸ ︷
− 1
∆V
∫∫
∂S
[
1
T0
∫ t+T0
t
P˜ nidt
′
]
dS+
µ
∆V
∫∫
∂S
[
1
T0
∫ t+T0
t
∂u˜i
∂n
dt′
]
dS︸ ︷︷ ︸
skin friction
,
where we have assumed that the flow is incompressible and Newtonian.
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Figure 3: Normalized viscosity of a mixture of solvent and oil, µ(c)/µo, where
µ(c) = [cµ
−1/4
s +(1−c)µ−1/4o ]−4, for several values of the mobility ratio, µo/µs.
2.3 The intrinsic CFD model
Applying the space-time intrinsic average to the first principle conservation
laws of mass and momentum for a miscible flow in a porous media, the
governing equations – after normalizing by a characteristic velocity U and a
length scale H – takes the form
∂ui
∂xi
= 0, (2)
∂ui
∂t
+ uj
∂ui
∂xj
= −∂P
∂xi
+
α
Re
∂
∂xj
∂ui
∂xj
+ fi, (3)
and
∂c
∂t
+ uj
∂c
∂xi
=
1
ReSc
∂
∂xj
∂c
∂xj
, (4)
where the same symbol has been retained for dimensional and dimensionless
quantities. Eqs. (2-4) include four dimensionless parameters: the Reynolds
numberRe = UH
ν
, the Darcy number Da = K
H2
, the Schmidt number Sc = ν
D
,
and the viscosity ratio, α = µeff
µo
. Eq (3) is a model of the momentum transfer
law for a solvent-oil system in a porous media, where on the right hand side,
the second last term appears as a model for the effect of the hydrodynamic
dispersion 〈u′′i u′′j 〉 ∼ µeff ∂ui∂xj associated with the unresolved component u′′i ,
and the last term fi accounts for the pressure drag and skin friction, appears
as a result of the intrinsic average, and has to be modelled. Eq (4) is the
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Peacemann model for miscible flooding of oil by a solvent [6], where c(xi, t)
is the concentration of the solvent in a REV. Note also that if the terms on
the left side of (3) are dropped, then (3) takes the form of Darcy-Brinkman-
Forchheimer model for a porous media flow.
In a CO2-oil system, the oil will be saturated with the dissolved CO2,
and there is an interface between the free CO2 and CO2 saturated oil. Thus,
to model the drag force, fi, we consider that the solvent induced mixture
viscosity is given by µ(c) = µo(1 + µ
c(x1, x2)), where µ
c(x1, x2) is due to the
dissolved CO2. Next, we assume that
fi = −µo
K
uDi︸ ︷︷ ︸
fDi
+f si , (5)
and employ the viscosity theory of binary fluids to model the component, f si .
2.4 Viscosity of binary liquids
There have been a number of approaches which can be used to estimate the
viscosity of a binary liquid [37, 38]. In a molecular model, a liquid is a lattice
of densely populated molecules, which assumes the functional dependence of
viscosity and diffusion on other thermodynamic properties of the liquid [39].
In such a model, the activated collision of molecules from one equilibrium
state to another is an elementary process for transport mechanisms [40].
Since forces between closely packed molecules cause momentum transfer in
response to a shearing stress, molecules have to overcome a potential barrier
imposed by their neighbors [41]. Thus, in a viscous flow, the initial state of
the molecules requires necessary energy – known as the activation energy, ∆E
– to pass over the potential barrier before it reaches the final state [40, 42, 39].
Further insight into the role of activation energy on the viscosity of binary
liquids can be found from the work of [43], [37], and [44].
A solvent increases the volume flow rate (Q) of the solvent-oil mixture.
Thus, the total drag force (pressure drag and skin friction) experienced by
a porous media may be expressed as fi = f
D
i + f
s
i , where f
D
i represents the
drag as if no solvent is added, and
f si = ρs
∆E
h
Qi
K
,
10
is the drag due to the fractional density ρs of the solvent, where h (m
2·kg·s−1)
is the Plank constant. For a Newtonian flow of a solvent-oil model, the activa-
tion energy, ∆E, is related to the potential barrier, µc, in a way that the ratio
of the shearing stress to the rate of deformation is proportional to µc. Thus,
the potential barrier, µc, has the units of dynamic viscosity (kg ·m−1 · s−1).
Note that µc is a dynamic viscosity that is ‘induced’ by the presence of solvent
molecules, ρs. Hence, in a volume V that is enclosed by the surface S, the
flux of gradient of the potential barrier (i.e. ‘induced’ viscosity µc) across
S can be related to the probability density of solvent molecules, ρs∆E/h,
through the Maxwell’s theory of viscosity [38]∫∫
S
∂µc
∂xi
dSi =
∫∫∫
V
∆E
h
ρsdV,
which leads to the Poisson equation
∂
∂xj
(
∂µc
∂xj
)
=
∆E
h
ρs.
In a mixture, the probability that the solvent molecules will be in a given
volume may follow a Gibbs distribution. Hence, if ρ˜s denotes the mixture
density, we get
ρs = ρ˜s
[
1− exp
(
−∆EBΘ
)]
,
where B (m2·kg·s−2·K−1) is the Boltzmann constant and Θ (K) is the absolute
temperature. We now proceed to establish the dependence of the necessary
activation energy on three parameters, namely, the resistance due to the
potential barrier, µc, the medium permeability, K, and the molar velocity,
vm, such that
∆E = g(K, vm, µ
c),
where g is an arbitrary function to be determined. A dimensional analysis
leads to
∆E = Kvmµ
c,
and in the limit of Kvmµ
c
BΘ
 1, we get
∂
∂xj
(
∂µc
∂xj
)
=
µc
λ2c
, (6)
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where the dimensionless quantity λc is given by
λ2c =
hBΘ
∆Eρ˜sKvm
.
In order to have µ(c) = 0 on the impermeable walls, we have adopted
µc(x1, ymin) = −1 = µc(x1, ymax),
and to ensure the mass conservation,
∂µc
∂x1
(xmin, y) = 0,
∂µc
∂x1
(xmax, y) = 0.
Putting the above calculations together, the drag force per unit volume – in
dimensionless variables – is given by
fi = − φuiReDa +
Cϕ
λ2cReDa
µc
∂ϕ
∂xi
, (7)
where Qi, representing a steady state, incompressible, and irrotational com-
ponent of the velocity, has been written in terms of a velocity potential, ϕ,
and Cϕ is an arbitrary constant. The velocity potential, ϕ, for an incom-
pressible flow is computed from
∂
∂xj
(
∂ϕ
∂xj
)
= 0,
ϕ(xmin, x2) = 1, ϕ(xmax, x2) = 0,
∂ϕ
∂x2
(x1, ymin) = 0 =
∂ϕ
∂x2
(x1, ymax).
We have developed a multilevel methodology for solving the generalized up-
scaling model (2-4).
3 The computational methodology
Two approaches have been employed to address the multiscale challenge of
reservoir flows. First, the multilevel algorithm for the pressure and the incom-
pressible velocity makes the proposed model asymptotically optimal, where
the computational work load increases approximately linearly with the num-
ber of grid points, if the resolution increases for adapting the solution to
the multiscale features. Second, the streamline based Lagrangian scheme re-
solves the associate multi-physics features of the miscible flow using a near
optimal computational effort.
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3.1 Discretization
All spatial derivatives, including the advection terms, have been treated with
a second order finite difference scheme. Viscous terms are integrated with a
second order Crank-Nicolson scheme. For the time integration of all other
terms, we have implemented three explicit schemes – the Euler’s method,
the predictor-corrector method, and the Runge-Kutta method [45]. In the
following time integration methodology, computed ui and c are assigned to
initially known uni and c
n
i for marching in time at each time step.
A time step begins by computing the pressure associated with the incom-
pressible velocity field from
∂2
∂xj∂xj
P + uni uni2︸ ︷︷ ︸
p′
 = ∂∂xi
(
fi − unj
(
∂uni
∂unj
− ∂u
n
j
∂uni
))
(8)
using the multilevel methodology developed by [46]. We have noticed that
the rotational form of the advection term is more accurate for conserving
mass with the present multilevel algorithm. The required computational
complexity of this algorithm is linearly proportional to the number of the
grid points [47]. Using the computed p′ from (8) and employing the same
multilevel algorithm, the incompressible velocity field, ui, is obtained from
2ui
∆t
− 1Re
∂2ui
∂xj∂xj
=
2uni
∆t
+
1
Re
∂2uni
∂xj∂xj
−2
 ∂∂xi
P + uni uni2︸ ︷︷ ︸
p′
+ unj (∂uni∂xj − ∂u
n
j
∂xi
)
− φu
n
i
ReDa +
Cϕ
λ2cReDe
µc(x1, x2)
∂ϕ
∂xi
]
. (9)
The concentration field, c, is computed via a fractional step algorithm. In
the first step,
2c∗
∆t
− 1ReSc
∂
∂xj
(
∂c
∂xj
)
=
2cn
∆t
+
1
ReSc
∂
∂xj
(
∂cn
∂xj
)
(10)
is solved for c∗ using the multilevel algorithm. In the second step, the stream-
line based Lagrangian scheme of [48] is adapted to propagate c∗ along stream-
lines for updating c at each grid point. Note that (10) is a discretization
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of (4) ignoring the advection terms. The streamline methodology models the
neglected advection terms.
3.2 A streamline based Lagrangian methodology
The computed velocity field ui is tangential to a family of curves – known as
streamlines, which can be parameterized by si(ξ) such that
∂si
∂ξ
= ui. (11)
Since the directional derivative for any curve si in the direction of a vector
field ui leads to ui = uj
∂si
∂xj
, eq. (11) gives ∂c
∂ξ
= uj
∂c
∂xj
. As a result, the
advection part of (4) takes the form
∂c
∂t
+
∂c
∂ξ
= 0. (12)
Therefore, a multidimensional advection equation is reduced to a one-dimensional
linear advection equation, which can be solved analytically. The computa-
tional challenge of solving an advection equation is replaced with that of
solving ODEs and interpolation, which removes the numerical artifacts asso-
ciated with the solution of an advection equation. During this second frac-
tion of the time step, the solution of (10) is considered as the initial condition
for (12), and its solution is obtained analytically such that c(ξ, t) = c∗(ξ− t).
Since every value of ξ corresponds to a point on the curve si(ξ), the quantity
c(ξ, t) is always situated on a streamline, but may not necessarily be on a
grid point. Thus the solution c(ξ, t) of (12) is interpolated onto grid points
using the mass conserving algorithm presented by [48].
4 Numerical simulation and discussion
Assuming that miscibility between CO2 and oil occurs only at the interface,
and there is no background dissolution of CO2, the effect of viscous stress,
permeability, and the drag force of the porous media on the miscible displace-
ment of CO2 and oil has been studied. A number of numerical simulations
have been performed with Re ≥ 1, 10−4 < Da < 106, Cϕ = 0, as well as
Cϕ > 0. Note that Da = 1 represents a permeability that allows a flow
14
Parameter value
L1 × L2 3× 1
n1 × n2 512× 128
∆t 10−2
∇P0 2
α 1
ReSc 20000
φ 18%
Table 1: List of parameters for simulations with Reynolds number, Re ≥ 1
and Darcy number 10−4 < Da < 106.
rate 1 m3/s for a fluid at viscosity 1 Pa·s in the 1 m long reservoir with a
cross section of 1 m2 if the pressure difference is 1 dyne/m2. For a fixed Re,
the drag force weakens if Da > 1. The porosity 18% is determined based
on the representative elementary volume so that the present idealized model
resembles an actual reservoir as closely as possible [49, 50]. Other simulation
parameters have been listed in Table 1. Assuming a initially stationary situ-
ation, a mass of CO2 is emplaced in the injection well near x1 = 0, where the
concentration, c(x1, x2), has a Gaussian distribution in x1 with no variation
in the x2 direction. A narrow strip of CO2 followed by oil is considered be-
cause the overall drag is assumed proportional to µo. In Fig. 4a, the initial
emplacement of CO2 is marked red, which has been pushed at a constant
rate of injection toward the production well that is located at x2 = 3.
4.1 Effect of viscous stress and permeability on misci-
ble displacement
To investigate the effect of viscous stress on the dynamics of a miscible
displacement process, we have simulated the time evolution of CO2 using
Da = φ/Re, α = 1, and Re ≥ 1, where the ratio of the momentum sink
to the pressure gradient force is O( φReDa). In other words, the Darcy’s bal-
ance law (1) is satisfied. Here, Re = 1 characterize a reservoir of 1 000 m
deep, where a crude oil of kinematic viscosity 3.5 × 10−3 m2·s−1 flows at
a typical intrinsic velocity, 3.5 × 10−6 m/s [51]. The CO2 distributions at
Re = 1 and Re = 102 have been presented in Fig. 4b and 4c, respectively,
for Da = φ/Re. CO2 has reached near x1 = 2 along the centerline of the
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reservoir at t = 22.5H/U in Fig. 4b and at t = 2.3H/U in Fig. 4c. Note that
Re = 102 represents that the strength of viscous stress is reduced by a factor
of 100 compared to a flow atRe = 1. Clearly, the distortion of the initial CO2
is strongly influenced by the viscous stress. As explained by Brinkman [28],
the influence of viscous shearing stress near an isolated solid body embedded
in a porous matrix is different than how the effect of viscous stress is felt on
the the porous matrix itself. For a qualitative measure of the distortion of
initial shape of the CO2 sample, a rectangle has been drawn in each of the
plots in Fig. 4. We see that the proportion of CO2 within the marked region
has been increased at Re = 102 compared to Re = 1, showing that field scale
sweep efficiency would improve if the shear stress weakens.
4.2 Effect of permeability
Let us now study the effect of reservoir permeability. Comparing Fig. 4(b-c)
with Fig. 4(d-e) indicate that reducing the damping force of the porous me-
dia, i.e. the drag, by a factor of 106 has no effect on controlling the shape of
the moving sample of CO2. Since an upscaling model is to approximate the
detailed flow in pores of the porous matrix, the role of the viscous stress is
more likely to resolve the shearing effect in addition to the effect of porous
media. However, most studies of miscible flow in a porous media put em-
phasis on determining how the drag of the porous media depends on µ(c),
ignoring the viscous stress, where µ(c) appears only in the term that models
the drag force. Moreover, to enhance the oil recovery process through a misci-
ble displacement, it is also important to understand the necessary conditions
for which a rectangular sample of CO2 would migrate without much distor-
tion of its initial shape. In the Darcy’s model (1), reducing µ(c) by a factor
of 10 is equivalent to increasing the permeability by the same factor. An in-
creased permeability would enhance the rate of momentum transfer, thereby
requiring a balance by the shearing stress. Since mixing and dissolution oc-
curs at the molecular label, increasing the rate of momentum transfer would
enhance the level of mixing; however, the slowly moving CO2 molecules near
a solid body will have more chance to be dissolved. Thus, the treatment of
mixing and dissolution in a homogeneous porous media should be different
near an impermeable region or in a heterogeneous porous media.
To have further insight into the effect of permeability, two sets of results
are displayed in Fig. 5 for Da/φ = 10−2, 10−1, and 1 at two values of Re.
Plots in Fig. 5 indicate that CO2 moves faster if the permeability increases -
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Figure 4: The miscible flow of CO2 and oil has been presented, where red
and yellow are used to represent non-zero and zero concentrations of CO2,
respectively. (a) The initial concentration, where CO2 has been emplaced in
the region of area A. (b) The displacement of oil by CO2 at Re = 1, Da = φ,
and t = 24.4H/U , where the rectangle represents the region of area A, which
is expected to be filled with CO2. (c) Re = 102, Da = φ, and t = 2.3H/U .
(d) Re = 1, Da = φ× 106, and t = 22.5H/U . (e) Re = 102, Da = φ× 106,
and t = 2.28H/U.
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as expected. However, this speed up is also influenced strongly by Re, and
the distortion of the CO2 sample into a parabolic shape is not controlled by
the permeability – the shape of the moving CO2 sample depends on Re. This
indicates that hydrodynamic dispersion is important.
Re = 1 Re = 102
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(a) t = 30H/U , Da = φ× 10−2 (d) t = 2H/U , Da = φ× 10−2
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(b) t = 30H/U , Da = φ× 10−1 (e) t = 2H/U , Da = φ× 10−1
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(c) t = 30H/U , Da = φ (f) t = 2H/U , Da = φ
Figure 5: Temporal evolution of the flow with respect to variations of Re and
Da with ReSc = 20 000 and φ = 18%. Left column (a, b, c), Re = 1, t =
30H/U . Right column (d, e, f), Re = 102, t = 2H/U .
4.3 Dispersion phenomena in a miscible displacement
For a fluid flow through an isotropic porous media, the dispersion depends
largely on the velocity field [52, 53]. For enhancing the oil recovery with a
miscible displacement approach, both the shape and the timing of arrival of
CO2 at the production well are of paramount importance. An initially flat
band of CO2 (e.g. Fig. 4(a)) may be dispersed or diffused as it travels in
the reservoir. This has been illustrated schematically in Fig. 6(d), indicating
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the expected velocity vectors in order for keeping a flat band instead of the
parabolic shape. To sweep the oil out of the reservoir, a flat band of CO2
would optimize the oil recovery, in which a positive vertical velocity near the
upper boundary and a negative vertical velocity near the bottom boundary
would prevent from the parabolic bending of CO2.
Fig. 6 presents the horizontal and the vertical velocity profiles, ui(1.5, y, T )
(i = 1, 2), where T = 30H/U for Re = 1 and T = 2H/U for Re = 102. For
Re = 1 the flow reached a steady state when tH/U = 0.8 if Da/φ = 1. The
smaller the Da the earlier the flow reached the steady state. When Re = 1,
the inertial effect is balanced by the viscous stress, and the pressure gradient
force is balanced by the drag force exerted by the porous media if Da/φ = 1.
The drag force dominates if Da/φ < 1 and the pressure gradient dominates
if Da/φ > 1. We have noticed that the flow remains unsteady if Re = 102,
where inertial effect is dominant over the viscous stress, and the pressure
gradient is balanced by the drag of the porous media if Da/φ = 10−2. One
also notices from Fig. 6 that the parabolic nature of the horizontal velocity
profile turns to a relatively flat shape, when the nonlinear inertial effect in
the porous medium dominates, and the strength of the horizontal flow de-
creases if Da decreases. The vertical velocity profiles indicate clearly that
the hydrodynamic transverse dispersion is influenced by the dominant iner-
tial effect. Furthermore, the velocity profiles in Fig. 6(g, h) show that the
displacement of CO2 as a flat band is enhanced by about a factor of 10
5 if
the viscous stress is reduced by a factor of 102.
4.4 The effect of solvent dissolution
In this section, results of numerical simulation on the effect of CO2 dissolution
have been summarized. Note that in the dimensionless form, the drag force
associated with the dissolution of the solvent takes the form
f si =
Cϕ
λ2cReDa
µc
∂ϕ
∂xi
,
where Cϕ is a model parameter.
The first question is to investigate the role of µc when λc decreases but the
overall strength of f si remains the same for each value of λc. Thus, we have
carried out numerical experiments by decreasing the value of λc with Re = 1,
Da = 1, and Cϕ = λ2c , and then repeated these experiments with various
other values of Re and Da for each value of λc. For each case, Cϕλ2cReDa = 1 has
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(d) A conceptual model for dispersion
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Figure 6: (d) A schematic illustration for the hydrodynamic dispersion. A
flat band of CO2 would take the parabolic shape in the absence transverse
velocity as shown by arrows in (b). Velocity profiles u1(1.5, x2) and u1(1.5, x2)
for Re = 1 and Re = 102 and 10−2 ≤ Da/φ ≤ 106.
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Figure 7: Results with, top to bottom, λ2c = 2×10−1, 2×10−2, and 2×10−3.
(a) µc(1.5, y); a thin layer of width ∼ λc is seen adjacent to the top and
bottom boundaries. (b) c(x, y, 25) and (c) c(x, y, 3).
been used. Results with λ2c = 2×10−1, 2×10−2, and 2×10−3 are presented in
Fig. 7, where the first column (Fig. 7a) shows µc(1.5, y). Clearly, the influence
of µc would accelerate the flow near each of the impermeable boundaries in
a region of width λc. Having Cϕ/(λ
2
cReDa) = 1, we are able to examine how
a spatially varying viscosity µc influences mass and momentum transfer in
a porous media. The plots of c(x1, x2, 25) and c(x1, x2, 3) in Figs 7b and 7c,
respectively, show a speed up in arriving CO2 toward the production well if
λc increases. However, for a small λc, we see that µ
c is nearly zero except in
a narrow region that is adjacent to the boundaries.
To investigate the potential of the present statistical mechanical approach,
results with simulations at λ2c = 7.1 × 10−5, Sc = 104, 2 × 104, 105, and
Cϕ = 0.42 have been presented in Fig. 8. Note that the larger the Sc the
smaller the hydrodynamic dispersion D(m2·s−1) of CO2 in oil. The value of
D may be determined empirically, based on field measurements (e.g. [54]),
and clearly, the present development could be used to validate such empirical
values. Fig. 8(c) shows that for D = 3.5× 10−8 m2·s−1 the dispersion of CO2
is negligible until t = 25H/U , which is indicated by the rectangle in Fig. 8.
One important benefit of using the Lagrangian approach for the present
development has been explored in Fig. 8(d). Here, we have compared the
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maximum values of the concentration for each plot in Fig. 8(a-c) with an
approximate solution of (4), which is derived from asymptotic analysis. This
data has also been compared with a reference model, where eq.(4) has been
solved with a complete Eulerian scheme. It is clear from Fig. 8(d) that the
Eulerian solution does not converge to the asymptotic solution.
5 Conclusion and future direction
There have been great interests on miscible displacement of oil by a solvent in
the field of petroleum engineering, and the topic of CO2 enhanced oil recovery
has received an increased attention. Recently, there is a growing propensity
on employing high performance CFD reservoir simulation techniques with the
hope that this may discover substantial currently unrecognized opportunities
for increasing the economic recovery of hydrocarbons[27]. A detailed CFD
investigation helps understand how injected CO2 displaces oil in the pore
space of rocks, and provides further insight when field results fall short of
laboratory performance. However, the field scale sweep efficiency is one of the
most important factors affecting the economic recovery of hydrocarbons, for
which an improved upscaling model may be beneficial to industries instead of
studying the details of pore scale flow. This article reiterates such a growing
trend, and outlines some significant development in this direction.
To analyze the sweep efficiency for a miscible displacement, an overall
flow characteristics can be studied through an upscaling model. This article
has focused on the development of a generalized upscaling model employing
a statistical mechanical approach to resolve the effect of CO2 dissolution,
and studied factors for optimizing the pressure drag and skin friction which
are exerted by the porous media at the reservoir scale. In particular, the
idealized influence of isolated impermeable region partially embedded in a
porous matrix has been studied. Note, the averaging process employed in
this article is commonly used to model turbulent flow in a porous media. We
have outlined how to extend and re-design an intrinsic space-time average
operator to model small scale transient variability in a laminar miscible flow,
which is a distinct fundamental development of this work. This research
has clearly explained the regime of the viscous shearing stress, which play a
negligible role on large scale reservoir flow; however, is important for accurate
upscaling of small scale physics.
Some important future developments include the following. An exten-
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Figure 8: (a-c) The migration of CO2 as a flat band at Sc = 104, 2×104, 105,
when the viscosity is reduced near the reservoir boundaries. (d) Maximum
value of the concentration has a good agreement with asymptotic results.
However, the reference Eulerian simulation does not converge to the present
Lagrangian simulation.
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sion to a 3D multilevel mesh employing a massively parallel algorithm would
add potential benefits toward needs of petroleum industries. We are cur-
rently developing data structures using the object oriented C++ program-
ming paradigm. The present results clearly put hints for using adaptive mesh
approaches [55, 56]. However, a full understanding of the efficiency of multi-
level and Lagrangian approaches are essential before studying the efficiency
of parallel adaptive mesh methods for such a miscible flow problem.
Acknowledgments
JMA acknowledges financial support from the National Science and Research
Council (NSERC), Canada.
References
[1] R. Zhao, J. Cheng, K. Zhang, CO2 plume evolution and pressure buildup
of large-scale CO2 injection into saline aquifers in sanzhao depression,
songliao basin, china, Transport in Porous Media 95 (2012) 407–424.
[2] H. E. Leetaru, S. M. Frailey, J. Damico, E. Mehnert, J. Birkholzer,
Q. Zhou, P. D. Jordan, Understanding CO2 plume behavior and basin-
scale pressure changes during sequestration projects through the use of
reservoir fluid modeling, Energy Procedia 1 (2009) 1799 – 1806.
[3] A. J. Mohsin, A. B. D. Anazi, A comparison study of the of the CO2-
oil physical properties-literature correlations accuracy using visual basic
modeling technique, Oil and Gas Business 60(5) (2009) 287–291.
[4] M. Nobakht, S. Moghadam, Y. Gu, Effects of viscous and capillary
forces on CO2 enhanced oil recovery under reservoir conditions, Energy
& Fuels 21 (2007) 3469 – 3476.
[5] R. Sen, Biotechnology in petroleum recovery: The microbial EOR,
Progress in Energy and Combustion Science 34 (2008) 714 – 724.
[6] D. W. Peaceman, H. H. Rachford, Numerical calculation of the mul-
tidimensional miscible displacement, Society of Petroleum Engineering
Journal 2 (1962) 327–339.
24
[7] R. R. Blackwell, J. R. Rayne, W. M. Terry, Fectors influencing the
efficiency of miscible displacement, AIME Petroleum Transactions 217
(1959).
[8] J.-D. Chen, D. Wilkinson, Pore-scale viscous fingering in porous media,
Phys. Rev. Lett. 55 (1985) 1892–1895.
[9] G. M. Homsy, Viscous fingering in porous media, Annual Review of
Fluid Mechanics 19 (1987) 271–311.
[10] C. T. Tan, G. M. Homsy, Simulation of nonlinear viscous fingering in
miscible displacement, Physics of Fluids 31 (1988) 1330–1338.
[11] R. Lenormand, Flow through porous media: Limits of fractal patterns,
Proceedings of the Royal Society of London. Series A, Mathematical and
Physical Sciences 423 (1989) pp. 159–168.
[12] B. Jha, L. Cueto-Felgueroso, R. Juanes, Fluid mixing from viscous
fingering, Phys. Rev. Lett. 106 (2011) 194502.
[13] G. Longmuir, Pre-darcy flow: a missing piece of the improved oil recov-
ery puzzle?, Society of Petroleum Engineers (2004) SPE 89433.
[14] R. Yu, Y. Bian, Y. Li, X. Zhang, J. Yan, H. Wang, K. Wang, Non-darcy
flow numerical simulation of xpj low permeability reservoir, Journal of
Petroleum Science and Engineering 92-93 (2012) 40–47.
[15] C. Garibotti, M. Peszyska, Upscaling non-darcy flow, Transport in
Porous Media 80 (2009) 401–430.
[16] J. Bear, Dynamics of fluids in porous media, Elsevier (New York), 1972.
[17] Z. Zeng, R. Grigg, A criterion for non-darcy flow in porous media,
Transport in Porous Media 63 (2006) 57–69.
[18] G. H. Fancher, J. A. Lewis, Flow of simple fluids through porous mate-
rials, Ind. Engng. Chem. 25(10) (1933) 1139–1147.
[19] L. J. Green, P. Duwez, Fluid flow through porous metals, J. Appl.
Mech. (1951) 39–45.
25
[20] S. Ergun, Fluid flow through packed columns, Chem. Engng. Prog 48(2)
(1952) 89–94.
[21] S. A. E, The Physics of Flow through Porous Media, University of
Toronto Press, third edition, 1974.
[22] E. F. Blick, F. Civan, Porous media momentum equation for highly
accelerated flow, SPE Reserv. Engng. (1988) 1048–1052.
[23] B. A. Meyer, D. W. Smith, Flow through porous media: comparison
of consolidated and unconsolidated materials, Industrial & Engineering
Chemistry Fundamentals 24 (1985) 360–368.
[24] R. M. Fand, B. Y. K. Kim, A. C. C. Lam, R. T. Phan, Resistance
to the flow of fluids through simple and complex porous media whose
matrices are composed of randomly packed spheres, Journal of Fluids
Engineering 109 (1987) 268–273.
[25] M. K. Hubbert, Darcy’s law and the field equations of the flow of
underground fluids, International Association of Scientific Hydrology.
Bulletin 2 (1957) 23–59.
[26] S. Srinivasan, A. Bonito, K. Rajagopal, Flow of a fluid through a porous
solid due to high pressure gradients, Journal of Porous Media 16 (2013)
193–203.
[27] P. Jenny, S. Lee, H. Tchelepi, Adaptive fully implicit multi-scale finite-
volume method for multi-phase flow and transport in heterogeneous
porous media, Journal of Computational Physics 217 (2006) 627 – 641.
[28] H. Brinkman, A calculation of the viscous force exerted by a flowing
fluid on a dense swarm of particles, Applied Scientific Research 1 (1949)
27–34.
[29] H. Ma, D. W. Ruth, The microscopic analysis of high forchheimer num-
ber flow in porous media, Transport Porous Media 13 (1993) 139–160.
[30] S. Whitaker, The forchheimer equation: A theoretical development,
Transport in Porous Media 25 (1996) 27–61.
26
[31] E. J. Koval, A method for predicting the performance of unstable misci-
ble displacement in heterogenous media, Soceity of Petroleum Engineers
Journal 450 (1963) 145–154.
[32] K. C. Sahu, H. Ding, P. Valluri, O. K. Matar, Pressure-driven miscible
two-fluid channel flow with density gradients, Physics of Fluids 21 (2009)
043603.
[33] B. Jha, L. Cueto-Felgueroso, R. Juanes, Synergetic fluid mixing from
viscous fingering and alternating injection, Phys. Rev. Lett. 111 (2013)
144501.
[34] M. De Lemos, Turbulence in Porous Media: Modeling And Applications,
2006.
[35] S. Whitaker, The Method of Volume Averaging, Springer, 1999.
[36] J. Lage, M. De Lemos, D. Nield, Modeling turbulence in porous media,
Transport phenomena in porous media 2 (2002) 198–230.
[37] D. S. Viswanath, T. K. Ghosh, D. H. L. Prasad, N. V. Dutt, K. Y.
Rani, Viscosity of Liquids: Theory, Estimation, Experiment, and Data,
Springer, 2007.
[38] C. Barus, Isothermals, isopiestics and isometrics relative to viscosity,
Americal Journal of Science XLV (1893).
[39] R. E. Powell, W. E. Roseveare, H. Eyring, Diffusion, thermal conduc-
tivity, and viscous flow of liquids, Industrial & Engineering Chemistry
33 (1941) 430–435.
[40] H. Eyring, Viscosity, plasticity, and diffusion as examples of absolute
reaction rates, The Journal of Chemical Physics 4 (1936) 283–291.
[41] S. G. Brush, Theories of liquid viscosity., Chemical Reviews 62 (1962)
513–548.
[42] R. H. Ewell, H. Eyring, Theory of the viscosity of liquids as a function
of temperature and pressure, The Journal of Chemical Physics 5 (1937)
726–736.
27
[43] J. S. Babu, S. P. Sathian, The role of activation energy and reduced
viscosity on the enhancement of water flow through carbon nanotubes,
The Journal of Chemical Physics 134 (2011) 194509.
[44] R. J. Bearman, P. F. Jones, Statistical mechanical theory of the viscosity
coefficients of binary liquid solutions, The Journal of Chemical Physics
33 (1960) 1432–1438.
[45] J. C. Tannehill, D. A. Anderson, R. H. Pletcher, Computational Fluid
Mechanics Heat Transfer, Taylor and Francis, 1997.
[46] J. Alam, J. C. Bowman, Energy-Conserving Simulation of Incompress-
ible Electro-Osmotic and Pressure-Driven Flow, Theoretical and Com-
putational Fluid Dynamics 16 (2002) 133–150.
[47] P. Wesseling, Principles of Computational Fluid Dynamics, Springer,
2000.
[48] J. M. Alam, J. M. Penney, A lagrangian approach for modelling electro-
kinetic mass transfer in microchannels, International Journal of Heat
and Mass Transfer 55 (2012) 7847 – 7857.
[49] F. Gozalpour, S. R. Ren, B. Tohidi, CO2 EOR and Storage in Oil
Reservoirs, Oil & Gas Science and Technology-Rev. IFP 60(3) (2005)
537–546.
[50] T. Roldn-Carrillo, G. Castorena-Corts, J. Reyes-Avila, I. Zapata-
Peasco, P. Olgun-Lora, Effect of porous media types on oil recovery by
indigenous microorganisms from a mexican oil field, Journal of Chemical
Technology & Biotechnology 88 (2013) 1023–1029.
[51] A. Afsharpoor, M. T. Balhoff, R. Bonnecaze, C. Huh, CFD modeling
of the effect of polymer elasticity on residual oil saturation at the pore-
scale, Journal of Petroleum Science and Engineering 94 95 (2012) 79 –
88.
[52] D. L. Koch, J. F. Brady, Dispersion in fixed beds, Journal of Fluid
Mechanics 154 (1985) 399–427.
[53] C. Hsu, P. Cheng, Thermal dispersion in a porous medium, International
Journal of Heat and Mass Transfer 33 (1990) 1587 – 1597.
28
[54] L. W. Gelhar, C. Welty, K. R. Rehfeldt, A critical review of data on
field-scale dispersion in aquifers, Water Resources Research 28 (1992)
1955–1974.
[55] D. Wirasaet, S. Paolucci, Adaptive wavelet method for incompressible
flows in complex domains, Journal of Fluids Engineering 127 (2005)
656–665.
[56] J. Alam, N. K.-R. Kevlahan, O. Vasilyev, Simultaneous space–time
adaptive solution of nonlinear parabolic differential equations, Journal
of Computational Physics 214 (2006) 829–857.
29
