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LAGRANGIAN FIBERS OF GELFAND-CETLIN SYSTEMS OF SO(n)-TYPE
YUNHYUNG CHO AND YOOSIK KIM
ABSTRACT. In this paper, we study the Gelfand-Cetlin systems and polytopes of the co-adjoint SO(n)-orbits. We prove
that every Gelfand-Cetlin fiber is an isotropic submanifold by describing the face structures of the polytopes and the
iterated bundle structures of the fibers in terms of combinatorics on the ladder diagrams. Using this description, we
classify all Lagrangian fibers.
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1. INTRODUCTION
Let G be a compact Lie group. The conjugate action on itself induces a G-action (called the co-adjoint G-
action) on the dual Lie algebra g∗ of G. On the co-adjoint G-orbit Oλ of each λ ∈ g∗, Guillemin and Sternberg
[GS] constructed an integrable system consisting of collective Hamiltonian functions which are action variables. In
particular whenG is a unitary group or a special orthogonal group, using Thimm’s trick [T], they built a completely
integrable system on Oλ. They call the Gelfand-Cetlin system on Oλ, GC system for short, as they were inspired
by the work of Gelfand-Cetlin [GC]. The image of a system is a convex polytope. It is determined by inequalities
arising from the min-max principle and called the Gelfand-Cetlin polytope (GC polytope).
The GC systems and the polytopes have been in the spotlight in several branches of mathematics. After the
relation between the dimension of a weight subspace of the irreducible representation with the highest weight λ
and the number of integer lattice points of certain patterns in the polytope associated to λ was discovered, the GC
polytopes started to draw attention in representation theory, see [GC, Z, Li, DMc] for instance. As toric degener-
ations of flag varieties and GC systems were constructed in algebraic and symplectic geometry, the GC systems
and polytopes have been used to study Schubert calculus, mirror symmetry, and Floer theory of flag varieties in
[GL, BCKV, Ca, KoM, NNU] and many others. In the study of integrable systems and Poisson geometry, an
equivalent description for the GC systems has provided new insights and applications (e.g. [FR, AM, ALL].)
The main purpose of this article is to understand the GC polytopes and the GC systems in detail in the case
where G is a special orthogonal group. In the case of unitary groups, the first named author with B. An and J.
Kim [ACK] found the correspondence between the faces and the a certain partially ordered set of subgraphs of the
ladder diagram. Using their description of GC polytopes, the authors with Y.-G. Oh [CKO1] studied symplectic
topology of the co-adjoint U(n)-orbits and proved that every GC fiber is isotropic and is the total space of certain
iterated bundle. In particular they provided a combinatorial dimension formula for the GC fibers and located all
Lagrangian fibers over the GC polytopes.
To extend the works of [ACK, CKO1] to the SO(n)-case, we introduce a certain partially ordered set of pairs
of subgraphs of a ladder diagram of SO(n)-type and find an order-preserving one-to-one correspondence between
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the set of faces of a GC polytope and the above ordered set of the corresponding ladder diagram, see Theorem 3.7.
With the aid of the description, we then express a GC fiber as the total space of a certain iterated bundle.
Theorem A (Theorem 4.1). Let Φλ be the Gelfand-Cetlin system on the co-adjoint orbit Oλ of λ ∈ so(n)∗
equipped with a Kirillov-Kostant-Souriau symplectic form. For any point u in the Gelfand-Cetlin polytope ∆λ, the
fiber Φ−1λ (u) is an isotropic smooth submanifold of Oλ and is the total space of an iterated bundle
(1.1) Φ−1λ (u) = En → En−1 → · · · → E3 → E2 = point
such that the fiber at each stage is either a point or a product of spheres.
Note that an even dimensional sphere factor can appear in a stage of (1.1), while it cannot for U(n)-cases (cf.
[CKO1, Theorem A]). The underlying combinatorics in the ladder diagram for the SO(n)-type is indeed more
interesting than the U(n)-type. For instance, even if the patterns of inequalities for two points in the polytope are
same, whether a component of the GC system becomes zero or not does make a distinction on the topology of
the GC fiber. Also, the combinatorial type of GC polytopes of the SO(n)-type is affected by both the inequality
patterns on λ and the zeros in λ, but in the U(n)-case two GC polytopes are combinatorially same as long as their
inequality patterns are same.
For the U(n)-type, the authors with Oh [CKO1] and Bouloc-Miranda-Zung [BMZ] independently studied the
GC fibers from different motivations. From the recent preprint [BMET, Problem 1.9], the authors have gotten
to know that peculiar properties of GC systems were predicted by N. T. Zung. Along the line, for the systems
of bending flow on the moduli space of polygons and generalized GC systems on the Grassmannian of complex
two planes, Bouloc [Bo] proved that the fibers are smooth and isotropic. In this regard, Theorem A confirms the
peculiarity of the GC systems on the SO(n)-orbits. Also, Lane [La1, La2] proved that each GC fiber is a smooth
manifold and has an iterated bundle structure in a more general situation including the SO(n)-orbits. The process
in Theorem A, interacting with the face structure of the GC polytope, provides a concrete and detailed description
for the GC fiber in response to the location of a fiber.
To maximize efficiency, we enhance the combinatorial process for Theorem A that enables us to count the
dimension of the fiber instantly, which can be used to classify the faces containing Lagrangian fibers in their
relative interiors. Roughly speaking, once a face of a GC polytope and the corresponding pair of subgraphs of a
ladder diagram are given, one can immediately count the dimension of the fiber over the interior of the face by
doing certain Tetris game of “L-blocks” and “I-blocks”, see Section 5.
Theorem B (Corollary 5.6). Let f be a face of ∆λ and γf be the corresponding face of Γλ. Then the GC fiber over
any point u in the relative interior of f is Lagrangian if and only if γf is fillable by L-blocks and I-blocks.
The organization of the paper is in order. In Section 2, we briefly review to Gelfand-Cetlin systems of the SO(n)-
type. In Section 3, we describe the face structures of GC polytopes in terms of combinatorics of the corresponding
ladder diagrams. Section 4 discusses the iterated bundle structure of the GC fibers and proves Theorem A. Finally
Theorem B and the dimension formula will be derived in Section 5.
Acknowledgement. The authors express our deep gratitude to Yong-Geun Oh for drawing their attention to Gelfand-
Cetlin systems. This work was initiated when the second named author was affiliated to IBS-CGP and was supported
by IBS-R003-D1. The first named author is supported by the National Research Foundation of Korea(NRF) grant
funded by the Korea government(MSIP; Ministry of Science, ICT & Future Planning) (NRF-2017R1C1B5018168).
2. GELFAND-CETLIN SYSTEMS
In this section, we recall Gelfand-Cetlin systems.
2.1. Collective periodic Hamiltonians. Throughout this section, we assume that G is a compact connected Lie
group. Let g and g∗ be the Lie algebra ofG and its dual, respectively. Let (M,ω) be a symplectic manifold equipped
with an effective Hamiltonian G-action with a moment map
(2.1) Φ: M → g∗.
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A collective Hamiltonian is defined as a function of the form H ◦ Φ for some real-valued smooth function H on
g∗. Since every pair of collective Hamiltonians Poisson-commutes, by taking independent collective Hamiltonians,
one obtains an integrable system on M .
In order to construct collective Hamiltonians, let us first fix a Cartan subgroup T ⊂ G. Let t and t∗ be the Lie
algebra of T and its dual, respectively. Fix a positive Weyl chamber t∗+ ⊂ t∗. Note that every G-orbit intersects t∗+1
at a single point, see [Ki, Lemma 3]. Then, we can define
(2.2)
Π: g∗ → t∗+
λ 7→ Π(λ) := (G · λ) ∩ t∗+,
which is surjective, continuous on g∗, and smooth on Π−1
(
int(t∗+)
)
. For any ξ in the kernel of the exponential map
exp : t→ T , the linear functional
(2.3) lξ : t∗ → R, lξ(λ) := 〈λ, ξ〉
induces a function Hξ := lξ ◦Π: g∗ → R.
Using Thimm’s trick [T], Guillemin and Sternberg [GS] produced an integrable system on a co-adjoint or-
bit consisting of collective Hamiltonians. Suppose that M is the co-adjoint G-orbit of λ ∈ g∗ equipped with a
Kirillov-Kostant-Souriau symplectic form (KKS form for short). Consider a nested sequence of connected closed
Lie subgroups of G :
(2.4) G• := {〈e〉 =: G0 ⊂ G1 ⊂ · · · ⊂ Gk−1 ⊂ Gk := G} .
For each i = 1, · · · , k, let gi, g∗i , and g∗i,+ be the Lie algebra of of Gi, its dual, and a positive Weyl chamber,
respectively. For each i, choose a Cartan subgroup Ti of Gi and denote by ti, t
∗
i , and t
∗
i,+ the Lie algebra of Ti, its
dual, and a positive Weyl chamber, respectively.
For each i, consider the moment map of Gi given by the composition
Φi := κi ◦ Φ: M → g∗i
where Φ is defined in (2.1) and κi : g∗ → g∗i is the transpose of the linear embedding gi ↪→ g. As in (2.2), we also
define the map
Πi : g
∗
i → t∗i,+ i = 1, · · · , k.
Fix a basis {ξij | j = 1, · · · , ri} of the lattice (i.e., the kernel of exp: ti → Ti) in ti, which gives rise to the linear
functionals {lξij | j = 1, · · · , ri} in (2.3). Then, the composition
(2.5) Φ(i)j := lξij ◦Πi ◦ Φi : g∗ → g∗i → t∗i,+ → R
becomes a periodic Hamiltonian on the co-adjoint orbit M , see [GS, Theorem 3.4].
Definition 2.1 ([GS]). Let M be a co-adjoint orbit of λ under the G-action equipped a KKS form. We call a
collection {Φ(i)j } a Gelfand-Cetlin system (GC system for short) provided that it forms a completely integrable
system.
2.2. Co-adjoint orbits of type B and D. Let G be a real special orthogonal group SO(n) where n = 2ν + 1.
Take the following maximal torus T :
T :=


R(θ1) · · · 0 0
...
. . .
...
...
0 · · · R(θν) 0
0 · · · 0 1
 ∈ SO(n) : (θ1, · · · , θν) ∈ Rν
 where R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
.
The Lie algebra g of G is the set Sn of real skew-symmetric (n×n) matrices. Equip g with the inner product given
by
(2.6) 〈X,Y 〉 := −1
2
Tr(XY ), for X,Y ∈ Sn,
1Note that t∗+ ∼= t/W ∼= g∗/Ad∗(G) where Ad∗ denotes the co-adjoint action of G on g∗ and W denotes the Weyl group of G.
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which gives rise to an Ad(G)-invariant metric. Take an orthonormal basis {eij}1≤i<j≤2ν+1 for g with respect to
the bilinear form (2.6) where eij ∈ Sn is defined by
(2.7) (eij)pq =

1 if (i, j) = (p, q)
−1 if (i, j) = (q, p)
0 otherwise.
For i = 1, · · · , ν, we particularly set hi := e2i−1,2i. Note that the metric 〈·, ·〉 induces a natural identification
of g with g∗. In terms of the orthonormal basis consisting of eij’s in (2.7), the identification can be described as its
dual basis :
(2.8)
g → g∗
eij 7→ e∗ij
e∗ij(epq) =
1 if (i, j) = (p, q)0 otherwise.
Moreover, the Lie algebra t ⊂ g of T consists of elements of the form
t =


B(λ1) · · · 0 0
...
. . .
...
...
0 · · · B(λν) 0
0 · · · 0 0
 ∈ S2ν+1 : (λ1, · · · , λν) ∈ Rν
 where B(λ) :=
(
0 λ
−λ 0
)
.
The Lie algebra t can be identified with Rν by the map
(2.9)
ν∑
i=1
λi hi ∈ t 7→ (λ1, · · · , λν) ∈ Rν .
Under the identifications (2.8) and (2.9), the linear functional h∗i on t becomes the linear functional on Rν defined
by h∗i (λ1, · · · , λν) = λi. The root of g consists of {±h∗i }i=1,··· ,ν ∪ {±(h∗i ± h∗j )}i6=j and a base can be chosen as
∆ =
{
h∗1 − h∗2, · · · , h∗ν−1 − h∗ν , h∗ν
} ⊂ t∗.
Then the corresponding positive Weyl chamber is given by
(2.10) t∗+ = {(λ1, · · · , λν) ∈ t∗ | λ1 ≥ · · · ≥ λν ≥ 0}, where (λ1, · · · , λν) := λ1h∗1 + · · ·+ λνh∗ν .
Let I(n)λ = I
(2ν+1)
λ be the skew-symmetric matrix in Sn corresponding to (λ1, · · · , λν), that is,
(2.11) I(n)λ :=

B(λ1) · · · 0 0
...
. . .
...
...
0 · · · B(λν) 0
0 · · · 0 0
 ∈ S2ν+1
where λ = (λ1, · · · , λν) ∈ t∗+. The following lemma is well-known.
Lemma 2.2. For any real skew-symmetric matrix A ∈ Sn where n = 2ν + 1, there exists Q ∈ SO(n) such that
QTAQ = I
(n)
λ
for some λ1 ≥ λ2 ≥ · · · ≥ λν ≥ 0 where I(n)λ is in (2.11).
Lemma 2.2 tells us that any co-adjoint orbit of SO(n) intersects the positive Weyl chamber at exactly one point
(λ1, · · · , λν) ∈ t∗+ in (2.10). For any λ = (λ1, · · · , λν) ∈ t∗+, the co-adjoint of SO(n) associated to λ is expressed
as
(2.12) O(n)λ =
{
QT · I(n)λ ·Q ∈ Sn : Q ∈ SO(n)
}
= {A ∈ Sn : spec(A) = {±λ1i, · · · ,±λνi}} .
Since the parity of n and the tuple λ uniquely determine n, O(2ν+1)λ is simply denoted by OBλ.
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For the case where G = SO(n) with n := 2ν, we consider the maximal torus
T :=


R(θ1) · · · 0
...
. . .
...
0 · · · R(θν)
 ∈ SO(2ν) : (θ1, · · · , θν) ∈ Rν
 .
The set of roots of g is given by {±(h∗i ± h∗j )}i 6=j and a base is taken by ∆ = {h∗1 − h∗2, · · · , h∗ν−1 ± h∗ν}. The
positive Weyl chamber with respect to ∆ is then
(2.13) t∗+ = {(λ1, · · · , λν) ∈ t∗ | λ1 ≥ · · · ≥ λν−1 ≥ |λν |} ,where (λ1, · · · , λν) = λ1h∗1 + · · ·+ λνh∗ν .
Let I(n)λ = I
(2ν)
λ be the skew-symmetric matrix in Sn corresponding to (λ1, · · · , λν).
Lemma 2.3. For any real skew-symmetric matrix A ∈ Sn where n = 2ν, there exists Q ∈ SO(n) such that
QTAQ = I
(n)
λ
for some λ1 ≥ · · · ≥ λν−1 ≥ |λν |. More specifically,
(1) If det(A) = 0, then λ1 ≥ λ2 ≥ · · · ≥ λν−1 ≥ λν = 0.
(2) If pf(A) > 0, then λ1 ≥ λ2 ≥ · · · ≥ λν−1 ≥ λν > 0
(3) If pf(A) < 0, then λ1 ≥ λ2 ≥ · · · ≥ λν−1 ≥ −λν > 0
where pf(A) is the Pfaffian of A.
By Lemma 2.3, any co-adjoint orbit of SO(n) intersects the positive Weyl chamber at exactly one point (λ1, · · · , λν) ∈
t∗+ in (2.13). For any λ = (λ1, · · · , λν) ∈ t∗+, the co-adjoint of SO(n) associated to λ can be expressed as
O(n)λ =
{
QT · I(n)λ ·Q ∈ Sn : Q ∈ SO(n)
}
=

{
A ∈ Sn : spec(A) = {±λ1
√−1, · · · ,±λν
√−1}} , if λ1 ≥ λ2 ≥ · · · ≥ λν = 0{
A ∈ Sn : pf(A) > 0, spec(A) = {±λ1
√−1, · · · ,±λν
√−1}} , if λ1 ≥ λ2 ≥ · · · ≥ λν > 0{
A ∈ Sn : pf(A) < 0, spec(A) = {±λ1
√−1, · · · ,±λν
√−1}} , if λ1 ≥ λ2 ≥ · · · ≥ −λν > 0
(2.14)
Since the parity of n and the tuple λ uniquely determine n, O(2ν+1)λ is simply denoted by ODλ .
2.3. Gelfand-Cetlin systems on OBλ and ODλ . On any co-adjoint SO(n)-orbit, one may take collective Hamilto-
nians of the form (2.5) to build a completely integrable system. Focusing on the co-adjoint orbit, we review the GC
systems on the SO(n)-orbits.
Now, suppose that G = SO(n). For any λ ∈ t∗+, consider the co-adjoint orbit O(n)λ in (2.13) and (2.14). To
apply the Thimm’s trick, take the sequence G• of subgroups of G in (2.4) consisting of
Gi−1 =
{(
B 0
0 In−i
)
: B ∈ SO(i)
}
for i = 1, · · · , n.
With respect to the choice ofG•, collect the all non-constant functions of the form (2.5) to construct the GC system
on O(n)λ .
The function (2.5) can be described explicitly as follows. For any skew-symmetric matrixA in (2.13) and (2.14),
consider the leading (m × m)-principal minor A(m) of A. We have the eigenvalues of A(m), which are pure
imaginary. Setting ν(m) := bm/2c, we may arrange them in a descending order as follow
{
±λ(m)1
√−1, ±λ(m)2
√−1, · · · , ±λ(m)ν(m)
√−1
}
, if m is even
{
±λ(m)1
√−1, ±λ(m)2
√−1, · · · , ±λ(m)ν(m)
√−1, 0
}
, if m is odd
where λ(m)1 ≥ · · · ≥ λ(m)ν(m)−1 ≥ λ(m)ν(m) ≥ 0. Then, the output of the function at A
(2.15) Φi,jλ : O(n)λ → R, 1 ≤ i ≤ ν(m)
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is defined by
Φi,jλ (A) :=
−λ
(m)
ν(m) if i = ν(m) and pf(A
(m)) < 0
+λ
(i+j)
i otherwise.
According to Lemma 2.2 and Lemma 2.3, the collection of non-constant functions {Φi,jλ } becomes a completely
integrable system which we denote by
(2.16) Φ(n)λ : O(n)λ → RdimRO
(n)
λ .
Since the parity of n and the tuple λ uniquely determine n, Φ(n)λ is also denoted by
Φ
(n)
λ :=
ΦBλ if n is odd,ΦDλ if n is even.
Here the letters ‘B’ and ‘D’ stand for the types of complex classical Lie groups SO(2ν + 1) and SO(2ν), respec-
tively.
2.4. Gelfand-Cetlin polytopes. In the case where G = SO(n), the image of a Gelfand-Cetlin system Φ(n)λ
in (2.16) is a convex polytope, called a Gelfand-Cetlin polytope or simply a GC polytope which we denote by
∆
(n)
λ . Also, depending on the parity of n, we sometimes denote it by ∆
B
λ or ∆
D
λ .
The polytope is indeed defined by intersecting the inequalities from the min-max principle of skew-symmetric
matrices. Let (ui,j) be the coordinates of RdimRO
(n)
λ recording the output of Φi,jλ in (2.15). In terms of the coordi-
nates (ui,j), the polytope ∆
(n)
λ is described as follows.
Theorem 2.4 (See [Li, P] for instance). For G = SO(n) and λ = (λ1, · · · , λν) ∈ t∗+, the Gelfand-Cetlin polytope
∆
(n)
λ ⊂ RdimRO
(n)
λ consists of points (ui,j) such that
(2.17)

ui,j+1 ≥ ui,j if i < j
ui,j+1 ≥ |ui,j | if i = j
ui,j ≥ ui+1,j if i+ 1 < j
ui,j ≥ |ui+1,j | if i+ 1 = j
2 ≤ i+ j ≤ n, i ≤ j.
3. THE FACE STRUCTURE OF GELFAND-CETLIN POLYTOPES
The goal of this section is to describe the face structure of the GC polytope ∆(n)λ in terms of a certain partially
ordered set of pairs of subgraphs of the ladder diagram.
For any positive integer n ∈ Z>0, set ν := bn/2c. Let λ = {λ1, · · · , λν} be a ν-tuple of real numbers such that
(3.1) λ1 = · · · = λn1 > λn1+1 = · · · = λn2 > · · · > λnr+1 = · · · = λnr+1(= λν) ≥ 0
for some positive integers n1 < · · · < nr < nr+1 = ν. Define
sλ :=
r if λν = 0r + 1 if λν > 0,
that is, sλ is the number of distinct nonzero elements of λ.
We define the ladder diagram associated to the pair (n, λ) as follows. Let ΓZ2 be the square grid graph
ΓZ2 := (Z× R) ∪ (R× Z).
Definition 3.1. The ladder diagram Γ(n)λ associated to (n, λ) is defined by the induced subgraph of ΓZ2 formed
from the following set of vertices
V
Γ
(n)
λ
:=
sλ−1⋃
j=0
{
(a, b) ∈ Z2
∣∣∣ j ≤ a ≤ j + 1, j ≤ b ≤ n− 1− nj+1} .
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Since the parity of n and the tuple λ uniquely determine n, Γ(n)λ is also denoted by
Γ
(n)
λ :=
ΓBλ if n is odd,ΓDλ if n is even.
The vertex located at (0, 0) is called the origin and a vertex which is farthest from the origin is called a terminal
vertex of Γ•λ. A lowest terminal vertex of Γ
•
λ is the (unique) terminal vertex (a0, b0) such that b0 ≤ b for any
terminal vertex (a, b) of Γ•λ. We denote by (i,j) the unit square whose top-right vertex is (i, j) in ΓZ2 .
Example 3.2. Figure 1 illustrates the ladder diagrams ΓB3,2,1 = Γ
(7)
3,2,1,Γ
B
2,2,0 = Γ
(7)
2,2,0,Γ
D
5,3,3,1 = Γ
(8)
5,3,3,1, and
ΓD4,4,2,0 = Γ
(8)
4,4,2,0. The purple points are the origins and the blue points are the lowest terminal vertices. The green
points are the other terminal vertices.
3
33
1
3
2
1
2
22
0
0
Γ
(8)
5,3,3,1 Γ
(8)
4,4,2,0Γ
(7)
3,2,1 Γ
(7)
2,2,0
5
4
2
0
4
4
FIGURE 1. Examples of Ladder diagrams.
To describe the face structure of a GC polytope, we need the following notions.
Definition 3.3. Let Γ(n)λ be a ladder diagram.
• A positive path on Γ(n)λ is a shortest path from the origin to a terminal vertex in Γ(n)λ .
• An isogram γ is the subgraph of Γ(n)λ obeying the followings.
(1) The graph γ can be presented as a union of positive paths containing all terminal vertices of Γ(n)λ .
(2) Once γ contains both the top edge and the left edge of a diagonal box(j,j), its bottom edge and right
edge must be also contained in γ. Although the pattern in Figure 2 can be a part of a union of positive
paths at (j,j), it is not allowed for the subgraph being an isogram.
(j, j)
FIGURE 2. Forbidden pattern for isograms at the diagonal boxe (j,j).
• The base β(γ) of an isogram γ is defined to be a (unique) positive path containing all βj(γ) where βj(γ)
is the lowest line segment of γ over {a ∈ R | j ≤ a ≤ j + 1}.
• For each j, let δj(γ) be a line segment or a union of line segments as follows.
(1) If the second component of βj(γ) is > j + 1, take
δj(γ) := βj(γ).
(2) If γ contains all four edges of (j+1,j+1), we take two horizontal edges of (j+1,j+1) as δj(γ), i.e.,
δj(γ) := βj(γ) ∪ (βj(γ) + (0, 1)).
(3) If we are not in the above two cases2, we have two options to choose
δj(γ) :=

{
(a, b) ∈ R2 | j ≤ a ≤ j + 1, b = j} or{
(a, b) ∈ R2 | j ≤ a ≤ j + 1, b = j + 1} .
2The second component of βj(γ) is ≤ j + 1 and γ does not contain all four edges of (j+1,j+1).
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A coastline δ of γ is the graph which can be expressed as the union of all positive paths whose horizontal
edges are contained in a set {δj(γ) : j = 1, 2, · · · , ns(λ)} of choice of segments.
Remark 3.4. Namely, even if two points satisfy the same inequalities in (2.17), the diffeomorphic types of the fibers
over the two points might be different. The base line tells the difference on the diffeomorphic types of GC fibers.
Also, coastlines are necessary to obtain the one-to-one correspondence with the face structure of a GC polytope.
Indeed, there exists multiple faces corresponding to the same isogram so that coastlines distinguish the faces having
the same isogram.
Definition 3.5. A face of Γ(n)λ is a pair consisting of an isogram γ and one single choice of its coastline δ(γ). The
dimension of γ is defined to be the number of closed regions bounded by γ, the number of minimal cycles in γ.
Example 3.6. Let us reconsider the ladder diagram ΓB3,2,1 = Γ
(7)
3,2,1 in Figure 1 as an example. The first two graphs
in Figure 3 are examples of isograms. The other graphs are not isograms. For instance, the final graph has the
forbidden pattern at(1,1) (see Figure 2) so that it is not an isogram. The first isogram in Figure 3 comes with eight
possible choices of coastlines. The second isogram in Figure 3 admits two possible coastlines, which are illustrated
in Figure 4.
3
2
1
3
2
1
3
2
1
3
2
1
3
2
1
isogram isogram not isogram not isogram not isogram
FIGURE 3. Examples of isograms.
3
2
1
3
2
1
3
2
1
3
2
1
, ,
FIGURE 4. Examples of faces.
Define a partial ordering on the set of faces of Γ(n)λ as follows. (γ
′, δ(γ′)) < (γ, δ(γ)) if the following two
conditions hold.
(1) (Isogram) γ′ ⊂ γ and
(2) (Coastline) For every j satisfying the second component of βj(γ′) ≤ j + 1,
δj(γ
′) ⊂ δj(γ).
Those faces of Γ(n)λ can be used to understand the face structure of the GC polytope ∆
(n)
λ .
Theorem 3.7. Let ∆(n)λ be the Gelfand-Cetlin polytope and Γ
(n)
λ the ladder diagram associated to n and λ. Then
there exists a bijective map
{ faces of Γ(n)λ }
Ψ−→ { faces of ∆(n)λ }
such that for faces (γ, δ(γ)) and (γ′, δ(γ′)) of Γ(n)λ ,
• (Order-preserving) (γ, δ(γ)) ⊂ (γ′, δ(γ′)) if and only if Ψ((γ, δ(γ))) ⊂ Ψ((γ′, δ(γ′))),
• (Dimension) dim Ψ((γ), δ(γ)) = dim γ.
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Example 3.8. Let n = 5 and λ = (3, 0). Consider the co-adjoint orbit OBλ, the orthogonal Grassmannian
OG(1,C5). Then, the GC polytope ∆(5)λ is defined by the intersection of the four half-planes in R4 :
3− u1,3 ≥ 0, u1,3 − u1,2 ≥ 0, u1,2 − u1,1 ≥ 0, u1,2 + u1,1 ≥ 0,
which is a simplex as in Figure 5.
w1
w0
w2
w3
FIGURE 5. The GC polytope ∆(5)(3,0)
It has four vertices w0 = (0, 0, 0), w1 = (3, 0, 0), w2 = (3, 3, 3), w3 = (3, 3,−3) corresponding to the follow-
ing pairs of an isogram and a coastline as in Figure 6.
0
3
0
w0 w1 w2 w3
, , , ,
FIGURE 6. The zero dimensional faces of ∆(5)(3,0)
The polytope has six edges, four two dimensional faces, and one three dimensional face, whose corresponding
faces in the diagram are in order.
e01 e02 e03 e12 e13 e23
, , , , , ,
FIGURE 7. The one dimensional faces of ∆(5)(3,0)
f012 f013 f023 f123 I0123
, , , , ,
FIGURE 8. The two and three dimensional faces of ∆(5)(3,0)
As Theorem 3.7 is an SO(n)-type analogue of Theorem [ACK, Theorem 1.11] and the idea of the proof is
essentially the same as the one of [ACK, Theorem 1.11]. Thus we leave the proof to the reader with some remarks
as below :
• As mentioned in Section 2.4, the GC polytope ∆(n)λ can be described in terms of the coordinate system
{ui,j} satisfying (2.17) where each ui,j corresponds to the unit box (i,j) in Γ(n)λ .
• We can describe each point in ∆(n)λ as the filling in the boxes of Γ(n)λ with the components vi,j where
vi,j =
ui,j if i 6= j|ui,j | if i = j
10 YUNHYUNG CHO AND YOOSIK KIM
For any given face Γ = (γ, δ) in Γ(n)λ , the corresponding face is supported by the intersection of the
followings :
vi,j = vi+1,j if the isogram γ does not contain the edge connecting (i− 1, j) and (i, j).
vi,j = vi,j+1 if the isogram γ does not contain the edge connecting (i, j) and (i, j − 1).
ui,j ≥ 0 if (i,j) is above the highest positive path contained in the coastline δ.
ui,j ≤ 0 if (i,j) is below the lowest positive path contained in the coastline δ.
4. THE TOPOLOGY OF GELFAND-CETLIN FIBERS
This section is devoted to describe a given Gelfand-Cetlin fiber of the SO(n)-orbits in terms of the total space of
an iterated bundle. For any point u in ∆(n)λ , the corresponding subgraph Γ of the face containing u in the relative
interior is obtained by the correspondence in Section 3. We will devise a constructive combinatorial operation on Γ
to decode the fibers of the iterated bundle at stages. Finally, using its iterated bundle structure, every fiber Φ(n)λ (u)
will be shown to be an isotropic smooth submanifold.
The main theorem is stated as below.
Theorem 4.1. Let Φ(n)λ be the Gelfand-Cetlin system on the co-adjoint SO(n)-orbit O(n)λ for λ ∈ Rbn/2c(' t∗+)
and ∆(n)λ be the corresponding Gelfand-Cetlin polytope. For any point u ∈ ∆(n)λ , the fiber
(
Φ
(n)
λ
)−1
(u) is an
isotropic submanifold of
(
O(n)λ , ωλ
)
and is the total space of an iterated bundle
(4.1)
(
Φ
(n)
λ
)−1
(u) = En
qn−→ En−1 qn−1−→ · · · q4−→ E3 q1−→ E2 = point
such that the fiber at each stage is either a point or a product of spheres.
Moreover, the fiber at stage can be combinatorially read off from the face corresponding to u in the ladder
diagram Γ(n)λ . Two fibers
(
Φ
(n)
λ
)−1
(u1) and
(
Φ
(n)
λ
)−1
(u2) are diffeomorphic as long as u1 and u2 are contained
in the relative interior of the same face of ∆(n)λ .
Remark 4.2. The authors with Oh in [CKO1, Theorem A] proved that every GC fiber of type A has an iterated
bundle structure and is an isotropic submanifold. Lane [La2] verified that every GC fiber of U(n)-orbits (SO(n)-
orbits as well) can be expressed as the total space of an iterated bundle. Also, Bouloc-Miranda-Zung in [BMZ]
proved that it is an isotropic submanifold and expressed the fibers as a 2-stage quotient of a compact Lie group.
Theorem 4.1 extends the results to the case of SO(n)-orbits and provides a concrete description for iterated bundles
of Lane.
Remark 4.3. Note that the fiber in a stage of (4.1) for the SO(n)-type can have an even dimensional spherical factor,
while either a point or a product of odd dimensional spheres can only occur in the stages of the iterated bundles for
the GC fibers in the U(n)-orbits. Reflected to this difference, in addition to W -blocks and M -blocks that are used
for U(n)-types, N -blocks is necessary to capture even spherical factors in the combinatorial process.
By taking GC Lagrangian fibers of SO(n)-type into accounts, more diverse diffeomorphic types can be realized
as a GC fiber. One obtains local models of the cotangent bundles of a variety of Lagrangians by looking at their
Darboux-Weinstein neighborhoods. It will enables us to construct monotone Lagrangians in cotangent bundles of
various manifolds. The reader is referred to the upcoming work [CKO2] for details.
4.1. Block combinatorics. For each lattice point (a, b) ∈ Z2, let
(a,b) := {(x, y) ∈ R2 | a− 1 ≤ x ≤ a, b− 1 ≤ y ≤ b},
the closed region bounded by (a,b).
Definition 4.4. For each k ∈ N≥3, the Wk-block is the region defined by
(4.2) Wk =
⋃
(a,b)
(a,b)
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where the union is taken over all (a, b) ∈ N2 satisfying
(1) k − 1 ≤ a+ b ≤ k and
(2) a ≤ b.
A lattice point closest from the origin in the block Wk is called a bottom point.
Figure 9 illustrates W -blocks where the red points are the origin, the purple points are bottom points, and the
blue points indicate the vertices over which the union is taken in (4.2).
W3 W4 W5 W6 W7 W8
· · ·
FIGURE 9. W -blocks.
Definition 4.5. Let k ∈ N be a given positive integer.
(1) (Definition 5.7. in [CKO1]) For each (a0, b0) ∈ Z2, the Mk-block at (a0, b0) is the region given by
Mk(a0, b0) :=
⋃
(a0,b0)+(a,b)
(a,b)
for some (a0, b0) ∈ Z2 where the union is taken over all (a, b) ∈ N2 satisfying
• k + 1 ≤ a+ b ≤ k + 2
• (a, b) 6= (k + 1, 1), and
• (a, b) 6= (1, k + 1).
(2) An Nk-block is the region given by
Nk(a0, b0) :=
⋃
(a0,b0)+(a,b)
(a,b)
for some (a0, b0) ∈ Z2 where the union is taken over all (a, b) ∈ N2 satisfying
• k + 1 ≤ a+ b ≤ k + 2 and
• (a, b) 6= (1, k + 1).
Figure 10 and 11 illustrate M -blocks and N -blocks respectively.
M1 M2 M3 M4
· · ·
(a0, b0)(a0, b0)(a0, b0)(a0, b0)
FIGURE 10. M -blocks.
For a given point u ∈ ∆(n)λ , let f be the face of ∆(n)λ containing u in its relative interior and (γf , δf ) the
corresponding face of Γ(n)λ . Now we describe the fibers of an iterated bundle structure of
(
Φ
(n)
λ
)−1
(u) in the
following steps. (Compare with the U(n)-cases in [CKO1, Section 5].)
• Step 1. Overlapping the W -block Wk and the isogram γf , cut Wk along γf into several closed regions.
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N1 N2 N3 N4
· · ·
(a0, b0)(a0, b0)(a0, b0)(a0, b0)
FIGURE 11. N -blocks.
• Step 2. For each cut region D, assign the topological space Sk(D) as follows :
(4.3) Sk(D) :=

S2`−1 if D is an M`-block and D contains a bottom point of Wk
S2` if D is an N`-block and D is below the base β(γf ).
point otherwise.
• Step 3. Put
(4.4) Sk(f) :=
∏
D
Sk(D)
where the product is over all cut closed regions of Wk along γf .
Following the three steps above, the fiber
(
Φ
(n)
λ
)−1
(u) can be described as follows.
Proposition 4.6. The fiber
(
Φ
(n)
λ
)−1
(u) is diffeomorphic to the total space of an iterated bundle
(4.5)
(
Φ
(n)
λ
)−1
(u) = Sn(f)
pn−→ Sn−1(f) −→ · · · p4−→ S3(f) p3−→ S2(f) := point
where pk : Sk(f) −→ Sk−1(f) is an Sk(f)-bundle over Sk−1(f).
In particular, the dimension of the fiber
(
Φ
(n)
λ
)−1
(u) is
(4.6) dim
(
Φ
(n)
λ
)−1
(u) =
n∑
k=3
dimSk(f).
Remark 4.7. The construction of (4.5) in Proposition 4.6 implies that the topology of a fiber only depends on γf ,
not on the coastline δf . Namely, the GC fiber over any point in the relative interior of (γ, δ1(γ)) is diffeomorphic
to any GC fiber over a point in the relative interior of (γ, δ2(γ)).
Example 4.8. Let us revisit Example 3.8. Take the vertex v = (0, 0, 0) as an example. Then the corresponding
isogram γv is the first graph in Figure 12. We now follow the three steps for reading the fiber of Φ
(5)
λ at v. In the
first and second steps, W3 and W4-blocks are not cut into smaller pieces so that S3(f) ' S4(f) ' {point}. On the
other hand, W5 is cut into two blocks, one is an M1-block and the other is an M2-block. But, the M1-block does
not contains a bottom point of W5 so that it does not contribute to S5(f). We then have S5(f) ' S3 by (4.4) and
hence (
Φ
(5)
λ
)−1
(v) ∼= S3.
Moreover, it is Lagrangian by Theorem 4.1.
0
3
00
0
0
W3 W4 W5γv
FIGURE 12. The GC fiber over (0, 0, 0).
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Now, we describe the fiber of Φ(5)λ at another point, w = (0, 0, 2) for example. Observe that w is contained
in the edge of ∆λ where the corresponding isogram γw is given in Figure 13. Following the three steps above,
we similarly obtain that S3(f) ' {point}, S4(f) ' S2, and S5(f) ' S1. Thus, the GC fiber over (0, 0, 2) is an
S1-bundle over S2, which is also Lagrangian.
0
3
02
0
0
W3 W4 W5γw
FIGURE 13. The GC fiber over (0, 0, 2).
4.2. Iterated bundle structure of Gelfand-Cetlin fiber. Throughout this section, we use the following notations.
• g(m) : the Lie algebra of SO(m),
• g∗(m) : the dual of g(m),
• T (m) : the maximal torus of SO(m) defined in Section 2.3,
• t(m) : the Lie algebra of T (m),
• t∗(m) : the dual of t(m),
• t∗+(m) : the positive Weyl chamber.
As in Section 2, we identify
(4.7)
t∗(m) ∼= R`, t∗+(m) ∼=
{
(λ1, · · · , λ`) ∈ R` | λ1 ≥ · · · ≥ λ` ≥ 0
}
if m = 2`+ 1,
t∗(m) ∼= R`, t∗+(m) ∼=
{
(λ1, · · · , λ`+1) ∈ R` | λ1 ≥ · · · ≥ λ`−1 ≥ |λ`+1|
}
if m = 2`+ 2.
Now, let us consider any elements a and b of positive Weyl chambers given by
• (Case 1) when m = 2`+ 1,a := (a1, · · · , a`) ∈ t∗+(m) ⊂ t∗(m) ∼= R`b := (b1, · · · , b`) ∈ t∗+(m− 1) ⊂ t∗(m− 1) ∼= R`, ,
• (Case 2) when m = 2`+ 2,a = (a1, · · · , a`+1) ∈ t∗+(m) ⊂ t∗(m) ∼= R`+1,b = (b1, · · · , b`) ∈ t∗+(m− 1) ⊂ t∗(m− 1) ∼= R`.
Define
(4.8) Oa,b :=
{
A ∈ O(m)a : A(m−1) ∈ O(m−1)b
}
where O(m)a and O(m−1)b are the co-adjoint SO(m)-orbit and the SO(m − 1)-orbit of the block diagonal matrix
I
(m)
a and I
(m−1)
b in (2.11) and (2.13), respectively. Setting
|a| = (|a1|, |a2|, · · · ) and |b| = (|b1|, |b2|, · · · ),
let Wa,b be the W -shaped block with fillings by |a| and |b| as depicted in Figure 14. Because of (4.7), notice that
all components of |a| and |b| are same as a and b except possibly for a`+1 when m = 2`+ 2.
By the min-max principle, Oa,b is non-empty if and only if
(4.9)
a1 ≥ b1 ≥ · · · ≥ a` ≥ b` ≥ 0 when m = 2`+ 1a1 ≥ b1 ≥ · · · ≥ a` ≥ b` ≥ |a`+1| when m = 2`+ 2.
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a3
a1
a2b1
b2
b3
. . .
. . . a`
b`
|a`+1|
a3
a1
a2b1
b2
b3
. . .
. . . a`
b`
FIGURE 14. Wa,b-blocks.
Now, we divide the block Wa,b into several simple closed regions by cutting every shared edge of two unit boxes
in Wa,b labeled by either aj and bj with |aj | > |bj | or bj and aj+1 with |bj | > |aj+1|, see Figure 15. Assign the
topological space to each cut simple closed region D of Wa,b following the rule (4.3) and define
(4.10) Sa,b :=
∏
D
Sk(D)
where the product is taken over all divided simple closed regions of Wa,b.
|aj |
|bj |
|bj | |aj+1|
FIGURE 15. Cutting Wa,b-blocks.
The main proposition in this subsection is then as follows.
Proposition 4.9. The projection
ρa,b : Oa,b → O(m−1)b
A 7→ A(m−1)
is an Sa,b-bundle over O(m−1)b .
Observe that Oa,b is diffeomorphic to a quotient of the compact Lie group SO(m) and ρa,b is a surjective
submersion. The regular value theorem then shows that the fiber
(4.11) O˜a,b := ρ−1a,b(I(m−1)b )
at I(m−1)b is a smooth manifold. By the Ehresmann’s fibration theorem, Oa,b is a locally trivial fibration over
O(m−1)b . Indeed, the subgroup SO(m− 1) ⊂ SO(m) acts on Oa,b such that
• it preserves ρa,b and
• the induced action on O(m−1)b is transitive (by Lemma 4.16),
and hence ρa,b is indeed an O˜a,b-bundle over O(m−1)b . Therefore, it is enough to prove the following.
Lemma 4.10. The smooth manifold O˜a,b in (4.11) is diffeomorphic to Sa,b in (4.10).
To prove Lemma 4.10, recall that the manifold O˜a,b consists of the matrices of the following form.
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• (Case 1) When m = 2`+ 1 (odd), any element in O˜a,b is of the form :
(4.12) Za,b(x,y) :=

0 b1 0 0 · · · 0 0 x1
−b1 0 0 0 · · · 0 0 y1
0 0 0 b2 · · · 0 0 x2
0 0 −b2 0 · · · 0 0 y2
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 b` x`
0 0 0 0 · · · −b` 0 y`
−x1 −y1 −x2 −y2 · · · −x` −y` 0.

Therefore O˜a,b can be identified with a subset of R2` by sending Za,b(x,y) to (x1, y1, · · · , x`, y`).
• (Case 2) When m = 2`+ 2 (even), any element of O˜a,b is of the form :
(4.13) Za,b(x,y) :=

0 b1 0 0 · · · 0 0 0 x1
−b1 0 0 0 · · · 0 0 0 y1
0 0 0 b2 · · · 0 0 0 x2
0 0 −b2 0 · · · 0 0 0 y2
...
...
...
...
. . .
...
...
...
...
0 0 0 0 · · · 0 b` 0 x`
0 0 0 0 · · · −b` 0 0 y`
0 0 0 0 · · · 0 0 0 x`+1
−x1 −y1 −x2 −y2 · · · −x` −y` −x`+1 0.

Thus, O˜a,b can be identified with a subset of R2`+1 by sending Za,b(x,y) to (x1, y1, · · · , x`, y`, x`+1).
Specifically our manifold O˜a,b will be described as a real algebraic variety in either R2` or R2`+1 (depending on
the parity of m). The defining equations of O˜a,b (depending on the patterns on a and b) will be provided in the
following series of lemmas.
We begin with computing characteristic polynomials of (4.12) and (4.13).
Lemma 4.11. The characteristic polynomial of Za,b(x,y) can be written by
det (ξI − Za,b(x,y)) =

ξ ·
(∏`
i=1(ξ
2 + b2i ) +
∑`
j=1
(
x2j+y
2
j
ξ2+b2j
·∏`i=1(ξ2 + b2i ))) if m = 2`+ 1,
(ξ2 + x2`+1) ·
∏`
i=1(ξ
2 + b2i ) +
∑`
j=1
(
ξ2 · x
2
j+y
2
j
ξ2+b2j
·∏`i=1(ξ2 + b2i )) if m = 2`+ 2.
In the formula of Lemma 4.11, when m is even, the component x`+1 is uniquely determined by a and b if every
bj is non-zero.
Lemma 4.12. When m = 2`+ 2, x`+1 in (4.13) is determined as
(4.14) x`+1 =
∏`+1
j=1 ai∏`
j=1 bj
provided that Π`j=1bj 6= 0.
Proof. By comparing the Pfaffians pf(Za,b(x,y)) = x`+1 ·
∏`
j=1 bj
pf(I
(m)
a ) =
∏`+1
j=1 ai,
(4.14) follows from pf(I(m)a ) = pf(QTZa,bQ) = det(Q) · pf(Za,b) for some Q ∈ SO(2`+ 2). 
Now we give the proof of Lemma 4.10 for a generic pair (a, b).
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Lemma 4.13. Suppose that all elements of |a| ∪ |b| in (4.9) are distinct and non-zero. Then
O˜a,b '
{(x1, y1, · · · , x`, y`) ∈ R
2` | x2i + y2i = Ci} if m = 2`+ 1
{(x1, y1, · · · , x`, y`, x`+1) ∈ R2`+1 | x2i + y2i = Ci, x`+1 = C} if m = 2`+ 2
for some positive real numbers C1, · · · , C` where C is given in (4.14). In particular, O˜a,b is diffeomorphic to
T` ' Sa,b in (4.10).
Proof. For simplicity, substituting
(4.15) X := ξ2, Bi = −b2i , |Zi|2 = x2i + y2i , Z`+1 := −x2`+1,
the characteristic polynomial det(ξI − Z(a,b)(x,y)) in Lemma 4.11 can be reformulated as
(4.16) D(X) :=

√
X
(∏`
i=1(X −Bi) +
∑`
j=1
( |Zj |2
X−Bj ·
∏`
i=1(X −Bi)
))
if m = 2`+ 1
(X − Z`+1) ·
∏`
i=1(X −Bi) +
∑`
j=1X
( |Zj |2
X−Bj ·
∏`
i=1(X −Bi)
)
if m = 2`+ 2.
Lemma 4.12 determines x`+1 and hence Z`+1 when m = 2`+ 2. Since Za,b(x,y) ∈ O(m)a ,
(4.17) D(X) =
ξ ·
∏`
i=1(ξ
2 + a2i ) =
√
X ·∏`i=1(X −Ai) if m = 2`+ 1∏`+1
i=1(ξ
2 + a2i ) =
∏`+1
i=1(X −Ai) if m = 2`+ 2.
whereAi := −a2i . By pluggingX = Bi for i = 1, · · · , ` into (4.16) and (4.17), we obtain the system of ` equations
in |Z1|2, · · · , |Z`|2, say S. Our assumption saying that ai’s and bj’s have all distinct and non-zero absolute values
yields that each equation in S is linear and non-homogeneous with respect to |Z1|2, · · · , |Z`|2. Furthermore, the
associated matrix is the diagonal matrix with the non-zero diagonals so that the linear equation has at most one
solution if a solution (|Z1|2 > 0, · · · , |Z`|2 > 0) exists. Moreover, any component of a solution (|Z1|2, · · · , |Z`|2)
of the system cannot be zero, because if |Zj |2 = 0, then D(Bj) = 0, i.e., Bj is one of Ai’s and this leads to a
contradiction that a and b are distinct. Finally, Theorem 2.4 (or a linear algebra exercise) guarantees that O˜a,b is
non-empty so that it has at least one solution. In summary,
O˜a,b =
Za,b(x,y) :
{(x1, y1, · · · , x`, y`) ∈ R
2` | x2i + y2i = Ci} if m = 2`+ 1
{(x1, y1, · · · , x`, y`, x`+1) ∈ R2`+1 | x2i + y2i = Ci, x`+1 = C} if m = 2`+ 2
 .

We now deal with the remaining non-generic cases where the elements of |a| ∪ |b| are not pairwise distinct. So,
there exists a subsequence in |a| ∪ |b| whose elements are all equal. We call such a subsequence a constant string
in |a| ∪ |b|.
In (Case 1), there are eight possible types of constant strings in a ∪ b as follows.
(4.18)

(1) as > bs = as+1 = · · · = a` = b` = 0, (1′) bs > as+1 = · · · = a` = b` = 0,
(2) as > bs = as+1 = · · · = a` = b` > 0, (2′) bs > as+1 = · · · = a` = b` > 0,
(3) as > bs = as+1 = · · · = as+t > bs+t, (3′) bs > as+1 = · · · = as+t > bs+t,
(4) as > bs = as+1 = · · · = bs+t > |as+t+1|, (4′) bs > as+1 = · · · = bs+t > |as+t+1|,
Lemma 4.14. Assume that m = 2`+ 1 and let (x1, y1, · · · , x`, y`) = Za,b(x,y) ∈ O˜a,b as in (4.12).
(1) If |a|∪|b| contains the constant string of type (1), (2), or (4) as in (4.18), then any element in O˜a,b satisfiesx
2
s + y
2
s + · · ·+ x2` + y2` = C Type (1) or (2)
x2s + y
2
s + · · ·+ x2s+t + y2s+t = C ′ Type (4)
for some positive constants C and C ′.
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(2) If |a| ∪ |b| contains the constant string of the other types as in (4.18), then any element in O˜a,b satisfies
x2s + y
2
s + · · ·+ x2s+t−1 + y2s+t−1 = 0 Type (3)
x2s+1 + y
2
s+1 + · · ·+ x2s+t + y2s+t = 0 Type (1′) or (2′)
x2s+1 + y
2
s+1 + · · ·+ x2s+t−1 + y2s+t−1 = 0 Type (3′)
x2s+1 + y
2
s+1 + · · ·+ x2s+t + y2s+t = 0 Type (4′)
Proof. We only provide the proof for Types (1) and (1′) as the other types can be similarly proved. Note that
using (4.15), we may rewrite (4.16) as
(4.19)
∏`
i=1
(X −Ai) =
∏`
i=1
(X −Bi) +
∑`
j=1
(
|Zj |2
X −Bj ·
∏`
i=1
(X −Bi)
)
.
The constant string in (4.18) of type (1) yields
As < Bs = · · · = A` = B`.
Then, (LHS) and (RHS) of (4.19) have a common factor (X − A`)`−s = (X − Bs)`−s. Dividing both sides by
(X −Bs)`−s, we have
(4.20)
s∏
i=1
(X −Ai) =
s∏
i=1
(X −Bi) +
∑`
j=1
(
|Zj |2
X −Bj ·
s∏
i=1
(X −Bi)
)
.
Therefore, by plugging X = Bs, we have
s∏
i=1
(Bs −Ai) =
∑`
j=s
|Zj |2
 · s−1∏
i=1
(Bs −Bi)
where Bs − Ai = a2i − b2s > 0 for every i(≤ s) and Bs − Bi = b2i − b2s > 0 for every i(< s) by the min-max
principle (2.17). Consequently, any element (x1, y1, · · · , x`, y`) ∈ O˜a,b satisfies∑`
j=s
|Zj |2 = C, where C =
∏s
i=1(Bs −Ai)∏s−1
i=1 (Bs −Bi)
> 0.
For Type (1′), the constant string in (4.18) of type (1′) yields
Bs < As+1 = · · · = A` = B`.
In this case, (LHS) of (4.19) has a common factor (X − As+1)`−s = (X − Bs+1)`−s, while (RHS) of (4.19) has
a common factor (X −Bs+1)`−s−1. Dividing both sides by (X −Bs+1)`−s−1 and plugging in X = Bs+1 into
(4.21)
s+1∏
i=1
(X −Ai) =
s+1∏
i=1
(X −Bi) +
∑`
j=1
(
|Zj |2
X −Bj ·
s+1∏
i=1
(X −Bi)
)
,
we derive
0 =
 ∑`
j=s+1
|Zj |2
 · s∏
i=1
(Bs+1 −Bi),
which implies that
∑`
j=s+1 |Zj |2 = 0. 
Similarly, in (Case 2), there are eight possible types of constant strings in a ∪ b as follows.
(4.22)

(5) as > bs = as+1 = · · · = |a`+1| = 0, (5′) bs > as+1 = bs+1 = · · · = |a`+1| = 0,
(6) as > bs = as+1 = · · · = |a`+1| > 0, (6′) bs > as+1 = bs+1 = · · · = |a`+1| > 0,
(7) as > bs = as+1 = · · · = as+t > bs+t, (7′) bs > as+1 = · · · = as+t > bs+t,
(8) as > bs = as+1 = · · · = bs+t > |as+t+1|, (8′) bs > as+1 = · · · = bs+t > |as+t+1|
Lemma 4.15. Assume that n = 2`+ 2 and let (x1, y1, · · · , x`, y`, x`+1) = Za,b(x,y) ∈ O˜a,b as in (4.12).
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(1) If |a| ∪ |b| contains the constant string of type (5) or (8) as in (4.22), then any element in O˜a,b satisfies
x2s + y
2
s + · · ·+ x2` + y2` + x2`+1 = C (Type (5))
x2s + y
2
s + · · ·+ x2s+t + y2s+t = C ′ (Type (8))
for some positive constants C and C ′.
(2) If a ∪ b contains the constant string of the other types as in (4.12), then any element in O˜a,b satisfies
x2s+1 + y
2
s+1 + · · ·+ x2` + y2` = 0 (Type (5′) or (6′))
x2s + y
2
s + · · ·+ x2` + y2` = 0 (Type (6))
x2s + y
2
s + · · ·+ x2s+t−1 + y2s+t−1 = 0 (Type (7))
x2s+1 + y
2
s+1 + · · ·+ x2s+t−1 + y2s+t−1 = 0 (Type (7′))
x2s+1 + y
2
s+1 + · · ·+ x2s+t + y2s+t = 0 (Type (8′))
Proof. We only give the proof for type (5) and (6). (Other types are similarly proved.) Again by (4.15) and (4.16),
we have
(4.23)
`+1∏
i=1
(X −Ai) = D(X) = (X + x2`+1) ·
∏`
i=1
(X −Bi) +
∑`
j=1
X
(
|Zj |2
X −Bj ·
∏`
i=1
(X −Bi)
)
In type (5), notice that Lemma 4.12 can not be applied because b` = 0. From the constant string in (4.22) of
type (5), we have
As < Bs = As+1 = · · · = B` = A`+1 = 0.
Since (LHS) and (RHS) of (4.23) have a common factor X`+1−s. Dividing both sides of (4.23) by X`+1−s, we get
(4.24)
s∏
i=1
(X −Ai) = (X + x2`+1) ·
s−1∏
i=1
(X −Bi) +
∑`
j=1
X
(
|Zj |2
X −Bj ·
s−1∏
i=1
(X −Bi)
)
.
Letting X = 0, we obtain ∑`
j=1
|Zj |2 + x2`+1 = −
∏s
i=1Ai∏s−1
i=1 Bi
.
as desired.
In type (6), applying Lemma 4.12, x`+1 is determined uniquely. Also, from (4.22), the constant string is given
by
As < Bs = As+1 = · · · = B` = A`+1 < 0.
Observe that (LHS) and (RHS) of (4.23) have a common factor (X − As+1)`−s = (X − Bs)`−s. Then, plugging
X = As+1 = Bs into
(4.25)
s+1∏
i=1
(X −Ai) = (X + x2`+1) ·
s∏
i=1
(X −Bi) +
∑`
j=1
X
(
|Zj |2
X −Bj ·
s∏
i=1
(X −Bi)
)
,
we deduce
0 = Bs ·
s−1∏
i=1
(Bs −Bi) ·
∑`
j=s
|Zj |2

and therefore
∑`
j=s |Zj |2 = 0. 
Now we are ready to prove Lemma 4.10 for the case where (a, b) contains constant strings.
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Proof of Lemma 4.10. Since we have already dealt with the case of a pair (a, b) not having any constant string in
Lemma 4.13, we assume that (a, b) admits a constant string. By Lemma 4.14 and Lemma 4.15, each constant string
in (a, b) determines the corresponding coordinates.
We will show that the other coordinates, not corresponding constant strings, can be computed by applying
Lemma 4.13 to a new pair (â, b̂) obtained from (a, b) by contracting each constant string to a ‘single number’. For
simplicity, we temporarily assume that (a, b) contains exactly one constant string. We give the proof for cases of
Type (1), (1′), (5), and (6) where the other cases are proved using exactly the same method.
Suppose that (a, b) has one string of type (1). Setting
• â := {a1, · · · , as}, b̂ := {b1, · · · , bs},
• |Ẑj | := |Zj | for j = 1, · · · , s− 1, and |Ẑs|2 := |Zs|2 + · · ·+ |Z`|2,
(4.20) is exactly the determinant function det(ξI − Zâ,b̂(x̂, ŷ)) in Lemma 4.11 where
(4.26) x̂ :=
(
x1, · · · , xs−1,
√
x2s + · · ·+ x2`+1
)
and ŷ :=
(
y1, · · · , ys−1,
√
y2s + · · · , y2`
)
.
In terms of combinatorics of blocks, this reduction process corresponds to collpasing blocks, see Figure 16. By
Lemma 4.13, we have O˜â,b̂ = {Zâ,b̂(x̂, ŷ)} ' Ts and hence
O˜a,b ' Ts−1 × S2(`−s)+1 ' Sa,b.
When (a, b) has one string of type (1′), we similarly define
• â := {a1, · · · , as}, b̂ := {b1, · · · , bs},
• |Ẑj | := |Zj | for j = 1, · · · , s.
Then (4.21) becomes the determinant function det(ξI − Zâ,b̂(x̂, ŷ)) in Lemma 4.11 where
x̂ := (x1, · · · , xs) and ŷ := (y1, · · · , ys) .
This reduction process is also described in Figure 16. Applying Lemma 4.13 again, we get O˜â,b̂ = {Zâ,b̂(x̂, ŷ)} '
(S1)s and hence
O˜a,b ' Ts ' Sa,b.
For type (5), we set
• â := {a1, · · · , as}, b̂ := {b1, · · · , bs},
• |Ẑj | := |Zj | for j = 1, · · · , s− 1, and |Ẑs|2 := |Zs|2 + · · ·+ |Z`|2 + x2`+1.
• D̂(X) := ∏si=1(X −Ai) (= (4.24)).
The equation (4.24) induces
√
X · D̂(X) =
√
X ·
s∏
i=1
(X −Ai) =
√
X ·
 s∏
i=1
(X −Bi) +
s∑
j=1
(
|Ẑj |2
X −Bj ·
s∏
i=1
(X −Bi)
) ,
which is exactly the same as the determinant function det(ξI−Zâ,b̂(x̂, ŷ)) in Lemma 4.11 where (x̂, ŷ) is in (4.26),
see Figure 16. By Lemma 4.13, we get O˜a,b ' Sa,b.
For type (6), let
• â := {a1, · · · , as}, b̂ := {b1, · · · , bs−1},
• |Ẑj | := |Zj | for j = 1, · · · , s− 1.
The equation (4.25) is the determinant function det(ξI − Zâ,b̂(x̂, ŷ)) where
x̂ = (x1, · · · , xs, xs+1) and ŷ = (y1, · · · , ys) .
See Figure 16. It then follows that O˜a,b ' Sa,b.
Finally, if (a, b) contains multiple constant strings, we may contract all constant strings to single numbers to get
a new pair (â, b̂) and all coordinates (x,y) can be recovered in the similar process. This finishes the proof. 
Now, we are ready to prove the main proposition in this section.
20 YUNHYUNG CHO AND YOOSIK KIM
Type (1) Type (1’)
Type (5) Type (6)
FIGURE 16. Collpasing a constant string of Type (1), (1’), (5), or (6)
Proof of Proposition 4.9. We have already seen that ρa,b is indeed an O˜a,b-bundle over O(m−1)b . Moreover, since
Sa,b is diffeomorphic to O˜a,b by Lemma 4.10, it completes the proof. 
4.3. Isotropic property for Gelfand-Cetlin fibers. To verify Theorem 4.1, it remains to check that each GC fiber
is isotropic in (O(n)λ , ω(n)λ ). Let us regard SO(m− 1) as the subgroup of SO(m) of the form
SO(m− 1) ∼=
(
SO(m− 1) 0
0 1
)
⊂ SO(m).
Lemma 4.16. Let a and b be given in (4.9). Then SO(m− 1) acts transitively on Oa,b.
Proof. We first consider the case where m = 2` + 1. Any element x ∈ Oa,b is SO(2`)-conjugate to Za,b(x,y)
in (4.12) for some (x,y) = (x1, y1, · · · , x`, y`) ∈ R2`. Thus it is enough to show that the isotropy subgroup
SO(2`)Ib of Ib acts transitively on O˜a,b in (4.11). If
b1 = · · · = bi1 > bi1+1 = · · · = bi2 > · · · > bir−1+1 = · · · = bir := b`,
the isotropy subgroup SO(2`)Ib contains a subgroup isomorphic to U(k1) × · · · × U(kr) where kj = ij − ij−1
with i0 := 0 and U(k) ∼= SO(2k) ∩ Sp(2k). By Lemma 4.10, O˜a,b is the product of points and odd spheres of the
form
(4.27)
x
2
ij+1
+ y2ij+1 + · · ·+ x2ij+1 + y2ij+1 = C : C > 0 : constant
x2ij+1 + y
2
ij+1
+ · · ·+ x2ij+1 + y2ij+1 = 0
Moreover, each U(kj+1) acts transitively on the sphere in (4.27), and therefore SO(2`)Ib acts transitively on O˜a,b.
For the case where m = 2`+ 2, the isotropy subgroup SO(2`)Ib contains a subgroup isomorphic toU(k1)× · · · ×U(kr) if b` 6= 0,U(k1)× · · · × SO(2kr + 1) if b` = 0.
for some r. By Lemma 4.10, O˜a,b is a product of points and odd spheres of the form
x2ij+1 + y
2
ij+1
+ · · ·+ x2ij+1 + y2ij+1 = C for Type (8),
x2ir−1+1 + y
2
ir−1+1 + · · ·+ x2` + y2` + x2`+1 = C for Type (5), or
x2ij+1 + y
2
ij+1
+ · · ·+ x2ij+1 + y2ij+1 = 0 for the other types.
Therefore SO(2`)Ib acts transitively on O˜a,b. This finishes the proof. 
Recall that
ρa,b : Oa,b → O(n−1)b
be the projection given in Proposition 4.9. We denote by ω(n)a the Kirillov-Kostant-Souriau form on O(n)a .
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Lemma 4.17. Let p ∈ Oa,b. For any vectors η1, η2 in TpOa,b, we have
(ω
(n)
a )p(η1, η2) = (ω
(n−1)
b )ρa,b(p)((ρa,b)∗η1, (ρa,b)∗η2).
Proof. By Lemma 4.16, each ηi can be expressed by the fundamental vector field generated by the SO(n−1)-action
so that we have
η1 = [ι∗(X1), p], η1 = [ι∗(X2), p]
for some X1, X2 ∈ so(n− 1) where
ι : so(n− 1) → so(n)
X 7→
(
X 0
0 0
)
is the Lie algebra inclusion. Then we obtain
(ω
(n)
a )p(η1, η2) = −1
2
Tr(p·[ι∗(X1), ι∗(X2)]) = −1
2
Tr(ρa,b(p)·[X1, X2]) = (ω(n−1)b )ρa,b(p)︸ ︷︷ ︸
=p(n−1)
([X1, p
(n−1)], [X2, p(n−1)])
where the second equality follows from the fact that the n-th diagonal entry of p · [ι∗(X1), ι∗(X2)] equals zero (by
direct computation). Furthermore, since ρa,b is SO(n−1)-invariant, we obtain that [X1, p(n−1)] = (ρa,b)∗(η1) and
[X2, p
(n−1)] = (ρa,b)∗(η2). This completes the proof. 
Proposition 4.18. Any GC-fiber
(
Φ
(n)
λ
)−1
(u) is an isotropic submanifold of (O(n)λ , ω(n)λ ).
Proof. For any point u = (ui,j) ∈ ∆(n)λ , we have a family of non-increasing sequences such that
(4.28) {um+1}m≥1, um+1 := (u1,m, u2,m−1. · · · ) ∈ Rbm2 c.
In particular u2 = (u1,1) and un = λ where λ is in (3.1). Note that O(2)u2 = {point}.
For any point p in the fiber of Φ(n)λ over u ∈ ∆(n)λ , take any tangent vectors η1, η2 to the fiber. Setting p0 := p
and η(0)i := ηi for i = 1, 2 and applying Lemma 4.17 successively, we obtain
(ω
(n)
λ )p(η1, η2) = (ω
(n)
un,un−1)p(η
(0)
1 , η
(0)
2 ) = (ω
(n−1)
un−1,un−2)p1(η
(1)
1 , η
(1)
2 ) = · · · = (ω(3)u3,u2)pn−1(η(n−2)1 , η(n−2)2 ) = 0
where pk = ρun−k,un−k−1(pk−1),η(k)i := (ρun−i,un−i−1)∗(η(k−1)i ).
The last equality follows from ρu3,u2 : Ou3,u2 → O(2)u2 = {point}. Therefore, we obtain
ω
(n)
λ
∣∣∣(
Φ
(n)
λ
)−1
(u)
≡ 0.

Theorem 4.1 immediately follows from Proposition 4.9 and Proposition 4.18 where the iterated bundle(
Φ
(n)
λ
)−1
(u) = En
qn−→ En−1 qn−1−→ · · · q4−→ E3 q3−→ E2 = point
is given by E2 := O(2)u2 , Ei :=
(
ρui.ui−1
)−1
(Ei−1) and qi := ρui.ui−1 for i = 3, · · · , n.
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5. CLASSIFICATION OF LAGRANGIAN FACES
Every GC fiber is an isotropic submanifold of O(n)λ by Theorem 4.1 so that a GC fiber is Lagrangian if and
only if its dimension equals the half of the real dimension of O(n)λ . In this section, we improve Theorem 4.1 to
derive a combinatorial method for computing the dimension of the fiber. As a consequence, one can characterize
the positions of Lagrangian fibers of the GC systems of the SO(n)-orbits.
For this purpose, we need new types of blocks as follows.
Definition 5.1. Let k ∈ N be a positive integer.
(1) (Definition 5.16. in [CKO1]) For a lattice point (a0, b0) ∈ Z2, the Lk-block at (a0, b0), denoted by
Lk(a0, b0), is defined by
Lk(a0, b0) :=
⋃
(a0,b0)+(a,b)
(a,b)
where the union is taken over all (a, b) ∈ N2 satisfying either (a, b) = (i, 0) or (a, b) = (0, i) for i =
0, · · · , k − 1. We simply call Lk(a0, b0) for some k ∈ N and (a0, b0) ∈ Z2 an L-block.
(2) For a lattice point (a0, b0) ∈ Z2, the Ik-block at (a0, b0), denoted by Ik(a0, b0), is defined by
Ik(a0, b0) :=
⋃
(a0,b0)+(a,b)
(a,b)
where the union is taken over all (a, b) ∈ N2 such that (a, b) = (0, i) for i = 0, · · · , k − 1. We simply call
Ik(a0, b0) for some k ∈ N and (a0, b0) ∈ Z2 an I-block.
Figure 17 and 18 illustrate the first four L-blocks and I-blocks, respectively.
L1 L2 L3 L4
· · ·
FIGURE 17. L-blocks.
I1 I2 I3 I4
· · ·
FIGURE 18. I-blocks.
Definition 5.2. We say that a face (γ, δ(γ)) is fillable by L-blocks and I-blocks if the ladder diagram Γ(n)λ can be
covered by L-blocks and I-blocks obeying the following rules:
(1) the interiors of any two blocks must not intersect each other.
(2) the interiors of the L-blocks must not intersect the isogram γ,
(3) the rightmost and the top edge of each L-block must be contained in the isogram γ, and
(4) the top edge of each I-block must be contained in the base of γ.
We call a face Lagrangian if it is fillable by L-blocks and I-blocks.
Remark 5.3. Note that the dimension of a GC fiber only depends on γ, not on the coastline δ by Remark 4.7.
Proposition 5.4. Let (γ, δ(γ)) be the face of Γ(n)λ corresponding to a face f . Then the followings are equivalent.
(1) The face (γ, δ(γ)) is Lagrangian.
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(2) For a relative interior point u of f , the fiber
(
Φ
(n)
λ
)−1
(u) is a Lagrangian submanifold of O(n)λ .
(3) For any relative interior point u of f , the fiber
(
Φ
(n)
λ
)−1
(u) is a Lagrangian submanifold of O(n)λ .
Remark 5.5. The authors with Oh characterize all faces which have Lagrangian fibers at their interior for the co-
adjoint U(n)-orbits by filling the diagram by L-blocks, see [CKO1, Corollary 5.23]. Unlike the U(n)-case, one
should pay attention to the base of the isogram γ in a face. Even if the GC patterns for two points in the polytope
are same, whether a component of the GC system becomes zero or not does make a distinction on the dimensions
of GC fibers, see Example 5.7.
Proof of Proposition 5.4. By Remark 4.7, the fiber over u1 is diffeomorphic to that over u2 as long as the corre-
sponding isograms to u1 and u2 coincide so that the second and the third statement are equivalent. It suffices to
prove the equivalence of the first and the second.
Let us cover an isogram γ as much as possible by L-blocks and I-blocks
(5.1) {Lki(ai, bi) | i = 1, · · · , r} ∪ {I`i(ci, di) | j = 1, · · · , s},
satisfying the conditions (1), (2), (3) and (4) in Definition 5.2. Note that I-blocks (resp. L-blocks) cannot be
located at the above (resp. below) base of γ because of (4) (resp. (3)). There does not exist any ambiguity putting
L-blocks. To obtain the maximum filling, we put the I-blocks so that the bottom edge of each I-block must lie on
the bottom of a diagonal box.
Observe that
• The block Lki(ai, bi) has area 2ki − 1,
• The assumption that one can put Lki(ai, bi)-block into γ yields that
uai,bi+ki > uai,bi+ki−1 = · · · = uai,bi = · · · = uai+ki−1,bi > max(uai+ki,bi , 0).
Because of the min-max principle, there exists a unique Mki -block satisfying
(1) its leftmost unit box is located at (ai, bi + ki − 1)
(2) it does not intersect the isogram γ in its interior, see Figure 19.
• Each Lki(ai, bi) corresponds to a subsequence of type (2), (4), or (8) in (4.18) and (4.22). Therefore, by
Lemma 4.10, each Lki(ai, bi) detects S2ki−1-factor in (4.3) at the (ai + bi + ki)-th stage.
Observe that
• The block I`i(ci, di) has area `i,
• The assumption that one can put I`i(ci, di)-block into γ yields that
uci,di+`i > uci,di+`i−1 = · · · = uci,di = 0.
Because of the min-max principle, there exists a uniqueM`i - block if `i is oddN`i - block if `i is even
satisfying
(1) its leftmost unit box is located at (ci, di + `i − 1)
(2) it does not intersect the isogram γ in its interior, see Figure 19.
• Each I`i(ci, di) corresponds to the subsequence of type (1) or (5) in (4.18) and (4.22). Again by Lemma
4.10, each I`i(ci, di) detects S`i -factor in (4.3) at the (ci + di + `i)-th stage.
Summing up, we conclude that
(5.2) dim
(
Φ
(n)
λ
)−1
(u) =
n∑
k=3
dimSk(γ) =
r∑
i=1
area (Lki(ai, bi)) +
s∑
i=1
area (I`i(ci, di)).
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M -blocks and L-blocks M -blocks and I-blocks N -blocks and I-blocks
FIGURE 19. M -blocks, L-blocks, N -blocks, and I-blocks.
Now we go back to the proof of Proposition 5.4. Since (γ, δ) is fillable by L and I-blocks if and only if
1
2
dimRO(n)λ = area
(
Γ
(n)
λ
)
=
r∑
i=1
area (Lki(ai, bi)) +
s∑
i=1
area (I`i(ci, di)) =︸︷︷︸
(5.2)
(
Φ
(n)
λ
)−1
(u).
It completes the proof. 
As a by-product, we obtain the dimension formula for the fiber
(
Φ
(n)
λ
)−1
(u) from (5.2).
Corollary 5.6. Let f be the face containing a given point u in its relative interior. Fill the corresponding isogram
γf by L-blocks and I-blocks as much as possible obeying the conditions in Definition 5.2. Then the dimension of(
Φ
(n)
λ
)−1
(u) is the area of filled L-blocks and I-blocks.
Example 5.7. Let n = 5 and λ = (3, 0). The oribt O(5)λ is the orthogonal Grassmannian OG(1,C5). Then the
GC-polytope ∆(5)λ is defined by the intersection of the four half-planes :
3− u1,3 ≥ 0, u1,3 − u1,2 ≥ 0, u1,2 − u1,1 ≥ 0, u1,2 + u1,1 ≥ 0,
which is a simplex as in Figure 5. In this example, there are a zero-dimensional Lagrangian face, one two-
dimensional Lagrangian face, and one three-dimensional Lagrangian face which are listed in Figure 20.
Consider two points (0, 0, 0) and (1, 1, 1) satisfying the same GC patterns. (0 = 0 = |0| and 1 = 1 = |1|)
However, the dimensions of two fibers (Φ(5)λ )
−1(0, 0, 0) ' S3 and (Φ(5)λ )−1(1, 1, 1) ' S1 are different. As in the
first graph and the last graph in Figure 20, notice that one may put the I3-block in the first case but cannot put
I3-block in the second case.
Lagrangians Non-Lagrangians
FIGURE 20. The Lagrangian faces of ∆(5)λ
Example 5.8. Let n = 6 and λ = (3, 3, 3). Then O(6)λ is the orthogonal Grassmannian OG(3,C6). By classifying
the faces fillable by L-blocks and I-blocks, one can classify all Lagrangian faces. In this case, it has six faces such
that any fiber located at their interior is Lagrangian as depicted in Figure 21.
FIGURE 21. The Lagrangians faces of ∆(6)λ
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Remark 5.9. With the dimension formula in Corollary 5.6 in hand, the dimensions of fibers can be quickly calcu-
lated. Because of I2-block, a non-toric fiber can appear at a point in a face of codimension 2. In the type of U(n),
every fiber at the relative interior of any strata of codimension ≤ 2 is an isotropic torus. Meanwhile, for the case of
the SO(n)-oribts, it is only guaranteed that every fiber at the relative interior of any strata of codimension ≤ 1 is an
isotropic torus.
Combining Theorem 3.7 and Corollary 5.6, one can also calculate the dimension of the inverse image of a face.
In Example 5.7, it contains the edge {(u1,1, u1,2, u1,3) | u1,1 = u2,2 = 0, 0 ≤ u1,3 ≤ 3} such that the inverse image
of its interior is of codimension two. By applying the formula for the Maslov index in [CK], one can see that there
exists a holomorphic disc of Maslov index two intersecting the inverse image over the edge. This feature implies
that the Floer theoretical disc potential [FOOO] might contain more than the terms corresponding to the facets. It
contrasts with the case of partial flag manifolds of type A where the Floer theoretical disc potential consists of the
discs corresponding to the facets, see Nishinou-Nohara-Ueda [NNU].
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