Abstract-In this paper, we present a technique for designing the optimal (in the mean square error sense) separable 2-D filter for recovering a signal from a noise-corrupted signal when the joint statistics of the signal and noise are known. A set of nonlinear equations in the design parameters is derived, and an iterative algorithm to solve them is presented. The algorithm is shown to be nondivergent in theory and rapidly convergent in practice. The results of applying the separable filter design algorithm to several typical image recovery problems are given. In most cases, the performance of the resulting separable filter is similar to that of the optimal nonseparable filter with the same region of support.
I. INTRODUCTION
NE of the most common problems in signal processing 0 is noise cancellation or reduction. It is well known that if the statistics of the undegraded signal and the noise are given. the optimal linear solution that minimizes the mean square error between the recovered signal and the undegraded original signal is the Wiener filter. In this paper, we impose the additional constraint of separability on the 2-D filter design problem. Is such a design possible, and if so, how does the separability constraint affect performance?
It is important to note that this design problem is not the same as trying to fit a separable filter h s ( n l r n 2 ) = hl(lLl)h,2(712) to some ideal 2-D filter h 1 ( 7 i 1 : 712). That problem has been addressed already [11-[3] , [ 5 ] , [8] , [IO] , and it has been shown that one of the solution may be obtained by computing the singular value decomposition (SVD) of the ideal filter. What we describe in this paper is a method to go directly from the statistics of the signals to the coefficients of the separable filter without the intermediate step of computing the ideal unconstrained 2-D filter. This difference in design methodology is illustrated in Fig. 1 . We have found that our separable filter outperforms the separable approximation of the ideal unconstrained 2-D Wiener filter. Performance comparison between the two filters is presented in Section V.
The motivation for developing such a design algorithm is clearly computational efficiency. A separable filter requires significantly fewer computations to implement than a nonseparable filter, particularly for large regions of support [7] . There may also be a large computational saving in the design of ii Manuscript received July 20, 1989: revised November 2, 1993. This work was supported by the National Science Foundation under Grant Nos. and MIP-87 14969 and by the Advanced Television Research Program. The associate editor coordinating the review of this paper and 'ipproving it for publication was Prof. Jan Allenbach. separable filter as compared with the design of a nonseparable filter. Since most design techniques require the solution of a set of linear equations in the design parameters (generally an 0 ( n 3 ) procedure). the reduction in going from Mlhf2 parameters for an A41 x A22 nonseparable filter to ilf, + -1 parameters for a separable filter of the same size may also be significant. As we will see later. minimizing the expected mean square error over the M I + -1 design parameters requires solving a set of nonlinear equations. In Section 11, we present a spatial domain algorithm for solving this set of equations. We show that the set of equations has a bilinear structure so that it may be solved in a straightforward manner by an iterative algorithm. The bilinear structure permits the coefficients of the I-D filter to be optimized (locally) by solving a set of linear equations, whereas the coefficients of another 1-D filter are held constant. In Section 111, we derive the optimization equations in the discrete Fourier transform dornain and present an iterative algorithm for solving them. Because the decoupling of the parameters is more natural in the Fourier domain, the Fourier domain algorithm is more efficient than the spatial domain algorithm for large filter sizes. The convergence properties of both algorithms are discussed in Section V. The algorithm is nondivergent in theory and rapidly convergent in practice. Because of this rapid convergence, the separable filter design algorithm, despite its iterative nature, requires far fewer computations to reach a solution than any algorithm for designing optimal nonseparable filters. Finally, in Section V. we use several image restoration examples to compare the performance of the optimal separable filters with that of the optimal unconstrained Wiener filters. We show that the loss in SNR incurred by using a separable filter is small.
SPATIAL DOMAIN ALGORITHM
In this section, we develop a set of nonlinear equations that results when we attempt to minimize the mean square error with respect to the separable filter design parameters. Consider a degraded signal g(n1.n2), which is a signal j ( 7 1 1 . 1~2 ) degraded by additive random noise uI(n1. n 2 ) , i.e.
We assume that J " ( n l . 112) and 111(711, i t , * ) are real-valued uncorrelated stationary processes with known autocorrelation functions Rf (,ril ~ ,112) and Rtr.(71, 1. 712) (it is possible to treat the cases of complex and correlated signals, but for the sake of simplicity, we make these assumptions). We wish to recover f ( u 1 . , r i ' ) from y ( 7 1 1 . , t 1 2 ) by filtering it with a linear shift-invariant separable filter h s ( 7 / , 1 . 7 1 2 ) = ~/ . 1 ( , / 1 , 1 ) h 2 ( , / / 2 ) . Furthermore, we assume that h 1 ( 7 / , 1 ) and / / , 2 ( 7 1 , 2 ) have finite support since the purpose of the separability constraint is to make high-speed convolution possible in the spatial domain.
A . Optimiiution Equations
filter h, ( then the expected error is given by [9] 
where 111 and 7 t j 1 run from -N I to N I , and 7~2 and ~n 2 run from -N 2 to N 2 in each summation and
where R L ( 7 t 1 , i i~) is the part of R, (nl. 112) that is symmetric about the 111 axis and is given by 
B, Iterative Algorithm
By inspecting (5) and (7), one can easily see that solving for the filter coefficients is a nonlinear problem. Fortunately, though, the nonlinear equations can be docoupled into two sets of linear equations that may be solved iteratively.
Equations (5) and (7) Now, we summarize the steps involved in the spatial domain iterative algorithm for computing the optimal filter coefficients h l ( n 1 ) and hz(n2). We begin by initializing h 2 ( n 2 ) to some arbitrary filter (e.g., hP'(n2) = h(7A2)). Each iteration of the algorithm then proceeds as shown in Fig. 2 (ht) and ht) are the values of hl and h2 after I iterations of the algorithm).
C. Implementation
During each iteration of the spatial domain algorithm, two symmetric positive-definite Toeplitz systems must be solved. operations per iteration). However, despite this cubic dependence in the computational requirement, the spatial domain algorithm is generally more efficient than the Fourier domain algorithm discussed in Section I11 for most reasonable filter sizes ( M I . hfz 5 15). This efficiency arises from the fact that the spatial domain algorithm requires only real operations and works on a much smaller region of support than the Fourier domain algorithm.
In both the spatial domain algorithm and the Fourier domain algorithm presented later, there exists the need for rescaling. Suppose, for instance, that we have a set of filter coefficients satisfying (5) and (7): h,1(?11) = Z l ( 7 1 1 ) ( 1 7 4 and Then, it is clear that the filters and will also satisfy the equations for all values of a.
Because of the scaling involved, there is a fundamental instability in the algorithm. If the iteration is allowed to continue indefinitely, then eventually, the magnitudes of the coefficients h 1 ( 7~1 ) will grow infinitely large, whereas the magnitudes of the coefficients h 2 ( 7 1 2 ) will become infinitesimally small, or vice versa. Thus, in order to correct for this instability, we need to rescale the coefficients to roughly the same order of magnitude after each iteration.
Essentially, the purpose of rescaling is to eliminate the extra degree of freedom we introduced by allowing an arbitrary scale factor in both h 1 ( 7~1 ) and h 2 ( ? 1 2 ) . Note, for instance, that we could, without loss of generality, constrain h l ( n 1 ) so that h l ( 0 ) is always equal to 1. A careful analysis of (5) and (7) shows that enforcing this constraint after each iteration is equivalent to setting h l ( 0 ) = 1 from the beginning and reducing the number of parameters by one. However, this latter approach destroys much of the symmetry in (14) and (15):
FOURIER DOMAIN ALGORITHM
Since the filter we design is a linear shift-invariant system, all of the preceding developments naturally have Fourier domain analogues. In fact, the decoupling of the set of nonlinear equations mentioned above becomes much more apparent in the discrete Fourier transform domain.
A. Optimization Equations
We begin by transforming (5) and (7) = R~( 7 / , 1 , r 1 2 ) * h 9 ( 7 1 1 . 7 1 2 ) . We may similarly rewrite (7) as (26) where the parameters P I , 1'2, Q1, and Q 2 in (26) are given by
It follows, then, that in order to avoid the effects of aliasing. the discrete Fourier transforms in (19) and (20) must be computed on a grid of size at least (21 x Q 2 . Suppose we compute ~( 7 1 1 , 7 1 2 ) by calculating the inverse discrete Fourier transform of the product Rc[S,(k:l: k 3 ) ] H l ( k 1 ) H 2 ( k 2 ) using a sample grid of (21 x Q-, points. The values of 7 . ( 7 1 1 . 7 1 2 ) for ( 7 1 1 , 7 1 2 ) outside of RA[, x~1 2 will be corrupted because we will be computing the circular, rather than linear, convolution of R~( 7 1 1 . 7 1 2 ) and h,(nl ~ 7 1 % ) . However, since those values of ? ' ( n l . ' T / 2 ) are not needed, we can use a grid of only Q1 x Q2 points.
If we multiply both sides of ( 5 ) by e -J g " k ' and then sum over Il from -PI to P l , we get the "semi-Fourier'' domain
IT 2
~1 (~1 )
, l 2 ( 7 l , , ) h z ( 7 r~2 ) ( 5 .~( k l , n z -w ) where Using the expressions in (29) and (30) It is possible to perform a similar transformation on (7) in order to arrive at
B . Iterative Algorithni
From (31) and (32). it is clear that solving for the filter coefficients is a nonlinear problem in the Fourier domain as well. However, as with the spatial domain algorithm, the nonlinear equations can be solved efficiently by a simple iteration.
In the Fourier domain, we see that if we are given H2(kz)
for -& 5 k2 5 I$, we can compute H l ( k . 1 ) for -PI 5 k:l 5 PI in a straightforward manner by applying (31).
Similarly, we can use (32) to compute Hz(X.2) from H l ( k l ) .
This observation naturally suggests an iterative approach to computing the optimal filter coefficients. Clearly, we could make some initial guess at H 2 ( k : 2 ) (e.g., H z ( k 2 ) = 1 for all values of A:*) and then alternately apply (31) and (32) in an iterative manner in the hope that the algorithm will eventually converge to the correct solution. This algorithm is shown in Fig. 3 . 
c'. Implementation
The Fourier domain implementation is more straightforward than its spatial domain counterpart. The computations involved in computing Hl(k.1) from H 2 ( K 2 ) or vice versa are essentially one complex vector inner product and two complex matrix/vector multiplications. The total number of complex operations (multiply/adds) per iteration is therefore roughly 3Q1Q2 + Q1 + Q2, which is a quadratic dependence on the filter dimensions.
This quadratic dependence means that the Fourier domain implementation is more efficient than the spatial domain implementation. If we assume that each complex operation involves four real operations and we note that Q1 M 2M1 and Q2 = 2M2, then the total number of real operations per iteration of the Fourier domain algorithm is 64M1hl2 +8Ml+ SMz. This means that for the Fourier domain algorithm to be more efficient than the spatial domain algorithm, the filter size musi be fairly large ( M I . A l 2 2 16).
As with the spatial domain algorithm, rescaling is necessary after every iteration. There are many different ways to accomplish this rescaling, but the most obvious is to set H I ( 0 ) to 1 after each iteration and scale the remaining Hl(kl) and H~( / Q ) accordingly. Of course, if one wanted to maintain compatibility with the spatial domain constraint h l ( 0 ) = 1, then one could impose the constraint after each iteration. 
IV. CONVERGENCE
In this section, we analyze the convergence properties of both the spatial domain and the Fourier domain optimization algorithms. Since the Fourier domain optimization equations are simply the transformed versions the spatial domain optimization equations, both algorithms solve the same set of equations. Thus, provided that the initial conditions are the same, after an equal number of iterations of both algorithms, Hl(kl) will be the transform of h 1 (~1 ) , and H*(k:z) will similarly correspond to h 2 (~2 ) .
Clearly, then, if we can show that either algorithm converges, we have shown that both algorithms converge.
Since we began with an error criterion defined in the spatial domain, it is easier to analyze the convergence of the spatial domain algorithm. Suppose that after li: iterations, the error is It is important to note that E(h1; h2) is a nonnegative quadratic function in hl with h2 fixed so that E(h1, h2) has a single extrema1 value which is a minimum, and furthermore, it is clear from (14) and (15) that there is a unique hl that achieves this minimal point. In other words, we are minimizing E(hl, hz) with respect to hl, whereas h2 is held constant at the value h r ) . Thus, the result of the first half of the iteration is to compute ( 3 5 ) hj"") = arg iniri E(h1, h r ' ) .
E ( h y ) . h r ) ) . During the first half of iteration

I
In going from hj"') to hjk"), we have reduced the error from E ( h y ' , h r ) ) to E(hi'+').hF)). We use the word "reduced" loosely here since it is possible that the error does not decrease even though it cannot increase. Similarly, during the second half of iteration X: + I, we reduce the error by altering h2, whereas hl is held constant at the value hi" 'I). Convergence of separable filter design algorithm for the case of a
The end result of the second half of the iteration is therefore h?' " = nrg minE(hy+l). h2).
,4s we noted above, in each half of the iteration, the error either remains the same or decreases. Therefore
From (37), the expected value' of error variance is monotonically nonincreasing. In practice (see the examples below). geometric convergence to the optimal filter has been observed, as is discussed in the next section.
V. PERFORMANCE EVALUATION
The performance of the filters designed by these optimal separable filter design algorithms was evaluated by comparing them with the optimal unconstrained (nonseparable) Wiener filters and to the separable approximation of the 2-D Wiener filter with similar regions of support. Several 2-D random signal recovery problems and image recovery problems were used to carry out this comparison.
The first comparison was carried out on 2-D random signals. [n order to best determine the limitations of separable filtering, a signal with a diagonally directional power spectrum (which is very difficult to approximate in a separable fashion) was chosen as the undegraded signal to be recovered. This signal was corrupted with white Gaussian noise of various power levels.The autocorrelation functions and power spectra for the case where the SNR was 10 dB are shown in Fig. 4 .
The optimal separable and unconstrained 11 x 11 filters were computed. We found that the expected mean square error with the separable filter is about 50% more than it would be with the unconstrained filter. Fig. 5 shows that the convergence of the separable filter design algorithm is almost (e) Fig. 6 . nonseparable filter. Power spectra of signal recovered by (e) optimal separable tilter; (f) optimal nonseparable tilter.
(a) Optimal 11 x 11 separable filter; (b) optimal 11 x 11 nonseparable tilter. Squared frequency response of (c) optimal separable filter; (d) optimal exactly geometric (until the precision of the computer prevents any furlher progress). The optimal separable and unconstrained filters and their frequency responses are shown in Fig. 6 . The power spectra of the recovered signals are also shown. Note that at the frequencies where the uncorrupted signal has a high power level, the gain of the separable filter is somewhat less than that of the unconstrained filter.
Next, several images were degraded by adding a white Gaussian noise at an SNR of 12 dB. The optimal separable 11 x 11 filter was computed by the iterative spatial domain algorithm, and the optimal nonseparable 11 x 11 filter was computed by using the autocorrelation to set up a blockToeplitz linear system in the filter coefficients. The autocorrelation function Rf(711.112) used in these filter computations was obtained by averaging the deterministic$ autocorrelation functions of several "typical" images. We note here that only five iterations were required to compute the optimal filter to within six decimal places of accuracy. This convergence is demonstrated by the graph in Fig. 7 . The graph shows the expected mean square error in decibels for every half iteration.
The results of image restoration are shown in Fig. 8 . In Fig. 8(a) . we have the original SHUTTLE image of 512 x 512 pixels. The noise-degraded image is shown in Fig. 8(b) . The result of applying the optimal unconstrained filter to the image in Fig. S(b) is shown in Fig. 8(c) . Similarly, the image in Fig. 8(d) is the results of applying the optimal separable filter to the image in Fig. 8(b) . Note that although there are noticeable differences between the two recovered images, the amount of noise reduction appears to be roughly the same in both. In fact, the residual error between the original SHUTTLE ' -7 case of an image degraded by white noise.
Convergence of the iterative separable filter design algorithm for the image and the image recovered by the separable filter is -17.73 dB, which is less than 0.5 dB higher than the residual error of -18.23 dB for the image recovered with the optimal unconstrained filter. In the next example. a nonwhite Gausian noise term was added to each image. Specifically, the noise was formed by convolving white Gaussian noise with the impulse response h ( 7 t l . n .~) + O ( n l -3 . ri2 -1) so that the variance of the resulting nonwhite noise would be 12 dB down from the mean square pixel value of the image. As in the white noise example, the optimal separable and nonseparable 11 x 11 filters were computed using the averaged "typical" image autocorrelation function. Again, as can be seen in Fig. 9 , convergence was extremely rapid.
The results can be seen in Fig. 10 . The original SHUTTLE image is shown in Fig. IO(a) , and the corresponding noisedegraded image is shown in Fig. 10(b) . In Fig. IO(c) , we see the result of applying the optimal nonseparable filter to the degraded image in Fig. 1 O(b) . The MSE between the recovered image in Fig. IO(c) and the original is -1 X.67 dB. This number is only 0.8 dB less than the MSE of -17.89 dB between the original image and the one resulting from the application of the optimal separable filter to the degraded image, which is shown in Fig. IO(d) . Again, the level of noise reduction appears to be similar, although the unconstrained nonseparable filter does appear to do slightly better in areas with a high degree of Convergence of the iterative separable filter design algorithm for the detail or sharp edges.
Computing the SVD of the ideal Wiener filter a h w s us to decompose the ideal Wiener filter into the sum of several separable filters. It was found that one separable the best in the least square sense. Typically, it would require approximation (FIR filter) to the unconstrained Wiener filter the application of at least two separable filters to achieve the was not sufficient, although this separable approximation was level of performance of the unconstrained Wiener filter or proven to be nonincreasing. Finally, by applying the resulting separable filters to several typical noise reduction problems, we have shown that the use of separable filters drastically reduces the computational requirements while maintaining a level of performance similar to that of the unconstrained nonseparable filters.
-17. 89286 -18.22923 the optimal separable filter. This is shown in Table I . The table shows the mean square error after successive separable approximation is applied to the SHUTTLE image degraded by additive white Gaussian noise at an SNR of 12 dB.
VI. CONCLUSION
We have derived the system of nonlinear equations that must be solved in order to determine the coefficients of the optimal separable finite impulse response filter. This nonlinear system may be solved by an iterative algorithm in either the spatial or Fourier domain. In both domains, the mean square error was
