Abstract-Routing is the foremost issue in mobile ad hoc networks (MANETs). In a wireless environment characterized by small bandwidth and limited computational resources, positionbased routing is attractive because it requires little communication and storage overhead. To guarantee delivery and improve performance, most position-based routing protocols, e.g. GFG, forward a message in greedy mode until the message is forwarded to a node that has no neighbor closer to the destination, which is called a local minimum. They then switch to a less efficient mode. Face routing, where the message is forwarded along the perimeter of the void, is one example. This paper tackles the void problem with two new methods. First, we construct a virtual small world network by adding virtual long links to the network to reduce the chance of a protocol encountering local minima in greedy mode, and thus decrease the chance to invoke inefficient methods. Second, we use the virtual force method to recover from local minima without relying on face routing. We combine these two methods to be our new purely greedy routing protocol SWING. Simulation shows that SWING finds shorter routes than the state of art geometric routing protocol GOAFR, though with a longer route establishment time. More importantly, SWING is purely greedy which works even if position information is inaccurate, also it can be directly applied to the 3D MANET models. A theoretical proof that it guarantees delivery is given.
I. INTRODUCTION & PRELIMINARIES
A mobile ad hoc network (MANET) is comprised solely of wireless stations. The communication between source and destination nodes may require traversal of multiple hops because of limited radio range. Existing routing algorithms can be broadly classified into topology-based and position-based routing protocols. Topology-based routing determines a route based on network topology as state information, which needs to be collected globally on demand as in routing protocols DSR [5] and AODV [12] or proactively maintained at nodes as in DSDV [11] .
The scope of this paper is focused on position-based routing, also called geometric or geographic routing. Position-based routing protocols are based on knowing the location of the destination plus the location of neighbors in each node. They are attractive for MANETs for the following reasons: (1) they incur low route discovery overhead compared to floodingbased approaches in on-demand topology-based routing protocols, and hence save energy and bandwidth, and (2) they are stateless in the sense that nodes need not maintain perdestination information, and only neighbor location informa-
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Florida Atlantic University Boca Raton, FL 33431 Email: jie@cse.fau.edu tion is needed, either from a GPS [3] or through other means, to route packets. Most position-based routing protocols use greedy forwarding as their basic operation. In greedy forwarding, a forwarding node makes a locally optimal greedy choice in choosing the next hop for a message. Specifically, if a node knows its neighbors' positions, the locally optimal choice of next hop is the neighbor geographically closest to the destination of the message. Greedy forwarding, however, fails in the presence of a void (also called a local minimum or a dead end) where the only route to the destination requires a packet move temporarily farther in geometric distance from the destination.
In order to recover from a local minimum, most existing protocols switch to a less efficient mode, such as the face routing mode. Face routing [2] (also called perimeter routing or planar graph traversal) on a connected network theoretically guarantees the delivery of packets. Face routing runs on a planar graph, in which the message is routed around the perimeter of the void (face) surrounded by the edges using the right-hand rule. Examples of the existing greedy-face combinations are GFG [1] , its variant GPSR [6] and GOAFR [8] .
By observing simulations, we notice the following problem with the greedy-face combination. While a message always travels toward the destination in the greedy mode, it loses its direction in face mode. And in certain topologies, voids can lead to excessive retracing. This problem is mitigated by GOAFR [8] , which restricts the traversal of the messages in face mode using a series of ellipses increasing in size and effectively decreases the average route length.
Recently, a new routing algorithm was proposed [13] , which does not require geographic information for all of the nodes in the network. The algorithm is based on the use of a set of virtual coordinates which are calculated by averaging the x-y coordinates of each node in the network with its nearest neighbors.
It is inevitable that face routing could fail because of location errors in both virtual position and position from a GPS. Results in [15] show that even small location errors (of 10% of the radio range or less) can in fact lead to incorrect (nonrecoverable) geographic routing with noticeable performance degradation. An example of a failure in face routing is shown in Figure 1 (a) and Figure 1 (b). The configuration of the derived virtual positions is possible because each of the virtual positions is calculated by averaging the positions of the 1-hop neighbors. Many papers, such as [15] , have proposed new geographic routing algorithms to alleviate the effect of location errors on routing in wireless ad hoc networks. The results show that without global knowledge about the network, it is not possible to solve all the problems in face routing caused by location errors completely. Unlike GOAFR [8] , this paper tackles the above problem from two different methods. The first method is to construct a virtual small world network [10] . Specifically, each node in the network has some remote contacts connected by virtual long links (VLLs). Each VLL consists of multiple consecutive physical links. To be scalable, the length (in hops) of the VLLs conform to a 2-exponent power-law distribution, which is analogous to [7] . The purpose of introducing VLLs is mainly to reduce local minima for a greedy routing and hence the chance of turning to face mode.
The second method is a virtual force (VF) based greedy method. Its purpose is to reduce routing in face mode when the greedy mode needs to recover from a local minimum. In this method, a message is forwarded along the decreasing gradient of the composition of the VFs (CVF). Each VF has a source and the VF decreases as the distance from the source increases. The destination is the only source of a negative VF. Whenever the greedy method fails in a local minimum of the CVF, a new source of positive VF is added to the local minimum to remove the local minimum and recover the greedy routing. We call it iterative navigation greedy (ING) method. In ING, a list of the past local minima needs to be stored in the message.
ING itself is not efficient. One reason for this is when the only path to the destination is close to a local minimum which has become the source of a positive VF, the message might be deviated from the destination. However, when running in a virtual small world network ING has an interesting improvement, because the VLLs can help the message to "jump across" the source of the positive VF. Thus we have our new purely greedy protocol -Small World Iterative Navigation Greedy protocol (SWING). One important result of this paper is that it is theoretically proved that SWING guarantees delivery.
The advantage of SWING over the greedy-face combinations is that a message is always forwarded in awareness of the destination. Also, the pure greedy method has automatically solved the problem of localization errors on face routing [15] and it is applicable to the 3D networks. Simulation results shows that SWING guarantees delivery and the performance of SWING in terms of route length is better than that of the state of art position-based routing protocol GOAFR. However SWING has a longer route establishment delay than GOAFR. So we also present a trade-off variation of SWING, called direct retrial, which has both shorter route establishment delay and route length than GOAFR but fails to guarantee delivery in rare situations. We believe SWING will shed light on a new methodology for position-based routing in MANETs.
Extensive simulation is conducted to analyze SWING and to compare it with the greedy-face combinations, including GOAFR. In the simulation, we improve the performance of GOAFR with VLLs, CDS [4] and a sooner back algorithm [4] . Simulation results show that SWING is slightly better than GOAFR in terms of average route length. SWING with direct retry has better route establishment delay and route length than GOAFR, but fails to guarantee delivery in rare situations.
The rest of the paper is organized as follows. We present SWING in Section II, which includes the construction of the virtual small world network, the greedy routing method in small world network, and the iterative navigation greedy method. In Section III, we perform simulation analysis and comparison between SWING and different greedy-face combinations. Finally, Section IV concludes the paper.
II. SMALL WORLD ITERATIVE NAVIGATION GREEDY ROUTING ALGORITHM
A. Virtual Small World Network To construct a virtual small world network, a number of virtual long links (VLLs) is added to each node in the network. The method is that each node periodically sends out VLL discovery messages which go away and then come back to report a VLL. For space limitation, we don't elaborate it here. Reader please refer to our previous work in [9] . Figure 2 (a) is an example of the VLLs of node N. In this example, the three VLLs of node N in the random network are NA (3, 4, 1) , NB (3, 7, 13) and NC (3, 6, 8) .
B. Virtual Force Based Greedy Routing in the Virtual Small World Network
The routing approach presented in this section defines a virtual force and route message using this virtual force (VF) instead of the distance to the destination. The introduction of VF is useful to the protocol to be presented in the next subsection. We define the VF between two points as:
1+ d(a. b) The term I±d(a,b) makes sure that the value of VF is not negligible from any distance and decreases smoothly as the distance between the points increases. The term Ae-Ad(a,b) (with a large A) makes sure that the force is extraordinarily big (which is equal to A) when the 2 points overlap.
The composition of VFs (CVF) in a point n from a collection L of points is the sum of the forces between n and each point Li in the collection.
force(n) = , force(n, Li) (2) O<i<ILI Assume that each node collects k-hops omni-directional link information, i.e. it maintains the omni-directional shortest paths to k-hops neighbor nodes. A message is forwarded along to the next hop on the next available best path, which is either a k-hops omni-directional link or a VLL. The best path is a path with the minimum force, and the force of a path is equal to the minimum force of the nodes on the path (here L contains the single source of force -the destination):
The virtual force based greedy routing in the virtual small world network is given in Algorithm 1. An example of this routing protocol is shown in Figure 2 (b), where a message is sent from the source S to the destination D successfully. While a traditional greedy algorithm will fail on the local minimum m, our algorithm succeeds, since there is a VLL NC (3, 6, 8) through which a message in m knows that node number 8 is closer than m (3) to D, and thus NC has a smaller VF than Nm. That is, the local minimum m is circumvented by the VLL NC.
In order to prevent loops in the above protocol, we piggyback in each message the best path it chose before it was forwarded, and this best path is include in the forwarding decision in the next host of the message. Below, we give some theoretical results from our previous work [9] Theorem 1: If a message m carries its current path, the VF based greedy protocol with VLLs is loop free (temporary loop is not counted).
Since the VF based greedy protocol with VLLs is loop free, it is arguable that the protocols produced by replacing the regular greedy algorithm in the greedy-face combinations guarantee delivery.
C. Routing with Small World Iterative Navigation Greedy (SWING) It is inherited from the family of greedy algorithms that protocol 1 can go to a local minimum and fail. The best part of SWING is the iterative method that allows the message to continue to travel to the other parts of the network after failures in local minimums. In order to prevent the message from going along routes that have been explored in the previous failure trials, our method is to use a repulsive list. Whenever a message fails, the position of the local minimum node is added as a failure point to the repulsive list. We also use an attractive list, which usually contains the single attractive point -the destination, but can contain multiple destinations in geocasting.
In SWING each message maintains a list R of positions of local minima besides the position of the destination D. Given R and D, the CVF in a point n is defined in Equation 4 . The other forces in this equation are defined in Equation 1 and Equation 2, where lambda should be large enough to recover routing from a local minima.
EO<i<IRI force(n, Ri) force(n) = Rl 2 force(n, D) (4) force(P) = max force(Pi) Let Fo = force(n, n) (the force between a point and itself) and F1 = maxj7 j force(i, j) (the maximum force between two different points), we have:
There exists an N < oc, such that when-FO > F1 N, SWING guarantees delivery. Proof: In theory 1, we have proved that SWING is loop free within each iteration, so each iteration in SWING will finish in finite hops if the network has a finite number of nodes. Without loss of generality, we can assume that there is a path P = {Pi = source, P2, .. ., P, = destination} such that the routing message will not go to the destination before it has traveled through this path. In the following, we will use mathematical induction to prove our theorem. Assume that a message M goes to Pi before it goes to Pi-1 for finite times Ti-1 for all i < k. We need to prove that M goes to Pk+1 before it goes to Pk finite times Tk. If M does not go to Pk+1 before it goes to Pk finite times, there must be a path L = {Pk = L1, L2, . ,L} such that M goes along L from Pk to Ln for infinite times before it goes to Pk+1, since the network is finite and the possible path starting from Pk is finite. We will prove that there is an N that makes such an Ln impossible. Suppose in time to, M is in Pk, L is the link with the largest force for M, K (K < T1 T2 ... Tk -1) is the size of the repulsive list R in M, T, (Tx > 0) is the times that M has went to Ln, we have:
force(Pk+l) > force(L1,), and M will go to Pk+1 instead of L, U D. SWING with direct retry The basic idea of SWING with direct retry is that the message doesn't go back to the source after failure in each iteration, but starts from the local minimum. That is possible since a new repulsive force is added to the local minimum at each iteration in SWING which makes the local minimum no longer a local minimum.
In SWING with direct retry, a message is routed greedily to the next node that has the smallest CVF. Whenever a message is blocked in a local minimum, the position of the current local minimum M is added to the list of local minima R such that with the new additional VF, M is no longer a local minimum, and the message can route greedily in the CVF again. The SWING protocol is shown below as Algorithm 3. Algorithm 3 differs from Algorithm 1 and 2 only in the last item.
Algorithm 3 Small World Iterative Navigation Greedy 1: List the paths which contain the shortest path to all neighbor nodes and all virtual long links. 2: Calculate the virtual force in these paths from the destination. 
A. Assumptions and Evaluation Metrics
The objective of our simulation is to measure and compare the performance of different geometric routing protocols. The The metrics we use to evaluate a protocol is delivery ratio, route establishment delay and route length. Delivery ratio is the ratio of the message delivered to the destination over the total amount of messages sent. Route establishment delay is counted as the number of hops the message makes to discover a route traveled totally. The route length is the length of the route discovered in hops. It is always shorter than the route establishment delay. For example, in Figure 3 (a), the route establishment delay equals the hops of the path that the route discovery message traveled, i.e., (24-10-11-12-11-10-24-23-8-7-6-5-4-3-2-1). And the route length is the length of the shortest path derived from the above path, i.e., (24-23-8-7-6-5-4-3-2-1).
B. Simulation Environment and Settings
Simulations were conducted on three protocol families: the Greedy family, the GFG family and the GOAFR family. Table  I shows all of these protocols (in rows) and the algorithms used in each of them (in columns). The algorithms used include the Greedy algorithm (G), the Face algorithm (F), using connected dominate set (CDS) for face mode [4] , using virtual long link (VLL) in Greedy mode, using bound ellipse (BE) in face mode [8] , the sooner back (SB) algorithm [4] (which makes the message routing in the face mode return to greedy mode faster when the current node has a neighbor whose distance to the destination is shorter than that of the last local minimum) and the VF based iterative navigation greedy method (ING).
We do the simulation on our custom simulator. In each experiment a connected graph with N (ranging from 150 to 450 in different experiments) nodes is randomly generated in a 1000 x 1000 square. After that, we let the simulator run for a period of time which is sufficient for the nodes to grow the virtual long links. Then, for each node, messages are added to be sent in the routing protocols listed in Table I . The destination of these messages is another node chosen randomly. We run each experiment 100 times to get the average value. The network density in our experiment ranges between two extremes. The sparse extreme is the only region where the shortest path is usually much longer than the direct connection between the source and the destination. This region is critical for routing algorithms, where finding a good path at low cost becomes a nontrivial task and a real challenge for positionbased routing. In the dense region, all algorithms have similar performance since they all degrade to pure greedy. All the important parameters in our simulation are shown in Table II. C. Simulation Results Figure 4 (a) shows the number of local minima decreases as the number of VLLs per node in the network increases. In the figure the number of local minima decreases rapidly before the the number of VLLs reaches 3. In the following experiments, we use 5 VLLs per node for all algorithms.
Figure 4(b) shows that the delivery ratio of the pure greedy protocol increases as the number of VLLs increases. Like the previous figure, the first 3 VLLs are more effective than the following ones. Figure 5 (a) and Figure 5 (b) are simulation results (in terms of route establishment delay) for comparison between the protocols in the GFG family and the GOAFR family. We use the best parameter setting for GOAFR, i.e., the major axis of the ellipse is 1.2 stl and the multiple factor is [8] . The comparison shows that GFG(5VLLs+CDS) and GOAFR(5VLLs+CDS) are the best in their families. We will use them to compare with SWING later. Figure 6 (a) compares the average route length of 3 routing protocols: SWING, GOAFR and GFG. We found that SWING is the best in terms of the average route length. Unfortunately, SWING has a longer route establishment delay than both GOAFR and GFG, as shown in Figure 6 (b). However, in the application where the data transmission is often in 2 stages: route discovery and the transmission of large volume of data, SWING is a better choice.
As an alternative, SWING with direct retry is good for short route establishment time. The comparison of the 3 protocols: SWING with direct retry, GOAFR and GFG is shown in Figure  7 (b). The drawback of SWING with direct retry compared to SWING is that it doesn't guarantee delivery, as shown in Figure 7(a) Abstract-We propose the concept of link mobility state and present a model and algorithm for link mobility tracking in a mobile ad hoc network (MANET). The link mobility state is a function of the relative distance between any pair of nodes at the two ends of a given link and evolves according to a first-order autoregressive model. The link mobility tracking algorithm is based on a Kalman filter and a parameter estimation algorithm, which provide an estimate of the probability that a given link remains available at a future time. The link availability probability can be taken as a measure of link stability and applied to the route discovery and route maintenance phases of MANET routing protocols to reduce control overhead and packet loss due to route breakages. Our simulation results demonstrate the effectiveness of the proposed link mobility tracking algorithm.
I. INTRODUCTION
Mobile ad hoc networks (MANETs) are self-organizing, rapidly deployable, and require no fixed infrastructure. They are comprised of wireless nodes, which can be deployed anywhere, and must cooperate in order to dynamically establish communications. The flexibility of a highly dynamic MANET introduces many complexities into the tasks of network control and management, including routing, flow control, and power management. For example, traffic routes change over time, subject to the movement of the mobile nodes. The links of the network are not fixed entities, rather their states change over time and are dependent on the relative spatial locations of the nodes, transmitter and receiver characteristics, and the signal propagation properties of the environment.
In this paper, we introduce the concept of link mobility tracking as a means to determine the real-time status of the link between any two mobile nodes and to anticipate the future availability of the link. We define the link mobility state to consist of the relative distance, relative velocity, and relative acceleration between the pair of nodes at the two ends of any given link. We propose a first-order autoregressive (AR-1) model to describe the evolution of the link mobility state in discrete-time. The link mobility model is similar to the AR-1 model used to model node mobility in [1] . The key difference is that the link mobility state captures relative distance information, whereas the node mobility state represents absolute location information. The link mobility model provides the basis for a discrete-time algorithm to jointly estimate the link mobility state using a Kalman filter, and the link mobility model parameters using a recursive algorithm.
In the face of a dynamically changing MANET topology, what is needed is a means to transmit packets over the more stable routes available in the network and a trigger mechanism to initiate re-routing and/or route repair in advance of route breakages. By providing this capability, link mobility tracking can be applied to improve the performance of any MANET routing protocol. The computation of link stability metric tends to be more straightforward in proactive routing protocols [2] , since such protocols have built-in mechanisms for periodic link state dissemination and neighbor discovery, which can be re-used for link mobility tracking and the dissemination of the link stability metric. Reactive routing [3] , [4] protocols can be made mobility-aware by introducing some additional neighbor discovery mechanisms.
The remainder of the paper is organized as follows. In section II, we provide a brief discussion of related work to set the context for the present work. Section III presents the link mobility model and discusses its application to the prediction of future link availability. Section IV discusses how the link state and the parameters of the link mobility model can be jointly tracked in real-time. Section V discusses how the link stability metric can be derived from the link mobility model. Section VI presents numerical results demonstrating the effectiveness of the link mobility estimator. Finally, the paper is concluded in Section VII.
II. RELATED WORK
The idea of using mobility or location prediction to improve routing performance has been proposed in earlier papers. In [6] , each node maintains and periodically checks a list of its neighbor nodes. This scheme provides a coarse measure of route stability, but may unfairly penalize relatively stationary nodes that have highly mobile neighbors. By contrast, link mobility tracking provides information on the "mobility" of the link between a pair of nodes, rather than the mobility of a single node. Both [7] and [8] represent the mobility behavior of a node in terms of a random walk model. While the random walk model is useful for conceptual modeling, the model does not accurately reflect node movements in realistic scenarios. Moreover, estimation the state and parameters of the random walk model cannot be done efficiently in real-time.
The concept of link mobility state discussed here is unique to the present paper, but is related to the node mobility state concept in [1] , [5] . Our proposed link mobility tracking scheme is based on a first-order autoregressive model, which 1-4244-0572-6/06/$20.00 02006 IEEE by (5) is applicable whether the nodes are constrained to move in a two-dimensional plane or are free to move in three-dimensional space. The information contained in the link mobility state captures the dynamics of the relative distance between the two nodes of interest, and by inference, the behavior of the associated link.
The evolution of the link mobility state can be considered in discrete-time, assuming a uniform sampling interval T. The discrete-time link mobility state is defined by An S(nT) = [dn, d, dn]', o0 < n < o0, (2) Fig. 1 relative distance values {dn }, together with the corresponding velocity and acceleration sequences {dn} and {dn}. In order to extend the node mobility state to three-dimensional space, the state un should be expanded to include the z-coordinate and the associated velocity and acceleration components in the z-direction. However, the form of the link mobility state remains the same in the three-dimensional case.
B. Link mobility state equation
The AR-I model for the node mobility state un is given as follows [1] :
where B is a 6 x 6 transformation matrix, the vector v, is a 6 x 1 discrete-time zero mean, white Gaussian process with autocorrelation function R, (k) = 6kV, where 6o = 1 and 6k = 0 when k :t 0. The matrix V is the covariance matrix of v,. The transformation Bs, in (4) captures the equations of motion for the state variables from time n to time n + 1, modulo the noise term v,.
A model similar to (4) can be applied to represent the evolution of the link mobility state. However, care must be taken to ensure that the computed value of dn is always positive. Thus, we specify the link mobility state equation as follows: (6) is a parameter of the model that must be specified or estimated.
In the state equation (5), if the first component of ASn +Wn is negative, sn+1 should be set equal to -(ASn + wn). In this case, since the distance component has gone negative from time n to n + 1, the polarities of all three components of the vector ASn +Wn should be reversed in order to obtain the next state vector Sn+1-Similar to the node mobility state equation (3), the transformation ASn in (5) captures the evolution of the state s from time n to time n + 1, modulo the noise term wn.
Let gn sgn(dn + dnT + dnT2/2 + Wn,l).
Then the state equation (5) 
(8)
IV. LINK MOBILITY TRACKING The link mobility model given by (5) allows us to track the link state given a sequence of observation data. Signal measurements typically available in wireless networks such as RSSI (received signal strength indicator) or TOA (Time-ofArrival) can serve as observation data for tracking link mobility. A single signal measurement of either kind is sufficient to perform link mobility tracking using a Kalman filter. For concreteness, we shall assume that RSSI is used as the source of observation data, although TOA could just as easily be used instead.
A Kalman filter can be used to perform accurate link state estimation as long as the mobility characteristics of the link do not change significantly over time. The link mobility characteristics are defined by the parameters An and Q,. From the form of An, it can be seen that the only undetermined parameter is the parameter a. If the link mobility characteristics change over time, state estimation will become inaccurate unless the mobility parameters An and Qn are re-estimated. To accommodate changes in the link mobility parameters, we propose an integrated link mobility and parameter estimator similar to the one described in [1] for the AR-1 node mobility model. The link parameter estimator uses the sequence of state estimates to re-estimate the link mobility parameters.
A. Link mobility state estimation
Assuming a lognormal shadowing model, the RSSI at time n, measured in dB, received at a given mobile node X from a neighbor node Y is given follows [9] :
On =I K-0ylog(dn)+ bn, (10) where ic is a constant determined by the transmitted power, antenna height, wavelength, and gain of the node Y, -y is a slope index (typically -y is between 2 -5), fn is a zero mean, stationary Gaussian process with standard deviation or, typically in the range from 2 -10 dB, and dn is the relative distance between nodes X and Y, as defined earlier.
The propagation model (10) can be written in the form of an observation equation incorporating the link mobility state as follows:
On =h(Sn) + yn,
( 1 1) where (12) The observation sequence {on} for link mobility tracking consists of scalar values, whereas for node mobility tracking, the observation sequence consists of vectors containing at least three components (cf. [1] ). This is due to the fact that localization of a node in two-dimensional space requires at least three independent observations. By contrast, estimation of the relative distance between two nodes requires only a single signal measurement.
Although the link mobility state equation (5) does not, strictly speaking, represent a linear system, the system is approximately linear in practice because the term (ASn +Wn) rarely falls below zero in realistic scenarios. This has been confirmed in our numerical experiments. Therefore, we can apply an extended Kalman filter to estimate the link mobility state from the observation data. To that end, the observation signal On is linearized as follows (cf. [10] ): On = h(s*) + Hn/XSn + V)n, (13) where sn is the nominal or reference state vector and ASn = Sn -Sn is the difference between the true and nominal state vectors. In the extended Kalman filter, the nominal vector is obtained from the estimated link mobility state at time n -1, i.e., sn = -The 1 x 3 vector Hn is given by Hn = OSah =, = [_10'y/(sn-I) , O (14) The steps in the extended Kalman filter are given below (cf. [10] ). In the extended Kalman filter,^n ln denotes the 
B. Link mobility parameter estimation
Due to the autoregressive form of the link mobility model, the MMSE (Minimum Mean Squared Error) estimates of the parameters A and Q can be obtained using a form of the YuleWalker equations [11] . Recall from (6) Given the link mobility model, which is estimated in realtime as discussed in section IV, a link stability metric can be derived based on the predicted probability of link availability at a future time. In this section, we derive a link stability metric based on the probability of link availability predicted at a future time.
Suppose the link mobility state between two nodes X and Y is tracked using the joint state and parameter estimation scheme discussed in section IV. From the prediction steps (5 and 6) of the extended Kalman filter specified in subsection IV-A, the one-step predicted link mobility state estimate at time n + 1 given the set of all observations up to time n is given by Given 6a, the estimate A, is completely determined by (6) and the sampling interval Tn. The corresponding estimate for the noise covariance matrix Q, is calculated as follows:
The predicted relative distance estimate at time n + 1 given the set of observations up to time n is given by (22) Let dth be the transmission/reception range of nodes in the network. We shall assume for simplicity that all nodes have the same transmission/reception range. Then the probability that the link between nodes X and Y will remain active at time n + 1, given the set of observations up to time n can be expressed as follows:
dth-dnl1n Od+l Q( th nln) Q( n±iln) , (26) (7n+11In (7n+11In where Q(x) A I e Y2 2 dy denotes the standard Qfunction. In principle, the one-step predicted link availability probability could be extended to an m-step predicted value by repeating the Kalman filter prediction step to derive approximations for dn+mln and (7n+mln In this paper, however, we shall take the probability Pn+±In as a measure of the stability of the link between nodes X and Y at time n, which we shall denote by Pn (X, Y).
VI. NUMERICAL RESULTS
To evaluate link mobility tracking, the link mobility behavior between a pair of mobile nodes was simulated using Matlab. The serving area is assumed to be a 800 m x 800 m square bounded by the points (-400, -400) and (400,400).
Since the link mobility state captures the relative distance, velocity, and acceleration between the two nodes, one of the nodes, labelled 0, can be fixed at the origin (0, 0) system without loss of generality. The other node, labelled X, moves in the serving area according to the random waypoint model [3] , [12] .
In the representative scenario of Fig. 2 , node 0 tracks the link mobility state between itself and node X. The mobility of node X is governed by a random waypoint model with velocity uniformly distributed in the range [5, 15] trajectory is obtained from the link mobility tracking procedure described in section IV. The sampling interval is assumed to be a constant T = 2 s. One can see that the estimated distance tracks the actual distance closely over the observation interval. When the slope of the actual distance curve changes sign, the estimated distance deviates from the actual distance but then recovers within several seconds. The graph also shows the trajectory of the link stability metric computed by node 0. Observe that the link stability metric trajectory always crosses the threshold Pth in the vicinity of a crossing, in the opposite sense, of the estimated distance trajectory with respect to the threshold dth. That is, an upcrossing of Pth always corresponds to a downcrossing of dth and vice versa.
In Fig. 2 , the downcrossing of the link stability curve with respect to Pth just prior to t = 236 s occurs approximately 2 s before the upcrossing of the relative distance curve with respect to dth. This implies that the link stability metric anticipates the breakage of the link approximately T = 2 s in advance of the link breakage event. Recall from section V that the link stability metric is defined in terms of the estimated probability of link availability T time units into the future. Figures 3-5 show the tracking performance of the link mobility estimator for various parameter settings. The average speed of the mobile node was varied between 0 and 40 m/s (i.e., 0 and 144 mph), which spans most real-life speeds. Each simulation run was 2500 s long and the results were averaged over a total of 40 simulation runs. The tracking error is reported as the average of the absolute errors during the simulation. The absolute error is the absolute value of the difference between the actual relative distance at time t and the value predicted by the link mobility estimator, T seconds in advance. The results indicate that the tracking error increases with increasing node velocity, as should be expected. For a wide range of real-life speeds, the link mobility tracking performance is quite accurate. Figure 3 provides insight into how the estimation algorithm performs under varying noise levels for time-step T = 1 s.
The noise level is varied by changing the parameter (7r1. As 
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