A Steiner quadruple system of order v is a set X of cardinality v, and a set Q, of 4-subsets of X, called blocks, with the property that every 3-subset of X is contained in a unique block. A Steiner quadruple system is resolvable if Q can be partitioned into parallel classes (partitions of X). A necessary condition for the existence of a resolvable Steiner quadruple system is that v = 4 or 8 (mod 12). In this paper we show that this condition is also suflicient for all values of V, with 24 possible exceptions. 0 1987 Academic Press, Inc.
A Steiner quadruple system of order v, denoted SQS(v), is an ordered pair (X, Q), where X is a non-empty set of cardinality v, and Q is a set of 4-subsets of X, called blocks, such that every 3-subset of X is contained in a unique block.
In 1960 Hanani [7] proved that an SQS( ) v exists if and only if v = 2 or 4 (mod 6) or ZI= 1.
Let r(u)= (a-l)(u-2)/6 be the number of blocks in an SQS(v) which contain a fixed point o[ X. An SQS( v 1s resolvable, denoted RSQS(v), if ) there exists a partition P, = {P,: i E 1> of the block set Q, indexed by a set I of cardinality r(v), with the property that each P, is a partition of the point set X into parts of size four. If Q is non-empty it follows that v G 0 (mod 4) and hence a necessary condition for the existence of an RSQS(v) is that v E 4 or 8 (mod 12) or v = 1 or 2. A positive integer satisfying this condition will be called admissible. In this paper, we show that this condition is also sufficient with the possible exception of twenty-four values of v which are listed in the Appendix.
The history of the existence problem for resolvable combinatorial designs begins with Kirkman's famous "schoolgirl problem" [14] , posed in 1847. The general problem is to determine necessary and suflicient conditions on v for the existence of resolvable t -(v, k, 2) designs. The problem has been solved for very few values of the block size (k) and index (A) parameters. 182
These solutions may be found in II61 (k lb) = (3, 11, (4, 11, [8] (k, A) = (3, 2) , and [l] (k, A) = (4, 3), (6, 10) . (Note that the references given are not necessarily the first proofs of these results.) All of these papers deal with combinatorial designs of dimension (t) two. RayChaudhuri and Wilson [ 171 and Lu [ 16] have also shown the existence of a constant c(k, 2) such that the trivial necessary conditions for the existence of resolvable 2 -(v, k, 1) designs are sufficient for all v 3 c(k, A). This paper constitutes the first effective determination of necessary and sufficient conditions for the existence of a family of resolvable designs of dimension three.
Since the nineteenth century it has been known that the planes of the affine geometry of dimension n over GF (2) form the block set of an SQS(2n). The natural parallelism forms a partition of the planes which is a resolution. This motivates the use of the term parallel class for the parts P, of the resolution partition P,. In 1978 Booth, Greenwell, and Lindner [2, 51 constructed an RSQS(20) and an RSQS(28), thus providing the first examples with v not a power of two. Knowledge of the existence of RSQS(v) for small values of v was expanded by the author's papers [9, and IO] . The main recursive construction for RSQS used in this paper was first given in [ 111. To state this result precisely we need the following definition.
Let (X, e, p,) be an RSQS( V) and let (x, 4% fiJ) be an RSQS(v) such that x c X, q c Q, J c 1, and pi c Pi for all j E 1. Then (X, e, p,) is an RSQS( V) with a resolvable subsystem of order v, and will be denoted by RSQS( I' The main result of this paper is proved using the following theorem. As a corollary we obtain THEOREM 1.2 (Hartman [12] ).
Zf there exists a constant k, such thatfor ail admissible V in the range k < V < 3k there exists an RSQS( V[64]) then for all admissible V> k there exists an RSQS( V[64]).
ProoJ: We first note that the existence of an RSQS( V[27) implies the existence of an RSQS( V[2"]) for all m <n, since the affine geometry of dimension n contains subsystems of dimension m, and the parallelism respects these subsystems. We proceed by induction, if V 3 3k is admissibie then write V= 3v -2.2", where m = 6, 1, 2, 5, 4, 3 when V = 4, 8, 16, 20, 28, 32 (mod 36), respectively. It is a simple matter to check that k d v < V, v is admissible, and v E 2.2" (mod 12) so we may apply the induction hypothesis, Theorem 1.1, and the substitution property to give the result.
In the remainder of this paper we prove the existence of the constant k hypothesized in Theorem 1.2. In fact we show that 128 < k < 6364.
In Section 2 we show that the author's tripling construction [13] can be adapted to preserve resolvability in some cases. Specifically we prove THEOREM 
If there exists uy1 RSQS(V[v])
with VZV (mod 12) and 14v 3 5V then there exists an RSQS(3 V-2v[V']).
In Section 3 we describe the methods used to construct RSQS( V[v]) for some small values of P'. The basic techniques are described in more detail in [9, 10, and 11) . In this paper we discuss the hill-climbing strategy used by the computer algorithms which generated the designs given in the Appendix. We also discuss the computer program used to calculate the upper bound on the constant k of Theorem 1.2.
A RESOLUTION PRESERVING TRIPLING CONSTRUCTION
In [ 131 a tripling construction for SQS is given which has the following form. If there exists an SQS(v) with a subdesign of order s z v (mod 6) then there exists an SQS(3v -2s) with a subdesign of order v. In this section we show that if the input system is resolvable, and if the subsystem is large enough, then the output system has a resolution. The exact statement of this result is given below. In [11] a similar construction with the restriction that 2s = v (mod 6) was shown to preserve resolvability in all cases. Concise accounts of both the constructions of [ll and 131 may be found t in [15] . THEOREM 
If there exists an RSQS(v[s])
with v=s (mod 12) and 14s > 5v then there exists an RSQS(3v -2s [v] ).
The theorem is trivially true when s = 1 or 2 so henceforth we assume s = 4 or 8 (mod 12). It is almost certain that the truth of the theorem would be unaffected by omitting the condition 14s 3 5v, however the construction would undoubtedly be considerably more complicated. Before giving the proof of the theorem we need the following definitions and notation. Define Z,X = (0, l,..., m -11. Let 2, denote the cyclic group on 1, under addition modulo m. For x E 2, we define 1x1 by I4 = {tx if 0 < x < m/2, otherwise.
Let m > 2 be an integer and let L be a non-empty subset of (1, 
We define the block set Q' implicitly by constructing the resolution &, and letting Q' be the union of all the parallel classes. In order to construct the resolution we need the following definitions. For each i E Z, we define the embedding 3Li: X -+ x' by
In the sequel we shall write xi for the ordered pair (x, i) E Z12n x Z,. Another major ingredient in the construction of & is the set N of pairs of members of Z,,, defined below. Let h = (12n -s)/2. Since s is divisible by 4, and 14s > 5v = 5( 12n + s), we deduce that h is even and h 6 8nJ3. Now consider Note that jHFl= 2n and IHz I= 2n -I. Let Hi be any subset of HF of cardinality h/2 (i= 1, 2), and let H= H, u H,.
The set H has been chosen to have the following properties: 
Allowing 6 to range over Z2, E to range over Zdn, and (x, u} to range over H,, gives 4nh distinct completions. We use the fact that differences between members of H, are odd to show that the above set of blocks is indeed a partition of Z12n x {i + 1, i + 2). The number of parallel classes remaining to be constructed is r(3v -2s) -3r(v) + 2r(s) = 12~4~3, accordingly we label the remaining parallel classes as P:,,,, with a~ ZIzn, E E Zdn, and ie Z3. The following set of h blocks are in PO,,j:
do Zh, {x, v} is the dth member of H}.
(Xl)
The following set of h/2 blocks are in FO,E,i:
The remaining s blocks in Pb,e,i are a set of the form
The functionf(k) is an arbitrary fixed bijection from I, to ZIZn -I/H. This guarantees that every point of Zlzn x {i + 2) is contained in a block of Ph,i. Similarly the functions g(i, k) (with i fixed) must be constructed to be bijections from I, to ZIzn -({ 3d: do I,&> u VW,). There is, however, another restriction on the values of g(i, k). The blocks of the form (d) are required to cover all triples of the form x0, yl, z2 where x + y -I-z rf(k) (mod 12n). The case analysis given below shows that this requires g(i, k) to take three distinct values modulo 3 whenever f(k) z 0 (mod 3). When f(k) g 0 (mod 3), we use two methods for assigning values to g(i, k):
We use the following schemes to define g(i, k):
, f(k2) be three distinct values all congruent to 0 (mod 3), and let bj-i (mod 3), ie Z, be three members of the range of g(i, k). Define g(i, kj) = b,+j, i.e.,
(Sl) Let f(k,), J(k,) be two distinct values both congruent to 0 (mod 3), and letf(k2) be congruent to I or 2 (mod 3). Let hi be defined as in (SO). Define g(i, k,) by
cf. (B) above, with subscripts taken modulo 3 throughout. To show that we can meet all the requirements on g(i, k) we note that, the range off(k) contains 4n numbers congruent to 0 (mod 3), 4n -h numbers congruent to 1 (mod 3), and 4n -h numbers congruent to 2 (mod 3). The range of g(i, k) contains 4n -h numbers congruent to 0 (mod 3), 582a/4412-2 4n -h/2 numbers congruent to 1 (mod 3), and 4n -h/2 numbers congruent to 2 (mod 3). Now, to construct the functions g(i, k), first partition the 4n members of the range off which are zero mod 3 into parts of size 3, and 0, 1, or 2 parts of size 2 (according as iz = 0, 2, or 1 (mod 3)). The number of parts in this partition is [(4n + 2)/3]. Since h < 8n/3, we can choose [(4n + 2)/3] disjoint triples b,, b,, b, from the range of g and apply schemes (SO) and (Sl ) to the parts of size 3 and 2, respectively. Having defined g(i, k) for all k such that f(k) = 0 (mod 3), and at most 2 values such that f(k) & 0 (mod 3), it is possible to extend the definition for all other values of k, using scheme (S2), so that each g(i, .) is a bijection. We give two examples. To complete the proof of Theorem 2.1, it remains to show that every 3-subset of X' is contained in some block defined above. To facilitate this discussion we classify the 3-subsets into the four mutually exclusive classes Tl, T2, T3, and T4 defined below.
Tl consists of all 3-subsets in the image of X under li for some i. This class includes all 3-subsets of the forms { coj, cOk, CO*}, {Coj, ak, Xi}, { coj, xi, y,>, and {xi, yi, zi>. Each Tl-triple is contained in a unique block defined in the equations marked (A).
T2 triples have the form { cok, xi, yi+ 1 >. Each T2-triple is contained in a unique block defined by Eq. .2) have a unique solution for a E Z,2n and E E Z,,, : Prior to this paper the order 92 was the smallest order v for which the existence of an RSQS(v) was in doubt.
THE BASIS FOR THE INDUCTION
In this section we discuss the computations involved in determining an upper bound on the constant k with the property that for all admissible v E [k, 3k), there exists an RSQS(v[64]).
A necessary condition for the existence of an SQS(v) with a subsystem of orders is that Y > 2s or v = s, which implies the lower bound k 3 128.
The first step in the computation of an upper bound is the determination of some small orders v and s for which an RSQS(v[s] ) exists. The next ste is to apply the full power of the three recursive constructions given in Theorems 1.1, 2.1, and 3.1 (see below) to all the initial designs and their descendants. The list of resolvable subdesigns is updated using the replacement property for subdesigns mentioned in Section 1. The third recursive construction is a variant of the standard doubling construction for Steiner quadruple systems and is slightly stronger than a similar result of Greenwell and Lindner [S] Fig. 1 . A certain amount of care is necessary in implementing the algorithm to avoid attempts to set bits outside the domain of the array rsqs. The main difficulty in implementation, however, arises due to the large size of rsqs. To compute the upper bound for k we needed to run the program with WI -5000 thus requiring 2 x 10' bits of storage in a simple minded realization of the array. An efficient data structure is achieved by allocating space only for admissible pairs (v, s) (i.e., v= 4 or 8 (mod 12) 3~4 or 8 (mod 12) or s= 2 and s< v/2) in the range 4< v <2m, and only one bit The design on 4 points is trivial; the designs on 20 and 28 points are constructed in [2, 5, and 11-j; the designs on 164 and 344 points are construe ted in [9] . The remaining designs for pairs in L, are constructed as follows. THE q + 1 CONSTRUCTION (Hartman [9] ).
The algorithm for computing the output of the recursive constructions given an initial list L of pairs (v, s) such that an RSQS(v[.s]) is known to exist is given in
Let q be a prime power with q z 7 (mod 12), and let g be the unique cube root of unity in GF(q) such that g -1 is a nonzero quadratic residue. Carmichael [3] has shown that the PSL(2, q) orbit of the quadruple (co, 0, 1, g + 1> is the block set of an SQS(q -t 1) with point set GF(q) u {co}.
Let o be a generator of the multiplicative subgroup of GF(q), then the stabilizer of cc in PSL(2, q) is the group r of transformations For 0 <j < e = (q -1)/3 define the cyclotomic classes Ci by c,= fuj, d+e, wj+2e).
Note that C,= (l,g,g'}.
It has been shown [9 J that the block set of any QS(q + 1) which contains r in its automorphism group consists of (q -7)/12 r-orbits of length q(q -1)/2 and two orbits of length q(q -1)/6. One of the short orbits con-tains all the blocks of the form Clju {co}, and the other contains all blocks of the form CYfl u 10) where o'<j< (q-1)/6.
A resolution of such a quadruple system can be constructed as follows. We define a p(q, 2j, 2k + l)-set to be a set of distinct representatives of the long f-orbits B,, B, ,. .., BcY-7),12 with the property that {Ok, c~~~+i} u Ujb; 7)/12 Bi is a set of distinct representatives of the cyclotomic classes C,, 0 d n < e. Then the set of blocks is a parallel class, and the set of q(q -1)/3 distinct r-images of P forms a resolution of the system. In the Appendix we list p(q, 2j, 2k + I)-sets from the Carmichael system of order q + 1 for q E (523, 739, 811, 859, 919}. This completes the construction of the designs for L,.
An exhaustive search of all SDR's of the long block orbits is clearly out of the question so we adopted the following hill-climbing strategy. Construct a partial SDR of the long orbits which is also a partial SDR of the cyclotomic classes by the greedy algorithm. (This phase typically took 4-5 minutes of CPU time.) From each orbit not yet represented, choose a block which conflicts with fewest members of the partial SDR, and exhaustively test the conflicting orbits for a representative consistent with the new block and the other members of the partial SDR. If no appropriate SDR was found after 6 h of CPU time, the algorithm was restarted with the long orbits in a different random order, giving rise to a different greedy starter. The restart was necessary only for q > 859, the smaller values all completed. on the first start. The computations were performed on an IBM 4381 computer. No success has yet been achieved with q = 1171, which would decrease the number of exceptions in Theorem 3.2 by one.
The remaining designs for pairs in L, are constructed as follows.
THE 4p CONSTRUCTION (Hartman [lo] ). Let (X, Q) be an SQS(v), and let E be the set of edges of the complete graph with vertex set X. If there exists a partition p of Q u E into Y(V) + v -1 parts, each of which is a partition of X into parts of sizes 4 and 2, then (X, Q, P) is said to be an augmented resolvable quadruple system of order v. A result in [ 111 states that if there exists an augmented resolvable quadruple system of order v then there exists an RSQS(~V). In this section we shall show how to construct an augmented resolvable quadruple system of order 2p for some primes p z 7 (mod 12) and hence an RSQS(4p).
Let w, g, e, and Ci be defined as in the previous construction. Let X= GF@) x 2, and consider the following group of permutations of X:
Note that r, contains the transformation y(x,) = -xi + r, since ___ 1 = (-JP-1112.
Following [ 101 we define the block set Q of an SQS(2p) by taking the r,-images of 1. blocks in the Carmichael QS(p f 1) which do not contain 00 2. the blocks {(l/k-l)),, (g/k-l)),,
O<k<(p-I)/2 3. the block ((4, lo, go, (g210).
If thereexists a ~(~,2j,2k+l)-set {B,:l<ii((p-7)/12j then weconstruct a parallel class containing the following (p -3)/2 blocks BiX (01, gB,X {O}, g2BiX (O), -Bix (11, -gBiX (11, -g2BiX (I},
and the following three edges
We now form p(p -1)/6 parallel classes from the images of the above class under the action of the permutations y(xi) = (o*"x+ c)~ with 0 < 2m < e and c E GF(p). This accounts for all the blocks in 1 and (p -1)/6 pure(O), pure(l), and mixed differences from the edge set. Note that the mixed differences all have the same quadratic character as -2.
The next base parallel class contains the following (p -1)/Z blocks . This accounts for all the blocks in 2, since it was shown in [lo] that the r,-orbits of these blocks are covered by these transformations. This group of parallel classes also covers (p -1)/2 mixed differences with the same quadratic character as 2 (since g + 1 = -g2 is a quadratic nonresidue). Hence these edges did not appear in the first group of parallel classes. The blocks in 3 are now included in parallel classes by the following strategy. Let IZ be a quadratic nonresidue in GF(p), and let do GF(p) have the properties that nd~~~, (d+ 1) mZrn, (d+ g) m2m, (d+g2) m2m, 0 < 2m <e are 4(p-1)/6 distinct members of GF(p) and, da2m, n(df 1) gZm, n(d+g) co2m, n(d+g2) co2m, 0 ,< 2m < e are also 4(p -1)/6 distinct members of GF(p). Then the blocks 0 6 2m < e, form a partial parallel class which can be completed by a l-factor of the remaining points in X using edges whose differences have not appeared in any of the previous parallel classes. This parallel class is used to generate p further parallel classes by the transformations y(x,) = (X + c)~ c E GF(p).
Finding the constants n and d and a l-factor with the appropriate properties was done by hand in the case p = 43. In the cases where PE (127, 199, 223, 271, 10631, GF(p) has the property that 2 is a quadratic residue. In this case we can take n = -1 and d = 1 and the l-factor can be explicitly constructed as the edges To match this set of parallel classes we note that there is a unique quadratic residue m2' with the property that )c?t+e-mzrl= 12(g2 -1)1. Now constructing the first set of parallel classes using a p(p, 2t, 2k + I)-set guarantees that the pure differences used are all distinct. In the Appendix we give examples of such sets.
The remaining parallel classes in the augmented resolvable quadruple system are a l-factorization of the graph with edge set consisting of all edges whose differences have not appeared so far. If this graph contains m mixed differences, u pure(@) and u pure( 1) differences where m > U, then the graph consists of m -u edge disjoint one-factors and u edge disjoint generalized Petersen graphs, each of which has a l-factorization by a result of Castagna and Prins 141.
We now give an example of the 4p construction with p = 19, in order to clarify the details of the construction and to prove the existence of an RSQS(76 [8] ).
The existence of this design was first proved in the thesis [12] , but has not appeared in print elsewhere.
Using the primitive root o = 2 of GF (19) Taking the images of this parallel class under the action of the permutations y(x,) = (mx+ c)~ with m= 1,4, 16 and c~GF(l9) gives 3.19 parallel classes covering all the blocks in 1, and edges with pure differences 1,4, 3 and mixed differences 9, 17, 11.
The second base parallel class is as follows: Taking the images of this parallel class under the action of the permutations y(x,)= (mx+ c)~ with m = 1, 4, 16, 7, 9, 17, 11, 6, 5 ( i.e., m a quadratic residue) and CE GF(19) gives 9.19 parallel classes covering all the blocks in 2, and edges with mixed differences 12, 10, 2, 8, 13, 14, 18, 15, 3 (the non-residues). We now form the third base parallel class as described above with n = -1 and d = 5. The edges were constructed by hand: (5 Taking the images of this parallel class under the action of the permutations y(x,) = (x + c)< with c E GF( 19) gives 19 parallel classes covering all the blocks in 3, and edges with pure differences 5, 6 and mixed differences 6, 16, 4. The remaining edges with pure differences 2, 7, 8, 9 and mixed differences 0, 1, 5, 7 form four edge disjoint generalized Petersen graphs and thus can be divided into 12 further parallel classes.
To demonstrate the existence of an RSQS(76 [8] ) it is sufficient (by Corollary 6.2 of [ 113) to construct an augmented resolvable system of order 38 with an augmented resolvable subsystem of order 4. Note that the image of the second base parallel class under the action of y(x,) = 7~~ contains the block (3,, lo,, lo,, 17r) . To complete the subsystem on these points we reserve the pure differences 2, 7, the mixed differences 0, 7, and we break up the image of the second base parallel class under y(x,)= (17x+ 17); (shown below) which contains the edge (3,, 17,}, (4 These blocks and edges can be redistributed into the seven parallel classes shown below: To complete the basis for the induction it remains to construct an RSQS(52 [16] ). This is done using a variant of the construction given in [ll] to prove Theorem 1.1.
Let (X, Q, P,,,) be an RSQS(20 [8] ), where x= @o, 001, a,, a3) uZ,, and such that the block {coo, ml, co2, 60~) is contained in P,. Further let the resolvable subsystem of order 8 have point set E = (0, 2, 4, 6, 8, 10, 12, 14) and let its blocks be included in the parallel classes P,, P,,..., Pg. Any RSQS(20 [8] )
can be labelled in this manner.
Let x'= (co,, oo,, co2, 00~ > u (Z16 x Z,) and define the embeddings /ii: X -+ X' as in the Section 2. We shall construct an RSQS(52[ 161) (X', Q', P;), where the resolvable subsystem has point set E x (0, 11. We use the i-factorization of G(16, (2,4, 6, 81) and the Latin square Im.k of side 8 with a subsquare of side 4 given below. We now define the parallel classes in Is>, and thus implicitly defining the blocks in Q'. Let Pb = UPO) u A(P,) " UPO).
For i E 2, and j = 1, 2,..., 56 we initially define P; to contain the 5 blocks in Ai and 8 blocks of the form (Xi+r,Yi+i, z~+~, ti+2). Let Bj,,,.,k be the block (xi+,, yi, 1, zi+2, ti+2}, where (x, JJ> is the kth member of F,, and {z, t} is the Z,,,th member of F,, ( By a case analysis similar to that of Section 2 and that given in [ 111, it can be verified that (X', Q', &) is indeed an RSQS(52 [16] ), with a subsystem of order 16 embedded as described above. 
