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ON THE CHARACTERIZATION OF THE SPACE OF DERIVATIONS
IN EVOLUTION ALGEBRAS
YOLANDA CABRERA CASADO, PAULA CADAVID, MARY LUZ RODIN˜O MONTOYA,
AND PABLO M. RODRIGUEZ
Abstract. We study the space of derivations for some finite-dimensional evolution algebras,
depending on the twin partition of an associated directed graph. For evolution algebras with
a twin-free associated graph we prove that the space of derivations is zero. For the remaining
families of evolution algebras we obtain sufficient conditions under which the study of such
a space can be simplified. We accomplish this task by identifying the null entries of the
respective derivation matrix. Our results suggest how strongly the associated graph’s struc-
ture impacts in the characterization of derivations for a given evolution algebra. Therefore
our approach constitutes an alternative to the recent developments in the research of this
subject. As an illustration of the applicability of our results we provide some examples and
we exhibit the classification of the derivations for non-degenerate irreducible 3-dimensional
evolution algebras.
1. Introduction
The evolution algebras became an interesting class of non-associative genetic algebras be-
cause of their many applications and connections to other areas of mathematics. The first
reference of a Theory of Evolution Algebras is due to Tian and Vojtechovsky, see [26], who
in 2006 state the first properties for these mathematical structures. Further on, Tian, in
his seminal work [24], gave an interesting correspondence between this and other subjects
of mathematics like, for example, the Theory of Discrete-time Markov Chains. We refer
the reader to [2–11, 14–16, 22, 25] and references therein for an overview of recent results,
applications, and interesting open problems.
In order to state the first definitions let Λ := {1, . . . , n}. An n-dimensional K-algebra is
called an evolution algebra if it admits a basis B = {ei}i∈Λ such that ei · ej = 0 whenever
i 6= j. A basis with this property is known as natural basis. The scalars ωij ∈ K such that
e2i = ei · ei =
∑
k∈Λ
ωikek
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2are called the structure constants of A relative to B and the matrix MB = (ωik) is called the
structure matrix of A relative to B. Our purpose is to study the derivations of an evolution
algebra. Given an (evolution) algebra A, a derivation of A is a linear map d : A → A such
that
d(u · v) = d(u) · v + u · d(v),
for all u, v ∈ A. The space of all derivations of the (evolution) algebra A is denoted by
Der(A). In [24] it is observed that a linear map d such that d(ei) =
∑n
k=1 dikek is a derivation
of the evolution algebra A if, and only if, it satisfies the following conditions:
ωjkdij + ωikdji = 0, for i, j, k ∈ Λ such that i 6= j, (1)
n∑
k=1
ωikdkj = 2ωijdii, for i, j ∈ Λ, (2)
where MB = (ωij) is the structure matrix of A relative to a natural basis B. Therefore,
(1) and (2) are the starting point whether one want to obtain a description of the space of
derivations of an evolution algebra A. We point out that such a space is a Lie algebra which
may be used as a tool for studying the structure of the original algebra. For some genetic
algebras, the space of all the derivations has already been described in [12, 13, 17–20, 23]. In
the particular case of an evolution algebra, a complete characterization of such space is still
an open question. We recommend to the reader the references [1,6,8,9,15,21] for a good idea
of the existing results about this topic.
In [8] the authors prove that the space of derivations of n-dimensional complex evolution
algebras with non-singular matrices is zero, and they describe the space of derivations of
evolution algebras with matrices of rank n − 1. In [15] the authors extend the description
of the derivations of evolution algebras with non-singular matrices to the case of fields with
any characteristic. Although the approaches considered in [1, 6, 9] are different, they provide
a useful contribution to the field. While [9] gives a complete characterization for the space
of derivation on two-dimensional evolution algebras, and [1, 21] consider the case of three-
dimensional solvable and finito-dimensional nilpotent evolution algebras, [6] do it for the case
of evolution algebras associated to graphs. We point out that the later includes examples of
algebras with singular matrices with any rank so they arguments can be seen as an alternative
to the ones developed by [8,15]. Indeed the approach stated in [6] rely only on the structural
properties of the considered graph. In this work we extend this approach to study the
derivations of a given evolution algebra. We accomplish this task by exploring the fact that,
as pointed by [14], any evolution algebra induces a directed graph. Moreover, we illustrate the
applicability of our approach by characterizing the derivations of non-degenerate irreducible
3-dimensional evolution algebras.
The paper is organized as follows. In Section 2 we review some of the standard notation
of Evolution Algebras and Graph Theory, we state our main results, and we illustrate their
applicability through examples. Section 3 is devoted to the statement of auxiliary results and
the proofs of our main theorems.
32. Main results
2.1. Preliminary definitions and notation. In order to present our results we start with
basic definitions and notation for directed graphs appearing in [2]. A directed graph is a
4-tuple E = (E0, E1, sE, rE) where E
0, E1 are sets and sE , rE : E
1 → E0 are maps. The
elements of E0 are called the vertices of E and the elements of E1 the arrows or directed
edges of E. For f ∈ E1 the vertices r(f) and s(f) are called the range and the source of f ,
respectively. If E0 and E1 are both finite we say that E is finite. A v ∈ E0 is called sink if
it verifying that s(f) 6= v, for every f ∈ E1. A path or a path from s(f1) to r(fn) in E, µ, is
a finite sequence of arrows µ = f1 . . . fn such that r(fi) = s(fi+1) for i ∈ {1, . . . , (n− 1)}. In
this case we say that n is the length of the path µ and denote by µ0 the set of its vertices,
i.e., µ0 := {s(f1), r(f1), . . . , r(fn)}. Let µ = f1 . . . fn be a path in E. If |µ| = n ≥ 1, and if
v = s(µ) = r(µ), then µ is called a closed path based at v. If µ = f1 . . . fn is a closed path
based at v and s(fi) 6= s(fj) for every i 6= j, then µ is called a cycle based at v or simply
a cycle. A cycle of length 1 will be said to be a loop. Given a finite graph E, its adjacency
matrix is the matrix AdE = (aij) ∈ Z
(E0×E0) where aij is the number of arrows from i to j.
There are several ways to associate a graph to an evolution algebra (see [2, 14]). We
consider the directed graph described in [2] as follows. Given a natural basis B = {ei}i∈Λ of
an evolution algebra A and its structure matrix MB = (ωij) ∈ MΛ(K), consider the matrix
P = (aij) ∈ MΛ(K) such that aij = 0 if ωij = 0 and aij = 1 if ωij 6= 0. The graph associated
to the evolution algebra A (relative to the basis B), denoted by EBA (or simply by E if the
algebra A and the basis B are understood) is the directed graph whose adjacency matrix is
given by P = (aij).
Example 2.1. Let A be an evolution algebra with natural basis B = {e1, e2, e3} such that
e21 = 2e1 + e2,
e22 = −e1 + 3e3,
e23 = 3e3.
The associated directed graph is given in Figure 2.1.
1 2 3
Figure 2.1. Associated directed graph of the evolution algebra of Example 2.1.
The underlying graph of the directed graph G is the a graph which is obtained from G after
forgetting the orientation of their arrows. A directed graph G is connected if their underlying
graph is connected. On the other hand, an evolution algebra A is reducible if there exist
two nonzero ideals I and J such that A = I ⊕ J . In other case, it is called irreducible. An
evolution algebra A is non-degenerate if there is a natural basis B such that e2i 6= 0 for all
ei ∈ B. In general, the connectivity of the graph associated to an evolution algebra depends
4on the chosen natural basis, as [14, Example 2.5] shows. It is well-known by [14, Lemma
2.7] the fact that a given algebra is non-degenerate does not depend on the chosen natural
basis. Connectedness is related to irreducibly by [14, Proposition 2.8] which states that a
finite non-degenerate evolution algebra A with a natural bases B is irreducible if, and only
if, the associated graph EBA is connected.
The following definitions can be found in [2, Definition 3.1], but we include them here
for the sake of completeness. Let B = {ei}i∈Λ and MB = (ωij) be, respectively, a natural
basis and the structure matrix relative to B of an evolution algebra A. For any i0 ∈ Λ,
the first-generation descendants of i0 is the set given by D
1(i0) := {k ∈ Λ : ωi0k 6= 0} . In
addition, given a subset U ⊆ Λ, we let D1(U) := {j ∈ Λ : j ∈ D1(i) for some i ∈ U}. If
E = (E0, E1, r, s) is the graph associated to A, observe that
D1(i0) = {k ∈ Λ : ∃f ∈ E
1 | s(f) = vi0 , r(f) = vk},
with vi0 , vk ∈ E
0.
By analogy with Graph Theory we define the following notions. Let A be an evolution
algebra with natural basis B and let i, j ∈ Λ. We say that i and j are twins relative to B if
D1(i) = D1(j). If A has no twins relative to B, that is, if
for all i, j ∈ Λ, i 6= j, D1(i) 6= D1(j),
then we say that A is twin-free relative to B (see Example 2.1). We notice that by defining
the relation ∼tB on the set of indices Λ by i ∼tB j whether i and j are twins relative to B, then
∼tB is an equivalence relation. An equivalence class of the twin relation ∼tB is referred to as a
twin class relative to B. In other words, the twin class of a index i is the set {j ∈ Λ : i ∼tB j}.
The set of all twin classes relative to B of Λ is denoted by ΠB(Λ) and it is referred to as the
twin partition relative to B of Λ. These definitions depend on the chosen natural basis as the
following example shows.
Example 2.2. Let A be an evolution algebra with natural basis B = {e1, e2, e3} such that
e21 = e2,
e22 = e3,
e23 = e3.
In this natural basis we have D1(1) = {2}, and D1(2) = D1(3) = {3}. Then ΠB(Λ) =
{{1}, {2, 3}}. Now consider a new natural basis given by B′ = {f1, f2, f3} with f1 = e1,
f2 = e2 − e3 and f3 = e2 + e3. In the basis B
′ we have D1(1) = D1(2) = D1(3) = {2, 3}
so ΠB′(Λ) = {{1, 2, 3}}. In Figure 2.2 we represent the associated graphs for this evolution
algebra.
2.2. Characterization of the space of derivations. We focus on non-degenerate irre-
ducible evolution algebras with finite dimension. In other words, we consider evolution alge-
bras such that their associated graph is finite, connected and without sinks. As mentioned
before, our aim is to study the space of derivations. In the rest of the paper we shall assume
that A is a n-dimensional K-evolution algebra with char(K) = 0. We denote the associated
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(a) Associated directed graph of the
evolution algebra relative to B
1 2 3
(b) Associated directed graph of the
evolution algebra relative to B′
Figure 2.2. Associated directed graphs of the evolution algebra of Example 2.2 according
to the chosen basis.
graph to A by E = (E0, E1, r, s), so |E0| = n. We suppose that d ∈ Der(A) is such that
d(ei) =
n∑
k=1
dikek, (3)
with dik ∈ K for every i, k ∈ Λ.
Proposition 2.3. Let A be an n-dimensional evolution algebra with a natural basis B =
{ei}i∈Λ and structure matrix (ωij). If d ∈ Der (A), then d satisfies the following conditions:
(i) If i, j ∈ Λ, i 6= j, and D1(i) ∩D1(j) 6= ∅ then
dij = −
ωik
ωjk
dji, for k ∈ D
1(i) ∩D1(j).
(ii) If i, j ∈ Λ, i 6= j, and D1(i) ∩ (D1(j))
c
6= ∅ then dji = 0.
(iii) If A is non-degenerate then for every i, j ∈ Λ, i 6= j with D1(i) ∩D1(j) = ∅ we have
dij = dji = 0.
(iv) For any i ∈ Λ, we have
∑
k∈D1(i)
ωikdkj =
{
0, if j /∈ D1(i),
2ωijdii, if j ∈ D
1(i).
Proof. In order to prove (i) consider i, j ∈ Λ, with i 6= j, such that D1(i) ∩ D1(j) 6= ∅, and
let k ∈ D1(i) ∩D1(j). Then ωik 6= 0 and ωjk 6= 0. Therefore condition (1) implies
dij = −
ωik
ωjk
dji.
Analogously, assume now that for some i, j ∈ Λ we have D1(i) ∩ (D1(j))
c
6= ∅, and let
k ∈ D1(i) ∩ (D1(j))
c
. This means that ωik 6= 0 while ωjk = 0. This implies, by (1), that
dji = 0 and the proof of (ii) is completed. Item (iii) is a consequence of (ii) and A is non-
degenerate since D1(i) ∩ D1(j) = ∅ implies D1(i) ∩ (D1(j))
c
6= ∅ and D1(j) ∩ (D1(i))
c
6= ∅.
Finally, item (iv) may be obtained by observing in (2) that for any i ∈ Λ, ωik 6= 0 if and only
if, k ∈ D1(i).

Corollary 2.4. Let A be an n-dimensional evolution algebra with a natural basis B = {ei}i∈Λ.
Let d ∈ Der (A). If dij = 0 and i ∼tB j then dji = 0.
6Proof. The proof is straightforward from Proposition 2.3(i). 
Lemma 2.5. Let A be a non-degenerate n-dimensional evolution algebra with a natural basis
B = {ei}i∈Λ and structure matrix MB = (ωij). Let d ∈ Der (A). If dij = dji = 0 for any
i, j ∈ Λ, i 6= j, then dii = 0 for any i ∈ Λ.
Proof. Let i ∈ Λ such that dii 6= 0. If j ∈ D
1(i) applying Proposition 2.3(iv) we have that
2ωijdii =
∑
k∈D1(i)
ωikdkj = ωijdjj.
Therefore
2dii = djj, for j ∈ D
1(i). (4)
Now, we will see that a directed graph E that has no sinks contains at least one cycle.
Indeed, let u1 ∈ E
0 an arbitrary vertex. If there exists an arrow g ∈ E1 such that s(g) =
r(g) = u1 then we get the desired result. On the contrary, since u1 is not a sink, there exist
a vertex u2 ∈ E
0 \ {u1} and arrow f1 such that s(f1) = u1 and r(f1) = u2. Now, reasoning
in the same way with u2, we get that there exist either a cycle of length 1, a cycle of length
2 or there exist a vertex u3 ∈ E
0 \ {u1, u2} and an arrow f2 ∈ E
1 such that s(f2) = u2 and
r(f2) = u3. Since the algebra has dimension n, we iterate this process at most (n− 1) times
and either we have a cycle or we have a path f1f2 . . . fn−1 that contains n different vertices
{u1, . . . , un}. Since un is not a sink, necessarily there exist a vertex ui ∈ E
0 and an arrow fn
such that s(fn) = un and r(fn) = ui. Therefore, in any case, we get a cycle.
Let c1, . . . , cs be the cycles of E and c
0
1, . . . , c
0
s the set of vertices of such cycles, that is
c0i = {vi1 , . . . , viti} with vij ∈ E
0 for every i ∈ {1, . . . , s} and j ∈ {1, . . . , ti}. For j ∈
{1, . . . , (ti − 1)} and i ∈ {1, . . . , s} we have that ij+1 ∈ D
1(ij) and i1 ∈ D
1(iti) then by (4)
2dijij = dij+1ij+1 and 2dijij = dij+1ij+1.
Therefore, dijij = 0 for all j ∈ {1, . . . , ti} and i ∈ {1, . . . , s}. Suppose that there exists a
vertex vk such that vk ∈ E
0 \ (∪si=1c
0
i ). Since vk is not a sink there exist an i0 ∈ {1, . . . , s}
and h ∈ {1, . . . , ti0} with vi0h ∈ c
0
i0
and a path µ with µ0 = {vk, vk1, . . . , vkl, vi0h} such that
vki ∈ E
0 \ (∪si=1c
0
i ) for all i ∈ {1, . . . , l}. Since di0h i0h = 0 then dkiki = 0 for all i ∈ {1, . . . , l}
and therefore dkk = 0.

Lemma 2.6. Let A be a non-degenerate n-dimensional evolution algebra with a natural basis
B = {ei}i∈Λ and structure matrix MB = (ωij). Let d ∈ Der (A). If dij 6= 0 for i, j ∈ Λ, i 6= j
then i ∼tB j.
Proof. Let i, j ∈ V , i 6= j such that dij 6= 0. By Proposition 2.3 (iii) we have that D
1(i) ∩
D1(j) 6= ∅ then by Proposition 2.3 (i) we have that
dji = −
ωjk
ωik
dij 6= 0 for k ∈ D
1(i) ∩D1(j).
Then, by Proposition 2.3 (ii),
D1(i) ∩
(
D1(j)
)c
= ∅ and D1(j) ∩
(
D1(i)
)c
= ∅.
Therefore, D1(i) = D1(j). 
7Theorem 2.7. Let A be an irreducible non-degenerate n-dimensional evolution algebra. Let
B = {ei}i∈Λ be a natural basis of A with structure matrix MB = (ωij), and let d ∈ Der (A).
If A is twin-free relative to B, then d = 0.
Proof. Let d ∈ Der (A). Since A is twin-free relative to B we have that i 6∼B j for any
i, j ∈ Λ, with i 6= j. This in turns implies, by Lemma 2.6, dij = dji = 0, for any i, j ∈ Λ,
with i 6= j. Therefore, by Lemma 2.5 we conclude d = 0.

The previous theorem give us a first taste of how strongly the associated graph’s structure
impacts in the existence, or not, of non-zero derivations for a given evolution algebra. The
theorem gains in interest if we realize that it provides a simple criterion for the identification
of evolution algebras for which the only derivation is the null map. Moreover, it provides
an alternative to previous analysis related in the literature about this topic. For the sake of
comparison we illustrate the applicability of Theorem 2.7 with some examples.
Example 2.8. Consider the evolution algebra A with natural basis B = {e1, e2, e3, e4, e5}
such that
e21 = e1 + 2 e2 + e4 − e5,
e22 = −3 e1 + 3e3 + 2 e5,
e23 = e2 + e4 − 3 e5,
e24 = −2 e3 + e1 + e4 + e5,
e25 = −e1 + e2 + 2 e3 − 5 e4,
It is not difficult to see that the associated graph (see Figure 2.3(a)) is twin-free relative to
B. In this case, D1(1) = {1, 2, 4, 5}, D1(2) = {1, 3, 5}, D1(3) = {2, 4, 5}, D1(4) = {1, 3, 4, 5}
and D1(5) = {1, 2, 3, 4}. Therefore, Theorem 2.7 implies that if d ∈ Der (A) then d = 0.
Notice that the same result may be obtained as a consequence of [8, Theorem 2.1] or [15,
Theorem 4.1(1)] since the structure matrix is a non-singular matrix.
Example 2.9. Consider the evolution algebra A with natural basis B = {e1, e2, e3, e4} such
that
e21 = e1 + e2,
e22 = e2 + e4,
e23 = e1 + 2e2 + e4,
e24 = e1 − e4.
Note that A is twin-free relative to B since D1(1) = {1, 2}, D1(2) = {2, 4}, D1(3) =
{1, 2, 4} and D1(4) = {1, 4}. Therefore, Theorem 2.7 implies that d = 0 for all d ∈ Der (A).
Contrary to what happens in Example 2.8 we cannot apply results from [8, 15] because this
case is an example of an n-dimensional evolution algebra whose structure matrix has rank
n − 2; which is a case not covered by those works. Observe that since A is a 4-dimensional
evolution algebra, it is not nilpotent, and since there exists ωij 6∈ {0, 1} we cannot apply the
results from [1, 6, 9, 21] neither.
85
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(a) Associated graph for the evolution al-
gebra of Example 2.8
1 2 3 4
4
(b) Associated graph for the evolution algebra of Ex-
ample 2.9.
Figure 2.3. Associated twin-free graphs of evolution algebras.
We emphasize that, given an evolution algebra, the twin partition of its associated graph
plays an important role in the description of its space of derivations. Our approach extends
the one developed by [6] for the particular class of evolution algebras associated to graphs.
Our next task is to explore derivations of those evolution algebras with at least one twin class
with more than one vertex.
Theorem 2.10. Let A be a non-degenerate n-dimensional evolution algebra. Let B = {ei}i∈Λ
be a natural basis of A with structure matrixMB = (ωij)i,j∈Λ, and let ΠB(Λ) = {T1, T2, . . . , Tk}
be the twin partition of Λ relative to B, with k ∈ {1, . . . , n}. If d ∈ Der (A), then
d = A1 ⊕ A2 ⊕ · · · ⊕ Ak,
where Ai is a |Ti|-dimensional square matrix, for i ∈ {1, . . . , k}.
Proof. It is enough to show that dij = 0 provided i, j belong to different twin classes. This
is a consequence of Lemma 2.6 because by taking i, j ∈ Λ, i 6= j, such that i 6∼B j then
dij = dji = 0. Thus one can identify each matrix with a twin class after a suitable ordering
of the generators index set.

The principal significance of Theorem 2.10 is in the assertion that the derivations of an
evolution algebra are strongly related to the twin partition of its associated directed graph.
It claims that the induced matrix of a derivation is the direct sum of matrices induced by the
twin classes of the respective graph. This is one step in the direction of a generalized version
of Theorem 2.6 in [6]. However, it is worth pointing out that, while in [6] the twin classes of at
most two vertices induce only null matrices, here we could have a non-zero matrix associated
to such twin classes.
9Example 2.11. Let A be an evolution algebra with natural basis B = {e1, e2, e3} such that
e21 = e3,
e22 = −e3,
e23 = e1 + e2.
In this natural basis we have that D1(1) = D1(2) = {3} and D1(3) = {1, 2}. Then
ΠB(Λ) = {T1, T2}, where T1 = {1, 2}, T2 = {3}, and it is not difficult to see that
d =

1 3 03 1 0
0 0 2


belongs to Der (A). Therefore this is an example of evolution algebra with twin classes of
size at most two and such that d = A1 ⊕ A2 with A1 6= 0 and A2 6= 0.
From now on we shall investigate the behavior of the matrices appearing in Theorem 2.10.
2.3. The null entries of a derivation matrix when restricted to a twin class. As we
shall see later, to know that some elements in the matrix representation of a given derivation
are equal to zero allow us to have some information about the remaining elements. Let us
start with some general conditions for a given pair i, j ∈ Λ to guarantee dij = 0. Then we
restrict our attention to those elements inside a given twin class.
Proposition 2.12. Let A be a n-dimensional evolution algebra with a natural basis B =
{ei}i∈Λ and structure matrix MB = (ωij). Let d ∈ Der (A) and consider i, j ∈ Λ, with i 6= j.
Assume that |D1(i)| ≥ 2 and that there exist k, ℓ ∈ D1(i) such that
det
(
ωik ωjk
ωiℓ ωjℓ
)
6= 0.
Then dij = dji = 0.
Proof. Assume |D1(i)| ≥ 2 and note that k, ℓ ∈ D1(i) implies by Proposition 2.3(i) that
dij = −
ωik
ωjk
dji, and dij = −
ωiℓ
ωjℓ
dji.
This in turns implies
(ωikωjℓ − ωiℓωjk)dji = 0,
so by hypothesis we obtain dji = 0 and again by Proposition 2.3(i) we have dij = 0. 
Proposition 2.13. Let A be a n-dimensional evolution algebra with n ≥ 3. Let B = {ei}i∈Λ
be a natural basis of A with structure matrix MB = (ωij), and let d ∈ Der (A). Consider
i, j ∈ Λ, with i 6= j. If (∑
k∈Λ
ω2ik
)(∑
k∈Λ
ω2jk
)
−
(∑
k∈Λ
ωikωjk
)2
6= 0, (5)
then dij = dji = 0.
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Proof. Fix i, j ∈ Λ, with i 6= j. If we consider the homogeneous system ωjkdij + ωikdji = 0,
for k ∈ Λ, with variables dij then the system is an over determined system. By applying the
least-squares solution we get the homogeneous system
(djidij)


∑
k∈Λ
ω2ik
∑
k∈Λ
ωikωjk∑
k∈Λ
ωikωjk
∑
k∈Λ
ω2jk

 = 0
which has trivial solution provided its determinant is non-zero. 
Remark 2.14. Proposition 2.13 holds for evolution algebras of dimension three or higher.
In the case of a two-dimensional evolution algebra, the above proposition means as follows
if the evolution algebra is perfect, i.e., A = A2, then d12 = d21 = 0 being the natural basis
B = {e1, e2}.
Example 2.15. Let A be an evolution algebra and a natural basis B with product
e21 = (1/2)e1 − (1/4)e2,
e22 = −2e1 + e2,
e23 = 2e1 + e2.
Note that we have a unique twin class, that is, ΠB(Λ) = {T1}, where T1 = {1, 2, 3}. The
proposition above implies that d13 = d31 = d23 = d32 = 0, which simplifies the task of
calculating the derivations. Indeed, a straightforward calculation shows that the derivations
are given by 
 d11 −(1/2)d11 0−2d11 d11 0
0 0 0

 .
Notice that in the previous example we have a unique twin class. Moreover, observe that in
this example i ∈ D1(i) whether i ∈ {1, 2}, and we can write d = A1 = B1 ⊕B2 where the Bi
matrices are related to those vertices with and without loops in the associated directed graph,
respectively. This suggest that a good strategy to understand the behavior of the matrices Ai
in Theorem 2.10 could be focusing in the existence of loops in each directed graph associated
to each twin partition.
Proposition 2.16. Let A be an n-dimensional evolution algebra with a natural basis B =
{ei}i∈Λ. Let T be a twin class relative to B of Λ such that T = {i}, for certain i ∈ Λ. If
i ∈ D1(i) then dii = 0.
Proof. This is a direct consequence of Proposition 2.3(iv) and Lemma 2.6. Indeed, if we take
j = i we obtain, as i ∈ D1(i), the following expression:
ωiidii +
∑
k∈D1(i)∩T c
ωikdki = 2ωiidii,
but, Lemma 2.6 implies dki = 0 for any k ∈ T
c. Therefore, dii = 0. 
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From now on our approach is to subdivide a twin class into two disjoint sets formed by
those vertices with a loop (we use wl in the notation) and those vertices without a loop (we
use nl in our notation).
Proposition 2.17. Let A be an n-dimensional evolution algebra with a natural basis B =
{ei}i∈Λ. Let T be a twin class relative to B of Λ. Assume that T = T
wl ∪ T nl, where
T wl := {i ∈ T : i ∈ D1(i)} 6= ∅,
and T nl := T \ T wl. Also, assume that dij = 0 for any i, j ∈ T
wl, i 6= j. Then,
(i) dii = 0 for any i ∈ T .
(ii) if j ∈ T nl and i ∈ T wl we have∑
k∈T wl
wikdkj = 0.
In other words, if W (wl) := (wij)i,j∈T wl and D˜ := (dij)i∈T wl,j∈T nl then W
(wl)D˜ = 0.
(iii) If W (wl) = (wij)i,j∈T wl is a non-singular matrix, then dij = 0 for any i, j such that
i ∈ T wl or j ∈ T wl.
Proof. Let us prove (i). We consider two separate cases.
Let i ∈ T wl. Then, Proposition 2.3 (iv) (by assuming j = i) implies that
2wiidii =
∑
k∈D1(i)
wikdki =
∑
k∈D1(i)∩T
wikdki +
∑
k∈D1(i)∩T c
wikdki.
But ∑
k∈D1(i)∩T
wikdki =
∑
k∈T wl
wikdki,
while ∑
k∈D1(i)∩T c
wikdki = 0,
because k ∈ D1(i) ∩ T c and i belong to different twin classes, so dki = 0. Then, we conclude
that
2wiidii =
∑
k∈T wl
wikdki = wiidii,
because we are assuming dki = 0 whether k, i ∈ T
wl, k 6= i. Then dii = 0.
Let i ∈ T nl. Proposition 2.3 (iv) (by assuming j ∈ T wl) implies that
2wijdii =
∑
k∈D1(i)
wikdkj =
∑
k∈D1(i)∩T
wikdkj +
∑
k∈D1(i)∩T c
wikdkj.
In this case, we obtain reasoning as before
2wijdii =
∑
k∈T wl
wikdkj = wijdjj +
∑
k∈T wl,k 6=j
wikdkj = wijdjj = 0,
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where djj = 0 because of the previous case. So dii = 0.
Now let us consider (ii). Take i ∈ T wl and j ∈ T nl. We apply Proposition 2.3 (iv) to obtain∑
k∈D1(i)
wikdkj = 2wijdii = 0.
Then
0 =
∑
k∈D1(i)
wikdkj =
∑
k∈D1(i)∩T
wikdkj +
∑
k∈D1(i)∩T c
wikdkj =
∑
k∈T wl
wikdkj,
and the proof is complete. We note that condition (ii) may be written in matricial form. The
result is the statement of condition (iii).

Example 2.18. Let A an evolution algebra with product
e21 = e1 − e2 + e3,
e22 = e1 + e2 − e3,
e23 = e1 + e2 − e3,
e24 = −e1 − e2 + e3,
and let d ∈ Der(A). We point out that the structure matrix has range 2 so it is not
covered by [8, 15]. Note that this case is not covered by [1, 5, 9, 21] neither. Here we have
ΠB(Λ) = T , where T = {1, 2, 3, 4}. Moreover, T
wl = {1, 2, 3} and T nl = {4}, and we can
apply Proposition 2.13 to conclude that d14 = d41 = 0 and dij = dji = 0 provided i, j ∈ T
wl,
i 6= j. Then Proposition 2.17(i) implies dii = 0 for any i ∈ T . Finally, Proposition 2.17(ii)
and (1) implies that d is equal to 

0 0 0 0
0 0 0 d24
0 0 0 d24
0 d24 d24 0

 .
Example 2.19. Consider the evolution algebra A with natural basis B = {e1, e2, e3, e4, e5}
such that
e21 = e1 + 2 e2 + 3 e3,
e22 = e1 + e2 + 3 e3,
e23 = 2 e1 + e2 + e3,
e24 = −2 e1 + e2 − e3,
e25 = e1 + e2 + e3.
This is another example of n-dimensional evolution algebra whose structure matrix has rank
equals to n−2. Therefore, the results in [8,15] does not apply, and the results in [6,9] neither.
Here we have ΠB(Λ) = T with T
wl = {1, 2, 3} and T nl = {4, 5}. By Proposition 2.13 we
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have dij = 0 provided i, j ∈ T
wl, i 6= j. In addition, by Proposition 2.17(iii) we conclude that
dij = 0 provided i or j belongs to T
wl. In fact, note that
W (wl) =

1 2 31 1 3
2 1 1

 ,
is a non-singular matrix. Finally, Proposition 2.12 allows to conclude that dij = 0 for i, j ∈ T
nl
and therefore if d ∈ Der(A) then d = 0.
Lemma 2.20. Let A be a non-degenerate n-evolution algebra with a natural basis B = {ei}i∈Λ
and structure matrix MB = (ωij). Suppose that there exists a twin class T such that T
wl = ∅.
Let i ∈ T and suppose that for every j1, j2 ∈ D
1(i), Tj1 6= Tj2. Moreover, we assume that
djj = 0 for certain j ∈ D
1(i). Then dii = 0 for every i ∈ T .
Proof. Note that dj1j2 = dj2j1 = 0 for every j1, j2 ∈ D
1(i) because j1 ≁tB j2. On the other
hand, by Proposition 2.3(iv) we have that∑
k∈D1(i)
ωikdkj = 2ωijdii
which implies that ωijdjj = 2ωijdii since dkj = 0 if k 6= j. Finally, as djj = 0 we get that
dii = 0 for every i ∈ T . 
Lemma 2.21. Let A be an n-evolution algebra with a natural basis B = {ei}i∈Λ and structure
matrix MB = (ωij). Suppose that there exists a twin class T and an element i ∈ T such that
D1(j) = {i} for every j ∈ T . Then dij = dji = dii = djj = 0 for every j ∈ T .
Proof. Let j ∈ T \ {i}. Note that j ∈ T nl and i ∈ T wl. By Proposition 2.17 we get ωiidij = 0
therefore dij = 0. By Corollary 2.2, dji = 0. Moreover, by (2), wiidii = 2ωiidii so dii = 0.
Again, by (2), ωjidii = 2ωjidjj then djj = 0.

Lemma 2.22. Let A be an n-evolution algebra with a natural basis B = {ei}i∈Λ and structure
matrix MB = (ωij). Let T be a twin class relative to B and we consider the set D
1(T ).
Suppose that there exists k ∈ Λ such that D1(k) ∩ T = {j} for certain j ∈ T . Then
djl = dlj = 0 for every l ∈ T \ {j}.
Proof. Let T be a twin class and k ∈ Λ which verifies D1(k) ∩ T = {j}. By (2), ωkjdjl =
2ωkldkk for every l ∈ T because djl = 0 for every l ∈ T
c (see Lemma 2.6) andD1(k)∩T = {j}.
If l ∈ T \{j} then ωkjdjl = 0. Therefore djl = 0. Moreover, by Lemma 2.2 we get dlj = 0. 
Lemma 2.23. Let A be an evolution algebra with a natural basis B = {ei}i∈Λ and structure
matrix MB = (ωij). Let T be a twin class relative to B and we consider k ∈ D
1(T ). Suppose
that D1(k) ⊆ T ∪ {k}. Moreover, we suppose that dsk = dks = 0 for every s ∈ D
1(T ) \ {k}.
If D1(T ) ∩ T = {i, j} for certain i, j ∈ T with i, j 6= k then dji = dij = dii = djj = dkk = 0.
Proof. First, we will see that dkk = 0. Note that k ∈ T
c. By (2) and D1(k) ⊆ T ∪ {k} we
have that ∑
h∈T
ωkhdhk + ωkkdkk = 2ωkkdkk.
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Applying Lemma 2.6 we get that dkk = 0. If we consider the descendants of i and (2) we get
that ∑
h∈D1(T )\{k}
ωihdhk + ωikdkk = 2ωikdii
. Since dkk = 0 this implies that dii = 0. Similarly, djj = 0. On the other hand, again by (2)
ωiidii + ωijdji +
∑
h∈T c
ωihdhi = 2ωiidii.
But dhi = 0 for every h ∈ T
c applying Lemma 2.6 and dii = 0 therefore dji = 0 and by
Lemma 2.2 dij = 0. 
3. Derivations of non-degenerate irreducible 3-dimensional
evolution algebras
In this section we apply our results to identify the derivations of any non-degenerate and
irreducible 3-dimensional evolution algebra. In order to accomplish this task we consider such
an evolution algebra, and we consider its associated directed graph. We know from [14] that
any evolution algebra with a given natural basis induces a unique directed graph. Moreover,
our results show how strong is the connection between the structure of such associated graph
and the derivations of the considered evolution algebra. As we state in Theorem 2.7 if the
graph is twin-free then the only derivation is the null map. Thus we will focus our attention
in studying those cases where the associated graph is not twin-free. Since we have only 3
vertices, the only possibilities are that we have a twin class with three or with two elements.
The table below shows the associated graph and the derivations of the corresponding 3-
dimensional evolution algebras depending on the number of the non-zero entries in its struc-
ture matrix i.e., the number of arrows in the associated graph. For each case we identify the
elements, and the descendants, in the biggest twin class.
Section 2.3 summarize many sufficient conditions to guarantee the existence of null elements
in the derivation matrix of a given evolution algebra. In what follows we shall see that through
a suitable application of these results we can identify many cases of evolution algebras which
the only derivation is the null map.
Indeed, those evolution algebras of type 2, 4, 5 and 6 have derivations zero as a consequence
of Lemma 2.21, Lemma 2.6, Lemma 2.2 and Lemma 2.5, in that order. On the other hand,
the evolution algebras associated to the types 17 and 21 have derivations zero by Lemma
2.23. Also, notice that any evolution algebra of type 3, 8 to 12, 14, 15, 16, 18, 20 or 22 has
derivations equal to zero by Lemma 2.22, Lemma 2.6, Lemma 2.2 and Lemma 2.5, in that
order. On the other hand, the first column, the first row and the main diagonal of the
derivation matrix associated to the evolution algebras of type 1 is zero because of Lemma
2.21. Finally, the zeros in the derivation matrix associated to the evolution algebras of type
7 and 19 are consequence of Lemma 2.6.
We point out that after the application of our results the task of identifying derivations is
reduced to the study of only 5 from the 23 different evolution algebras whose directed graph
is not twin-free.
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Type Number of arrows Twin class: T D1(T ) Graph Derivation
1 3 {i, j, k} {i}
•i

•j
DD✠✠✠
•k
ZZ✻✻✻


0 0 0
0 0 djk
0 −
ωki
ωji
djk 0


2 3 {i, j} {i}
•i

•j
DD✠✠✠
•koo

0 0 00 0 0
0 0 0


3 3 {i, j} {k}
•i
✻
✻✻
•j 66 •k
ww

0 0 00 0 0
0 0 0


4 4 {i, j} {i} •i

•j
DD✠✠✠
•koo
ZZ✻✻✻

0 0 00 0 0
0 0 0


5 4 {i, j} {i} •i

•j
DD✠✠✠
•k ii
ZZ✻✻✻

0 0 00 0 0
0 0 0


6 4 {i, j} {i} •i

•j
DD✠✠✠
•koo ii

0 0 00 0 0
0 0 0


7 4 {i, j} {k}
•i
!!
•j 33 •k
tt
bb


dii
3ωkj
ωki
dii 0
3ωki
ωkj
dii dii 0
0 0 2dii


8 4 {i, j} {k}
•i
!!
•j // •k ii
bb

0 0 00 0 0
0 0 0


9 5 {i, j} {i, j} •i


•j
JJ
66 •k
ZZ✻✻✻

0 0 00 0 0
0 0 0


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Type Number of arrows Twin class: T D1(T ) Graph Derivation
10 5 {i, j} {i, k} •i
!!

•j //
DD✠✠✠
•k
bb

0 0 00 0 0
0 0 0


11 5 {i, j} {i, k} •i
✻
✻✻

•j 33
DD✠✠✠
•k
tt

0 0 00 0 0
0 0 0


12 5 {i, j} {i, k} •i
✻
✻✻

•j //
DD✠✠✠
•k ii

0 0 00 0 0
0 0 0


13 6 {i, j, k} {i, j} •i


•j
JJ
66 •koo
ZZ✻✻✻


dii
diiωij
ωii
dik
diiωii
ωij
dii −
dikωii
ωij
−
dikωki
ωii
dikωki
ωjj
dii


14 6 {i, j} {i, j} •i


•j
JJ
66 •koo ii

0 0 00 0 0
0 0 0


15 6 {i, j} {i, k} •i
!!

•j 33
DD✠✠✠
•k
tt
bb

0 0 00 0 0
0 0 0


16 6 {i, j} {i, k} •i
✻
✻✻

•j 33
DD✠✠✠
•k
tt
ii

0 0 00 0 0
0 0 0


17 7 {i, j} {i, j, k} •i
 ✻
✻✻

•j //
JJ
66 •k ii

0 0 00 0 0
0 0 0


18 7 {i, j} {i, j, k} •i
!!

•j //66
JJ
•k
bb

0 0 00 0 0
0 0 0


17
Type Number of arrows Twin class: T D1(T ) Graph Derivation
19 7 {i, j} {i, j} •i


•j
JJ
66 •k
ZZ✻✻✻
oo
ii


−
ωjjdij
ωii
dij 0
−
ωjidij
ωii
ωjidij
ωjj
0
0 0 0


20 7 {i, j} {i, k} •i
!!

•j 33
DD✠✠✠
•k ii
tt
bb

0 0 00 0 0
0 0 0


21 8 {i, j} {i, j, k} •i
!!

•j 3366
JJ
•k
tt
bb

0 0 00 0 0
0 0 0


22 8 {i, j} {i, j, k} •i
!!

•j //66
JJ
•k
bb
ii

0 0 00 0 0
0 0 0


23 9 {i, j, k} {i, j, k} •i
!!

•j 3366
JJ
•k
tt
bb
ii
See ∗
∗

−
(
ωjjdij
ωii
+
ωkkdik
ωii
)
dij dik
−
ωjjdij
ωij
−
(
ωjjdij
ωii
+
ωkkdik
ωii
)
−
(
ωjkdij
ωii
+
(ωjkωkk + ωjiωii)dik
ωiiωjj
)
−
ωkkdik
ωik
−ωjj
ωjk
(
ωjj
ωii
+
ωji
ωjj
)
dij −
ωkkdik
ωii
−
(
ωjjdij
ωii
+
ωkkdik
ωii
)


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