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Abstract
In this paper, we present new results for the synchronization and consensus of
networks described by Ito stochastic differential equations. From the method-
ological viewpoint, our results are based on the use of stochastic Lyapunov
functions. This approach allowed us to consider networks where nodes dynam-
ics can be nonlinear and non-autonomous and where noise is not just additive
but rather its diffusion can be nonlinear and depend on the network state. We
first present a sufficient condition on the coupling strength and topology ensur-
ing that a network synchronizes (fulfills consensus) despite noise. Then, we show
that noise can be useful, and present a result showing how to design noise so
that it induces synchronization/consensus. Motivated by our current research
in Smart Cities and Internet of Things, we also illustrate the effectiveness of our
approach by showing how our results can be used to analyze/control the onset
of synchronization in noisy networks and to study collective decision processes.
Keywords: Ito differential equations, Synchronization, Complex Networks
1. Introduction
Network control is of utmost importance in many application fields, ranging
from computer science to power networks, internet of things and systems biology
[1], [2]. In all such fields, the problem of steering the dynamics of network agents
towards a coordinated behavior is recognized as a fundamental network control
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problem, [3]. Synchronization and consensus are two examples where all the
agents of the network need to coordinate their actions in a decentralized way
so that they all converge to the same behavior, [4], [5], [6]. Consensus and
synchronization are also at the core of distributed optimization algorithms, see
e.g. [7], [8] and references therein, where a set of agents collaborates to minimize
a global cost function by only using some locally available information.
Over the past few years, several sufficient conditions have been devised ensur-
ing, under different technical assumptions, synchronization/consensus of com-
plex networks. However, an assumption that is often made in Literature is that
the network of interest is noise-free. This assumption is not realistic for most
real world applications of synchronization and consensus, where noise plays a
key role in destroying or generating those coordinated behaviors. Networks of
power generators communicating over transmission lines [6], neural networks
[9], distributed estimation [10] and cognitive processes [11] are all examples of
applications where noise cannot be neglected.
Motivated by this, the problem of controlling synchronization/consensus in
networks affected by noise has recently attracted many researchers. For exam-
ple, in [12] the consensus problem is studied when the information exchanged
among the network nodes is corrupted, while in [13] coupled drift-diffusion mod-
els are used to investigate the dynamics of collective decision making processes.
In all these papers, it is assumed that the noise affecting each node is additive
with constant diffusion rate and that the dynamics at the network nodes are
linear systems or integrators. Recently, an approach to study synchronization
in networks of nonlinear nodes subject to additive noise has been presented in
[14]. However, the key idea behind the methodology presented in this paper
is to recast synchronization as a stochastic optimization problem and rely on
numerical methods to solve it.
In this paper, we present new algebraic sufficient conditions ensuring that
synchronization/consensus is attained for a given network. We will consider
a wide class of networks relevant to applications where nodes’ dynamics are
nonlinear and where the noise affecting nodes has a diffusion rate that can
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also be nonlinear and state dependent. By using Lyapunov techniques [15], we
will first present a sufficient condition ensuring that a network synchronizes (or
achieves consensus) in the presence of noise. Our condition will explicitly link
together network topology, coupling strength, node and diffusion dynamics and,
intuitively, it will imply that network will achieve synchronization/consensus if
the coupling strength and the network topology are well blended together so as
to overcome a threshold generated by noise.
Then, we will show that, if properly designed, noise can be also turned into
a distributed control input to induce synchronization/consensus. Specifically,
we will show that a given network of interest can be driven towards synchro-
nization/consensus by designing an additional layer, where noise is injected.
In essence, this new layer, which superimposes to the original network topol-
ogy, controls the network by properly canalizing noise. Interestingly, the new
noise-propagation layer can have a topology different from the original network
topology and, in principle, nodes might even be disconnected at the network
level but connected through this newly designed layer. Recently, multi-layer
network control has been investigated in [16] but in this case noise was seen as
a disturbance to be rejected through the development of a distributed PI con-
troller. Our viewpoint is instead fundamentally different as we aim to embrace
noise and make it useful for network control. To the best of our knowledge,
the idea of designing an additional layer where noise can propagate to control a
network is new in this Literature. In developing this idea we have been inspired
by our current research in Smart Cities and Internet of Things (IoT). For exam-
ple, for such applications, it often the case where, due to physical/environmental
constraints, the coupling strength between nodes needs to be low, and thus such
networks, generally speaking, are unable to achieve consensus/synchronization.
In this case, our results can be used to properly inject some noise that, com-
bined with the existing couplings, induces synchronization. Another motivation,
particularly relevant of applications of control to IoT, is that typically network
nodes need to preserve some level of privacy. This is, for example, the case in
vehicles platooning, where a common speed needs to be found among a network
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of vehicles but where each driver is not willing to share his/her exact position,
speed and utility function with the other drivers. In this case, with our re-
sults we can use noise in order to obfuscate private data so that no node knows
the exact state of its neighbors and, at the same time, network coordination is
achieved.
The paper is organized as follows. We start in Section 2 by introducing the
notation and mathematical preliminaries that are useful for the paper, while
in Section 3 we will formalize the problem statement. Then, in Section 4 we
introduce a sufficient condition to ensure complete stochastic synchronization of
a network affected by noise, while in Section 6 we turn our attention to network
control and provide a result that allows to use noise to achieve synchronization.
The effectiveness of our approach is demonstrated in both Section 4 and Section
6 where our results are used to analyze/control synchronization in a network
of Fitzhugh-Nagumo oscillators. Finally, in Section 7 we also show that the
approach proposed in this paper can be applied to study a collective decision
making (or cognitive) processes.
2. Mathematical Preliminaries
2.1. Notation
In this paper, we denote by In the n × n identity matrix and by 1n×m the
n×m matrix having all of its elements equal to 1. The vector/matrix Frobenius
norm will be denoted by ‖·‖F and the vector/matrix Euclidean norm will be
denoted by |·|. The trace of a square matrix, say A, will be denoted by tr {A}.
2.2. Stochastic differential equations
Consider an n-dimensional stochastic differential equation of the form
dx = f(t, x)dt+ g(t, x)dB, (1)
where: (i) x ∈ Rn is the state variable; (ii) f : R+×Rn → Rn belongs to C2; (iii)
g : R+ × Rn → Rn×d belongs to C; (iv) B = [B1, . . . , Bd]T is a d-dimensional
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Brownian motion. Throughout this paper we will assume that both f and g
obey the local Lipschitz condition and the linear growth condition, see e.g. [17].
This implies that for any given initial condition x(t0) = x0, t ≥ 0, equation (1)
has a unique global solution. We will also assume that f(t, 0) = g(t, 0) = 0 and
the solution x = 0 will be said the trivial solution of (1).
Following [18], [19], we say that a sequence of stochastic variables, {V1, V2, . . .}
converges almost surely (a.s.) to the stochastic variable V if
P
({
w : lim
n→+∞
Vn(w) = V (w)
})
= 1.
That is, the sequence converges to V with probability 1. We are now ready to
give the following definition which characterizes stability of the trivial solution,
see [15].
Definition 1. The trivial solution of (1) is said to be almost surely exponentially
stable if for all x ∈ Rn, limt→+∞ sup 1t log (|x(t)|) < 0, a.s..
Let V (t, x) : R+ × Rn → R+, V (t, x) ∈ C1×2, i.e. V (t, x) is twice differen-
tiable with respect to x and differentiable with respect to t. By the Ito formula
we have:
dV (t, x) = LV (t, x)dt+ Vx(t, x)g(t, x)dB,
where: (i) LV (t, x) = Vt(t, x)+Vx(t, x)f(t, x)+
1
2 tr
{
g(t, x)TVxxg(t, x)(t, x)
}
;(ii)
Vx = [Vx1 , . . . , Vxn ]; (iii) Vxx is the n× n dimensional matrix having as element
ij Vxixj (where Vxi := ∂V (t, x)/∂xi and Vxixj := ∂
2V (t, x)/∂xj∂xi). The
following result from [15] provides a sufficient condition for the trivial solution
of (1) to be almost surely exponentially stable.
Theorem 1. Assume that there exists a non-negative function V (t, x) ∈ C1×2
and constants p > 0, c1 > 0, c2 ∈ R, c3 ≥ 0, such that ∀x 6= 0 and ∀t ∈ R+:
(H1) c1 |x|p ≤ V (t, x)p; (H2) LV (t, x) ≤ c2V (t, x); (H3) |Vx(t, x)g(t, x)|2 ≥
c3V (t, x)
2. Then: limt→+∞ sup
1
t log (|x(t)|) ≤ − c3−2c2p , a.s.. In particular, if
c3 > 2c2, then the trivial solution of (1) is almost surely exponentially stable.
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2.3. Complex networks
Throughout this paper, we will consider systems interacting over some graph,
G = (V , E), where V is the set of vertices (or nodes in what follows) and E is the
set of edges. We assume all the graphs in this paper are undirected and denote
the edge between node i and node j as (i, j). We will denote by Ni the set of
neighbors of node i, i.e. Ni := {j : (i, j) ∈ E}. Let N be the number of nodes in
the network. Then (see e.g. [20]) the Laplacian matrix associated to the graph,
L, is the N × N symmetric matrix defined as L = ∆ − A, where: (i) A is the
adjacency matrix of G; (ii) ∆ is the graph degree matrix. The following Lemma
from [21] will be used in this paper.
Lemma 1. Denote by L the Laplacian matrix of an undirected network. The
following properties hold: (i) L has a simple zero eigenvalue and all the other
eigenvalues are positive if and only if the network is connected; (ii) the eigen-
vector associated to the zero eigenvalue is 1N , i.e. the N -dimensional vector
having all of its elements equal to 1; (iii) the smallest nonzero eigenvalue, λ2,
satisfies λ2 = minvT 1N=0,v 6=0
vTLv
vT v .
In the rest of this paper, λ2 will be termed as the graph algebraic connec-
tivity.
3. Problem statement
Throughout this paper, we will consider stochastic networks described by
the following stochastic differential equation:
dxi =

f(t, xi) + σ ∑
j∈Ni
(xj − xi)

 dt+ gi(t,X)dbi, i = 1, . . . , N, (2)
where: (i) xi ∈ Rn; (ii) f(t, xi) : R+ × Rn → Rn is the smooth nominal nodes
dynamics; (iii) σ is the coupling strength; (iv) gi(t,X) : R
+ × RnN → Rn×d
is the smooth diffusion matrix describing how noise affects node i; (v) bi(t) =
[bi,1, . . . , bi,d]
T
is the d-dimensional Brownian process describing the noise acting
on the i-th network node. Network dynamics (2) can be written in compact form
as follows:
dX = [F (t,X)− σ(L ⊗ In)X ] dt+G(t,X)dB, (3)
with: (i) X = [xT1 , . . . , x
T
N ]
T ; (ii) F (t,X) = [f(t, x1)
T , . . . , f(t, xN )
T ]T ; (iii)
B =
[
bT1 , . . . , b
T
N
]T
; (iv) G(t,X) is the Nn×Nd block diagonal matrix having
Gii(t,X) = gi(t,X). Please note that in the case where dbi = dbj ∈ R, ∀i, j =
1, . . . , N , then the term G(t,X)dB can be written as G(t,X)db, with G(t,X)
being the Nn-dimensional column vector having Gi(t,X) = gi(t,X).
The goal of this paper is to address the so-called synchronization problem.
This is formalized with the following definition.
Definition 2. Let s˙n(t) =
1
N
∑N
i=1 f(t, xi). We will say that network (2)
achieves complete stochastic synchronization if limt→+∞ sup
1
t log (|xi(t)− sn(t)|) <
0, a.s., ∀i = 1, . . . , N..
Note that in the case where nodes’ dynamics are integrator dynamics, then
the definition of complete stochastic synchronization simply becomes a definition
for consensus.
4. A sufficient condition for complete stochastic synchronization
The following result provides a sufficient condition ensuring complete stochas-
tic synchronization of network (2).
Theorem 2. Let S = 1N ⊗ sn(t) and assume that for network (2) the following
conditions are fulfilled:
1. there exists some constant, say Kf , such that (X−Y )T [F (t,X)− F (t, Y )] ≤
Kf (X − Y )T (X − Y ), ∀X,Y ∈ RNn;
2. G(t, S) = 0, ∀t;
3. there exists some constant, say Kg, such that ‖G(t,X)−G(t, S)‖F ≤
Kg ‖X − S‖F , ∀X ∈ RNn;
4. there exists some constant, say K¯g, such that
∣∣(X − S)T (G(t,X)−G(t, S))∣∣2 ≥
K¯2g |X − S|4, ∀X ∈ RNn;
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5. σλ2 > Kf +
K2g−2K¯
2
g
2 .
Then, (2) achieves complete stochastic synchronization.
Proof. Let e = X − S. Then, the error dynamics can then be written as:
de =
[
F˜ (t, e)
]
dt+
[
G˜(t, e)
]
dB, (4)
where:
• F˜ (t, e) = F (t, e+ S)− σ(L⊗ In)(e + S)− 1N (1N×N ⊗ In)F (t, e+ S);
• G˜(t, e) = G(t, e + S).
Note that e = 0 is the trivial solution for (4). In fact: F (t, S)− 1N 1N×NF (t, S) =
0 and, by Hypothesis 2, G(t, S) = 0. Let V (t, e) = V (e) = 12e
T e, then following
Theorem 1, in order to prove our result we need to show that there exists c2 ∈ R,
c3 ≥ 0, such that c3 > 2c2. In order to prove this, we will now estimate LV (e)
and
∣∣∣Ve(e)G˜(t, e)
∣∣∣2.
Estimate of LV (e). In order to compute this term, first note that Vt(e) = 0.
Let’s now compute the term Ve(e)F˜ (t, e). We have:
Ve(e)F˜ (t, e) = e
T
[
F (t, e + S)− σ(L ⊗ In)(e + S)− 1
N
(1N×N ⊗ In)F (t, e+ S)
]
,
and, by adding and subtracting F (t, S), we get
Ve(e)F˜ (t, e) = e
T [F (t, e+ S)− F (t, S) + F (t, S)− σ(L ⊗ In)(e + S)+
+ − 1N (1N×N ⊗ In)F (t, e+ S)
]
.
On the other hand, note that eT
[
F (t, S)− 1N (1N×N ⊗ In)F (t, e+ S)
]
= 0,
while: −σ(L⊗ In)(e+ S) = −σ(L⊗ In)e and therefore
Ve(e)F˜ (t, e) = e
T [F (t, e+ S)− F (t, S)]− σeT (L⊗ In) e. (5)
Now:
Ve(e)F˜ (t, e) ≤ eT [F (t, e+ S)− F (t, S)]− σmine6=0
{
eT (L⊗ In)e
}
,
and since eT 1Nn = 0, then by means of Lemma 1 we have mine6=0
[
eT (L⊗ In) e
]
=
λ2e
T (IN ⊗ In) e = λ2eT e.
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Finally, by Hypothesis 1 we have eT [F (t, e+ S)− F (t, S)] ≤ KfeT e, and
thus:
Ve(e)F˜ (t, e) ≤ (Kf − σλ2) eT e = 2 (Kf − σλ2)V (e). (6)
The next step to estimate LV (e) is that of computing 12 tr
{
G˜(t, e)TVeeG˜(t, e)
}
.
Now, since Vee(e) = INn, such a term simply becomes:
1
2 tr
{
G˜(t, e)T G˜(t, e)
}
.
Also, recall that for any matrix, say A, we have ‖A‖2F = tr
{
ATA
}
. Thus:
(
tr
{
G˜(t, e)TVeeG˜(t, e)
})1/2
=
∥∥∥G˜(t, e)
∥∥∥
F
= ‖G(t, e+ S)‖F .
Therefore, by means of Hypothesis 3 we have:
(
tr
{
G˜(t, e)TVeeG˜(t, e)
})1/2
= ‖G(t, e+ S)−G(t, S)‖F ≤ Kg ‖e‖F = Kg |e| ,
where the last inequality follows from the fact that for any vector, say a, ‖a‖F =
|a|. We finally have:
1
2
tr
{
G˜(t, e)TVeeG˜(t, e)
}
≤ 1
2
K2g |e|2 =
1
2
K2ge
T e = K2gV (e). (7)
Combining (7) and (6) we get:
LV (e) ≤ (2Kf +K2g − 2σλ2)V (e) := c2V (e).
Now, in order to complete the proof we need to find a lower bound for
∣∣∣Ve(e)G˜(t, e)
∣∣∣2.
Estimate of
∣∣∣Ve(e)G˜(t, e)
∣∣∣2. In order to estimate this term, first note that
∣∣∣Ve(e)G˜(t, e)
∣∣∣ = ∣∣eT (G(t, e + S)−G(t, S))∣∣ .
Thus, by Hypothesis 4, we have
∣∣∣Ve(e)G˜(t, e)
∣∣∣2 ≥ K¯2g |e|4 = K¯g (eT e)2 = 4K¯2gV (e)2 := c3V (e)2. (8)
We can then conclude the proof by noticing that, by Hypothesis 5
4K¯2g > 2
(
2Kf +K
2
g − 2σλ2
)
.
Therefore, by means of Theorem 1, limt→+∞ sup
1
t log (|e(t)|) < 0, a.s., thus
proving the result.
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Example: synchronization of Fitzhugh-Nagumo oscillators
In order to illustrate the key features of Theorem 2, we consider a network
of Fitzhugh-Nagumo (FN, see [22]) oscillators. Specifically, we will consider
the case where network nodes do not communicate directly but they rather
communicate by means of a shared environmental variable which is affected
by some noise. In neuronal contexts, this mechanism is known as local field
potential and it is believed to play an important role in the synchronization of
groups of neurons, [23], [24], [25].
The following mathematical model has been adapted from [25] to describe a
network of FN oscillators coupled through a noisy field potential:
dvi =
[
c
(
vi + wi − 13v3i + u(t)
)]
dt+
[
γ
(
1
N
∑N
j=1(vj)− vi
)]
db
dwi =
[− 1c (vi − a+ bwi)] dt,
(9)
where: (i) vi and wi are the membrane potential and the recovery variable for
the i-th FN oscillator (i = 1, . . . , N); (ii) u(t) is the smooth magnitude of an
external stimulus taken as input by all the FN oscillators in the network; (iii)
the term
[∑N
j=1(vj)− vi
]
describes the interaction between each of the nodes
and the shared environment; (iv) db is the standard scalar Brownian motion
acting on the environment; (v) γ is the noise intensity. In terms of the notation
of Theorem 2 we have (please see the Appendix for the computations): (i)
σ = λ2 = 0; (ii) Kf =
−b+c2+
√
1+b2+2(b−1)c2+2c4
2c ; (iii) Kg = γN and K¯g = 0.
Therefore, following Theorem 2, it follows that network (9) will synchronize if
Kf + (γN)
2/2 < 0. In Figure 1 we simulated network (9) with N = 10 and
with γ ranging between 0 and 4. In order to characterize quantitatively the level
of synchronization of the network we used the order parameter R := (〈M2〉 −
〈M〉2)/(〈v2i 〉 − 〈vi〉2), defined follwing [26] where: (i) M(t) := 1/N
∑N
i=1 vi; (ii)
〈·〉 denotes the time average; (ii) ·¯ denotes the average over the network nodes. In
Figure 1 (top panel) the order parameter for network (9) is plotted as a function
of the noise intensity γ. Such a panel shows that network synchronization is not
attained. In the bottom panels of Figure 1 the time behaviors of vi’s are instead
shown for γ = 0.25 and γ = 3.75. We will revisit field potentials in the example
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of Section 6 where we will show that, if properly designed, noise diffusion can
induce synchronization.
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Figure 1: Simulation of (9) for N = 10 and the following set of parameters for the nodes’
dynamics: a = 0.7, b = 0.4, c = 2.8, u(t) = 0 (this set of parameters gives Kf = 3.2). In
the top panel, the behavior of R is shown as a function of the noise intensity, γ. Network
synchronization is not attained and this is confirmed by the bottom panels, where the time
behaviors of the network state variables are shown for γ = 0.25 (left-bottom panel) and
γ = 3.75 (right-bottom panel). The simulations were run using Matlab/Simulink, with solver
method ode23s and relative tolerance 1e-5.
5. Remarks
• Hypothesis 1 is sometimes known in the literature as QUAD. As shown in
[27], this condition can be linked to Lipschitz and contraction conditions
of the vector field (in this latter case, this would imply Kf < 0);
• Hypothesis 2 implies that the noise disappears when the synchronous state
is reached. An important class of functions satisfying this hypotheses
are Laplacian-like functions. Such functions will be used in Section 6 to
synchronize a network through noise;
• Hypothesis 3 implies that the noise diffusion is bounded while Hypothesis
4 allows the noise to be persistent;
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• Hypothesis 5 links together a structural property of the network graph
(i.e. the algebraic connectivity) and the strength of the coupling between
nodes. A sufficient condition for synchronization is for σλ2 to exceed the
threshold K˜ := Kf +
K2g−2K¯
2
g
2 which depends on the dynamics of the node
(through Kf ) and on noise (through Kg and K¯g);
• Assume that 2K¯2g > K2g . In this case, the effect of noise diffusing through
the network is that of lowering K˜. That is, noise plays in favor of synchro-
nization. Motivated by this, in Section 6, we will present a methodology
that will allow to design noise so that a given network of interest synchro-
nizes.
6. Inducing synchronization through noise
In this Section we turn our attention to the problem of designing noise
in order to synchronize a given network of interest. The set-up we have in
mind is outlined in Figure 2. The key idea of our approach is to design a new
network layer where noise in injected and can propagate. It is then this new
layer that induces synchronization. Formally, the resulting network topology is
described by a multi-graph [16]. Here, the multi-graph consists of two layers:
(i) the communication graph topology, where nodes information is exchanged
(i.e. nodes exchange their state variables); (ii) the noise-diffusion layer which
has the goal of enforcing network synchronization.
Our set-up is motivated by our current research in Smart Cities and IoT.
For example, in networks affected by environmental constraints (i.e. low cou-
pling strengths unable to synchronize the network) the additional noise-diffusion
layer can be used to properly inject low intensity noise that, combined with the
existing couplings induces synchronization. Another motivation particularly rel-
evant for applications of control to IoT is that network nodes need to preserve
their privacy. In this case, our idea is to use the noise-diffusion layer to blend
private data (nodes’ state variables) with noise so that synchronization is still
attained while no agent knows the exact state of its neighbors. With respect to
12
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Figure 2: Controlling synchronization through noise. Essentially noise is injected in the top
layer and propagates therein. This noise-diffusion layer communicates with the actual network
where nodes exchange information (state variables, xi’s). If properly designed, the noise-
diffusion layer can enforce network synchronization. Note that that the network topology of
the two layers are in general different.
this, note that the topologies of the two network layers are in general different
and, in principle, nodes might be disconnected at the communication layer and
interact with each other only over the noise-diffusion layer.
Formally, the set-up of Figure 2 corresponds to the following set of stochastic
Ito differential equations:
dxi =

f(t, xi) + σ ∑
j∈Ni
(xj − xi)

 dt+ σ∗ ∑
j∈N∗
i
(xj − xi) db, (10)
i = 1, . . . , N , which in compact form leads to
dX = [F (t,X)− σ(L⊗ In)X ] dt− σ∗(L∗ ⊗ In)Xdb. (11)
Note that all the structural quantities of the noise diffusion layer are denoted
by the superscript ∗. We are now ready to give the following result.
Theorem 3. Let:
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• λ∗N be the largest eigenvalue of the graph Laplacian of the noise diffusion
layer;
• λ∗2 be the algebraic connectivity of noise diffusion layer;
and assume that:
1. there exists some constant, say Kf , such that (X−Y )T (F (t,X)− f(t, Y )) ≤
Kf (X − Y )T (X − Y ), ∀x, y ∈ RNn;
2. (σ∗)2
(
(λ∗2)
2 − (λ∗N )22
)
> Kf − σλ2.
Then, (10) achieves complete stochastic synchronization.
Proof. Following steps similar to those used to prove Theorem 2, we define the
quantity e = X − S and we have:
de =
[
F˜ (t, e)
]
dt+
[
G˜(t, e)
]
db, (12)
where:
• F˜ (t, e) = F (t, e+ S)− σ(L⊗ In)(e + S)− 1N (1N×N ⊗ In)F (t, e+ S);
• G˜(e) = −σ∗(L∗ ⊗ In)(e+ S) = −σ∗(L∗ ⊗ In)e.
We can again use Theorem 1 to prove our result with V (t, e) = V (e) = 12e
T e.
Estimate of LV (e). Following steps similar to those used to prove Theorem
2 we get
Ve(e)F˜ (t, e) ≤ 2(Kf − σλ2)V (e). (13)
The next step to estimate LV (e) is that of computing 12 tr
{
G˜(e)TVeeG˜(e)
}
.
That is,
(
tr
{
(σ∗)2eT ((L∗)T ⊗ In)(L∗ ⊗ In)e
})1/2
= σ∗ ‖(L∗ ⊗ In)e‖F = σ∗ |(L∗ ⊗ In)e| .
Therefore, we have:
1
2
(
tr
{
G˜(e)TVeeG˜(e)
})
=
1
2
(σ∗)2 |(L∗ ⊗ In)e|2 = 1
2
(σ∗)2eT ((L∗)T⊗In)(L∗⊗In)e.
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We finally have:
1
2
tr
{
G˜(t, e)TVeeG˜(t, e)
}
≤ 1
2
(σ∗)2(λ∗N )
2eT e = (σ∗)2(λ∗N )
2V (e). (14)
Combining (14) and (13) we get:
LV (e) ≤ (2 (Kf − σλ2) + (σ∗)2(λ∗N )2)V (e). (15)
Estimate of
∣∣∣Ve(e)G˜(t, e)
∣∣∣2. By means of Lemma 1 we have:
∣∣∣Ve(e)G˜(t, e)
∣∣∣ = σ∗eT (L∗ ⊗ In)e ≥ σ∗λ2eT e.
Hence ∣∣∣Ve(e)G˜(t, e)
∣∣∣2 ≥ (σ∗)2(λ∗2)2(eT e)2 = 4(σ∗)2(λ∗2)2V (e)2.
Therefore, the network achieves complete stochastic synchronization if
4(σ∗)2(λ∗2)
2 > 2
(
2 (Kf − σλ2) + (σ∗)2(λ∗N )2
)
,
which is true by hypotheses.
Example: field potentials revised
In this Section we will apply Theorem 3 to show how noise diffusion can be
used to synchronize a network. Specifically, we will again consider a network
of FN oscillators coupled through noisy field potentials but this time coupling
will be on both the nodes’ state variables. In this case, the resulting stochastic
differential equation is:
dvi =
[
c
(
vi + wi − 13v3i + u(t)
)]
dt+
[
γ
(
1
N
∑N
j=1(vj)− vi
)]
db
dwi =
[− 1c (vi − a+ bwi)] dt+
[
γ
(
1
N
∑N
j=1(wj)− wi
)]
db, i = 1, . . . , N.
(16)
In terms of the notation introduced in Theorem 3 we have (please see the Ap-
pendix for the computations): (i) σ = λ2 = 0; (ii)Kf =
−b+c2+
√
1+b2+2(b−1)c2+2c4
2c ;
(iii) σ∗ = γ, λ∗N = N and λ
∗
2 = N . Therefore, following Theorem 3, we have
that network (16) will synchronize if N
2γ2
2 > Kf . That is, the network will
synchronize if noise is strong enough and/or the number of nodes is sufficiently
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large. In Figure 3 we simulated network (16) with N = 10. In such a figure
(top panel) the order parameter for network (16) is plotted as a function of the
noise intensity 0 ≤ γ ≤ 4. Such a panel shows that the increase in γ causes a
transition from an unsynchronized state to synchronization. This is also con-
firmed by the bottom panels of Figure 3 where the time behaviors of vi’s are
shown for γ = 0.25 and γ = 3.75.
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Figure 3: Simulation of (16) with the same parameters used in Section 4. In the top panel, the
behavior of R is shown as a function of the noise intensity, γ. Such a figure shows a transition
to synchronization caused by the increase in γ. This is confirmed by the bottom panels, where
the time behaviors of the network state variables are shown for γ = 0.25 (left-bottom panel)
and γ = 3.75 (right-bottom panel). The simulations were run using Matlab/Simulink, with
solver method ode23s and relative tolerance 1e-5. Note that the decrease in R for higher γ is
caused by the evaluation of the order parameter during the transient time.
7. Application to collective decision making
We now further show the effectiveness of our results by considering the prob-
lem of understanding whether a collective decision can be made in group of
agents. Over the past few years, the study of collective decision making pro-
cesses (also known as collective cognition) has received significant attention,
[28]. In particular, human performance in a two alternative decision making
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process is well modeled by the so-called Drift Diffusion Model (DDM). In its
simplest instance, a DDM has the form (see e.g. [29], [11] and references therein)
dx = βdt+σdB, where β ∈ R is the drift rate, σ > 0 is the diffusion rate and x(t)
is the aggregate evidence (i.e. opinion) at time t. Recently, in [13] the speed-
accuracy trade-off in collective decision making processes has been studied. In
order to achieve their results, the authors used the coupled DDM, described
by the stochastic differential equation dxi =
[
β +
∑
j∈Ni
(xj − xi)
]
dt + σdbi,
where: (i) xi is the aggregate evidence of the i-th agent in the network; (ii)
dbi models the (external) noise affecting the data collected by i-th agent; (iii) σ
models the strength of noise diffusion on each network node. Note that all the
agents in the network have the same drift rate, β.
In this Section we will consider a variation of the coupled DDM, where
the noise diffusion at agent i depends on how far the agent’s opinion is with
respect to the overall group agreement. We will also consider a state-dependent
nonlinear drift for each agent rather than the constant drift rate β. The drift
rate we will consider for the i-th agent is xi − x3i and models the fact that
each of the agents in the network has the possibility to choose between two
mutually excluding alternatives. This is formalized with the following stochastic
differential equation
dxi =

xi − x3i + ∑
j∈Ni
(xj − xi)

 dt+

xi − 1
N
N∑
j=1
xj

 dbi. (17)
Equation (17) also arises in many situations from the IoT. For example, when,
based on the local collection of data (observations), a group of interconnected
objects with differing likelihoods is in charge of detecting the occurrence of a
given event among a set of alternatives.
We will now use Theorem 2 to devise a condition ensuring that all network
nodes achieve a common collective decision. As shown in the Appendix, appli-
cation of Theorem 2 yields to the conclusion that (17) will achieve a collective
decision if λ2 > 0.5. In order to confirm this theoretical prediction, we consid-
ered the two networks of Figure 4. The topology in the top-left panel of Figure
17
4 violates the condition provided by Theorem 2 (λ2 = 0.38). The bottom-left
panel of the same figure shows that no collective decision is achieved by the
network but rather network nodes take different decisions. The topology in the
top-right panel of Figure 4 instead fulfills the condition provided by Theorem
2 (λ2 = 3). In this case, as shown in the bottom-right panel, network nodes
all converge towards an agreed behavior, indicating that a collective decision is
achieved.
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Figure 4: The two network topologies considered for the decision making process. Topology
in the top-left panel has λ2 = 0.38, while for the topology in the top-right panel λ2 = 3.
As shown in the time series at the bottom panels, collective decision is achieved only for the
latter network. Initial conditions are chosen from a normal distribution of normal deviation
equal to 10 (x0 = [10.3469, 7.2689,−3.0344, 2.9387,−7.8728]).
8. Conclusions
In this paper we presented new sufficient conditions ensuring that a network
modeled via an Ito stochastic differential equation achieves complete stochas-
tic synchronization. In Section 4 we first provided a condition on the coupling
strength and network topology ensuring that the network synchronizes despite
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noise. Then, in Section 6, we showed that, if properly designed, noise can be
actually made useful for synchronization. Specifically, we showed that an ad-
ditional layer can be designed where noise can propagate to drive the network
towards a synchronous behavior. At the best of our knowledge, this approach to
control synchronization is new. Our results have been strongly motivated by our
current research in synchronization mechanisms of noisy networks and control
applications in smart cities and IoT. In the former case, we are mainly interested
in understanding whether noise propagation can destroy/enhance synchroniza-
tion. In the latter case, we are mainly interested in controlling synchronization
when the coupling between nodes needs to be low and when privacy between
nodes needs to be preserved. We showed the effectiveness of our approach by
using our results to analyze/control the onset of synchronization in networks of
FN oscillators and to study collective decision processes. Based on the results
of this paper, some of the future directions for our research will include: (i) ex-
tending our results to switching and directed topologies; (ii) use noise to solve
distributed optimization problems; (iii) study social dynamics.
Appendix
Parameters for the example of Section 4
Computation of Kf . The symmetric part of the Jacobian of the FN
dynamics is:
Jsym(v) =

 c− v2
(
c− 1c
)/
2(
c− 1c
)/
2 − bc


From trivial matrix algebra, we have that λmax(Jsym(v)) ≤ λmax(Jsym(0)),
where λmax(Jsym(0)) =
−b+c2+
√
1+b2+2(b−1)c2+2c4
2c . Since u(t) is a smooth func-
tion, we have that there exists a ξ˜ ∈ [0, 1] such that (x− y)T [f(x, t)− f(y, t)] =
(x− y)T
(
∂
∂xf
(
y + ξ˜(x− y), t
))
(x− y), and thus Kf = λmax(Jsym(0)).
Computation of Kg and K¯g. Let xi := (vi, wi)
T and X := [xT1 , . . . , x
T
N ]
T .
Then, writing the dynamics of network (9) in compact form yields to G(t,X) =
G(X) = −(A ⊗ Γ)X , where: (i) Γ is the 2 × 2 matrix having Γ11 = 1 and all
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of its other elements equal to 0; (ii) A = IN − 1N×N . Let e = X − S, we
have G(X) − G(S) = −(A ⊗ Γ)e. Now, Kg and K¯g are obtained by noticing
that the smallest eigenvalue corresponding to the direction transversal to the
synchronization manifold is 0, while the largest eigenvalue is N .
Parameters for the example of Section 6
Computation of λ∗2 and λ
∗
N immediately follows from algebraic graph theory
(see e.g. [20]). Specifically, it suffices to note that the Laplacian of the noise dif-
fusion layer has all the eigenvalues corresponding to the eigenvectors transverse
to the synchronization manifold equal to N .
Parameters for collective decision making
It is straightforward to check that σ = 1. In order to compute Kf , note
that (x − y)(f(x) − f(y)) in this case amounts to (x − y)((x − y) − (x3 − y3))
and therefore (x − y)(f(x) − f(y)) ≤ (x − y)2. That is, Kf = 1. Note that
writing (17) in compact form yields to the diagonal matrix G(X) having gii =
xi − 1N
∑N
j=1 xj = xi − s = ei. Therefore, ‖G(X)‖F =
√∑
e2i , thus implying
that Kg = 1. Moreover, e
TG(X) =
∑
e2i and therefore K¯g = 1.
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