Abstract. The problem of multicriteria control on the basis of aggregate utility maximizing is considered. The system utility distribution algorithm in case of unequal criteria set by priority vector, has been developed for strongly coupled technical and organized systems with transferable utility. The Pareto efficiency is proved for the distribution generated on the algorithm basis.
Introduction
For technical and organizational systems there are now two ways to solve the problem of multicriteria optimal control, efficiency of which is evaluated with the help of several criteria. The first way is based on the Pareto efficiency criterion [1] with settingup of a corresponding set. Another way is Neumann-Morgenstern expected utility maximization [2] in one form or another [3] [4] [5] [6] . The latter approach ensures the uniqueness of the solution of the problem. However, its use is justified in case the strongly coupled system model is adequate [7] for the particular group of criteria. The system is regarded as strongly coupled in case the criteria of its elements are compatible with the axioms [8] of preference (reflexivity, connection, transitivity, etc.). It allows for the criteria vector the reduction towards the scalar problem of aggregate utility optimization. Solution of this problem is Pareto-efficient [10] in case it corresponds to the minimax criterion [9] . Utility aggregation may be based on physical and technical properties of systems. In particular, in the terminal control problems [11] deviations from the phase coordinates target values are aggregatively set out in the form of a metric (distance) in the criteria hyperspace. In the problems of multicriteria statistical estimation [12] the moments of random variables are set out in the from of the variation coefficient. In general, the criteria aggregation is based on the properties of the system integrity and hierarchal pattern [13] , for example, interrelated technologies implementing systems. Due to the production process uniformity the elements of criteria are reduced to the aggregated criterion of the system. The special case of a strongly coupled system is the transferable utility system with criteria expressed in a single measuring element, for example, in case of homogeneous technologies [14] performance optimization. In general any system of criteria may be formally reduced to the transferable system by means of setting out [9] criteria in a non-dimensional form by means of corresponding normalization. Transferable utility allows for the system elements criteria vector values redistribution (transfer), corresponding to a certain Pareto-efficient control. Consequently, the problem of multicriteria control is reduced to the problem of optimal utility distribution between the system elements on the basis of the aggregated criterion. Solution of the latter problem will also be Pareto-efficient. Transferable utility distribution algorithms are intended for the systems with elements having equisignificant criteria (of anonymous elements). In this case the aggregation process doesn't take the criteria priorities into account. In particular, Pareto-efficiency is justified [15] in case of an algorithm that establishes the minimum between the element optimum and average non-distributed utility of the system. In case the system elements criteria have different priorities, the distribution algorithms are reduced to the median multicriteria choice [16] . However, in a general Pareto-inefficient case, mechanisms of anonymous symmetric coalitions [17] have been developed. In particular cases these mechanisms are Pareto-efficient. We shall hereinafter consider the problem of development of a Pareto-efficient algorithm of transferable utility distribution between elements with priorities on the basis of the results [14] , obtained for anonymous elements.
Problem definition
Let us consider the system with the elements efficiency determined by the criteria vector
Let the scalar optimum 0 k u for the criteria of k-element be determined on the basis of the condition  ,
where
Let us form the criteria minimums vector, required for further normalization, from the values obtained in case of scalar optimums of other elements:
Subject to (1), (2) the range of criteria values variation equals to
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Let us introduce the hypothesis of benevolence [7] , in accordance to which the elements of a strongly coupled system maximize the utility of the whole system. Control is determined on the basis of the maximum value of the sum of criteria in case of optimums of elements. In this context the unique solution of a multicriteria problem is formed. This solution is Pareto-efficient according to the Herneyer's theorem [1, 9] . Let us denote this solution by * u and define it as follows:
where * k f -k-criterion value in case of the strongly coupled system optimum.
Let us define the strongly coupled system maximum aggregate utility   * u F in case of control (3) as exceeding of criteria optimums over their minimum values:
Let us introduce the system utility distribution vector
Let us denote the criteria vector, formed as the result of aggregate utility distribution
, and, with account taken of (4), let us define it as follows:
Criteria functions (5) constitute the efficiency criteria of utility distribution between elements in case of Pareto-efficient control (3). Let us formulate the multicriteria problem of optimal utility distribution as follows:
Let us introduce the criteria priorities vector
, the components of which determine their relative significance within the framework of the system aggregate utility. As hereinafter the problem (6) is formulated as minimization of criteria deviations from their scalar maximums, it is expedient to pass on to inverse priorities
, that characterize the relevant significance of other criteria in comparison with this particular criteria. Let us define the vector of inverse priorities as follows
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As it follows from (1), (3) that deviations of criteria (5) (5) and (1) with account taken of inverse priorities:
Firstly, normalization (8) 
in respect of which higher priority criteria have lesser utility loss. Let us consider a strongly coupled system, in which control is defined according to (3) . It also ensures utility transferability with the help of (8) . It allows for [7] the reduction of the multicriteria problem (6) towards the scalar optimization problem by means of introduction of an aggregated utility function in the form of the relative departures product (8):
Criterion in the problem (9) constitutes an aggregated function of the system utility. Moreover, as it is in a normalized form (8) that partial criteria components form part of (9), the effect distribution that satisfies (9) provides [9] with the maximum efficient solution of the multicriteria problem (6) in respect of minimax
that corresponds, as it is shown in [10] , to Pareto efficiency.
Utility distribution algorithm
Let us formulate the system (4) utility distribution that is optimal in respect of criteria (9) in the form of the following assertion: distribution
is the solution of the problem (9). Proof: differentiating Lagrange function, written down for the problem (9) with consideration of (8) 
we arrive at the system of necessary conditions of optimality
Eliminating Lagrange multiplier from (11), we get 
whence we arrive at the system
Inserting system utility (4) and utility of elements (5) into (13) we arrive at the distribution (10). Differentiating (11), we shall get the system of sufficient conditions of optimality
As distribution (10) maximizes the aggregate criterion (9), consequently, in accordance with the results of [10] , it is Pareto-efficient. On the basis of the solution (10) of the multicriteria problem (9) let us lay down the aggregated utility distribution algorithm in the form of the series of the following steps.
1. Input of the given data: functions of criteria
and restrictions defining the ranges of acceptable controls U k . 2. Determining scalar optimums of criteria (1) and minimums of criteria (2). 3. Determining optimums of criteria in the system (3) and utility of the system 4 (4). 4. Defining the priorities vector (7). 5. Calculating the utility distribution (10) and the optimal criteria vector (5).
The algorithm realization requires for the criteria feasible region to be not empty
and also for the functions Secondly, let us consider the variant of cooperative game [22] symbolized with the letter "S". In this case elements may form coalitions. The game model of the form
, where index
nates the elements of coalition, leads to the vector of priorities of the form fig. 2) shows that in comparison with non-cooperative behaviour ( fig.1) , the coalition of elements (1,2) significantly increases the utility leader's utility and increases the outsider's utility insubstantially. Coalition of utility outsiders (2,3) leads to a drastic utility redistribution in their favour. In all the cases examined the system utility was fully distributed between the elements. This confirms Pareto efficiency of distributions that are formed on the basis of the developed algorithm. Modelling showed that the developed algorithm allows to analyze the impact of the priorities vector on the distribution structure and to build the vector of the priorities that express different aims of the system integration.
Conclusion
The algorithm of solving multicriteria problems of control in strongly coupled systems has been developed. This algorithm allows to determine the optimal system aggregated utility distribution in case of inequisignificant efficiency criteria on the basis of the minimum of deviations of criteria from scalar optimums. The algorithm application sphere includes technical and organizational systems, efficiency criteria of which are quantifiable and preference relations of which have been determined. In case the system elements utilities are transferable, which is in general ensured by the criteria normalization. The algorithm is based on the normalized criteria aggregation and in case of the utility function optimization with account taken of priorities, it leads to the minimax distribution (of the guaranteed result). Consequently, the algorithm determines the Pareto-efficient solution of the multicriteria problem. The use of algorithm allows to reduce the multicriteria problem of optimization in the control space to the set of scalar problems of optimal control and the problem of multicriteria distribution in the criteria space. As the result the unique solution is established, and, moreover, solving of the multicriteria problem is significantly simplified.
