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ON THE NUMERICAL RANKS OF TENSORS∗
TIANYI SHI† AND ALEX TOWNSEND‡
Abstract. Tensors are often compressed by expressing them in low rank tensor formats. In
this paper, we develop three methodologies that bound the compressibility of a tensor: (1) Algebraic
structure, (2) Smoothness, and (3) Displacement structure. For each methodology, we derive bounds
on numerical tensor ranks that partially explain the abundance of compressible tensors in applied
mathematics. For example, we show that the solution tensor X ∈ Cn×n×n of a discretized Poisson
equation −∇2u = 1 on [−1, 1]3 with zero Dirichlet conditions can be approximated to a relative
accuracy of  by a tensor-train decomposition of rank (1, s1, s2, 1), where s1 = s2 = O(logn log(1/))
and 0 <  < 1.
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1. Introduction. A wide variety of applications [7, 19, 24] lead to problems in-
volving data or solutions that can be represented by tensors [21]. A general d-order
tensor X ∈ Cn1×···×nd has ∏dk=1 nk entries, which prevents it from being stored ex-
plicitly except for modest d. It is often essential to represent or approximate tensors
using sparse data formats, such as low rank tensor decompositions [10,21]. However,
the need for data sparse formats does not imply that such approximations are always
mathematically possible. In this paper, we derive bounds on numerical tensor ranks
(see Definitions 2.1 to 2.3) for certain families of tensors, and in doing so, we partially
justify the use of low rank tensor decompositions. Analogous theoretical results have
already been derived that explicitly bound the numerical rank of matrices [2,26,30,34].
The situation for tensors is more complicated than for matrices and this is re-
flected in several distinct low rank tensor decompositions [21, 28]. Here, we consider
three such decompositions: (a) Tensor-train decomposition (see subsection 2.1), (b)
Orthogonal Tucker decomposition (see subsection 2.2), and (c) Canonical Polyadic
(CP) decomposition (see subsection 2.3). These three tensor decompositions supply
three different definitions of tensor rank, and therefore each one requires separate
attention.
For a given tensor X ∈ Cn1×···×nd , we are also interested in developing a variety of
tools to theoretically explain whether there exists a low rank tensor X˜ ∈ Cn1×···×nd ,
in one or more of the tensor formats, such that
(1.1) ‖X − X˜‖F ≤ ‖X‖F , ‖X‖2F =
n1∑
i1=1
· · ·
nd∑
id=1
|Xi1,...,id |2,
where 0 ≤  < 1 is an accuracy tolerance. If X can be well-approximated by X˜,
then dramatic storage and computational benefits can be achieved by replacing X
by X˜ [10, 12]. In this paper, we explore three methodologies to bound the numerical
rank of a tensor:
• Algebraic structures: If a tensor is constructed by sampling a multivariable
function that can be expressed as a sum of products of single-variable functions,
∗Submitted to the editors December 27, 2018.
Funding: This work is supported by National Science Foundation grant no. 1818757.
†Center for Applied Mathematics, Cornell University, Ithaca, NY 14853. (ts777@cornell.edu)
‡Department of Mathematics, Cornell University, Ithaca, NY 14853. (townsend@cornell.edu)
1
ar
X
iv
:1
81
2.
09
57
6v
1 
 [m
ath
.N
A]
  2
2 D
ec
 20
18
2 TIANYI SHI AND ALEX TOWNSEND
then that tensor is usually a low rank tensor. Occasionally, one may have to perform
algebraic manipulations to a function to explicitly reveal its low rank structure, for
example, by using trigonometric identities (see section 3).
• Smoothness: If a tensor can be constructed by sampling a smooth function on a
tensor-product grid, then that tensor is often well-approximated by a low rank ten-
sor. This observation can be made rigorous by using the fact that smooth functions
on compact domains can be well-approximated by polynomials [35, Chap. 6 & 7].
• Displacement structure: If a tensor X satisfies a multidimensional Sylvester
equation of the form:
(1.2) X ×1 A(1) + · · ·+X ×d A(d) = G, A(k) ∈ Cnk×nk , G ∈ Cn1×···×nd ,
where ‘×k’ denotes the k-mode matrix product of a tensor (see (1.3)), then this—
under additional assumptions—can ensure that the tensor X is well-approximated
by a low rank tensor. Multidimensional Sylvester equations such as (1.2) appear
when discretizing certain partial differential equations with finite differences [23]
and are satisfied by several classes of structured tensors [11]. For example, we show
that the solution tensor X ∈ Cn×n×n to −∇2u = 1 on [−1, 1]3 can be approximated
up to a relative accuracy of  by a tensor-train decomposition of rank (1, s1, s2, 1),
where s1 = s2 = O(log n log(1/)) and 0 <  < 1 (see subsection 5.5.2). This means
that the solution tensor can be accurately represented in just O(n log n log(1/))
degrees of freedom, despite the solution having weak corner singularities.
After some experience, one can successfully identify which methodology is likely
to result in the best theoretical bounds on a tensor’s numerical tensor ranks. We
emphasize that these three methodologies provide upper bounds on numerical tensor
ranks, and do not provide a complete characterization of low rank tensors. Another
methodology that partially explains the abundance of low rank tensors is artificial
coordinate alignment [36], though we do not know how to use this observation to
derive explicit bounds on tensor ranks.
1.1. Tensor notation. We follow as closely as possible the notation for tensors
found in [21], which we briefly review now for the reader’s convenience.
The k-mode product. The k-fold (or k-mode) product of a tensor X ∈ Cn1×···×nd
with a matrix A ∈ Cnk×nk is denoted by X ×k A, and defined elementwise as
(1.3) (X ×k A)i1,...,ik−1,j,ik+1,...,id =
nk∑
ik=1
Xi1,...,idAj,ik .
It corresponds to each mode-k fiber of X being multiplied by the matrix A.
Double bracket. In the tensor literature, the double bracket is used to denote a
weighted sums of rank-1 tensors, i.e.,
(1.4) JG;A(1), . . . , A(d)K = r1∑
i1=1
· · ·
rd∑
id=1
Gi1,...,idA
(1)
i1
◦ · · · ◦A(d)id , A(k) ∈ Cnk×rk ,
where G ∈ Cr1×···×rd is often referred to as the core tensor and v1 ◦ · · · ◦ vd is the
d-way outer-product of vectors [21].
Flattening by reshaping. One can always reorganize the entries of a tensor into a
matrix and this idea is fundamental to the tensor-train decomposition [28]. Conven-
tionally, one reorganizes the entries so that the mode-1 fibers are stacked. This is
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equivalent to Xk = reshape(X,
∏k
s=1 ns,
∏d
s=k+1 ns).
1 We call Xk the kth unfolding
of X.
Flattening via matricization. Another way to flatten a tensor is called mode-n
matricization (or nth matricization), which arranges the mode-n fibers to be the
columns of a matrix [20]. We denote the mode-n matricization of a tensor X by
X(n). It is easy to see that the first unfolding and the mode-1 matricization of a
tensor are identical, i.e., X(1) = X1. In this paper, for a tensor X, matricizations
are constructed so that there exists another tensor Y j satisfying [5]
(1.5) Y j(1) = X(j), . . . , Y
j
(d−j+1) = X(d), Y
j
(d−j+2) = X(1), . . . , Y
j
(d) = X(j−1).
1.2. Summary of paper. In the next section, we review three tensor decom-
positions and define numerical tensor ranks in each format. In section 3, we study the
mathematical ranks of tensors constructed by sampling multivariate functions that
have some algebraic structure. In section 4, we consider the numerical tensor ranks of
tensors constructed by sampling smooth multivariate functions. Finally, in section 5
we consider the numerical tensor ranks of tensors that satisfy a multidimensional
Sylvester equation.
2. Three tensor decompositions. In this section, we review three tensor de-
compositions: (a) Tensor-train decomposition, (b) Orthogonal Tucker decomposition,
and (c) CP decomposition. Each one has an associated tensor rank and numerical
tensor rank. Since the tensor ranks for tensor-train and Tucker decompositions are
vectors, not numbers, we use lexicographical ordering to compare them. We say that
a tensor rank of x = (x1, . . . , xd) is less than y = (y1, . . . , yd), denoted by x <lex y, if
in the first entry for which the vectors differ, we find xj < yj . In addition, we write
x ≤lex y if x <lex y or xj = yj for all j.
2.1. Tensor-train decomposition and the numerical tensor-train rank.
The tensor-train decomposition is a generalization of the singular value decomposition
(SVD) that can be computed by a sequence of matrix SVDs [28]. A tensor X ∈
Cn1×···×nd has a tensor-train rank of at most s = (s0, . . . , sd) if there exists matrix-
valued functions Gk : {1, . . . , nk} 7→ Csk−1×sk for 1 ≤ k ≤ d such that
(2.1) Xi1,...,id = G1(i1)G2(i2) · · ·Gd(id), 1 ≤ ik ≤ nk.
This decomposition writes each entry of X as a product of matrices, where the kth
matrix in the “train” of length d is determined by ik. Since the product of the
matrices must always be a scalar, we have s0 = sd = 1. Each Gk can be represented
by an sk−1 × nk × sk tensor so a rank s tensor-train decomposition requires at most∑d
k=1 sk−1sknk elements to store. Figure 2.1 illustrates a tensor-train decomposition
of rank at most s = (s0, . . . , sd). We say that a tensor X ∈ Cn1×···×nd has a tensor-
train rank of exactly s = (s0, . . . , sd), denoted by rank
TT(X) = s, if X can be
represented as in (2.1), and for all v <lex s it is impossible to find Hk ∈ Cvk−1×vk
such that Xi1,...,id = H1(i1)H2(i2) · · ·Hd(id) for 1 ≤ ik ≤ nk and 1 ≤ k ≤ d.
Normally a tensor-train decomposition is constructed by separating out one di-
mension at a time, and compressing each dimension in turn [28]. For simplicity,
the decomposition considered in this paper is performed in the order of dimension
1In MATLAB, the reshape command reorganizes the entries of a tensor. For example, if X ∈
Cn1×···×nd , then reshape(X,
∏k
s=1 ns,
∏d
s=k+1 ns) returns a matrix of size (
∏k
s=1 ns)×(
∏d
s=k+1 ns)
formed by stacking entries according to their multi-index.
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Xi1,...,id =
G1(i1)
1×s1
G2(i2)
s1×s2
· · · Gd−1(id−1)
sd−2×sd−1
G
d (id )
sd−1×1
Figure 2.1. The tensor-train decomposition of rank at most s = (s0, . . . , sd). Each entry of a
tensor is represented by the product of d matrices, where the kth matrix in the “train” is selected
based on the value of ik.
1, dimension 2, and so on. In this way, the entries of the tensor-train rank are
bounded from above by the ranks of matrices formed by flattening [28]. That is, for
1 ≤ k ≤ d− 1 we have
(2.2) sk ≤ rank(Xk), Xk = reshape(X,
k∏
s=1
ns,
d∏
s=k+1
ns),
where rank(Xk) is the rank of the matrix Xk. Therefore, if the ranks of all the
matrices Xk for 1 ≤ k ≤ d−1 are small, then the tensor X can be exactly represented
in a data-sparse format as a tensor-train decomposition.
In computational mathematics, we are interested in full rank tensors that are
well-approximated (up to an accuracy of 0 <  < 1) by low rank tensors. Therefore,
we focus on the bounds of numerical tensor-train ranks.
Definition 2.1. Given an 0 <  < 1, we say that the numerical tensor-train rank
of X is s if s is the smallest vector (with respect to lexicographical ordering) so that
there exists a tensor X˜ with rankTT(X˜) = s and ‖X − X˜‖F ≤ ‖X‖F . We denote
this by rankTT (X) = s.
For 0 <  < 1, we have rankTT (X) ≤lex rankTT(X) and the numerical tensor-
train rank can be dramatically less than the mathematical tensor-train rank.
2.2. Orthogonal Tucker decomposition and the numerical multilinear
rank. The orthogonal Tucker decomposition is a factorization of a tensor into a set of
matrices and a core tensor, where the matrices have orthonormal columns [5, 16, 21].
A tensor X ∈ Cn1×···×nd has a multilinear rank2 of at most t = (t1, . . . , td) if there
are matrices A1, . . . , Ad with orthonormal columns and a core tensor G ∈ Ct1×···×td
such that
(2.3) X = JG;A(1), . . . , A(d)K, A(k) ∈ Cnk×tk .
Such a decomposition contains at most
∑d
k=1 nktk +
∏d
k=1 tk elements, and can be
computed by the so-called higher-order singular value decomposition [5].
A tensor X ∈ Cn1×···×nd has a multilinear rank of exactly t = (t1, . . . , td), denoted
by rankML(X) = t, if X can be represented as in (2.3), and for all v <lex t it is
impossible to write X = JG;A(1), . . . , A(d)K, where A(k) ∈ Cnk×vk and G ∈ Cv1×···×vd .
2The closely related Tucker rank of a tensor is also associated to the Tucker decomposition,
except the matrices Ak in (2.3) are not constrained to have orthonormal columns. Since multilinear
ranks are more commonly used in applications, we do not consider Tucker ranks in this paper.
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As with tensor-train decomposition, we are interested in low rank tensors so our
theoretical results derive upper bounds on the numerical multilinear ranks.
Definition 2.2. Given 0 <  < 1, we say that the numerical multilinear rank of
X is t if t is the smallest vector (in lexicographical ordering) so that there exists
a tensor X˜ with rankML(X˜) = t and ‖X − X˜‖F ≤ ‖X‖F . We denote this by
rankML (X) = t.
For 0 <  < 1, we have rankML (X) ≤lex rankML(X), where the numerical multi-
linear rank can be dramatically less than the mathematical multilinear rank.
2.3. Canonical Polyadic decomposition. The CP decomposition expresses a
tensor as a sum of rank-1 tensors. We say that a tensor X ∈ Cn1×···×nd is of rank at
most r if there are matrices A(1), . . . , A(d) and a diagonal tensor D such that
(2.4) X = JD;A(1), . . . , A(d)K, A(k) ∈ Cnk×r, D ∈ Cr×···×r,
where the only nonzero entries of D are Di,...,i for 1 ≤ i ≤ r. If D is omitted in
this bracket notation, then by convention all the nonzero entries of D are 1. The
CP decomposition in (2.4) looks similar to the orthogonal Tucker decomposition, but
there are two important differences: (1) The matrices A(1), . . . , A(d) in (2.4) do not
need to have orthogonal columns and (2) The core tensor D must be diagonal. This
means that (2.4) is equivalent to expressing a tensor as a sum of rank-1 tensors.
If the tensor cannot be expressed as a sum of fewer than r rank-1 tensors, then
we say the tensor has rank r. We denote this integer by rank(X). This tensor
decomposition can be stored in at most r+ r
∑d
k=1 nk entries, but the decomposition
is NP-hard to compute for worst case examples [14].
Since we are aiming for upper bounds on the rank of a tensor, we can take any de-
composition of the form in (2.4) with a potentially large r, and see if its factor matrices
A(1), . . . , A(d) are themselves low rank. For example, we find that [22, Lem. 1]:3
(2.5) rank(X) ≤ min
1≤j≤d
1
rj
d∏
i=1
ri,
where ri = rank(A
(i)) for 1 ≤ i ≤ d. The bound in (2.5) is potentially useful because
it allows one to derive upper bounds on the rank of a tensor via bounds on the rank
of factor matrices from any representation of the tensor as a sum of rank-1 tensors.
Again, we derive upper bounds for the numerical rank of a tensor, which can
often be dramatically less than the mathematical rank of a tensor.
Definition 2.3. Given 0 <  < 1, we say that the numerical rank of X is r
if r is the smallest integer so that there exists a tensor X˜ with rank(X˜) = r and
‖X − X˜‖F ≤ ‖X‖F . We denote this integer by rank(X) = r.
Since lim→0 rankTT (X) = rank
TT(X) and lim→0 rankML (X) = rank
ML(X), it
is tempting to assume that lim→0 rank(X) = rank(X). But, this is not the case.
Instead, the weaker statement of lim→0 rank(X) ≤ rank(X) is true. The concept
of border rank captures this surprise and is one of the new features in multilinear
algebra that is not present in linear algebra [4].
3Lemma 1 of [22] shows that the dimension of the vector space that spans the slices in the νth
index is equal to the rank of X. The inequality in (2.5) follows from the extra assumption that the
slices are themselves low rank tensors.
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2.4. Inequalities between tensor ranks. Let X ∈ Cn1×···×nd be a tensor, and
construct Y 1, . . . , Y d as in (1.5). Suppose that rankTT(Y j) = sj , rankML(X) = t,
and rank(X) = r. Then, the following inequalities hold [21,28]:
(2.6) sj1 ≤ tj ≤ max
1≤i≤d
ti ≤ r ≤ min
1≤j≤d
1
nj
d∏
i=1
ni.
These inequalities remain valid when the ranks are replaced by numerical ranks too,
but are generally not useful for determining whether a tensor is compressible. How-
ever, they do reveal an interdependency between the tensor formats. For example, if
r is small, then X is low rank in any of the three tensor formats.
3. Tensors constructed via sampling algebraically structured functions.
It is common in applications to encounter tensors that are constructed by sampling
multivariate functions [17, 18]. For example, one can take a continuous function of
three variables, f(x, y, z), and sample f on a tensor grid to obtain a tensor:
Xijk = f(xi, yj , zk), 1 ≤ i, j, k ≤ n,
where {x1, . . . , xn}, {y1, . . . , yn}, and {z1, . . . , zn} are sets of points.
3.1. Polynomials and algebraic structure. One common scenario where it
is easy to spot mathematical tensor ranks is when the tensor is sampled from a poly-
nomial. To be specific, if a tensor X is derived by sampling a multivariate polynomial
p(x1, . . . , xd) of degree at most Nj − 1 in the variable xj from a tensor-product grid.
Then, one finds that the tensor ranks of X are bounded by a function of N1, . . . , Nd.
Lemma 3.1. Let p(x1, . . . , xd) be a polynomial of degree at most Nj − 1 in the
variable xj for 1 ≤ j ≤ d, and let X ∈ Cn1×···×nd be the tensor constructed by
sampling p, i.e.,
Xi1,...,id = p(x
(1)
i1
, . . . , x
(d)
id
), 1 ≤ ij ≤ nj , 1 ≤ j ≤ d,
where x(1), . . . , x(d) are sets of n1, . . . , nd nodes, respectively. Then,
• rankTT(X) ≤lex (1, t1, . . . , td−1, 1), where tk = min{
∏k
j=1Nj ,
∏d
j=k+1Nj},
• rankML(X) ≤lex (N1, . . . , Nd), and
• rank(X) ≤ min1≤k≤d 1Nk
∏d
j=1Nj.
Here, the tensor-train decomposition is constructed in the order of x1, . . . , xd.
Proof. According to the degree assumptions on p, we can write p as
p(x1, . . . , xd) =
N1−1∑
q1=0
· · ·
Nk−1∑
qk=0
aq1,...,qk(xk+1, . . . , xd)x
q1
1 · · ·xqkk , 1 ≤ k ≤ d,
where aq1,...,qk(xk+1, . . . , xd) is a polynomial in the variables xk+1, . . . , xd and for
k + 1 ≤ j ≤ d, xj has degree at most Nj − 1. After sampling, this means that
rank(Xk) ≤ min{
∏k
j=1Nj ,
∏d
j=k+1Nj} and the bound on rankTT(X) follows.
Another way to write p is
p(x1, . . . , xd) =
Nk−1∑
j=0
bj(x1, . . . , xk−1, xk+1, . . . , xd)x
j
k, 1 ≤ k ≤ d,
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where bj is a polynomial in x1, . . . , xk−1, xk+1, . . . , xd of degree at most Nj − 1 in
xj . After sampling, this shows that rank(X(k)) ≤ Nk and the bound on rankML(X)
follows.
Finally, separating out xd, we can also write p as
(3.1) p(x1, . . . , xd) =
N1−1∑
q1=0
· · ·
Nd−1−1∑
qd−1=0
cq1,...,qd−1(xd)x
q1
1 · · ·xqd−1d−1 ,
where each term in (3.1) is a rank 1 tensor after sampling. We can do this to each
variable and thus rank(X) ≤ min1≤k≤d 1Nk
∏d
j=1Nj .
A special case of Lemma 3.1 is when N1 = · · · = Nd = N , then the polynomial
p has maximal degree of at most N − 14, and the bounds on the tensor ranks of X
simplify to the following:
• rankTT(X) ≤lex (1, N, . . . , Nmin(k,d−k), . . . , N, 1),
• rankML(X) ≤lex (N, . . . , N), and
• rank(X) ≤ Nd−1.
The important observation is that tensors constructed by sampling polynomials on a
sufficiently large tensor-product grid has tensor ranks that are bounded by N1, . . . , Nd,
as opposed to n1, . . . , nd.
3.2. Other special cases of algebraic structure. Similar to multivariate
polynomials, it is easy to spot—after some experience—the tensor ranks of tensors
constructed by sampling functions that have explicit algebraic structure since each
variable in the function can be thought as a fiber of the tensor. The easiest ones
to spot are those tensors derived from functions that are the sums of products of
single-variable functions, such as
f(x, y, z) = 1 + tan(x)y + y2z3, g(x, y, z, w) = cos(x) sin(y) + e10ze100w.
If F and G are tensors constructed by sampling f and g on a tensor-product grid,
respectively, then the tensor ranks are bounded by
rankTT(F ) ≤lex (1, 2, 2, 1), rankML(F ) ≤lex (2, 3, 2), rank(F ) ≤ 3,
rankTT(G) ≤lex (1, 2, 2, 2, 1), rankML(G) ≤lex (2, 2, 2, 2), rank(G) ≤ 2,
where the tensor-train decompositions are performed in the order x, y, z, w. Other
examples are functions that can be expressed with exponentials and powers.
Some special functions require reorganizations to reveal their algebraic structures.
If the function is expressed with trigonometric functions, then the sampled tensor can
often be low rank due to trigonometric identities. For example, since f(x, y, z) =
cos(x+ y + z) can be written as
f(x, y, z) = (cos(x)cos(y)− sin(x)sin(y))cos(z)− (sin(x)cos(y) + cos(x)sin(y))sin(z),
any tensor F constructed by sampling f on a tensor-product grid satisfies
rankTT(F ) ≤lex (1, 2, 2, 1), rankML(F ) ≤lex (2, 2, 2), rank(F ) ≤ 4.
4We say that a polynomial pN (x1, . . . , xd) has maximal degree ≤ N if pN is a polynomial of
degree at most N in all the variables xi.
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These examples can often be combined to build more complicated functions that result
in low rank sampled tensors. This is an ad hoc process and requires human ingenuity
to express the sampled function in a revealing form. Again, tensors constructed by
sampling such algebraically structured functions on a sufficiently large tensor-product
grid has tensor ranks that are bounded by the structures, instead of the size of the
sampling grid.
4. Tensors derived by sampling smooth functions. Although most func-
tions do not have the algebraic structure specified in section 3, tensors that are con-
structed by sampling smooth functions are often well approximated by low rank ten-
sors. We make this observation precise by using the results in section 3 when f is a
multivariate polynomial.
An analogous observation is routinely made for matrices derived from sampling
smooth bivariate functions with accompanying theoretical justifications already de-
rived in the literature [30,33].
4.1. The numerical tensor ranks of tensors derived by sampling smooth
functions. In light of Lemma 3.1, our idea to understand the numerical tensor ranks
of a tensor derived from sampling a function is to first approximate that function by
a multivariate polynomial, which is already a routine procedure for computing with
low rank approximations to multivariate functions [9, 13].
Without loss of generality, suppose that X is formed by sampling a smooth func-
tion f on a tensor-product grid in [−1, 1]d, i.e.,
(4.1) Xi1,...,id = f(x
(1)
i1
, . . . , x
(d)
id
), 1 ≤ i1, . . . , id ≤ d,
where x(1), . . . , x(d) are sets of n1, . . . , nd nodes in [−1, 1]. Our idea is to find a
multivariate polynomial p of degree ≤ Nj − 1 in the variable xj that approximates
f in [−1, 1]d and then set Yi1,...,id = p(x(1)i1 , . . . , x
(d)
id
). By Lemma 3.1, Y has tensor
ranks that only depend on N1, . . . , Nd and Y is an approximation to X. In particular,
we have
(4.2) ‖X − Y ‖F ≤
(
d∏
i=1
ni
)1
2
‖X − Y ‖max ≤
(
d∏
i=1
ni
)1
2
‖f − pN‖∞,
where ‖ · ‖∞ denotes the supremum norm on [−1, 1]d and ‖ · ‖max is the absolute
maximum entry norm. Therefore, if p is a good approximation to f , then Y is a good
approximation to X too.
One can now propose any linear or nonlinear approximation scheme to find a
polynomial approximation p of f on [−1, 1]d. Clearly, excellent bounds on ‖X − Y ‖F
are obtained by finding a p so that
‖f − p‖∞ ≈ inf
q∈PN1,...,Nd
‖f − q‖∞,
where PN1,...,Nd is the space of d-variate polynomials of maximal degree ≤ Ni − 1 in
xi for 1 ≤ i ≤ d. This best multivariable polynomial problem is often, but not always,
tricky to solve directly. Instead, we usually set p to be the multivariate Chebyshev
NUMERICAL TENSOR RANKS 9
projection of f . That is,
pchebN1,...,Nd(x1, . . . , xd) =
N1−1∑
i1=0
′ · · ·
Nd−1∑
id=0
′
ci1,...,idTi1(x1) · · ·Tid(xd),
ci1,...,id =
(
2
pi
)d∫ 1
−1
· · ·
∫ 1
−1
f(x1, . . . , xd)Ti1(x1) · · ·Tid(xd)√
1− x21 · · ·
√
1− x2d
dx1 · · · dxd,
where the primes indicate that the first term in the sum is halved and Tk(x) is the
Chebyshev polynomial of degree k. Importantly, pchebN1,...,Nd is a near-best polynomial
approximation to f [35], and the error ‖f − pchebN1,...,Nd‖∞ can be bounded. Thus, this
choice of p leads to bounds on the numerical tensor ranks of X.
4.2. Worked examples. Here, we give two examples that illustrate how to em-
ploy our smoothness result and understand the numerical ranks of tensors constructed
by sampling smooth functions. We consider two functions: (1) A Fourier-like func-
tion, where we use best polynomial approximation, and (2) A sum of Gaussian bumps,
where we use Chebyshev approximation.
4.2.1. Fourier-like function. Consider a tensor X ∈ Cn×n×n constructed by
sampling the following Fourier-like function on a tensor-product grid [33]:
f(x, y, z) = eiMxyz, x, y, z ∈ [−1, 1],
where M ≥ 1 is a real parameter. While X is a full rank tensor, numerically it has
tensor ranks that depend linearly on M . To see this, let pbestk−1 and q
best
k−1 be the best
minimax polynomial approximations of degree ≤ k − 1 to cos(Mpit) and sin(Mpit)
on [−1, 1], respectively, and define sk−1 = pbestk−1 + iqbestk−1. Note that sk−1(xyz) has
maximal degree at most k − 1 so that
inf
wk−1∈Pk−1
sup
x,y,z∈[−1,1]
∣∣eiMpixyz − wk−1(x, y, z)∣∣ ≤ sup
x,y,z∈[−1,1]
∣∣eiMpixyz − sk−1(xyz)∣∣
= sup
t∈[−1,1]
∣∣eiMpit − sk−1(t)∣∣ ,
where Pk−1 is the space of trivariate polynomials of maximal degree ≤ k − 1 and
the equality follows since t = xyz ∈ [−1, 1] if x, y, z ∈ [−1, 1]. Furthermore, we have
eiMpit = cos(Mpit) + i sin(Mpit) and so
sup
t∈[−1,1]
∣∣eiMpit − sk−1(t)∣∣ ≤ sup
t∈[−1,1]
∣∣cos(Mpit)− pbestk−1(t)∣∣+ sup
t∈[−1,1]
∣∣sin(Mpit)− qbestk−1(t)∣∣ .
By the equioscillation theorem [29, Thm. 7.4], pbestk−1 = 0 for k − 1 ≤ 2bMc − 1 since
cos(Mpit) equioscillates 2bMc+ 1 times in [−1, 1]. Similarly, sin(Mpit) equioscillates
2bMc times in [−1, 1] and hence, qbestk−1 = 0 for k − 1 ≤ 2bMc − 2. However, for
k > 2bMc, supt∈[−1,1]
∣∣eiMpit − sk−1(t)∣∣ decays super-geometrically to zero as k →∞.
Hence, the numerical maximal degree, N, of e
iMpixyz satisfies N/2M → c for some
constant c ≥ 1 as M → ∞, and by Lemma 3.1, the numerical tensor ranks of X
can be estimated. For example, if s1 is the first numerical tensor-train rank, then
s1/(2M)→ 1 as M →∞.
Figure 4.1 (left) plots the ratio of the first numerical tensor-train rank, s1, of a
tensor sampled from the Fourier-like function and 2M . We observe that s1/(2M)→ 1
as M →∞.
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Figure 4.1. Left: The ratio of the first numerical tensor-train rank, s1, of the tensors of size
n×n×n with n = 600 constructed by sampling the Fourier-like function eiMxyz with 15 ≤M ≤ 150.
The accuracy used to calculate numerical tensor-train ranks is 10−10. Right: The first numerical
tensor-train rank (colored dots) and the theoretical bounds (black lines) of X ∈ C400×400×400 con-
structed by sampling
∑300
j=1 e
−γ((x−xj)2+(y−yj)2+(z−zj)2) on an equispaced tensor-product grid for
γ = 10, 100, 1000, where (xj , yj , zj) are arbitrary centers in [−1, 1]3.
4.2.2. A sum of Gaussian bumps. Consider a tensor X ∈ Cn×n×n con-
structed by sampling a sum of M Gaussian bumps, centered at arbitrary locations
(x1, y1, z1), . . . , (xM , yM , zM ) in [−1, 1]3, i.e.,
(4.3) f(x, y, z) =
M∑
j=1
e−γ((x−xj)
2+(y−yj)2+(z−zj)2), γ > 0.
Each Gaussian bump is a separable function of three variables so, mathematically,
the tensor ranks of X depend linearly on M . However, since the sum is a smooth
function, the numerical tensor ranks are related to the polynomial degree required to
approximate f(x, y, z) in [−1, 1]3 to an accuracy of 0 <  < 1. Hence, the numerical
tensor ranks of X depend on γ and has very mild growth in M .
Due to the symmetry in x, y, and z as well as separability of each term in (4.3),
we find that the Chebyshev approximation to f(x, y, z) can be bounded by
sup
x,y,z∈[−1,1]
∣∣∣∣∣∣f(x, y, z)−
M∑
j=1
pj`(x)q
j
` (y)r
j
`(z)
∣∣∣∣∣∣ ≤ 3M supx∈[−1,1]
∣∣∣e−γx2 − s`(x)∣∣∣ ,
where pj` , q
j
` , r
j
` , and s` are Chebyshev approximations of degree ≤ ` to e−γ(x−xj)
2
,
e−γ(y−yj)
2
, e−γ(z−zj)
2
, and e−γx
2
, respectively. An explicit Chebyshev expansion for
e−γx
2
is known and given by [25, p. 32]
e−γx
2
=
∞∑
j=0
′
(−1)je−γ/2Ij(γ/2)T2j(x),
where the prime on the summation indicates that the first term is halved, and Ij(z)
is the modified Bessel function of the first kind with parameter j [27, (10.25.2)]. This
means that one can show that [3]
sup
x∈[−1,1]
∣∣∣e−γx2 − s`(x)∣∣∣ ≤ 2e−γ/4Ib`/2c+1(γ/4), s`(x) =∑`
j=0
′
(−1)je−γ/2Ij(γ/2)T2j(x).
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By Lemma 3.1 and (4.2), the first numerical tensor-train rank of X is bounded by the
smallest integer ` such that 6Mn3/2e−γ/4Ib`/2c+1(γ/4) ≤ .
Figure 4.1 (right) shows the first numerical tensor-train rank and its bound of the
tensor X constructed by sampling the sum of Gaussian bumps with different values
of γ. We observe that the bounds are relatively tight when  is small.
5. Tensors with displacement structure. We say that X ∈ Cn1×···×nd has
an (A1, . . . , Ad)-displacement structure of G ∈ Cn1×···×nd if X satisfies the multidi-
mensional Sylvester equation
(5.1) X ×1 A(1) + · · ·+X ×d A(d) = G, A(k) ∈ Cnk×nk ,
where ‘×k’ is the k-mode matrix product of a tensor. In this section, we show that
when A1, . . . , Ad are normal matrices with “separated” spectra and G is a low-rank
tensor, then X is also a low-rank tensor. The derived bounds can be seen as an
extension of the singular value bounds in [2].
Several classes of structured tensors (e.g., the Hilbert tensor) and the solution
tensors of certain discretized partial differential equations (e.g., discretized Poisson’s
equation) have a displacement structure, that leads to bounds on the numerical tensor
ranks.
5.1. Zolotarev numbers. The bounds that we derive on numerical tensor ranks
involve so-called Zolotarev numbers [1,8,37]. A Zolotarev number is a positive number
between 0 and 1 defined via an infimum problem involving rational functions [37].
Namely,
(5.2) Zk(E,F ) := inf
r∈Rk,k
supz∈E |r(z)|
infz∈F |r(z)| , k ≥ 0,
where E and F are disjoint complex sets and Rk,k is the set of irreducible rational
functions of the form p(x)/q(x) with polynomials p and q of degree at most k. If E
and F are well-separated, then one finds that Zk(E,F ) decays rapidly with k. This is
because one can construct a low degree rational function that is small on E and large
on F . If E and F are close to each other, then typically Zk(E,F ) decreases much
more slowly with k.
Zolotarev numbers can be used to bound the singular values of matrices with
displacement structure [2, Thm. 2.1]. In particular, if X ∈ Cm×n with m ≥ n satisfies
the displacement structure
(5.3) AX −XB = MN∗, M ∈ Cm×ν , N ∈ Cn×ν ,
where A ∈ Cm×m and B ∈ Cn×n are normal matrices with spectra Λ(A) ⊆ E and
Λ(B) ⊆ F , then the singular values of X satisfy [2, Thm. 2.1]
(5.4) σj+νk(X) ≤ Zk(E,F )σj(X), 1 ≤ j + νk ≤ n.
Roughly speaking, if Λ(A) and Λ(B) are well-separated and ν is small, then the
singular values σj(X) decrease rapidly to 0.
When working with tensors, we translate the inequalities in (5.4) into Frobenius
norm error bounds.
Lemma 5.1. If X ∈ Cm×n is a matrix satisfying (5.3) and Xνk is the best rank
νk approximation to X, then
‖X −Xνk‖F ≤ Zk(E,F )‖X‖F ,
where ‖ · ‖F denotes the matrix Frobenius norm.
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Proof. To simplify notation let Zk = Zk(E,F ), r = νk, σj = σj(X) for 1 ≤ j ≤ n,
and σj = 0 for j > n. Note that for any s ≥ 1 we have
(s+1)r∑
j=sr+1
σ2j =
r∑
j=1
σ2j+sr ≤ Z2k
r∑
j=1
σ2j+(s−1)r ≤ · · · ≤ Z2sk
r∑
j=1
σ2j ,
where the inequalities come from the repeated application of the bound in (5.4).
Therefore, we can bound ‖X −Xr‖2F by partitioning the singular values into groups
of r. That is,
‖X −Xr‖2F =
n∑
j=r+1
σ2i ≤
∞∑
s=1
(s+1)r∑
j=sr+1
σ2i ≤
∞∑
s=1
Z2sk
r∑
j=1
σ2j =
Z2k
1− Z2k
r∑
j=1
σ2j ,
where the last equality is obtained by summing up the geometric series. Since ‖X‖2F =∑n
j=1 σ
2
j , we find that(
1 +
Z2k
1− Z2k
)
‖X −Xr‖2F ≤
Z2k
1− Z2k
‖X‖2F .
The result follows by rearranging.
For 0 <  < 1, the numerical rank of X measured in the Frobenius norm is the
smallest integer, r, such that
inf
rank(X˜)≤r
‖X − X˜‖F ≤  ‖X‖F .
We denote this integer by rank(X). From Lemma 5.1, we find that for matrices that
satisfy (5.3), we have
(5.5) rank(X) ≤ νk,
where k is the smallest integer so that Zk(E,F ) ≤ . Therefore, Zolotarev num-
bers are very useful when trying to bound the numerical rank of matrices with
displacement structure. For example, for an n × n Pick matrix Pn constructed
with real numbers from an inverval [a, b] with 0 < a < b < ∞, one can find that
rank(Pn) ≤
⌈
log(4b/a) log(4/)/pi2
⌉
[2].
5.2. The numerical tensor-train ranks of tensors with displacement
structure. Zolotarev numbers can also be used when bounding numerical ranks of
tensors satisfying (5.1). From the bounds in (2.2), one finds that the numerical ranks
of each unfolding provides an upper bound on the numerical tensor-train ranks. More
precisely, if X ∈ Cn1×···×nd is a tensor and 0 <  < 1, then there exists a tensor X˜
such that [28, Thm. 2.2]
(5.6) ||X − X˜||F ≤ ||X||F , rankTT(X˜) = (1, rankδ(X1), . . . , rankδ(Xd−1), 1),
where δ = /
√
d and Xk is the kth unfolding of X.
If X satisfies (5.1), then by rearranging (5.1) one can show that each unfolding
matrix, Xj , has a displacement structure. This is precisely BjXj − XjCTj = Gj ,
where Gj is the jth unfolding of G and
Bj = I ⊗ · · · ⊗ I ⊗A(1) + · · ·+A(j) ⊗ I ⊗ · · · ⊗ I,
Cj = −(I ⊗ · · · ⊗ I ⊗A(j+1) + · · ·+A(d) ⊗ I ⊗ · · · ⊗ I).
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Figure 5.1. Minkowski sum separated matrices A(1), A(2), and A(3) where the colored crosses
denote the spectrum of A(1), A(2), and A(3), respectively. Here, Λ(A(1)) ⊆ E1, Λ(A(3)) ⊆ −F2,
Λ(A(1)) + Λ(A(2)) ⊆ E2, and Λ(A(2)) + Λ(A(3)) ⊆ −F1. By definition, we must have that E1 is
disjoint from F1 (red regions), and that E2 is disjoint from F2 (blue regions).
From properties of the Kronecker product [31], we know that Bj and Cj are normal
matrices with Λ(Bj) = Λ(A
(1)) + · · · + Λ(A(j)) ⊆ Ej and Λ(Cj) = −(Λ(A(j+1)) +
· · · + Λ(A(d))) ⊆ Fj .5 From Lemma 5.1 we see that for any integer kj such that
Zkj (Ej , Fj) ≤ δ, then
rankδ(Xj) ≤ kjνj , νj = rank(Gj), 1 ≤ j ≤ d− 1.
Therefore, a necessary condition to bound the numerical tensor-train ranks of X using
this approach is that the spectra of A(1), . . . , A(d) are Minkowski sum separated.
Definition 5.2. We say that normal matrices A(1), . . . , A(d) are Minkowski sum
separated if there are disjoint sets Ej and Fj so that
Λ(A(1)) + · · ·+ Λ(A(j)) ⊆ Ej , −(Λ(A(j+1)) + · · ·+ Λ(A(d))) ⊆ Fj , 1 ≤ j ≤ d− 1,
where the set additions are Minkowski sums and Λ(A(j)) denotes the spectrum of A(j).
Figure 5.1 illustrates three Minkowski sum separated matrices A(1), A(2), and A(3)
along with possible choices for the sets Ej and Fj for j = 1, 2. We summarize our
findings as a theorem.
Theorem 5.3. Suppose X ∈ Cn1×···×nd satisfies (5.1), where A(1), . . . , A(d) are
Minkowski sum separated with disjoint sets Ej and Fj for 1 ≤ j ≤ d− 1. Then, for a
fixed 0 <  < 1, we have
rankTT (X) ≤lex (1, k1ν1, . . . , kd−1νd−1, 1), νj = rank(Gj), 1 ≤ j ≤ d− 1,
where Gj is the jth unfolding of G and kj is an integer so that Zkj (Ej , Fj) ≤ /
√
d.
For special choices of Ej and Fj , explicit bounds on Zkj (Ej , Fj) are known and
therefore the bounds in Theorem 5.3 are also explicit. Here we mention two special
cases:
5By Λ(A) + Λ(B) we mean the Minkowski sum, formed by adding each element in Λ(A) to each
element in Λ(B), i.e.,
Λ(A) + Λ(B) = {a+ b | a ∈ Λ(A), b ∈ Λ(B)}.
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Intervals. If Λ(A(j)) ⊆ [a, b] for 0 < a < b <∞, then one can take Ej = [ja, jb]
and Fj = [−(d− j)b,−(d− j)a] in Theorem 5.3. From [2, Cor. 4.2], we find that
Zkj (Ej , Fj) ≤ 4
[
exp
(
pi2
2 log (16γj)
)]−2k
, γj =
(da+ j(b− a))(db− j(b− a))
abd2
.
In particular, the following bound holds:
(5.7) rankTT (X) ≤lex (1, k1ν1, . . . , kd−1νd−1, 1), kj =
⌈
log(16γj) log(4
√
d/)
pi2
⌉
,
where νj = rank(Gj).
Disks. If Λ(A(j)) ⊆ {z ∈ C : |z − z0| ≤ η} for 0 < η < z0 and z0, η ∈ R,
then one finds that Λ(A(1)) + · · · + Λ(A(j)) ⊆ {z ∈ C : |z − jz0| ≤ jη} and
−(Λ(A(j+1))+ · · ·+Λ(A(d))) ⊆ {z ∈ C : |z+(d−j)z0| ≤ (d−j)η}. From [32, p. 123],
we find that
Zkj (Ej , Fj) = ρ
−kj
j , ρj =
2j(d− j)η2
d2z20 − ((d− j)2 + j2)η2 −
√
ξj
,
where ξj =
(
d2z20 − ((d− j)2 + j2)η2
)2 − 4j2(d− j)2η4. In particular,
(5.8) rankTT (X)≤lex (1, k1ν1, . . . , kd−1νd−1, 1), kj =
⌈
log(
√
d/)/ log(ρj)
⌉
,
where νj = rank(Gj).
In subsection 5.5, we use (5.7) to bound the numerical tensor-train rank of the
Hilbert tensor and the solution tensor of a discretized Poisson equation.
5.3. The numerical multilinear ranks of tensors with displacement
structure. The matrix SVD can be used to calculate the numerical multilinear
rank [5, 21]. Indeed, if X ∈ Cn1×···×nd is a tensor and 0 <  < 1, then there ex-
ists a tensor X˜ such that [5]:
||X − X˜||F ≤ ||X||F , rankML(X˜) = (rankδ(X(1)), . . . , rankδ(X(d))),
where δ = /
√
d and X(j) is the jth matricization of X.
Since the first unfolding of X coincides with the first matricization of X, the
bound on the first numerical tensor-train rank in Theorem 5.3 is also a bound for the
first numerical multilinear rank of X. One can use a similar idea to bound all the
multilinear ranks by considering the various matricizations. However, one finds that
the spectra of A(1), . . . , A(d) need to be separated in a slightly different sense.
Definition 5.4. We say that normal matrices A1, . . . , Ad are Minkowski singly
separated if there are disjoint sets Ej and Fj so that
Λ(Aj) ⊆ Ej , −
 d∑
k=1,k 6=j
Λ(Ak)
 ⊆ Fj , 1 ≤ j ≤ d,
where the set additions are Minkowski sums and Λ(Aj) denotes the spectrum of Aj.
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Figure 5.2. Minkowski singly separated matrices A(1), A(2), and A(3) where the colored crosses
denote the spectrum of A(1), A(2), and A(3), respectively. Here, Λ(A(1)) ⊆ E1, Λ(A(2)) ⊆ E2,
Λ(A(3)) ⊆ E3, −(Λ(A(1))+Λ(A(2))) ⊆ F3, −(Λ(A(1))+Λ(A(3))) ⊆ F2, and −(Λ(A(2))+Λ(A(3))) ⊆
F1. By definition, we have that E1 is disjoint from F1 (red regions), that E2 is disjoint from F2
(gray regions), and that E3 is disjoint from F3 (blue regions).
Figure 5.2 illustrates the spectra of Minkowski singly separated matrices A(1),
A(2), and A(3) along with their enclosed sets and Minkowski sums of the sets. Under
this separation condition, we have the following theorem:
Theorem 5.5. Suppose X ∈ Cn1×···×nd satisfies (5.1), where A(1), . . . , A(d) are
Minkowski singly separated with disjoint sets Ej and Fj for 1 ≤ j ≤ d. Then, for a
fixed 0 <  < 1, we have
rankML (X) ≤lex (k1µ1, . . . , kdµd), rankML(G) = (µ1, . . . , µd),
where kj is an integer so that Zkj (Ej , Fj) ≤ /
√
d.
Proof. From the bounds in (2.6), one can bound the numerical multilinear ranks
of X by the first numerical tensor-train rank of the tensors Y 1, . . . , Y d (see (1.5)).
Due to the way Y j is constructed, it can be shown that Y j satisfies
Y j ×1 A(j) + · · ·+ Y j ×d−j+1 A(d) + Y j ×d−j+2 A(1) + · · ·+ Y j ×d A(j−1) = Hj ,
where Hj(1) = G(j), . . . ,H
j
(d−j+1) = G(d), H
j
(d−j+2) = G(1), . . . ,H
j
(d) = G(j−1) and H
j
is constructed from G in the same way that Y j is constructed from X. The result
follows from Theorem 5.3 as the jth numerical multilinear rank of X is bounded above
by the bound of the first numerical tensor-train rank of Y j .
As before, explicit multilinear rank bounds can be obtained from Theorem 5.5 by
special choices of Ej and Fj such as when they are intervals or disks.
Intervals. If Λ(A(j)) ⊆ [a, b] for 0 < a < b < ∞, then one can take Ej = [a, b]
and Fj = [−(d− 1)b,−(d− 1)a]. Therefore, we find that [2, Cor. 4.2]
rankML (X) ≤lex (kµ1, . . . , kµd), k =
⌈
log(16γ) log(4
√
d/)
pi2
⌉
,
where γ = (da+ (b− a))(db− (b− a))/(abd2) and rankML(G) = (µ1, . . . , µd).
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Disks. If Λ(A(j)) ⊆ {z ∈ C : |z−z0| ≤ η} for 0 < η < z0 and z0, η ∈ R, then one
can take Ej = {z ∈ C : |z− z0| ≤ η} and Fj = {z ∈ C : |z+ (d− 1)z0| ≤ (d− 1)η}.
From [32, p. 123], we find that
rankML (X) ≤lex (kµ1, . . . , kµd), k =
⌈
log(
√
d/)/ log(ρ)
⌉
,
where ρ = (2(d−1)η2)/(d2z20− ((d−1)2 +1)η2−
√
ξ), ξ = (d2z20− ((d−1)2 +1)η2)2−
4(d− 1)2η4, and rankML(G) = (µ1, . . . , µd).
5.4. The numerical rank of tensors with displacement structure. While
deriving the bounds in this paper, we also considered including bounds on the nu-
merical rank of a tensor satisfying (5.1). We were unable to come up with nontrivial
bounds unless we introduced several additional and arbitrary assumptions in the state-
ments of our theorem. Therefore, we are unable to report any numerical tensor rank
bounds for tensors satisfying (5.1) at this time.
5.5. Worked examples. Here, we give two examples that illustrate how to use
the displacement structure of a tensor to bound its numerical tensor ranks. Since
the bounds of numerical tensor-train ranks and multilinear ranks are related, we only
show results for numerical tensor-train ranks. In particular, we focus on the first
numerical tensor-train rank. We consider two tensors: (1) The 3D Hilbert tensor and
(2) The solution tensor of a Poisson equation.
5.5.1. The 3D Hilbert tensor. Consider the Hilbert tensor H ∈ Cn×n×n
defined by
Hijk =
1
i+ j + k − 2 , 1 ≤ i, j, k ≤ n.
This tensor is analogous to the notoriously ill-conditioned Hilbert matrix [6,15]. It is
easy to verify that the tensor possesses the following displacement structure:
H ×1 D +H ×2 D +H ×3 D = S,
where S is the tensor of all ones and D is a diagonal matrix with Dii = i− 23 . Thus,
rank(S) = 1 and the ranks of the unfoldings of S are all 1.
Since the spectrum of D is contained in [ 13 ,
3n−2
3 ], (5.7) tells us that for any
0 <  < 1 we have
(5.9) rankTT (H) ≤lex (1, s1, s1, 1), s1 =
⌈
1
pi2
log
(
16n(2n− 1)
3n− 2
)
log
(
4
√
3

)⌉
.
That is, s1 = O(log n log(1/)) and means that the n × n × n Hilbert tensor can
be stored, up to an accuracy of  in the Frobenius norm, in just O(n log n log(1/))
degrees of freedom. Figure 5.3 shows that the first numerical tensor-train rank of H
and our theoretical bounds with  = 10−10. The actual numerical tensor-train ranks
of H are computed with the TT-SVD algorithm [28]. The bounds obtained on the
numerical tensor-train ranks of H are relatively tight.
5.5.2. Tensor solution of a discretized Poisson equation. Consider the 3D
Poisson equation on [−1, 1]3 with zero Dirichlet conditions, i.e.,
(5.10) − (uxx + uyy + uzz) = f on Ω = [−1, 1]3, u|∂Ω = 0.
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Figure 5.3. The first numerical tensor-train rank of the 3D Hilbert tensor. Left: The first
numerical tensor-train rank and the theoretical bound as a function of n. For n > 15 and  = 10−10,
the theoretical bound is smaller than the trivial bound. Right: The first numerical tensor-train rank
(dots) and the theoretical bound (black lines) for n = 10, 100, and 500. When n = 500 and  = 10−10,
one can see that s ≤lex (1, 22, 22, 1) while the computed first numerical tensor-train rank is 18.
If one writes down a second-order finite difference discretization of (5.10) on an n×n×
n equispaced grid, then one obtains the following multidimensional Sylvester equation
X ×1 K +X ×2 K +X ×3 K = F, K = − 1
h2

2 −1
−1 . . . . . .
. . .
. . . −1
−1 2
 ,
where h = 2/n and Fijk = f(ih−1, jh−1, kh−1) for 1 ≤ i, j, k ≤ n−1. The solution
tensor X is unknown and for large n, one hope that Xijk ≈ u(ih− 1, jh− 1, kh− 1)
for 1 ≤ i, j, k ≤ n − 1 is a reasonably good approximation. The eigenvalues of K
are given by 4/h2 sin2(pik/(2n)) for 1 ≤ k ≤ n with h = 2/n [23, (2.23)]. Since
(2/pi)x ≤ sinx ≤ 1 for x ∈ [0, pi/2] and h = 2/n, the eigenvalues of K are contained
in the interval [1, n2].
We are interested in bounding the numerical tensor-train ranks of X when f = 1.
Since Λ(K) ⊆ [1, n2] and rankTT(F ) = (1, 1, 1, 1), (5.7) gives
(5.11)
rankTT (Y ) ≤lex (1, s1, s1, 1), s1 =
⌈
1
pi2
log
(
16(n2 + 2)(2n2 + 1)
9n2
)
log
(
4
√
3

)⌉
.
Figure 5.4 shows the first numerical tensor-train rank and the bound of the ap-
proximate solution tensor to the discretized Poisson equation.
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