Abstract-The time-arrival location of seismic P-wave is an important problem in the seismic research field. The modulus maxima of wavelet transform is a useful method for picking up the singularities of function. For applying the modulus maxima method to investigate the arrival time, it is necessary to eliminate the influence of random factors. Based on standard deviation, we present a method to reduce the influence. Then we get an approach to detect the arrival time of P-wave by means of window energy ratio factors. The results of data analysis indicate that our method is more effective.
I. INTRODUCTION
The automatic pick of seismic first arrivals is a foundational problem in Seismic Exploration. It plays a key role in seismic data processing such as refraction static correction, VSP data interpretation, shallow refraction exploration and seismic tomography, as the first break time directly influences inversion result of the speed and slowness of the underground stratum structure.
When an earthquake occurs, it releases energy in the form of seismic waves that radiate from the earthquake source in all directions. The different types of energy waves shake the ground in different ways and also travel through the earth at different velocities. The fastest wave, and therefore the first to arrive at a given location, is called the P wave. The P wave, or compressional wave, alternately compresses and expands material in the same direction it is traveling. Picking the first arrival of P wave is a frequently discussed issue in data processing, and also the most important basis of automatic source location.
Initially, the method for detection of seismic events are mostly focused on the analysis of single-channel data (short-term vertical data) (e.g. Lacoss [1] ; Allen [2] ; Farrell et al. [3] ; Goforth and Herrin [4] ; Magotra N, Ahmed N, Chael E [5] )For the P-wave of teleseismic, it is almost perpendicular to the surface, the energy in the vertical direction much stronger than the horizontal direction.This is more effective to Picking the first arrival of P wave by using the data on the vertical channel. However, the P-wave in shallow earthquakes reaches the ground with a smaller angle of incidence, energy evenly distributed in each record axis. In order to obtain the arrive-time of seismic P-wave, we must synthesize the three-component data.
In recent years much effort has been devoted to reliable identification of the multifractality in real data. With the rapid development of wavelet theory, a good time-frequency characteristics more suitable for the detection of abnormal wave arrival time..Time series are decomposed into different time and scale by wavelet transformation, and thus we can get the property of time series in different frequency bands as time goes by [6] . Wavelet Transform Modulus Maxima (WTMM) [7] , consists in detection of scaling of the maxima lines of the wavelet transform on different scales in the time-scale plane. This procedure is advocated as especially suitable for analyzing the non-stationary time series. The method has been widely used in the detection of the arrival time about abnormal wave or in the multi-scale analysis of time-series [8, 9] .
So far, the nationwide digital seismograph network has been established and the digital seismical technique has been widely used. On studying lots of locating methods [10, 13] , such as algorithm of ratio of energy [14, 15] , algorithm of fractal dimension [16, 17] , algorithm of neural network [18] and algorithm of edge detection [19] , and the energy ratio first arrival pick-up algorithm and Wavelet Transform Modulus Maxima (WTMM) methods, the paper tries to detect the time-arrival of seismic Pwave automatically. And the test results show that the automatically picked first arrivals approximate to the manually picked ones as long as SNR is high, especially, as the SNR is low.
II. MODEL DESIGN
Suppose that ( ) t ψ is a basic wavelet or mother wavelet. After translation and dilation for it, the following expression is obtained:
Where a is the dilation factor and τ is the translation 
The DWT [21] can be thought as a judicious sub sampling of ) ,
in which we just deal with 'dyadic' scales (i.e., we pick a to be the form
) and then, within a given dyadic scale 
where 0 V X = and it represents the initial time series. t is time, Our interest in the Maximal Overlap Discrete Wavelet Transform (MODWT) [21] stems from the fact that an analysis of a time series using the DWT can depend critically on where we 'break into' the series, i.e., what we take as a starting point or origin for analysis.
While the wavelet coefficients for the DWT can be interpreted as a difference between two weighted averages, the intervals over which these averages are made are rigidly fixed a priori and hence might not line up well with interesting features in a time series. A change in the starting point for a time series can thus yield quite different results due to the juxtaposition of the time series with the averaging intervals predefined by the DWT. The MODWT is an attempt to get away from effects attributable to the choice of a starting time by essentially including all possible placements of averaging intervals.
The motivation for formulating the MODWT is essentially to define a transform that acts as much as possible like the DWT, but does not suffer from the DWT's sensitivity to the choice of a starting point for a time series. This sensitivity is entirely due to down sampling (subsampling) the outputs from the wavelet and scaling filters at each stage of the pyramid algorithm. To obtain a degree of insensitivity to the starting point, we need somehow to eliminate this down sampling while preserving the ability to carry out an ANOVA and an MRA.
The MODWT coefficients of level j is defined as followed, 
In matrix notation, we can express the above as Here we give pseudo-code that can be used to compute the MODWT and its inverse.Define 0,t
, where N is any positive integer.Let 
, do the inner loop:
End of inner loop. End of outer loop. Note that, if j is such that 
The task of the inverse MODWT is to compute X given the vectors
the following pseudo-code computes
End of inner loop. End of outer loop. Again, if j is such that 
Using the pseudo-code next with
After 0 2 J − more applications of the pseudo-code, we
Generally speaking, our choice is dictated by a desire to balance two considerations. On the one hand, wavelet filters of the very shortest widths can sometimes introduce undesirable artifacts into the resulting analyses. On the other hand, while wavelet filters with a large width can be a better match to the characteristic features in a time series, their use can result in (i) more coefficients being unduly influenced by boundary conditions, (ii) some decrease in the degree of localization of the DWT coefficients and (iii) an increase in computational burden. A reasonable overall strategy is thus to use the smallest widths that gives reasonable results. In practice, this involves comparing a series of preliminary analyses in which we keep increasing widths until we come to an analysis that is free of any artifacts attributable to the wavelet filter alone. When combined with a requirement that the resulting DWT coefficients be alienable in time, (i.e., have phase shifts reasonably close to zero), this strategy often settles on the LA (8) wavelet filter as a good choice. In this paper, we choose LA (8) wavelet filter. . All three upper bounds should be regarded as just guides for initially picking 0 J -the final choice of 0 J must come from application-dependent considerations.
A remarkable property of the wavelet transform is its ability to characterize the local regularity of functions. In mathematics, this local regularity is often measured with Lipschitz exponents. , than we think i is a Modulus maxima points of series X . In practical applications, the signal is superimposed on the random interference, and these random interference lead to the number of local maxima increased. The local maximum point we really interested, which reflect the mutation information, was submerged by the local maximum point produced by the random interference. In order to reduce the influence come from random interference and to detect the mutation point of the real signal, we should remove the local maxima of random interference [23] .
In the theory Probability and statistics, the standard deviation of random interference is an important indicator, which describes the intensity of the change. The standard deviation of the white noise is used in the algorithm for removing noise from images. With the standard deviation, we could remove the local maxima of random interference.
Assume that e is a random interference, such as white noise, the standard deviation of it was σ .When k is large enough, we could ensure that the probability of ( ) P e kσ > is small enough. This means that to the observational data of the function f , it is a small probability event that the changes caused by random interference is greater than kσ . Therefore, we propose the following modulus maxima improved algorithm.
We suppose that σ is the standard deviation of the wavelet coefficients of the random interference, 2 1 , In this improved algorithm, ( ) 100
modulus maxima points which caused by random interference were eliminated. But meanwhile, it also eliminates all modulus maxima points that the difference between it and its adjacent points is less than or equal to kσ .Therefore, improved modulus maxima algorithm cannot detect a weak mutation in the original signal point. The optimization parameters k in the improved algorithm is used to adjust the detection of weak mutation point. The smaller the value of k , the stronger the ability to portray mutations, and the greater the modulus maxima influenced by random interference. Improved modulus maxima algorithm is always used in this article, and we defined the modulus maxima points as below.
III. NUMERICAL RESULTS
We choose the data of three seismic events from different seismic stations. The first earthquake was recorded by thirty-two stations. The second earthquake was recorded by twelve stations. For the third earthquake, only nine stations recorded. For these fifty-three seismic waveform records, sampling points of time interval is 50 seconds, For epicentral distance and background noise was different, the same seismic showed a different waveform for different station. In these data, contains both high SNR seismic records, but also contains low SNR seismic records, some of the earthquake signals is drowned in noise.
Wavelet analysis has the time-frequency localization, wavelet coefficients of the general signal is mainly concentrated in a certain range, while white noise interfere with all of the wavelet transform coefficients, the signal recognition by selecting the frequency band of signal to noise ratio higher. We could recognize the signal by selecting the frequency band of high SNR. From the wavelet decomposition of the different seismic waves, we found that seismic signal energy is concentrated on the previous scale, and as the scale increases the seismic signal energy tend to decrease.
However, as the seismic waves in the propagation of the earth media, high-frequency wave filter out or decay out. With the epicenter distance increased, the highfrequency part of the seismic energy is gradually absorbed, so the energy of mutationg of P wave is more obvious in the second layer. Therefore we investigated the P-wave through the second layer of the wavelet coefficients. For example, the first sequence in Figure 1 is earthquake sequence, the sequence of the second to fifth corresponding to 1-4 layers MODWT coefficients. When the earthquake wave arrival, the signal energy of the first layer wavelet coefficients is weakened, and the energy of the second layer is larger. From the cumulative energy distribution of 1-4 layers (see figure 2) , we could see that the energy of mutation in the second layer is more obvious. Therefore, we detect the P-wave used the second layer wavelet coefficients. First, we choose 0 k = , namely looking for the modulus maximum value point of the second layer wavelet coefficients with the classic WTMM. We find there are a lot of modulus maximum value points before the P-wave arrival. In order to remove the local maxima of random interference, we choose 2 k = in improved WTMM. But it only reduces the number of modulus maxima points before the seismic wave's arrival, shown in Figure 3 . Therefore, it is difficult to detect the P-wave only from the singular point inspection.
We found that the modulus maxima of seismic waves significantly increased after arrival of the P-wave. Therefore, we get an approach to detect the arrival time of P-wave by means of window energy ratio.
Suppose
is the modulus maximum value point of the second layer wavelet coefficients, where n is the number of modulus maxima point. Take the window length l , We define the window energy ratio with not equal length of windows ( ) 
where ( ) p i reflect the degree of change of the modulus maxima. If the window length of the denominator is too short, small noise will make the noise points after it are identified as mutations. In order to avoid this situation, we choose the window length of the denominator is five times of the molecular window length. However, this method is easy to make the detection time was lagged. To position accurately, we define the window energy ratio with equal length of window. could be used for estimate the scope of the change point roughly, and ( ) q i could detect the location of the change point accurately. Combined these two advantages, we difine the P-wave detecting factor. Definition 3 If the function , p q was defined as above, then
is the window energy ratio detection factor. To deal with the actual data, we found that, the maximum point of the detection factors correspond with the arrival time of P-wave in most cases. The diagram of the R value of the earthquake sequence above was shown in figure 4 . The maximum point 524 is just the arrival time. But we also found that when the energy of first motion was smaller or decay faster, the detection factor is not the maximum as the P-wave arrival. The diagram (Figure 6 ) of the R value of the earthquake in Figure 5 shows that the maximum point is not the arrival time of P-wave, but for S-wave. Observed this earthquake sequence, we found that when the S-wave arrives, the P-wave has disappeared; otherwise, the energy of S-wave is greater than P-wave. Therefore, we consider taking a threshold A to determine the P-wave, namely calculate Comparing the actual detection of effects of seismic data, we can optimize the parameters. We choose
The analysis of the low SNR for real earthquake signal Figure 7 shows an instance of the low SNR seismic sequence; we could see that the signal is almost drowned in the noise. It is difficult to detect with the eyes directly. Figure 8 shows the second layer of the wavelet coefficients. The difference is significant between the signal and the pure noise. Used the algorithm of this paper, we get the arrival time of P-wave is 3336, but used the algorithm of neural network we get 2783.From the Figure 9 , this method can identify the P-wave successfully. We choose the data of three seismic events from different seismic stations. Respectively using the Improved WTMM method and the algorithm of neural network, Identify the first arrival of the P-wave for 53 earthquake records. Detective results are shown in Table  1 .Using the Improved WTMM method, there are four earthquake records cannot be identified, we get the recognition rate of 94.23%; using the algorithm of neural network, there are twenty-five earthquake records cannot be identified, the recognitiong rate is only 53.85%. The data analysis showed that the energy factor of modulus maxima method is particularly suitable for the noisy signal waveform data.
IV. CONCLUSION AND DISCUSSION
Using Maximal Overlap Discrete Wavelet Transform (MODWT) modulus maxima to detect P-wave of the earthquake, we eliminate the influence of random factors. Based on analysis of the effects of detection about the real seismic data, the standard deviation of the white noise is used in the algorithm for removing noise. Then we get an approach to detect the arrival time of P-wave by means of window energy ratio factors. Data analysis showed that, the algorithm of this article is more efficiently than the algorithm of neural network, especially when the noise is relatively large.
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