Abstract-We explore the role of feedback for the problem of reliable computation over two-way multicast networks. Specifically we consider a scenario in which there are forwardmessage computation demands and feedback is offered through the backward network for aiding the forward-message computation. We characterize the feedback computation capacity of a four-node Avestimehr-Diggavi-Tse deterministic network in which two nodes in one side wish to compute modulo-2 sums of two independent Bernoulli sources generated from the other two nodes. As a consequence of this result, we show that the backward network can be more efficiently used for feedback, rather than if it were used for independent backward-message computation. Our achievability proof builds upon a network decomposition framework developed in our earlier work.
I. INTRODUCTION
Earlier results on the role of feedback in communications were somewhat discouraging. In the 50s, Shannon proved that feedback has no bearing on capacity for memoryless point-to-point channels [1] . Subsequent work showed that feedback provides gain for point-to-point channels with memory [2] , [3] as well as for many multi-user channels [4] - [6] . For many scenarios, capacity improvements due to feedback are rather modest. However, one notable recent result in [7] has changed the traditional viewpoint on the role of feedback. It is shown in [7] that feedback provides more significant capacity gains for the Gaussian interference channel. Subsequent work in [8] shows more promise on the use of feedback, demonstrating that feedback can provide a net increase in capacity even if feedback cost is taken into consideration.
Our interest is to examine the benefit of feedback for more general scenarios in which nodes now intend to compute functions of the raw messages rather than the messages themselves. For an idealistic perfect feedback scenario, SuhGastpar [9] have recently shown that feedback provides a significant gain for computation as in classical communication settings [7] . However the result does not take into account feedback cost. Whether or not there exists a feedback gain for computation in the presence of feedback cost has been unexplored. This motivates us to investigate the feedback gain for a more realistic scenario that respects feedback cost.
Specifically, we explore a computation scenario in which there are forward function-multicast traffics and the backward network is employed only for the purpose of feedback to help forward-message computation. As in [9] , we consider the Avestimehr-Diggavi-Tse (ADT) deterministic network model [10] which well abstracts wireless Gaussian networks.
In the context of classical communication, it has been well known that ADT networks can approximate wireless Gaussian networks within a constant gap to the optimality in capacity [10] , [11] . Recently, a similar approximation result has been established for the problem of computation in which a single receiver wishes to compute a linear function of multiple Gaussian sources [12] . Specifically [12] employs lattice codes to show that a multiple source single-destination Gaussian network can be approximated to a class of linear deterministic networks (which includes the ADT network as a special case), within a constant factor of the optimal performance w.r.t. the distortion for computing the sum of Gaussian sources. We expect that this approximation approach can be applied to our computation scenario. So as an intermediate model towards the Gaussian model, we take the ADT model. Specifically we consider a four-node ADT deterministic network where the two nodes in one side want to compute modulo-2 sums of two independent Bernoulli sources generated from the other two nodes.
Motivated by the setting in [8] , in order to count feedback cost, we introduce a design parameter that captures possibly different symbol rates between forward and backward networks. Specifically we define the parameter λ as the total time spent in the backward network for the purpose of feedback normalized by the total time spent in the forward network.
For this model, we develop a new achievable scheme and derive matching upper bounds, thereby establishing the feedback computation capacity. Our achievable scheme builds upon a network decomposition framework developed in [13] . As in [13] , [14] , we observe that for our problem setting, coding separately over decomposed orthogonal components achieves the optimal performance, i.e., the decomposition holds without loss of optimality. Moreover, from this result, we demonstrate that as in classical communication settings, the backward network can be more efficiently used for the purpose of feedback, rather than if it were used for independent backward-message computation. The gain comes from the fact that feedback enables us to exploit side information at nodes, thus making the backward network effectively more capable.
II. MODEL
We consider a four-node ADT deterministic network illustrated in Fig. 1 . Node k (k = 1, 2) sends its own message S Node 2 Node2
Node 2 Node2
Feedback
Forward tra± c t fonts used in EMF. he TexPoint manual before you delete this box.: AAAAAAAA to be independent and identically distributed according to Bern( Let X k ∈ F q 2 (k = 1, 2) be an encoded signal of node k where q = max(m, n) and V k ∈ F m 2 be part of X k visible to nodej ( = k). Similarly, letX k ∈ Fq 2 be an encoded signal of nodek whereq = max(m,ñ) andṼ k be part ofX k visible to node j ( =k). The received signals at node k and nodek are then given by
where G andG are shift matrices and operations are performed in
The encoded signal X ki of node k at time i is a function of its own message and past feedback signals:
t=1 whereỸ kt denotes the feedback signal received at node k at time t. The encoded signal of nodek at time i, denoted byX ki , is a function of its past received sequences
We consider a full-duplex system in which we can send signals through forward and backward networks simultaneously. We introduce a design parameter λ which indicates the total time spent in the backward network for the purpose of feedback normalized by the total time spent in the forward network. Note that the forward network is fully utilized for transmission. Hence 0 ≤ λ ≤ 1. HereX N k is regarded as a whole vector that includes feedback signals as well as null signals, e.g.,X 
An error occurs whenever S 1i ⊕ S 2i = S 1i ⊕ S 2i for some i. The probabilities of error are then given by
We say that the computation rate R = K N is achievable if there exists a family of codebooks and encoder/decoder functions such that the error probabilities of both λ 1 and λ 2 go to zero as code length N tends to infinity. We define the computation capacity C as the supremum of all achievable computation rates.
III. MAIN RESULTS

Theorem 1 (Feedback computation capacity):
where C no and C pf indicate the nonfeedback and perfect feedback computation capacities respectively [13] , [9] : In our model, we assume that the fraction λ of time is used for the purpose of feedback to aid forward-message computation. Here we investigate whether or not using the backward network for feedback can be more beneficial than other possible uses of the backward network. It turns out that for a wide range of channel parameters, the backward network can be more efficiently used rather than if it were used for other purposes. To show this clearly, let us consider an example where (m, n) = (0, 3) and (m,ñ) = (2, 1). Specializing Theorem 1 to this case, we get the capacity gain due to the use of the backward network for feedback:
We now consider the opportunity cost: the capacity gain due to the use of the backward network for other purposes. One natural alternative in this context is to use the backward network for its own message computation. In this case, the capacity gain is:
From (1) and (2), one can see that the backward network offers larger capacity gain when it is used for the purpose of feedback. Fig. 2 . plots the corresponding two capacity gains as a function of λ. Notice that when λ = 1, the capacity gain due to the use for feedback is 2 bits, while the capacity gain due to the use for backward-message computation is 1 bit. Furthermore, using the above, one can quantify net feedback gain as follows. We can view the feedback cost as the opportunity cost since it is the capacity gain due to other alternative, meaning the price that should be paid for using the backward network for feedback. Hence the net feedback gain can be quantified as:
Capacity gain due to feedback -opportunity cost.
In the above example, the net feedback gain is 2λ−λ = λ ≥ 0. From the above, one can also see that the strictly positive net gain implies that the backward network is more efficiently used for the purpose of feedback than other purposes. Fig 3. shows the entire channel parameter regimes in which there is net feedback gain.
IV. PROOF OF ACHIEVABILITY
By symmetry, we consider only the regime of α ≤ 1. A simple uncoded transmission can yield R = n for the case of α = 1. For 2 3 ≤ α < 1, the nonfeedback scheme in [13] gives R = 2 3 n. Hence, our focus is the case of 0 ≤ α ≤ Our achievability proof consists of two parts. We first employ the network decomposition developed in [13] to decompose a forward network into elementary orthogonal subnetworks. We then apply achievable schemes separately for the elementary subnetworks. We will show that these two parts lead us to obtain the desired achievable rate of an original network, as claimed.
A. Achievability via Network Decomposition
Let us first review the network decomposition in [13] 
. Here we use the symbol × for the concatenation of orthogonal models, just like in R 2 = R × R. Theorem 2 implies that fundamental building blocks constitute only three models: (0, 1), (1, 2) , and (2, 3). Hence, we focus on these models.
Lemma 1 (Achievable Rates for Elementary Subnetworks): Let R (m,n) be the computation rate of (m, n) model.
Proof: See Section IV-B. As mentioned above, we focus on the regime of 0 ≤ α ≤ 2 3 . To apply the network decomposition theorem, let us consider two cases:
Using the decomposition in Theorem 2, we get:
where the second inequality is due to detailed yet straightforward calculation given in Appendix A. b)
2m−n . We use (m,ñ) backward network for the transmission associated with the number 2n − 3m of (1, 2) forward networks. We also split the fraction λ of time (assigned to the backward network) equally into each of 2n − 3m parts. We then use the split fraction λ 2n−3m of the backward network for aiding the transmission w.r.t. each (1, 2) forward network. This gives
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B. Proof of Lemma 1 (m, n) = (0, 1), ∀(m,ñ): Let us start by reviewing the perfect feedback scheme for the case of (m, n) = (0, 1) [9] . While one can readily see that there is no way to compute functions for the nonfeedback case, i.e., R = 0, feedback can provide a positive rate. The idea is to exploit the following paths with the help of feedback:
The perfect feedback scheme consists of three time slots. In time 1, node 1 and 2 transmit a 1 and b 2 respectively. Node1 can then deliver the received symbol a 1 to node 2 through feedback. This symbol can now be used to precompute a 1 ⊕b 1 at node 2. Similarly, node 1 can pre-compute a 2 ⊕ b 2 . In time 2, node 1 and 2 can forward these precomputed functions to node1 and2 respectively. Until the end of time 2, a 1 ⊕ b 1 is not delivered to node1. Similarly a 2 ⊕ b 2 is missing at node2. Using one more time slot, we can deliver these symbols to intended nodes. With feedback, node 1 can get a 1 ⊕b 1 . Forwarding this at time 3, node1 can obtain the a 1 ⊕ b 1 . Similarly node2 can get a 2 ⊕ b 2 . Hence node1 and2 can obtain (a 1 ⊕ b 1 , a 2 ⊕ b 2 ) during three time slots. This gives a rate of Our model, however, provides feedback in the limited fashion since feedback signals are delivered only through the backward network. We next develop a new achievable scheme that uses the backward network efficiently.
We focus on an example network that turns out to play a key role in generalizing into arbitrary values of (m,ñ) and λ: (m, n) = (0, 1), (m,ñ) = (1, 1) and λ = Our achievable scheme consists of three time slots. In time 1, node 1 and 2 deliver a 1 and b 2 respectively. Node1 and 2 then get a 1 and b 2 respectively. Through the backward network, node1 and2 feed back a 1 and b 2 respectively. Node 1 and 2 then get the same symbol: a 1 ⊕ b 2 . Unlike the perfect feedback scheme, it seems impossible for each node to pre-compute the desired modulo-2 sum from a 1 ⊕b 2 . However, we can actually pre-compute the desired functions as in the perfect feedback scheme. Specifically node 1 and 2 can pre-compute a 2 ⊕ b 2 and a 1 ⊕ b 1 respectively. The key idea is to exploit the previously transmitted symbols as side information. Exploiting a 1 as side information, node 1 can decode b 2 from a 1 ⊕ b 2 , thus obtaining a 2 ⊕ b 2 . Similarly, node 2 can obtain a 1 ⊕ b 1 . Forwarding these symbols at time 2, node1 and2 can get a 2 ⊕ b 2 and a 1 ⊕ b 1 respectively.
As before, node1 and2 simply feed back the received symbols a 2 ⊕ b 2 and a 1 ⊕ b 1 respectively. Then node 1 and 2 get (a 1 ⊕ b 1 ) ⊕ (a 2 ⊕ b 2 ). Node 1 can now exploit the transmitted symbol at time 2 (a 2 ⊕ b 2 ) to get a 1 ⊕ b 1 . Similarly, node 2 can get a 2 ⊕ b 2 using a 1 ⊕ b 1 . Forwarding these two symbols at time 3, node1 and2 get a 1 ⊕ b 1 and a 2 ⊕ b 2 respectively. In summary, node1 and2 can obtain (a 1 ⊕ b 1 , a 2 ⊕ b 2 ) during three time slots. This gives
. A generalization into arbitrary values of (m,ñ) and λ is described in Appendix II. This yields the desired result:
(m, n) = (1, 2), ∀(m,ñ): We focus on an example network that turns out to play a key role in generalization: (m, n) = (1, 2), (m,ñ) = (1, 1) and λ = Our scheme consists of three time slots. In time 1, node 1 sends a 1 and a 2 ; node 2 sends b 2 and b 1 . We then achieve a 2 ⊕ b 2 at node1. Similarly we achieve a 1 ⊕ b 1 at nodẽ 2. Observe that the bottom level at node1 and2 naturally form the modulo-2 sum function of interest. In time 2, we repeat this w.r.t. new symbols, thus achieving a 4 ⊕ b 4 and a 3 ⊕ b 3 at node1 and2 respectively. Note that until the end of time 2, (a 1 ⊕ b 1 , a 3 ⊕ b 3 ) are not delivered yet to node Time 1  Time 2  Time 3  Time 1  Time 2  Time 3 1. Similarly (a 2 ⊕ b 2 , a 4 ⊕ b 4 ) are missing at node2. With feedback, however, we can accomplish the transmission of these signals very efficiently. Through the backward network, node1 and2 simultaneously feed back the following symbols at the end of time 2:
Node 1 and 2 then get:
One way to achieve modulo-2 sums at node1 and2 is to pre-compute the functions and forward these functions. However, the exact pre-computation of the desired modulo-2 sums from (a 2 ⊕b 1 )⊕(a 3 ⊕b 3 )⊕(a 4 ⊕b 4 ) seems impossible. Hence, instead of striving to extract the desired modulo-2 sums, we take a new approach as follows. Exploiting (a 1 , a 2 ) and (b 1 , b 2 ) at node 1 and 2 respectively, node 1 and 2 can compute the following:
In time 3, node 1 and 2 forward these two symbols only on the top level. Node1 and2 then get the two symbols. Notice that these two symbols contain the desired functions. Now the key to observe is that node1 and2 already had (a 2 ⊕ b 2 , a 4 ⊕ b 4 ) and (a 1 ⊕ b 1 , a 3 ⊕ b 3 ) respectively. These past received symbols can now be exploited to help obtaining the desired a i ⊕b i 's that node1 and2 could not compute before. Specifically, node1 can decode
Similarly, node2 can obtain a 2 ⊕ b 2 and a 4 ⊕ b 4 . Here the key observation is that node1 and2 exploit past received symbols as side information to aid computation. As a result, node1 and2 can obtain a i ⊕ b i 's for i = 1, · · · , 4, during three time slots, thus achieving R (1,2) = 4 3 . We find that this idea can be extended to arbitrary values of (m,ñ) and λ. With this, we can get the desired result:
(m, n) = (2, 3), ∀(m,ñ): Using the nonfeedback scheme [13] , we get R (2,3) = 2.
V. PROOF OF CONVERSE
The proof for the case of α = 1 is straightforward due to the standard cut-set argument:
. If R is achievable, then N → 0 as N tends to infinity, and hence R ≤ max(m, n) = n. For the case of α = 1, one can see that it suffices to prove the following bounds:
Note that the third bound matches the perfect feedback bound [9] . Hence it is also an outer bound of our network. We include the proof of the first bound of m + λm as below. By symmetry, the proof of the second bound can be derived in a similar manner.
Starting with Fano's inequality, we get
where (a) follows from the nonnegativity of mutual information; (b) follows from the independence of S 
VI. CONCLUSION
For the four-node ADT deterministic network, we developed a new achievable scheme and derived upper bounds, thereby establishing feedback computation capacity. Our achievable scheme takes a separation approach based on a network decomposition framework. Our future work is along several new directions: (1) Generalizing to four-source scenarios in which two nodes that transmitted the forward messages also wish to compute a function of two additional backward messages generated from the other two nodes; (2) extending to arbitrary multi-hop networks [15] , [16] .
Node1 feeds back symbols, a 1 to a 2r−1 , through the signal bit levels and each symbol is sent to each level respectively from the top. Similarly, node2 feeds back b 2i for i = 1, 2, · · · ,r. However, there arer + 1 signal bit levels in total. Hence, we note that node1 and2 send nothing through the lowest signal bit level ((r + 1)th level).
Let us first consider symbols that come through the bottom level at node 1. Since node1 and2 feed back nothing on the bottom level of (r,r + 1) backward network, node 1 gets b 2r that comes only through the cross link between node 1 and node2. Similarly, node 2 gets a 2r−1 on the bottom level. Exploiting a 2r as side information, node 1 can now get a 2r ⊕ b 2r . Similarly, node 2 can get a 2r−1 ⊕ b 2r−1 . Forwarding these symbols at timer + 1, node1 and2 obtain a 2r ⊕ b 2r and a 2r−1 ⊕ b 2r−1 respectively.
Let us now consider symbols that come through ther − 1 signal bit levels among the remainingr signal bit levels. This excludes the symbols from the top level. From the 2nd level torth level, node 1 and 2 get: node 1: a 2j−1 ⊕ b 2(j−1) , node 2: a 2(j−1)−1 ⊕ b 2j , j = 2, · · · ,r. Node 1 and 2 then exploit (a 2j−1 , a 2(j−1) ) and (b 2(j−1)−1 , b 2j ) to get a 2(j−1) ⊕b 2(j−1) and a 2(j−1)−1 ⊕ b 2(j−1)−1 respectively. In timer + j, node 1 and 2 transmit these two symbols through (0, 1) forward network. Node1 and2 then obtain a 2(j−1) ⊕b 2(j−1) and a 2(j−1)−1 ⊕b 2(j−1)−1 respectively, j = 2, · · · ,r.
The next step is that node1 and2 simply feed back what they received: Node1 sends symbols, a 2 ⊕ b 2 to a 2r ⊕ b 2r , through the signal bit levels and each symbol is sent to each level respectively from the top; similarly, node2 feeds back a 2i−1 ⊕ b 2i−1 for i = 1, 2, · · · ,r.
Consider symbols that come through the bottom level at node 1 and 2. Since node1 and2 feed back nothing on the bottom level, node 1 and 2 get a 2r−1 ⊕ b 2r−1 and a 2r ⊕ b 2r respectively. Forwarding these symbols at time 2r + 1, nodẽ 1 and2 get a 2r−1 ⊕ b 2r−1 and a 2r ⊕ b 2r respectively. Now consider symbols that come through ther − 1 signal bit levels among the remainingr signal bit levels. This excludes the symbols from the top level. From the 2nd level torth level, node 1 and 2 get: In summary, node1 and2 obtain a k ⊕ b k , k = 1, · · · , 2r. Notice that we use the backward network twice. This completes the proof of Lemma 2.
