We propose a model-based approach to unify clustering and network modeling using time-course gene expression data. Specifically, our approach uses a mixture model to cluster genes. Genes within the same cluster share a similar expression profile. The network is built over cluster-specific expression profiles using state-space models. We discuss the application of our model to simulated data as well as to time-course gene expression data arising from animal models on prostate cancer progression. The latter application shows that with a combined statistical/bioinformatics analyses we are able to extract gene-to-gene relationships supported by the literature as well as new plausible relationships.
Introduction
Time course gene expression data arise when microarray experiments are performed over time.
Such experiments allow for observing cellular mechanisms in action while trying to break down the genome into sets of genes involved with related processes. Some authors have explored connections between these seemingly different tasks, for example, using methods that allowed them to aggregate genes and define networks over the aggregated genes. Holter et al. (2001) , for example, used singular value decomposition to extract few characteristic modes that determined essential features of the gene expression patterns and used them to infer networks. Ong et al. (2002) used instead biological knowledge to aggregate genes, thought to be co-regulated, over which they defined a network. In both cases, the underlying clustering allows for dimension reduction and, therefore, inferences on regulatory networks -a problem that is often computationally intractable with a large (or even moderate) number of genes.
In this paper we provide a model-based approach to unify the processes of inferring networks and clustering genes. Note that previous work (Holter et al. 2001 and Ong et al. 2002 ) used deterministic clusters. We provide a probabilistic framework for inferring clusters from gene expression profiles. Genes within the same cluster are expected to share a similar expression profile. We build a network over clusters using state-space models.
We apply our model to microarray data arising from time course experiments in the Shionogi tumour model (see section 4.2). Our goal in the analysis is to identify genes with similar expression profiles and relationships between genes at the cluster level.
This manuscript is organized as follows: we start with a review of methods to clustering and networks in Section 2. In Section 3 we describe our model. We discuss applications of our model in Section 4; first, using simulated data in Section 4.1 and then, in Section 4.2 we apply our model to the time-course microarray data arising from animal models on prostate cancer progression.
Finally, in Section 5 we provide a discussion.
Review of methods
Cluster analysis allows for grouping genes on the basis of similarities between them. This technique has been widely used for analyzing gene expression data as it provides clues to unknown gene function as inferred from clusters of genes similarly expressed. A wide range of clustering methods have been used including hierarchical clustering (Eisen et al. 1998 ), the k-means algorithm (Tavazoie et al., 1999) , self-organizing maps (Tamayo et al., 1999) , singular value decomposition (Wall, Dyck and Brettin, 2001 ) and support vector machines (Brown et al. 2000) . However, none of these methods provides formal inferences. Alternatively, model-based approaches provide a framework for addressing this issue with the use of probabilistic models to describe clusters (Fraley and Raftery, 2002) . Most applications using time-course microarray data are based on models that account for 2 the serial dependence in the gene expression over time (Ramoni et Network models are now the focus of a growing number of researchers concerned with discovering novel gene interactions and regulatory relationships from expression data. Friedman et al. (2000) were among the first to use a Bayesian network to describe interactions between genes. Recent papers applied dynamic Bayesian networks (DBN) to time-course microarray data. Such models extend Bayesian networks in that they allow for cyclic temporal relationships between genes. To our knowledge, while Murphy and Mian (1999) Our modeling efforts bring together clustering and network modeling to analyze time-course microarray data. This approach allows us to capture within cluster relationships as well as relationships between clusters of genes. From a computational viewpoint, by looking at relationships defined at the cluster level, we reduce the number of relationships to be estimated in the network, making the problem of inferring networks more tractable when considering large sets of genes.
Our model is motivated by earlier experimental work suggesting that biological networks are modular (Barabasi and Oltvai, 2004, Petti and Church, 2005) with modules defined over groups of genes, proteins and other molecules that are involved with a common subcellular process. The underlying idea for clustering genes is that co-regulation indicates shared functionality, then clusters defined to this level of abstraction, represent biological modules. This idea underlies our model where modules are clusters of genes sharing similarity in the patterns of expression. Specifically, we use mixture models for inferences on the gene-cluster membership and state-space models to describe the time-course gene expression. Our approach utilizes the general framework of state space models to probabilistically infer networks -the key aspect of it is that we target at relationships between sets of genes (clusters) rather than gene-to-gene relationships. We note, however, that a model for gene-to-gene relationships is a special case in which each gene defines its own cluster.
Our networks explicitly incorporate time-delayed relationships, allowing, for example, expression within a cluster of genes at a given time to affect expression within the same or a different cluster at a subsequent observation time. The biological motivation for this comes from earlier work on the existence of time-delayed relationships as seen, for example, between transcription factors and their targets (see, for example, Qian et al. (2001) , Yu et al. (2003) ). This idea also underlies our 3 network. Specifically, in our model we seek to identify first-order relationships where the expression of genes in a given cluster at time t affects the expression of genes in the same or in a different cluster at time t + 1.
3 Model Specification
Model
We consider aggregating genes into one of K clusters. Here K is a fixed number such that K ≪ N .
Let Y it denote the expression level of gene i at time t, where i = 1, . . . , N and t = 1, 2, . . . , n.
denote the parameter associated with the expression level in cluster k (k = 1, . . . , K) at time t. Let θ k = (θ k1 , . . . , θ kn ) ′ denote the parameter vector associated with the expression profile in cluster k, while θ t = (θ 1t , . . . , θ Kt ) ′ denote the parameter vector associated with time t. Moreover,
In what follows we use f (.) to represent both, probability density functions or probability functions.
We assume that the observation vector for any gene i comes from a mixture of multivariate distributions, that is,
Here clusters are defined over expression profiles. The mixing probability π k is the probability that the profile of gene i belongs to cluster k.
We denote cluster membership for the i th gene using a latent variable Z i . The latent variable Z i is assumed to be conditionally independent and identically distributed with a multinomial distribution, that is, Z i ∼ M ultinomial(K, π) where π = (π 1 , . . . , π K ) ′ . Conditional on the latent variable, we break the mixture with
For any gene i that falls within cluster k, we model its expression profile at time t with the observation equation
Next we can assume that parameters θ kt evolve over time according to the evolution equation
We assume that the sequence of errors ν t and ω t are independent. Moreover, both are normally distributed with mean zero and with cluster-specific variances, V kt and W k , respectively. The model 4 defined with equations (1)- (2) The above model allows us to describe, dynamically, the evolution of the expression profiles within a given cluster. We build on it to define a network over the clustering parameters. We replace the evolution equation (2) with the following equation to describe the network:
where β k = (β k1 , . . . , β kK ) ′ and let β = (β
We call β the network parameters. In other words, the above model implies that the mean expression level at time t in cluster k is a "weighted" average of the mean expression level of each cluster at the previous observation time except that we are not restricting the weights to be positive and to sum up to one. Moreover, the "weights" are cluster-specific, but not time-dependent. [ Figure 1 of the supplementary material (http://www.biostatistics.oxfordjournals.org) schematically shows the relationships between clusters described by equations (1) and (3).]
A multivariate representation, combining data from all genes at time t, and conditional on the gene cluster membership, is provided by the following equations
where F and G are defined as follows. Suppose that gene i (i = 1, . . . , N ) belongs to cluster k (k = 1, . . . , K). Then the i th row of matrix F ′ is such that (0, . . . , 0, 1
that is, it is filled with zeroes except in column k where it takes the unit value. The matrix G contains the network parameters in the following form
Moreover, V t is a diagonal matrix with elements V kt in the diagonal, that is, if gene i is in cluster
This defines a multivariate state-space model or multivariate dynamic linear model. 5 
Estimation
We take a Bayesian approach to estimate the above model. The full parameter vector is ξ = (θ, β, π, z, V , W ) ′ where V denotes the vector with all observation variances V kt . We fully specify the Bayesian model with priors on θ 0 , that is, the prior on the state parameter at time 0, and on parameters β, π, V , W . Thus, the posterior distribution, given y follows from
where, in the above, we are assuming that θ 0 , β, π, V , W are a priori independent. In the applications discussed in Section 4 we specifically assume that 
Applications
In this section we apply our method to simulated data and to a data set arising from animal studies on progression of prostate cancer.
Simulation Study

Simulation 1
Simulation of the data. We simulated data considering K = 4 clusters. In each cluster, we 
We simulated data y it at time t using y it = θ kt + ν t , ν t ∼ N ormal(0, V ), with V = 0.01 (we will also present results using, alternatively, V = 0.05). For our estimation we assume that θ 0 has a priori a multivariate normal distribution with null mean vector and that the covariance matrix is diagonal with all variances equal to 0.1. Likewise, we assume that the network parameters are, a priori, all independent normals centered at zero and with variance 0.1. Parameter π has a Dirichlet(1, 1, 1) (when K = 3) prior distribution. Moreover, we assume that both, 1/V k and 1/W k , are independent and identically distributed Gamma(1, 1).
Priors on π, 1/V k and 1/W k are somewhat non-informative relative to the data. We call this specification as prior 1. Sensitivity to our prior choice is discussed in the next section. Specifically, we discuss sensitivity of our analysis to prior assumptions on the network parameters using prior 2, as well as on the state parameter at time 0 using prior 3, both defined with a five-fold increase in the respective prior variances.
Results. First, let us consider simulated trajectories from clusters 1, 2, and 3. In this case, all profiles have different shapes. Our model correctly separates all genes. This was observed under both values of the observation variance (that is, V = 0.01 and V = 0.05). with V = 0.01 (top panels) or V = 0.05 (bottom panels). We note that, under all three priors, the estimation was fairly insensitive to a higher variance V in the observations. This is because, 7 even though the observation variance was increased by 5-fold, information in the prior distributions and in the trajectories allow for cluster discrimination. We also note that the true values of the network parameters (represented with asterisks in the figure) are all included in the 95% credibility intervals.
Under prior 1, there is some uncertainty on the network parameters, with most of the credible intervals covering the null value except for relationships 1 → 2, 2 → 2 and 3 → 3 signifying that the state evolution in cluster 2 is influenced by the states in the previous period in both, clusters 1 and 2. State evolution in cluster 3 only depends in the state of cluster 3 in the previous time period. We also note that there is also a borderline relationship 1 → 3.
Increasing the variability on the network parameters (under prior 2) or on the state parameters at time 0 (under prior 3), did not change our ability to distinguish clusters. In both cases we see that the estimates of the network parameters change. Under prior 2, we still detect the relationships 1 → 2, 2 → 2 and 3 → 3, but we also detect relationships 1 → 1, 1 → 3 and 2 → 3. Under prior 3, we detect relationships 1 → 2, 2 → 2, 3 → 3 and a borderline relationship 1 → 3.
Next, we considered simulated data from all clusters. Using K = 4 and data simulated with V = 0.01 all genes were correctly separated. Panel (c) in Figure 1 shows the estimated posterior clusterspecific profiles while panel (d) shows the 95% credibility intervals for the network parameters. We note that most of the credible intervals cover the null value with the exceptions being on the relationships 1 → 2, 2 → 2 and 3 → 3. When analyzing the data simulated with V = 0.05, however, clusters 3 and 4 were aggregated into a unique cluster while the "pseudo"genes from the remaining clusters were correctly separated. As we indicated in our earlier discussion, this can be explained by the fact that the profiles in clusters 3 and 4 are similar and the relatively large variability in the simulated data does not allow for cluster discrimination.
Simulation 2
Simulation of the data. In our simulation study in Section 4.1.1 our model identified (firstorder) relationships between clusters. The issue arises as to whether our model can still capture higher order relationships or even non-linear relationships. We investigate this issue using data simulated under two settings. For each setting we simulated 250 trajectories in each of the three clusters for t = 1, . . . , 20 time points.
In the first simulation setting, trajectories in the first cluster are described by h 
2 (t) = cos(t/3 + 3) and finally, in the third cluster, 8 trajectories are described by h
3 (t) = h 2 (t − 2) − 1.2h 1 (t − 1). Thus, cluster 3 is related to both clusters 1 and 2 through first and second order relationships. In the second setting, trajectories in cluster 1 are described by h 
2 , namely, with trajectories described by h Results. Figure 2 shows the simulated data and results from our model using data from setting show the 95% credible intervals for the network parameters.
In both simulation settings, the estimation of the profiles and network parameters were fairly robust to the variances in the trajectories. Under setting 1, our model identified relationships between clusters with 1 → 3 and 2 → 3, that is, the model was able to identify, not only the first order relationship, but also the second order relationship in the simulated data. Next, under setting 2, our model identified relationships between clusters 2 → 1, 3 → 2 and a borderline relationship 1 → 3. This simulation shows that our model can identify relationships between clusters beyond the first order and linear relationship in equation (3) . We note that the direction of the relationships are not all in agreement with the true functional relationships. However, as we look at the cluster profiles the inferred significant relationships seem plausible. To see this, note that, for example, features in cluster profile 1 are delayed and negatively correlated with those seem in cluster profile 2; in particular, for a maximum in the profile in cluster 2, there is at a later time a minimum in the profile in cluster 1 which makes the relationship 2 → 1 plausible.
Case Study
Background
The development of the normal prostate as well as of tumors of the prostate depends on the ratio of cells that proliferate to those that die and this dynamic depends on male hormones known as androgens (e.g. testosterone). This has motivated prostate cancer treatments that, by lowering 
Results
Choice of Priors. In this application we assume priors similar to those described in Section 4.1. As seen in our simulation study, posterior estimation is sensitive to priors set on the network parameters. To determine whether our results under these priors were calibrated to detect some known biological relationships, we set aside a small set of seven genes classified into two clusters.
Time-course expression data for these seven genes are shown in panel (a) of We analyzed this set of genes under two situations. First, we used the known clusters. This requires a slight modification of our model with inferences made only on the network parameters and not on cluster membership. Second, we assumed that the cluster membership was not known.
In this case, we used our full model for joint inferences on the network and clusters. Using priors in which the network parameters were centered at zero with a variance of 0.1 our estimated model Figure 4 shows the time-course expression data for some randomly selected genes per cluster classification [specifically, data for the same randomly selected set of genes are shown using the cluster classification from Hopach and also using our joint model]. It is important to note that despite the fact that our joint model allows for greater uncertainty as we estimate not only the network parameters, but also gene-cluster membership, we were able to identify the same number of relationships. Moreover, the relationships obtained under the two different clustering methods are related, but not necessarily the same as they may involve slightly different sets of genes. For example, under prior 1, we found the relationship 1 → 1. As seen in Table 1 (http://www.biostatistics.oxfordjournals.org) genes in Hopach's cluster 1 are split, when using the joint model, into clusters 1,3, and 4 -with the majority of them being classified into cluster 1. In other words, although cluster 1 under both algorithms share some genes, they are not the same. The optimal number of clusters is the value K * with minimal BIC. Alternative criteria could also be used. In this application we also utilize a more informal criterion where we take the minimum value of K, denoted K m , that maximizes the number of non-null relationships. Table 2 of the supplementary material (http://www.biostatistics.oxfordjournals.org) presents the results of our analysis for various choices of K. Using both criteria, the optimal choice is K * = K m = 4.
Biological networks. To interpret our results with respect to the available biological knowledge we performed a Gene Ontology Analysis using combinations of clusters that showed significant network relationships (that is, clusters 1 and 3 from our joint model using K = 4). The ontology analysis allows us to find which biological themes are enriched as compared to the background set of all genes in the microarray study. Considering the set of genes that showed significant enrichment in the ontology categories of interest (anti-apoptosis, angiogenesis, cytokine activity, lipid binding, chromatin binding and others) we looked at gene network relationships that are supported by the literature and by our model. Specifically, we consider the special case of the model where each gene is its own cluster and no inference is required on the cluster membership.
The panel labeled "Data Network" in Figure 6 was obtained with Cytoscape and shows the network with genes that showed, according to our model, significant relationships [using posterior probability level of 80%]. The network contains 26 genes/nodes and 36 edges/relationships.
Over the same set of 26 genes, we created a "Literature Network" (see Figure 6 ) of co-cited and/or interacting genes using different tools (Ingenuity Pathways, PathwayStudio, Agilent Literature Search/Cytoscape plug-in and CoPub Mapper). Using Merge Networks/Cytoscape plug-in we obtained the "Data/Literature Intersection Network" representing the set of gene-to-gene interactions obtained from our analysis and that, according to the literature, are also involved in different 13 biological systems.
As we look at Figure 6 , some relationships are supported by both our model and the literature, and some are not. A few points are worth mentioning in this regard. On one hand, the identification of new relationships that are not mentioned in the current literature has its own merits in generating new biological hypotheses to be further tested in the laboratory. On the other hand, we should not expect relationships found in the literature to be necessarily supported by our model. One of the reasons is that some of the relationships supported by the literature are related to different biological systems. Moreover, the variation in the expression data can also limit our ability to detect true biological relationships. factor by upregulating BCL2 expression (Nör et. al., 2001) . In prostate carcinoma cell lines that over-express BCL2 there is an induction of VEGF under hypoxic conditions (Fernandez et. al., 2001 ). In non-small-cell lung cancer, however, BCL2 plays a suppressive role on VEGF expression (Koukourakis et. al., 1999) and there is an inverse relationship between BCL2 and VEGF immunoreactivity (Fontanini et. al.,1998) . In our Shionogi model system we see a negative relationship between BCL2 (cluster 1) and VEGF (cluster 3), resembling the situation in non-small-cell lung cancer.
There is also support in the literature for the direct relationship between IGFBP5 and SPP1 (Nam et. al., 2000) . SPP1 is involved in the progression of prostate cancer (Khodavirdi et.al., 2006) , and IGFBP5 is also an important factor in androgen-independent progression as well as in the Shionogi model (Gleave and Miyake, 2000) . In our analysis, a positive relationship between IGFBP5 and SPP1, consistent with the 1 → 1 association, is identified. The edge is not shown in the network due to the lower level of 70% posterior probability, but this is still suggestive of an association between these two factors.
Discussion
Clinical heterogeneity and progression of many diseases, such as cancer, reflect the activity of different genes that command biological processes at the cellular level. The ultimate goal in understanding gene regulation lies in the development of therapeutic interventions for treating diseases.
The idea is somewhat simple in that if we can characterize gene regulation then one could poten- 14 tially design intervention strategies to modify the behavior of genes triggering the disease. The characterization of gene regulation through the investigation of the connectivity in the network is, however, a very complex problem and the usual approaches restrict the study to small set of genes.
Motivated by early experimental work suggesting that biological networks are modular and that time-delayed coregulation is realistic, we proposed to study networks over sets of genes sharing the same profile of expression. Specifically, we proposed a model-based approach to simultaneously cluster time-course gene expression data and infer cluster networks. The key aspect of our work is that we target relationships between sets of genes (clusters) rather than gene to gene relationships.
We note, however, that in the special case where each gene is in its own cluster, we can also look at gene-to-gene relationships. The basic premise of our model is that if genes share the same expression profile, then the relationships are captured by the cluster specific profile. Our approach allows us to capture within-and between cluster relationships. From a computational viewpoint, by looking at relationships defined at the cluster level, we reduce the number of relationships to be estimated in the network, making the problem of inferring networks more tractable when considering large sets of genes. Moreover, if one is interested in studying gene to gene relationships, our methods can still be utilized in a preliminary analysis to narrow down the number of genes fed into a gene-to-gene network analysis.
Our model can be extended in some directions. First, the sampling model, here assumed normal, could alternatively have a different distribution. Second, instead of using the diagonal representation with W = diag(W 1 , . . . , W K ), one could allow for non-null correlations between state parameters (a similar comment goes to V t ). Other possible extensions include allowing F , G to be time-dependent, or identifying networks at different time spacings (for example, second-order relationships between cluster profiles at time t and t + 2 and so on). However, we note that the ability to precisely estimate such models is affected by the number of measurements over time and expensive computing. 
