We assess population trends of the Atlantic coast population of Florida manatee, Trichechus manatus, by reanalyzing aerial survey data collected between 1982 and 1992. To do so, we develop an explicit biological model that accounts for the method by which the manatees are counted, the mammal's movement between surveys, and the behavior of the population total over time. Bayesian inference, enabled by Markov chain Monte Carlo (MCMC), is used to combine the survey data with the biological model. We compute marginal posterior distributions for all model parameters and predictive distributions for future counts. Di erent prior speci cations are analyzed to investigate robustness of the results.
Summary of Results
Our Bayesian analysis combines the aerial survey data for the Atlantic coast population with a model of how these data arise. This hierarchical model describes some dynamics of the manatee population and the relationship of this population to the observed counts. Prior assumptions about the values of the unknown model parameters are required to complete the analysis. Under a wide range of prior speci cations, several conclusions are consistent:
The manatee population increased during the 1980's. The average rate of growth per year is between 2.2% and 16.8% with at least 95% posterior probability.
There is some evidence that the manatee population growth rate is decreasing. Depending on the choice of prior, a decrease occurs with 60-88% posterior probability. For example, the growth rate between the 90-91 winter and the 91-92 winter is, on average, 3% to 5% less than the growth rate between the winters of 86-87 and 87-88.
The probability of sighting a manatee is low. Two possible explanations for this are because it is intrinsically di cult to observe manatees from the air, and because manatees may be outside the survey regions, even during times of thermal stress when they are expected to congregate there.
The air temperature prior to a survey had a signi cant e ect on the average sighting probabilities in the two regions. The colder it was, the larger the sighting probability.
The average sighting probability in the north is considerably smaller than the average sighting probability in the south. For the average air temperature, the 95% posterior intervals are 15.1% to 39.2% in the south and 4.3% to 11.6% in the north.
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Manatees tend to migrate southward during the winter.
The paper is organized as follows: Section 2 describes the data, Section 3 introduces the stochastic model. Inference strategy is outlined in Section 4 and the results of our Bayesian analysis are in Section 5. A discussion follows. Details of the posterior calculations are in Appendix A and Appendix B shows how we calculate an overdispersion parameter.
Introduction 2.1 Background
The subspecies Trichechus manatus, or Florida manatee, is a large marine mammal located in the Gulf of Mexico and along the southern Atlantic coast. Over the last decade there has been a steady increase in the number of manatees killed by boat collisions (O'Shea, 1994) . Since manatees are long-lived mammals with low reproductive rates, ecologists are interested in determining what e ect this increase has had on the population. Does the increase in collision deaths represent an increase in the mortality rate, or is the death rate constant and the increase the result of an increasing population?
Since 1977, extensive manatee counts have been collected from aerial surveys. To assess population trend, earlier papers have analyzed these data using regression models (Garrott, Ackerman, Cary, Heisey, Reynolds III, Rose and Wilcox, 1993; Garrott, Ackerman, Cary, Heisey, Reynolds III, Rose and Wilcox, 1994) . Such methods tend to simplify the biology and introduce assumptions that are di cult to verify. Our goal is to construct a more structured stochastic model that accounts for some biological intricacies and see what additional information can be gleaned from the survey data. This approach is similar in spirit to that used by Raftery and Zeh (1993) in the assessment of the bowhead whale population, although here we are primarily interested in trends as opposed to population size.
Data
In the winter, when water temperatures drop below 18 C (65 F), manatees become thermally stressed and seek warm water (Shane, 1984; Packard and Mulholland, 1983) . There are seven warm water sites on the east coast believed to be the only areas where the Atlantic coast population concentrates during this stress. Since the 82-83 winter, a regular counting procedure has been implemented utilizing this assessment. Immediately after a cold front passes, a plane ies down the coast and a visual count is made at each of these seven sites. For a detailed description of the survey procedures, see Rose and McCutcheon (1980) and Reynolds III and Wilcox (1986) .
There are many di culties in obtaining accurate counts. Each area surveyed extends only 5-8 km around the warm water site. If a manatee is feeding outside this region, it will not be available for counting. If a manatee is not su ciently stressed, it may not seek relief and again not be in the counting area. If the water is very cold, manatees may congregate around the entrance of the e uent making it di cult to distinguish one manatee from another. Further, when the air is cold, manatees may lie on the bottom making counting even more di cult. Other factors a ecting visibility are water turbidity, wind conditions and surface glare. It is believed that the northern sites have worse sighting conditions than the southern sites. This is due not only to the inherent conditions at the sites but also the northern sites were observed in the morning when the sun creates a large amount of surface glare. The southern sites were observed in the afternoon when there is less glare.
Aside from the problems in obtaining reliable counts, radio telemetry data (not analyzed here) has shown that manatees are mobile and may move out of a site between survey periods. Thus, the total number of manatees at a site can vary from survey to survey. While the reason for this movement is not fully understood, there is evidence that manatees move independently and the movement is related to water temperature (O'Shea, 1994) . This paper analyzes the aerial survey data from the Atlantic coast population only. It is a common assumption that this population does not interact with the Gulf of Mexico population and thus is closed (Reid, Rathbun and Wilcox, 1991) . Because a standard survey protocol was not used prior to the 82-83 winter, only the data from that winter on are analyzed. For simpli cation, the seven site-speci c counts at each survey are collapsed into two; the total of the two most northerly sites and the total of the remaining ve. Table 1 summarizes the observed regional counts over the ten year period. Note the considerable variability among counts in each region and year.
TABLE 1 HERE
In addition to the counts themselves, several covariates were collected at each survey. Two covariates are the northern and southern water temperatures, each averaged over the two days prior to and the day of the survey. Also included is the total number of NOAA degree-days (number of air degrees below 65 F) nine days prior to and the day of the survey. They are incorporated into the model to help explain as much of this variability as possible. As in earlier papers, these covariates were found to best explain the variability in the counts (Garrott et al., 1993) . Other covariates, such as a subjective regional survey condition rating, were examined but not included in the nal model.
Stochastic Model

Summary
We propose a hierarchical stochastic model to describe the counting process, manatee movement, and population size changes from year to year. The model has hidden-Markov or state-space structure. In summary,
(1) Observation process: Conditioning on the unknown regional population totals, the observed counts are independent and follow a beta-binomial distribution. Region and air temperature a ect the probability of observing a manatee.
(2) Movement process: Within each winter, the total population size is constant. During the winter, manatees move between surveys independently of one another. The path of each manatee is a Markov process with probabilities a ected by water temperature. This process describes how many manatees are in each region at each survey.
(3) Population Trend: From year to year, the population size may uctuate, with the expected logarithm of size following a quadratic function of time. In addition, the parameters of the observation and movement processes are constant over time.
Notation and Graphical Representation
To elaborate, we need some notation. Consider rst a model for survey data observed in a single year. Let, nsu total number of surveys M total number of manatees N i;j total number of manatees in region i at survey j t j i;k number of manatees moving from region i to region k prior to survey j+1 X i;j observed count in region i at survey j p i;j probability of sighting a given manatee in region i at survey j P j i;k probability a given manatee moves from region i to region k prior to survey j+1 i, k = 1, 2 (1 == North, 2 == South) j=1, 2, 3, : : : , nsu Only nsu and fX i;j g are observable quantities. Figure 1 summarizes the relationship among the various totals for a year having nsu=3. The lines connect those quantities that are directly related to each other. The observational component of the hierarchical model describes the conditional distribution of the observed counts given the hidden regional population totals. The movement component describes the evolution of these regional totals. If we assume that the probability of sighting a manatee is constant and that sightings are independent, then the observed counts are related to the total number of manatees in each region by a simple binomial relationship. Various factors, however, suggest that a more appropriate relationship allows for overdispersion relative to the binomial. For instance, the clustering of manatees may make the sighting of one manatee highly correlated with the sighting of another. In addition, the sighting probability may uctuate from one manatee to another due to their size and location. To account for such factors, we assume a beta-binomial distribution, denoted X i;j BetaBin(N i;j ; p i;j ; ):
This distribution can be derived by allowing independent sightings but manatee-speci c sighting probabilities that uctuate according to a beta distribution (Williams, 1975; Moore, 1987) . The average sighting probability in region i at survey j is p i;j . The additional parameter, , in ates the binomial variance by a factor of (1 + N i;j )=(1 + ). When = 0, the distribution is the binomial distribution. Since we expect N i;j to be large, the value of does not have to be much greater than zero to signi cantly increase the variance (Figure 2 ). The beta-binomial distribution is much more skewed than the binomial for large and small average sighting probabilities, p i;j . For low sighting probabilities, the distribution is skewed more to the right allowing for much smaller observed counts.
FIGURE 2 HERE
We allow the p i;j to vary across region and survey by using the logistic regression, 
where I 1 = 1 and I 2 = 0 are region indicators, DD j is a temperature variable for survey j, and f 0 ; 1 ; 2 g are unknown regression parameters. Equation 2 allows the northern and southern average sighting probabilities to be di erent, and the degree-day covariate allows the sighting probabilities to vary across surveys. This covariate is centered by subtracting o the mean degree days averaged over all the surveys. The DD j covariate is used because air temperature is thought to in uence the number of manatees counted (Packard and Mulholland, 1983; Rose and McCutcheon, 1980; Garrott et al., 1993) . The colder the air temperature prior to the survey, the larger the expected count, and so we restrict 1 to be positive.
Movement Process
The regional population totals, N i;j , uctuate over time because of manatee movement. To model the movement process, we assume that manatees move independently and behave identically in distribution. In considering movement between the north and south regions only, we assume that each manatee's path is a Markov process. Simply, given the past travels of a manatee, the chances it moves to the other region depends only on where it currently is. Thus, for each survey after the rst survey of the season, there is a transition matrix of transfer probabilities, T j = 0 @ P j 1;1 P j 1;2 P j 2;1 P j 2;2 1 A where P j 1;1 is the probability that a manatee in the north region at survey j-1 stays in the north region for survey j. P j 1;2 is then de ned to be 1-P j 1;1 since the only other region a manatee can be in is the south. Rather than have T j arbitrary, we assume that manatee movement is related to water temperature. A hypothetical cost analysis is used to formulate this relationship. The rst cost is the movement itself, a ecting only manatees in the north region. A manatee may wait out a cold snap by staying around a warm water site rather than use energy traveling to the south. The second cost is based on water temperature. A manatee may be reluctant to move to a region that is colder. This temperature cost is incorporated using the water temperature covariates. Denoting the di erence between the regional water temperatures as T , we assume
By restricting 1 > 0, the preference for warmer water is built into the model. The larger 1 is, the less likely it is that a manatee moves to the colder region. Thus, 1 represents the cost associated with temperature.
In this data set, the water temperature in the south is always warmer than the north ( T > 0). Unless a second parameter is incorporated, the probability that a manatee stays in the north is always less than 50%. The parameter, 2 frees up this probability to range between 0 and 100%. The closer 2 is to zero, the warmer the south has to be compared to the north before a manatee will move. The parameter 2 represents the cost associated with movement and only enters in the northern transfer probabilities. Likewise, T > 0 constrains the probability that a manatee stays in the south, P j 2;2 , to be at least 50%. This constraint could be removed with the addition of another parameter similar in function to 2 but since this probability is expected to be greater than 50%, we retain (3).
The stationary distribution corresponding to T j is 
and indicates the long run distribution (at xed temperature di erence) of manatees in the two regions. If the probability of moving from the north to the south, P j 1;2 , is larger than the probability of moving from the south to the north, P j 2;1 , in the long run, more manatees will be found in the south. If this were to be the case for all transition matrices within a year, it would imply that the population is drifting towards the south. Estimation of 1 and 2 can therefore be used to assess migration patterns. More complicated movement processes, such as one that assumes the temperature cost is di erent in the two regions, could be modeled but the tradeo is an increasing number of unknown parameters. Model (3) uses the fewest parameters possible yet still allows Markovian movement and does not force a migration southward.
Having Markovian movement and two regions ensures that the transfer totals are conditionally binomially distributed. The number, t j i;k , of manatees moving from region i to region k after survey j depends on the total number in region i, N i;j , and the transfer probability P j i;k : t j 1;2 Binomial(N 1;j ; P j 1;2 ) t j 2;1 Binomial(N 2;j ; P j 2;1 )
Because a manatee can only stay put or move to the other region, the number of manatees staying in region i after survey j is obtained by subtraction, t j i;i = N i;j ? t j i;k .
An initial regional total, N 1;1 , together with these transition totals, determine all subsequent regional totals in a given year, since N i;j+1 = t j i;i + t j k;i and M = N 1;j + N 2;j for j=1,2,...,nsu. As this initial distribution of manatees between the north and south is unknown, we assume in all calculations.
Population Trend -Combining All the Years
Thus far, the proposed model describes the process of observation and the uctuation in regional totals within one year. Since our goal is to assess changes in population size, we must formulate a possible relationship among the yearly totals M 1 , M 2 , ... ,M 10 . It is convenient to use the stochastic model: log(M t ) = 0 + 1 (t ? t) + 2 (t ? t) 2 + t t = 1; 2; :::10 (6) where t = 5:5 and t Normal(0; 2 ). Parameters 1 and 2 describe the change in population size on the log scale. Assessing the uncertainty in these parameters is a critical part of the analysis. One might assume a deterministic relationship, ignoring 4. Inference
The Prior
A Bayesian analysis, which combines the proposed hierarchical model with the observed data, requires the formulation of a prior distribution over the set of unknown model parameters = f ; ; g. For simplicity, we assume prior independence of all model parameters. Further, we treat the overdispersion parameter as a hyperparameter and x it throughout the analysis. (In fact, we apply approximate Empirical Bayes by obtaining an estimate^ =.075 from a somewhat simpler model (see Appendix B)). The uctuation parameter, 2 , is also considered xed at .0005 throughout.
First, we consider the sighting parameters = f 0 ; 1 ; 2 g (see equation 2). Adjusting for temperature di erences, we expect a priori no di erence in average sighting probabilities between the north and the south, although the data may indeed alter this view. Thus, we assume 2 has a normal prior centered at 0. The variance is .1225, allowing for increases or decreases in the sighting probability up to 15%. To restrict 1 to be positive, an exponential prior is used. Similar to the adjustment possible with 2 in the north, we assume that a very large or very small DD covariate increases or decreases the sighting probability by about 15%. As a result, the mean of this exponential prior is .011. For 0 , a transform of the overall mean sighting probability, we assume a normal prior centered at values based on previous beliefs about this average sighting probability.
For the transfer parameters = f 1 ; 2 g (see equation 3), to not suggest a migration trend, only the range of each parameter is controlled. Both these parameters are restricted to be positive. The parameter 1 has a uniform prior ranging from 0 to .6. This range of values was chosen so that for an average water temperature di erence, the southern probability of moving is not less than 5%. For 2 , we use a uniform prior ranging from 0 to 1.
For the trend parameters = f 0 ; 1 ; 2 g (see equation 6), we assume the quadratic e ect 2 is normally distributed centered at 0. The prior variance, .0001, is kept small since slight changes in this parameter have a large e ect on the increase or decrease from year to year. The parameter 1 represents the loglinear increase between years. We analyze the data using two di erent priors. The rst prior uses a range of population changes considered biologically feasible. The population from one year to the next is not expected to decrease more than 20% nor increase more than 10%. If the quadratic term is negligible, this means :8 < exp( 1 ) < 1:1. The prior for 1 is such that exp( 1 ) is gamma distributed with mean one and about 95% of the prior probability between .8 and 1.1. For the second prior, we assume very little chance of a decrease and also a very small chance of growing at a rate more than 4%. Thus, the gamma prior has most of its probability between 1 and 1.04. The prior for 0 is a very disperse normal allowing for a wide range in total population size. As with 0 , we compute under various centerings of this prior based on previous estimated population totals. We study robustness in our analysis by computing posterior summaries under a range of prior speci cations.
Computing the Posterior
Markov chain Monte Carlo (Hastings, 1970; Metropolis, Rosenbluth, Rosenbluth, Teller and Teller, 1953; Geman and Geman, 1984 ) is a general method for examining properties of a joint density on some set. This method has been applied in Bayesian analysis because the di cult integrals of the joint posterior distribution can be readily approximated (Smith and Roberts, 1993; Besag and Green, 1993; Tanner and Wong, 1987) . For the manatee problem, the primary goal is to compute the marginal posterior distribution for each unknown parameter. To do so, we run a Markov chain (U (1) ; (1) ); (U (2) ; (2) ); (U (3) ; (3) ); : : :
over the space of unobserved totals U and unknown model parameters . Each step in the chain is the result of numerous smaller steps, each such smaller step being a Metropolis-Hastings update of one component of the entire state, (U; ). Two updates modify the unobserved totals U. The rst moves manatees between regions and the second changes the total number of manatees. Each of the model parameters is updated separately. Appendix A details these steps. By its construction, the resulting Markov chain is irreducible with the equilibrium distribution precisely equal to the posterior density (U; jfX i;j g) / (Uj ) (fX i;j gj ; U) ( ) .
Note that the rst factor on the right hand side comes from the movement and population trend models, the second factor from the observation model, and the third is the prior. For each prior speci cation, 500,000 cycles of the algorithm were run on a SPARCstation 10, taking approximately 120 CPU hours. Estimates of marginal posterior densities are based on subsampling every 200th cycle after an initial burn in of 20,000. After subsampling, time series methods (Geyer, 1992) indicate that the e ective sample size for each parameter is ve to eight times less than the actual 2400 observations. Marginal posterior densities were approximated by normal kernel density estimation applied to the simulated parameter values. The gures in Section 5 show the posterior densities from a single prior speci cation. Di erences across priors are indicated in the text. For each unknown of interest, we report a \con dence" interval computed by taking the union of 95% equi-tailed posterior intervals over the range of priors.
Results
Theta Values -Sighting Probabilities
FIGURE 3 HERE Figure 3 shows the priors and the resultant marginal posterior distributions for 0 and 2 . These two parameters determine the average sighting probabilities in the two regions. The prior in this computation represents an optimistic view of the observation process, having average sighting probability near 85%. Interestingly, the posterior indicates a signi cant shift, decreasing the average to near 31%. This dramatic di erence is due in large part to the amount of variance in the observed counts. While the beta-binomial distribution allows for more dispersion in the counts than the binomial distribution and covariates explain some variation, a large amount of variation relative to the mean leads to a small estimate of the sighting probability.
A posteriori, there is a trade o between keeping the estimate of 0 close to what is expected a priori and letting 0 decrease to best explain the variance in the data. When the prior for 0 suggests a lower sighting probability, the posterior shifts downward resulting in an even lower estimated sighting probability. Because is xed at an upper bound, the probabilities represent an upper range for the average sighting probability. Under the di erent prior speci cations considered, the average sighting probability in the south is between 15.1% and 39.2% with at least 95% posterior probability.
Regardless of the prior for 0 , 2 is strongly negative, implying, as expected, that the northern sites have inherently worse sighting conditions than the southern sites. In this example, 2 is centered at about -1.6 which reduces the average sighting probability in the north to about 8.8%.
While the prior distributions for these two parameters are independent, the posterior distributions are not. There is a tendency (r=-.603) to keep the northern sighting probability consistently very low. This tendency also occurs when the prior for 0 is changed. If the posterior mean for 0 increases, the posterior mean for 2 decreases. As a result, the length of the 95% posterior interval is much smaller for the average northern sighting probability. This probability is within 4.3% and 11.6% with at least 95% posterior probability.
FIGURE 4 HERE Figure 4 shows the prior and posterior of 1 , the temperature aggregation parameter. This parameter is not correlated with any of the other parameters, and regardless of the choice of priors, the posterior is centered around .008. The DD covariate signi cantly changes the average sighting probability. For DD=170, the largest observed reading, the southern sighting probability increases to be within 21.0% and 60.4% with at least 95% probability and the northern sighting probability increases to be within 8.6% and 22.6%. For DD=28, the smallest observed reading, the southern sighting probability decreases to be within 11.7% and 28.1% and the northern sighting probability decreases to be within 2.6% and 7.6%. Figure 5 shows the prior and posterior distributions for the northern and southern average sighting probability for a DD reading of 92 (the median January reading). The results of two di erent priors are shown. The rst prior incorporates the optimistic prior for 0 . The second uses a less optimistic prior which suggests the average sighting probability to be around 35%. In both cases, the resulting posteriors suggest a much lower sighting probability in the north than the south. In addition, while the average sighting probability in the south di ers, the average sighting probability in the north is very similar.
FIGURE 5 HERE
Alpha Values -Population Trend
FIGURE 6 HERE Figure 6 shows the posterior distributions of 0 and 2 de ned in equation 6. The parameter 0 is the expected log-total of manatees between 1986-87 and 1987-88. Its posterior mean is highly correlated with the average sighting probability. If the sighting probability is low, then the total number of manatees must be large to account for the number of manatees observed. In this example, the posterior correlation between 0 and 0 is r= -.69. As with 0 and 1 , this inverse relationship also occurs for di erent priors of 0 . Interestingly, the prior for 0 had little e ect on this posterior interval. For each prior speci cation, the variance of this marginal prior is always very large allowing for a potentially wide range in total population size.
The parameter 2 accounts for any departure from a log-linear growth trend (see equation 6). The posterior distribution of 2 changed only slightly under di erent prior speci cations. In all cases, the posterior mean and median were negative, implying a decrease in the growth rate. None of the priors, however, give signi cant posterior probability that 2 is negative (:12 < P < :4). This parameter ranges from -.019 to .009 with at least 95% posterior probability. Figure 7 , displays the posteriors for 1 , the parameter describing the average log-linear growth rate over the ten year survey period. The posterior distribution is very dependent on the choice of the marginal prior for 1 . No other marginal prior signi cantly a ects this posterior. Regardless of the choice, the posterior is positive indicating an overall increase over the ten year period. The more disperse prior leads to an average yearly growth rate between 5.9% and 16.8% while the more restrictive prior estimates the average yearly growth rate to be between 2.2% and 5.9%.
FIGURE 7 HERE
On the log scale, the change in expected population size from one year to the next is a function of both 1 and 2 . The percent change from year t to year t+1 is exp( 1 + 2 (2(t ? t) + 1)) ? 1. The 95% posterior interval for this growth rate between the winter of 86-87 and the winter of 87-88 is 4.8% to 18.3% under the more disperse prior. It is 2.0% to 5.9% under the more restrictive prior. Both these intervals suggest the population increased between these winters. However, comparing consecutive winters later in the survey, there is some evidence that the population declined. For example, the growth rate between the winters of 90-91 and 91-92 is estimated to be within -6.0% and 18.5% or -7.4% and 12.0% respectively. Under all prior speci cations, the posterior mean of the second growth rate is 3-5% less than the posterior mean of the rst growth rate. Thus, the population growth rate is decreasing. Figure 8 shows the prior and posterior distributions of 1 and 2 (see equation 3). For both parameters, the posterior variance is relatively large implying there is little information about these parameters in the data. In addition, the posterior mean of each parameter is quite dependent on the choice of prior for 0 . Recall that these parameters determine the movement of the manatees which in turn determine the number of manatees in each region during each survey. Since altering 0 changes the total number of manatees, the distribution of manatees between the north and south will change to best t the observed counts. The reason the dispersion parameters change is because changing the prior of 0 only changes the sighting probabilities in the south. Recall that the posterior of 2 adjusts to keep the average sighting probability in the north around 8%. Since the average sighting probability in the north is relatively constant, the expected regional totals in the north stay the same while the expected totals in the south change.
Delta Values -Transition Probabilities
FIGURE 8 HERE
The combination of 1 and 2 allow us to look at migration patterns. The long run migration only depends on the two movement probabilities in the transfer matrix (4). Given 1 and 2 , the minimum temperature di erence needed for there to be a long run migration southward is ?:5 log( 2 )= 1 . Under all the di erent prior speci cations, this temperature value is between 0 and 6.4 degrees with at least 95% posterior probability. The median di erence in this data set is 5.5 degrees, so a majority of the transfer matrices suggest a southward trend. A more detailed study is needed to see if this trend occurs in each year.
Future Predictions -Predictive Distributions
For each of the years 1993-97, we predict the total observed manatee count for one survey where T =5.82 and DD=92, the median values of all January surveys. To do so, parameters are simulated from the joint posterior and for each set, one possible realization of the hidden counts is generated. Because only one observed count is predicted, the movement into the north and the south is based on the stationary distribution (4). The observed counts are then sampled from a beta-binomial distribution conditional on the observation parameters and the generated regional totals.
The predictive distributions show not only the dispersion in future counts but also, since the covariates and parameters are held constant, the overall population trend. The left side of Figure 9 shows the observed total manatee counts for each survey. The right hand side shows Monte Carlo estimates of the predictive distributions for the next ve years (width is posterior density). Because the predictive distributions are very skewed, the median and other quantiles are used to summarize the trend. Consistent with what what was previously observed, the medians reveal a leveling o and possible decrease in the total population size. These posterior predictive distributions are robust as all prior speci cations led to essentially the same result.
To assess the information in the data, we can compare these distributions to the prior predictive distributions (simulating parameters from the joint prior). By construction, these predictive distributions (not shown) force very little structure on future counts, and allow either no change or a slight increase in the median population size (depending on the choice of prior for 1 ). The predictive density is very at and ranges over the interval 0 to 5000. FIGURE 9 HERE
Discussion
Hierarchical modeling allows us to explain variation in aerial count data by separating the observation process from the population dynamics. Di erent covariates enter each level. Bayesian analysis via MCMC makes inference feasible. Knowledge of the biology allows us to specify a meaningful range of prior distributions, and subsequent inference about parameters of interest is una ected by nuisance parameters. Furthermore, we get direct information about which model parameters are poorly estimated (high posterior variance).
Because the raw counts exhibit so much variance, simple estimation procedures suggest low sighting probabilities. The stochastic model explains some of this variation but signi cant variation remains. Low sighting probabilities may be due to intrinsic di culties in observing manatees from the air, or to the possibility that many manatees are outside the survey regions, even during thermal stress. Additional knowledge about the movement of thermally stressed manatees would be helpful. While the posterior variance of the average sighting probability is small, its posterior mean is sensitive to the choice of prior for 0 and the value of the overdispersion parameter, . Because^ =.075 is expected to be conservative, the posterior interval represents an upper range for the average sighting probability. The fact that the 95% posterior interval for the average sighting probability does not contain any value above 50% suggests that the data are inconsistent with the hypothesis that the sighting probability is high. More information on sighting conditions would be bene cial. The sighting condition rating currently reported uses a nominal scale from 1-5. Most recorded values were either 2, 3 or 4 and in this limited range, there was little correlation with the observed counts. In addition, there are questions of its consistency over the two regions. The data suggest that the northern sites have conditions inherently worse than the southern sites, yet the sighting condition ratings are very similar. Due in part to the correlation between 0 and 0 , there is a signi cant uncertainty in the population size. There is, however, considerable information about the population trend, and we have concluded that the population size is either leveling o or slightly decreasing. If the reproduction rate has remained constant, the mortality rate is therefore increasing.
The framework we use also allows other data to be incorporated quite easily. For example, telemetry data or boat kill data might be pro tably combined in future work. Telemetry data would be very useful for understanding more about the movement of manatees. The aerial survey data provide some information about the Markovian movement process, but as posterior precision indicates, the information is weak. Although water temperature was found to explain some of the movement, other covariates (availability of food) may better explain the process. Alternative formulations of the population dynamics may also be considered without drastically altering the overall algorithm. For example, the exible population trend model in this paper could be replaced by one written in terms of reproduction and mortality rates (Allen and Kirkwood, 1988) .
Our hierarchical model generalizes the well-studied Binomial(N,p) problem with 0 and 0 analogous to N and p respectively (Raftery, 1988; Olkin, Petkau and Zidek, 1981; Casella, 1986) . Sensitivity to the prior has been documented (Lavine and Wasserman, 1992) , but the predictive distribution is useful because of its robustness. As in the Binomial(N,p) problem, the predictive distribution of observed counts is robust due to the fact that Np remains relatively stable while N and p separately are uncertain. This robustness allows us to not only examine the population trend, but also to validate our predictions by comparing them to future survey counts.
APPENDIX A: Metropolis-Hastings Algorithms
One complete step in the Markov chain is produced by a cycle of Metropolis-Hastings (MH) steps which separately modify di erent aspects of the state. Each MH algorithm is de ned by a proposal distribution, having density q(s; s 0 ) which indicates the probability of sampling a new state s 0 given the current state s. The MH ratio r = (s 0 )q(s 0 ; s) (s)q(s; s 0 )
is calculated and with probability min(r,1), the Markov chain moves to state s 0 , else it stays put. The following sections describe the proposal distribution for each of the steps and the form of the MH ratio.
A.1 Moving Manatees Between Sites
The movement of manatees is done on a survey to survey basis within a year. Consider movement within one year. Given t ; ; fX i;j g; and , the following algorithm is used to update the regional totals and transfer totals for year t:
1. For a given survey j, ip a coin to add or subtract one manatee from the northern site. To keep M the same, one manatee will be subtracted or added to the southern site.
2. Flip a coin again to determine which node (north or south) of survey j-1 has its transfers (leaving) altered by plus or minus one. This is done to keep the regional counts of survey j-1 the same. If this is the rst survey within a year, this step involves altering the number of manatees that originally start in the north or the south by plus or minus one.
3. For survey j+1, again ip a coin to determine which node has its roots (arriving) altered by plus or minus one. Similarly, this keeps the regional counts of survey j+1 the same. For the last survey of a year, ignore this step.
4. Reject or accept the proposed state based on the MH ratio shown below.
5. Repeat for all the surveys in the year.
For a given survey, j, this proposal distribution (at most three ips of a coin) results in only the regional counts of survey j changing by plus or minus one along with two transfers leaving survey j-1 and two roots arriving at survey j+1. Let s and s 0 represent the current state of the fN i;j g and ft j i;k g and the proposed state respectively. The proposal density, q(s; s 0 ) is symmetric, q(s; s 0 ) = q(s 0 ; s) = 1=8 (or 1=4 if it is the last survey), although certain states generated when s is near a boundary will have zero posterior probability. The remainder of the MH ratio, (s 0 )= (s), is simpli ed by using the following identity:
(fN i;j g; ft j i;k gjfX i;j g; ; ; ; t ) / (fX i;j gjfN i;j g; ) (fN i;j g; ft j i;k gj ; t ; ) Since the observed counts are conditionally independent, (fX i;j gjfN i;j g; ) is a product of beta-binomial probabilities as discussed in Section 3. Furthermore, because we assume independence among manatees, (fN i;j g; ft j i;k gj ; t ; ) is a product of binomial probabilities based on the Markovian movement process (5). The ratio of these two densities for the proposed state, s 0 , and the current state, s, becomes quite simple since the change of any unknown count is only plus or minus one. All the factorials in the distributions cancel out. For example, suppose j=2 and the current state is as shown in the left graph below. The graph on the right shows the corresponding counts in a proposed state: (Equation 2). All the factorials in the numerator have integers that are either 1 those in the denominator.
A.2 Changing The Total Number of Manatees
Changing the total count, M t , in a given year a ects the regional and transfer counts. Because the movement algorithm is a signi cantly slower mixing algorithm than this one, the movement algorithm is cycled through 150 times for every single update of the total count. Each M t can be changed separately because we incorporated t into the log-quadratic relationship. We use the following proposal distribution:
1. Draw a proposal M 0 t from a Poisson distribution with mean M t . The di erence M 0 ?M t is calculated.
2. To keep the counts consistent, the di erence between M 0 and M t is then added to the southern counts and the south to south transfers for that year. By this mechanism, all surveys in that year have the new total count.
Unlike the rst proposal distribution, this one is not symmetric, having Similar to the previous algorithm, the remainder of the MH ratio is simpli ed by this identity: ( t ; fN i;j g; ft j i;k gjfX i;j g; ; ; ) / (fX i;j gjfN i;j g; ) (fN i;j g; ft j i;k gj ; ; t ) ( t )
The rst and second densities on the right are the same ones discussed in the previous algorithm. In this case, the factorials will not cancel out because the jumps can be larger than 1. The t are distributed N(0; 2 ). The ratio of ( 0 t )= ( t ) is a ratio of two normals where t = M t ? 0 ? 1 (t ? t) ? 2 (t ? t) 2 .
Proposed but impossible states (when transfer counts are negative) simply get zero probability.
A.3 Changing The 's used in the Sighting Probabilities
Unlike the two earlier algorithms where we cycled through each year separately, updates for model parameters require data from all years simultaneously. Bold face notation represents the arrays over all the years. The observation parameters are updated separately. For 0 and 2 , the proposal distribution is normal centered at the current value and thus q(s 0 ; s) = q(s; s 0 ). Because 1 is positive, we choose a gamma proposal distribution having a mean at the current value. For this update, where D controls the variance of the proposal distribution and is xed at 500. Since these parameters a ect only the sighting probabilities, the remainder of the MH ratio for l is simpli ed by using the following identity:
( l jX; N; t; ?l ; ; ; ) / (XjN; ) ( l )
Since each parameter is updated separately, ?l represents the other xed parameters. The rst density is again a product of beta-binomial probabilities (1). The second density is the prior for the chosen l which is exponentially or normally distributed.
A.4 Changing The 's used in the Transfer Probabilities
The parameters are also updated separately. For 2 , we choose a beta proposal distribution centered at the current value. Since 1 must be between 0 and .6, the proposal distribution is a scaled beta centered at the current value. For these updates, where U= 1 or .6 respectively and D controls the variance and is xed at 2000. Since the 's only a ect the transfer probabilities, the remainder of the MH ratio consists of a product of binomial probabilities and the prior distribution. The ratio only involves the transfer counts, not the observed counts.
( l jX; N; t; ?l ; ; ) / (N; tj ; ; ) ( l )
A.5 Changing The 's used in the Quadratic Relationship of Yearly Counts
Lastly, new values for the parameters in the quadratic relationship are generated separately. In each case, the proposal distribution is normal centered at the current value and thus q(s 0 ; s) = q(s; s 0 ). When any l is changed, the predicted yearly totals change. Had we not allowed for a small random error, a change in l would a ect all population totals making a more complex update. With this mechanism, the l can be updated with only t changing. Since the t 's are normally distributed, the MH ratio for changing any l is just a ratio of a product of normals, ( j ) and a ratio of the prior: ( l jX; N; t; ; ; ?l ; ) / ( j ) ( l ) APPENDIX B: Estimating the Degree of Overdispersion
The overdispersion parameter a ects the posterior distribution of 0 (refer to Equation 1). The closer is to zero, the closer the beta-binomial is to the binomial distribution. In this limit, the average sighting probability is estimated near p = (X=V ar(X)) where X is the mean of the observed counts after adjusting for the covariates and V ar(X) is the variance of these adjusted counts. If is underestimated, so too is the average sighting probability. (Recall that in ates the binomial variance by a factor of (1 + N)=(1 + )) FIGURE 10 HERE To obtain a conservative estimate of , we compute its pro le likelihood function (Figure 10 ) in a simpler model. We assume there is no di erence between the sighting probabilities in the two regions. This allows us to use the total observed count for each survey. The log-totals are then adjusted for year and the DD covariate using linear regression. These adjusted counts, X 0 j , are then assumed to be independent and X 0 j BetaBin(N; p; ):
The pro le likelihood (maximizing over N and p) is maximized near =.075. Because it was observed that there is a di erence between the northern and southern sighting probabilities, this simpli ed model does not fully account for all the variance in the counts and thus the most likely value of under the more complex model is bound to be smaller than .075. Figure 4: Prior (dashed) and marginal posterior (solid) distribution of 1 . This parameter adjusts the sighting probability using the DD covariate. The colder it is (DD large) the higher the sighting probability. Figure 5: Prior (dashed) and marginal posterior (solid) distributions of the northern and southern average sighting probability using DD=92. Prior 1 incorporates the optimistic prior for 0 . Prior 2 incorporates a less optimistic prior suggesting the sighting probability is near 35%. 
