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We present quantum Monte Carlo simulations for the chiral Heisenberg Gross-Neveu-Yukawa
quantum phase transition of relativistic fermions with N = 4 Dirac spinor components subject to a
repulsive, local four fermion interaction in 2+1d. Here we employ a two dimensional lattice Hamilto-
nian with a single, spin-degenerate Dirac cone, which exactly reproduces a linear energy-momentum
relation for all finite size lattice momenta in the absence of interactions. This allows us to signifi-
cantly reduce finite size corrections compared to the widely studied honeycomb and pi-flux lattices.
A Hubbard term dynamically generates a mass beyond a critical coupling of Uc = 6.76(1) as the sys-
tem acquires antiferromagnetic order and SU(2) spin rotational symmetry is spontaneously broken.
At the quantum phase transition we extract a self-consistent set of critical exponents ν = 0.98(1),
ηφ = 0.53(1), ηψ = 0.18(1), β = 0.75(1). We provide evidence for the continuous degradation of
the quasi-particle weight of the fermionic excitations as the critical point is approached from the
semimetallic phase. Finally we study the effective ”speed of light” of the low-energy relativistic
description, which depends on the interaction U , but is expected to be regular across the quantum
phase transition. We illustrate that the strongly coupled bosonic and fermionic excitations share a
common velocity at the critical point.
Right at the interface between bosonic spin and
fermionic physics lies the Gross Neveu Yukawa (GNY)
field theory, which is believed to capture the complex in-
terplay of bosonic and fermionic (quantum) critical fluc-
tuation giving rise to a large set of universal critical expo-
nents [1, 2]. The universality class comprises the critical
properties at the transition from a relativistic semi-metal
described by massless Dirac fermions, to a symmetry bro-
ken phase with massive fermionic excitations, in which
the order is captured by a Z2 (Ising), O(N), or SU(N)
symmetric order parameters. In recent years it has be-
come evident, that this physics of relativistic fermions is
far from confined to high energy physics, but manifests
in many two and three dimensional condensed matter
systems [3–7]. Where the chiral Ising GNY transition
[8–21] and the chiral-XY GNY transition [8–10, 21–34]
have been investigated extensively, far fewer results exist
for the much more challenging chiral Heisenberg GNY
transition in 2+1d [8, 21, 35–42], which we focus on in
this manuscript.
The issue shared among all the investigations is the
apparent disparity between the estimates for the criti-
cal exponents not only between complementary methods,
but even within different Monte Carlo simulations. The
latter could be attributed to the fact that only a small
region of the Brillouin zone of common lattices, such as
the honeycomb lattice and pi-flux (staggered fermions),
actually displays relativistic behavior at low energies (cf.
Fig. 1(d)–(f)) and large finite size lattices are required
in order to obtain a sufficiently high momentum resolu-
tion at low energies to guarantee asymptotic scaling at
criticality.
In this manuscript we set out to minimize the finite
size effects by implementing a single Dirac cone on the
lattice, which allows to maximize the portion with a rel-
FIG. 1. The momentum resolved single particle gap from
QMC simulations (a) in the chiral limit (b) at the critical
point and (c) in the massive phase in the first Brillouin zone
for an L = 19 system. The dispersion illustrates the inter-
action induced spontaneous mass generation for sufficiently
strong interactions and the renormalization of the bandwidth
across the quantum phase transition. To illustrate the por-
tion of momenta with a linear dispersion close to the Dirac
point (shaded areas) the finite size momentum resolution for
an L = 18 (d) honeycomb lattice (e) pi-flux lattice (staggered
fermions) and for (f) SLAC fermions is superimposed on the
lines of constant energy in the Brillouin zone.
ativistic dispersion in the Brillouin zone. In addition,
rather than distributing the fermion species across differ-
ent momenta, or reducing the Brillouin zone to patches
in momentum space [43], a single Dirac cone is the clos-
est representation of the continuum Dirac operator [44–
48]. Furthermore, a single spin degenerate (Nf = 2)
cone Dirac constitutes the smallest possible number of
fermions species N = 2Nf = 4, or components of the
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2Dirac spinor representation, for which an SU(2) symmet-
ric order parameter can be formulated on a lattice. As
such, our investigation provides a benchmark for com-
plementary approaches such as - and 1/N -expansions,
where for small fermion species numbers their estimates
for the critical exponents vary the most.
Model and Hamiltonian — Here we consider
a Hamiltonian formulation of relativistic massless
fermions with a perfect Dirac cone in energy-
momentum space in 2+1d. For each fermion flavor
σ ∈ {1, . . . , Nf} the free Hamiltonian for a single
Dirac cone reads Hkσ = v
0
F
∑
kψ
†
kσ σ · kψkσ, with the
spinor ψ†σ = (a
†
σ, b
†
σ) and the vector of Pauli matri-
ces σ = (σx,σy). The corresponding single-particle
spectrum is given by ε±(k) = ±v0F|k| with a 2Nf -fold
degeneracy at k = (0, 0). On a square lattice with the
primitive vectors in x- and y-direction, unit lattice con-
stant, and the Fourier transform arσ =
∑
k e
−ik·rakσ/L,
the Hamiltonian takes the form
Htσ = −v0F
L2∑
i=1
i L/2∑
x=−L/2
t(x)
(
a†iσbi+x,σ − b†i+x,σaiσ
)
+
L/2∑
y=−L/2
t(y)
(
a†iσbi+y,σ + b
†
i+y,σaiσ
) . (1)
Here a†iσ (b
†
iσ) creates an electron with flavor σ in an or-
bital a (b) of unit cell i, while i+x denotes the unit cell in
x-direction at a distance |x|. In the following we choose
the Fermi velocity v0F = 1 as unit of energy. This setup
may be interpreted as a square lattice bilayer with 2L2
sites, where we have bipartitioned the lattice, such that
all sites within a layer belong to the same orbital (sub-
lattice) and we have bipartite interlayer hopping only.
The discrete inverse Fourier transform of the Dirac
operator yields the finite size hopping amplitudes
t(r) = (−1)rpi/[L sin(rpi/L)], r 6= 0, which in the ther-
modynamic limit (TDL) L→∞ implies that the hop-
ping amplitude decays as t(r) = (−1)r/r. Note, that a
truncation of the hopping range introduces unwanted low
energy states (doublers) [49]. The lattice derivative in
Eq. (1) is the Hamiltonian formulation of SLAC fermions
[50]. A variation, which corresponds to spinless fermions,
has recently been used in Ref. [29]. SLAC fermions avoid
the Nielsen-Ninomiya theorem [51–53] by violating local-
ity on finite size lattices, but recover locality in the TDL
for most of the Brillouin zone, but for the boundary [54].
The power-law hopping, which originates from the singu-
larities of the engineered dispersion at the zone boundary,
appears to be at odds with the locality condition of field
theories and might raise concerns about their effect on
the nature of the quantum phase transition. However,
the hopping only runs along the major axes, and thus is
not a genuine long-range coupling, as it does not couple a
given site to a finite fraction of the total spatial volume.
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FIG. 2. The correlation ratio close to the critical point and for
a larger coupling range (inset) (a) from which we extract the
critical exponent ν from a fit to the data. (b) Data collapse
of the correlation ratio (left scale) and the squared magne-
tization (right scale) using the critical exponents ν and ηφ
extracted from the data in (a) and Fig. 3(a), respectively.
Dotted lines indicate the scaling functions.
In order to dynamically gap out the chiral fermions and
to drive the system through a quantum phase transition
we augment the free Hamiltonian with a local Hubbard-
type repulsion H =
∑
σ=1,2Htσ +
U
2
∑
i,c (ni,c − 1)2,
where ni,c =
∑
σ=1,2 c
†
iσciσ is the local density electrons
in orbital c ∈ {a, b}. At strong coupling U  v0F
and half-filling, the Hamiltonian reduces to a bilayer
Heisenberg model with antiferromagnetic Heisenberg
interactions only between the layers. These interactions
are not frustrated due to their bipartite structure, and we
therefore expect Ne´el type antiferromagnetic long range
order in this regime. The anticipated Dirac semi-metal
to antiferromagnet (AFM) quantum phase transition
is expected to be in the N = 4 chiral Heisenberg GNY
universality class.
Finally the Hamiltonian Htσ is represented by a hermi-
tian differentiation matrix and the Hubbard interaction
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FIG. 3. Fit of the finite size scaling Ansatz (a)
m2(Rm2 , L) = L
1−ηφfm0 (Rm2) to the squared magnetization
(b) Gab(Rm2 , L) = L
−ηψfG0 (Rm2) to the off-diagonal com-
ponent of the single particle correlation function in order to
extract the bosonic and fermionic anomalous dimensions ηφ
and ηψ, respectively. The insets illustrate the compatibility
of the estimated exponents with the finite size decay behavior
of the correlations at the largest distance.
can be decoupled at the cost of introducing a discrete
auxiliary field via the Hubbard Stratonovich decomposi-
tion, which allows us to perform large-scale, sign-problem
free auxiliary-field QMC simulations at zero temperature
[17, 55–58].
QMC simulation results — We track the emergence
of long-range AFM order by measuring the spin struc-
ture factor SAFM(k) ≡
∑
r e
ik·r〈S(r) · S(0)〉/L2, where
S(r) = Sra − Srb is the unit cell AFM order parameter
with the spin Sra =
1
2a
†
rασαβarβ at position r, orbital
a, and σ denotes the vector of the three Pauli matri-
ces. In the bilayer setup AFM (Ne´el) order emerges
at momentum Q = (0, 0), such that SAFM(Q)/L
2 = m2.
The evolution of the finite size magnetization as a func-
tion of the interaction strength is presented in the sup-
plemental material (SM). Let us note that the stabil-
ity of the semi-metal for small coupling U < Uc is in
agreement with the RG irrelevant interaction term, de-
spite the aforementioned possibility of hopping induced
long-range magnetic super exchange. The critical point,
beyond which the fermions acquire mass can be pre-
cisely determined with the help of the RG invariant
ratio R
(n1,n2)
m2 = 1− SAFM(Q+ n1b1 + n2b2)/SAFM(Q),
where b1 and b2 denote the reciprocal lattice vectors
[59, 60]. The correlation ratio scales to one (zero) in the
ordered (disordered) phase, such that Rm2 for different
L intersect at the critical coupling point and at a univer-
sal, but geometry dependent value R∗m2 . Some variants of
Rm2 exhibit significantly less finite size corrections, such
that we opt for R
(1,1)
m2 with the least drift of the finite
size crossing points (cf. SM). The correlation ratio data
is shown in Fig. 2(a) in the vicinity of the phase tran-
sition; the inset displays a wide range across the phase
transition. We fit the data with the finite size scaling
(FSS) Ansatz Rm2(u, L) = f
R
0
(
uL1/ν
)
+ L−ωfR1
(
uL1/ν
)
,
where u = U − Uc and we series expand the scaling func-
tions fR0 and f
R
1 [61]. Adding corrections to scaling yields
series expansion coefficients of fR1 and values for ω, which
vanish within error bars and significantly degrades the
quality of the data collapse. This behavior is in accor-
dance with the lack of drift for larger lattices and reduces
our scaling Ansatz to the first term without scaling cor-
rections. For a fit to the data of systems L ≥ 7 we obtain
the critical coupling U = 6.759(1) and the exponent as-
sociated with the correlation length ν = 0.977(5), which
allows us to collapse the data in Fig. 2(b).
Scaling the squared magnetization as a function of a di-
mensionless quantity, such as a correlation ratio Rm2 , al-
lows us to eliminate the exponent ν from scaling and the
FSS Ansatz reduces to m2(Rm2 , L) = L
1−ηφfm0 (Rm2),
where we assume z = 1 [38, 61]. Figure 3(a) shows the
fit to the data, where we have expanded fm0 (Rm2) up to
second order. We obtain a stable estimate ηφ = 0.531(1);
Higher expansion orders do not alter the result and cor-
rections to scaling behave similarly to the case for ν
above. The inset of Fig. 3(a) shows the compatibility of
our estimate with a commonly used approach to extract
ηφ from the scaling of the magnetization, or the spin cor-
relations at the maximum distance C(rmax), which decay
proportional to L−(1+ηφ) at the critical point. This would
otherwise require a precise knowledge of Uc, since small
deviations significantly alter the estimate for the critical
exponent and would further involve fewer data points in
the fit. The inset shows the compatibility of the exponent
extracted in the main panel with the decay of the cor-
relations function close to criticality. The solid symbols
indicate the data points used to fit the amplitude of the
decaying correlation function. To check the consistency
of the extracted exponents we compute the critical expo-
nent of the order parameter β = (1 + ηφ)ν/2 = 0.748(4)
and successfully perform a data collapse of the squared
magnetization in Fig. 2(b). In addition we compare
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FIG. 4. (a) The single particle gap along kx (ky = 0) for
different interactions strengths for an L = 19 system. The
shaded area corresponds to the data range from which the ef-
fective speed of light (equal to the Fermi velocity vF at U = 0)
has been extracted from a fit of the relativistic dispersion to
the data points. Lines are guides to the eye only. (b) The
quasi particle weight Zkmin and the effective speed of light
vF(U) for different system sizes. While increasing interaction
strength degrades the quasi particle character, the Fermi ve-
locity remains mostly unrenormalized up to the critical point.
At large U we expect the speed of light to scale as 1/U .
with the data collapse obtained using a Gaussian pro-
cess regression introduced in Ref. [62]. The regression
assumes only the smoothness of the scaling function
m2(U,L) = L−2β/νfm0 [(U − Uc)L1/ν ], rather than a spe-
cific polynomial form and agrees within error bars with
our estimate β/ν = 0.766(6) (cf. SM).
Following the same procedure we extract the
anomalous dimension of the fermions ηψ from the
off-diagonal elements of the single particle Green’s
function Gab(k) = 〈a†k bk〉 with the FSS Ansatz
Gab(kmin)(Rm2 , L) = L
−ηψfG0 (Rm2), where we again
assume z = 1 [39, 61]. At zero momentum, Gab(0) = 0,
as Gaa(0) = Gbb(0) = 1/2 measures the local density
per flavor. One has to resort to use the smallest lattice
momentum kmin = (2pi/L, 0), where kmin → 0 in the
TDL. Here the finite size corrections require us to
neglect system sizes L < 11 in order to avoid scaling
corrections. The fit to the data in Fig. 3(b) yields the
estimate ηψ = 0.177(1).
The off-diagonal single particle Green’s function is also
proportional to the quasi particle weight (residue of the
quasi particle pole) Zkmin = 2Gab(kmin) [39, 63, 64]. As
the critical point is approached from the noninteracting
limit, growing correlations lead to increasing fluctuations
in the semi-metal near the Fermi energy and the well
defined fermionic quasi particle character of the chiral
limit Zkmin = 1, is monotonously diminished Zkmin → 0
as U → Uc [36, 63]. In order to show the consistency
of our estimates, we plot the expected behavior of the
residue of the quasi particle pole Zkmin ∼ (Uc − U)νηψ
in Fig. 4(b) using the previously extracted exponents
(dashed line). Beyond the critical point the Fermi point-
surface is gapped out as ∆sp ∼ (U − Uc)zν (not shown),
and the fermionic primary excitations are replaced by
the Goldstone bosons which originate from the sponta-
neous continuous symmetry breaking of the spin rota-
tional symmetry in the TDL.
In addition we determine the single particle gap
∆sp(k) from a fit to the asymptotic long imaginary-
time behavior of the single particle Green’s function
Gaa(k, τ) = 〈a†k(τ) ak(0)〉 ∝ exp[−τ∆sp(k)] [67]. In the
SM we provide evidence for the relativistic finite size
scaling ∆sp ∼ L−z close to criticality, which validates our
assumption that z = 1. Cross sections of the momentum
resolved excitation gap in Fig. 1 are shown for differ-
ent values of U in Fig. 4(a). The dynamically gener-
ated mass corresponds to ∆sp(k = 0) at vanishing mo-
mentum. The bandwidth decreases significantly with
growing U , yet the single particle excitations close to
the boundary of the Brillouin zone converge to a finite
value at rather high energies, as indicated by the arrow
for U = 6.76 in the TDL. This implies that no addi-
tional zero modes are introduced by correlations [46, 48].
In order to study the impact of interactions on the low-
energy dispersion, we fit the relativistic single particle
dispersion ∆sp(k) = [∆sp(0)
2 + (vF(U)k)
2]1/2 to the data
for momenta within the grey shaded region to estimate
the Fermi velocity vF. This approach is validated by
the expected spectrum both in the semimetallic and the
symmetry broken phase. Exactly at the quantum criti-
cal point the spectrum is more complex [68, 69]. At the
critical point the excitation velocity correspond to the
speed of light of the conformal field theory. This proce-
dure enables us to extract vF despite the vanishing quasi-
particle weight at criticality. As illustrated in Fig. 4(b)
in the approach of the phase transition from the non-
interacting limit the speed of light remains approximately
constant. In our case vF ≈ v0F ≈ 1, which is not necessar-
ily the case in general – the RG scaling Ansatz for the
quasi-particle residue simply implies vF ∼ (Uc − U)ν(z−1)
to remain regular in the vicinity of the relativistic critical
point [36]. Beyond the critical point the fermionic pri-
mary excitations are replaced by their bosonic counter-
part such that close to Uc the spin wave velocity vφ ≈ vF.
The inset in Fig. 4(b) illustrates the similar excitation
velocities by comparing of the momentum dependence of
the spin gap ∆s(k) ∝ vφk with the Fermi velocity v0F
[70].
Discussion — Figure 5 shows our results for the criti-
cal exponents in the context of recent results for different
numbers of fermion species. For each case we have con-
sistent estimates for the large-N limit from -expansion
[8, 21] and 1/N -corrections [40]. The same holds for the
limit N = 0 where no fermions couple to the bosonic or-
der parameter and high precision estimates from Monte
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FIG. 5. Chiral Heisenberg GNY universality class: Comparison of estimates for (a) the correlation-length exponent 1/ν, (b)
the boson anomalous dimension ηφ and (c) the fermion anomalous dimension ηψ for different numbers of fermion species, from
Monte Carlo simulations (filled and open markers) [32, 38, 42, 65], conformal bootstrap [66], functional RG (+, ×) [13, 41], as
well as fixed order expansions and Pade´ approximants for the series from -expansion [8, 21] and 1/N -expansion [40] (lines and
shaded areas).
Carlo simulations and conformal bootstrap calculations
exist [65, 66]. For relatively small numbers of fermion
species, N . 16, estimates from Monte Carlo (MC) sim-
ulations [32, 38, 42] and analytic expansions differ sig-
nificantly. For the analytical expansion results we in-
clude results at fixed expansion order ( = 1) as indicated
(lines), the range of values spanned by the Pade´ approx-
imant with all pole-free combinations of numerator and
denominator order from one to the maximum expansion
order available (shaded/hatched areas), as well as esti-
mates from functional RG [13, 41]. The MC results gen-
erally follow the trends set by the analytical predictions,
but for the anomalous dimension of the order parame-
ter ηφ in the 1/N approximation. While the MC data
are scattered, there appears to be a common trend for
ν, ηφ . 1, which roughly follows the -expansion at fixed
O(2).
The non-monotonically decreasing coefficients of the
series expansions [21, 40] are responsible for the large
uncertainty at small N and underscores the importance
of future estimates and bounds from other approaches,
such as conformal bootstrap calculations for the chiral
Heisenberg transition. The tension between different re-
sults from MC simulations can be attributed to multiple
sources: We can never exclude the possibility that the
lattices sizes reached so far are simply not within the
asymptotic scaling regime of the GNY transition, yet all
MC investigations were able to extract critical exponents
from a working FSS Ansatz. Also, different implementa-
tion of lattice fermions may avoid FSS contributions from
non-leading irrelevant fields as has been seen recently in
the context of quantum spin models [71]. Most impor-
tantly, the different maximum system sizes used, limit
the momentum resolution of the relativistic dispersion
at low energies. This is in contrast to SLAC fermions,
which appears to be subject to smaller finite size correc-
tions, which we further quantify for several correlation
ratios in the SM.
Conclusion — We have presented the first QMC in-
vestigation of the critical properties of the N = 4 chi-
ral Heisenberg GNY quantum phase transition in 2+1d.
To account for the ambiguity in the choice of the corre-
lation ratio, fit ranges and included lattice sizes we re-
port our conservative estimates for the critical exponents
ν = 0.98(1), ηφ = 0.53(1), and ηψ = 0.18(1). The lattice
realization of a single Dirac cone allowed us to signifi-
cantly reduce finite size effects and access the regime of
small fermion species numbers, which is essential to sort
out the disparate results from complementary methods.
Our approach opens the possibility to simulate the previ-
ously unexplored N = 2 chiral Ising GNY transition and
can be generalized to higher numbers of fermion flavors
Nf . The single Dirac cone can be further generalized
to anisotropic-, semi-, and birefringent Dirac semimetals
[72–75], which we leave to future investigations.
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1SUPPLEMENTAL MATERIAL
A. LATTICE FERMIONS
Let N = 2Nf denote the number of poles of the mass-
less momentum space Dirac propagator D in the con-
tinuum limit, each a fermionic one-particle state, or the
number of zero modes on the lattice, respectively and
Nf be the number of generalized flavors (also referred
to as tastes for staggered fermions) of each species of
fermions. Then N also corresponds to the number of
components of the Dirac spinor representation, or the
number of chiral Majorana modes. The chiral symme-
try, besides particle conservation, as defined by the inde-
pendent rotation of the chiral components Dγ5 = −γ5D
then is SU(Nf )L × SU(Nf )R. Where in the continuum
field theory the special unitary groups are associated with
left- and right-handed components of the spinor, in the
Hubbard model they correspond to spin rotational and
η-pairing symmetries of the Hamiltonian [64]. In con-
trast to spinless fermions (N = 2) in 2+1d, the N = 4
component spinors of electrons allow for a continuous ro-
tation of the chiral components. Here, equivalent to the
3+1d case, one can define a gamma matrix γ5 that anti-
commutes with all other γµ and the Hamiltonian in the
massless limit, so that it becomes the generator for a
continuous chiral symmetry [76].
By construction, the relativistic dispersion is exactly
reproduced by Eq. (1), such that the eigenvalues of all
finite size momenta obey ε(k) = ±vF|k|, independent of
the system size. The eigenvalues at momenta not present
on the finite size lattice however, show ringing which orig-
inates from the finite frequency Fourier transform and
will strongly deviate from the linear form (cf. Fig. S1).
At half-filling there exists a single two-fold degenerate
point per flavor at zero frequency and there are no dou-
blers at the Brillouin zone boundary. In contrast to
Kogut-Susskind (staggered) fermions where the flavors
are distributed among the sublattices, i.e., multiple Dirac
cones exist at separate momenta, the SLAC fermions is
the lattice realization closest to the continuum Dirac op-
erator.
B. LORENTZ INVARIANCE
In order to justify the dynamical critical exponent
z = 1 at the critical point, we show the first fermionic
excitation above the ground state (i.e., the mass gap),
multiplied by the system size L∆sp in Fig. S2. The finite
size extrapolation approaches a finite value and supports
the relativistic finite size scaling ∆sp ∼ L−z at critical-
ity and diverges for U > Uc. Actually, by construction,
from the noninteracting limit up to the critical point the
FIG. S1. Although the continuous dispersion on finite size
lattices exhibits severe ringing the linear energy-momentum
relation is exact at the finite size lattice momenta as shown
here for a system of odd and and even linear dimension L.
In neither case exist doublers at the Brillouin zone boundary.
The density of states (DOS) in the TDL is plotted alongside.
The wingtips in the corners of the Brillouin zone, or rather
the lack of centro-symmetric momenta, are responsible for the
deviation from the linear DOS at high energies.
semi-metal phase as described by the SLAC Hamiltonian
implies a Lorentz invariant spectrum. The scaling of
∆sp → 0 for U < Uc is compatible with z = 1 for sim-
ulations on a torus [77]. At criticality the effective field
theory which describes the system is the relativistic GNY
field theory. Beyond the critical point, the fermions are
gapped out and the low energy physics is captured by the
O(3) nonlinear sigma model. Hence in the entire param-
eter regime U ≥ 0 we never lose the relativistic property
at low energies.
C. FINITE SIZE SCALING ANALYSIS
Correlation ratios
The correlation ratios for different distances to the or-
dering momentum in k-space are shown in Fig. S3(a)–(c).
There exists a notable difference in the apparent drift in
the various realizations. Fits to the ratio R
(1,0)
m2 with the
Ansatz
R(u, L) = fR0
(
uL1/ν
)
+ L−ωfR1
(
uL1/ν
)
(S1)
=
nmax∑
n=0
anu
n Ln/ν + L−ω
mmax∑
m=0
bmu
m Lm/ν ,
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FIG. S2. The finite size extrapolation of L times the single
particle (mass) gap ∆sp for different interaction strengths U .
The extrapolation to a finite, non-zero value supports z = 1 at
the critical point Uc ≈ 6.78. Data points with filled symbols
have been fitted with a second order polynomial as a guide to
the eye.
u = U − Uc, do not yield satisfying results with (fR1 6= 0),
or without (fR1 = 0) scaling corrections, independently of
the included system sizes (cf. Fig. S4): Where the Ansatz
allows for a decent fit to the data R
(1,0)
m2 (U,L), the data do
not collapse after rescaling of the axis U → (U − Uc)L1/ν .
Upon exclusion of the smallest system sizes, the scaling
analysis of R
(2,0)
m2 results become comparable to the more
favorable ratio R
(1,1)
m2 , which has been used almost exclu-
sively in the main text. The results for the correlation
ratio R
(1,1)
m2 without scaling corrections in the vicinity of
the critical point are listed in Tab. I. As more and more
small systems are neglected, i.e., Lmin = 5, 7, . . ., the
reduced χ2 approaches unity. The estimates are stable
with respect to the expansion order, such that nmax = 2
turns out to be sufficient, as higher order coefficients tend
to vanish and no longer influence the fit. The inclusion
of corrections to scaling yields comparable results at the
cost of larger error bars (cf. Tab. II). The estimates for
the exponent ω are highly variable and are either large,
or the expansion coefficients bm vanish within statistical
uncertainty – both of which make the contribution of fR1
to scaling largely irrelevant. We thus conclude that the
inclusion of corrections in the scaling Ansatz for R
(1,1)
m2 is
not appropriate.
In Tab. III and Tab. IV we present fit results of the
Gaussian process regression of R
(1,1)
m2 close to the critical
point and over the wider range U ∈ [2, 12]. In contrast to
the least squares fit of a polynomial of order nmax = 2,
this method is based on Bayesian statistics and assumes
only the smoothness of a scaling function, i.e., it does not
require a specific polynomial form [62]. While the regres-
sion without corrections to scaling produces comparable
estimates in both ranges, correction to scaling do not im-
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FIG. S3. The correlation ratios in the vicinity of the quantum
phase transition. Lines are guides to they only.
prove the fits. Their inclusion results in an inconsistently
small exponent ω, which would suggest significant drift
of the crossing points, which again is not supported by
the quality of the corresponding data collapse.
In Fig. S5 we compare the crossing points of the corre-
lation ratios R
(1,0)
m2 , R
(1,1)
m2 and R
(2,0)
m2 for SLAC fermions
and the honeycomb lattice as they approach the critical
3TABLE I. Results of the fits with the scaling Ansatz
R
(1,1)
m2
(u, L) = fR0 (uL
1/ν) for different expansion orders nmax
of f0 in the range U ∈ [6.56, 7.04].
Lmin χ
2 Uc ν
nmax = 1 5 158.38 6.6956(6) 1.022(4)
7 3.01 6.7620(8) 0.971(5)
9 3.31 6.761(1) 0.969(8)
11 1.81 6.751(2) 0.98(1)
nmax = 2 5 156.21 6.6902(7) 0.997(4)
7 2.69 6.7595(9) 0.977(5)
9 2.97 6.758(1) 0.982(8)
11 1.60 6.749(2) 0.99(1)
nmax = 3 5 156.72 6.6936(7) 0.962(5)
7 2.71 6.7598(9) 0.970(7)
9 3.00 6.758(1) 0.975(10)
11 1.62 6.749(2) 0.99(1)
TABLE II. Results of the fits with the scaling Ansatz
R
(1,1)
m2
(u, L) = fR0 (uL
1/ν) + L−ω fR1 (uL
1/ν) for expansion or-
der nmax = 2 of f
R
0 and different expansion orders mmax of
fR1 in the range U ∈ [6.56, 7.04].
Lmin χ
2 Uc ν ω
mmax = 0 5 2.56 6.759(1) 0.977(4) 33(2103)
7 2.24 6.73(6) 0.974(10) 0(2)
9 1.09 6.7(2) 0.96(2) 0(2)
11 0.71 6.730(9) 0.98(1) 9(8)
mmax = 1 5 2.60 6.759(1) 0.977(5) 19(18)
7 2.18 6.73(2) 1.3(4) 0.0(5)
9 1.00 6.6(2) 2(2) 0(1)
11 0.71 6.73(1) 1.01(4) 8(7)
mmax = 2 5 2.56 6.760(1) 0.977(5) 32(1741)
7 2.11 6.74(4) 0.7(3) 0(1)
9 1.03 6.6(3) 0.7(5) 0(2)
11 0.71 6.73(1) 1.01(4) 8(6)
TABLE III. Results of the Gaussian process regression with
and without scaling corrections for R
(1,1)
m2
in the range
U ∈ [6.56, 7.04].
Lmin χ
2 Uc ν ω
w/o corr. 5 220.35 6.730(5) 0.99(4)
7 2.97 6.758(2) 0.97(1)
9 3.56 6.756(2) 0.96(2)
11 2.04 6.747(2) 0.98(2)
w/ corr. 5 61.41 6.85(1) 0.91(2) −0.083(10)
7 2.78 6.714(10) 0.99(1) 0.030(6)
9 2.05 6.64(1) 1.03(2) 0.086(9)
11 0.86 6.57(3) 1.09(2) 0.13(2)
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FIG. S4. The fit to the correlation ratio in Fig. S3(a) and
its data collapse (inset) in the vicinity of the quantum phase
transition using the scaling Ansatz with corrections (f1 6= 0),
and nmax = 2. The breakdown of the data collapse invalidates
the seemingly well fit.
TABLE IV. Results of the Gaussian process regression for
R
(1,1)
m2
in the range U ∈ [2, 12].
Lmin χ
2 Uc ν
5 5693.70 6.79(1) 0.661(8)
7 20.67 6.765(3) 0.868(4)
9 8.42 6.764(3) 0.867(6)
11 4.79 6.756(3) 0.861(6)
coupling. We choose the crossings of finite size lattices
(L, 2L + 1) up to L = 19 and (L, 2L) up to L = 36, re-
spectively. The vertical distance to the critical point,
which has been normalized to one using Uc = 6.76 and
Uc = 3.78 respectively, indicates the finite size depen-
dence and the need for finite size scaling corrections. The
SLAC fermions appear to be significantly less affected by
finite size lattice effects, which suggests that significantly
smaller lattices are needed to achieve a comparable ac-
curacy in the determination of the critical exponents.
Magnetization
A scan of the squared magnetization m2 as a func-
tion of the coupling strength U for different system
sizes is presented in Fig. S6(a) alongside the finite size
extrapolation of m2 and the spin correlation function
at the largest distance close to the phase transition in
Fig. S6(b). The dotted line in (a) corresponds to onset
of m2 ∼ (U − Uc)2β in the TDL, where we use the criti-
cal coupling Uc and exponent β =
ν
2 (1 + ηφ), as obtained
via the hyperscaling relation and the critical exponents
extracted from the data in Figures 2 and 3. The fit re-
sults for ηφ are listed in Tab. V. The finite size extrapola-
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FIG. S5. The crossing points from the correlation ratios
R
(n1,n2)
m2
of (L, 2L+ 1) and (L, 2L) systems for the Dirac and
honeycomb lattice. To allow the comparison of their distance
with respect to their critical points, both have been normal-
ized by Uc = 6.76, Uc = 3.78 [39], respectively.
tions in Fig. S6(b) shows that the m2 vanishes faster than
L−(1+η) below U ≤ 6.60 and extrapolates to a finite value
for U ≥ 6.80, which is in accordance with our estimate of
Uc ≈ 6.76. Rescaling the axes of Fig. S6(a) according
to the Ansatz m2(U,L) = L−(1+ηφ) fm0 [(U − Uc)L1/ν ],
leads to the finite size scaling collapse shown in Fig. 2(b)
and validates the previously extracted critical exponents.
A polynomial fit to the data provides an estimate for the
scaling function (dotted line).
TABLE V. Results of the fits with the scaling Ansatz
m2(R,L) = L−(1+ηφ)fm0 (R
(1,1)
m2
, L) for different orders nmax
in the range U ∈ [6.56, 7.04].
Lmin χ
2 ηφ
nmax = 1 5 179.40 0.5928(3)
7 30.71 0.5326(6)
9 27.62 0.514(1)
11 28.07 0.511(2)
nmax = 2 5 131.10 0.6071(4)
7 5.53 0.5469(7)
9 0.97 0.531(1)
11 0.83 0.530(2)
nmax = 3 5 128.00 0.6059(4)
7 4.63 0.5472(7)
9 0.41 0.532(1)
11 0.28 0.530(2)
In Tab. VI we present fit results of the Gaussian pro-
cess regression close to the critical point. In contrast to
the regression of the correlation ratio, which coincides
with the polynomial fits, here the critical coupling devi-
ates. While this affects the spread of the data along the
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FIG. S6. (a) Squared magnetization m2 versus coupling
strength U for different system sizes. The dotted line cor-
responds to onset of m2 using the critical exponent β as ob-
tained from η and ν via the hyperscaling relations. (b) The fi-
nite size extrapolation of m2 and the spin correlation function
at the largest finite size distance close to the phase transition.
TABLE VI. Results of the Gaussian process regression for
the scaling Ansatz m2(u, L) = L−2β/νfm0 (uL
1/ν) in the range
U ∈ [6.60, 6.96].
Lmin χ
2 Uc ν β/ν
5 1.69 6.660(4) 0.949(9) 0.766(2)
7 1.26 6.648(7) 0.98(1) 0.753(4)
9 1.24 6.64(1) 0.97(1) 0.73(1)
11 0.95 6.60(3) 1.01(2) 0.68(2)
u-axis the shape (cf. Fig. 2) is determined by β/ν, which
agrees well with our previous estimate β/ν = 0.766(6).
Anomalous dimension of the fermions
The finite size scaling analysis for the fermion anoma-
lous dimensions ηψ as described in the main text, for
5TABLE VII. Results of the fits of Gab = L
−ηψfG0 (R
(1,1)
m2
, L)
for different orders nmax in the range U ∈ [6.56, 7.04].
Lmin χ
2 ηψ
nmax = 1 7 27.10 0.1665(2)
9 6.77 0.1777(4)
11 6.58 0.1810(6)
13 7.34 0.1826(9)
nmax = 2 7 18.87 0.1630(2)
9 2.28 0.1746(4)
11 1.72 0.1774(7)
13 1.96 0.1789(9)
nmax = 3 7 18.26 0.1632(2)
9 2.32 0.1746(4)
11 1.73 0.1774(7)
13 1.91 0.1791(10)
different polynomial expansion orders are presented in
Tab. VII. The expansion order nmax = 2 yields stable
results upon exclusion of the smallest system sizes.
Summary
For convenience we summarize the critical exponents
computed in this manuscript along with their associated
scaling dimensions:
1/ν = 1.02(1) ,
ηφ = 0.53(1) ,
ηψ = 0.18(1) ,
∆ = 3− 1/ν = 1.98(1) ,
∆φ =
1
2
(ηφ + 1) = 0.765(5) ,
∆ψ =
1
2
(ηψ + 2) = 1.090(5) .
D. SIMULATION DETAILS
All results were obtained from projective (T = 0)
auxiliary-field (determinantal) QMC simulations based
on an SU(2) symmetric Hubbard-Stratonovich decompo-
sition, such that the auxiliary spins couple to the charge
density [55, 56]. Observables were measured according
to
〈O〉 = 〈ΨT|e
−θHOe−θH |ΨT〉
〈ΨT|e−2θH |ΨT〉 , (S2)
using the equal-time and imaginary time-displaced
single-particle Green function and Wick’s theorem [67],
the free (massless) system acts as the trial wave func-
tion |ΨT〉 and θ denotes the projection length. Imag-
inary time was discretized with a Trotter time step
∆τ = β/Nτ ≤ 0.1, where Nτ denotes the number of time
slices. We chose projections of 2θ = 40 and 70 for simu-
lations of equal-time and time-displaced measurements,
respectively, and checked the convergence of our results
within their statistical uncertainty. A symmetric Suzuki
Trotter decomposition
e−2ΘH =
[
e−
1
2∆τHte−∆τHU e−
1
2∆τHt
]Nτ
, (S3)
was employed, which results in an error of O(∆τ3) in the
short time propagation, or O(∆τ2) for observables. The
impact of the Trotter error is illustrated for the squared
magnetization and the correlation ratio close to critical-
ity at U = 6.76 in Fig. S7. The finite size results for
the correlation ratio monotonously decrease as a function
of ∆τ and monotonously increase as a function L, indi-
cating the absence of a crossover scale for the observed
system sizes. The discrete imaginary time Trotter error
acts an ultraviolet regularization, hence contributes to
the physics at high energies and is as such not expected
to affect the critical exponents significantly.
In Tab. VIII we show QMC estimates of the
total energy 〈H〉 and the double occupancy
〈nd〉 =
∑
i,c∈{a,b}〈nic1nic2〉, where nicσ = c†iσciσ for
an 18-site (L = 3) system at U = 3, 6 and different
values of imaginary time discretization ∆τ . The extrap-
olation of the data to the continuous imaginary time
limit ∆τ → 0 coincide with the exact diagonalization
results within error bars.
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FIG. S7. The finite size extrapolation of the squared magneti-
zation and the correlation ratio into the continuous imaginary
time limit close to criticality at U = 6.76.
6TABLE VIII. Comparison of QMC estimates of the total en-
ergy and the double occupancy with exact diagonalization
results for different values of imaginary time discretization
and its extrapolation ∆τ → 0 on a L = 3 (18-sites) cluster at
U = 3 and U = 6.
∆τ −〈H〉 〈nd〉
U = 3 0.4000 9.839(3) 2.6729(9)
0.3333 9.880(4) 2.597(1)
0.2667 9.902(3) 2.5333(9)
0.2000 9.914(2) 2.4821(6)
0.1333 9.918(1) 2.4445(5)
0.1000 9.917(2) 2.4318(5)
0.0500 9.920(3) 2.4183(8)
→ 0 9.921(1) 2.4133(2)
exact 9.921559 2.413382
U = 6 0.4000 4.66(3) 1.490(5)
0.3333 4.93(2) 1.317(3)
0.2667 5.126(8) 1.165(1)
0.2000 5.29(6) 1.036(10)
0.1333 5.276(7) 0.958(1)
0.1000 5.31(1) 0.924(2)
0.0500 5.285(7) 0.899(1)
→ 0 5.298(6) 0.886(1)
exact 5.296039 0.887600
