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Abstract The “ Inertial Forward-Backward algorithm ” (IFB) is a powerful tool for convex nonsmooth
minimization problems, and the “ fast iterative shrinkage-thresholding algorithm ” (FISTA) is one of the
IFB with the property that is computational simplicity and better global convergence rate of function value,
however, no convergence of iterates generated by FISTA has been proved. In this paper, we exploit some
assumption conditions for the important parameter tk in IFB, and establish the strong or weak convergence
of the iterates generated by the IFB algorithms with these tk satisfying the above assumption conditions in
Hilbert space under the local error bound condition. Further, we discuss four options of tk to analyze the
convergence of function value and to establish the sublinear convergence of the iterates generated by the
corresponding IFB algorithms under the local error bound condition. It is remarkable that the sublinear
convergence of the iterates generated by the original FISTA is established under the local error bound
condition and the IFB algorithms with some tk mentioned above can achieve sublinear convergence rate
o
(
1
kp
)
for any positive integer p. Some numerical experiments are conducted to illustrate our results.
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Mathematics Subject Classification (2000) 94A12 · 65K10 · 94A08 · 90C25 ·
1 Introduction
Let H be a real Hilbert space. f : H → R be a smooth convex function and continuously differentiable
with Lf−Lipschitz continuous gradient, and g : H → R ∪ {+∞} be a proper lower semi-continuous convex
Ting Wang (✉)
E-mail: wangting 7640@163.com
Hongwei Liu
E-mail: hwliu@mail.xidian.edu.cn
Zexian Liu
E-mail: liuzexian2008@163.com
1 School of Mathematics and Statistics, Xidian University, Xi’an, 710126, China
2 State Key Laboratory of Scientific and Engineering Computing, Institute of Computational Mathematics and Scien-
tific/Engineering computing, AMSS, Chinese Academy of Sciences, Beijing, 100190, China.
2function. We also assume that the proximal operator of λg, i.e.,
proxλg (·)= argmin
x∈H
{
g (x) +
1
2λ
‖x− ·‖2
}
can be easliy computed for all λ > 0.
In this paper, we consider the following problem:
(P) min
x∈H
F (x) := f (x) + g (x) .
We assume that problem (P) is solvable, i.e., X∗ := argminF 6= ∅, and for x∗ ∈ X∗ we set F ∗ := F (x∗) .
In order to solve the problem (P), several algorithms have been proposed based on the use of the
proximal operator due to the non differentiable part. One can consult [10,11,18] for a recent account on
the proximal-based algorithms that play a central role in nonsmooth optimization. A typical optimization
strategy for solving problem (P) is the Inertial Forward-Backward algorithm (IFB).
Algorithm 1 Inertial Forward-Backward algorithm (IFB)
Step 0. Take y1 = x0 ∈ Rn, t1 = 1. Input λ =
µ
Lf
, where µ ∈ ]0, 1[.
Step k. Compute
xk = pλg (yk) = proxλg (yk − λ∇f (yk))
yk+1 = xk + γk (xk − xk−1) where γk =
tk−1
tk+1
.
In view of the composition of IFB, we can easily found that the inertial term γk plays an important role
for improving the speed of convergence of IFB. Based on Nesterov’s extrapolation techniques [13], Beck
and Teboulle [4] proposed a “fast iterative shrinkage-thresholding algorithm” (FISTA) with t1 = 1 and
tk+1=
1+
√
1+4t2
k
2 for solving (P). The remarkable property of this algorithm is the computational simplicity
and the significantly better global rate of convergence of the function value, that is F (xk)−F (x∗) ≃ O
(
1
k2
)
.
Several variants of FISTA considered in works such as [3,6,7,8,12,15,16], the properties such as convergence
of the iterates and rate of convergence of function value have also been studied.
Chambolle and Dossal [6] pointed out that FISTA satisfies a better worst-case estimate, however, the
convergence of the iterates is not known. They proposed a new tk =
k−1+a
a (a > 2) to show that the iterates
generated by the corresponding IFB, named “ FISTA CD ”, is converges weakly to the minimizer of F .
Attouch and Peypouquet [1] further proved that the sequences generated by FISTA CD approximate the
optimal value of the problem with a rate that is strictly faster than O
(
1
k2
)
, namely F (xk)−F (x∗) = o
(
1
k2
)
.
Apidopoulos et al. [3] noticed that the basic idea of the choice of tk in [2,4,6] is the Nesterov’s rule:
t2k−t2k+1+tk+1 ≥ 0, and they focus on the case that the Nesterov’s rule is not satisfied. They studied the γk =
n
n+b with 0 < b < 3 and found that the exact estimate bounds are the following: F (xk)−F (x∗) = O
(
1
k
2b
3
)
.
Attouch and Peypouquet [2] considered various options for the sequence γk to analyze the convergence
rate of the function value and weak convergence of the iterates under the given assumptions. Further, they
showed that the strong convergence of iterates can be satisfied for the special options of f . Wen, Chen
and Pong [19] showed that under the local error bound condition [17], there exists a threshold such that
if the γk are chosen below this threshold, the R−linear convergence of both the sequence {xk} and the
corresponding sequence of objective values {F (xk)} can be satisfied for the case of f possibly unconvex.
3Further, under the error bound condition, they pointed out that in the case that f is convex, the sequences
{xk} and {F (xk)} generated by FISTA with fixed restart [14] are R−linearly convergent; and the local
convergence rates of the iterates generated by FISTA for solving (P) is still unknown, even under the local
error bound condition.
Notice that the rate of convergence of function value and the convergence of iterates are constantly
improved, but the convergence of iterates for the original FISTA remains an open problem, that is the first
point this work focuses.
We also pay attention to the Nesterov’s rule: t2k − t2k+1 + tk+1 ≥ 0. For the tk satisfies it, we can derive
that tk+1 − tk < 1 and
+∞∑
k=1
1
tk
is divergent, which will greatly limit the choice of tk. What our expect is
whether we can find the more suitable tk and obtain the improved theoretical results if we replace the
Nesterov’s rule by some new we proposed.
Contributions.
In this paper, based on the local error bound condition, we exploit some assumption conditions for the
important parameter tk in IFB, and discuss the convergence results including convergence rate of function
value and strong or weak convergence of iterates generated by the corresponding IFB. We discuss four
choices of tk, which includes the ones in original FISTA and FISTA CD and satisfies our assumption condi-
tions, and separately analyze the convergence of the function value and establish the sublinear convergence
of the iterates generate by the corresponding IFB. It is remarkable that the sublinear convergence rate
of the iterates generated by the original FISTA is established under the local error bound condition and
the IFB algorithms with some tk mentioned above can achieve sublinear convergence rate o
(
1
kp
)
for any
positive integer p.
2 Some new assumption conditions for tk and the convergence of the corresponding IFB
algorithms
In this section, we derive some assumption conditions for the abstract tk in IFB, and analyze the convergence
of iterates generated by the corresponding IFB.
We found that the theoretical analyses in [1,3,4,6,19] are all based on the following inequality:
F
(
pλg (y)
)− F (x) ≤ 1
2λ
‖x− y‖2 − 1
2λ
∥∥pλg (y)− x∥∥2.
Here, we derive a key result, which is stronger than the above one.
Lemma 2.1 For any y ∈ Rn, λ = µLf , where µ ∈ ]0, 1[, we have,
F (pλ (y)) ≤ F (x) + 12λ‖x− y‖
2 − 1− µ
2λ
‖pλ (y)− y‖2 − 12λ‖pλ (y)− x‖
2
. (2.1)
Proof. Following from
pλ (y) = argmin
x∈H
{
f (y) + 〈∇f (y) , x− y〉+ 1
2λ
‖x− y‖2 + g (x)
}
, (2.2)
4and the strong convexity of the objective function in (2.2), we have
g (pλ (y)) + 〈∇f (y) , pλ (y)− y〉+ 12λ‖pλ (y)− y‖2 + 12λ‖pλ (y)− x‖2 ≤ g (x) + 〈∇f (y) , x− y〉+ 12λ‖x− y‖2.
(2.3)
Since ∇f is Lipschitz continuous and λ = µLf , we have that
f (pλ (y)) ≤ f (y) + 〈∇f (y) , pλ (y)− y〉+ µ2λ‖pλ (y)− y‖
2
. (2.4)
Summing the (2.3) and (2.4), and combining the fact that f is convex, we obtain that
F (pλ (y)) ≤ f (y) + g (x) + 〈∇f (y) , x− y〉 − 1−µ2λ ‖pλ (y)− y‖2 + 12λ‖x− y‖2 − 12λ‖pλ (y)− x‖2
≤ F (x)− 1−µ2λ ‖pλ (y)− y‖2 + 12λ‖x− y‖2 − 12λ‖pλ (y)− x‖2.
(2.5)

Next, we give a very weak assumption to show that the sequence {F (xk)} , which is generated by
Algorithm 1 with 0 ≤ γk ≤ 1 for k is large sufficiently, converges to F (x∗) indenpent on tk.
Assumption A0 : For any ξ0 ≥ F ∗, there exist a ε0 > 0 and τ0 > 0 such that
dist
(
x,X
∗
) ≤ τ0 (2.6)
whenever
∥∥∥∥p 1Lf g (x)− x
∥∥∥∥ < ε0 and F (x) ≤ ξ0.
Remark 1. Note that Assumption A0 can be derived by the assumption that F is boundedness of level
sets.
Lemma 2.2 boundedness of level sets [20] For λ1 ≥ λ2 > 0, we have
∥∥pλ1g (x)− x∥∥ ≥ ∥∥pλ2g (x)− x∥∥ and
∥∥pλ1g (x)− x∥∥
λ1
≤
∥∥pλ2g (x)− x∥∥
λ2
. (2.7)
Theorem 2.1 Let {xk} , {yk} be generated by Algorithm 1. Suppose that there exists a positive interger k0 such
that for k > k0, 0 ≤ γk ≤ 1. Then,
1)
∞∑
k=1
‖xk+1 − yk+1‖2 is convergent.
2) lim
k→∞
F (xk) = F (x
∗) .
Proof. Applying the inequality (2.1) at the point x = xk, y = yk+1, we obtain
1− µ
2λ
‖xk+1 − yk+1‖2 ≤
(
F (xk) +
γ2k
2λ
‖xk − xk−1‖2
)
−
(
F (xk+1) +
1
2λ
‖xk+1 − xk‖2
)
. (2.8)
Then, we can easily obtain result 1).
Setting ξ0 = F (xk0+1) +
1
2λ
∥∥xk0+1 − xk0∥∥2.
From Lemma 2.2, the nonexpansiveness property of the proximal operator and ∇f is Lipschitz contin-
uous, we obtain that
∥∥∥∥p 1Lf g (xk)− xk
∥∥∥∥ ≤ 1λLf
∥∥pλg (xk)− xk∥∥ = 1
λLf
∥∥pλg (xk)− pλg (yk)∥∥ ≤
(
1 +
1
λLf
)
‖xk − yk‖ . (2.9)
5It follows from (2.8) that for k ≥ k0,
{
F (xk+1) +
1
2λ‖xk+1 − xk‖2
}
is non-increasing, then, F (xk) ≤ ξ0.
Hence, Combining the Assumption A0, (2.9) and result 1), we have for ξ0 = F (xk0+1)+
1
2λ
∥∥xk0+1 − xk0∥∥2,
there exists a τ0 > 0, for k is large sufficiently, such that
dist
(
xk, X
∗
) ≤ τ0. (2.10)
In addition, applying the inequality (2.1) at the point y = yk+1, and x be an x
∗
k+1 ∈ X∗ such that
dist (xk+1, X
∗) =
∥∥xk+1 − x∗k+1∥∥ , we obtain
F (xk+1)− F (x∗) ≤ 12λ
∥∥yk+1 − x∗k+1∥∥2 − 12λ∥∥xk+1 − x∗k+1∥∥2
= 12λ‖yk+1 − xk+1‖2 + 1λ
〈
yk+1 − xk+1, xk+1 − x∗k+1
〉
≤ 12λ‖yk+1 − xk+1‖2 + 1λ ‖yk+1 − xk+1‖ dist (xk+1, X∗)
(2.11)
Then, combining the result 1) with (2.10), we have lim
k→∞
F (xk) = F (x
∗) . 
The rest of this paper is based on the following assumption.
Assumption A1 : [17] (Local error bound condition) For any ξ ≥ F ∗, there exist a ε > 0 and τ¯ > 0 such
that
dist
(
x,X
∗
) ≤ τ¯ ∥∥∥∥p 1Lf g (x)− x
∥∥∥∥ (2.12)
whenever
∥∥∥∥p 1Lf g (x)− x
∥∥∥∥ < ε and F (x) ≤ ξ.
Under the local error bound condition (Assumption A1), we will analyze the convergence of iterates
and convergence rate of the function value for the Algorithm 1 with a class of abstract tk, which satisfy the
following assumptions.
Assumption A2 : lim
k→∞
tk = +∞.
Assumption A3 : There exists a positive constant p such that lim
k→∞
kp
(
tk+1
tk
− 1
)
= c, where c > 0.
Remark 2. It follows that γk ∈ ]0, 1[ , ∀k ≥ k0 where k0 is sufficiently large and lim
k→∞
tk+1
tk
= 1 from
Assumptions A2 and A3.
Lemma 2.3 Suppose that Assumptions A1–A3 hold. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗. There
exists a constant τ1 > 0 such that
∀k ≥ 1, F (xk+1)− F
(
x
∗
) ≤ τ1
λ
‖yk+1 − xk+1‖2.
Proof. Similar with the proof of Theorem 2.1, we can deduce that for k sufficient large,
dist
(
xk, X
∗
) ≤ τ¯ ∥∥∥∥p 1Lf g (xk)− xk
∥∥∥∥ ≤ τ¯λLf
∥∥pλg (xk)− xk∥∥ ≤ 2τ¯
µ
‖xk − yk‖ , (2.13)
where the second inequality of (2.13) because Lemma 2.2, and
F (xk+1)− F (x∗) ≤ 12λ‖yk+1 − xk+1‖2 + 1λ ‖yk+1 − xk+1‖ dist (xk+1, X∗)
≤ 1λ
(
2τ¯
µ +
1
2
)
‖yk+1 − xk+1‖2.
(2.14)
Therefore, there exists a τ1 ≥ 2τ¯µ + 12 such that the conclusion holds. 
Lemma 2.4 Suppose that Assumptions A1–A3 hold. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗. Then,
∞∑
k=1
t2k+1 (F (xk+1)− F (x∗)) is convergent and ‖xk − xk−1‖ ≤ O
(
1
tk
)
.
6Proof. Applying the inequality (2.1) at the point x :=
(
1− 1tk+1
)
xk +
1
tk+1
x∗, y := yk+1, we obtain
F (xk+1) ≤ F
((
1− 1tk+1
)
xk +
1
tk+1
x∗
)
+ 12λ
∥∥∥(1− 1tk+1
)
xk +
1
tk+1
x∗ − yk+1
∥∥∥2
− 12λ
∥∥∥(1− 1tk+1
)
xk +
1
tk+1
x∗ − xk+1
∥∥∥2 − 1−µ2λ ‖xk+1 − yk+1‖2
≤
(
1− 1tk+1
)
F (xk) +
1
tk+1
F (x∗) + 12λ
1
t2
k+1
‖uk‖2 − 12λ 1t2
k+1
‖uk+1‖2 − 1−µ2λ ‖xk+1 − yk+1‖2
where uk = tkxk − (tk − 1) xk−1 − x∗.
Further, multiplying above inequality by t2k+1, we obtain
t2k (F (xk)− F (x∗))− t2k+1 (F (xk+1)− F (x∗))
≥ 12λ‖uk+1‖2 − 12λ‖uk‖2 + 1−µ2λ t2k+1‖xk+1 − yk+1‖2 +
(
t2k + tk+1 − t2k+1
)
(F (xk)− F (x∗)) ,
= 12λ‖uk+1‖2 − 12λ‖uk‖2 + 1−µ4λ t2k+1‖xk+1 − yk+1‖2 + 1−µ4λ t2k+1‖xk+1 − yk+1‖2 − ρk (F (xk)− F (x∗))
≥ 12λ‖uk+1‖2 − 12λ‖uk‖2 + 1−µ4λ t2k+1‖xk+1 − yk+1‖2 + 1−µ4τ1 t
2
k+1 (F (xk+1)− F (x∗))− ρk (F (xk)− F (x∗))
(2.15)
where ρk = t
2
k+1 − t2k − tk+1 and the last inequality is follows from the Lemma 2.3.
Rearranging the inequality (2.15), we have
(
t2k + ρk
)
(F (xk)− F (x∗))−
(
t2k+1 + ρk+1
)
(F (xk+1)− F (x∗))
≥ 12λ‖uk+1‖2 − 12λ‖uk‖2 + 1−µ4λ t2k+1‖xk+1 − yk+1‖2 + t2k+1
(
1−µ
4τ1
− ρk+1
t2
k+1
)
(F (xk+1)− F (x∗))
≥ 12λ‖uk+1‖2 − 12λ‖uk‖2 + 1−µ4λ t2k+1‖xk+1 − yk+1‖2,
(2.16)
where t2k+1
(
1−µ
4τ1
− ρk+1
t2
k+1
)
(F (xk+1)− F (x∗)) > 0 because the fact that lim
k→∞
ρk+1
t2
k+1
= 0, which can be deduced
by lim
k→∞
tk+1
tk
= 1 from Assumption A3.
Denote that φk =
(
t2k + ρk
)
(F (xk)− F (x∗)) + 12λ‖uk‖2.
Rearranging (2.16), we have
φk − φk+1 ≥ 1− µ4λ t
2
k+1‖xk+1 − yk+1‖2. (2.17)
Observing (2.17) that the sequence {φk} is nonincreasing and moreover, {φk} is convergent with the fact
that {φk} is bound below. Further, we can deduce that
∞∑
k=1
t2k+1‖xk+1 − yk+1‖2 is convergent.
Applying the Lemma 2.3, we have
∞∑
k=1
t2k+1 (F (xk+1)− F (x∗)) is obviously convergent.
Notice that lim
k→∞
(
t2k + ρk
)
(F (xk)− F (x∗)) = 0 by lim
k→∞
ρk
t2
k
= 0. Combining with the convergence
of {φk} , we have {‖uk‖} is convergent. There exists a positive constant l1 such that ‖uk‖ ≤ l1, i.e.,∥∥∥(xk − x∗)− (1− 1tk
)
(xk−1 − x∗)
∥∥∥ ≤ l1tk , which implies that ‖xk − x∗‖ ≤ l1tk +
(
1− 1tk
)
‖(xk−1 − x∗)‖ .
An immediate recurrence shows that ‖xk − x∗‖ is bounded. Further, tk ‖xk − xk−1‖ is also bounded, which
means that the conclusion ‖xk+1 − xk‖ ≤ O
(
1
tk
)
holds. 
Remark 3. Lemma 2.4 implies that F (xk)− F (x∗) = o
(
1
t2
k
)
.
Theorem 2.2 Suppose that Assumptions A1–A3 hold and
∞∑
k=1
1
tk
is convergent. Then, the iterates {xk} strongly
converges to a minimizer of F.
7Proof. In the proof of Lemma 2.4, we have showed that there exists a constant l2 > 0 such that ‖xk − xk−1‖ ≤
l2
tk
. Recalling the assumption that
∞∑
k=1
1
tk
is convergent, we can deduce that the sequence {xk} is a Cauchy
series. Suppose that lim
k→∞
xk = x¯, we conclude that {xk} strongly converges to x¯ ∈ X∗ since F is lower
semi-continuous convex. 
In the following, we consider the case that
∞∑
k=1
1
tk
is divergent by adding the following Assumption A+:
Assumption A+: There exist 0 < M < 2 and m > 0 such that tk+1 − tk ≤ M,∀k > m.
Remark 4. We see that Assumption A+ implies
∞∑
k=1
1
tk
is divergent.
Lemma 2.5 Suppose that Assumptions A1–A3 and A
+ hold. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗.
Then, we have F (xk)− F (x∗) = o
(
1
t3
k
)
and ‖xk − xk−1‖ = o
(
1
t1.5
k
)
.
Proof. Applying (2.8) we can easily obtain that
(
F (xk)− F
(
x
∗
))
+
1
2λ
(
tk − 1
tk+1
)2
‖xk − xk−1‖2 ≥
(
F (xk+1)− F
(
x
∗
))
+
1
2λ
‖xk+1 − xk‖2. (2.18)
Denote ψk = (F (xk)− F (x∗)) + 12λ‖xk − xk−1‖2 and βk = 12λ
(
(2−M) t2k + (2M − 1) tk −M
)
.
Multiplying (2.18) by t3k+1, it follows from the Assumption A
+ that
t3k+1ψk+1
≤ t3k (F (xk)− F (x∗)) +
(
t3k+1 − t3k
)
(F (xk)− F (x∗)) + 12λ tk+1(tk − 1)2‖xk − xk−1‖2
≤ t3k (F (xk)− F (x∗)) + (tk+1 − tk)
(
t2k + tk + 1
)
(F (xk)− F (x∗)) + 12λ (tk +M) (tk − 1)2‖xk − xk−1‖2
≤ t3kψk +M
(
t2k + tk + 1
)
(F (xk)− F (x∗))− βk‖xk − xk−1‖2.
(2.19)
Then, we have t3k+1ψk+1 − t3kψk ≤ M
(
t2k + tk + 1
)
(F (xk)− F (x∗)) . It follows that lim
k→∞
t3kψk exists
from Lemma 2.4 and the fact that
{
t3kψk
}
is bounded below.
Now, we prove that lim
k→∞
t3kψk = 0. Recalling (2.19) that
βk‖xk − xk−1‖2 ≤ t3kψk − t3k+1ψk+1 +M
(
t
2
k + tk + 1
) (
F (xk)− F
(
x
∗
))
,
which implies that
+∞∑
k=1
{
t2k‖xk − xk−1‖2
}
is convergent by Lemma 2.4. Further, we obtain that
∞∑
k=1
t2kψk is
convergent. It follows that lim inf
k→∞
t3kψk = 0 from the convergence of
∞∑
k=1
t2kψk and the divergence of
∞∑
k=1
1
tk
,
which means that lim
k→∞
t3kψk = 0. Hence, we can easily obtain the result. 
In order to prove the convergence of iterates, we need the following lemma.
Lemma 2.6 [2] Let X∗ be a nonempty subset of H and {xk} a sequence of elements of H. Assume that
(i) every sequential weak cluster point of {xk}, as k →∞, belongs to X∗;
(ii) for every x∗ ∈ X∗, lim
k→∞
‖xk − x∗‖ exists.
Then {xk} converges weakly to a point in X∗ as k →∞.
Theorem 2.3 Suppose that Assumptions A1–A3 and A
+ hold. We have that the sequence {xk} generated by
Algorithm 1 converges weakly to its limit belongs to X∗.
8Proof. Following from the proof of Lemma 2.4 that {‖uk‖} is convergent, where uk = tkxk−(tk − 1)xk−1−x∗,
and ‖xk − x∗‖ is bounded, which implies that ‖xk‖ is bounded. Then, there exists a subsequence
{
xkj
}
,
which is weak convergent to x¯. Since the convex function F is lower semi-continuous, it is lower semi-
continuous for the weak topology and hence satisfies
F (x¯) ≤ lim inf
j→∞
F
(
xkj
)
= lim
k→∞
F (xk) = F
(
x
∗
)
.
On the other hand, we have F (x¯) ≥ F (x∗) , it ensures that x¯ ∈ X∗, which means that the first point of the
Lemma 2.6 holds.
We see that ‖uk‖2 = (tk − 1)2‖xk − xk−1‖2 + ‖xk − x∗‖2 + 2 (tk − 1) 〈xk − xk−1, xk − x∗〉 . Notice Lemma
2.5 gives lim
k→∞
tk ‖xk − xk−1‖ = 0. Combining with the convergence of {‖uk‖} and the boundedness of
{‖xk − x∗‖} , we deduce that {‖xk − x∗‖} is convergent, that means the second point of the Lemma 2.6
holds. By Lemma 2.6, we obtain the conclusion. 
Theorem 2.4 Suppose that Assumptions A1–A3 and A
+ hold and
∞∑
k=1
1
t1.5
k
is convergent. Then, the iterates
{xk} strongly converges to a minimizer of F.
Proof. In the proof of Lemma 2.5, we show that lim
k→∞
t1.5k ‖xk − xk−1‖ = 0, i.e., there exists a positive
constant l3 such that
‖xk − xk−1‖ ≤ l3
t1.5
k
. (2.20)
Recalling the assumption that
∞∑
k=1
1
t1.5
k
is convergent, we can deduce that the sequence {xk} is a Cauchy
series. Combining with the Theorem 2.3, we conclude that {xk} strongly converges to x¯ ∈ X∗. 
3 Several options for tk and the sublinear convergence of the corresponding IFB algorithms
In Section 2, we see that both of the convergence rate of function value and the convergence of iterates
generated by Algorithm 1 are greatly depend on tk. Based on this, we will discuss some options of tk
including the one in original FISTA and the famous FISTA CD to analyze the convergence rate of function
value and convergence of iterates, even the rate of convergence of iterates.
Option 1. t1 = 1 and tk+1 =
1+
√
1+4t2
k
2 . It is noted that Algorithm 1 with the tk is the original FISTA.
Corollary 3.1 Suppose that Assumption A1 holds. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗. Then,
1) F (xk)− F (x∗) = o
(
1
k3
)
and ‖xk − xk−1‖ = o
(
1
k1.5
)
.
2) {xk} is converges sublinearly to x¯ ∈ X∗ at the o
(
1
k0.5
)
rate of convergence.
Proof. We can easily obtain that lim
k→∞
tk = +∞, lim
k→∞
k
(
tk+1
tk
− 1
)
= 1, and tk+1− tk ≤ 1, which means that
Assumptions A2, A3 and A
+ hold. We can also obtain that lim
k→∞
tk
k =
1
2 , then,
∞∑
k=1
1
t1.5
k
is convergent. Hence,
we can deduce the result 1) from Lemma 2.5 and {xk} is strongly converges to x¯ ∈ X∗ form Theorem 2.4.
9We have lim
k→∞
k1.5 ‖xk − xk−1‖ = 0, i.e., for ∀ε > 0, there exists a positive constant N such that
‖xk − xk−1‖ ≤ εk1.5 , ∀k > N. Then, we can deduce that
∀p > 1,
∥∥xk+p − xk∥∥ ≤ k+p∑
i=k+1
‖xi − xi−1‖ ≤ ε
k+p∑
i=k+1
1
i1.5
≤ ε
∫ k+p
k
1
x1.5
dx.
Then
‖xk − x¯‖ ≤ 2ε 1
k0.5
, as p→∞.
Hence, result 2) holds. 
Remark 5. We see that under the Assumption A1, the strong convergence of iterates of the original
FISTA with fixed stepsize λ = µLf , µ ∈ ]0,1[ has been proved, which is an open question that has puzzled
many scholars for a long time. We also improve the rate of convergence of function value and obtain the
sublinear convergence rate of iterates, which to our knowledge has not been established previously.
Option 2. tk =
kr−1+a
a where r > 0 and

a ≥ 1, if r = 1
a > 0, if r 6= 1
. It is noted that when r = 1 and a > 2,
Algorithm 1 with the parameter tk reduces to FISTA CD [6].
Corollary 3.2 Suppose that Assumption A1 holds. Let {xk} be generated by Algorithm 1 with tk = k
r
−1+a
a (0 < r ≤ 1)
and x∗ ∈ X∗. Then, we have
1) For any positive integer p, F (xk)− F (x∗) = o
(
1
kp(1−r)+2r+1
)
and ‖xk − xk−1‖ = o
(
1
k0.5p(1−r)+r+0.5
)
.
2) For any positive integer p, {xk} is converges sublinearly to x¯ ∈ X∗ at the o
(
1
k0.5p(1−r)+r−0.5
)
rate of conver-
gence.
Proof. It is easy to verify that lim
k→∞
tk = +∞ and lim
k→∞
k
(
tk+1
tk
− 1
)
= r for the case that 0 < r ≤ 1, which
means that Assumptions A2 and A3 hold. Then, Lemma 2.4 holds.
In order to prove the result 1), we first prove that for any positive integer p,
∞∑
k=1
t
(2−p+ pr )
k
ψk is convergent
by induction, where ψk = (F (xk)− F (x∗)) + 12λ‖xk − xk−1‖2.
For p = 1, and multiplying (2.18) by t
(
2+
1
r
)
k+1 , we get
t
(2+ 1r )
k+1 ψk+1 − t
(2+ 1r )
k
ψk ≤ Q1k
(
F (xk)− F
(
x
∗
))− P 1k 12λ‖xk − xk−1‖2, (3.1)
where Q1k = t
(2+ 1r )
k+1 − t
(2+ 1r )
k
and P 1k = t
(2+ 1r )
k
− t(
1
r )
k+1(tk − 1)
2
. Since lim
k→∞
Q1k
t2
k
= 2r + 1 and lim
k→∞
P 1k
t
(1+ 1r )
k
=

 2−
1
a , if r = 1,
2, if r < 1,
we have Q1k ≤ 4t2k and P 1k ≥ 12 t
(1+ 1r )
k
for sufficiently large k. Then, in view of (3.1), we
obtain
t
(2+ 1r )
k+1 ψk+1 − t
(2+ 1r )
k
ψk ≤ 4t2k
(
F (xk)− F
(
x
∗
))− 1
2
t
(1+ 1r )
k
1
2λ
‖xk − xk−1‖2. (3.2)
Using Lemma 2.4 and the fact that
{
t
(2+ 1r )
k
ψk
}
is bounded below, we obtain that lim
k→∞
t
(2+ 1r )
k
ψk exists and
∞∑
k=1
t
(1+ 1r )
k
‖xk − xk−1‖2 is convergent. Since γk < 1, tk+1 ∼ tk and Lemma 2.3, we have
λ
τ1
t
(1+ 1r )
k
(
F (xk)− F
(
x
∗
)) ≤ t(1+ 1r )
k
‖xk − yk‖2 ≤ 2
(
t
(1+ 1r )
k
‖xk − xk−1‖2 + t(
1+ 1
r )
k−1 ‖xk−1 − xk‖2
)
, (3.3)
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which means that
∞∑
k=1
t
(1+ 1r )
k (F (xk)− F (x∗)) is convergent. Then,
∞∑
k=1
t
(1+ 1r )
k
ψk is convergent, which means
that for p = 1,
∞∑
k=1
t
(
2−p+
p
r
)
k
ψk is convergent.
Suppose that for any p,
∞∑
k=1
t
(
2−p+
p
r
)
k
ψk is convergent. Now we prove that for p+1, the result still holds.
Multiplying (2.18) by t
(2−p+ p+1r )
k+1 , we get
t
(2−p+ p+1r )
k+1 ψk+1 − t
(2−p+ p+1r )
k
ψk ≤ Qp+1k
(
F (xk)− F
(
x
∗
))− P p+1
k
‖xk − xk−1‖2, (3.4)
where Qp+1
k
= t
(2−p+ p+1r )
k+1
− t(2−p+
p+1
r )
k
and P p+1
k
= t
(2−p+ p+1r )
k
− t(
p+1
r
−p)
k+1 (tk − 1)
2
.
We see that lim
k→∞
Q
p+1
k
t
(2−p+ pr )
k
= 2r + 1 and lim
k→∞
P
p+1
k
t
(1−p+ p+1r )
k
=

 2−
1
a , if r = 1,
2, if r < 1.
Then, similar with the
proof for the case of p = 1, we can deduce that lim
k→∞
t
(2−p+ p+1r )
k
ψk exists and
∞∑
k=1
t
(1−p+ p+1r )
k
‖xk − xk−1‖2
and
∞∑
k=1
t
(1−p+ p+1r )
k
(F (xk)− F (x∗)) are convergent. Then
∞∑
k=1
t
(1−p+ p+1r )
k
ψk is convergent, which means
the result still holds for p+ 1. Therefore,
∞∑
k=1
t
(2−p+ pr )
k
ψk is convergent for any positive integer p.
Using the existence of lim
k→∞
t
(2−p+ p+1r )
k
ψk, the convergence of
∞∑
k=1
t
(2−p+ pr )
k
ψk and the divergence of
∞∑
k=1
t
−
1
r
k
, we have lim
k→∞
t
(2−p+ p+1r )
k
ψk = 0. Hence, from the fact that lim
k→∞
tk
kr
= 1a , result 1) holds.
We see that for any positive interger p,
∞∑
k=1
1
k0.5p(1−r)+r+0.5
is convergent. Similar with the proof of
Corollary 3.1, we can conclude result 2). 
Remark 6. For the tk with r < 1, the Corollary 3.2 shows the sublinear convergence rate of Algorithm
1 is faster than the sublinear convergence rate of any order. Similar conclusion can be established for the
function value. And we see that the tk with r = 1 is the tk proposed in FISTA CD [6] but with a wider
scope of a, and the Corollary 3.2 shows better results than the existing conclusions in [1,3], in particular,
{xk} is sublinearly converges to x¯ ∈ X∗ at the o
(
1
k0.5
)
rate of convergence.
Corollary 3.3 Suppose that Assumption A1 holds. Let {xk} be generated by Algorithm 1 with tk = k
r
−1+a
a (r > 1)
and x∗ ∈ X∗. Then, we have
1) F (xk)− F (x∗) = o
(
1
k2r
)
and ‖xk − xk−1‖ ≤ O
(
1
kr
)
.
2) {xk} is converges sublinearly to x¯ ∈ X∗ at the O
(
1
kr−1
)
rate of convergence.
Proof. It is easy to verify that lim
k→∞
tk = +∞, and lim
k→∞
k
(
tk+1
tk
− 1
)
= r for the case that r > 1, which
means that Assumptions A2 and A3 hold. Combining with lim
k→∞
tk
kr =
1
a and
∞∑
k=1
1
tk
is convergent, we can
deduce that the result 1) holds by Lemma 2.4 and {xk} strongly converges to x¯ ∈ X∗ by Theorem 2.2.
It follows from the result 1) that there exists a positive constant c′ such that ‖xk − xk−1‖ ≤ c
′
kr . Then,
similar with the proof of result 3) in Corollary 3.1, we can deduce that
‖xk − x¯‖ ≤ c
′
r − 1
1
kr−1
.
Hence, result 2) holds. 
Remark 7. For the tk in Option 2 with r > 1, we show that the convergence rate of function value and
iterates can be improved to any order. The larger r, the better convergence rate Algorithm 1 achieves.
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Option 3. tk =
k
lnθk
(k > 1), where t1 = 1 and θ > 0.
Corollary 3.4 Suppose that Assumption A1 holds. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗. Then,
we have
1) F (xk)− F (x∗) = o
(
ln3θk
k3
)
and ‖xk − xk−1‖ = o
(
ln1.5θk
k1.5
)
.
2) {xk} sublinearly converges to x¯ ∈ X∗ at the o
(
ln1.5θk
k0.5
)
rate of convergence.
Proof. We can prove that lim
k→∞
tk = +∞, lim
k→∞
k
(
tk+1
tk
− 1
)
= 1, and lim
k→∞
tk+1 − tk = 0, which means that
Assumptions A2, A3 and A
+ hold. Using the convergence of
∞∑
k=1
1
t1.5
k
, the result 1) is satisfied and {xk} is
converges strongly to x¯ ∈ X∗.
It follows from the result 1) that for any ε > 0, there exists a positive integer N > e6θ such that
‖xk − xk−1‖ ≤ ε ln
1.5θk
k1.5
, k > N. Then,
∥∥xk+p − xk∥∥ ≤ k+p∑
i=k+1
‖xi − xi−1‖ ≤ ε
k+p∑
i=k+1
ln1.5θi
i1.5
≤ ε
∫ k+p
k
ln1.5θx
x1.5
dx. (3.5)
Observing that
ln1.5θ−1k (ln k − 6θ)
k1.5
≥ 0, ∀k > e6θ. (3.6)
then, for k > e6θ, ∫+∞
k
ln1.5θx
x1.5
dx ≤ ∫ +∞
k
(
ln1.5θx
x1.5
+ ln
1.5θ−1x
x1.5
(lnx− 6θ)
)
dx
= 2
∫+∞
k
(
ln1.5θ−1x
x1.5
(lnx− 3θ)
)
dx
= −4x−0.5ln1.5θx
∣∣∣+∞
k
= 4k−0.5ln1.5θk,
we can deduce by (3.5) that
‖xk − x¯‖ ≤ 4ε ln
1.5θk
k0.5
, as p→∞,
which means that result 2) holds. 
Remark 8. We notice that the tk in Option 3 is similar with the one proposed in [2], which enjoys an
improved convergence rate.
Option 4. tk = e
(k−1)α , 0 < α < 1.
Corollary 3.5 Suppose that Assumption A1 holds. Let {xk} be generated by Algorithm 1 and x∗ ∈ X∗. Then,
we have
1) F (xk)− F (x∗) = o
(
1
e2(k−1)
α
)
and ‖xk − xk−1‖ = O
(
1
e(k−1)
α
)
.
2) {xk} is converges sublinearly to x¯ ∈ X∗ at the O
(
(k − 1)α
⌈
1
α−1
⌉
e−(k−1)
α
)
rate of convergence.
Proof. We can easily verify that lim
k→∞
tk = +∞, and lim
k→∞
k1−α
(
tk+1
tk
− 1
)
= α, which means that Assump-
tions A2 and A3 hold. Hence, the result 1) is satisfied.
It follows from the result 1) that there exists a positive constant c′′ such that ‖xk − xk−1‖ ≤ c
′′
e(k−1)
α ,
we can deduce that
∀p > 1,
∥∥xk+p − xk∥∥ ≤ k+p∑
i=k+1
‖xi − xi−1‖ ≤
k+p∑
i=k+1
c′′
e(k−1)
α ≤ c′′
∫ k+p
k
e
−(x−1)α
dx.
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Since the convergence of
∫+∞
1
e−(x−1)
α
dx, we see that
+∞∑
i=1
‖xi − xi−1‖ is convergent, which means that
{xk} is a Cauchy series and converges strongly to x¯ ∈ X∗.
Then, as p→∞, we have
‖xk − x¯‖ ≤
+∞∑
i=k+1
‖xi − xi−1‖ ≤ c′′
+∞∑
i=k+1
1
e(k−1)
α ≤ c′′
∫+∞
k
e−(x−1)
α
dx
= c′′
∫+∞
(k−1)α
1
αy
1
α
−1e−ydy ≤ c′′α
∫ +∞
(k−1)α
y⌈ 1α−1⌉e−ydy.
Denote ω =
⌈
1
α − 1
⌉
and A = (k − 1)α. We can deduce that
‖xk − x¯‖ ≤ c
′′
α
∫ +∞
A
y
ω
e
−y
dy =
c′′
α
A
ω
e
−A +
c′′
α
ω−1∑
j=0
((
j∏
i=0
(ω − i)
)(
A
ω−j−1
e
−A
))
= O
(
A
ω
e
−A
)
which means that
‖xk − x¯‖ = O
(
(k − 1)α
⌈
1
α−1
⌉
e
−(k−1)α
)
.
Hence, result 2) holds. 
Remark 9. Notice that ∀p > 1, (k − 1)α
⌈
1
α−1
⌉
e−(k−1)
α
= o
(
1
kp
)
, which means that IFB with the tk
in Option 4 enjoys the similar sublinear convergence rate of IFB with Corollary 3.2, i.e., the sublinear
convergence rate is faster than any order. Here, we give a further analysis for the convergence rate of the
corresponding IFB from another aspect. We can derive that γk = 1− ckp +o
(
1
kp
)− 1tk+1 from our Assumption
A3. And for tk in Option 2 with r < 1, we have corresponding γk = 1 − akr + o
(
1
kr
)
; For tk in Option 4,
we have γk = 1− αk1−α + o
(
1
k1−α
)
. Obviously, these two γk be of the similar magnitude, in particular, they
should be of the same order if we choose r = 0.5, a = 0.5, and α = 0.5, theoretically. Thus, it’s reasonable
that the corresponding IFBs have similar numerical experiments.
4 Numerical Experiments
In this section, we conduct numerical experiments to study the numerical performance of IFB with different
options of tk.
LASSO We first consider the LASSO
min
x∈Rn
F (x) =
1
2
‖Ax− b‖2 + δ‖x‖1. (4.1)
We generate an A ∈ Rm×n be a Gaussian matrix and randomly generate a s−sparse vector xˆ and set
b = Axˆ+ 0.5ε, where ε has standard i.i.d. Gaussian entries. And set δ = 1. We observe that (4.1) is in the
form of problem (P) with f (x) = 12‖Ax− b‖2 and g (x) = λ‖x‖1. It is clear that f has a Lipschitz continuous
gradient and Lf = λmax
(
ATA
)
. Moreover, in view of (4.1) is satisfied the Assumption 1, the IFBs with
tk discussed in Option 2 with r < 1 and Option 4 of Section 3 should enjoy the rates of convergence better
than any order of convergence rate. We terminate the algorithms once ‖∂F (xk)‖ < 10−8.
Considering Corollary 3.3 of Section 3, we know that in theory, the rate of convergence should improve
constantly as r increasing. In the Fig.1, we test four choice of r, which is r = 2, r = 4, r = 6 and r = 8,
to show the same result in experiments as in theory. Denote that the IFB with tk =
kr−1+a
a is called as
“FISTA pow(r)”. Here we set a = 4. And the constant stepsize is λ = 0.98Lf .
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Fig. 1: Performance profile for the convergence of ‖ψk‖ and (F (xk)− F ∗) .
Now, we perform numerical experiments to study the IFB with four choices of tk. We consider the
following five algorithms:
1) FISTA;
2) FISTA CD with a = 4;
3) FISTA pow(8), i.e., the IFB with tk =
kr−1+a
a (r = 8 and a = 4).
4) FISTA pow(0.5), i.e., the IFB with tk =
kr−1+a
a (r = 0.5 and a = 0.5).
5) FISTA exp, i.e., the IFB with tk = e
(k−1)α , 0 < α < 1. And set α = 0.5.
We set the constant stepsize in the Algorithms 1) and 2) are 1Lf , and in the Algorithms 3), 4) and 5)
are 0.98Lf .
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Fig. 2: Performance profile for the convergence of ‖ψk‖ and (F (xk)− F ∗) .
Our computational results are presented in Fig.2. We see that FISTA exp and FISTA pow(0.5) cost
many fewer steps than FISTA CD and FISTA, and faster than FISTA pow(8). This results are same as the
theoretical analyses in Section 3. And we see that the two lines of FISTA exp and FISTA pow(0.5) almost
coincide, here, we give the detail number of iterations: for FISTA exp, it’s number of iteration is 5000, and
for FISTA pow(0.5), it’s number of iteration is 5107, which verify our theoretical analysis in Remark 9.
Sparse Logistic Regression. We also consider the sparse logistic regression with the l1 regularized,
that is
min
x
1
n
n∑
i=1
log (1 + exp (−li 〈hi, x〉)) + δ ‖x‖1 , (4.2)
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where hi ∈ Rm, li ∈ {−1,1} , i = 1, · · ·n. Define Kij = −lihij and Lf = 4n
∥∥∥KTK∥∥∥ . Set δ = 1.e− 2. We take
three datasets “w4a”, “a9a” and “sonar” from LIBSVM [5]. And the computational results relative to the
number of iterations are reported in following Table 1.
Table 1: Comparison of the number of iterations
FISTA FISTA CD FISTA pow(8) FISTA pow(0.5) FISTA exp
“ w4a ” 1147 760 544 510 548
“ a9a ” 2049 1289 757 623 714
“ sonar ” 8405 3406 1586 922 980
We see from Table 1 that FISTA exp, FISTA pow(0.5) and FISTA pow(8) outperform FISTA and
FISTA CD and the numerical results are consistent with the theoretical ones.
5 Conclusion
In this paper, we study the IFB with a class of abstract tk satisfying our assumptions for solving the
problem (P). Based on the local error bound condition, the sublinear convergence rate of iterates generated
by the original FISTA is established. Hence, we claim that open problem about the convergence of original
FISTA is solved under the local error bound condition. Further, We give other three types of tk including
the tk in [6] to show their convergence rate of function value and strong convergence of iterates, moreover,
to establish the sublinear convergence rate of iterates. Specially, we show that the sublinear convergence
rates for both of function value and iterates generated by IFB with tk in Option 2 with r < 1 and Option
4 can achieve o
(
1
kp
)
for any positive integer p.
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