Aydin: Estimation of the lower and upper quantiles of Gumbel distribution: an application to wind speed data - Abstract. In this paper, we consider different estimators of the quantiles of two-parameter Gumbel distribution. We use methodologies known as maximum likelihood, modified maximum likelihood and probability weighted moment to obtain the estimators of the quantiles. We compare the performances of the estimators with respect to bias and mean square error criteria via Monte Carlo simulation study. Their robustness properties are also examined in the presence of data anomalies. In the real data analysis part of the study, the seasonal maximum daily wind speed data from Sinop station (Turkey) in 2015 is considered. It is modelled by using two-parameter Gumbel distribution and analysed to compare the performances of the methodology presented in the study. All in all, the results of simulations and the real data application show that the maximum likelihood and modified maximum likelihood estimators, which have similar performance, provide better performance than the probability weighted moment estimator does in both obtaining estimates of the quantiles of Gumbel distribution and modelling of the data for almost all cases.
Introduction
Estimation of the quantiles of any distribution is very important in real life problems. As examples due to Modarres The Gumbel known as the Extreme Value type I distribution, first proposed by Gumbel (1941) , is one of the most widely probabilistic models used in modelling the extreme events in many research studies, for example, total snowfall, maximum snow, air pollution and maximum daily flood discharges (Simiu et al., 2001 ; Koutsoyiannis, 2004; Graybeal and Leathers, 2006; Ercelebi and Toros, 2009; Aydin and Senoglu, 2015) . On the other hand, in the literature, although the most widely used statistical distribution for modelling the wind speed data is Weibull, it may not provide better fitting for all wind regimes. For this reason, different distributions are used for modelling the wind speed data (Brano et al., 2011; Kantar and Usta, 2015; Alavi et al., 2016; Jung et al., 2017) . For example, Gumbel distribution has also been used to both estimate extreme wind speed required for the determination of the wind turbine class in the wind power industry and evaluate the wind energy potential required designing a wind turbine (Hong et al., 2013; Kang et al., 2015) . Additionally, Lee et al. (2012) reported that the Gumbel distribution is more reliable than the Weibull distribution in modelling the extreme wind speeds. Martin et al. (2014) showed that the Gumbel distribution estimates wind speed more accurately than the Weibull distribution does.
Aim of this paper is to obtain the estimators of the lower and the upper quantiles of the Gumbel distribution. The estimators of the quantiles are obtained by using the wellknown and widely used maximum likelihood (ML) methodology. The likelihood equations, however, do not have explicit solutions. Therefore, we use two different approaches to solve them. The first approach is iterative and other one is non-iterative which is called as modified maximum likelihood (MML). We also use, the probability weighted moment (PWM), which is very popular methodology in hydrology and climatology. The reason of using PWM is its conceptual simplicity, implementation and good performance. Furthermore, wind speed data obtained from the Turkish State Meteorological Service is modelled by Gumbel distribution and analysed to show the performance of the considered estimation methods.
Materials and methods

The seasonal wind speed data
In this study, the seasonal wind speed data recorded at the heights of 10 m in maximum daily basis in 2015 in Sinop station (Turkey) is analysed. Geographical coordinates for this station are given as In Table 1 , descriptive statistics which are mean, minimum (Min), maximum (Max), median, standard deviation (SD) and range for seasonal maximum daily wind speed data (m/s) are given. According to the results given in Table 1 , range (which is defined as the difference between the highest and the lowest value) is the largest in winter (December-January), and is the smallest in summer (June-August) as expected. Similar comments can also be done for SD which is another measure of variability.
Gumbel distribution
Probability density function (pdf) and the cumulative density function (cdf) of the Gumbel 
Gumbel distribution is related to the Weibull distribution. In particular, if Y has a Weibull distribution with shape parameter and scale parameter , then (Eq. 6) (Eq. 6) has a Gumbel distribution with the location parameter and the scale parameter . The graphs of the pdf of the Gumbel distribution for some selected values of the location parameter and the scale parameter are given in Fig. 1 . It is clear from Fig. 1 that Gumbel distribution is unimodal and skewed to the right. In the following subsections, we briefly describe the estimation techniques mentioned before for estimating the quantiles of the Gumbel distribution. . Therefore, we can use two different approaches to solve the likelihood equations. One is iterative and the other one is non-iterative given in the next subsection.
Estimation of quantiles
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The method of modified maximum likelihood
The MML estimators of parameters and are obtained by linearizing the non-linear term in the likelihood equations in (Eq. 8) and (Eq. 9). We linearize the likelihood equations by using the first two terms of Taylor series expansion around the expected values of the standardized order statistics, i.e. and , (Tiku, 1967; Tiku, 1968 
and , . The MML estimators are asymptotically equivalent to the ML estimators. Therefore, they are asymptotically fully efficient under the regularity conditions. They have high efficiencies even for small sample sizes. They are also robust to plausible deviations from the assumed distribution and also to the presence of the outliers in the data set (Tiku and Suresh, 1992; Vaughan and Tiku, 2000) .
The method of probability weighted moment
The PWM estimators of and are obtained as (Eq . 11 
Here, is the cdf of the random variable and is the corresponding inverse distribution function.
Simulation study
To compare the performances of ML, MML and PWM estimators of the q-th quantile of the Gumbel distribution , an extensive Monte Carlo simulation study is designed and conducted with respect to their biases and mean squared error (MSE) for different sample sizes and quantile values. 
Robustness properties of the estimators
To compare the robustness properties of estimators mentioned above, the efficiencies of the ML, MML and PWM estimators of the quantiles of the Gumbel distribution are examined via Monte-Carlo simulation study when there exist data anomalies, such as misspecification of the model and presence of the outliers in the data set. For this purpose, Gumbel with location parameter and scale parameter , i.e., is assumed as true model, and consider the following alternative models: , .
Model evaluation
The suitability of estimates of Gumbel distribution in fitting the wind speed data can be evaluated by numerical methods. For this purpose, the root mean square error (RMSE) and coefficient of determination ( ) are used and they are calculated by using the following formulas (Eqs. 
Results
Simulation results
To compare the performances of the methods presented in the previous section, results of some simulation studies are presented in Table 2 . All the computations were performed by using MATLAB R2010a. It should be noted that Table 2 gives the bias and MSE values of for both the lower (i.e., , and ) and the upper (i.e., , and ) tail quantiles. It is observed that the PWM estimator of shows better performance than the other estimators do with respect to bias criterion for all values of q even for small sample sizes (Landwehr et al., 1979a) . As the sample size n increases, all the estimators show more or less the same performance.
The ML estimator outperforms the other estimators almost in all cases in terms of the MSE criterion. It should be noted that both MSE and Bias decrease while the sample size n increases which signifies that all of these estimators are consistent. Especially for
, MSE values of ML and MML estimators are quite close to one another as expected. Also, the MSEs of lower tail quantiles are smaller than MSEs of upper tail quantiles since the Gumbel distribution is skewed to the right, see Table 2 . 
Robustness results
To assess the robustness properties of the methods mentioned earlier, results of some simulation studies are given in Table 3 . It should be noted that different values of are used in the simulation study, however, here the results are just reproduced for as an illustration. For , the MML estimator is the best among the others for models I, IV and V, the PWM estimator is more efficient than the others for models II-III. For , the ML outperforms the other methods for almost all alternative models (except for models II and III) with respect to the MSE criterion. The PWM estimator is the best for model III and the MML estimator performs better than the other estimators do for model I. However, all the estimators have substantial bias for all the alternative models.
Model evaluation results
In this study, to illustrate the practical use of the considered estimation methods in the previous section, we use the seasonal maximum daily wind speed modelled by the Gumbel distribution. Before analysing the data set, we evaluated the suitability of Gumbel distribution to fit the wind speed data by using Q-Q plots (which is the graphical technique) and Kolmogorov-Smirnov (KS) test, see Table 4 . Table 4 shows that computed values of the KS test given by the ML, MML and the PWM of Gumbel distribution are less than the theoretical values (which are , and ). Therefore, the results of the KS test and Q-Q plots are showed that the Gumbel distribution provides a plausible model for the data, see Fig. 2 
Figure 2. Q-Q plots of the seasonal maximum daily wind speed data for Gumbel distribution
Then, it is purposed to determine a distribution providing better fit to wind speed data among Gumbel distribution based on the MML, ML or PVM. For this aim, the ML, MML and PWM estimates of the parameters and also
and RMSE values of Gumbel distribution based on the estimators are calculated for each season. Table 5 shows that the Gumbel distribution based on MML estimates provides the best fit to the spring and the summer, Gumbel distribution based on PWM estimates gives a better fit than the others for winter, Gumbel distribution based on ML estimates fit best for autumn, since the RMSE and values corresponding to these estimates are the lowest and the highest respectively, among the others.
Furthermore, in order to identify the distribution providing better fit to wind speed data by visual, histograms and fitted Gumbel probability plots for seasonal maximum daily wind speeds are used and results of analyses are presented in Fig. 3 . It shows that the Gumbel distribution based on both ML and MML estimates also provides a better fit to the seasonal maximum daily wind speed data (except for winter) since curves of Gumbel probability plots of ML and MML estimates are almost superimposed. It should be noted that the results in Table 4 are also consistent with graphs of the frequency histograms and fitted Gumbel probability plots based on the estimates in Fig. 3 . 
Results of quantiles estimates for wind speed data
In this part, performances of the estimators of quantiles are examined by using the considered methodologies for wind speed data recorded in Sinop. For this purpose, estimates of quantiles and their bootstrap standard deviations (BSD) are calculated for the values of q (i.e., 0.01, 0.05, 0.10, 0.90, 0.95 and 0.99) for each season, see Table 6 .
According to the results presented in Senoglu and Tiku, 2002 ). This result is consistent with the simulation results presented in Table 2 . 
Discussion and conclusions
In this paper, we investigate the performances of different methods for estimating the several specified quantiles of the Gumbel distribution. Robustness of the estimators is also investigated. Their performances are compared via Monte Carlo simulation study with respect to the bias and MSE criteria.
Simulation results show that the PWM method outperforms the other methods even for small sample sizes with respect to the bias criterion. In terms of the MSE, the ML method has the best performance for all sample sizes and all values of q. In the presence of outliers, the ML estimator is found to be robust to the data anomalies (except for models I and III) as expected. Also, all the estimators have substantial bias in almost all cases.
In application, seasonal maximum daily wind speed data taken from Sinop station in Turkey is modelled by using Gumbel distribution based on the ML, MML and PWM estimates. The results of the analyses demonstrate that the fitted densities corresponding to the ML and MML estimates provide better fit than the fitted densities corresponding to the PWM estimate for almost all seasons (except for winter season), see Table 5 and Fig.  3 . Also note that ML and MML estimators provide the best performance based on BSD for almost all seasons except for several q values of spring as shown in the Table 6 .
On the other hand, extreme value data generally demonstrate excess kurtosis and/or heavy right tails (Pinheiro and Ferrari, 2016 ). Gumbel distribution is non-heavy-tailed and characterized by constant skewness and kurtosis, although it is commonly used in modelling environmental data. In this study, it provides quite well modelling in the seasonal maximum daily wind speed data according to the results of KS tests, Q-Q plots and the histograms and fitted densities superimposed. Additionally, the result of analyses of the real data shows that the ML and MML estimators provided better results than PWM estimator does in both modelling Gumbel distribution to the wind speed data and estimating the lower and upper quantiles of Gumbel distribution for many cases. The MML estimators are also numerically very close to the ML estimates since they are asymptotically equivalent (Tiku and Akkaya, 2004 ).
In conclusion, Gumbel distributions based on the ML and MML estimates can be proposed as an alternative distribution to Gumbel distribution based on the PWM estimate because of their superiority on modelling the peak of the wind speed distribution. Moreover, the ML and MML estimation methods can be recommended to be used in estimating the quantiles of Gumbel distribution for the data due to advantage of having the small BSD values.
