This work is concerned with the oscillation of a certain class of fourth-order nonlinear dynamic equations on time scales. A new oscillation result and an example are included.
Introduction
This work is concerned with oscillation of a fourth-order nonlinear dynamic equation
on an arbitrary time scale T with sup T = ∞. Since we are interested in oscillatory behavior of solutions, we assume that the time scale interval takes the form [t 0 , ∞) T := [t 0 , ∞) ∩ T. Throughout this work, we assume that p, q ∈ C rd (T, (0, ∞)) and there exists a positive constant L such that
Further, we consider the case where
By a solution of (1.1) we mean a function x ∈ C 3 rd [T x , ∞) T , T x ∈ [t 0 , ∞) T , which has the property px
rd [T x , ∞) T and satisfies (1.1) on [T x , ∞) T . We consider only those solutions x of (1.1) which satisfy sup{|x(t)| : t ∈ [T , ∞) T } > 0 for all T ∈ [T x , ∞) T . We assume that (1.1) possesses such solutions. A solution of (1.1) is called oscillatory if it is neither eventually positive nor eventually negative; otherwise it is called non-oscillatory. Eq. (1.1) is said to be oscillatory if all its solutions are oscillatory.
Following the development of the theory of dynamic equations on time scales, e.g., in [1] [2] [3] , there has been much activity concerning oscillatory behavior of various dynamic equations on time scales. We refer the reader to the articles [4] [5] [6] [7] [8] [9] [10] [11] [12] . Grace et al. [8] considered oscillation of a fourth-order nonlinear dynamic equation
Li et al. [9] investigated oscillation of a fourth-order delay dynamic equation
By using some comparison methods, the authors established a sufficient condition which ensures that every unbounded solution of (1.3) is oscillatory when condition (1.2) holds.
In this work, we will use some Riccati substitutions to obtain some sufficient conditions which guarantee that all solutions of (1.1) are oscillatory. In what follows, all functional inequalities considered in this note are assumed to hold eventually, that is, they are satisfied for all t large enough.
The main results
In this section, we will derive a new theorem for the oscillation of (1.1). We begin with the following lemma.
Lemma 2.1. Assume that (1.2) holds and x is an eventually positive solution of (1.1). Then there are the following four cases for
Proof. The proof is obvious, and therefore is omitted.
In [1, Section 1.6], the Taylor monomials {h n (t, s)} ∞ n=0 are defined recursively by
It follows from [1, Section 1.6] that h 1 (t, s) = t − s for any time scale, but simple formulas in general do not hold for n ≥ 2.
Now we establish the following results. Let
∆s.
Theorem 2.1. Assume that one of the following conditions:
hold for all sufficiently large t 1 ∈ [t 0 , ∞) T , for t 4 > t 3 > t 2 > t 1 , and for some constant k ∈ (0, 1), where
then every solution of (1.1) is oscillatory.
Proof. Suppose that (1.1) has a non-oscillatory solution x. We may assume without loss of generality that there exists a
From Lemma 2.1, we get that x satisfies four possible cases.
Assume (a). Then px ∆ 3 is decreasing, and so
Dividing the above inequality by p(s) and integrating the resulting inequality from t to l, we obtain
Letting l → ∞, we get
Hence there exists a constant k > 0 such that
Integrating (2.8) from t 0 to t, we have
This contradicts (2.1). Next, integrating (2.8) from t to ∞ gives
Integrating again from t 0 to t, we get
which implies that
This contradicts (2.2). Integrating (2.7) from t to ∞, we have
Integrating (2.9) from t to ∞, we get
where it follows from (2.9) that
Recalling (2.11) and (2.12), we get
In view of (2.10), we have
(2.14)
From (2.13), we obtain
Integrating (2.15) from t 1 to t gives ω(t)
due to (2.14). This contradicts condition (2.3). Assume (b). Define
(2.17)
Recalling that x > 0, x ∆ > 0, x ∆ 2 > 0, and x ∆ 3 < 0, and using [7, Lemma 4] , we have
for t ∈ [t d , ∞) T and for given d ∈ (1/2, 1). On the other hand, we obtain
for t ∈ [t 2 , ∞) T , sufficiently large. It follows from (2.18) and (2.19) that
(2.20)
Substituting (2.20) into (2.17) and using (2.16), we get
Since px ∆ 3 is decreasing, we have (2.7). Then ϕ(t)R(t) ≥ −1.
In view of (2.21), we get
Integrating (2.23) from t 2 to t, we have
due to (2.22 ). This contradicts condition (2.4).
Assume (c). Recalling x
(2.24)
∆u∆s, (2.25) which implies that
Thus, there exists t 3 ∈ [t 2 , ∞) T such that
∆u∆v∆s. It follows from (2.25) and (2.26) that We now set
due to (2.28). Then, from (2.24) and (2.27), we have
Hence we get
∆s .
Integrating the last inequality from t 4 (t 4 ∈ [t 3 , ∞) T ) to t gives that + α(σ (t))
x ∆ 2 (t)x(t) − (x ∆ ) 2 (t)
x(t)x(σ (t)) = α ∆ (t) α(t) ζ (t) + α(σ (t))
x(σ (t)) − α(σ (t)) α 2 (t)
x(σ (t)) ζ 2 (t) due to (2.30). On the other hand, from x > 0, x ∆ > 0, x ∆ 2 < 0, we have that
