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ABSTRACT

This dissertation presents novel algorithms and conditional lower bounds for a collection of
string and text-compression-related problems. These results are unified under the theme of
ordering constraint satisfaction. Utilizing the connections to ordering constraint satisfaction, we provide hardness results and algorithms for the following: recognizing a type of
labeled graph amenable to text-indexing known as Wheeler graphs, minimizing the number
of maximal unary substrings occurring in the Burrows-Wheeler Transformation of a text,
minimizing the number of factors occurring in the Lyndon factorization of a text, and finding
an optimal reference string for relative Lempel-Ziv encoding.
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CHAPTER 1: INTRODUCTION

String algorithms and text-indexing have seen a large number of recent breakthroughs. These
breakthroughs are fundamental and range from a newfound understanding of dictionarybased compression [79, 80, 85, 101, 110, 122] to highly functional text-indexes requiring
space based on repetitiveness, rather than entropy [52, 78, 86, 109, 111]. The new results
also include fine-grained complexity results for several classical string problems [1, 2, 3, 10,
20, 21, 32], helping to justify the lack of improvements on long-standing algorithms.
But with this progress has come many new open questions. Among the most pressing of
these are questions of how to optimize the performance of these new techniques. Doing so
will help make results that stand currently as theoretical more applicable in practice and
likely to find popular implementations. The problems considered in this dissertation are the
result of attempting to answer these questions. Perhaps it is no surprise that many of the
optimization problems are computationally hard. As such, much of this work is devoted
to proving conditional lower bounds. Still, exploring what is required to prove these lower
bounds highlights which facets make these problems intractable. The knowledge gained here
can be leveraged to help design algorithms that either approximate optimal solutions or work
well for a less general set of instances.
We first briefly give some background for each problem, give its formalization, and state our
main results around it. Where it is necessary for understanding the statement of the results, the needed technical background is presented in this introduction. Additional, specific
technical background needed for proofs is provided in the respective sections.

1

Burrows-Wheeler Transform Runs Minimization

The work presented here first appeared in the 28th Annual European Symposium on Algorithms, ESA 2020 [16].

Overview

The Burrows-Wheeler Transform (BWT) is an essential building block in the fields of text
compression and indexing with a myriad of applications in bioinformatics and information
retrieval [92, 93, 95, 108]. Since it was first published in 1994 [22], it has been utilized to
provide the popular compression algorithm bzip2 and has been adapted to provide powerful compressed text indexing data structures, such as the FM-index [46]. The FM-index
is the backbone of many widely used bioinformatics tools like Burrows-Wheeler Aligner
(BWA) [94], SOAP2 [95], Bowtie [92]. Hence, improvements to the algorithmic aspects of
this transformation and related data structures can have a significant impact on the research
community.
The BWT of a text T [1, n], denoted by BW T (T ) is a reversible transformation which can be
defined as follows: sort the circular shifts of T in lexicographical order and place the sorted
circular shifts in a matrix. By reading the last column of this matrix from top to bottom we
obtain BW T (T ). To make the transformation invertible a new symbol $ (lexicographically
smaller than others) is appended to T prior to sorting the circular shifts. See Figure 1.1 for
an example. Historically, the BWT was introduced for the purpose of text compression [22],
where its effectiveness is based on symbols with shared preceding context forming long runs
(maximal unary substrings).
Recently, the number of runs “r” in the BWT has become of increasing interest. This can be
2
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Figure 1.1: Column L shows the BWT of mississippi. The number of runs r = 9.

attributed to the fact that many modern text collections are highly repetitive, which makes
their compression effective via the BWT followed by Run-Length encoding (i.e., in space
proportional to r). This raised an interesting question: can we also index the text in space
propositional to r? Note that the FM-index needs space proportional to n (i.e., ≈ n log σ
bits, where σ is the alphabet size). The data-structure community has made great strides in
making the size of a BWT-based index proportional to r rather than n [11, 18, 51, 81, 88, 115].
The first such index was developed by Mäkinen and Navarro in 2005 [99]. However, it lacked
the ability to efficiently locate the occurrences of a pattern within space Õ(r). After a decade
of related research [100, 51], we now have fully functional suffix trees in space proportional
to r, developed by Gagie et al. [52]. Also note that the recent optimal BWT construction
algorithm for highly repetitive texts is parameterized by r [78]. A technique reducing the
value of this parameter r would have a significant impact on a large body of work.
A natural way to minimize r is to change the lexicographic ordering assigned to symbols of

3

the alphabet. To demonstrate that this can have an impact on r, consider as an example
the text mississippi with the usual ordering $ < i < m < p < s where r = 9, but with
the ordering $ < s < i < p < m we have r = 8. In fact, there exist string families in
which r differs by a factor of Ω(log n) for different orderings. This problem of reordering
the alphabet is clearly fixed-parameter tractable in alphabet size σ and has a trivial O(σ! n)
time solution. This may be adequate when σ is small as in DNA sequences. However, this
is far from satisfactory from a theoretical point of view, or even from a practical point when
the alphabet is slightly larger, such as in protein sequences, natural language texts, etc.
A work in 2018 on block sorting based transformations by Giancarlo et al. gives a theoretical
treatment of alphabet ordering in the context of the Generalized BWT [55]. It was shown
that for any alphabet ordering, r is at most twice the number of runs in the original text,
a result which then holds for the standard BWT as well. Note however that this gives no
lower bound on r, and thus gives no results on the approximability of the run minimization
problem. There have been multiple previous attempts to develop other approaches to alphabet ordering. In bioinformatics, the role of ordering on proteins was considered in [126]
with approaches evaluated experimentally. Similar heuristic approaches evaluated through
experiments were done in [4]. Researchers have also considered more restricted versions of
this problem. For example, one can try to order a restricted subset of the alphabet, or
limit wherein the ordering symbols can be placed. On this problem, heuristics have been
utilized. Software tools like BEETL utilize these techniques to handle collections of billions
of reads [33]. Another related work in [23] shows, how to permute a given set of strings
in linear time, such that the number of runs in the BWT of the (long) string obtained by
concatenating the input strings, separated by the same delimiter symbol is minimized.
Even more recently, a work by Giancarlo et al., considered the case where ordering is assigned
to the nodes of a string’s suffix tree, to minimize the number of runs in the BWT [56].
4

Interestingly, this problem can be solved in polynomial time. Although their technique
can potentially minimize the number of runs in the BWT to an even greater extent than
modifying the ordering on the alphabet, it also requires storing the order for each of these
nodes, which can require more space. We leave open the problem of finding a trade-off
between the strategy of ordering the alphabet and ordering the nodes of the suffix tree.
Given the lack of success with attacking the main problem from the upper bound side,
perhaps it is best to approach the problem from the perspective of lower bounds and hardness.
To this end, we show why a provably efficient algorithm has been evasive.
Let Σ denotes the alphabet and σ = |Σ|. A run in a string T is a maximal unary sub-string.
Let ρ(T ) be the number of runs in T . The problem we are interested in is defined as follows.
Problem 1 (Alphabet Ordering (AO)). Given a string T [1, n] and an integer t, decide
whether there exists an ordering of the symbols in its alphabet such that ρ(BW T (T )) ≤ t.

Results

The first result is the hardness of the problem.
Theorem 1. The alphabet ordering problem is NP-complete and its corresponding minimization problem is APX-hard.
The problem can be solved in n · σ! = n · 2O(σ log σ) time naively. However, any significant
improvement seems unlikely as per the Exponential Time Hypothesis (ETH) [96].
Corollary 1. Under ETH, AO cannot be solved in time poly(n) · 2o(σ) .

It is known that ρ(BW T (T )) can be lower bounded by the size of string attractor γ, a recently
proposed compressibility measure [80]. Kempa and Kociumaka showed that ρ(BW T (T )) can
5

be upper bounded by O(γ log2 n) [79]. However, γ is independent of the alphabet ordering
and the following result is immediate.
Corollary 2. Any alphabet ordering is an O(log2 n)-approximation for AO.

We also introduce a specialization of AO, one where we impose more constraints on the
ordering given to alphabet symbols.
Problem 2 (Constrained Alphabet Ordering (CAO)). Given a set of d strings T1 , . . . , Td of
total length N , find an ordering π on the symbols $i (1 ≤ i ≤ d) such that $π(1) ≺ $π(2) . . . ≺
$π(d) ≺ 0 . . . ≺ σ − 1 and ρ(BW T (T1 $1 T2 $2 . . . Td $d )) is minimized.

We call $1 , $2 , . . . , $d special symbols. In Section 2, we provide an example where an optimal
ordering of special symbols removes a factor of Ω(logσ d) in the number of runs, demonstrating that this can be a worthwhile preprocessing step. We refer to [33] for an immediate use
case in bioinformatics, where the input is a large collection of DNA reads.
Theorem 2. The constrained alphabet ordering problem can be solved in linear time.

Wheeler Graph Recognition

The work presented here first appeared in the 28th Annual European Symposium on Algorithms, ESA 2019 [58].

Overview

Within the last two decades, there has been the development of Burrows-Wheeler Transform
(BWT) [22] based indices for compressing a diverse collection of data structures. This
6

list includes labeled trees [123], certain classes of graphs [45, 114], and sets of multiple
strings [48, 102]. These new techniques have motivated the search for a set of general
conditions under which a structure can be indexed by a BWT based index, which itself led
to the recent introduction of Wheeler graphs by Gagie et al. [50] (also see [8]). A Wheeler
graph is a directed graph that has edge labels and satisfies two simple axioms related to the
ordering of its vertices. Although not general enough to encompass all BWT-based structures
(e.g., [54]), Gagie et al. demonstrated that Wheeler graphs offer a unified way of modeling
several BWT based data structures such as representations of de Bruijn graphs [19, 38],
generalized compressed suffix arrays [123], multi-string BWTs [103], XBWTs [45], wavelet
matrices [31], and certain types of finite automaton [5, 15, 70]. They also showed that there
exists an encoding of a Wheeler graph G = (V, E) which requires only 2(e + n) + e log σ +
σ log e+o(n+e log σ) bits where σ is the size of the edge label alphabet, e = |E|, and n = |V |.
This encoding allows for the efficient traversal of multiple edges while processing characters
in a string, using an algorithm similar to the backward search in the FM-index [47]. This
allows for near optimal time matching of patterns to paths on an indexed Wheeler graph.
Since their introduction, Wheeler graphs have been the subject of significant study. This
includes the study of the languages that are accepted by automata that are also Wheeler
graphs [7], as well as the extension of a technique for compression known as tunneling to the
BWTs of Wheeler graphs [8]. It is important to note, however, that not all directed edge
labeled graphs are Wheeler graphs. In fact, conditional lower bounds show that matching
patterns to paths on DAGs with maximum total degree three and binary alphabets should
require quadratic time, even with arbitrary polynomial preprocessing of the graph [42, 43, 57].
Despite being the subject of an increasing amount of research, it was not clear how to
recognize whether a given graph is a Wheeler graph. This fact made the authors of [50]
explicitly pose the question of how to efficiently detect whether a graph is a Wheeler graph.
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The question is of both theoretical and practical value, as it might be the first step before
attempting to apply some compression scheme to a given graph. For example, one could use
the existence of a Wheeler subgraph to encode a graph. To do so, one maintains an encoding
of the subgraph using the framework presented in [50] in addition to an adjacency list of the
edges not included in the encoding. Depending on the size of the subgraph, such an encoding
might provide large space savings at the cost of a modest time trade-off while traversing
the graph. This concept also motivates the portion of the paper where we look at two
optimization versions of this problem that seek subgraphs of the given graph that are Wheeler
graphs. These problems turn out to be computationally difficult as well. As a positive result,
we show that, for a constant sized alphabet, the problem of finding a maximum Wheeler
subgraph admits a polynomial-time algorithm that outputs a solution with size within some
constant factor of optimal. We also show that the problem of recognizing Wheeler graphs is
similar to that of identifying the queue number of a graph. This helps to indicate a class of
graphs where the problem becomes computationally tractable.
We first give the definition of a Wheeler graph. The notation (u, v, k) is used for the directed
edge from u to v with label k. We will assume the usual ordering on the edge labels which
come from the alphabet {1, 2, ..., σ}.
Definition 1. A Wheeler graph is a directed graph with edge labels where there exists an
ordering π on the vertices such that for any two edges (u, v, k) and (u0 , v 0 , k 0 ):

1. k < k 0 =⇒ v <π v 0 ;
2. (k = k 0 ) ∧ (u <π u0 ) =⇒ v ≤π v 0 .

Additionally, vertices with in-degree zero must be placed first in the ordering.
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We consider an ordering of the vertices of the graph a proper ordering if it satisfies the
axioms of the Wheeler graph definition. See Figure 1.2 for an illustration. One critical
property of Wheeler graphs is called path coherence. This property is characterized by the
fact that if you start at any consecutive range of vertices under the proper ordering π, and
traverse the graph by following edge labels matching the characters in a string P , then when
finished processing P the vertices ended on will form a consecutive range. This property is
key to allowing the efficient traversal of multiple edges simultaneously, as well as achieving
a compressed representation of the graph.

Figure 1.2: A Wheeler graph with σ = 3. Ordering on edge labels: red (solid) < blue
(long-dash) < green (short-dash).

The following list of properties of Wheeler graphs can be deduced from Definition 1.
Property 1. All edges inbound to a vertex v have the same edge label.
Property 2. In a proper ordering all vertices with the same inbound edge label are ordered
consecutively.
Property 3. A vertex can have multiple outbound edges with the same label. It is also
possible for a vertex to have more than σ inbound or outbound edges.
Property 4. Two edges with the same label, (u, v, k) and (u0 , v 0 , k), where u < u0 and v 0 < v
are called a monochromatic rainbow. No monochromatic rainbows can exist in a proper
ordering (see Figure 1.3).
9

Figure 1.3: In a proper ordering the above configurations cannot occur with edges that have
the same label.

The first question we wish to answer is given a directed graph with edge labels, does there
exist a proper ordering π for its vertices? We define this problem formally as the following.
Problem 3 (Wheeler Graph Recognition). Given a directed edge labeled graph G = (V, E),
decide whether G is a Wheeler graph.

Although we do not demand it here, ideally, a solution to the above problem would also
return a proper ordering.
Next, we define two optimization versions of Problem 3 where we seek to find Wheeler
subgraphs.
Problem 4 (Wheeler Graph Violation (WGV)). Given a directed edge labeled graph G =
(V, E), identify the smallest E 0 ⊆ E such that G0 = (V, E\E 0 ) is a Wheeler graph.

We also consider the dual of this problem.
Problem 5 (Wheeler Subgraph (WS)). Given a directed edge labeled graph G = (V, E),
identify the largest E 00 ⊆ E such that G00 = (V, E 00 ) is a Wheeler graph.
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Results

We show that the problem of recognizing whether a given graph is a Wheeler graph is
NP-complete, even for an edge alphabet of size σ = 2.
Theorem 3. The Wheeler Graph Recognition Problem is NP-complete for any σ ≥ 2.

This result holds even when the input is a directed acyclic graph (DAG) and when the
number of edges leaving a vertex with the same label is at most five.
We also relate the notion of queue number to Wheeler graphs, allowing us to place a bound
on the number of edges of any Wheeler graph.
We provide an exponential time algorithm which solves the recognition problem on a graph
G = (V, E) in time 2O(n+e log σ) where n = |V | and e = |E|. It uses the idea of enumerating
through all possible encodings of Wheeler graphs (of bounded size), and the fact that we can
test whether there exists an isomorphism between two undirected graphs in sub-exponential
time. This technique also gives us exact algorithms with the same time complexity for the
optimization variants discussed here.
Theorem 4. Recognizing whether G = (V, E) is a Wheeler graph can be done in time
2e log σ+O(n+e) , where n = |V |, e = |E|, and σ is the size of the edge label alphabet.

We examine the optimization variants of this problem called Wheeler Graph Violation
(WGV) and Wheeler Subgraph (WS). We show via a reduction of the Minimum Feedback
Arc Set problem that the Wheeler Graph Violation problem is APX-hard, and assuming the
Unique Games Conjecture, cannot be approximated within a constant factor. This holds
even when the graph is a DAG. On the other hand, we show that the Wheeler Subgraph
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problem is in the complexity class APX for σ = O(1). We do so by providing a poly-time
algorithm whose solution size is Ω(1/σ) times the optimal value.
Theorem 5. Conditioned on the Unique Games conjecture, for every constant C ≥ 1, it is
NP-hard to find a C-approximation to WGV, implying WGV is not in APX.
Theorem 6. There exists a linear time Ω(1/σ)-approximation algorithm for WS.

In the final part of this chapter, using PQ-trees and ideas similar to those used in detecting
if the queue number of a DAG is one, we demonstrate a class of graphs where Wheeler graph
recognition can be done in linear time.

Lyndon Factor Minimization

The work presented here first appeared in the 38th International Symposium on Theoretical
Aspects of Computer Science, STACS 2021 [59].

Overview

This chapter establishes several strong hardness results on the problem of finding an ordering
on a string’s alphabet that either minimizes or maximizes the number of factors in that
string’s Lyndon factorization. In doing so, we demonstrate that these ordering problems
are sufficiently complex to model a wide variety of ordering constraint satisfaction problems
(OCSPs). Based on this, we prove that (i) the decision versions of both the minimization and
maximization problems are NP-complete, (ii) for both the minimization and maximization
problems there does not exist a constant approximation algorithm running in polynomial
time under the Unique Game Conjecture and (iii) there does not exist an algorithm to solve
12

the minimization problem in time poly(|T |) · 2o(σ log σ) for a string T over an alphabet of size
σ under the Exponential Time Hypothesis (essentially the brute force approach of trying
every alphabet order is hard to improve significantly).
A Lyndon word is a string that is lexicographically strictly smallest among all of its cyclic
shifts. Letting ◦ denote concatenation, the Lyndon factorization of a string T is the factorization of T into Lyndon words T1 , T2 , . . ., Tf that are lexicographically non-increasing and
T = T1 ◦ T2 ◦ . . . ◦ Tf . For example, the Lyndon factorization of 0, 1, 0, 0, 2, 1, 1, 0, 0, 1, 0, 1, 1, 2
is (0, 1), (0, 0, 2, 1, 1), (0, 0, 1, 0, 1, 1, 2), assuming the usual ordering, 0 < 1 < 2.
Lyndon words and Lyndon factorization are well-studied, and play an important role in
string algorithms [12, 13, 35, 87, 104, 107], algebra and combinatorics [27, 69, 90], and data
compression [49, 72, 76, 124, 125]. As an example, it was shown in [105] that local suffixes inside each Lyndon factor can be sorted independently and then merged to construct
a string’s suffix array. As another example, Lyndon factorization is used in both the construction of a string’s bijective Burrows-Wheeler transform (BBWT) [60] and in performing
pattern matching on indexes built from the string’s BBWT [14], where the number of steps
used to locate occurrences of a pattern P depends on the number of Lyndon factors within
a particular suffix of P . Because of such applications, it would be beneficial to be able to
control the number of factors in the Lyndon factorization of a string. Unfortunately, the
Lyndon factorization of a string is unique under a fixed ordering of its alphabet [97]. However, it can vary under different alphabet orderings. For instance, if we change the alphabet
ordering to 2 < 0 < 1 in our example above, we obtain the Lyndon factorization (0, 1), (0),
(0), (2, 1, 1, 0, 0, 1, 0, 1, 1), (2). This leads to the following problems:
Problem 6 (Lyndon Factor Minimization - Decision Version). Given an integer t and text
T over alphabet Σ, does there exist an ordering on Σ such that the number of Lyndon factors
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of T is at most t?
Problem 7 (Lyndon Factor Maximization - Decision Version). Given an integer t and text
T over alphabet Σ, does there exist an ordering on Σ such that the number of Lyndon factors
of T is at least t?

We will also consider the optimization variants of these problems. The objective cost of a
solution is the number of factors in its Lyndon factorization. In particular, for the minimization problem, a λ-approximation for λ > 1, is a polynomial-time algorithm that outputs
an alphabet ordering where the number of factors is at most λ times the minimum possible
number of factors over all possible alphabet orderings. Similarly, for the maximization problem, a λ-approximation for λ < 1, is a polynomial-time algorithm that outputs an alphabet
ordering where the number of factors is at least λ times the maximum number of possible
factors over all possible alphabet orderings.
These problems were first considered by Clare and Daykin, who proposed a polynomial-time
greedy algorithm that can be adjusted to provide either a small number of factors or a large
number of factors [29]. Through experiments, the authors showed that the number of factors
can be significantly affected by their algorithm. Another approach that uses evolutionary
algorithms to find alphabet orderings to optimize the number of Lyndon factors was considered in [30] and in [98]. Again, it was shown that there is often a significant effect on the
number of factors, which can be controlled by the use of different fitness functions within the
evolutionary algorithms. These techniques, although appearing to have a significant impact
on the number of factors, do not provide any approximation guarantee.
Although the Lyndon factors of a string determine the structure of its BBWT, we see no
clear relation between the number of Lyndon factors of a string and the number of maximal
unary substrings occurring in its BWT. Moreover, the techniques applied here seem quite
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different from those used in Chapter 2.

Results

Theorem 7. The decision version of Lyndon Factor Minimization is NP-complete.
Theorem 8. Under the Exponential Time Hypothesis, the optimization version of Lyndon
Factor Minimization cannot be solved in time poly(|T |) · 2o(|Σ| log |Σ|) .
Theorem 9. Under the Unique Games Conjecture, the optimization version of Lyndon
Factor Minimization does not admit a λ-approximation for any constant λ > 1.
Theorem 10. The decision version of Lyndon Factor Maximization is NP-complete.
Theorem 11. Under the Unique Games Conjecture, the optimization version of Lyndon
Factor Maximization does not admit a λ-approximation for any constant λ < 1.

We leave open whether it is possible to have a result similar to Theorem 8 for Lyndon Factor
Maximization.

Optimal Reference for Relative Lempel-Ziv Encoding

Overview

The final technical chapter of this dissertation is different than the previous sections, in that
the problem addressed here is ostensibly not an ordering problem. However, we show that
the problem is hard enough to allow for reductions from hard ordering problems, namely
the Spanning Eulerian Subgraph problem and the Hamiltonian Path problem. Through

15

these reductions, we prove the hardness of this optimization problem arising from textcompression. The problem is to find an optimal reference for Relative Lempel-Ziv (relativeLZ) encoding. In addition to these hardness results, we present two positive approximation
results conditioned on a plausible conjecture, and bounds on the cost of an optimal solution
in terms of another important compressibility measure, the δ-measure.
Relative-LZ encodes a collection of strings T = {T1 , . . . , Tn } using a reference string R. Each
string in the collection is encoded using a set of ‘pointers’ to R each consisting of a starting
and ending index in the reference. More formally, a relative-LZ encoding of T consists of a
reference string R and an ordered set tuples (x1 , y1 ), (x2 , y2 ), ..., (xp , yp ) where we consider
some of the tuples marked to represent the start of a new text. The text Ti ∈ T is equal to
Ti = R[xi0 , yi0 ] ◦ R[xi0 +1 , yi0 +1 ] ◦ . . . ◦ R[xj , yj ] where (xi0 , yi0 ) is the ith marked tuple in the
encoding and (xj , yj ) precedes the (i + 1)th marked tuple. We refer to each tuple (xi , yi ) as a
single pointer. The typical (and optimal) way these pointers to R are assigned is in a greedy
fashion, extending each substring as far left as possible. As an illustration, if T consists of
texts T1 = abba, T2 = babaa, and the reference string is R = abaa, we encode T1 with the
pointers (1, 2), (2, 3) and T2 with the pointers (2, 3), (2, 4).
Relative-LZ encoding was first formalized in [89], where it was shown to be an effective
method for building compressed indices when the reference string is a well chosen one for
the collection. Further data structures based on relative-LZ encoding were developed in
[39, 112, 120]. As the name suggests, relative-LZ is closely related to other Lempel-Ziv
encodings. The one most relevant here is LZ77 [128]. LZ77 decodes strings from left-to-right
and works by using references to the previously decoded string, with an additional character
for each pointer used to extend each newly added substring by one character. One advantage
over relative-LZ when compared to LZ77 is the working space required by the encoding
algorithm. The most space-efficient algorithm known for LZ77 requires linear space [77],
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whereas the straight-forward algorithm for creating a relative-LZ encoding requires only
working space proportional to the size of the reference.
Clearly the more representative the reference string R is of the set of the collection the
fewer pointers will be needed. At the same time, a space efficient encoding should consist
of small reference string, as well as a small number of pointers. That is, a good reference
should minimize a sum related to r + p, where r = |R| and p is the total number of pointers.
This leads to the computational problem of finding the optimal reference string for a give
collection. We formalize this below.
Problem 8 (The Optimal Reference Problem - Decision Version). Given a set of texts
P
T = {T1 , ..., Tn } of total size N = ni=1 |Ti |, an integer t, and (not necessarily constant)
values α ≥ 1 and β ≥ 1, does there exist a reference string R such that the Relative-LZ
encoding of T using R has αr + βp ≤ t, where r = |R| and p is the total number of pointers?

This problem has been studied previously [53, 71]. In [53] the effectiveness of randomly
sampling from the collection was analyzed. In that work some conditions on the text that
will lead to effective relative-LZ compression were established. Other work based on random
sampling to obtain a reference was done in [71] where performance was evaluated experimentally on large test collections. However, neither of these previous studies seem to give
guidance on how to find an optimal reference string.

Results

Our first result establishes the computational complexity of this problem.
Theorem 12. The Optimal Reference problem is NP-complete, even over binary alphabets.
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Theorem 13 relates an algorithm that solves the Optimal Reference problem over a single
string to an algorithm that solves the Optimal Reference problem over arbitrarily many
strings.
Theorem 13. An algorithm for the Optimal Reference problem on one string provides a
2-approximation algorithm for the Optimal Reference problem over arbitrarily many strings
having the same time complexity.

Finally, we present some bounds on the optimal cost of a relative-LZ encoding in terms of
the δ-measure. The δ-measure was introduced in [122] and put more into the context of
measuring repetitiveness in [85]. The definition of the δ-measure is as follows. Letting dk
denote the number of distinct substrings of T of length k, δ = maxk

dk
.
k

The δ-measure lower

bounds many of the other known measures of compressibility. This includes the size of the
LZ77 parse tree z, that is δ ≤ z [109].
We have the following result.
√ √ 
1
2
Theorem 14. max δ, 2 αβ N ≤ αr∗ + βp∗ = OP T ≤ 2(αδ) 3 (βN ) 3 .
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CHAPTER 2: BWT-RUNS MINIMIZATION

The work presented here first appeared in the 28th Annual European Symposium on Algorithms, ESA 2020 [16].

Preliminaries: L-reductions

Our inapproximability results use L-reductions [34]. We will be reducing a problem A,
with some known inapproximability results, to a new problem B. We will use the following
notation:

• OPTA (x) denotes the cost of an optimal solution to the instance x of Problem A.
• cA (y) denotes the cost of a solution y to an instance x of Problem A (suppressing the
x in the notation cA (x, y)).
• Since all problems presented here are minimization problems the approximation ratio
can be written as RA (x, y) =

cA (y)
,
OPTA (x)

which is ≥ 1.

• Let fA (x) = x0 be a mapping of an instance x of Problem A to instance x0 of Problem
B.
• Let y 0 be a solution to instance x0 = fA (x) and gB (y 0 ) = y be the mapping of a solution
y 0 to a solution y for instance x.

Taking x, y, x0 y 0 as above, an L-reduction is defined by the pair of functions (fA , gB ),
computable in polynomial time, such that there exist constants α, β > 0, where for all x and
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y the following two conditions hold:

OPTB (fA (x)) ≤ α OPTA (x) and cA (gB (y )) − OPTA (x) ≤ β cB (y ) − OPTB (fA (x)) .
0



0

As a result, RB (x0 , y 0 ) = 1 + ε implies RA (x, y) ≤ 1 + αβε = 1 + O(ε). L-reductions preserve
APX-hardness [117].

Hardness of Alphabet Ordering

We will demonstrate a sequence of L-reductions from the (1, 2)-TSP Cycle problem, where
the aim is to find a Hamiltonian cycle of minimum weight through an undirected complete
graph on n vertices where all edges have weights either 1 or 2. The (1, 2)-TSP Cycle problem
is APX-hard, even with only Θ(n) edges of weight 1 [118]. The first reduction is to (1, 2)TSP Path, where the goal is to find a Hamiltonian path of minimum weight, rather than a
cycle.
Lemma 1. (1,2)-TSP Path is APX-hard, even with only Θ(n) edges of weight 1.

Proof. We will give an approximation preserving reduction from (1, 2)-TSP to (1, 2)-TSP
Path. By the APX-hardness of (1, 2)-TSP Cycle, we obtain Lemma 1.
Let x be the input graph G for (1, 2)-TSP Cycle and let fA map the graph G to an identical
graph G0 . Let gB map the (1, 2)-TSP Path y 0 given to G0 to the cycle in G obtained by
connecting the end points of the path with an edge of weight at most 2. Hence the cost
cB (y 0 ) is always at most the cost cA (gB (y 0 )). At the same time, the weight OPTA (x) of an
optimal cycle in G is bound above by the weight OPTB (fA (x)) of an optimal path in G0 plus
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2. Thus, cB (y 0 ) ≤ cA (gB (y 0 )) and OPTA (x) ≤ OPTB (fA (x)) + 2. Therefore,
OPTB (fA (x))
OPTA (x)
OPTB (fA (x)) + 2
2
≤
≤
1
+
ε
=⇒
≤
1
+
ε
+
≤ 1 + O(ε).
cB (y 0 )
cA (gB (y 0 ))
cB (y 0 )
n

We proceed to present our reduction which consists of two phases.

Reduction Phase 1

Given a complete graph on n vertices and m = Θ(n) edges of weight 1 as input to (1,2)-TSP
Path, remove all edges of weight 2. We call the resulting graph G. Construct the incidence
matrix for G (a row for each edge, and a column for each vertex, where the two 1’s in a
row indicate which two vertices are incident to the edge for that row). Then add 2` rows
of all 0’s to bottom of the matrix, where ` = 4m. Next, add two additional columns cs
and ct where cs [i] = 1 if i ∈ {m + 2, m + 4, . . . , m + 2`} and 0 otherwise, and ct [i] = 1 if
i ∈ {m + 1, m + 3, . . . , m + 2` − 1} and 0 otherwise (see Figure 2.1). We call this matrix M .
We now present an intermediate problem that we call Column Ordering (CO), which is:
given a matrix M constructed as above, find an optimal ordering on the columns so as to
minimize the number of runs in its linearization. We will use Mπ to denote the matrix M
with the ordering π applied to its columns and L(Mπ ) to denote the string obtained by
concatenating the rows of Mπ from top to bottom. We call L(Mπ ) the linearization of Mπ .
Next, we describe the function which maps solutions of our instance of Column Ordering
back to a solution of (1, 2)-TSP Path. Ignoring the added columns cs and ct , the ordering π
induces a collection of disjoint paths in G, which we call P , where two vertices form an edge
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Figure 2.1: The modified incidence matrix for the graph G. Each of the first m rows is for
an edge. The bottom 2` = 8m rows are added as are the outer two most columns.

if their columns are adjacent and there exists a row with 1’s in both columns. Given P we
create a (1,2)-TSP Path by connecting the paths in P with |P | − 1 edges of weight 2. Note
that this can be done in linear time.
Lemma 2. If cs and ct are the first and last columns of Mπ respectively, then the cost of
our CO solution is ρ(L(Mπ )) = 2m1 + 4(m − m1 ) + 2` + 1 = 4m − 2m1 + 2` + 1, where m1
is the number of rows whose edges are in the collection of paths P . The corresponding cost
of the solution to (1,2)-TSP Path is m1 + 2(n − 1 − m1 ) = 2(n − 1) − m1 .

Proof. Ignoring the first run of L(Mπ ) for the moment, every row in Mπ corresponding to
an edge in P contributes two runs to ρ(L(Mπ )) (e.g. 0 . . . 0110 . . . 0). Any row whose edge
is not in P and not in the bottom 2` rows, contributes four (e.g. 0 . . . 010 . . . 010 . . . 0) and
there are m − m1 such (rows) edges. The extra 2` rows in total contribute 2` runs. Adding
the ‘+1’ term for the start of L(Mπ ) gives the desired expression. The second statement
follows from the TSP Path having m1 edges of weight 1 and the n − 1 edges in total needed
to form a Hamiltonian path.
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Lemma 3. If cs and ct are not the first and last columns respectively, then the solution to
CO is sub-optimal.

Proof. If ct is first and cs is last, then one extra run is contributed over cs being first and
ct last, while maintaining the rest of the ordering to be the same. In any configuration
where either cs or ct are not ends of the matrix, the bottom rows will contribute at least 3`
runs. Letting m∗1 denote the optimal number of edges of P , then the optimal ρ(L(Mπ∗ )) is
4m − 2m∗1 + 2` + 1 < 4m + 2` ≤ 3`. Note that the first inequality is strict since we can always
find at least one edge for P .

It is immediate from Lemmas 2 and 3 that an optimal solution for CO is one which maximizes
m1 , and this provides an optimal solution for (1,2)-TSP Path. We now must show that our
reduction is also an L-reduction. Lemmas 4 and 5 consider the two possible cases.
Lemma 4. If cs and ct are the first and last columns respectively in a solution to CO, then
the L-reduction conditions hold.

Proof. By Lemmas 2 and 3, the optimal cost for the instance of CO can be expressed as
4m − 2m∗1 + 2` + 1 and the optimal cost for the instance of (1,2)-TSP Path as 2(n − 1) − m∗1 .
To prove Condition (i), we need to show there exists an α > 0 such that

4m − 2m∗1 + 2` + 1 ≤ α(2(n − 1) − m∗1 )

Since m = Θ(n) there exists a constant C > 1, such that for n large enough m ≤ Cn. The
left hand side can be bounded above by 4Cn − 2m∗1 + 8Cn + 1 = 12Cn − 2m∗1 + 1 (recall
` = 4m). Since m∗1 ≤ n − 1 it is easy to find such an α for n ≥ 2. Below is the inequality for
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Condition (ii), which is true for β ≥ 1/2.

(2(n − 1) − m1 ) − (2(n − 1) −

m∗1 )



≤ β (4m − 2m1 + 2` + 1) − (4m −

2m∗1

+ 2` + 1)



Lemma 5. If cs and ct are not the first and last columns respectively in a solution to CO,
the L-reduction conditions still hold.

Proof. Condition (i) holds since the optimal solution values to the overall problem have not
changed. For Condition (ii), we consider the two scenarios:

• Scenario 1: cs or ct are not at the far ends of Mπ . Then the cost of the solution for
CO, which is at least 3`, exceeds the cost for any solution considered in Lemma 4. Furthermore, any corresponding solution for (1,2)-TSP Path has already been considered
in Lemma 4, where now the right-hand is larger than it was in Lemma 4.
• Scenario 2: ct is the first column of Mπ and cs is the last. Then, again, we have
already considered a solution in Lemma 4 which has solution cost one less for CO and
yet had the same solution cost for (1,2)-TSP Path.

This completes the proof.

Reduction Phase 2

Given the matrix M as constructed in Phase 1 from G, we will now construct a string T
as input to the problem AO. It is easier to describe T in terms of its substrings, which are
created by iterating through the matrix M as follows:
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• For 1 ≤ j ≤ n + 2, 1 ≤ i ≤ m + 2`: if Mi,j = 1 output the substring 10i+1 2Cj
• For 1 ≤ j ≤ n + 2: output the substring 0m+2`+2 2Cj
• Append to each substring created above a unique $i symbol (1 ≤ i ≤ 2m + 2` + n + 2).

The string T is the concatenation of these substrings in any order and |T | = O(n2 ). The
alphabet set Σ is {0, 1, 2} ∪ {C1 , C2 , . . . , Cn+2 } ∪ {$1 , $2 , . . . , $2m+2`+n+2 } and σ = Θ(n).
Given a solution π to this instance of AO we use the relative ordering given to the Ci symbols
as the ordering for the columns of Mπ . For the analysis of why this works, we define some
properties that we would like BW T (T ) and π to have. For any symbol a ∈ Σ we will call the
maximal set of indices where the F column of the sorted circular shift matrix has only a’s
as the a-block. Our goal will be to ‘simulate’ the linearization of L(Mπ ) within the 0-block
of BW T (T ). We let Cs and Ct denote the symbols for columns cs and ct respectively.
The following are the key properties that an optimal solution π ∗ will have:

1. For a fixed j, all Cj symbols are placed adjacently in BW T (T );
2. All 2 symbols are placed adjacently in BW T (T );
3. The symbol 2 is adjacent to the symbol 0 in the ordering;
4. The $i symbols are ordered in such a way as to minimize the number of runs of 1 in
the 0-block of BW T (T ).
5. The symbols Cs and Ct are both positioned at the beginning and end respectively of
the alphabet ordering given to the Ci symbols.
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The 0-block of BW T (T ) will consist of 0’s, 1’s, and $i symbols. All $i symbols will be
adjacent within the 0-block. This is since the $i symbols succeeded by 0, are all succeeded
by the substring 0m+2`+2 2 and every occurrence of 0m+2`+2 2 preceded by a $i symbol (when
T is viewed as a circular string). Let r0 denote the number of runs created in the 0-block of
BW T (T ), minus the number of $i symbols in the 0-block of BW T (T ).
Lemma 6. Unless all of the above properties hold, the solution to AO is suboptimal.

Proof. If any of Properties 1-3 are violated, we can exchange our solution with one which
maintains the value r0 but reduces the runs created in other blocks. This is since the alphabet
ordering can be modified to have these properties, while at the same time maintaining the
relative orderings of symbols within the 0-block. In the case of Property 4, given that
Properties 1-3 hold, modifying the solution so that the property holds can only decrease r0 ,
while it maintains the number of runs created in other blocks. Assuming properties 1-4 hold,
there are two possibilities, either Cs and Ct are extremal or they are not.

• In the case of being extremal, if Cs < Ct , then by Property 4, the 2` = 8m instances of
1’s in the bottom 2` rows of Mπ shall correspond to 4m runs of two consecutive 1’s in
the 0-block of BW T (T ). The upper rows of Mπ shall correspond to at most 2m runs
of 1’s in the 0-block of BW T (T ). Hence, in the 0-block there are at most 6m + 1 runs
of 1’s making at most 6m + 2 runs of zeros to surround them, so that r0 ≤ 12m + 3. In
the case where Ct < Cs , one additional run of 1’s is created over the same configuration
where the positions of Cs and Ct are swapped.
• In the case of them not being extremal, considering only the last 2` rows of Mπ , there
are 8m runs of lonely 1’s in the 0-block of BW T (T ), and at least 8m + 1 runs of 0’s
to surround them, leading to r0 ≥ 16m + 1.
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This completes the proof.

As mentioned earlier, we aim to have a substring of BW T (T ) within the 0-block which is
the same as L(Mπ ) except for the lengths of its runs, i.e., the number of runs will be the
same. We will call this substring the simulation of L(Mπ ).
Lemma 7. If all Properties 1-5 hold, then r0 = ρ(L(Mπ )) − 1 and ρ(BW T (T )) = r0 + σ − 1.

Proof. We will first show that when Properties 1-5 hold, r0 = ρ(L(Mπ )) − 1, i.e., that the
simulation works. Within the 0-block of BW T (T ), row i is simulated by the characters
preceding each substring 0i+1 2. Note that they all appear consecutively in the 0-block.
Within the simulation of the ith row, if the value of the j th column of Mπ is 0, then the
characters preceding substrings of the form 0i+1 2Cj are all 0. If the value of the j th column
of M is 1, then there exists a single substring of the form 0i+1 2Cj preceded by a 1, and the
remaining substrings of the form 0i+1 2Cj are all preceded by 0. Note that all characters
preceding 0i+1 2Cj are consecutive within the ith row, however, the unique $’s following each
substring allow the characters following each 0i+1 2Cj to have their orders swapped. Because
of Property 5, in the column ordering of Mπ there will never be a run of more than two
consecutive 1’s in L(Mπ ). Hence, when Property 4 is applied, we know that 1’s which would
are adjacent in L(Mπ ) are adjacent in the 0-block. Combining all these observations gives
us that L(Mπ ) is successfully simulated within the 0-block. The ‘−1’ term in the expression
for r0 arises due to Property 2. This is since the 0 symbol in 0-block of BW T (T ) that is
adjacent to the 2-block does not contribute a run. We have shown r0 = L(Mπ ) − 1.
Finally, the fact that ρ(BW T (T )) = r0 + σ − 1 follows from Properties 1-3 which cause every
symbol except 1 to contribute exactly one run to ρ(BW T (T )) outside of the simulation (1’s
first appearance is within the simulation).
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Lemma 8. If all Properties 1-5 hold, the L-reduction conditions are satisfied.

Proof. By Lemma’s 6 and 7 we have the optimal cost for AO being r0∗ + σ − 1 and optimal
cost for CO as r0∗ + 1. For Condition (i) note that σ = Θ(n) and because there are at most
5 runs created by each row, m + 2` ≤ r0∗ ≤ 5(m + 2`), so that r0∗ = Θ(n). Hence, we can
find an α such that r0∗ + σ − 1 ≤ α(r0∗ + 1). For Condition (ii), we have (r0 + 1) − (r0∗ + 1) ≤
β((r0 + σ − 1) − (r0∗ + σ − 1)) with β = 1.
Lemma 9. If any of Properties 1-5 are violated, the L-reduction conditions are satisfied.

Proof. Condition (i) is satisfied since optimal values for the overall problem are unchanged.
For Condition (ii), if any of the first four properties are violated, we have already shown in
Lemma 8 that the inequality holds in the harder case where ρ(L(Mπ )) has the same value
but the overall number of runs in BW T (T ) is less. If the first four properties hold and the
fifth property does not hold, there are two cases. In the first case, if Ct is ordered first and
Cs last, then swapping Cs and Ct modifies both sides of the inequality for Condition (ii) by
the same amount. In the second case, if either Cs or Ct are not ordered first or last, the left


hand side of the inequality in Condition (ii), that is ρ(L(Mπ )) − ρ(L(Mπ∗ )) , will be large,
as this corresponds to the columns cs and ct not being first or last. However, the right-hand


side (r0 + σ − 1) − (r0∗ + σ − 1) will be large as well, perhaps even larger as there may exist
runs of three of four 1’s in L(Mπ ) that cannot be simulated in the 0-block of BW T (T ). In
particular, r0 ≥ ρ(L(Mπ )) − 1 and ρ(L(Mπ∗ )) = r0∗ + 1, so that with β = 1


ρ(L(Mπ )) − ρ(L(Mπ∗ )) ≤ (r0 + 1) − ρ(L(Mπ∗ )) ≤ β (r0 + σ − 1) − (r0∗ + σ − 1) .
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We have shown an L-reduction from (1,2)-TSP Path to AO. This combined with Lemma 1
completes the proof for Theorem 1.

Proof of Corollary 1

Assuming ETH, there exists no 2o(n) time algorithm for Hamiltonian Path Problem [36]. Our
reduction allows us to determine the minimum number of paths in G needed to cover all the
vertices and can hence solve Hamiltonian Path. This can be done by first constructing an
incidence matrix for G and then applying the rest of the reduction as in Section 2. Since
the alphabet size σ is linear in n and |T | = Θ(n2 ), an |T |O(1) · 2o(σ) time algorithm for AO
would imply an 2o(n) time algorithm for Hamiltonian Path, a contradiction.

Constrained Alphabet Ordering

Reducing to a Simpler Problem

Recall that we wish to find an ordering on the special symbols $1 , . . . , $d such that the number
of runs in the BWT of T = T1 $1 . . . Td $d is minimized and the $ symbols are lexicographically
before other symbols. We will consider our alphabet to be over integers that are bounded
by N O(1) , where N = |T |. Let s be an arbitrary substring of T without $ symbols. The
symbols in T which are followed by s$i will form a contiguous portion of BW T (T ). However,
their ordering within that contiguous portion is determined by the relative ordering given
to $i symbols. Hence, we can arrange the symbols within this portion of BW T (T ) so that
identical symbols are placed adjacently.
For example, let c1 s$1 , c2 s$2 , ...., ct s$t be substrings of T . The symbols c1 , c2 , ... ct will
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be contiguous in BW T (T ) in some order. Now, suppose that c2 = c4 = c7 . By rearranging
the $2 , $4 , and $7 to be adjacent within the relative ordering of the $ symbols, we can make
c2 , c4 , and c7 appear consecutively. Taking this one step further, we can also change the
relative ordering of $2 , $4 , and $7 , so that if the substrings αc2 s$2 , βc4 $4 , and αs$7 occur in
T , then the two α’s will be adjacent in the contiguous portion of BW T (T ) corresponding to
the substrings c2 s$2 , c4 s$4 , and c7 s$7 .
Hence, the set of symbols Bs = {x | xs$i is a substring of T for some i ∈ [1, d]} can be
modeled as a tuple where each symbol appears only once within the tuple. Along with each
symbol x in Bs , we will maintain a set ∆xs = {$i | xs$i is a substring of T }. We will arrange
all non-empty tuples Bs in the lexicographic ordering of s. As such, these tuples can be
constructed by first assigning any ordering to the $ symbols (where they are lexicographically
first in the alphabet) and then using the longest common prefix (LCP) between consecutive
suffixes in lexicographic order. These values are obtained directly from the longest common
prefix array. The suffix array and longest common prefix array can both be constructed in
linear time assuming an integer alphabet of size N O(1) [44]. We will define the problem of
ordering the symbols within these tuples as a new problem.
Problem 9 (Tuple Ordering (TO)). Given a list of tuples t1 , . . . , tq in a fixed order, each
containing a subset of symbols from Σ, order the symbols in each tuple such that the total
number of runs in the string formed by their concatenation t1 · t2 · . . . · tq is minimized (not
considering ‘(’, ‘)’ and commas, of course).

We will show that TO can be solved in linear time. To map solutions of TO back to solutions
of CAO, a tuple for Bs needs to maintain pointers to each tuple Bxs , where x is a symbol.
Then given a solution to TO, we start with the tuple for Bε . The ordering given to symbols
within this tuple provides us with a partial ordering on the $ symbols. The symbols in
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∆xε associated with the first symbol x within the tuple are ordered before the symbols ∆yε
associated with the second symbol y, etc. Then for a symbol x, the tuple for Bx provides
a refinement of this partial ordering. In particular, it provides a partial ordering on ∆xε .
To recover the total ordering on $ symbols, we recursively refine the partial ordering at our
current tuple by examining all of the tuples which the current tuple points to. Note that this
works since for a given tuple for Bs , the sets ∆xs are disjoint. The time required to recover
this solution is proportional to N .

Solving the Tuple Ordering Problem in Linear Time

We show how to reduce the TO problem to the single-source shortest path problem on a
DAG G, which is constructed as follows. For each tuple ti , create two sets of vertices Li and
Ri , both of size |ti |, such that for each symbol c ∈ ti , there exists a vertex with label c in Li
as well as in Ri . Between each pair of vertices u ∈ Li and v ∈ Ri , where the label of u is
not equal to the label of v, create a directed edge of weight 1 from u to v. If |ti | = 1, then
create a directed edge of weight 1 from the unique vertex in Li to the unique vertex in Ri .
For each Ri and Li+1 (1 ≤ i ≤ q − 1), and each pair u ∈ Ri and v ∈ Li+1 , create a directed
edge from u to v, with weight 1 if they have the same label, and weight 2 otherwise. Finally,
create a start vertex s and directed edges of weight 1 from s to each vertex in L1 , and an
end vertex e with directed edges of weight 1 from each vertex in Rq to e. See Figure 2.2 for
an illustration.
Clearly, the shortest path from s to e is the one with the fewest edges of weight 2, and this
path gives us a tuple ordering which minimizes the number of runs created by the tuples.
To obtain this ordering, for a tuple ti , place as the left-most symbol the label of the vertex
used in Li within the shortest path, and the right-most symbol the label of the vertex used
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The graph G constructed for the tuple ordering instance (0, 1, 2), (0, 1), (2),

in Ri within the shortest path. The other symbols can be ordered arbitrarily. Because G a
DAG, this shortest path can be found in time proportional to the number of edges, which is
O(σ 2 q). Next, we show how to solve this in time proportional to the number of vertices in
the graph G.
Rather than constructing the edges in G, we can work from left-to-right maintaining the
shortest path from s to the vertices in our current level of G, either Li or Ri . Suppose our
current level is Li and we wish to extend the solution to the level Ri . Assuming |ti | ≥ 2,
we identify the vertices v1 and v2 in Li with the first and second shortest paths (they may
have the same length) from s, respectively. For each vertex u in Ri , if the label of u is not
the same as the label for v1 , we make the shortest path to u the path from s to v1 , then the
edge from v1 to u, otherwise we make it the path from s to v2 , then the edge from v2 to u.
If |ti | = 1, we make the shortest path from s to u the path from s to the unique vertex v in
Li , then the edge from v to the unique vertex u. To extend a solution from Ri to Li+1 , we
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first identify the vertex v1 in Ri with the shortest path from s. For each vertex u in Li+1 , if
a vertex with matching label vu exists in Ri , we take as the shortest path to u the shorter of
the following two paths: (i) the path from s to v1 , then from v1 to u, or (ii) the path from
s to vu , then from vu to u. If no such vertex with matching label exists in Ri , take as the
shortest path from s to u the path from s to v1 , then from v1 to u.

An Example of the Effectiveness of CAO

Lastly, we provide an example where the $ symbol ordering greatly reduces the number
of runs in the BWT. Let d be the number of strings and n the length of the strings.
It is possible for a set of special symbols to be ordered such that the number of runs is
Ω(nd). Let σ = 2 and d = σ n . Consider the d distinct binary strings concatenated with
special symbols in lexicographic order. Under the ordering $1 < $2 ... < $d , the string
BW T (T ) alternates between the $’s, 0’s, and 1’s, yielding Ω(nd) runs. On the other hand,
for this same case, arranging the $’s in the optimal ordering will give O(d) runs in total. This is since for any substring s of T , the contiguous section of BW T (T ) containing
the characters preceding s$i for i ∈ [1, d] contains at most the start of two runs. For
example, with n = 3, we would have T = 000$1 001$2 010$3 011$4 100$5 101$6 110$7 111$8 .
The number of runs in BW T (T ) under the naive ordering $1 < $2 < . . . < $8 , is 32
with BW T (T ) = 01010101010101$8 $1 01$2 $3 010101$4 $5 01$6 $7 . The number of runs using
an optimal ordering $3 < $5 < $2 < $7 < $4 < $6 < $1 < $8 is 19 with BW T (T ) =
00001111110001$8 $1 01$2 $3 001110$4 $5 01$6 $7 .

33

CHAPTER 3: WHEELER GRAPH RECOGNITION

The work presented here first appeared in the 28th Annual European Symposium on Algorithms, ESA 2019 [58].

NP-completeness of Wheeler Graph Recognition

We first show a simple reduction from the Betweenness problem to Wheeler Graph Recognition. Although straightforward, it requires graphs with either O(n) sources or O(n) edges
with the same label leaving a single vertex. In Section 3, by expanding on the techniques
used in the first reduction we show that even if these quantities are limited to at most five
the recognition problem remains NP-complete.

The Betweenness Problem

The Betweenness problem is an ordering constraint satisification problem first established as
NP-complete by Opatrný in 1979 [116]. Like our problem, it deals with finding a total ordering on a set of elements. The input to the Betweenness problem is a list of distinct elements
T = t1 , . . . , tn and a collection of k < n3 ordered triples of (t11 , t12 , t13 ), (t21 , t22 , t23 ), . . . (tk1 , tk2 , tk3 )
where every element in a triple is in T . The elements in the list T should be ordered so that
the middle element in each triple appears somewhere between the other two elements in that
triple. The elements in each triple are not required to be consecutive in the ordering. The
decision problem is determining whether such an ordering exists.
As an example, consider the input T = 1, 2, 3, 4, 5, 6, and triples (5, 2, 3), (1, 5, 2), (4, 5, 6),
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(4, 6, 2). An ordering that satisfies the given triples is 1, 4, 5, 6, 2, 3. An ordering that does
not satisfy the given triples is 1, 2, 3, 4, 5, 6 since it violates the triples (5, 2, 3), (1, 5, 2),
and (4, 6, 2).

Reduction from Betweenness to Wheeler Graph Recognition

Figure 3.1: An example of the reduction with input list 1, 2, 3, 4, 5, 6 and the triples
(5, 2, 3), (1, 5, 2), (4, 5, 6).

Suppose we are given as input to the Betweenness problem the list t1 , t2 , . . . , tn , and triples
(t11 , t12 , t13 ), (t21 , t22 , t23 ), . . . , (tk1 , tk2 , tk3 ). We construct a DAG of size O(nk) as follows:
• Create a source vertex v0 and vertices vij for 1 ≤ i ≤ n and 1 ≤ j ≤ k.
• For each triple (tj1 , tj2 , tj3 ), create a vertex for each element of the triple, we call them
w1j , w2j , and w3j respectively.
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• Create the edges (v0 , vi1 , 1) and edges (vij , vij+1 , 1) for 1 ≤ i ≤ n, 1 ≤ j ≤ k − 1.
• Create the following edges for 1 ≤ i ≤ n, 1 ≤ j ≤ k:
– (vij , w1j , 2) and (vij , w2j , 2) if ti = tj1 ;
– (vij , w2j , 2) if ti = tj2 ;
– (vij , w3j , 2) and (vij , w2j , 2) if ti = tj3 .

The intuition is that the vertices with inbound red (solid) edges labeled 1 represent the
permutation of the elements in T . The vertices with the inbound blue (dashed) edges labeled
2 represent the elements in each triple. Consider the graph formed by the reduction as laid
out in the same fashion as shown in Figure 3.1. The ordering is obtained from the layout
as follows: vertices with inbound red edges are ordered from bottom-to-top, followed by
the vertices with inbound blue edges also ordered from bottom-to-top. In the layout, any
red edges crossing red edges, or blue edges crossing blue edges, correspond to forbidden
configurations. Hence, in a proper ordering, these crossings should not occur.
Lemma 10. An instance of the Betweenness problem has an ordering satisfying all of the
constraints iff the graph constructed as above is a Wheeler graph.

Proof. The edges labeled 1 force the ordering given to vi1 to be repeated k times, once for
each constraint. Otherwise, the second inequality in the Wheeler graph axioms is violated.
Similarly, the edges with label 2 enforce that the only valid orderings of the vertices representing elements in T are orderings that satisfy the betweenness constraints. In particular,
a monochromatic rainbow of edges with label 2 is avoided iff for the j th constraint (tj1 , tj2 , tj3 ),
the given vertex ordering has vij2 ordered between vij1 and vij3 , where ti1 = tj1 , ti2 = tj2 , and
ti3 = tj3 .
36

The last statement in the proof can be observed in Figure 3.1 where the top-most betweenness
constraint gadget has the vertices for 4, 5, and 6 in a constraint satisfying order. One can
easily check that reversing the positions of the vertices for 4 and 6 will avoid dashed blue
edges crossing dashed blue edges, avoiding a monochromatic rainbow when the bottom-totop ordering described earlier is applied. However, any order where 5 is not between 4 and
6 will not satisfy this property. Theorem 3 then follows directly from Lemma 10.

NP-completeness of Wheeler Graph Recognition on d-NFAs

Now we restrict the number of edges with the same label that can leave a single vertex.
We adopt the terminology used by Alanko et al., and consider the problem of recognizing
whether a d-NFA is also a Wheeler graph [6]. A d-NFA is defined as follows:
Definition 2. A d-NFA G is an NFA where the number of edges with the same character
leaving a vertex is at most d. We refer to the value d as the non-determinism of G.

Here an NFA contains a single start state, from which we assume each vertex is reachable.
The results in this section are in contrast to the recent work of Alanko et al., who showed
that it can be recognized in polynomial time whether a 2-NFA is a Wheeler graph [6]. Their
result coupled with the observation that the reduction in Section 3 requires a nΘ(1) -NFA
suggests an interesting question about what role non-determinism plays in the tractability
of Wheeler graph recognition. To this end, we prove Theorem 15.
Theorem 15. The Wheeler Graph Recognition Problem is NP-complete for d-NFA’s, d ≥ 5.

The strategy of the proof will be to reduce the NP-complete problem 4-NAESAT to Wheeler
Graph Recognition. In 4-NAESAT each clause is of length 4, and an instance is satisfiable iff
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there exists a truth assignment such that each clause contains both a true literal and a false
literal. We start with 4-NAESAT to obtain a 3-NAESAT instance with the special property
highlighted by Lemma 11.
Lemma 11. An instance φ of 4-NAESAT can be reduced in poly-time to an instance φ0 of
3-NAESAT where a variable occurring in the middle of a clause appears at most twice in φ0 .

Proof. Convert the 4-NAESAT instance φ to a 3-NAESAT instance φ0 by converting each
clause (ak , bk , ck , dk ) into the clauses (ak , wk , bk ) and (ck , wk , dk ) where wk is a new variable.
One can quickly check that both clauses have a satisfying not-all-equal assignment iff it is
not the case that ak = bk = ck = dk . We also note that the variable used in the middle of
the clauses, wk , is used only twice in all of φ0 .

For convenience, we define the set of 3-NAESAT instances where any variable occurring in
the middle of a clause occurs at most twice in the whole Boolean expression as 3-NAESAT∗ .
We next describe the construction of a one source DAG from an instance of 3-NAESAT∗ .
Suppose we are given an instance φ of 3-NAESAT∗ with variables x1 , x2 , . . . , xn and the
clauses (ak , bk , ck ) where we assume ak , bk , ck can represent either a Boolean variable or its
negation. We create a single source DAG G based on φ. The first step creates a menorah
like structure which allows for the vertices representing xi and xi to swap places in G, but
otherwise fixes the positions of the vertices. We begin by adding the vertices which represent
our variables, x1 , . . . , xn , X, x1 , . . . , xn ; (the role of X will become clear). Next, we add the
structure to constrain their possible positions (see Figure 3.2 for an example).
Add to G the vertices:

• s01 . . . , s0n ;
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Figure 3.2: Vertex Z1 and Z2 could be for clauses (x1 , x2 , x3 ), (x2 , x3 , x4 ). Each ‘betweenness’
constraint adds a layer. (x4 , X, x4 ) constraint shown.

• For 1 ≤ i ≤ n − 1, 1 ≤ j ≤ n − i: sji and sji ;

Add to G the red (solid) edges:

• (s01 , s02 , 1), . . . (s0n , X, 1);
• For 1 ≤ i ≤ n − 1, 1 ≤ j ≤ n − i: (sj−1
, sji , 1) and (sj−1
, sji , 1);
i
i
• For 1 ≤ i ≤ n: (sn−i
, xi , 1) and (sin−i , xi , 1);
i

For clause k, denoted (ak , bk , ck ), we add a vertex Zk . Suppose the middle variable of the
clause, bk , is xh (positive or negated), then we add the vertices zkj for 1 ≤ j ≤ n − h, and
red edges (s0h , zk1 , 1), (zk1 , zk2 , 1) . . . (zkn−h , Zk , 1).
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Now we wish add a set of betweenness type constraints on any proper ordering given of
the vertices L0 = {x1 , . . . , X, xn . . . x1 , Z1 , Z2 , . . .}. Given a constraint (y1 , y2 , y3 ) we insist y2
be between y1 and y3 in the ordering. This can be done by adding a layer of new vertices
L1 = {x11 , . . . , X 1 , x1n . . . x11 , Z11 , Z21 , . . .} with red(solid) edges labeled 1 from vertices in layer
L0 to their corresponding vertices in L1 . We use the same gadget that was used in Section 3.
Consider adding a betweenness constraint on the vertices y1 , y2 , y3 in L1 . Add the vertices
w11 , w21 , and w31 and the blue(dash) edges (y11 , w11 , 2), (y21 , w21 , 2), (y31 , w31 , 2), (y11 , w21 , 2) and
(y31 , w21 , 2). Additional betweenness constraints can be similarly enforced by adding a new
layer L2 on top of L1 with a new gadget. We add the betweenness constraints (xi , X, xi ) for
1 ≤ i ≤ n fixing X, and then betweenness constraints (ak , Zk , bk ) and (ck , X, Zk ) for every
clause (ak , bk , ck ).
Before proving the correctness of the reduction, we make the observation that because any
variable occurring in the middle of a clause occurs as most twice in the whole expression,
the maximum number of edges leaving a vertex s0i is bounded by 3 + 2 = 5. All of the other
vertices have at most three edges with the same label leaving them.
Lemma 12. The leveled graph G constructed as above from an instance φ of 3-NAESAT∗
is a Wheeler graph iff φ is satisfiable.

Proof. Given a truth assignment that satisfies the 3-NAESAT∗ instance φ, put the vertices
in L0 whose variables are assigned the value T on the left side of X (as in Figure 3.2), and
the vertices whose variables are assigned F on the right side of X. For example, if x1 = T
and x2 = F , the two left-most vertex on level L0 would be x1 followed by x2 . For all of the
possible not-all-equal arrangements of the variables for ak , bk , and ck , relative to X, we will
always be able to find a place in ordering for Zk that respects the betweenness constraints. For
instance, if the variable for bk is xh , this is possible because Zk is able to ‘freely pivot’ around
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Table 3.1:
(ck , X, Zk ).

Possible relative orderings of ak , bk , ck , Zk , X subject to (ak , Zk , bk ) and
Possible Orderings (ak has variable xj and ck has variable xh )
ak bk ck
j<h
h<j
FFT
ck . . . X . . . bk , Zk . . . ak
ck . . . X . . . bk , Zk . . . ak
bk , Zk . . . X . . . ck . . . ak
bk , Zk . . . X . . . ak . . . ck
FTF
T F F ak . . . bk , Zk . . . X . . . bk . . . ck ak . . . bk , Zk . . . X . . . bk . . . ck
F T T ck . . . bk . . . X . . . bk , Zk . . . ak ck . . . bk . . . X . . . bk , Zk . . . ak
ak . . . ck . . . X . . . Zk , bk
ck . . . ak . . . X . . . Zk , bk
TFT
TTF
ak . . . Zk , bk . . . X . . . ck
ak . . . Zk , bk . . . X . . . ck

Table 3.2: Orderings implied by all-equal assignment that are impossible while satisfying
constraints.
Impossible Orderings (ak has variable xj and ck has variable xh )
ak b k c k
j<h
h<j
T T T ak . . . bk . . . ck . . . X
ck . . . bk . . . ak . . . X
X . . . ak . . . bk . . . ck
F F F X . . . ck . . . bk . . . ak
the vertex sh in the spine of menorah structure to find betweenness constraint respecting
position immediately to left or right of xh or xh . This can be confirmed by examining all
possible cases, as is shown in Table 3.1. That is, for clause (ak , bk , ck ) Table 3.1 shows all
possible not-all-equal truth assignments, and the corresponding relative orderings of L0 that
we can apply to the vertices to satisfy the Wheeler graph axioms.
In the other direction, assume G is a Wheeler graph so we have a proper ordering on the
vertices of G. The proper ordering of the menorah structure is fixed with the exception
of zij vertices and the ordering duplicated across layers L0 , L1 , . . .. We will show that in a
proper ordering of the vertices the ordering given to L0 must have every clause in φ getting
a not-all-equal assignment when we apply the following map: vertices for variable on the left
of X in L0 map back to T assignment for that variable, and vertices for a variable to the
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right of X in L0 map back to an F assignment for that variable.
Suppose to the contrary that this mapping did not provide a valid not-all-equal assignment.
Then L0 was given an ordering where either the variables for ak , bk , and ck are all on the
left or the right side of X. The possible arrangements for this are presented in Table 3.2. In
contrast to the cases listed in Table 3.1, for all cases listed in Table 3.2, placing Zk between
ak and bk violates the constraint (ck , X, Zk ), which by our reduction implies it violates a
Wheeler graph constraint as well. This contradicts our assumption that we have a proper
ordering on the vertices. We conclude that a proper ordering of the vertices of G must map
back to a truth assignment that gives each clause in φ a not-all-equal assignment.

This leaves open the complexity of the recognition problem for 3-NFA’s and 4-NFA’s.

Wheeler graphs and Queue Number

Queue Number

The concept of queue number and queue layout were introduced by Heath and Rosenberg
originally for undirected graphs in [68] and later expanded to directed graphs in [67]. Consider the vertices of the graph given a total ordering. We will say that we can process the
edges using k queues if we can iterate through the vertices in the given ordering, and every
time the tail of an edge is encountered that edge is enqueued in one of the queues, and when
the head of that same edge is encountered that edge is then dequeued. Over all possible
orderings of the vertices, there is some ordering that requires the minimum number of queues
to perform this processing. That minimum number of queues is called the queue number of
the graph. The problem of detecting whether a graph is a one-queue DAG was shown to be
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solvable in linear time by Heath and Pemmaraju [66, 67, 68]. Using a few additional steps,
we can extend their techniques to a specific subset of Wheeler graphs.
Theorem 16. The Wheeler graph recognition problem can be solved in linear time for an
edge alphabet of size σ = 1 on graphs without self-loops.

Proof. When σ = 1 and the graph has no self-loops, any proper Wheeler ordering is either a
topological ordering or a reversed topological ordering. Hence, the problem of finding a onequeue ordering and a proper Wheeler ordering are almost equivalent. The only difference is
that for a proper Wheeler ordering all of the vertices with in-degree zero must be placed first.
We can overcome this difference and reduce our problem to detecting one-queue DAGs. Let
V0 ⊂ V represent all vertices in V with in-degree zero. Create a new vertex u with in-degree
zero and add an edge from u to each vertex in V0 . Since a valid one-queue ordering is a
topological ordering, v0 must be first in the one-queue ordering. Moreover, any vertices in
the V − V0 must be in the one-queue ordering after the last position given to a vertex in V0 ,
otherwise a rainbow is created. Thus, the above modification ensures that only one-queue
orderings on V place the vertices in V0 before any vertices in V − V0 , so that we also obtain
a proper Wheeler ordering.

We can use results on the queue number of undirected simple graphs to obtain an upper
bound on the number of edges which can be in a Wheeler graph. An undirected simple graph
has queue number q if there exists an ordering on the vertices where we can process them
with q queues so that when an edge is first encountered it is enqueued, and when that edge
is encountered again it is dequeued, i.e., no rainbows for edges in the same queue.
Theorem 17. The number of edges in a Wheeler graph is at most 3σn − σ(2σ + 1).

Proof. The number of edges in a undirected graph with queue number q is at most 2qn −
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q(2q + 1) [40]. By removing self-loops and the edge orientations, the Wheeler graph becomes
an undirected graph with queue number at most σ. Each label adds at most n self-loops,
contributing in total at most σn additional edges.

An Exponential Time Algorithm

We can apply the encoding introduced by Gagie et al. [50] to develop exponential time
algorithms to solve all of the problems presented in this paper. The idea is to enumerate
over all possible encodings of Wheeler graphs with the proper number of vertices, edges, and
labels, checking whether the encoding is isomorphic with the given graph. This idea exploits
the fact that having such a space-efficient encoding also implies having a limited search
space of Wheeler graphs, and that graph isomorphism can be checked in sub-exponential
time. This proves Theorem 4.
Before describing the algorithm that proves Theorem 4 we need to describe the encoding
of a Wheeler graph given in [50]. A Wheeler graph can be completely specified by three
bit vectors. Two bit vectors I and O both of length e + n and a bit vector L of length
e log σ. We assume that the vertices of the Wheeler graph G are listed in a proper ordering
x1 <π x2 <π . . . <π xn . The array I is of the form 0`1 10`2 1 . . . 0`n 1 and O is of the form
0k1 10k2 1 . . . 0kn 1. Here `i is the out-degree of xi whereas ki is the in-degree of xi . The array
L indicates which character symbol is assigned to each edge. Specifically, the ith character
in L gives us the label of the edge corresponding to the ith zero in O. In [50] an additional
C array is added, and these arrays are equipped with additional rank and select structures
to allow for efficient traversal as is done in the FM-index [47]. For our purposes, however,
the arrays O, I, and L are adequate.
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The outline of the algorithm is given below as Algorithm 1. It essentially enumerates all bit
vectors of a given length, checks whether or not the bit vector encodes a valid Wheeler graph,
and if so then checks whether the encoding matches our given graph G. Let S represent the
set of all possible encodings we wish to check. Note that |S| ≤ 22(e+n)+e log σ .
Algorithm 1 IdentifyWheelerGraph(G)
for all (O, I, L) ∈ S do
if (O, I, L) defines a valid wheeler graph G0 then
convert G to undirected graph α(G)
convert G0 to undirected graph α(G0 )
if α(G) and α(G0 ) are isomorphic then
return “Wheeler Graph”
end if
end if
end for
return “Not a Wheeler Graph”

The Wheeler graph corresponding to the encoding can be extracted by working from right
to left reading the array I. For each zero in I, we know which symbol should be on the
inbound edge going into the corresponding vertex. We only need to decide where the edge’s
tail was. Let k be the edge label and j be the index of the label k in L that is furthest to the
right in L and yet to be used. If no such j exists we reject the encoding. When assigning
the tail for an edge, take as the tail the vertex xi where i = rank1 (O, select0 (O, j)). We call
the graph constructed in this way G0 .
We now wish to check whether G0 and G are the same graphs, only with a reordering of
the vertices, that is G0 is the result of applying an isomorphism to G. Unlike the typical
isomorphism for labeled graphs, where a bijection between the symbols on the edge alphabet
is all that is required, here we wish for the adjacency and the label on the edge to be preserved
in the mapping between G and G0 . Specifically, we wish to know if there exists a bijective
function f : V (G) → V (G0 ), such that if u, v ∈ V (G) are adjacent via an edge (u, v, k) with
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Figure 3.3: A k-gadget replacing directed labeled edge (u, v, k).

label k in G, then f (u) and f (v) are also adjacent via an edge (f (u), f (v), k) with label k in
G0 . Using ideas similar to those presented by Miller in [106], this problem can be reduced in
polynomial time to checking whether two undirected graphs are isomorphic.
Lemma 13. Checking whether the direct edge labeled graph G0 is edge label preserving isomorphic to G can be reduced in polynomial time to checking if two undirected graphs are
isomorphic.

Proof. Define the transformation α from directed edge labeled graph G to undirected graph
α(G) as follows: For every directed edge (u, v, k) replace it with the k-gadget in Figure 3.3.
Assume that there exists an edge label preserving isomorphism f from V (G) to V (G0 ).
This implies that when α is applied to G0 the same gadget is used to replace the edge
(f (u), f (v), k) as the gadget used to replace the edge (u, v, k) in G. Therefore, the function
f can be naturally extended to an isomorphism f˜ on the vertices of α(G) providing an
isomorphism between α(G) and α(G0 ). Now, consider the case where g is an isomorphism
between α(G) and α(G0 ). We wish to show that G and G0 must be related by an isomorphism
preserving edge labels. We define a n-tuple of numbers for each vertex v ∈ V (α(G)), β(v) =
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(a1 , a2 , . . . , an ) where ai is the number of vertices with graph distance (the number of edges)
i from v. In Figure 3.3, β(x) = (1, 1, . . . , 1, 2, . . .) where the leading 1’s are repeated k + 1
times. Notice first that β(v) = β(g(v)), that is β(v) is invariant under g. Also, β(y) =
(1, 1, . . . , 1, 2, . . .) where the leading 1’s are repeated σ + 1 times. For example, when k = 1,
we have β(y) = (1, 1, 2, . . .). Observe that for any vertex u ∈ V (G) of degree d we have
that β(α(u)) = (d, 2d, . . .). It follows that any vertex which is an x vertex of a k-gadget
is mapped by g onto an x vertex of a k-gadget. Similarly, any vertex which is a y vertex
of a k-gadget is mapped by g onto a y vertex of a k-gadget. Hence, k-gadgets are mapped
by g onto k-gadgets. This also implies that vertices in V (α(G)) originally in G are mapped
by g onto vertices in V (α(G0 )) which were originally in V (G0 ). If we restrict g to only the
vertices originally in V (G), then g provides us with an isomorphism between G and G0 . The
reduction clearly takes polynomial time.

The final step in this algorithm is to check whether α(G) and α(G0 ) are isomorphic. Using
√

well established techniques this can be done in time 2

n0 +O(1)

where n0 is the number of

vertices in α(G) [9]. The total time complexity of Algorithm 1 is the number of bit strings
tested, multiplied by the time it takes to (1) validate whether the bit string encodes a Wheeler
graph G0 and decode it, (2) convert G and G0 to undirected graphs α(G) and α(G0 ), and
(3) test whether α(G) and α(G0 ) are isomorphic. This yields an overall time complexity of
√
|S|nO(1) 2 n+2e(σ+1)+O(1) , i.e., 2e log σ+O(n+e) for Algorithm 1.
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Optimization Variants to Wheeler Graph Recognition

The Wheeler Graph Violation Problem is APX-hard

In this section, we show that obtaining an approximate solution to the WGV problem that
comes within some constant factor of the optimal solution is NP-hard. We do this through
a reduction that shows that WGV is at least as hard as solving the Minimum Feedback Arc
Set problem (FAS). FAS in its original formulation is phrased in terms of a directed graph
where the objective is to find the minimum number of edges that need to be removed in
order to make the directed graph a DAG. A slightly different formulation proves more useful
for us. Letting Fπ = {(vi , vj ) ∈ E | π(vi ) > π(vj )} we have the following:
Lemma 14 (Younger [127]). Determining a minimum feedback arc set for G = (V, E) is
equivalent to finding an ordering π on V for which |Fπ | is minimized.

From this, we can present the equivalent formulation of FAS.
Definition 3 (Minimum Feedback Arc Set (FAS)). The input is a list T = t1 t2 . . . tn of n
numbers and a set of k inequalities of the form ti < tj . This task is to compute an ordering
π on T so that the number of inequalities violated is minimized.

Interestingly, we could not have used FAS for proving that the Wheeler graph recognition
problem is NP-complete, as FAS is fixed-parameter tractable in terms of the size of the
feedback arc set [26]. Indeed, setting the size of the feedback arc-set to zero is equivalent to
checking if the given graph is a DAG and the problem becomes solvable in linear time.
On the other hand, it has been shown that FAS is APX-hard, meaning that every problem
in APX is reducible to it [75]. It also implies, assuming NP 6= P, that there is a constant
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C ≥ 1 such that there is no polynomial time algorithm which provides a C-approximation.
The reduction provided in this section implies:
Theorem 18. The WGV problem is APX-hard.

In addition, Guruswami et al. demonstrated that assuming the Unique Games Conjecture
holds, and NP 6= P, there is no constant C ≥ 1 such that a polynomial-time algorithm’s
approximate solution to FAS is always a factor C from the optimal solution. We state this
as a lemma.
Lemma 15 (Guruswami et al. [62]). Conditioned on the Unique Games Conjecture, for
every C ≥ 1, it is NP-hard to find a C-approximation to FAS.

An approximation preserving reduction from FAS to WGV combined with Lemma 15 proves
the other main result of this section, Theorem 5.

The Reduction of FAS to WGV

Let T = t1 , t2 , . . . , tn and inequalities t11 < t12 , t21 < t22 , . . . , tk1 < tk2 be the input to FAS.
We define a heavy edge between the vertices u and v with label ` as k + 1 subdivided edges
between u and v each with label `. That is, a heavy edge between u and v with label ` consists
of the edges (u, wi , `) and (wi , v, `) for 1 ≤ i ≤ k + 1. See Figure 3.4 for an illustration. We
use the following steps to create a graph (which is a DAG):

• Create a vertex v0 and vertices vij for 1 ≤ i ≤ n + 1 and 1 ≤ j ≤ k.
• For each inequality tj1 < tj2 create a vertex for both tj1 and tj2 , labeled w1j and w2j ,
respectively.
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Figure 3.4: A heavy(bold) edge in Figure 3.5 is actually k + 1 subdivided edges.

• Create heavy edges (v0 , vi1 , 1) for 1 ≤ i ≤ n + 1 and heavy edges (vij , vij+1 , 1) for
1 ≤ i ≤ n + 1, 1 ≤ j ≤ k − 1.
j
• Create heavy edges (v0 , w11 , 2), and heavy edges (vn+1
, w2j , 2) and
j
k
(vn+1
, w1j+1 , 2) for 1 ≤ j ≤ k − 1, and heavy edge (vn+1
, w2k , 2).

• Add the regular (not heavy) edges (vij , w1j , 2) if ti = tj1 , and (vij , w2j , 2) if ti = tj2 for
1 ≤ i ≤ n, 1 ≤ j ≤ k.

An example of the reduction is given in Figure 3.5. The intuition is that the vertices with
an inbound heavy edge labeled 1 represent the permutation of the elements in T . The heavy
edges labeled 1 force the permutation to be duplicated k times, once for each constraint.
The vertices with the inbound edge label 2 represent the elements in each inequality. We
will show that this is an approximation preserving reduction.
Let E 0 be an optimal solution to WGV and G0 = (V, E\E 0 ). Let π represent a proper
ordering on the vertices of G0 . Lemma 16 indicates that, other than permuting the ordering
found on the vertices vij for 1 ≤ i ≤ n (with the ordering duplicated for 1 ≤ j ≤ k), the
ordering for the vertices in Figure 3.5 is fixed.
We say an edge (u, v, k) violates a Wheeler graph axiom if any the following hold:
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Figure 3.5: Reduction from FAS to WGV where T = 1, 2, 3, 4, 5, 6 and the inequalities are
5 < 3, 1 < 5, and 6 < 4.

1. there exists an edge (u0 , v 0 , k 0 ) with k < k 0 and v ≥π v 0 ;
2. there exists an edge (u0 , v 0 , k 0 ) with k = k 0 and u <π u0 and v 0 < v;
3. the in-degree of u is zero and there exist w ∈ V with in-degree one or greater and
w <π u.
Lemma 16. Let φ represent a permutation of the set [n + 1]. Any ordering π which provides
a solution to the constructed instance of WGV with at most k edges violating the axioms is
of the form

1
1
1
k
k
k
v0 , vφ(1)
, vφ(2)
, . . . vφ(n+1)
, . . . vφ(1)
, vφ(2)
, . . . vφ(n+1)
, w11 , w21 , w12 , w22 , . . . w1k , w2k .
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Proof. The ordering given in Figure 3.5 causes at most k edges to violate, so we know that
|E 0 | ≤ k. If any of the w vertices is placed before a v vertex in π that causes k + 1 edges to
violate (1), implying |E 0 | ≥ k + 1, a contradiction. Similarly, v0 must be placed first in the
ordering.
For the v vertices, a v j vertex must precede a v j+1 vertex in π, for j ≥ 1. Suppose otherwise
for the sake of contradiction. Take the lowest ordered such vij+1 that is preceding a v j vertex.
If vtj follows vij+1 in the ordering, then the heavy edge (vij , vij+1 , 1) violates (2) due to the
edge (vtj−1 , vtj , 1) when j ≥ 2 and (v0 , vtj , 1) when j = 1, since vtj−1 <π vij and vij+1 <π vtj .
This causes k + 1 violations, a contradiction. The same ordering that was found on the
j
j+1
vertices v1j , v2j , . . . vn+1
must be duplicated across the vertices v1j+1 , v2j+1 , . . . vn+1
. Again for

the sake of contradiction, suppose otherwise and take the lowest ordered vertex vij+1 in the
second group which violates the ordering of the first. Supposing, vtj is element preceding vij
in the ordering, then the heavy edge (vtj , vtj+1 , 1) violates (2) due to edge (vij , vij+1 , 1) since
vtj <π vij and vij+1 <π vtj+1 . This creates k + 1 violations.
For the w vertices, the vertex w11 must be ordered first in the w block, else (v0 , w11 , 2) and
1
(vn+1
, w21 , 2) cause k + 1 violations. The vertex w21 must precede w12 , else the heavy edge
1
1
(vn+1
, w21 , 2) and edge (vi21 , w12 , 2) where ti1 = t21 cause k + 1 violations since vn+1
<π vi21 but
1
must proceed the vertex vi12 where ti2 = t12 . Otherwise the edges
w12 <π w21 . The vertex vn+1
1
1
(vn+1
, w12 , 2) and (vi12 , w21 , 2) cause k + 1 violations since vn+1
<π vi12 but w21 <π w12 . We

inductively proceed up to w1k and w2k .

Let f (x) refer to the reduction described above applied to an instance x of FAS, creating an
instance f (x) of WGV. We also refer to the solution to either of these problems as OPT(·),
and val(·) as the cost of a solution. For FAS, val(·) is the number of violated inequalities.
For WGV, val(·) is the number of violating edges.
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Lemma 17. Given an instance x of FAS, a solution to the instance f (x) of WGV that has
` ≤ k axiom violating edges yields a solution to x with ` violated inequalities.

Proof. Suppose we have a solution to y 0 for WGV instance f (x) with val(y 0 ) = ` ≤ k. By
Lemma 16 the ordering of the vertices only differs from the expected ordering by the ordering
j
j
. Ignore the vertex vn+1
and apply the remaining ordering to T . Any
given to v1j , . . . , vnj , vn+1

edge that has to be removed is one of the two edges (vij1 , w1j , 2) and (vij2 , w2j , 2), where ti1 = tj1
and ti2 = tj2 , and where vij2 <π vij1 and w1j <π w2j . This implies for our solution to x the j th
inequality has ti2 < ti1 , so we do not satisfy the inequality ti1 < ti2 . On the other hand, if
it holds for the edges (vij1 , w1j , 2) and (vij2 , w2j , 2) that vij1 <π vij2 , this implies the inequality is
satisfied.

The next lemma is an immediate consequence of Lemma 17.
Lemma 18. Given an instance x of FAS, a C-approximation to the solution OPT(f (x))
yields a C-approximation to the solution OPT(x).

Theorem 18 follows from Lemma 18 and Theorem 5 follows from Lemma 15 and Lemma 18.

The Wheeler Subgraph Problem is in APX

The dual problem to WGV is the problem of finding the largest subgraph of G which is a
Wheeler graph. This problem is called Wheeler Subgraph problem, abbreviated WS. Unlike
WGV, this problem yields a Θ(1)-approximate solution for constant σ.
We first prove the result for σ = 1. We then apply this result to get an approximation for
σ > 1. The proof for σ = 1 uses a branching of a directed graph. A branching is a set of
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arborescence where an arborescence is a directed, rooted tree with all maximal paths starting
at the root. A branching is called spanning if every vertex in V is included in exactly one
arborescence in the branching.
Lemma 19. There exists a linear time Θ(1)-approximation algorithm for WS when the
alphabet size σ is one.

Proof. Remove all singleton vertex (vertex with in-degree and out-degree zero), and let n0
be the number of remaining vertex. By doing this we know that the number of edges in the
remaining graph is at least n0 − 1. Next, remove any edges that are self-loops. Then let V0
be set of vertices with out-degree greater than zero. There are three cases:
Case: |V0 | ≤ n0 /2: Take a branching F such that each vertex with in-degree greater than
zero is included in some arborescence whose root is in V0 . This is always possible, as can be
shown by induction on the number of vertices not in V0 . In particular, if you take a vertex u
not in V0 , since there are no singleton vertex, u has in-degree greater than zero. Removing
u and applying the claim as an inductive hypothesis to the remaining graph G − {u}, you
get that u has some edge from a vertex in G − {u}, which can be used to add u to an
arborescence whose root is in V0 . Let |F| denote the total number of arborescences in F.
Since |V0 | ≤ n0 /2, it follows that |F| ≤ n0 /2 as well.
We create a planar leveling (L0 , L1 , . . .) of F by aligning all roots of the branching on level
L0 in an arbitrary order. Then set Li to be all of the vertices which are distance i from some
root in L0 . Because these are trees, we can order the vertices in levels in such a way that
the leveling is planar. For our purposes say the levels increase from left to right. We claim
that F is a Wheeler graph and that we can obtain a proper ordering π for the vertices of F
from this leveling. This is since, starting with V0 , we can read the order the vertices on each
level from the bottom to top before proceeding right to the next level.
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The number of edges in F, denoted e(F), is equal to n0 − |F|. And since |F| ≤ n0 /2, we have
that e(F) ≥ n0 /2. At the same time, by Theorem 17 the optimal number of edges, denoted
|E ∗ | (including the O(n0 ) self-loops we removed earlier) is O(n0 ). This makes the ratio of
the optimal solution value over the branching solution value is bounded. In particular,
|E ∗ |/e(F) ≤ O(n0 )/(n0 /2) = O(1). The construction of the branching, the planar leveling,
and the extracting π can all be done in linear time.
Case |V0 | > n0 /2: Take one outbound edge from each vertex in V0 . This is possible by the
definition of V0 . We obtain a Wheeler graph with |V0 | > n0 /2 edges. This gives us a solution
with an approximation ratio of |E ∗ |/|V0 | < O(n0 )/(n0 /2) = O(1). In either case, we have an
approximate solution with Θ(|E ∗ |) edges.

Next, we consider when σ > 1. Suppose G∗ = (V, E ∗ ) is the optimal solution for G. Then
E ∗ = E1∗ ∪ E2∗ . . . Eσ∗ where Ek∗ = {(u, v, k) ∈ E ∗ }. Let Gk = (V, Ek ) where Ek = {(u, v, k) ∈
E} and let G0k = (V, Ek0 ) be the optimal solution for Gk . Then, since |Ek∗ | ≤ |Ek0 | we have
|E ∗ | =

σ
X
k=1

|Ek∗ | ≤ σ · max |Ek∗ | ≤ σ · max |Ek0 |.
k

k

Applying the result for σ = 1 (Lemma 19), we can approximate maxk |Ek0 | with a solution
having α · maxk |Ek0 | edges for some constant α ≤ 1. Therefore,
α ∗
|E | ≤ α max |Ek0 | ≤ max |Ek0 | ≤ |E ∗ |.
k
k
σ
So the solution provides Ω(1/σ)-approximation for G as well.
We close this section by noting that the algorithm presented in Section 3 also provides us
with an exponential time solution to the two optimization problems defined in Section 3. The
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solution is to iterate over all possible subsets of edges in E, take the corresponding induced
subgraph, and apply Algorithm 1 to identify if the induced subgraph is isomorphic to a
Wheeler graph. For both the WGV and WS problems the optimal solution is the encoding
with the fewest edges removed. The resulting time complexity is the same as in Theorem 4
with the addition of one e term in the exponent. We have shown the following:

A Class of Graphs with Linear Time Solution for Recognition

As mentioned before, in [6] it was shown by Alanko et al. that that exists an algorithm
that solves the recognition problem on 2-NFA’s using linear time. This works by reducing
the recognition problem to a 2-SAT instance that can then be efficiently solved. The most
immediate modification to the reduction that allows for higher non-determinism fails to
ensure that a solution obtained from the 2-SAT instance is a proper ordering. Here we
allow for arbitrary levels of non-determinism but place two rather stringent conditions on
the graphs so that our techniques will work. It is also important to note that the motivation
of pattern matching on graphs is not particularly well suited for this class of graphs (one of
the main motivations of the work of Alanko et al.). We will see that these the graphs can
be easily converted into equivalent (from the pattern matching perspective) DFA’s which
are trees and hence also Wheeler graphs. Instead, we take the view point that these are
ordering problems, where the edges of the graph form a type of constraint and the vertices
need to be ordered in a way as to satisfy these constraints. The below characteristics make
this ordering problem solvable in polynomial time.
First, our graph G must have at least one vertex with in-degree zero. We let W0 denote
the set of vertices with in-degree zero. Next, we make two definitions which describe the
characteristics we require in order to solve the problem efficiently.
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Figure 3.6: On the left is an example of a small graph that has full spectrum outputs and
the unique string traversal property, but is not a Wheeler graph. On the right is an example
of a small graph that has both properties and is a Wheeler graph.

Definition 4. We consider a graph G to have full spectrum outputs if for every vertex v of
out-degree greater than zero, every label appears on an edge leaving from v.
Definition 5. A graph G has the unique string traversal property if for every vertex v, all
paths from W0 to v form the same string when the path’s edge labels are concatenated.

In Figure 3.6 we see a simple example of two graphs that satisfy both of the given definitions, however one is a Wheeler graph and the other is not. Further, it can be seen from the
reductions used in this work that even when graphs satisfy the unique string traversal property, the problem remains NP-hard. We leave open whether the problem is NP-hard when
restricted to instances that have full spectrum outputs but not the unique string traversal
property.
These two characteristics make this problem tractable using techniques similar to those used
to detect one-queue DAGs. Based on this, we provide a linear time solution for this special
case. Before presenting the solution, we introduce an essential data structure, and the process
by which it is used detect whether a DAG has queue number one.
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Figure 3.7: In the figure, p-nodes are represented by circles and q-nodes by rectangles. The
orderings represented by this PQ-Tree are orderings where 1 can be reversed with 2, the
leaves 3,4, and 5 can be permuted arbitrarily, and the order of the sets of leaves 1,2 and 3,4
5, can be swapped.

PQ-trees

PQ-trees were introduced by Booth and Lueker for the purpose of solving the consecutive
ones problem [17], and have since found applications in a wide range of problems including
planarity detection, detecting interval graphs, and graph embedding [17, 28, 64, 74, 91].
PQ-trees represent a set of possible orderings of the leaves which are subject to certain
constraints. These constraints specify that some subset of the leaves must be contiguous in
the ordering. The trees are made up of three types of nodes, p-nodes, q-nodes, and leaves.
The p-nodes allow for arbitrary permutations of their child nodes, whereas q-nodes only
allow for the reversal of their child nodes. The leaves represent the actual elements whose
ordering we are interested in. See Figure 3.7 for an example.
A universal PQ-tree is a p-node v where all of the leaves are v’s children. The -tree, T is a
special tree which represents the empty set of orderings. We can take the intersection of two
PQ-trees in time proportional to the sum of the two tree sizes [17]. The resulting PQ-tree
represents the intersection of the orderings represented by each PQ-tree. Deletion of a leaf
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can be done in constant time.

Detecting One-Queue DAGs

The problem of detecting whether a directed graph has queue number one can be solved
in linear time, but the solution is non-trivial. We give a rough idea of how the algorithm
works here. Details of the algorithm are given in [66, 67]. It begins by taking a leveling
V1 , . . . , Vk of the vertices in the DAG. Starting with a universal PQ-tree whose leaves are
the vertices in V1 , it then makes the leaves of the PQ-tree to be the vertices in V2 according
to adjacency, with possible duplicates. Then the leaves that should be in correspondence
(duplicate leaves) in V2 are merged into the same leaf. If at any point the merging step fails,
we obtain the -tree and conclude that the DAG does not have queue number one. If we get
to the final level without a merging step returning the -tree, the DAG has queue number
one. For convenience, we will call the combined steps of transforming the leaves and merging
the leaves from one level to the next pushing. The intuition behind this procedure is that
when the level-k has been pushed to, the PQ-tree captures all possible orderings of Vk such
that a one queue layout of levels one through k is possible. This interpretation of the process
is very useful for understanding the algorithm presented next.

Linear Time Solution

The basic approach to solving this problem is to use a depth-first search, treating sets of
vertices as a single vertex. These vertex sets will have PQ-trees pushed across them in
a similar fashion as was done in solution described above. The situation is slightly more
complicated here as we have multiple edge types. This results in a tree structure, rather
than a path of vertex sets. We will label the vertices representing vertex sets with capital
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letters and label the PQ-tree for a vertex set W ⊂ V as TW .
We split the algorithm into two parts. The first part is to create a tree where vertex sets
play the role of vertices. It is a depth-first search using the edges between neighborhoods
as connecting edges. The pseudocode is given in Algorithm 2. Nk (W ) denotes the set of
neighbors of the set W connected by an edge with label k. The function createVertex
takes a set of vertices and creates a new instance of a vertex class that can maintain pointers
to its parent, children, internal vertices, and a string. Lemma 20 can be proven by applying
induction to the number of edge labels, σ.
Algorithm 2 CreateNeighborhoodGraph
Require: Vertex set W with adjacency information
1: function CreateNeighborhoodGraph(W ):
2:
for all k ∈ [σ] do
3:
if Nk (W ) 6= ∅ then
4:
Wk ← createVertex(Nk (W ))
5:
Wk .parent ← W
6:
Wk .string ← k ◦ W.string
7:
W.children.add(CreateNeighborhoodGraph(Wk ))
8:
end if
9:
end for
10:
return W
11: end function

. Concatenate

Lemma 20. If the given graph G is a Wheeler graph, in a proper ordering, the vertex sets
obtained as above are ordered by the lexicographical ordering of their strings.

An example of a tree obtained from Algorithm 2 is shown in Figure 3.9. The vertex sets
are disjoint due to the unique string traversal property. During Algorithm 2 we can identify
if the graph satisfies the unique string traversal property by checking that vertex in V gets
included into exactly one vertex set.
Moving forward, the next portion of the algorithm is a recursive procedure that starts with
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Figure 3.8: An example Wheeler graph that meets the criteria for this section. Red (solid)
edges correspond to edges labeled 1, and blue (dashed) edges correspond to edges labeled 2.

the set of vertices having in-degree zero. Pseudocode is given in Algorithm 3. The first step
removes vertices in W with out-degree zero. This is necessary since when we push a PQ-tree
back up to W , these vertices will not be leaves in the resulting PQ-tree, making computing
the intersection in future steps impossible. Hence, from here we consider W as containing
no out-degree zero vertex.
We next demonstrates how Algorithm 3 works. Let V 0 be the vertices processed prior to
reaching W and assume inductively that the PQ-tree TW represents all orderings of W such
that if we fixed any one of these orderings there still exists a proper ordering of the vertices
in V 0 . Then after performing the first line of the for-loop, the PQ-tree TW1 represents all
orderings of W1 such that if we fixed any one of these orderings there still exists a proper
ordering of the vertices in V 0 ∪ W . After performing the second line in the for-loop, TW1
now represents all orderings of W1 such that if we fixed any one of these orderings there
still exists a proper ordering of the vertices in V 0 ∪ W and vertices that are descendants of
W1 . After completing the third line in the loop, TW represents all orderings of W such that
if we fixed any one of them there still exists a proper ordering of the vertices in V 0 ∪ W1
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Figure 3.9: The tree resulting from Algorithm 2 applied to the Wheeler graph in Figure
3.8. An oval in the tree corresponds to a set of vertices in the Wheeler graph. The labels
for these vertices are shown inside each oval. For each set of vertices inside an oval, the
strings obtained by concatenating the edge labels on the path from the source is the same.
These strings are shown to the side of each oval within the tree. In the tree, the edge colors
indicated which type of edge was taken at each step along a path to that set.

and any descendants of W1 . We repeat this process for each of W ’s children. When finally
returned, TW represents all orderings of W such that there exists working orderings on V 0
and all descendants of W . The pseudocode for the whole algorithm is given in Algorithm 4.
The full spectrum output condition is necessary to apply this algorithm. We need that every
vertex in W maps onto some vertex in each of W ’s children. Thanks to this property when
the PQ-tree TWi gets pushed back from a child Wi and the new PQ-tree TW is created, all
the vertices in W are also leaves in TW , and we can take the intersection with the previous
PQ-tree for W .
Time Complexity: Each set of edges between two vertex sets has PQ-trees pushed across
it twice. These pushes can be done in time proportional to the number of edges. In addition,
all intersections can be done in time proportional to the number of vertices. As a result of
these two facts, the overall algorithm can be performed in linear time. We have demonstrated
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Algorithm 3 Propagating PQ-Trees
Require: PQ-Tree TW and corresponding vertex set W .
1: function PropagatePQTrees(TW , W ):
2:
Remove out-degree zero vertex from W and corresponding leaves in TW
3:
for all Wi ∈ W.children do
4:
TWi ← push(TW , Wi )
. Push PQ-Tree down to child.
5:
TWi ← PropagatePQTrees(TWi , Wi )
. Recursively apply to children
6:
TW ← TW ∩ push(TWi , W ) . Push PQ-tree up from child and take intersection
7:
end for
8:
return TW
9: end function
Algorithm 4 Detecting Wheeler graphs
Require: Full spectrum graph G = (V, E) with unique string traversal property.
1: function DetectWheelerGraph(G):
2:
Let W0 denote the set of all in-degree zero vertex in G
3:
W0 ← createVertex(W0 )
4:
W0 ← createNeighborhoodGraph(W0 )
5:
W0 .string ← “”
6:
Construct TW0 , the universal tree with leaves W0
7:
if propagatePQTrees(W0 , TW0 ) 6= T then
8:
return ”Wheeler graph”
9:
else
10:
return ”Not a Wheeler graph”
11:
end if
12: end function
the following:
Theorem 19. It can be determined in linear time if a directed edge labeled graph with full
spectrum outputs and the unique string traversal property is a Wheeler graph.

Discussion and Open Problems

We have shown that recognizing Wheeler graphs is indeed a hard problem in general. We have
also shown a special case where the recognition problem can be performed efficiently. The
most important directions to expand this research appear to be in identifying more classes
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of graphs where this can be done in polynomial time. We can also ask for improvements on
the algorithms presented here. Specifically, we ask:

• Is the Wheeler graph recognition problem NP-complete for 3-NFA and 4-NFA?
• For which other classes of graphs can Wheeler graph recognition be done efficiently?
• Is there a fixed parameter tractable exponential time algorithm for any of the hard
problems given in this paper?
• Can we provide a better approximation algorithm for the optimization variants?

Constructive answers to these questions will contribute to our knowledge on finding vertex
orderings ”close” to that required for a Wheeler graph. It will aid in our ability to apply
BWT based indices to various structures, as well as our ability to find useful compressible
subgraphs.
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CHAPTER 4: LYNDON FACTOR OPTIMIZATION

The work presented here first appeared in the 38th International Symposium on Theoretical
Aspects of Computer Science, STACS 2021 [59].
Our main line of attack here is to model a more abstract class of ordering constraint satisfaction problems (OCSPs), a subject of extensive research in its own right [24, 25, 63, 65,
113, 121]. Our work shows that a solver for these Lyndon factorization problems would be
powerful enough to solve difficult OCSP instances. Our results make use of strings that allow
us to model different constraint satisfaction problems and thus prove our hardness results.

Preliminaries

We again denote the concatenation of the strings u and v using the ‘◦’ symbol, writing their
concatenation as u ◦ v. However, we omit ‘◦’ where the concatenation is clear from context.
Throughout this chapter, we will use ‘<’ and ‘>’ to refer to alphabet order between symbols,
the lexicographic order between strings, and the usual ordering between real numbers. Again,
context will make it clear which type of order is meant. A suffix of a string T is a string v
such that T = u ◦ v for some string u. The suffix array of a string T [1, n] is a length n array
where the ith element is equal to the starting index of the ith lexicographically smallest suffix
of T . The inverse suffix array is defined as the length n array such that ith element is the
position of T [i, n] in the suffix array, i.e., the lexicographic rank of T [i, n].
The Lyndon factorization (defined in Chapter 1) of a string can be computed in linear time.
This can be done using the well known Duval’s algorithm [41], or by using the inverse suffix
array, which can be constructed in linear time [83]. Lemma 21 makes it clear why the latter
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technique works.
Lemma 21 (Theorem 2.2 [105]). The starting index, i, of a suffix in T that is lexicographically smaller than any suffix starting at index j < i is an index where a Lyndon factor
begins.

In other words, as we scan the inverse suffix array from left-to-right, an index i where the
inverse suffix array value is smaller than any seen thus far marks the start of a Lyndon
factor. Moreover, if a Lyndon factor starts at index i in T , the next Lyndon word must be
this factor. We aim to use this to construct strings where the number of Lyndon factors
tells us something about the number of constraints satisfied within an OCSP. The definition
of an OCSP used here is less general than the one given in [61], but still sufficient for our
purposes.
Definition 6. An OCSP of arity k is specified by a set Λ ⊆ Sk where Sk is the set of
permutations of {1, 2, ..., k}. An instance of such an OCSP consists of a set of variables,
V = {x1 , . . . , xn }, and m constraints, C1 , . . ., Cm , each of which is an ordered k-tuple of
P
V . The objective is to find a global ordering σ of V that maximizes m
i=1 χΛ (σ|Ci ), where
σ|Ci ∈ Sk is the ordering of the k elements of Ci induced by the global ordering σ, and
χΛ (σ|Ci ) = 1 if σ|Ci ∈ Λ and 0 otherwise. If χΛ (σ|Ci ) = 1, we say that Ci is satisfied.

Note that m ≤ n!/(n − k)! ≤ nk . Additionally, we will only consider OCSP instances where
each variable appears in at least two constraints. Under this last assumption, we can relate
the number of variables, n, to the number of clauses, m.
Lemma 22. For OCSPs with arity k constraints, n variables, and m constraints, where
every variable appears in at least two clauses, n ≤ k2 m.
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Proof. Since every variable appears in at least two constraints,

2n ≤

n
X

(the number of times variable xi appears in total) = km.

i=1

One of the simplest OCSPs is the Maximum Acyclic Subgraph Problem (MAS), where k = 2,
making constraints of the form (xi , xj ), and where Λ = {( 11 22 )} (using two-line permutation
notation). That is, Λ contains only the identity permutation that orders xi < xj . For
example, an instance of MAS could be V = {x1 , x2 , x3 , x4 , x5 } and C1 = (x1 , x3 ), C2 =
(x5 , x2 ), C3 = (x3 , x4 ), C4 = (x2 , x1 ). An ordering σ that puts the variables in the order
x4 < x5 < x3 < x2 < x1 would yield χΛ (σ|C1 ) = χΛ (( 12 21 )) = 0, χΛ (σ|C2 ) = χΛ (( 11 22 )) = 1,
χΛ (σ|C3 ) = χΛ (( 12 21 )) = 0, χΛ (σ|C4 ) = χΛ (( 11 22 )) = 1, making its objective value 2.
The dual minimization problem of MAS is the Feedback Arc Set (FAS). Recall the aim of
FAS is to minimize the objective value of a solution, which is defined as the number of
P
constraints being violated, i.e., m − m
i=1 χΛ (σ|Ci ). The problem is otherwise identical. The
following hardness result for FAS is used when proving Theorem 9.
Recall from Lemma 15 that conditioned on the Unique Games Conjecture [82], for every
constant C > 1, it is NP-hard to find a C-approximation for FAS. We will use the term
Unique-Games-hard here to refer to problems that, conditioned on the Unique Games conjecture, are NP-hard.
We can always assume that at least half of the constraints in an instance of MAS can be
satisfied. To see this, take an arbitrary ordering of the variables. Either this ordering
or its reversal must satisfy at least m/2 constraints. This is just a specific instance of a
more general result. We can always assume our optimal solution satisfies at least |Λ|m/k!
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constraints. Since the expected number of constraints satisfied by a random ordering on the
variables is |Λ|m/k!, we know the maximum number of constraints satisfied by any ordering
is bounded below by this quantity. It turns out, however, that finding a solution that does
better than this expected value is computationally difficult. We give a simplified statement
of the main result in [61], maintaining only the pertinent details for our problem.
Theorem 20 ([61]). For an OCSP with arity k, for every constant ε > 0, it is UniqueGames-hard to find an ordering for the variables that achieves a ratio of satisfied constraints
over total constraints that is at least |Λ|/k! + ε.

Our results also make use of the Betweenness Problem. Using this new formalization, in
this problem k = 3 and Λ = {( 11 22 33 ) , ( 13 22 31 )}. Recall that for a constraint (xi , xj , xk ) to be
satisfied either xi < xj < xk or xk < xj < xi . For example, the ordering x4 < x5 < x3 <
x2 < x1 satisfies the constraint (x1 , x2 , x5 ), but not the constraint (x4 , x2 , x5 ). By applying
Theorem 20 to the Betweenness problem, we obtain that it is Unique-Games-hard to achieve
a ratio of satisfied constraints to total constraints better than 2/3! = 1/3.
For hardness under the Exponential Time Hypothesis (ETH) [73], we will use a result by
Kim and Gonçalves appearing in [84]. An Arity k Permutation CSP as defined in [84] is a
k
OCSP where Λ consists of the identity permutations, Λ = {( 11 ) , ( 11 22 ) , . . . , ( 11 22 ...
... k )}, and

constraints up to arity k are allowed. This is different from our definition of OCSPs, where
all constraints are of exactly arity k. The differences between these two definitions are
accommodated for whenever Lemma 23 is used. In [84] the authors prove the following.
Lemma 23 ([84]). Assuming ETH, there is no 2o(n log n) -algorithm for Arity 4 Permutation
CSP (and thus for Arity k Permutation CSP, k ≥ 4).
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Hardness of Lyndon Factor Minimization

The first reduction is from the Betweenness problem to the Lyndon Factor Minimization
Problem. It is used to demonstrate NP-completeness. An alternative proof can be done with
a reduction from MAS. Our reasoning for choosing one over the other is we believe that the
Betweenness problem provides a good initial illustration of the power of a hypothetical solver
to these Lyndon factorization problems. It also provides a warm-up for the techniques used
in Section 4. Moreover, we will use a reduction from MAS as a short proof to illustrate NPcompleteness for the maximization problem, before introducing a more involved reduction
to prove an inapproximability result.

NP-Completeness of Lyndon Factor Minimization

Suppose we are given as input an instance φ of the Betweenness problem consisting of n
variables x1 , x2 , . . ., xn and m constraints C1 , C2 , . . ., Cm . Let F (T ) denote the number
of Lyndon factors of a string T under the alphabet ordering currently under consideration.
We will use FT (T1 ) to denote the number of Lyndon factors of T starting within the first
occurrence of the substring T1 of T . The subscript T is to remind us that the factors starting
in T1 are sensitive to the other symbols in T . By a run of a symbol, we mean a maximal
unary substring containing that symbol.
Lemma 24. Let T be any string of the form T = T1 ◦ (x0 )α ◦ (xγ1 xγ2 . . . xγn )β where T1
is over the alphabet {x0 , . . . , xn }, α is greater than the length of any run of x0 in T1 , γ is
greater than the length of any run of any symbol other than x0 in T1 , and β > 1. If x0 is the
smallest symbol in the ordering, then F (T ) ≤ FT (T1 ) + 1.

Proof. If T1 does not end with an x0 , then the first x0 in the (x0 )α marks the start of a new
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Lyndon factor in T since (x0 )α is lexicographically smaller than any preceding suffix. Then
this factor includes the remaining suffix of T . In this case F (T ) = FT (T1 ) + 1. If T1 contains
a suffix consisting of only x0 ’s, then a new Lyndon factor must start at the first of these x0 ’s,
and again this factor contains the remaining suffix of T . In this case, F (T ) = FT (T1 ).
Lemma 25. Let T be defined as in Lemma 24. If x0 is not the smallest symbol in the
ordering, F (T ) ≥ β − 1.

Proof. In this case, the smallest symbol must be one of x1 , . . . , xn . Suppose the smallest is
xi . Then the first symbol in the first xγi marks the beginning of a Lyndon factor. This factor
is of the form xγi xγi+1 . . . xγn xγ1 . . . xγi−1 and is repeated at least β − 1 times. In particular,
the suffix xγi+1 . . . xγn is preceded by β − 1 factors of the form xγi xγi+1 . . . xγn xγ1 . . . xγi−1 .

Lemmas 24 and 25 will be useful in proving that x0 must be smallest in an optimal ordering.
We now introduce our constraint gadgets.
Lemma 26. Let x0 be the smallest symbol in T . For i, j, k > 0, consider the first instance
of a substring S of T where

S = xη0 xj xη0 xi xη0 xj xη0 xi xη0 xk xη0 xi xη0 xi xη0 xj xη0 xj xη0 xj

and η is larger than the length of any run of x0 preceding S in T , and S is immediately followed by the run xη+1
0 . The symbols in this first instance of S make up three complete Lyndon
factors if xj is ordered between xi and xk , and four complete Lyndon factors otherwise.

Proof. Since the number of times x0 is repeated is more than the length of any previous run,
it must be the case that a new factor begins at the start of S. The six possible cases and
their corresponding factorizations are:
70

x0 < xi < xj < xk : (xη0 xj ), (xη0 xi xη0 xj xη0 xi xη0 xk ), (xη0 xi xη0 xi xη0 xj xη0 xj xη0 xj )
x0 < xi < xk < xj : (xη0 xj ), (xη0 xi xη0 xj ), (xη0 xi xη0 xk ), (xη0 xi xη0 xi xη0 xj xη0 xj xη0 xj )
x0 < xj < xi < xk : (xη0 xj xη0 xi xη0 xj xη0 xi xη0 xk xη0 xi xη0 xi ), (xη0 xj ), (xη0 xj ), (xη0 xj )
x0 < xk < xi < xj : (xη0 xj ), (xη0 xi xη0 xj ), (xη0 xi ), (xη0 xk xη0 xi xη0 xi xη0 xj xη0 xj xη0 xj )
x0 < xj < xk < xi : (xη0 xj xη0 xi xη0 xj xη0 xi xη0 xk xη0 xi xη0 xi ), (xη0 xj ), (xη0 xj ), (xη0 xj )
x0 < xk < xj < xi : (xη0 xj xη0 xi ), (xη0 xj xη0 xi ), (xη0 xk xη0 xi xη0 xi xη0 xj xη0 xj xη0 xj )

Notice that only in the first and last orderings where the constraint is satisfied are there
three factors. The other cases have four.

For each constraint Ct = (xi , xj , xk ) in the instance φ of the Betweenness problem, where
1 ≤ t ≤ m, we construct the gadget from Lemma 26,

S(Ct ) := xt0 xj xt0 xi xt0 xj xt0 xi xt0 xk xt0 xi xt0 xi xt0 xj xt0 xj xt0 xj .
We next define S(φ) := S(C1 )◦S(C2 )◦. . .◦S(Cm )◦(x0 )m+1 ◦(x21 x22 . . . x2n )β where β = 3m+3.
Lemma 27. The string S(φ) has an alphabet ordering yielding at most 3m + 1 Lyndon
factors iff there exists a variable ordering satisfying all constraints in φ.

Proof. Assuming there exists a constraint satisfying variable ordering for φ, make x0 the
smallest symbol and order the remaining symbols x1 , . . . , xn according to the variable ordering. By Lemma 26, each of the substrings S(Ct ) for 1 ≤ t ≤ m contributes three factors, and
by the analysis in Lemma 24 the remaining suffix contributes one additional factor. This
creates 3m + 1 factors in total.
Conversely, assume that no variable ordering exists that satisfies the constraints. If x0 is
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the smallest symbol, then at least one S(Ct ) gadget contributes four factors while the others
contribute at least three. The remaining suffix contributes one factor making the number of
factors at least 4 + 3(m − 1) + 1 = 3m + 2. If x0 is not the smallest symbol, then by Lemma
25, the number of factors is at least β − 1 = (3m + 3) − 1 = 3m + 2.

Since determining if there exists a variable ordering satisfying all constraints in an instance
of the Betweenness problem is NP-hard [116], determining whether there exists an alphabet
order where there are at most 3m + 1 Lyndon factors is NP-hard as well. With a symbol
ordering as a polynomial sized certificate, the problem is clearly in NP, proving Theorem 7.

ETH Hardness of Lyndon Factor Minimization

Here we reduce Arity 4 Permutation CSP to Lyndon Factor Minimization. Assume for the
moment that x0 is the smallest symbol, and that each substring S(Ct ) (yet to be defined) is
followed by a run of x0 longer than any run of x0 that precedes it.
For an arity 2 constraint Ct = (xi , xj ), we construct a string using the symbols x0 , xi ,
and xj that has either 3 or 4 factors depending on the ordering on the variables. We
will demonstrate which orderings create which factorizations. The string we construct is
S(Ct ) = xt0 xi xt0 xi xt0 xi xt0 xj xt0 xi xt0 xi , which has the factorizations for different
orderings,

Ordering

Factorization

# factors

xi < xj :

(xt0 xi xt0 xi xt0 xi xt0 xj )(xt0 xi )(xt0 xi )

3

xj < xi :

(xt0 xi )(xt0 xi )(xt0 xi )(xt0 xj xt0 xi xt0 xi )

4

Slightly more involved are the strings to model arity 3 constraints Ct = (xi , xj , xk ),
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S(Ct ) = xt0 xi xt0 xi xt0 xj xt0 xi xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xi ., where
Ordering

Factorization

# factors

xi < xj < xk :

(xt0 xi xt0 xi xt0 xj xt0 xi xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )(xt0 xi )

3

xi < xk < xj :

(xt0 xi xt0 xi xt0 xj )(xt0 xi xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )(xt0 xi )

4

xj < xi < xk :

(xt0 xi )(xt0 xi )(xt0 xj xt0 xi xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi xt0 xi )

4

xk < xi < xj :

(xt0 xi xt0 xi xt0 xj )(xt0 xi )(xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xi )

4

xj < xk < xi :

(xt0 xi )(xt0 xi )(xt0 xj xt0 xi xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi xt0 xi )

4

xk < xj < xi :

(xt0 xi )(xt0 xi )(xt0 xj xt0 xi xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xi )

4

The most involved is the gadget for an arity 4 constraint Ct = (xi , xj , xk , xh ),
S(Ct ) = xt0 xi xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi
which has the following factorizations depending on the ordering given to its symbols:
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Ordering (‘<’ omitted)

Factorization

#

xi , xj , xk , xh : (xt0 xi xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk )(xt0 xi xt0 xj )(xt0 xi )

3

xi , xj , xh , xk : (xt0 xi xt0 xj xt0 xi xt0 xk )(xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk )(xt0 xi xt0 xj )(xt0 xi )

4

xi , xk , xj , xh : (xt0 xi xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )

4

xi , xh , xj , xk : (xt0 xi xt0 xj xt0 xi xt0 xk )(xt0 xi xt0 xj )(xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )

4

xi , xk , xh , xj : (xt0 xi xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )

4

xi , xh , xk , xj : (xt0 xi xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )

4

xj , xi , xk , xh : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xj , xi , xh , xk : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xk , xi , xj , xh : (xt0 xi xt0 xj )(xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xi , xj , xk : (xt0 xi xt0 xj xt0 xi xt0 xk )(xt0 xi xt0 xj )(xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4

xk , xi , xh , xj : (xt0 xi xt0 xj )(xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xi , xk , xj : (xt0 xi xt0 xj )(xt0 xi xt0 xk xt0 xi xt0 xj )(xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4

xj , xk , xi , xh : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xj , xh , xi , xk : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xk , xj , xi , xh : (xt0 xi )(xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xj , xi , xk : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4

xk , xh , xi , xj : (xt0 xi xt0 xj )(xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xk , xi , xj : (xt0 xi xt0 xj )(xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4

xj , xk , xh , xi : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xj , xh , xk , xi : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )

4

xk , xj , xh , xi : (xt0 xi )(xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xj , xk , xi : (xt0 xi )(xt0 xj xt0 xi xt0 xk xt0 xi )(xt0 xj xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4

xk , xh , xj , xi : (xt0 xi )(xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi xt0 xh xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )

4

xh , xk , xj , xi : (xt0 xi )(xt0 xj xt0 xi )(xt0 xk xt0 xi xt0 xj xt0 xi )(xt0 xh xt0 xj xt0 xi xt0 xk xt0 xi xt0 xj xt0 xi )

4
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The string construction for the overall reduction is almost identical to the one for φ in
Section 4. We only need to select β to be slightly different. We let β = 4m + 3. This
is enough to ensure that in an optimal solution x0 must be the smallest symbol. If x0 is
smallest, in the worst-case, when all constraints are not satisfied, there are at most 4m + 1
Lyndon factors. If x0 is not smallest, as shown in Lemma 25, the number of factors is at
least β − 1 = 4m + 2. Then, with x0 as the minimum, each ordering on x1 , . . ., xn gives
us 3s + 4(m − s) + 1 = 4m + 1 − s factors, where s is the number of satisfied constraints
when using the corresponding variable ordering in φ. Therefore, an optimal ordering for the
n variables of φ is obtained by an order on the (n + 1) symbols which minimizes the number
of Lyndon factors in the string. This combined with Lemma 23 proves Theorem 8.

Inapproximability of Lyndon Factor Minimization

We will perform an approximation preserving reduction from FAS to Lyndon Factor Minimization. Recall that for FAS the arity k of the constraints is 2, so that constraints are of
the form (xi , xj ) and Λ consists of the identity permutation. In other words, the constraint is
only satisfied if xi < xj . The cost of the solution will be the number of violated constraints,
which we wish to minimize. Our gadget for constraint Ct = (xi , xj ) will be
S(Ct ) = (xt0 xi ) ◦ (xt0 xj )α−1

where α > 1 will be chosen later. The whole string for our reduction will be

T = S(φ) = S(C1 ) ◦ S(C2 ) ◦ . . . ◦ S(Cm ) ◦ (x0 )m+1 ◦ (x21 x22 . . . x2n )β
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where β = αm + 3. By Lemma 25, if x0 is not smallest, then F (T ) ≥ β − 1. We consider
next what happens in our constraint gadgets when x0 is smallest.
Lemma 28. If x0 is smallest and xi < xj then FT (S(Ct )) = 1.

Proof. Since xt0 is the longest run of x0 seen so far, the start of S(Ct ) marks the smallest
suffix seen so far when traversing T from left to right. Then, since xj > xi , the start of all
substrings of the form xt0 xj do not mark the start of the smallest suffix seen so far.
Lemma 29. If x0 is smallest and xj < xi then FT (S(Ct )) = α.

Proof. Again, since xt0 is the longest run of x0 seen so far, the start of S(Ct ) marks the
smallest suffix seen so far when traversing T from left to right. However, now the start of
each substring of the form xt0 xj marks the start of the smallest suffix seen so far (recall after
the last xt0 xj there will be a longer run of x0 than has been seen before). Hence, there are
α − 1 additional factors created.
Lemma 30. Any alphabet ordering where x0 is smallest has fewer factors than an alphabet
ordering where x0 is not the smallest.

Proof. If x0 is smallest, F (T ) = s+α(m−s)+1 where s is the number of satisfied constraints
and the +1 arises from the last factor, (x0 )m+1 ◦ (x21 x22 . . . x2n )β . Because α > 1, this is
upper bounded by the case when s = 0 so that F (T ) ≤ αm + 1. On the other hand, if x0 is
not smallest F (T ) ≥ β − 1 = αm + 2.

Henceforth, we only need to worry about the case when x0 is the smallest. Our aim is to
show that a constant approximation algorithm for Lyndon Factor Minimization allows us to
construct a constant approximation algorithm for FAS. If our hypothetical approximation
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algorithm for Lyndon Factor Minimization ever returned a solution where x0 is not smallest,
we add the additional step of replacing that solution with any solution where x0 is smallest,
obtaining a solution that performs even better. Then our modified algorithm maintains
being an approximation algorithm for Lyndon Factor Minimization (perhaps with an even
smaller approximation factor).
Let s∗F denote the number of constraints satisfied in an optimal solution of φ for FAS and
let s∗L denote the number of constraints in φ satisfied by the variable ordering obtained from
our optimal, factor minimizing, alphabet order for the corresponding instance of Lyndon
Factor Minimization. Also, let s denote the actual number of constraints satisfied by the
variable ordering obtained from our approximate factor minimizing alphabet order for the
corresponding instance of Lyndon Factor Minimization. A λ-approximation for Lyndon
Factor Minimization with λ > 1 gives the following set of inequalities:

s∗L + α(m − s∗L ) + 1 ≤ s + α(m − s) + 1 ≤ λ(s∗L + α(m − s∗L ) + 1).

Which can be equivalently written as

(m − s∗L ) +

s+1
s∗ + 1
s∗L + 1
≤ (m − s) +
≤ λ(m − s∗L ) + λ L
.
α
α
α

(4.1)

We will show that by taking α large enough we can ensure s∗L = s∗F .
Lemma 31. With α = 2(m + 1) + 1, we have that s∗L = s∗F .

Proof. The cost of an optimal solution of φ is m − s∗F . The solution for φ we get from
mapping our solution for Lyndon factorization back to φ must have at least as many violated
constraints as the optimal solution for φ, i.e., m − s∗L ≥ m − s∗F , and so s∗F ≥ s∗L . Let us
suppose for the sake of contradiction that s∗F ≥ s∗L + 1. This implies m − s∗L − (m − s∗F ) ≥ 1.
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Then, using in addition that

s∗F +1
α

≤

m+1
α

≤ 12 , we obtain

s∗F + 1 s∗L + 1
1
−
≤ < 1 ≤ m − s∗L − (m − s∗F ),
α
α
2
which implies that
m − s∗F +

s∗F + 1
s∗ + 1
< m − s∗L + L
.
α
α

Or, written more naturally as the cost of a Lyndon Factor Minimization Problem’s solution,

s∗F + α(m − s∗F ) + 1 < s∗L + α(m − s∗L ) + 1.

But then this implies that the ordering on x1 , . . . , xn that is used to obtain the optimal
solution for φ creates fewer Lyndon factors than our supposedly optimal solution for Lyndon
Factor Minimization, a contradiction.

Let us now upper bound m − s (our approximate solution cost when the solution is mapped
back to FAS) in terms of λ(m − s∗F ). Combining the inequalities in (4.1) with Lemma 31,
and the fact that s∗F = s∗L ≤ m when α = 2(m + 1) + 1, we get that


s+1
s∗L + 1
1
∗
∗
m−s≤m−s+
≤ λ(m − sL ) + λ
≤ λ m − sF +
.
α
α
2
The case where m = s∗F can easily be solved in polynomial time, so we can consider that
check added to our hypothetical solution as well. Hence, we assume m − s∗F ≥ 1 > 1/2 and,

m−

s∗F


≤m−s≤λ m−

s∗F

1
+
2



< λ(m − s∗F + m − s∗F ) = 2λ(m − s∗F ).

We have shown that a λ approximation for Lyndon Factor Minimization allows us to obtain,
at worst, a 2λ approximation for FAS. Moreover, the α value we need to do this is polynomial
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in m so that the whole reduction is done in polynomial time. This polynomial time constant
approximation algorithm is better then what is allowed by Lemma 15 under the Unique
Games Conjecture. This completes the proof of Theorem 9.

Hardness of Lyndon Factor Maximization

Our approach will be similar to the one taken for minimization. First, we introduce some
gadgetry for the NP-completeness proof that is later expanded upon to create an inapproximability result. As of now, we have not yet found gadgets to establish the same ETH
hardness for the maximization problem.

NP-Completeness of Lyndon Factor Maximization

We perform a reduction from the dual of FAS, the Maximum Acyclic Subgraph Problem
(MAS). Recall MAS is identical to FAS except for the cost of a solution now being the
number of constraints satisfied, which we wish to maximize. For constraint Ct = (xi , xj ), we
define our constraint gadget as S(Ct ) = xt+1
xj xt+1
xi (note the reversal of i and j). The
0
0
entire string formed by our instance φ of FAS is

T = S(φ) = (x0 x1 x2 . . . xn ) ◦ S(C1 ) ◦ S(C2 ) ◦ . . . ◦ S(Cm ) ◦ (x0 )m .

Lemma 32. If x0 is not the smallest symbol in the ordering, then F (T ) ≤ n + m.

Proof. Suppose xi 6= x0 is the smallest symbol. Then the first Lyndon factor starting with
xi occurs in the prefix (x0 x1 . . . xn ). Subsequent Lyndon factors must begin with xi . The
prefix contributes at most n factors and there are at most m remaining occurrences of xi .
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Lemma 33. In an ordering where x0 is smallest, F (T ) = 2s + (m − s) + 1 + m, where s is
the number of constraints satisfied in MAS by the ordering given to x1 , . . ., xn .

Proof. For a substring S(Ct ), if Ct = (xi , xj ) is not satisfied (i.e., xi > xj ) then FT (S(Ct )) =
1. If it is satisfied (i.e., xi < xj ) then FT (S(Ct )) = 2. The prefix x0 x1 x2 . . . xn contributes
exactly one additional factor. The suffix (x0 )m contributes m factors.
Lemma 34. Any ordering where x0 is the smallest has more factors than an ordering where
x0 is not the smallest.

Proof. By Lemma 22, we can assume that n ≤ m. Then by Lemma 32, we have that if
x0 is not smallest, F (T ) ≤ n + m ≤ 2m. By Lemma 33, if x0 is smallest then F (T ) =
2s + (m − s) + 1 + m = s + 2m + 1 > 2m.

The value F (T ) is maximized by an alphabet order which has the largest possible number
of satisfied constraints, say s∗ . This gives (s∗ + 2m + 1) Lyndon factors. Clearly, this
solution also provides an ordering satisfying the maximum number of constraints in our
MAS instance. Since MAS is NP-hard, we have shown Lyndon Factor Maximization is NPhard as well. The decision problem is in NP using the ordering on x1 . . . xn as a polynomial
sized certificate, and this remains NP-hard as it could be used to solve the optimization
problem. This completes the proof of Theorem 10.

Inapproximability of Lyndon Factor Maximization

First, let us describe the OCSP from which we are reducing. Let k > 1 be the arity of the
constraints, which we will specify later. Each constraint will be satisfied iff the variables
in that constraint have one of the (k − 1)! orderings where the last variable is ordered
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first, i.e., for constraint (xi1 , xi2 , . . . , xik−1 , xik ), the ordering over those variables will have

k−1 k
xik < xij for j ∈ [1, k − 1]. More formally, Λ = { z11 z22 ...
| ∪k−1
... zk−1 1
i=1 {zi } = {2, . . . , k}}.
According to Theorem 20, it is Unique-Games-Hard to find an approximation which beats
|Λ|m/k! = (k − 1)!m/k! = m/k constraints being satisfied.
Our constraint gadget is of the form

S(Ct ) = (xt+1
xi1 ) ◦ (xt+1
xi2 ) ◦ . . . ◦ (xt+1
xik−1 ) ◦ (xt+1
xi k ) α
0
0
0
0

and our overall string constructed from our instance φ of OCSP is

T := S(φ) = (x0 x1 x2 . . . xn ) ◦ S(C1 ) ◦ S(C2 ) ◦ . . . ◦ S(Cm ) ◦ (x0 ), where α = mn.

Lemma 35. If x0 is not smallest then F (T ) ≤ n + m.

Proof. Let xi 6= x0 be the smallest symbol instead. Then the prefix (x0 x1 x2 . . . xn )
contributes at most n factors, and each remaining factor must begin with xi . We will show
that there is at most 1 factor starting in each constraint gadget. For a given constraint
containing xi , if xi 6= xik this is immediate. On the other hand, if xi = xik then only its
first occurrence can form a smaller suffix of T than those preceding it. In more detail, since
x0 > xi = xik , we have xik (xt0 xik )α−1 x0 < xik (xt0 xik )α−2 x0 < xik (xt0 xik )α−3 x0 < . . .. Note
that this is the reason for the final x0 appended to T .
Lemma 36. If x0 is smallest, and in constraint Ct = (xi1 , . . . , xik ) the symbol xik is smallest
among xi1 . . . xik , then FT (S(Ct )) ≥ α.

t+1
Proof. Since xt+1
0 xik < x0 xij for j ∈ [1, k − 1], and the substring following S(Ct ) is either
α
xt+2
(or the final x0 of T ), the start of each run of x0 in the substring (xt+1
0
0 xik ) marks the
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start of a suffix smaller than any of those preceding it.
Lemma 37. If x0 is the smallest in the ordering, then F (T ) ≥ αs + 1 where s is the number
of clauses in φ satisfied by the ordering given to x1 , . . ., xn . This is larger than the number
of factors from any ordering where x0 is not the smallest.

Proof. By Lemma 36, when x0 is the smallest each of the satisfied constraint gadgets contributes at least α factors. In addition, the lone x0 symbol at the end of T forms its own
factor. For the second statement, we can always assume our approximate solution satisfies
at least 1 constraint, hence s ≥ 1 and αs + 1 ≥ mn + 1 > m + n, which by Lemma 35 is an
upper bound on the number of factors when x0 is not smallest.

From here we only need to consider when x0 is smallest, for the same reasoning as given
in Section 4. Now, suppose we have a λ-approximation with λ < 1 for Lyndon Factor
Maximization. Let s∗L be the number of constraint gadgets satisfied from our optimal solution
of Lyndon factor maximization, and s the number from the approximate solution. Then,

λ(αs∗L + 1 + yL∗ ) ≤ αs + 1 + y ≤ αs∗L + 1 + yL∗
where yL∗ represents the number of additional factors contributed beyond αs∗L + 1 and y
represents the number of factors beyond αs + 1 for our approximate solution. We can
equivalently write the above expression as

λs∗L







1
yL∗
1
y
1
yL∗
∗
1+ ∗ + ∗ ≤s 1+
+
≤ sL 1 + ∗ + ∗ .
αsL αsL
αs αs
αsL αsL
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(4.2)

Lemma 38. For all s ∈ [1, m], and for the corresponding y value as described above,


1
y
1≤ 1+
+
≤ 3.
αs αs
Proof. We first bound y from above. Any factor in a constraint gadget begins at the start of
α
a run x0 . In a satisfied constraint gadget, there are k − 1 such runs outside of the (xt+1
0 xi k )

substring. Hence, each satisfied constraint gadget contributes at most k−1 additional factors
beyond α. A constraint gadget that is not satisfied, i.e., has xij < xik for some j 6= k, has
the gadget’s last factor beginning at the start of the substring (xt+1
xij ). This implies the
0
substring (xt+1
xik )α does not split into different factors. Therefore, an unsatisfied constraint
0
gadget again contributes at most k − 1 factors. Because of this, the m constraint gadgets
contribute at most k − 1 additional factors in total and y ≤ m(k − 1). Finally, α = mn,
hence
y
m(k − 1)
mn
y
≤ ≤
≤
=1
αs
α
α
α

and

1
1
1
≤ =
≤ 1.
αs
α
nm

Let s∗C be the number of constraints satisfied in an optimal solution to φ. Like in Section 4,
we know that s ≤ s∗C and s∗L ≤ s∗C , Using Lemma 38 we can easily make them differ by at
most a constant factor.
Lemma 39. Using the definitions above, it holds that s∗C ≤ 3s∗L .
Proof. For the sake of contradiction, assume instead that s∗C > 3s∗L . Applying the ordering
given by the optimal solution of φ to the symbols x1 , . . . , xn , and letting yC∗ be defined as
above but for s∗C , we have
s∗C





1
yC∗
1
yL∗
∗
∗
∗
1 + ∗ + ∗ > sC > 3sL ≥ sL 1 + ∗ + ∗
αsC αsC
αsL αsL
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However, this implies αs∗C + 1 + yC∗ > αs∗L + 1 + yL∗ . Thus, s∗L couldn’t have been the number
of constraints satisfied in an optimal solution to our Lyndon Factor Maximization instance,
since using whichever ordering was used for the solution to φ would have given us more
factors, a contradiction.

By Lemma 39, we have 13 s∗C ≤ s∗L . Multiplying both sides by λ/3, we obtain λ9 s∗C ≤ λ3 s∗L . By
Lemma 38 and our starting inequality in (4.2) we also have that

λs∗L

≤

λs∗L





yL∗
y
1
1
+
1+ ∗ + ∗ ≤s 1+
≤ 3s.
αsL αsL
αs αs

From which we obtain λ3 s∗L ≤ s. Combining these inequalities with the fact that s ≤ s∗C , we
get λ9 s∗C ≤ s ≤ s∗C . That is, a λ-approximation algorithm for Lyndon Factor Maximization
provides at least a λ/9 -approximation algorithm for this set of OCSP problems.
To finish the proof of Theorem 11, suppose for the sake of contradiction there exists a λapproximation algorithm for Lyndon factor maximization for some constant λ < 1. Consider
the set of OCSPs problems described in beginning of Section 4 with arity k such that 1/k <
λ/9. With our reduction, we obtain a polynomial-time algorithm that can find a solution
with approximation ratio better than |Λ|/k! = 1/k, proving the Unique Games Conjecture
false by Theorem 20.

Open Problems

We leave open the problem of establishing similar ETH hardness results for the maximization
problem. We also leave open the problem of finding a (non-constant factor) approximation
algorithm for either the minimization or maximization problem.
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CHAPTER 5: OPTIMAL REFERENCE FOR RELATIVE
LEMPEL-ZIV

Hardness Results

As a warm up, we begin with a simple reduction for the case where the alphabet is polynomiallysized and α = β = 1. Here we reduce the Eulerian Walk problem described below to the
Optimal Reference problem. These ideas are then expanded on in a reduction with a more
complicated proof from the Hamiltonian path problem to the Optimal Reference problem
over a binary alphabet.

Warm Up: Polynomially-Sized Alphabets

The problem of determining whether a directed graph G = (V, E) has a subset of edges
E 0 ⊆ E such that G0 = (V, E 0 ) has a spanning Eulerian walk, i.e., one that includes every
vertex and traverses every edge in E 0 exactly once (vertices can be visited multiple times)
is NP-complete. This is through a trivial reduction from the same problem for Eulerian
circuits, proven NP-complete in [37].
Reduction: To reduce from the Eulerian Walk Problem to Optimal Reference we add a string
Ti,j = vi vj to T for every directed edge (vi , vj ) ∈ E. The following two lemmas prove the
reduction’s correctness.
Lemma 40. For all reference strings R, we have r + p ≥ 2|E| + 1.

Proof. If vi vj is a substring of R then Ti,j requires only one pointer. If vi vj is not a substring
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in R, then Ti,j requires two pointers. It follows that p = 2|E| − a where a is the number
of substrings vi vj in R corresponding to edges in G. At the same time, a ≤ r − 1, making
r + p = r + 2|E| − a ≥ 2|E| + 1.
Lemma 41. There exists a reference string R such that r + p = 2|E| + 1 iff G has a subset
of edges E 0 ⊆ E where G0 = (V, E 0 ) has a spanning Eulerian walk.

Proof. If there exists such a set of edges E 0 , we can make a = r − 1 by listing the vertices in
the order given by the Eulerian walk. This makes r + p = r + 2|E| − a = 2|E| + 1.
Conversely, if there exists an R such that r + p = 2|E| + 1, then r + 2|E| − a = 2|E| + 1,
implies a = r − 1. Hence, all substrings of length two in R correspond to a distinct string
Ti,j , and therefore to a distinct edge (vi , vj ) ∈ E. Moreover, since every symbol vi has to
appear in R, the trail obtained from R has to encounter all vertices in V , making it the
desired spanning Eulerian walk.

See Figures 5.1 and 5.2 for examples.

v1

v2

v3

v4

String Encoding
v1 v2
(1, 2)
v2 v3
(2, 3)
v3 v4
(3, 4)
v4 v2 (4, 4), (2, 2)

Figure 5.1: The graph above contains an Eulerian walk. Using reference string R = v1 v2 v3 v4 ,
we show its corresponding set of texts and their encoding. Here r + p = 4 + 5 = 2|E| + 1.

86

v1

v2

v3

v4

String Encoding
v1 v2
(1, 2)
v3 v2
(3, 3)(2, 2)
v3 v4
(3, 4)
v4 v2 (4, 4), (2, 2)

Figure 5.2: The graph above does not contain an Eulerian walk. Using reference string
R = v1 v2 v3 v4 , we show its corresponding set of texts and their encoding. Here r + p =
4 + 6 > 2|E| + 1. Furthermore, r + p > 2|E| + 1 for any reference string.

Hardness Over a Binary Alphabet

In this section we obtain a stronger hardness result via a reduction from the Hamiltonian
Path problem on a directed graph G = (V, E) where each vertex has a total degree of at
most four. This problem is proven NP-complete in [119].
Recall the cost function αr + βp. The problem is clearly trivial if α = 0 or β = 0. We will
show that the problem is NP-complete for any α and β where 1 ≤ α ≤ β, i.e., a pointer
is more expensive than a new symbol in the reference. Let x ≥ 2 be a positive integer to
be fixed later. For i ∈ [1, |V |], let B(i) be the encoding of i obtained by taking a binary
encoding of i on dlog |V |e bits, inserting x − 1 number of 0’s before every bit in the encoding,
then padding both sides with “11”. Let K = xdlog |V |e + 4, the length of the encoding.
We construct the input T to the Optimal Reference problem as follows: Create an empty
text collection T . Then for all s, t ∈ [1, K], i ∈ [1, |V |], add 0s B(i)0t to T . Also, for all
(vi , vj ) ∈ E, add 0K B(i)0K B(j)0K to T .
Lemma 42. For all i ∈ [1, |V |], the string B(i) is a substring of any optimal reference R∗ .

Proof. If B(i) is not a substring of R∗ then the texts 0s B(i)0t for s, t ∈ [1, K] each require
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at least two pointers, contributing 2K 2 to p. However, by appending 0K B(i)0K to R∗ we
increase r by 2K + |B(i)| = 3K and decrease p by at least K 2 . This is due to the texts
0s B(i)0t for s, t ∈ [1, K] now each requiring only one pointer. Since βK 2 > 3αK, this
reduces the cost, contradicting the optimality of R∗ .
Lemma 43. There exists an optimal reference R∗ such that for all i ∈ [1, |V |] the string
0K B(i)0K is a substring of R∗ .

Proof. Let R̃ be an optimal reference not containing 0K B(i)0K . By Lemma 42, we know
that B(i) is a substring of R̃. Let s, t ∈ [0, K] be such that s + t is maximized and 0s B(i)0t
is a substring of R̃. We assume WLOG that s = min(s, t) < K. Inserting K − s number
of 0’s immediately before 0s B(i)0t in R̃ and K − t number of 0’s immediately after 0s B(i)0t
in R̃ increases r by 2K − s − t. The number of texts that change from requiring at least
two pointers to only one is at least K(K − s). We have 2K − s − t ≤ 2K − 2s. Since
βK(K − s) ≥ α(2K − 2s), therefore inserting these 0’s in R lowers the overall cost.
Lemma 44. There exists an optimal reference R∗ such that for all i ∈ [1, |V |], the string
0K B(i)0K occurs in R∗ exactly once.

Proof. By Lemma 43, an optimal reference R∗ contains at least one 0K B(i)0K for every
i ∈ [1, |V |]. We will show that deleting any additional instances of the substring 0K B(i)0K
will not increase αr + βp.
Removing an additional instance of 0K B(i)0K from R∗ will not change the number of pointers
needed for the texts of the form 0s B(i)0t , since they require only one pointer from a single
instance of 0K B(i)0K in R∗ .
We next show that the minimum number of pointers needed for a text 0K B(j)0K B(h)0K
where i 6= j and h 6= i will not change either. If the whole of the extra instance of 0K B(i)0K
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is being referred to, then since 0K B(i)0K is not a substring of 0K B(j)0K B(h)0K , at least
two pointers are being used. We can instead use the substrings 0K B(j) and 0K B(h)0K as
pointers, which by Lemma 43 are substrings of R∗ .
For a text 0K B(i)0K B(j)0K or 0K B(j)0K B(i)0K , removing the additional 0K B(i)0K substring from R∗ may increase the number of pointers needed from one to two. However,
the number of such texts is bound by the total-degree of vi . Hence, by completely deleting
from R∗ the substring B(i) contained in the extra instance of 0K B(i)0K , we increase p by
at most the total-degree of vi . Recall that this is bounded by four. The deletion therefore
contributes an additional cost of at most 4β to the objective value. At the same time, it
decreases r by |B(i)| = K. To contradict the optimality of R∗ we need that αK > 4β, which
is accomplished by letting x = max(2, d(4 αβ − 3)/ log |V |e) in K = xdlog |V |e + 4.
Lemma 45. Consider an optimal reference R∗ of the form S1 ◦0K B(π(1))0K ◦S2 ◦0K B(π(2))0K ◦
S3 ◦ . . . ◦ S|V | ◦ 0K B(π(|V |))0K ◦ S|V |+1 for some permutation π over 1, ..., |V |, where Sh ’s are
arbitary strings and we allow the substrings 0K to be merged when Sh is the empty string.
Then all substrings Sh for h ∈ [1, |V | + 1] can be removed without increasing αr + βp.

Proof. Suppose the substring Sh is needed to decrease the number of pointers to a text
0K B(i)0K B(j)0K from two to one. However, unless one of the following cases applies, the
text 0K B(i)0K B(j)0K will still require at least two pointers:

• Sh has the substring 0k B(i)0K B(j)0K ;
• Sh has the suffix B(i) and is followed by 0K B(π(h))0K where π(h) = j;
• Sh has the prefix B(j) and is preceded by 0K B(π(h − 1))0K where π(h − 1) = i.
However, by Lemma 44, we can assume R∗ only contains one copy of 0K B(i)0K and 0K B(j)0K .
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Hence, none of the above cases can apply. This implies Sh can be deleted from R∗ , decreasing
r while leaving p unaltered, a contradiction.

Lemma 45 allows us to assume that the optimal reference R∗ for our collection is of the
form 0K B(π(1))0K B(π(2))0K . . . 0K B(π(|V |))0K for some permutation π over 1, . . ., |V |.
To complete the proof of Theorem 12, let λ be the number of substrings of R∗ of the form
0K B(i)0K B(j)0K for some (vi , vj ) ∈ E. Then the number of pointers p = K 2 |V | + λ +
2(|E| − λ), the length of the reference r = 2K|V | + K, and the total cost

αr + βp = α(2K|V | + K) + β(K 2 |V | + 2|E| − λ).

This is clearly minimized when λ is maximized. Moreover, G has a Hamiltonian path iff there
exists a permutation π where every substring of R∗ of the form 0K B(π(i))0K B(π(j))0K
corresponds with an edge (vπ(i) , vπ(j) ) ∈ E, making λ = |V | − 1 and the objective cost
α(2K|V | + K) + β(K 2 |V | + 2|E| − |V | + 1). This completes the proof of Theorem 12.
The following Lemma directly proves Theorem 13 and relates the problem on a collection of
strings to the problem on a single string.
Lemma 46. Let T = T1 ◦ . . . ◦ Tn , i.e, the concatenation of all strings in T . Then, an
optimal reference R◦ for T provides a 2-approximation of the optimal reference R∗ for T .

Proof. Let OP T ∗ be the optimal cost for encoding T using R∗ , and OP T ◦ be the optimal cost
for encoding T using R◦ . We have OP T ◦ ≤ OP T ∗ since the reference string R∗ can be used on
T with at most as many pointers as was needed for T . At the same time, OP T ∗ ≤ βn+OP T ◦
since the encoding used for T can be used for T while only adding at most n more pointers,
one for the beginning of each text. Finally, observing that βn ≤ βp∗ ≤ OP T ∗ we obtain
OP T ∗ ≤ βn + OP T ◦ ≤ βn + OP T ∗ ≤ 2OP T ∗ .
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Bounds in Terms of the δ-Measure

We first establish straight forward lower bounds on the cost of an optimal relative-LZ encoding.
√ √
Lemma 47. αr∗ + βp∗ = OP T ≥ 2 αβ N .

Proof. The optimization problem minr,p αr + βp s.t. rp ≥ N can be solved using standard
q √
q √
techniques, e.g. Lagrange multipliers. Doing so, one finds r∗ = αβ N and p∗ = αβ N .

Lemma 48. For a single text T , δ(T ) ≤ αr∗ + βp∗ .

Proof. Let T be the concatenation of the texts in T . For any string S we use LZ77 (S) to
denote the number of phrases in the LZ77 encoding of S.
Consider decoding the LZ77 encoding of R∗ ◦ T where R∗ is the optimal relative-LZ reference
for T . The substring T is decoded using pointers to the prefix R∗ in addition to pointers to
the already decoded prefix of T . From this we can infer that p∗ must be at most the number
of pointers used by LZ77 to encode T and LZ77 (R∗ ◦ T ) ≤ LZ77 (R∗ ) + p∗ . Combined with
properties of the δ-measure [109] we have,

δ(T ) ≤ δ(R∗ ◦ T ) ≤ LZ77 (R∗ ◦ T ) ≤ LZ77 (R∗ ) + p∗ ≤ αr∗ + βp∗ .

1

2

Lemma 49. For a single text T , αr∗ + βp∗ ≤ 2(αδ(T )) 3 (βN ) 3 .

Proof. Let δk =

dk
k

where dk is the number of distinct substrings of T of length k. Note that
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δ = maxk δk . For any k, by choosing R to be the concatenation of all distinct substrings of
T of length k we have r = kdk and p ≤

N
.
k

Next,

αr∗ + βp∗ ≤ αr + βp ≤ αkdk + β
Setting k =

βN
αδ

 31

N
N
= αk 2 δk + β
k
k

and using that δk ≤ δ,

αk 2 δk + β

1 δk
2
1
2
1
2
N
= α 3 2 (βN ) 3 + (αδk ) 3 (βN ) 3 ≤ 2(αδ) 3 (βN ) 3 .
k
δ3

This bounds the cost of an optimal relative-LZ encoding and proves Theorem 14.
The above inequality is tight to within logarithmic factors on an average input in the following
sense.
Lemma 50. For a random binary string T , E[δ] = Ω( logNN ).

Proof. Let k = 2 log N , Xij be 1 if T [i..i + k − 1] = T [j..j + k − 1] and 0 otherwise, and Xi
PN −k+1
Xij . Hence, the
be the number of times T [i..i + k − 1] occurs in T . Then, Xi = j=1
P −k+1
expected number of times a string Xi occurs in T is E[Xi ] = N
E[Xij ]. Using that
j=1
P(Xij = 1) = 2−k for j 6= i and 1 for j = i,

E[Xi ] = 1 +

N −k
N −k
=1+
.
k
2
N2

Using Markov’s inequality,

P(Xi ≥ 2) ≤

1
1
k
1
1
+
−
≤ +
.
2
2 2N
2N
2 2N
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Let Yi be 1 if T [i..i + k − 1] occurs only once in T and 0 otherwise. Then,

P(Yi = 1) = 1 − P(Xi ≥ 2) ≥

1
1
−
.
2 2N

Since the number of distinct substrings of length k is at least the number substrings of length
P −k+1
k occuring only once, dk ≥ N
Yi and
i=1


 
N −k+1
E[dk ]
N −k+1 1
N
1 X
1
E[δ] ≥ E[δk ] =
E[Yi ] ≥
=Ω
.
≥
−
k
k i=1
k
2 2N
k

At the same time δ = O(N ) since there are at most N distinct substrings of T for any length.
Plugging into the inequality in Theorem 14 the lower bound on the expected value of δ, for
2

the case with α = 1, β = log r, we have OP T ∈ Ω( logNN ) ∩ O(N log 3 r). That is, on random
binary strings the inequality is tight to within logarithmic factors.

Open Problems

The main problem that this work leaves open is whether the Optimal Reference problem can
be solved in polynomial time on a single string. Thanks to Theorem 13 a positive answer to
this question would indicate a polynomial time 2-approximation algorithm for the general
problem.
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CHAPTER 6: CONCLUSION

This work has demonstrated that several novel problems arising from string algorithms
and text compression are closely related to ordering constraint satisfaction problems. This
was either explicitly in their formulation, or implicitly through reductions. Using these
connections, we were able to establish strong hardness results for each problem.
After establishing these hardness results, we were able to derive several algorithms. In
particular, for many of these problems, by restricting the set of possible inputs, adding
constraints, or making reasonable conjectures, we provided polynomial time solutions or
approximation algorithms.
We leave open for future research:
• For BWT-runs minimization, lifting the constraint that the $ symbols be ordered first
in the constrained alphabet ordering problem while maintaining a polynomial-time
algorithm;
• Finding whether Wheeler graph recognition is NP-complete for degree-three and degreefour DAGs (3-NFAs and 4-NFAs);
• Finding a wider class of graphs where Wheeler graph recognition can be performed in
polynomial time;
• Establishing ETH hardness results for minimizing the number of Lyndon factors via
alphabet ordering;
• Finding a polynomial time algorithm for the Optimal Reference problem on a single
string.
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[61] Venkatesan Guruswami, Johan Håstad, Rajsekar Manokaran, Prasad Raghavendra,
and Moses Charikar. Beating the random ordering is hard: Every ordering CSP
is approximation resistant. SIAM J. Comput., 40(3):878–914, 2011. doi:10.1137/
090756144.
[62] Venkatesan Guruswami, Rajsekar Manokaran, and Prasad Raghavendra. Beating the
random ordering is hard: Inapproximability of maximum acyclic subgraph. In 49th
Annual IEEE Symposium on Foundations of Computer Science, FOCS 2008, October
25-28, 2008, Philadelphia, PA, USA, pages 573–582, 2008. doi:10.1109/FOCS.2008.
51.
[63] Venkatesan Guruswami and Yuan Zhou. Approximating bounded occurrence ordering
csps. In Approximation, Randomization, and Combinatorial Optimization. Algorithms
and Techniques - 15th International Workshop, APPROX 2012, and 16th International
Workshop, RANDOM 2012, Cambridge, MA, USA, August 15-17, 2012. Proceedings,
pages 158–169, 2012. doi:10.1007/978-3-642-32512-0\_14.
[64] Bernhard Haeupler and Robert Endre Tarjan.

Planarity algorithms via pq-trees

(extended abstract). Electronic Notes in Discrete Mathematics, 31:143–149, 2008.
doi:10.1016/j.endm.2008.06.029.
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[77] Juha Kärkkäinen, Dominik Kempa, and Simon J. Puglisi. Linear time lempel-ziv
factorization: Simple, fast, small. In Combinatorial Pattern Matching, 24th Annual
Symposium, CPM 2013, Bad Herrenalb, Germany, June 17-19, 2013. Proceedings,
pages 189–200, 2013. doi:10.1007/978-3-642-38905-4\_19.
[78] Dominik Kempa. Optimal construction of compressed indexes for highly repetitive
texts. In Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete
Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019, pages 1344–
1357, 2019. doi:10.1137/1.9781611975482.82.
[79] Dominik Kempa and Tomasz Kociumaka. Resolution of the burrows-wheeler transform
conjecture. In 61st IEEE Annual Symposium on Foundations of Computer Science,
FOCS 2020, Durham, NC, USA, November 16-19, 2020, pages 1002–1013, 2020. doi:
10.1109/FOCS46700.2020.00097.
106

[80] Dominik Kempa and Nicola Prezza. At the roots of dictionary compression: string
attractors. In Ilias Diakonikolas, David Kempe, and Monika Henzinger, editors, Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing,
STOC 2018, Los Angeles, CA, USA, June 25-29, 2018, pages 827–840. ACM, 2018.
doi:10.1145/3188745.3188814.
[81] Dominik Kempa and Nicola Prezza. At the roots of dictionary compression: string
attractors. In Proceedings of the 50th Annual ACM SIGACT Symposium on Theory
of Computing, STOC 2018, Los Angeles, CA, USA, June 25-29, 2018, pages 827–840,
2018. doi:10.1145/3188745.3188814.
[82] Subhash Khot. On the unique games conjecture. In 46th Annual IEEE Symposium on
Foundations of Computer Science (FOCS 2005), 23-25 October 2005, Pittsburgh, PA,
USA, Proceedings, page 3, 2005. doi:10.1109/SFCS.2005.61.
[83] Dong Kyue Kim, Jeong Seop Sim, Heejin Park, and Kunsoo Park. Linear-time construction of suffix arrays. In Combinatorial Pattern Matching, 14th Annual Symposium, CPM 2003, Morelia, Michocán, Mexico, June 25-27, 2003, Proceedings, pages
186–199, 2003. doi:10.1007/3-540-44888-8\_14.
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