Abstract. We introduce the notion of locally finite root supersystems as a generalization of both locally finite root systems and generalized root systems. We classify irreducible locally finite root supersystems.
Introduction
In 2001, Neeb and Stumme [10] studied locally finite split simple Lie algebras, i.e., locally finite simple Lie algebras containing a maximal abelian ad-diagonalizable subalgebra. They showed that a locally finite split simple Lie algebra is a direct limit of finite dimensional split simple Lie subalgebras and its corresponding root system is a direct limit of irreducible reduced finite root systems. In 2004, Loos and Neher [7] studied direct limits of finite root systems and called them locally finite root systems. A locally finite root system R is a locally finite spanning set of a nontrivial vector space of arbitrary dimension, over a field of characteristic zero, equipped with a symmetric bilinear form which is positive definite on the rational space spanned by R. In particular, a locally finite root system R dose not contain imaginary roots. One knows that in contrast with a finite root system (as the root system of a finite dimensional split simple Lie algebra), the root system of a finite dimensional basic classical Lie superalgebra contains imaginary roots. This gave a motivation to Serganova [15] in 1996 to introduce the notion of generalized root systems as a generalization of finite root systems. The main difference between generalized root systems and finite root systems is the existence of imaginary roots. Serganova classified irreducible generalized root systems and showed that such root systems are root systems of contragredient Lie superalgebras [6] .
In this work, we systematically study the root system of a direct limit of finite dimensional contragredient Lie superalgebras. We introduce the notion of locally finite root supersystems as a generalization of both locally finite root systems and generalized root systems. Roughly speaking, a spanning set R of a nontrivial vector space, equipped with a nondegenerate symmetric bilinear form, is a locally finite root supersystem if the string property holds for roots and that R is stable under reflections based on so-called real roots. We show that the set of real roots of a locally finite root supersystem is a locally finite root system and that generalized root systems are nothing but locally finite root supersystems which are finite. We classify irreducible locally finite root supersystems. If the set of real roots of an irreducible locally finite root supersystem spans a proper subspace of the underlying vector space, we say R is of imaginary type and otherwise, we say R is of real type. We prove that an irreducible locally finite root supersystem of real type is a direct limit of generalized root systems of real type. We conclude the paper with a section devoted to examples of Lie superalgebras each of which is a direct limit of finite dimensional basic classical Lie superalgebras and the corresponding root system is a locally finite root supersystem.
Preliminaries
Throughout this work, F is a field of characteristic zero. Unless otherwise mentioned, all vector spaces are considered over F. We denote the dual space of a vector space V by V * and denote its group of automorphisms by GL(V ). To indicate a disjoint union, we use ⊎. For a set S, by |S|, we mean the cardinal number of S. For a map f : A −→ B and C ⊆ A, by f | C , we mean the restriction of f to C. Also for two symbols i, j, by δ i,j , we mean the Kronecker delta. We finally recall that the direct union is, by definition, the direct limit of a direct system whose morphisms are inclusion maps. Definition 2.1. Suppose that V is a nontrivial vector space and R is a subset of V. We say R is a locally finite root system in V (or (R, V) is a locally finite root system) if (i) R is locally finite, (ii) 0 ∈ R and R spans V, (iii) for α ∈ R × := R \ {0}, there isα ∈ V * such that •α(α) = 2, •α(β) ∈ Z; β ∈ R, • R is invariant under the reflection r α of V mapping v ∈ V to v − α(v)α. Each element of a locally finite root system (R, V) is called a root and dim(V) is called the rank of R. A finite locally finite root system is called a finite root system. A bilinear form (·, ·) on V is called invariant if it is invariant under the reflections r α , α ∈ R × . The subgroup W of GL(V) generated by {r α | α ∈ R × } is called the Weyl group of R. Two locally finite root systems (R, U ) and (S, V) are said to be isomorphic if there is a linear isomorphism f : U −→ V such that f (R) = S.
Suppose that (R, V) is a locally finite root system. A nonempty subset S of R is said to be a subsystem of R if S contains zero and r α (β) ∈ S for α, β ∈ S \ {0}. A subsystem S of R is called full if (span F S) ∩ R = S. A nonempty subset X of R is called irreducible, if for each two nonzero elements α, β ∈ X, there exist finitely many nonzero roots α 1 := α, α 2 , . . . , α n := β in X such thatα i+1 (α i ) = 0, 1 ≤ i ≤ n − 1. It is known that the locally finite root system R is a direct sum of irreducible subsystems in the sense that R is a union of irreducible subsystems R i (i ∈ I) such that for i, j ∈ I with i = j and α ∈ R × i , β ∈ R j ,α(β) = 0 [7, §3.13] . A basis B of the vector space V is called a root base for R if R ⊆ (span Z ≥0 B) ∪ (span Z ≤0 B). The locally finite root system R has a root base if and only if R is countable [7, Proposition 6 .7 and Theorem 6.9]. We take {R λ | λ ∈ Γ} to be the class of all finite subsystems of R, and say λ µ (λ, µ ∈ Γ) if R λ is a subsystem of R µ , then (Γ, ) is a directed set and R is the direct union of {R λ | λ ∈ Γ}. Furthermore, if R is irreducible, it is the direct union of its irreducible finite full subsystems; see [7, Corollarries 3.15 and 3.16] . The following Lemma is well known in the literature [7, §4.14 and Theorem 4.2]:
Lemma 2.2. Suppose that R is a locally finite root system in a vector space V, then V is equipped with a nondegenerate symmetric invariant bilinear form (·, ·) such that the form restricted to V Q := span Q R is a positive definite Q-valued bilinear form. In this case for α ∈ R × and v ∈ V, we havě α(v) = 2(v, α)/(α, α). Moreover, if R is irreducible, then each two symmetric invariant bilinear forms on V are proportional; in particular, for each nonzero symmetric invariant bilinear form (·, ·) on V and 0 = v ∈ V Q , we have (v, v) = 0.
Suppose that T is a nonempty index set with |T | ≥ 2 and U := ⊕ i∈T Fǫ i is the free F-module over the set T. Define the form (·, ·) : U × U −→ F (ǫ i , ǫ j ) = δ i,j , for i, j ∈ T and set (2.3)Ȧ T := {ǫ i − ǫ j | i, j ∈ T }, D T :=Ȧ T ∪ {±(ǫ i + ǫ j ) | i, j ∈ T, i = j},
One can see that these are irreducible locally finite root systems in their F−span's which we refer to as type A, D, B, C and BC respectively. Moreover every irreducible locally finite root system either is an irreducible finite root system or is isomorphic to one of these root systems (see [7, §4.14, §8] ). Now we suppose R is an irreducible locally finite root system; one can define R sh := {α ∈ R × | (α, α) ≤ (β, β); for all β ∈ R}, R ex := R ∩ 2R sh , R lg := R × \ (R sh ∪ R ex ).
The elements of R sh (resp. R lg , R ex ) are called short roots (resp. long roots, extra-long roots) of R.
In what follows, we assume that R is an irreducible locally finite root system in a vector space V and W is its Weyl group. We fix a full finite irreducible subsystem R 0 of R. Suppose that Λ is an index set and {R λ | λ ∈ Λ} is the class of all finite irreducible full subsystems of R containing R 0 . We know that R is the direct union of {R λ | λ ∈ Λ}. So V is the direct union of {V λ | λ ∈ Λ} in which for λ ∈ Λ, V λ is the linear span of R λ . Next for λ ∈ Λ, set W λ to be the subgroup of GL(V λ ) generated by
Each element of p is called a weight. Using Lemma 2.2, one can see that W (resp. W λ , λ ∈ Λ) acts on p (resp. p λ ) by the natural action.
Definition 2.4. [15, Definition 3.1] Consider the action W on p. An orbit S ⊆ p is called small if for x, y ∈ S, either x = ±y or x − y ∈ R × .
Lemma 2.5. A subset S of p is a small orbit if and only if
• WS ⊆ S,
• the action of W on S is transitive, • for each x ∈ S, there is λ 0 ∈ Λ such that for all λ ∈ Λ with λ 0 λ, W λ x is a small orbit in p λ .
Proof. Suppose that S ⊆ p is a small orbit and pick a representative s of this orbit. Since s ∈ V and V is the direct union of {V λ | λ ∈ Λ}, one finds λ 0 ∈ Λ such that s ∈ V λ 0 . So for λ ∈ Λ with λ 0 λ, we have s ∈ V λ andα(s) ∈ Z for all α ∈ R × λ . Therefore s ∈ p λ . Now for x, y ∈ W λ s ⊆ Ws, we have either x = ±y or x − y ∈ R. But W λ s ⊆ V λ , so as R λ is a full subsystem of R, in the latter case x − y ∈ V λ ∩ R = R λ . This shows that s is a representative of a small orbit of the action of W λ on p λ . Now it is trivial that if S is a small orbit, then S satisfies the three stated conditions. For the reverse implication, we suppose S is a subset of p satisfying the stated conditions, then for x, y ∈ S, there is λ 0 ∈ Λ such that for λ ∈ Λ with λ 0 λ, W λ x is a small orbit of the action W λ on p λ . Also there are α 1 , . . . , α ℓ ∈ R × with y = r α 1 · · · r α ℓ x. Now take µ ∈ Λ with λ 0 µ and α 1 , . . . , α ℓ ∈ R µ , then y = wx ∈ W µ x. Therefore, as W µ x is a small orbit for the action of W µ on p µ , we get either x = ±y or x − y ∈ R × . Definition 2.6. Suppose that R is finite, i.e., R is an irreducible finite root system in the vector space V. Suppose that (·, ·) is an invariant bilinear form on V. If ∆ := {α 1 , . . . , α ℓ } is a root base for R, each element of the basis {ω 1 , . . . , ω ℓ } of V satisfying (ω j , 2α i )/(α i , α i ) = δ i,j , 1 ≤ i, j ≤ ℓ, is called a fundamental weight of R (with respect to ∆). Proposition 2.7. (i) Suppose that ℓ is a positive integer and {ǫ 1 , . . . , ǫ ℓ+1 } is a basis for the F-vector space V := F ℓ+1 . Define
Consider the irreducible finite root system R := {ǫ i − ǫ j | 1 ≤ i, j ≤ ℓ + 1} of type A ℓ , then ∆ := {α 1 := ǫ 1 − ǫ 2 , . . . , α n := ǫ ℓ − ǫ ℓ+1 } is a root base for R and (ii) Suppose that R is an irreducible finite root system of type X = A and rank ℓ with Weyl group W. Suppose that ∆ is a root base for R and Ω is the set of fundament weights with respect to ∆. Then small obits for the action of W on the set of weights exist if and only if R is of type X = E 6,7,8 , F 4 . Moreover if R is of type G 2 , R sh is the only small orbit and if R is of type
(iii) If T is an infinite index set and R =Ȧ T , B T , C T , D T or BC T as in (2.3), then the only small orbits for R are as following:
• TypeȦ T : there is no small orbit for R,
Proof. (i) The first statement is immediate. For the last one, one can get the result using an easy verification if R is of rank 1. Also if the rank of R is greater than 1, we have the result by [15, Example 3.2] .
(ii) If ℓ = 1, the result follows using a straightforward verification. If ℓ > 2, we have the statement using [15, Theorem 3.4] .
(iii) Locally finite root systems of typeȦ T : We have R = {ǫ i − ǫ j | i, j ∈ T }. We fix two distinct elements of T and call them 1 and 2. We take Λ to be an index set and {T λ | λ ∈ Λ} to be the class of all finite subsets of T containing 1, 2. Then R λ := {ǫ i − ǫ j | i, j ∈ T λ } is a finite full irreducible subsystem of R and R = ∪ λ∈Λ R λ . Consider the action of Weyl group W of R on the set of weights p of R and let S be a small orbit of this action. Then for a fix s ∈ S, by Lemma 2.5, there is λ ∈ Λ such that W λ s is a small orbit of the action of W λ on p λ . By part (i), either
These all together imply that if R is of typeȦ T for some infinite index set T, there is no small orbit for the action of W on p.
Locally finite root systems of type B T , C T , D T , BC T : We just consider type B T . The result for other types similarly follows. Fix three distinct elements of T and call them 1,2 and 3. If Λ is an index set and {T λ | λ ∈ Λ} is the class of all finite subsets of T containing 1, 2, 3. Then the root system R is the direct union of R λ 's where for λ ∈ Λ, R λ := R ∩ span F {ǫ i | i ∈ T λ }. Now if s is a representative of a small orbit of the action of Weyl group W on p, there is λ ∈ Λ with |T λ | > 4 such that W λ s is a small orbit for the action of W λ on the set of weights of R λ , so by part (ii), W λ s = W λ ǫ 1 and so Ws = Wǫ 1 .
locally finite root supersystems
In 1992, S. Berman and R. Moody [5] introduced the notion of a ∆-graded Lie algebra for a irreducible reduced finite root system ∆. Their definition had been motivated by a construction appearing in the classification of finite dimensional simple Lie algebras containing nonzero toral subalgebras [14] . This definition was generalized to ∆-graded Lie algebras for a locally finite root system ∆ in [3] , [12] , [2] and [17] . Interested readers are referred to [3] , [12] , [2] , [4] and [17] for classification and characterization of ∆-graded Lie algebras. In 2004, Yoshii introduced the notion of a (∆, G)−graded Lie algebra for an irreducible finite root system ∆ and an abelian group G. Roughly speaking, a Lie algebra L is graded by a reduced locally finite root system ∆ if L is an span Z ∆-graded Lie algebra generated by homogenous spaces of nonzero degree and that for any nonzero root α ∈ ∆, there are nonzero homogenous elements e and f of degrees α and −α respectively such that [e, f ] acts diagonally on L; also for an abelian group G, an span
and that for any nonzero root α ∈ ∆, there are nonzero homogenous elements e ∈ L 0 α and f ∈ L 0 −α such that [e, f ] acts diagonally on L; see [16] and [11] for more details. For a (∆,
Now one can think of L as a Lie algebra equipped with a root space decomposition whose corresponding root system is a subset of the abelian group span Z ∆ ⊕ G. This leads us to define root systems whose underlying algebraic structure is an abelian group instead of a vector space; see [1, Definition 1.3] . One can see that locally finite root systems defined as a subset of a free abelian group are in correspondence with locally finite root systems defined as a subset of a Q-vector space [1, Proposition 1.7] . In this section, we axiomatically define the notion of a locally finite root supersystem as a subset of a vector space V over a field F of characteristic zero. We show that we can define locally finite root supersystems as a subset of a torsion free abelian group and that these are in correspondence with the ones defined as a subset of an F-vector space.
Suppose that V is a vector space over F and K is a field extension of F. By an F-bilinear form on V with values in K, we mean an F-bilinear map
If f is a symmetric F-bilinear form with values in K, the set V 0 := {v ∈ V | (v, w) = 0; ∀w ∈ V} is called the radical of f. The symmetric F-bilinear form f is called nondegenerate if V 0 = {0}. Using a modified version of [9, Lemma 3.6], we get the following lemma.
Lemma 3.1. Suppose that V is an F-vector space and K is a field extension of F. Suppose that (·, ·) : V × V −→ K is a nondegenerate F-bilinear form with values in K. Then for a finite dimensional subspace W of V, there is a finite dimensional subspace U containing W on which the restriction of the form is nondegenerate.
Proof. Suppose that W is a finite dimensional subspace of V. We use induction on dimension of the radical W 0 of W to get the result. If the form on W is nondegenerate, there is nothing to prove. Suppose {u 1 , . . . , u m } is a basis for W 0 and extend it to a basis {u 1 , . . . , u m , w 1 , . . . , w n } for W. Since the form on V is nondegenerate, there is x 1 ∈ V such that (u 1 , x 1 ) = 0. Now consider the subspace
. Now by induction hypothesis, there is a finite dimensional subspace U of V containing W 1 (and so containing W ) on which the form is nondegenerate.
From now on, we assume K is a field extension of F. For a subset R of an F-vector space V equipped with a nondegenerate symmetric bilinear form (·, ·) with values in K, we set R × re := {α ∈ R | (α, α) = 0},
Set T F,K to be the class all triples (V, (·, ·), R), where V is a vector space over F, (·, ·) is a nondegenerate symmetric bilinear form on V with values in K and R is a subset of V such that (1) 0 ∈ R and R re is locally finite in
for α ∈ R × re and β ∈ R, 2(β, α)/(α, α) ∈ Z and β − 2(β,α) (α,α) α ∈ R, (5) for α ∈ R im and β ∈ R with (α, β) = 0, {β − α, β + α} ∩ R = ∅.
Suppose that (V, (·, ·), R) ∈ T F,K and α ∈ R × re . We note that for v ∈ V = span F R, there are r 1 , . . . , r n ∈ F and α 1 , . . . , α n ∈ R with v = n i=1 r i α i , so we have
This allows us to define
The subgroup W of GL(V) generated by {r α | α ∈ R × re } is called the Weyl group of R.
(a) for α, β ∈ R and w ∈ W, (w(α), w(β)) = (α, β), (b) R re is a locally finite root system in V re ; in particular if R im = {0}, R is a locally finite root system, (c) for α, β ∈ R × re , we have 2(β, α)/(α, α) ∈ {−4, −3, . . . , 3, 4}, (d) the form (·, ·) restricted to V re is nondegenerate.
Proof. (a) It is easy to see.
(b) For α ∈ R × re , we consider (3.2) and setα := 2(α,·) (α,α) ∈ V * re . We note that for α, β ∈ R × re , r α (β) = β −α(β)α. We haveα(α) = 2,α(β) ∈ Z and that by part (a), r α (R re ) ⊆ R re . Now as R re is locally finite in V re , we get that R re is a locally finite root system in V re .
(c) It follows from part (b); see [7, §3] .
We identify 1 ⊗ R re with R re and note that R re is a direct sum of irreducible subsystems R i (i ∈ I) such thatα(β) = 0 for α ∈ R i \ {0}, β ∈ R j , i, j ∈ I with i = j; in particular, we have (R i , R j ) K = (R i , R j ) = {0} for i, j ∈ I with i = j. On the other hand, by Lemma 2.2, K ⊗ F V re is equipped with a nondegenerate symmetric invariant bilinear form (·, ·) ′ :
is a nonzero symmetric invariant bilinear form, it is a nonzero scalar multiple of (·,
is nondegenerate. This in turn implies that the form restricted to V re is nondegenerate.
Next set T ′ F,K to be the class of all triples (V, (·, ·), R), where V is a vector space over F, (·, ·) is a nondegenerate symmetric bilinear form on V with values in K and R is a subset of V such that
re and β ∈ R re , there are nonnegative integers p, q such that {i ∈ Z | β + iα ∈ R re } = {−p, . . . , q} and p − q = 2(β, α)/(α, α), (we refer to this property as the string property), (6) for α ∈ R im and β ∈ R with (α, β) = 0, {β − α, β + α} ∩ R = ∅.
Convention 3.4. Throughout this section, we always assume for a triple
or R is irreducible if R × cannot be written as a disjoint union of two nonempty orthogonal subsets. For X ⊆ R, we say α, β ∈ X \ {0} are connected in X if there is a chain α 1 , . . . , α t ∈ X with α 1 = α, α t = β and (α i , α i+1 ) = 0 for 1 ≤ i ≤ t − 1. If α, β ∈ X \ {0} are not connected, we say they are disconnected. A subset X of R is called connected if each two nonzero elements of X are connected in X.
re whose elements are mutually disconnected in R × re is linearly independent.
(ii) Suppose that {α j | j ∈ J} is a subset of R × re whose elements are mutually disconnected in R × re . If there is j 0 ∈ J such that α j 0 = j 0 =j∈J r j α j for some r j ∈ F (j 0 = j ∈ J), then 0 = (α j 0 , α j 0 ) = (α j 0 , j 0 =j∈J r j α j ) = 0, a contradiction. This completes the proof.
Using the same argument as in [15, Lemmas 1.8,1.10], we have the following lemma.
F,K , then we have the following:
(1) If α ∈ R × re and β ∈ R im , then 2(α, β)/(α, α) ∈ {0, ±1, ±2}. (2) If α, β ∈ R im with (α, β) = 0 and k ∈ Z, then β + kα ∈ R only if k = 0, ±1; in particular, for α, β ∈ R im with (α, β) = 0, |{β + kα | k ∈ Z}| ≤ 3.
Proof. We first note that by Lemma 3.7, for α ∈ R × re and β ∈ R im , 2(β,α) (α,α) ∈ {0, ±1, ±2}. So we assume α, β ∈ R × re and show that −9 ≤ 2(β, α)/(α, α) ≤ 9. To the contrary, suppose that it is not true. Replacing β with −β if it is necessary, we assume α, β ∈ R × re and a := 2(β, α)/(α, α) ≤ −10. We know that there are nonnegative integers p, q such that
We consider the following three cases:
a contradiction.
But by (3.9), 1 = 2
2(β, β + 2α)/(β + 2α, β + 2α) ∈ Z which is a contradiction.
• b = −1 and a = 4b : We have
a contradiction. These all together complete the proof.
F,K , we need to prove that the string property holds for (V, (·, ·), R). But it is immediate as R re is a locally finite root system in V re by Lemma 3.3; see [7, §3] .
For this, we need to prove that R re is locally finite in V re . Suppose that W is a finite dimensional subspace of V re . We prove that W ∩ R re is a finite set. Since the form is nondegenerate on V, by Lemma 3.1, there is a finite dimensional subspace U of V such that the form restricted to U is nondegenerate and W ⊆ U. Since U is finite dimensional, there is a finite subset {α 1 , . . . , α t } ⊆ R with U ⊆ span F {α 1 , . . . , α t }. To complete the proof, it is enough to show U ∩ R re is finite. We note that connectedness is an equivalence relation on R × re and so R × re is decomposed into connected components S j , where j runs over a nonempty index set J. Using Lemma 3.6(ii) and considering the fact that U is finite dimensional, it is enough to show that U ∩ S j is a finite set for all j ∈ J. Suppose that j ∈ J and consider the map ϕ :
Since by Lemma 3.8, {2(β, γ)/(γ, γ) | β ∈ R × re , γ ∈ R} is bounded, we get that imϕ is a finite set. On the other hand, as the form on U is nondegenerate, ϕ is one to one; indeed, suppose α, β ∈ S j ∩ U and 2(α,
that is absurd. Therefore, α = β. Now ϕ is one to one and imϕ is a finite set, so S j ∩ U is a finite set. This completes the proof.
and β ∈ R, there are nonnegative integers p, q such that {i ∈ Z | β + iα ∈ R} = {−p, . . . , q} and p − q = 2(β, α)/(α, α).
Proof. By Lemma 3.3, R re is a locally finite root system and so
and β ∈ R. Since the only scalar multiples of α which can be roots are 0, ±α, ±(1/2)α, ±2α, we are done if β = 0. We next suppose that α, β ∈ R × re , then there are i, j ∈ I with α ∈ R i and β ∈ R j . Suppose that i = j and that k is an integer such that β + kα ∈ R. Since β + kα ∈ span Q R i , by the proof of Lemma 2.2 either β + kα = 0, or (β + kα, β + kα) = 0. In both cases β + kα ∈ R re . This implies that {k ∈ Z | β + kα ∈ R} = {k ∈ Z | β + kα ∈ R re } and so we are done.
Next suppose i = j. Assume k ∈ Z\{0} and β+kα ∈ R. Since (β+kα, α) = 0 and (β + kα, β) = 0, we have β + kα ∈ R re . So 0 = (β + kα, β + kα) = (β, β)+k 2 (α, α). This in turn implies that (β, β)/(α, α) = −k 2 . Suppose that |k| > 1, then since (β + kα, α) = 0, there is r ∈ {±1} with β + (k + r)α ∈ R. As above, we get that (k + r) 2 
Now we assume α ∈ R × re and β ∈ R × im . By Lemma 3.7(1), we have n := −2 (β,α) (α,α) ∈ {0, ±1, ±2}. Changing the role of β with −β if it is necessary, we may assume that n ∈ {0, 1, 2}. Case 1. n = 0 : We prove that {β + kα | k ∈ Z} ∩ R is one of the following sets: {β}, {β − α, β, β + α} or {β − 2α, β − α, β, β + α, β + 2α}. We first note that since (α, β) = 0, we have β − kα = r α (β + kα) for k ∈ Z. So β + kα ∈ R if and only if β − kα ∈ R. Suppose that for some k ∈ Z \ {0}, β + kα ∈ R, then (β + kα, β + kα) = k 2 (α, α) = 0, i.e., β + kα ∈ R × re . Now as 2(α, β + kα)/(β + kα, β + kα) = 2/k ∈ Z, we must have k = ±1, ±2. To complete the proof, we need to show that if γ := β + 2α ∈ R, then β + α ∈ R. For this, we suppose that γ ∈ R, then we have α, γ ∈ R re , γ + α = β + 3α ∈ R re and (γ, α) = 0. Therefore the string property implies that
Case 2. n = 1, 2 : We claim that {β + kα | k ∈ Z} ∩ R = {β, . . . , β + nα}. We first show that β + mα ∈ R for m ∈ Z >n . Suppose to the contrary that m ∈ Z >n and β + mα ∈ R. If β + mα ∈ R im , then 0 = (β + mα, β + mα) = m 2 (α, α) + 2m(β, α). This implies that −n = 2(β, α)/(α, α) = −m, a contradiction. So γ := β + mα ∈ R re . Using the string property, we find positive integers p, q with p − q = 2(γ, α)/(α, α) = −n + 2m such that {k ∈ Z | γ + kα ∈ R re } = {−p, . . . , q}. Since p − q = −n + 2m, we get that p ≥ −n + 2m, so β + (m − k)α = γ − kα ∈ R re , for 0 ≤ k ≤ 2m − n; in particular, β = γ − mα ∈ R re that is a contradiction. Next we show that for 1 ≤ k ≤ n, β + kα ∈ R. We know that β + nα = r α (β), so if n = 1, there is nothing to prove. If n = 2, then since (β + 2α, α) = (α, α) = 0, we get that either β + 3α = (β + 2α) + α ∈ R or β + α = (β + 2α) − α ∈ R. But as we have already seen, β + 3α ∈ R, so β + α ∈ R. We finally show that β − kα ∈ R for k ∈ Z >0 . Suppose that k ∈ Z >0 and β − kα ∈ R, then if (β − kα, β − kα) = 0, we get −n = 2(β, α)/(α, α) = k, a contradiction. So γ := β − kα ∈ R re . Therefore, by the string property, there are positive integers p, q such that p−q = 2(γ, α)/(α, α) = 2(β, α)/(α, α)−2k = −n−2k and {t ∈ Z | γ + tα ∈ R re } = {−p, . . . , q}. So for 0 ≤ t ≤ n + 2k, we have γ + tα ∈ R re , in particular, β = γ + kα ∈ R re which is again a contradiction.
Then there is no class {R t im | t ∈ T } of nonempty subsets of R im \ {0}, where T is an index set with |T | > 1, such that
• for t ∈ T, R t im is invariant under the Weyl group,
Using the same argument as in [15, Proposition 1.15] , one can prove the lemma, but for the convenience of readers, we give a sketch of the proof. Suppose that T is an index set with |T | > 1 and {R t im | t ∈ T } is a class of nonempty subsets of R im \ {0} as in the statement. For t ∈ T, we set
The proof is carried out in the following steps:
Step 1. For t ∈ T, R t re is invariant under the Weyl group: It follows from Lemma 3.3(a) together with the fact that R t im is invariant under the Weyl group.
Step 2. R re = ∪ t∈T R t re : Suppose that it is not true. So there is α ∈ R × re such that α ∈ ∪ t∈T R t re . Fix t 0 ∈ T, then α ∈ R t 0 re , so there is t 1 = t 0 and δ ∈ R
and so (α, δ)(α, γ) = 0 which is a contradiction.
Step 3. If t, t ′ ∈ T and t = t ′ , we have R t re ∩ R t ′ re = {0} : Suppose that
Suppose that δ ∈ R \ R ′ and γ ∈ R ′ . If δ ∈ R im , there is nothing to prove, so we assume δ ∈ R re . Since δ ∈ R ′ , one finds η ∈ R im such that (δ, η) = 0. Since γ ∈ R ′ , we have r δ γ ∈ R ′ and so (η, γ), (η, r δ γ) ∈ (R im , R ′ ) = {0}. Therefore as before, we have (δ, γ)(δ, η) = 0. Thus (δ, γ) = 0. So
. This is a contradiction as R is irreducible.
Step 4. If t, t ′ ∈ T and t = t ′ , we have (R t re , R t ′ re ) = {0} : Suppose that α ∈ R t re \ {0} and β ∈ R t ′ re \ {0}. Using Step 3, one finds δ ∈ R t im such that (δ, α) = 0. Now we have (δ, β), (r α δ, β) ∈ (R t im , R t ′ re ) = {0}, so it follows that (α, δ)(α, β) = 0 and so (α, β) = 0. Now for a fixed element t 0 ∈ T, set R 1 := ∪ t∈T \{t 0 } (R t re ∪ R t im ) and
) and (R 1 , R 2 ) = {0} which contradict irreducibility of (V, (·, ·), R). This completes the proof.
It is an equivalence relation. Take {S k | k ∈ K} to be the family of all equivalence classes. If |K| = 1, we are done, so suppose that
This contradicts Lemma 3.12 and so we are done.
Lemma 3.14. Suppose that A is an abelian group and (·, ·) : A × A −→ F is a bi-group homomorphism. Suppose that (a, b) = (b, a) for all a, b ∈ A and that A 0 := {a ∈ A | (a, b) = 0 ∀b ∈ A} = {0}. Suppose that R ⊆ A and set
Suppose that the following statements hold:
(S1) 0 ∈ R, and span Z (R) = A,
for α, β ∈ R × re , there are nonnegative integers p, q with 2(β, α)/(α, α) = p − q such that {β + kα | k ∈ Z} ∩ R re = {β − pα, . . . , β + qα},
If R × cannot be written as a disjoint union of two nonempty orthogonal subsets of R,
Proof. We first note that since A 0 = {0}, it follows that A is a torsion free abelian group and so we can identify A with 1⊗A := {1⊗a | a ∈ A} ⊆ F⊗ Z A.
in particular, R re is a locally finite root system in V Q and so by Lemma 3.3,
, it is enough to show that the form (·, ·) F on V is nondegenerate. We first assume R im = {0}. Since (V Q , (·, ·) Q , R) ∈ T Q,F is irreducible, by Lemma 3.13, for a fixed α * ∈ R × im , R re ∪{α * } is a spanning set for V Q . This implies that A ⊆ span Q (R re ∪{α * }) and so V = span F A ⊆ span F (R re ∪ {α * }). Suppose that for α 1 , . . . , α n ∈ R re and r, r 1 , . . . , r n ∈ F, v := rα * + n i=1 r i α i is an element of the radical of (·, ·) F . Without loss of generality we assume r = 0, 1. Suppose that {1, x j | j ∈ J} is a basis for F over Q. For 1 ≤ i ≤ n, there are s i , s
Now as
(α,α) ∈ Z (1 ≤ i ≤ n) and {1, x j | j ∈ J} is a basis for the Q-vector space F, for each j ∈ J and α ∈ R × re , we have
Therefore for all j ∈ J and α ∈ R × re , (
Thus v is an element of the radical of (·, ·) Q . Now as (·, ·) Q is nondegenerate, we get v = 0 and so we are done in this case. Using the same argument as above, one can get the result if R im = {0}. The reverse implication is trivial.
Definition 3.16. We call a triple (V, (·, ·), R) of T F,F , a locally finite root supersystem; for simplicity, we say R is a locally finite root supersystem in V. Each element of a locally finite root supersystem R is called a root.
Elements of R re (resp. R im ) are called real (resp. imaginary) roots. A subset S of R is called a (locally finite root) sub-supersystem if the restriction of the form to span F S is nondegenerate, 0 ∈ S, for α ∈ S ∩ R × re , β ∈ S and γ ∈ S ∩ R im with (β, γ) = 0, r α (β) ∈ S and {γ − β, γ + β} ∩ R ⊆ S. If {R i | i ∈ Q} is a class of sub-supersystems of R which are mutually orthogonal and R \ {0} = ⊎ i∈Q (R i \ {0}), we say R is the direct sum of R i 's and write R = ⊕ i∈I R i . The locally finite root supersystem R is called a finite root supersystem (generalized root system; see [15] ) if R is a finite subset of V. Two locally finite root supersystems (V, (·, ·) 1 , R) and (W, (·, ·) 2 , S) are called isomorphic if there is a linear isomorphism ϕ : V −→ W and a nonzero scalar r ∈ F such that ϕ(R) = S and (v, w) 1 = r(ϕ(v), ϕ(w)) 2 for all v, w ∈ V.
Example 3.17. Suppose that ℓ is a positive integer and S 1 , S 2 are two finite root systems of type A ℓ in vector spaces U 1 , U 2 , respectively. As in the previous section, we assume S 1 = {ǫ i − ǫ j | 1 ≤ i, j ≤ ℓ + 1} and seṫ
is a linear isomorphism satisfying ϕ(R 1 ) = R 2 and (u, v) = (ϕ(u), ϕ(v)) for all u, v ∈ V; in other words, R 1 and R 2 are isomorphic. Lemma 3.18. Suppose that R is a locally finite root supersystem, then we have the following statements:
(i) Connectedness defines an equivalence relation on R × . If {S i | i ∈ Q} is the class of connected components of R × , then for i ∈ Q, R i := S i ∪ {0} is a sub-supersystem of R; in particular, R is a direct sum of irreducible sub-supersystems. Moreover, R is irreducible if and only if R is connected.
(ii) If R \ {0} = R 1 ⊎ R 2 , where R 1 and R 2 are two nonempty orthogonal subsets of R, then R 1 ∪ {0} and R 2 ∪ {0} are sub-supersystems of R.
Proof. (i) It is easy to see that connectedness is an equivalence relation in R × ; we just note that for α ∈ R × , since R spans V and the form (·, ·) is nondegenerate, there is β ∈ R with (α, β) = 0. This means that α is connected to α through the chain α, β, α. Setting V i := span F (S i ), one can see that V = ⊕ i∈Q V i and that the form restricted to V i is nondegenerate. Now we show that for α, β ∈ R i , we have r α (β) ∈ R i if (α, α) = 0 and that {β −α, β +α}∩R ⊆ R i if (α, α) = 0 and (α, β) = 0. Three cases can happen:
• α, β ∈ R × re : In this case, if r α (β) ∈ R i , there is j ∈ Q \ {i} such that r α (β) ∈ R j . So as (R i , R j ) = {0}, we get that (r α (β), α) = 0 and (r α (β), β) = 0 which implies that (β,
• α ∈ R × re and β ∈ R im : We know from Lemma 3.7 that 2(α, β)/(α, α) ∈ {0, ±1, ±2}. If 2(α, β)/(α, α) = 0, then r α (β) = β ∈ R i and we are done. Next suppose that k := 2(α, β)/(α, α) ∈ {±1, ±2}. If r α (β) ∈ R i , then there is j ∈ Q with i = j such that r α (β) ∈ R j . So 0 = (r α (β), β) = (β − kα, β) = −k(α, β) = 0, which is a contradiction.
• α ∈ R im and β ∈ R with (α, β) = 0 : If α + kβ ∈ R, for some k ∈ {±1}, we have (α + kβ, α) = k(β, α) = 0. Since α ∈ R i and R i is orthogonal to each R j (j ∈ Q \ {i}), this implies that α + kβ ∈ R i . These all together complete the proof of the first assertion. The last assertion is easily followed from the first one.
(ii) It follows using the same argument as in the previous part.
classification of irreducible locally finite root supersystems
Definition 4.1. For an irreducible locally finite root supersystem (V, (·, ·), R), we say R is of real type if V = V re = span F R re ; otherwise we say it is of imaginary type.
Example 4.2.
(1) Suppose that T is an index set with |T | ≥ 2. Take U to be a vector space with a basis {ǫ t | t ∈ T } and consider the bilinear form
on U . Take S := {±ǫ t ± ǫ t ′ | t, t ′ ∈ T } to be the locally finite root system of type C T in U . Consider a one dimensional vector space Fα * and set
Extend the form (·, ·) to a symmetric bilinear form on V denoted again by (·, ·) and defined by (α * , α * ) := 0, (α * , ǫ t ) := 0, (α * , ǫ t 0 ) := 1; t ∈ T \ {t 0 }.
is an irreducible locally finite root supersystem of imaginary type, we refer to as typeĊ(0, T ).
(2) Suppose that T is an index set with |T | ≥ 2. Take U to be a vector space with a basis {ǫ t | t ∈ T } and consider the bilinear form
on U . Take S := {ǫ t − ǫ t ′ | t, t ′ ∈ T } to be the locally finite root system of typeȦ T in U ′ := span F S. Consider a one dimensional vector space Fα * and set V := Fα * ⊕ U ′ . Fix an element t 0 ∈ T. Extend the form (·, ·) to a symmetric bilinear form on V denoted again by (·, ·) and defined by
is an irreducible locally finite root supersystem of imaginary type we refer to as typeȦ(0, T ).
(3) Suppose that T, P are two index sets of cardinal numbers greater than 1 such that if S, T are both finite, then |T | = |P |. Suppose that V ′ is a vector space with a basis {ǫ t , δ p | t ∈ T, p ∈ P }. We equip V ′ with a symmetric bilinear form
Take S 1 := {ǫ t − ǫ t ′ | t, t ′ ∈ T } which is a locally finite root system of typė A T in U 1 := span F {ǫ t − ǫ t ′ | t, t ′ ∈ T } and S 2 := {δ p − δ p ′ | p, p ′ ∈ P } which is a locally finite root system of typeȦ P in U 2 := span
is an irreducible locally finite root supersystem of imaginary type with R im = {0}∪±{ǫ t −δ p | t ∈ T, p ∈ P }. We refer to this locally finite root supersystem as a locally finite root supersystem of typeȦ(T, P ).
Example 4.3.
(1) Suppose that S 1 := {0, ±2ǫ 1 } and S 2 := {0, ±2δ 1 } are finite root systems of type A 1 in span Fǫ1 and span Fδ1 respectively. Normalize the forms on span Fǫ1 and span Fδ1 such that (ǫ 1 ,ǫ 1 ) = −(δ 1 ,δ 1 ) and extend them to a form (·, ·) on span F {ǫ 1 ,δ 1 } with (ǫ 1 ,δ 1 ) = 0. Set R := S 1 ∪ S 2 ∪ {±ǫ 1 ±δ 1 }. Then R is an irreducible locally finite root supersystem of real type in span F {ǫ 1 ,δ 1 } we refer to as type A(1, 1).
(2) Suppose that S 1 := {0, ±2ǫ 1 } and S 2 := {0, ±2δ t , ±δ t ± δ t ′ | t, t ′ ∈ T, t = t ′ } are locally finite root systems of type A 1 and C T respectively. Normalize the forms on span Fǫ1 and span F {δ t | t ∈ T } such that (ǫ 1 ,ǫ 1 ) = −(δ t , δ t ); t ∈ T. Set R := S 1 ∪S 2 ∪{±ǫ 1 ±δ t | t ∈ T }. Then R is an irreducible locally finite root supersystem of real type in span F {ǫ 1 ,δ t | t ∈ T } we refer to as type C(1, T ).
From now on, we assume (V, (·, ·), R) is an irreducible locally finite root supersystem with R re = {0}. We know from Lemma 3.3 that R re is a locally finite root system. We suppose R re = ⊕ i∈I R i re is the decomposition of R re into irreducible subsystems. For i ∈ I, we set Proof. Since R = (R i re \{0})⊎(∪ j∈I\{i} R j re ∪R im ), irreducibility of R implies that (R i re , R im ) = {0}. Now as R i re is invariant under the Weyl group, we are done using Lemma 3.13(ii).
Imaginary type. In this subsection, we assume
We suppose p * : V −→ Fα * is the canonical projection map of V on Fα * with respect to the decomposition V = Fα * ⊕ V re . For α ∈ R, take p α ∈ F to be defined by p * (α) = p α α * .
Lemma 4.5. For α ∈ R re , p α = 0 and for α ∈ R im \ {0}, p α = ±1.
Proof. The statement is immediate for α ∈ R re . To prove the statement for imaginary roots, we show that for each two elements α, β of R × im , p α = ±p β . Suppose that α, β ∈ R × im , we say α ∼ β if p α = ±p β . This defines an equivalence relation on R × im . So R × im is the disjoint union of equivalence classes, say R × im = ⊎ t∈T R t im . Suppose that t, t ′ ∈ T with t = t ′ , α ∈ R t im and α ′ ∈ R t ′ im . If (α, α ′ ) = 0, then since R is a locally finite root supersystem, there is k ∈ {±1} such that α + kα ′ ∈ R. Since α, α ′ ∈ R im and (α, α ′ ) = 0, we get that α + kα ′ ∈ R re and so p * (α + kα ′ ) = 0. This in turn implies that p * (α) = −kp * (α ′ ); in particular α ∼ α ′ which is a contradiction. Therefore (R t im , R t ′ im ) = {0}. Also for t ∈ T, δ ∈ R t im and α ∈ R × re , we have r α δ = δ − 2 (α,δ) (α,α) α, so p * (δ) = p * (r α (δ)). Therefore r α (δ) ∈ R t im and so R t im is invariant under the Weyl group. Now using Lemma 3.12, we get that for all
Lemma 4.6. For i ∈ I, take W i to be the subgroup of W generated by {r α | α ∈ R i re \ {0}}. We have the following statements: (i) Suppose that i ∈ I and w ∈ W i , then we have wα * − α * ∈ R i re .
(ii) Suppose that w ∈ W, then there are distinct elements i 1 , . . . , i t of I and w 1 ∈ W i 1 , . . . , w t ∈ W it such that wα * = w 1 . . . w t α * . Moreover wα * = α * + (w 1 α * − α * ) + · · · + (w t α * − α * ).
Proof. (i) Suppose that w := r αn · · · r α 1 , for some α 1 , . . . , α n ∈ R i re \ {0}. We first use induction on n to prove that wα * − α * ∈ span Q R i re . If n = 1, we have wα * = r α 1 α * = α * −2 (α 1 ,α * ) (α 1 ,α 1 ) α 1 and so we are done as 2 (α 1 ,α * ) (α 1 ,α 1 ) ∈ Z. Now suppose n > 1 and that the result holds for n − 1. Set w 1 := r α n−1 · · · r α 1 , then by induction hypothesis, we get that w 1 α * − α * ∈ span Q R i re . So wα * = r αn w 1 α * ∈ r αn (α
and so wα * − α * ∈ span Q R i re . Now by Lemmas 2.2 and 3.3(a), since wα * − α * ∈ span Q R i re , either wα * = α * or (wα * − α * , wα * − α * ) = 0. If (wα * − α * , wα * − α * ) = 0, then (wα * , α * ) = 0 and so by the definition of a locally finite root supersystem, {wα * ±α * }∩R = ∅. But by (4.7), we have p * (wα * ) = p * (α * ) which together with Lemma 4.5 implies that wα * +α * ∈ R. Therefore wα * − α * ∈ R and so wα * − α * ∈ R re ∩ V i re = R i re . This completes the proof. (ii) The first assertion follows from the fact that for α, β ∈ R × re with (α, β) = 0, we have r α r β = r β r α . Now suppose that i 1 , . . . , i t are distinct elements of I and w 1 ∈ W i 1 , . . . , w t ∈ W it such that wα * = w 1 . . . w t α * . We know from part (i) that for 1 ≤ j ≤ t, w j α * − α * ∈ R i j re , so for 1 ≤ j = r ≤ t, we have w r (w j α * − α * ) = w j α * − α * . Now using induction on t, one gets that
This completes the proof.
Consider the decomposition V = Fα * ⊕ i∈I V i re and assume for i ∈ I, p i is the projection map of V on V i re with respect to this decomposition. For α ∈ R, define supp(α) := {i ∈ I | p i (α) = 0}.
Using Lemma 4.6, one can easily see that Corollary 4.8. For α ∈ R × re , |supp(α)| = 1. Also for δ ∈ R im and i ∈ I, p i (δ) ∈ R i re . Lemma 4.9. Suppose that δ, γ ∈ R im \ {0}, then there is η ∈ R im such that supp(δ) ∪ supp(γ) ⊆ supp(η).
Proof. If supp(δ) ⊆ supp(γ) or supp(γ) ⊆ supp(δ), then there is nothing to prove, so we assume supp(δ) ⊆ supp(γ) as well as supp(γ) ⊆ supp(δ). Suppose that supp(δ) ∩ supp(γ) = {i 1 , . . . , i t } and note that this can be the empty set. We make a convention that in what follows we remove the expressions involving i 1 , . . . , i t , if supp(δ) ∩ supp(γ) = ∅. Assume that supp(δ) = {i 1 , . . . , i t , j 1 , . . . , j n } and supp(γ) = {i 1 , . . . , i t , k 1 , . . . , k m }. So by Lemma 4.6 and Proposition 3.13(ii), there are
. . , v m ∈ W km and r, s ∈ {±1} such that u 1 α * − α * = 0, . . . , u n α * − α * = 0, v 1 α * − α * = 0, . . . , v m α * − α * = 0 and
Lemma 4.10. (i) Suppose that α ∈ R × re and r ∈ {±1} are such that α + rα * ∈ R, then α + rα * ∈ R im , in particular 2(α, α * )/(α, α) = −r.
(ii) For each i ∈ I, there is δ ∈ R im such that i ∈ supp(δ).
(iii) If i ∈ I and w ∈ W, then (wα * , R i re ) = {0}. Proof. (i) If γ := α+rα * ∈ R re , then 0 = rα * +α−γ ∈ Fα * ⊕V re which is a contradiction. Therefore, γ ∈ R im , and so we have 0 = (γ, γ) = (α+rα * , α+ rα * ) = (α, α) + 2r(α, α * ), This in turn implies that 2(α, α * )/(α, α) = −r.
(ii) Let i ∈ I, we know from Lemma 4.4 that (R i re , α * ) = {0}, so one finds α ∈ R i re such that (α, α * ) = 0. Therefore there is r ∈ {±1} such that α+rα * ∈ R. Using part (i), we get that δ := α+rα * ∈ R im and i ∈ supp(δ).
(iii) It is immediate as by Lemma 4.4, (R i re , α * ) = {0} and the form is W-invariant. Proof. Suppose to the contrary that |I| > 2. Fix distinct elements i 1 , i 2 , i 3 ∈ I. Using Lemma 4.10(ii), we pick δ j ∈ R im (1 ≤ j ≤ 3) such that i j ∈ supp(δ j ). We next use Lemma 4.9 to fix δ ∈ R im such that i 1 , i 2 , i 3 ∈ supp(δ). For 1 ≤ j ≤ 3, by Lemma 4.6 and Proposition 3.13(ii), there is w j ∈ W i j such that w j α * − α * = ±p i j (δ) = 0. Now we can use Lemma 4.10(iii) to find γ j ∈ R i j re such that (γ j , w j α * ) = 0. For distinct indices i, j ∈ {1, 2, 3}, we set
Using the same argument as in [15, Propoisition 2.6(1)], one can find i, j ∈ {1, 2, 3} with i = j such that (δ, α i,j ) = 0. Therefore there is r i,j ∈ {±1} such that β i,j = α i,j +r i,j δ ∈ R. If r i,j = 1, then
which is a contradiction using Lemma 4.5. Therefore r i,j = −1 and so
which is a contradiction using Corollary 4.8. This completes the proof. 
is a nonempty set. Moreover for α, β ∈ A, we have α − β ∈ R i re . Proof. We know from Lemma 4.4 that (α * , R i re ) = {0}. Fix α ∈ R i re such that (α, α * ) = 0. So there is r ∈ {±1} such that α + rα * ∈ R. By Lemma 4.10(i), 2(α, α * )/(α, α) = −r. So either α ∈ A or −α ∈ A. Now suppose α, β ∈ A, then we have (4.13)
This implies that (4.14)
On the other hand by (4.13), we have
re . This together with (4.15) and Lemma 2.2 implies that (4.16) −2(r α r β α * , α * ) = (r α r β α * −α * , r α r β α * −α * ) = 0; α, β ∈ A; α = β.
Now if α, β are two distinct elements of A, (4.16) implies that either r α r β α * + α * ∈ R or r α r β α * −α * ∈ R; but by Lemma 4.5, one knows that r α r β α * +α * ∈ R, so r α r β α * −α * ∈ R∩span Q R i re = R i re . This together with (4.14) completes the proof. Proposition 4.17. Suppose that i ∈ I. Consider Proposition 4.12 and set
re is a locally finite root system of typeȦ T for an index set T with |T | ≥ 2, say R i re = {ǫ r − ǫ s | r, s ∈ T }, then there is t 0 ∈ T such that A = {±(ǫ t 0 − ǫ t ) | t ∈ T \ {t 0 }}. In particular, for r, s ∈ T \ {t 0 },
(ii) If R i re is a locally finite root system of type C T for an index set T with |T | ≥ 2, say R i re = {±(ǫ r ± ǫ s ) | r, s ∈ T }, then there is t 0 ∈ T such that A = {±2ǫ t 0 , ±(ǫ t 0 ± ǫ t ) | t ∈ T \ {t 0 }}. In particular, for t ∈ T \ {t 0 }, (α * , ǫ t ) = 0.
Proof. (i) We know from Proposition 4.12 that A = ∅. So there is nothing to prove if R i re is of rank 1. Next suppose R i re is of rank greater than 1. If there are distinct elements r, s, t ∈ T with ǫ r − ǫ s ∈ A and (α * , ǫ r − ǫ t ) = (α * , ǫ s − ǫ t ) = 0, then we have (α * , ǫ r − ǫ s ) = 0 which is a contradiction. Therefore, on concludes that if r, s ∈ T with ǫ r − ǫ s ∈ A, then for t ∈ T, either ǫ r − ǫ t ∈ A, or ǫ s − ǫ t ∈ A. This together with Proposition 4.12 completes the proof.
(ii) We know that A = ∅. If A lg := A ∩ (R i re ) lg = ∅, then for all r ∈ T, (ǫ r , α * ) = 0 which in turn implies that (±ǫ r ± ǫ s , α * ) = 0 for all r, s ∈ T. In other words, A = ∅, a contradiction. So A lg = ∅. We claim that |A lg | = 1. Suppose that t 0 ∈ T is such that α := 2ǫ t 0 ∈ A lg . If β := 2ǫ t ∈ A for some t ∈ T \ {t 0 }, then there are k, k ′ ∈ {±1} with δ := 2ǫ t 0 + kα * , γ := 2ǫ t + k ′ α * ∈ R im . Now we have using Lemma 4.10(i) that (δ, γ) = 2k ′ (ǫ t 0 , α * ) + 2k(ǫ t , α * ) = −2(ǫ t 0 , ǫ t 0 ) − 2(ǫ t , ǫ t ) = −4(ǫ t 0 , ǫ t 0 ) = 0. This implies that either δ − γ ∈ R or δ + γ ∈ R; but this is a contradiction by Lemma 4.5. So A lg = {±2ǫ t 0 }; in particular, (ǫ t , α * ) = 0; for all t ∈ T \ {t 0 }.
in other words ±ǫ t 0 ± ǫ t ∈ A for all t ∈ T \ {t 0 }. These together with Proposition 4.12 complete the proof. Proof. Suppose that i ∈ I. Take A to be defined as in Proposition 4.12. We carry out the proof through the following steps:
Step 1. We first suppose that R i re is of type B T for an index set T with |T | ≥ 3. We may assume R i re = {0, ±ǫ r , ±ǫ r ± ǫ s | r, s ∈ T ; r = s}. We claim that A sh = ∅. Indeed, if A sh = ∅, then for all i ∈ T, ǫ i ∈ A sh , so (α * , ǫ i ) = 0 by Lemma 4.10(i) and the fifth condition of a locally finite root supersystem. This implies that for all i, j ∈ T, (±ǫ i ± ǫ j , α * ) = 0, i.e., A lg = ∅. So A = ∅ which contradicts Proposition 4.12. Therefore, we have A sh = ∅. Fix i 0 ∈ T and p ∈ {±1} with pǫ i 0 ∈ A, then α * −pǫ i 0 ∈ R im and 2(α * , pǫ i 0 ) = (ǫ i 0 , ǫ i 0 ). If there is j ∈ T with (α * , ǫ j ) = 0, then we have
Therefore there is q ∈ {±1} with γ := pǫ i 0 − α * + q(pǫ i 0 − ǫ j ) ∈ R. It follows from Corollary 4.8 that q = −1 and so γ = ǫ j − α * ∈ R. Now using Lemma 4.10, we get that (ǫ j , α * ) = (ǫ j , ǫ j )/2 = 0 which is a contradiction. Thus for all j ∈ T, (α * , ǫ j ) = 0, in particular, (4.19) A sh = {s t ǫ t | t ∈ T } for some s t ∈ {±1} (t ∈ T ).
Therefore for r, t ∈ T with r = t, we have (s t ǫ t , α * ) = (s t ǫ t , s t ǫ t )/2 = (s r ǫ r , s r ǫ r )/2 = (s r ǫ r , α * ), so (s r ǫ r + s t ǫ t , α * ) = 2(s t ǫ t , α * ) = (s t ǫ t , s t ǫ t ) = (s r ǫ r + s t ǫ t , s r ǫ r + s t ǫ t )/2.
This means that {s r ǫ r + s t ǫ t | r, t ∈ T, r = t} ⊆ A lg .
Now pick distinct indices r 1 , r 2 , r 3 ∈ T. Then α := s r 1 ǫ r 1 , β := s r 2 ǫ r 2 + s r 3 ǫ r 3 ∈ A, but α − β ∈ R i re . This contradicts Proposition 4.12. This shows that R i re cannot be of type B T . Now suppose that R is of type D T for some index set T with |T | ≥ 4. We may assume R = {0, ±(ǫ i ± ǫ j ) | i, j ∈ T ; i = j}. As the subtract of two nonzero orthogonal roots of R i re is not a root, by Proposition 4.12, (4.20)
A dose not contain two nonzero orthogonal roots of R i re . Contemplate Proposition 4.12 and fix i 0 , j 0 ∈ T as well as r 0 , s 0 ∈ {±1} with r 0 ǫ i 0 + s 0 ǫ j 0 ∈ A. By (4.20), Lemma 4.10 and the fifth condition of a locally finite root supersystem, (r 0 ǫ i 0 − s 0 ǫ j 0 , α * ) = 0 and so
Next we claim that for each s ∈ T \ {i 0 }, there is r s ∈ {±1} such that
Indeed, using (4.20), Lemma 4.10 and the fifth condition of a locally finite root supersystem, one can see that it is impossible to have (r 0 ǫ i 0 +ǫ s , α * ) = 0 and (r 0 ǫ i 0 − ǫ s , α * ) = 0. Also if (r 0 ǫ i 0 ± ǫ s , α * ) = 0, we have (r 0 ǫ i 0 , α * ) = ±(ǫ s , α * ). So (r 0 ǫ i 0 , α * ) = 0 which together with (4.21) contradicts the fact that (r 0 ǫ i 0 + s 0 ǫ j 0 , α * ) = 0. This completes the proof of the claim. Next we note that as (r 0 ǫ i 0 + r s ǫ s , α * ) = 0, either r 0 ǫ i 0 + r s ǫ s + α * ∈ R or r 0 ǫ i 0 + r s ǫ s − α * ∈ R. In the former case, we have using Lemma 4.10 that
This together with the fact that r 0 ǫ i 0 + s 0 ǫ j 0 ∈ A, (4.21) and (4.22) implies that
This makes a contradiction. Therefore r 0 ǫ i 0 + r s ǫ s − α * ∈ R and so by Lemma 4.10,
Using the same argument as above, for t ∈ T \ {j 0 }, one finds k t ∈ {±1} with s 0 ǫ j 0 + k t ǫ t ∈ A. Using this together with (4.23), we have for distinct
re contradicting Proposition 4.12. Finally, we assume R i re is of type BC T for a nonempty index set T. We assume
then there is i 0 ∈ T such that (ǫ i 0 , α * ) = 0. Therefore (2ǫ i 0 , α * ) = 0 and so by Lemma 4.10 and the definition of a locally finite root supersystem, there are r, s ∈ {±1} such that 2(ǫ i 0 , α * )/(ǫ i 0 , ǫ i 0 ) = r and 2(2ǫ i 0 , α * )/(2ǫ i 0 , 2ǫ i 0 ) = s. But this implies that s = r/2 which is a contradiction. So A sh = ∅, i.e. (ǫ i , α * ) = 0 for all i ∈ T. Therefore A = ∅, a contradiction.
Step 2. If |I| = 2, R i re is of type A : We recall from Proposition 4.12 that A = {α ∈ R i re \ {0} | 2(α, α * ) = (α, α)} is a nonempty set. Take j ∈ I \ {i}, then using Proposition 4.12, one finds β ∈ R j re with (β, α * ) = (β, β)/2. Set δ := α * − β ∈ R im and suppose α ∈ A. One knows that
Since p * (δ + γ α ) = 2α * , by Lemma 4.5, δ + γ α ∈ R, so δ − γ α ∈ R; and using the same lemma, we get that δ − γ α ∈ R re . This contradicts Corollary 4.8. Therefore (δ, γ α ) = 0. So
This in particular implies that
This together with Step 1 and Proposition 4.17 completes the proof.
Proposition 4.24. Suppose that I ⊆ {1, 2} is a nonempty set and for i ∈ I, S i is a locally finite root system of typeȦ T i for an index set T i with |T i | ≥ 2. Suppose further that |T 1 | = |T 2 | if I = 2 and T 1 , T 2 are finite sets. Then up to isomorphism there is a unique irreducible locally finite root supersystem of imaginary type whose real roots form a locally finite root system isomorphic to S := ⊕ i∈I S i .
Proof. Example 4.2(2),(3) guarantees the existence of such locally finite root supersystems. Now suppose (V 1 , (·, ·) 1 , R 1 ) and (V 2 , (·, ·) 2 , R 2 ) are two irreducible locally finite root supersystems of imaginary type with (R 1 ) re and (R 2 ) re isomorphic to S = ⊕ i∈I S i . For i ∈ I, suppose S i = {ǫ i r −ǫ i s | r, s ∈ T i }. By an identification, we may assume (R 1 ) re = (R 2 ) re = S. So there is a nonzero scalar r ∈ F with (4.25) r(u, v) 1 = (u, v) 2 for all u, v ∈ span F S.
Suppose j = 1, 2 and fix α * j ∈ (R j ) × im . By Proposition 4.17, for i ∈ I, there is t
the reflections based on the elements of {ǫ i
This completes the proof. Proposition 4.26. Suppose that S is a locally finite root system of type C T for an index set T with |T | ≥ 2. Then up to isomorphism there is a unique irreducible locally finite root supersystem of imaginary type whose real roots form a locally finite root system isomorphic to S.
Proof. One knows from Example 4.2(1) that such locally finite root supersystems exist. Now suppose (V 1 , (·, ·) 1 , R 1 ) and (V 2 , (·, ·) 2 , R 2 ) are two irreducible locally finite root supersystems of imaginary type whose real roots form locally finite root systems isomorphic to S. Suppose S = {±(ǫ r ± ǫ s ) | r, s ∈ T }. Using an identification, we may assume R 1 = R 2 = S and so there is a nonzero scalar r ∈ F such that
By Proposition 4.17 and Lemma 4.10(i), there are k j ∈ {±1} such that Theorem 4.27 (Classification Theorem for Imaginary Type). If R is an irreducible locally finite root supersystem of imaginary type, then R is isomorphic to one and only one of the following root supersystems:
•Ċ(0, T ), T is an index set with |T | ≥ 2,
•Ȧ(0, T ), T is an index set with |T | ≥ 2,
•Ȧ(T, K), T, K are index sets with |T |, |K| ≥ 2 and |T | = |K| if |T |, |K| < ∞.
Real type.
Lemma 4.28. Suppose that (V, (·, ·), R) is a locally finite root supersystem with R re = {0} and that R re = ⊕ i∈I R i re is the decomposition of R re into irreducible locally finite subsystems. Set V i re := span F R i re , i ∈ I, and suppose V = ⊕ i∈I V i re . For i ∈ I, take p i : V −→ V i re to be the projection map on V i re , then we have the following statements:
(i) For i ∈ I and α ∈ R, we have p i (α) ∈ span Q R i re ; in particular, we have either p i (α) = 0 or (p i (α), p i (α)) = 0.
(ii) If R re is a finite root system, then R is a finite root supersystem.
Proof. (i) It follows using the same argument as in [15, Corollary 1.7] and Lemma 2.2.
(ii) We know from Lemma 3.18 that R is a direct sum of nonzero irreducible sub-supersystems, say R = ⊕ k∈K R k in which K is an index set. We claim that for all k ∈ K, (R k ) re = {0}. For this take K 1 to be the subset of K consisting of the indices k for which (R k ) re = {0} and set
which is a contradiction. This means that K 2 = ∅ and K = K 1 . Now as R re = ⊎ k∈K 1 (R k ) re is a finite root system, we have |K 1 | < ∞. Thus to complete the proof, it is enough to show that R k is a finite root supersystem for all k ∈ K. Since (R k ) re is a finite root system, its Weyl group is a finite group. Now using Proposition 3.13(ii), we get that |(R k ) im | < ∞ and so we are done.
From now on, we assume that R is an irreducible locally finite root supersystem of real type. We suppose {0} = R re = ⊕ i∈I R i re is the decomposition of R into nonzero irreducible locally finite root subsystems and set
For i ∈ I, take p i : V −→ V i re to be the orthogonal projection map on V i re . For α ∈ R, we define supp(α) := {i ∈ I | p i (α) = 0} and call it the support of α. We mention that if α ∈ R re , then |supp(α)| = 1.
Proposition 4.29. The locally finite root supersystem R is a direct union of finite root supersystems.
Proof. If R im = {0}, then R = R re and so |I| = 1. In this case, we are done using [7, Corollary 3.15] . Now assume R im = {0}. Fix 0 = δ ∈ R im and suppose that supp(δ) = {i 1 , . . . , i n }. For 1 ≤ j ≤ n, take T i j ⊆ R i j re to be a finite set with p i j (α) ∈ span F T i j and for i ∈ I \ {i 1 , . . . , i n }, set T i := ∅. Now for i ∈ I, take Λ i to be an index set such that {(R i re ) λ i | λ i ∈ Λ i } is the class of all irreducible full subsystems of R i re containing T i . We know that for i ∈ I, Λ i is a directed set under the ordering " " defined by λ µ if (R i re ) λ ⊆ (R i re ) µ . One knows that R i re is the direct union of {(R i re ) λ i | λ i ∈ Λ i }. Set Λ := Π i∈I Λ i , the Cartesian product of Λ i 's. For λ = (λ i ) i∈I , µ = (µ i ) i∈I ∈ Λ, we say λ µ if λ i µ i for all i ∈ I. Next we take {I γ | γ ∈ Γ}, where Γ is an index set, to be the class of all finite subsets of I containing {i 1 , . . . , i n }. We consider the ordering " " on Γ defined by
We can see that R = ∪ (λ,γ)∈Λ×Γ R (λ,γ) . Now we fix (λ = (λ i ) i∈I , γ) ∈ Λ × Γ and show that R (λ,γ) is a finite root supersystem in V (λ,γ) :
• R (λ,γ) spans V (λ,γ) : Indeed we have
• The form restricted to V λ,γ is nondegenerate: We know from Lemma 2.2 that the form (·, ·) restricted to (
, we get that the form restricted to V λ,γ is nondegenerate.
• R (λ,γ) = −R (λ,γ) : It is immediate.
• R (λ,γ) ∩ R re is a finite set: We know that
Now as R re is locally finite in V re , we get that R re ∩ (V re ∩ V (λ,γ) ) is a finite set and consequently so is R (λ,γ) ∩ R re .
• R (λ,γ) is invariant under r α for α ∈ R × re ∩ R (λ,γ) : Suppose δ ∈ R (λ,γ) , then r α (δ) ∈ R ∩ V (λ,γ) and so we are done.
• for α, δ ∈ R (λ,γ) with (α, α) = 0 and (α, δ) = 0, {α ± δ} ∩ R (λ,γ) = ∅ :
It is immediate as {α ± δ} ∩ R (λ,γ) = {α ± δ} ∩ R.
• R (λ,γ) is finite: The above items imply that
is a locally finite root supersystem whose real roots form a finite root system. Now Lemma 4.28 implies that R (λ,γ) is finite. This completes the proof. For α, β ∈ R im \ {0}, we say α, β are equivalent and write α ∼ β if there is γ ∈ R im such that supp(α) ∪ supp(β) ⊆ supp(γ). Using Lemma 4.30, one can see that this defines an equivalence relation on R im \ {0}. So R im \ {0} is the disjoint union of equivalence classes R k im , where k runs over an index set K. Setting S k := ∪ α∈R k im supp(α) ⊆ I, we have the following lemma:
Proof. (i) Suppose that k, k ′ are distinct elements of K and i ∈ S k ∩ S k ′ . So there are α ∈ R k im and β ∈ R k ′ im such that i ∈ supp(α) ∩ supp(β). Now using Lemma 4.30, we get either supp(α) ⊆ supp(β) or supp(β) ⊆ supp(α). This implies that α ∼ β, a contradiction.
(ii), (iii) It is trivial.
(iv) If α ∈ R re and k ∈ K, then for β ∈ R k im , using Lemma 4.30(i), supp(r α (β)) ∩ supp(β) = ∅, so by Lemma 4.30(ii), we have r α (β) ∼ β. Now using this together with part (iii) and Lemma 3.12, we get that |K| = 1. Next we suppose that K = {k} and show that I = S k . Suppose that it is not true, then we have
Proposition 4.32. The irreducible locally finite root supersystem R is a direct union of irreducible finite root supersystems.
Proof. If R im = {0}, we get the result using [7, Corollary 3.15] . So suppose R im = {0} and fix δ ∈ R im . Using the same notation as in Proposition 4.29, it is enough to show that for each pair (λ, γ) ∈ Λ× Γ, there is (λ ′ , γ ′ ) ∈ Λ× Γ with (λ, γ) (λ ′ , γ ′ ) such that R (λ ′ ,γ ′ ) is irreducible.
Let λ = (λ i ) i∈I ∈ Λ and γ ∈ Γ. We know that V (λ,γ) = i∈Iγ (V i re ) λ i . By Lemma 4.31(iv), for each i ∈ I γ , there is δ i ∈ R im with i ∈ supp(δ i ). Again using Lemma 4.31(iv), one finds δ 0 ∈ R im with ∪ i∈Iγ supp(δ i ) ⊆ supp(δ 0 ). Suppose that supp(δ 0 ) = {i 1 , . . . , i t } and note that I γ ⊆ supp(δ 0 ).
. Now using (4.33) together with the fact that (R i re ) λ ′ i is connected for all i ∈ I γ ′ , we get that δ 0 is connected to all nonzero roots of R (λ ′ ,γ ′ ) . This in turn implies that R (λ ′ ,γ ′ ) is irreducible; see Lemma 3.18. From now on, we assume that I = {1, . . . , n} and that n ≤ 3.
Remark 4.35. Using the same arguments as in Propositions 4.29 and 4.32, we know that R is a direct union of irreducible finite root supersystems R (λ,γ) , where (λ, γ) runs over a subset X of Λ × Γ. Using Lemma 4.34,
So there is a subset Λ ′ of Λ such that R is a direct union of irreducible finite root supersystems R λ (λ ∈ Λ ′ ) in which R λ := R ∩ i∈I (V i re ) λ i for λ = (λ 1 , . . . , λ n ). Without loss of generality, we always assume for i ∈ I,
re is of one of types B T , C T , D T or BC T as in (2.3), for some index set T with |T | ≥ 2, we fix two distinct elements of T and call them 1,2 and assume
Lemma 4.36. Suppose that i ∈ I, then p i (R im ) is a union of small orbits. In particular if for some i, R i re is of type A, it is of finite rank.
Proof. Using the same argument as in [15, Proposition 3.5] and considering Propositions 4.34 and 2.7, we are done.
In the following theorem, using [15, §6 and Theorem 5.10] together with Lemma 2.7, we give the classification of irreducible locally finite root supersystems of real type. We just note that in the classification given in [15] for finite root supersystems (generalized root systems) C(1, T ), T a finite index set with |T | ≥ 3 and A(1, 1), as in the following table, are not appeared while they are also finite root supersystems.
Theorem 4.37. Suppose that 2 ≤ n ≤ 3 and S 1 , . . . , S n are irreducible locally finite root systems in U 1 , . . . , U n , respectively. Consider the locally finite root system S := S 1 ⊕ · · · ⊕ S n in V := U 1 ⊕ · · · ⊕ U n . Take W to be the Weyl group of S. Fix a symmetric invariant bilinear form (·, ·) i on U i . With the same notation as in the text, for 1 ≤ i ≤ n, if S i is a finite root system of rank ℓ ≥ 2, by {ω i 1 , . . . , ω i ℓ }, we mean a set of fundamental weights for S i and if S i is one of locally finite root systems B T , C T , D T or BC T of infinite rank as in (2.3), by ω i 1 , we mean ǫ 1 , where 1 is a distinguished element of T. Also if S i is the finite root system {0, ±α} of type A 1 , we set ω i 1 := α/2 and if S i is the finite root system {0, ±α, ±2α} of type BC 1 , we 
is an irreducible locally finite root supersystem of real type and conversely if (V, (·, ·), R) is an irreducible locally finite root supersystem of real type, it is either an irreducible locally finite root system or isomorphic to one and only one of the locally finite root supersystems listed in the above table.
We mention that if in the above table, we replace T with |T | for a finite index set T, the indicated types coincide with the ones introduced in [15] .
Examples of Lie superalgebras
Throughout this section if L = L 0 ⊕ L 1 is a Lie superalgebra, we denote the degree of a homogenous element x ∈ L by |x|. We make a convention that if in an expression, we use |x| for an element x ∈ L, we assume that x is homogeneous.
Suppose that I and J are two disjoint index sets and V 0 is a vector space with a fixed basis {v i | i ∈ I} and V 1 is a vector space with a fixed basis {v j | j ∈ J}. Consider the superspace V :
is a superspace and that gl(V) together with
is a Lie superalgebra. For j, k ∈ I ⊎ J, define
For A = i,j∈I⊎J a i,j e i,j ∈ L, we define the supertrace of A to be str(A) := i∈I a i,i − j∈J a j,j .
Example 5.2. Suppose that I, J are two disjoint index sets such that |I| = |J| if I, J are both finite. Consider the Lie superalgebra L := gl(I ⊎ J). Set G := {A ∈ L | str(A) = 0}, then G is a Lie subsuperalgebra of L. Fix i 0 ∈ I, j 0 ∈ J and consider the abelian subalgebra H := span F {e i,i − e i 0 ,i 0 , e j,j − e j 0 ,j 0 , e i 0 ,i 0 + e j 0 ,j 0 | i ∈ I \ {i 0 }, j ∈ J \ {j 0 }} of G. For r ∈ I and t ∈ J, define ǫ r : H −→ F, h i := e i,i − e i0,i0 → δ i,r − δ i0,r , k j := e j,j − e j0,j0 → 0, h := e i0,i0 + e j0,j0 → δ r,i0 , δ t : H −→ F, h i = e i,i − e i0,i0 → 0, k j = e j,j − e j0,j0 → δ j,t − δ j0,t , h := e i0,i0 + e j0,j0 → δ t,j0 .
One can see that G has a weight space decomposition G = ⊕ α∈R G α with respect to H in which R = {ǫ i − ǫ r , δ j − δ s , ±(ǫ i − δ j ) | i, r ∈ I, j, s ∈ J} and G ǫ i −ǫr = Fe i,r , G δ j −δs = Fe j,s G ǫ i −δ j = Fe i,j , G −ǫ i +δ j = Fe j,i (i, r ∈ I, i = r, j, s ∈ J, j = s).
We define (·, ·) : H × H −→ F; (h 1 , h 2 ) → str(h 1 h 2 ) (h 1 , h 2 ∈ H).
It is a nondegenerate symmetric bilinear form and so the map b : H −→ H * , mapping h to (h, ·) is a linear monomorphism; in particular, for α ∈ Im(b), there is a unique t α ∈ H with α(h) = (t α , h), for all h ∈ H. This allows us to transfer the form on H to a nondegenerate symmetric bilinear form on the image of b by setting (α, β) to be (t α , t β ). One can easily check that for i, i ′ ∈ I and j, j ′ ∈ J, ǫ i − ǫ i ′ , δ j − δ j ′ , ǫ i − δ j ∈ Im(b) and t ǫ i −ǫ i ′ = e i,i − e i ′ ,i ′ , t δ j −δ j ′ = e j ′ ,j ′ − e j,j , t ǫ i −δ j = e i,i + e j,j .
So (ǫ i − ǫ i ′ , ǫ i − ǫ i ′ ) = str((e i,i − e i ′ ,i ′ )(e i,i − e i ′ ,i ′ )) = 2, (δ j − δ j ′ , δ j − δ j ′ ) = str(e j ′ ,j ′ − e j,j , e j ′ ,j ′ − e j,j ) = −2, (ǫ i − δ j , ǫ i − δ j ) = str(e i,i + e j,j , e i,i + e j,j ) = 0.
We note that R is a locally finite root supersystem of typeȦ(I, J).
Example 5.3. Suppose that V 0 is a C-vector space with a basis {v i | 1 ≤ i ≤ 2m + 1} and V 1 is a C-vector space with a basis {u i | 1 ≤ i ≤ 2n}. Set V := V 0 ⊕ V 1 , then B := {w t | 1 ≤ t ≤ ℓ} where ℓ := 2n + 2m + 1 and w t := v t 1 ≤ t ≤ 2m + 1 u t−2m−1 2m + 2 ≤ t ≤ ℓ, is a basis for V. For a C-linear transformation T : V −→ V with corresponding matrix (t i,j ) i,j , with respect to B, takeT : V −→ V to be a C-linear transformation whose corresponding matrix with respect to B is (t i,j ) i,j ; here "¯" use for complex conjugation. We note that (5.4) for i = 1, 2, if T ∈ End C (V) i , thenT ∈ End C (V) i . Now take I m and I n to be the m × m and n × n-identity matrices respectively and set 
Then L is a real Lie subsuperalgebra of End C (V). One can see that
For 1 ≤ t ≤ m and 1 ≤ k ≤ n, take h t := e t,t − e t+m,t+m and d k := ek ,k − ek +n,k+n , where byk (1 ≤ k ≤ n) we mean 2m + 1 + k, and set
Next define (·, ·) : H × H −→ R; (h 1 , h 2 ) → str(h 1 h 2 ) (h 1 , h 2 ∈ H).
One can see that this form is a nondegenerate symmetric bilinear form; in particular, for each α ∈ H * , there is a unique t α ∈ H with α(h) = (t α , h); h ∈ H.
Therefore the form on H can be transferred to a nondegenerate symmetric bilinear form on H * denoted again with (·, ·) and defined by (α, β) := (t α , t β ) (α, β ∈ H * ).
For 1 ≤ k ≤ m and 1 ≤ s ≤ n, define ǫ k : H −→ H; h t → δ t,k , d r → 0 (1 ≤ t ≤ m, 1 ≤ r ≤ n) δ s : H −→ H; h t → 0, d r → δ s,r (1 ≤ t ≤ m, 1 ≤ r ≤ n).
One can see that (h t , h k ) = 2ǫ t (h k ) and (d r , d s ) = −2δ r (d s ) (1 ≤ t, k ≤ m, 1 ≤ r, s ≤ n).
Therefore for 1 ≤ t, t ′ ≤ m and 1 ≤ s, s ′ ≤ n we have (ǫ t , ǫ t ′ ) = (1/4)(h t , h t ′ ) = (1/2)δ t,t ′ , (δ s , δ s ′ ) = (1/4)(d s , d s ′ ) = −(1/2)δ s,s ′ , (ǫ t , δ s ) = (1/4)(h t , d s ) = 0, (aǫ t + bδ s , aǫ t + bδ s ) = 0 (a, b = ±1).
One can see that with respect to H, L has a weight space decomposition L = ⊕ α∈R L α with the set of weights R, where R = {±ǫ r , ±(ǫ r ±ǫ s ), ±δ p , ±(δ p ±δ q ), ±(ǫ r ±δ p ) | 1 ≤ r, s ≤ m, 1 ≤ p, q ≤ n} which is a finite root supersystem of type BC(m, n). Also for 1 ≤ r = s ≤ m and 1 ≤ p = q ≤ n, Example 5.5. Suppose that I and J are two disjoint infinite index sets and I andJ are disjoint copies of I and J respectively. For i ∈ I (resp. j ∈ J), we denote byī (resp.j) the element ofĪ (resp.J) corresponding to i (resp. For i ∈ I and j ∈ J, take h i := e i,i − eī ,ī and d j := e j,j − ej ,j , and set H := span F {h i , d j | i ∈ I, j ∈ J}. Next define (·, ·) : H × H −→ F; (h 1 , h 2 ) → str(h 1 h 2 ) (h 1 , h 2 ∈ H). Consider the map b : H −→ H * mapping h ∈ H to (h, ·). Since the form (·, ·) is a nondegenerate symmetric bilinear form, for each α ∈ b(H), there is a unique t α ∈ H with α(h) = (t α , h); h ∈ H.
Therefore the form on H can be transferred to a nondegenerate symmetric bilinear form on b(H) denoted again by (·, ·) and defined by (α, β) := (t α , t β ) (α, β ∈ H * ).
For k ∈ I and s ∈ J, define ǫ k : H −→ H; h t → δ t,k , d r → 0 (t ∈ I, r ∈ J) δ s : H −→ H; h t → 0, d r → δ s,r (t ∈ I, r ∈ J).
