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Abstract
It is shown that a group extensions approach to central relative (k + 1, k − 1, k, 1)-difference sets of even order leads naturally
to the notion of an “afﬁne” planar map; a notion analogous to the well-known planar map corresponding to a splitting relative
(m,m,m, 1)-difference set. Basic properties of afﬁne planar maps are derived and applied to give some new results regarding
abelian relative (k + 1, k − 1, k, 1)-difference sets of even order and to give new proofs, in the even order case, for some known
results. The paper concludes with computational non-existence results for 10, 000<k100, 000.
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1. Introduction
Let G be a ﬁnite group of order mu containing a normal subgroup N of order u. Recall that a relative (m, u, k, )-
difference set in G relative to N (or simply an (m, u, k, )-RDS for short) is a k-subset R = {r1, . . . , rk} of G such that
the sequence of quotients rir−1j with i = j lists each element of G\N exactly  times and lists no element from N. The
subgroup N is called the forbidden subgroup. A RDS is called cyclic, abelian, etc. if G has this property and central if
N lies in the centre of G.
In this paper we consider central (k + 1, k − 1, k, 1)-RDSs from the group extensions point of view developed in
[6]. We shall call RDSs with these parameters afﬁne RDSs (these RDSs are usually called afﬁne difference sets in the
literature, however, this terminology is inconsistent with the standard use of the term difference set to mean a RDS with
u= 1). The integer k is called the order of an afﬁne RDS.An afﬁne RDS corresponds to a quasiregular ﬁnite projective
plane of order k which is of type (d) in the Dembowski–Piper classiﬁcation of such planes (see [7]).
When k is even, which is the case of concern in this paper, there is necessarily a complement Q of N in G (that is, G
contains a subgroup Q of order k + 1 with G = NQ and N ∩ Q = {1}) and GN × Q. In Section 2 it is shown that
in this case the theory developed in [6] leads naturally to the notion of an “afﬁne” planar map; an analogous notion in
the afﬁne case to the well-known planar map corresponding to an (m,m,m, 1)-RDS (cf. [12] Chapter 5).
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In Section 3 the notion of an afﬁne planar map is formalised and several properties of afﬁne planar maps are
established. In Section 4 the special case of abelian afﬁne RDSs of even order is treated, where the existence of
a “distinguished” afﬁne planar map with several additional properties is established. This result is then applied in
Section 5 to give some new results regarding abelian relative (k + 1, k − 1, k, 1)-difference sets of even order. Finally,
computational non-existence results are reported in Section 6.
2. Afﬁne RDSs and orthogonal coboundaries
In this section we summarise, for the case of afﬁne RDSs of even order, the material we require from [6]. The reader
is referred to [6] for a more complete treatement. Throughout this section k ∈ N is ﬁxed,
Q is a group of order k + 1 and N is an abelian group of order k − 1. (1)
A 2-cocycle of Q with coefﬁcients in N (or simply a cocycle for short) is a map  : Q × Q → N satisfying
(x, 1) = 1 = (1, x) and
(x, y)(xy, z) = (x, yz)(y, z) (2)
for all x, y, z ∈ Q. The set Z2(Q,N) of cocycles is an abelian group under pointwise multiplication. Any map
 : Q → N with (1) = 1 is called a 1-cochain. A 2-coboundary with coefﬁcients in N (or simply a coboundary for
short) is a map  : Q × Q → N deﬁned by
(x, y) = (x)(y)−1(xy) (3)
for all x, y ∈ Q. (The condition (1) = 1 ensures that (x, 1) = 1 = (1, x) for all x ∈ Q.) The group B2(Q,N)
of coboundaries is a subgroup of Z2(Q,N). When k is even one necessarily has B2(Q,N) = Z2(Q,N). (This result
is the cohomological version of the Schur–Zassenhaus Theorem [4, Corollary 10.2, p.84].)
Deﬁnition 1 (cf. [6]Deﬁnition 10). LetD be a k-subset ofQ.We say that a cocycle ∈ Z2(Q,N) is (k+1, k−1, k, 1)-
orthogonal with respect to D if for each x = 1 in Q, the sequence {(x, y)}y∈D∩x−1D lists each element of N exactly
once.
Example 2. The following matrix with rows and columns indexed by the elements of Z5 in the natural order deﬁnes
a coboundary in Z2(Z5,Z3) which is (5, 3, 4, 1)-orthogonal with respect to D = Z5\{0}:
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 1 2 2
0 1 0 1 2
0 2 1 0 1
0 2 2 1 0
⎤
⎥⎥⎥⎥⎥⎦ .
The underlined entries in row x ∈ Z5 of the matrix for x = 0 are the entries in the columns indexed by the elements
of the subset D ∩ −x + D. For example, the underlined entries in row 1 of the matrix are the entries in the columns
indexed by the elements of
D ∩ −1 + D = {1, 2, 3, 4} ∩ {0, 1, 2, 3} = {1, 2, 3}.
The corresponding 1-cochain is (0) = 0, (1) = (4) = 1 and (2) = (3) = 2.
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Example 3. The following matrix with rows and columns indexed by the elements of Z9 in the natural order deﬁnes
a coboundary in Z2(Z9,Z7) which is (9, 7, 8, 1)-orthogonal with respect to D = Z9\{0}:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0
0 0 1 6 5 4 2 3 3
0 1 0 4 2 6 5 6 3
0 6 4 0 3 1 0 5 2
0 5 2 3 0 5 1 6 4
0 4 6 1 5 0 3 2 5
0 2 5 0 1 3 0 4 6
0 3 6 5 6 2 4 0 1
0 3 3 2 4 5 6 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Again, the underlined entries in row x ∈ Z9 for x = 0 are the entries in the columns indexed by the elements of
D ∩ −x + D. For example, the underlined entries in row 6 of the matrix are the entries in the columns indexed by the
elements of D ∩−6+D = {1, 2, 3, . . . , 8} ∩ {0, 1, 2, 4, 5, 6, 7, 8} = {1, 2, 4, 5, 6, 7, 8}. The corresponding 1-cochain
is (0) = (3) = (6) = 0, (1) = (8) = 5, (2) = (7) = 3, (4) = (5) = 6.
The following theorem describes the connection between afﬁne RDSs of order k and (k + 1, k − 1, k, 1)-orthogonal
cocycles. We recall from [6] that by a lifting of D ⊆ Q in G = N × Q we mean any RDS R in G relative to N × {1}
with (R) = D (where (a, x) = x for all (a, x) ∈ G).
Theorem 4. Let N and Q be as in (1) and set G = N × Q, let  : Q → N be a 1-cochain and set R = {((x), x) :
x ∈ Q, x = 1}. For convenience, we denote N × {1} ⊆ G by N . Then the following statements are equivalent:
(1)  is a (k + 1, k − 1, k, 1)-orthogonal coboundary with respect to Q\{1},
(2) R is an afﬁne RDS in G relative to N lifting Q\{1},
(3) for each x ∈ Q\{1}, the map Q\{1, x−1} → N : y → (y)(xy)−1 is bijective.
Moreover, every afﬁne RDSR′ inG relative toN withR′∩N=∅ is of the formR for a suitable 1-cochain′ : Q → N .
Proof. The equivalence 1 ⇔ 2 follows from [6, Theorem 13, Corollary 14].
To see that 1⇔ 3, observe that the map y →(y)(xy)−1 is bijective if and only if the sequence
{(y)(xy)−1}y∈Q\{1,x−1} lists each element of N exactly once, and this occurs if and only if the sequence
{(x, y)}y∈Q\{1,x−1} does as well. Since Q\{1, x−1} = Q\{1} ∩ x−1(Q\{1}), this latter condition holds for each
x ∈ Q\{1} precisely when  is (k + 1, k − 1, k, 1)-orthogonal with respect to Q\{1}.
The last statement follows from the fact that |R′ ∩N(1, x)|=1 for all x ∈ Q\{1}, so there is a map ′ : Q\{1} → N
with R′ = {(′(x), x) : x ∈ Q, x = 1}. The map ′ is extended to a 1-cochain by setting (1) = 1. 
ByTheorem 4 the coboundaries in Examples 2 and 3 correspond to afﬁne RDSs.We note that the RDS corresponding
to the cocycle in Example 2 is the afﬁne RDS R = {7, 11, 13, 14} of order 4 in the cyclic group Z15 and the RDS
corresponding to the cocycle in Example 3 is the afﬁne RDS R ={5, 10, 17, 20, 21, 34, 40, 42} of order 8 in the cyclic
group Z63.
3. Afﬁne planar maps I (The central case)
The relationship established in Theorem 4 between R and  is analogous to the relationship between splitting
(m,m,m, 1)-RDSs and planar maps (as outlined in [12] Chapter 5, for example). This analogy prompts the following
deﬁnition.
Deﬁnition 5. LetN andQ be as in (1).We call a 1-cochain : Q → N satisfying the equivalent conditions of Theorem
4 an afﬁne planar map (of order k).
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Remark 6. Note we have not assumed, a priori, that k must be even in Deﬁnition 5. It is easily seen, however, that
this must be the case. Indeed, if k were odd, then Q would contain at least one involution x, and any involution always
has an even number of representations x = rs−1 = sr−1 with r, s ∈ R (this argument is from [8] Proposition 1 and the
subsequent remark).
The next theorem gives some structural information regarding afﬁne planar maps.We note that an equivalent result to
Theorem 7.4 for afﬁne RDSs of even order has previously been established in [1, Theorem 2] using generalised balanced
weighing matrices and a group algebra argument, and, for G abelian, in [8, Theorem 3(ii)] (also using a group algebra
argument). We require the following terminology: (ordinary) difference sets with parameters (4n − 1, 2n − 1, n − 1)
and their complements, which have parameters (4n − 1, 2n, n) are called Paley–Hadamard difference sets.
Theorem 7. Let N and Q be as in (1) and let  : Q → N be an afﬁne planar map. Then
(1) (x−1) = (x) for all x ∈ Q,
(2) for any c ∈ Q\{1} and d /∈ {1, c−1}, one has (cd) = (cd−1),
(3) if x = 1 and (x) = (y), then y ∈ {x, x−1},
(4) (cf. Arasu and Jungnickel [1] Theorem 2) one necessarily has k ≡ 0 (mod 4) with D := (Q\{1}) a (k−1,
k/2, k/4)-difference set in N.
Proof. Claim 1 is clear for x = 1, so let x ∈ Q\{1}. Note that N is of odd order (see Remark 6) and hence, contains no
involutions. Combining this with the fact that  is (k+ 1, k− 1, k, 1)-orthogonal with respect to Q\{1}, and recalling
that N is abelian, gives
∏
y∈Q\{1,x−1}(x, y) = 1. Whence,∏
y∈Q
(x, y) = (x, x−1) = (x)(x−1).
On the other hand, direct calculation gives
∏
y∈Q(x, y)=(x)k+1=(x)2, so 1 holds. For all c = 1 and d /∈ {1, c−1},
we have (d)(cd)−1 = (d−1)(cd−1)−1 by Theorem 4.3, so 2 follows from 1. Now suppose that (x)=(y)with
x /∈ {1, y}. Then since y−1x = 1 and Q has odd order, there is d ∈ Q\{1} with d2 = y−1x, that is, with yd = xd−1. If
c=xd−1 , then one has (cd)=(x)=(y)=(cd−1), which according to 2, means we must have c=1 or d = c−1.
The latter is not possible, since then x = 1, so c = 1, in which case y = x−1. Hence, 3 holds.
To see that 4 holds, ﬁrst choose S ⊆ Q\{1} such that Q= S ∪ S(−1) ∪ {1} and S ∩ S(−1) = ∅. This is possible since
Q has odd order. From 3 it follows that  : S → D is a bijection, and in particular, |D| = k/2. Now ﬁx a ∈ N with
a = 1. By Theorem 4, R = {(x)x : x ∈ Q\{1}} is an afﬁne RDS in G relative to N, so for each x ∈ Q\{1} there is a
unique pair yx, zx ∈ Q\{1} with yx = zx and (yx)yx((zx)zx)−1 = ax. Clearly distinct x, x′ ∈ Q\{1} give rise to
distinct pairs (yx, zx), (yx′ , zx′), so there are precisely k pairs yx, zx ∈ Q\{1} with yx = zx and (yx)(zx)−1 = a.
(Note that since a = 1 and (yx) = (y−1x ) by 1, it follows that zx /∈ {yx, y−1x }.) We can partition the set of k pairs
(yx, zx) into classes of size four by relating to (yx, zx) the four pairs
(yx, zx), (yx, z
−1
x ), (y
−1
x , zx), (y
−1
x , z
−1
x ). (4)
In particular, k is divisible by 4, say k = 4n for n ∈ N. Moreover, exactly one of the pairs (4), say (y′x, z′x), satisﬁes
y′x, z′x ∈ S. Note also that the condition zx /∈ {yx, y−1x } ensures that y′x = z′x and that y′x, z′x ∈ S ensures that z′x =
(y′x)−1. Therefore, (y′x) = (z′x) and there are precisely n pairs of distinct elements (y′x),(z′x) ∈ D satisfying
(y′x)(z′x)−1 = a. Whence, D is a (4n − 1, 2n, n)-difference set in N. 
4. Afﬁne planar maps II (The abelian case)
In this section we consider the special case of abelian afﬁne RDSs of even order, or equivalently, afﬁne planar maps
 : Q → N with Q abelian. The main result here (Theorem 13) is the existence of a “distinguished” afﬁne planar
map with several additional properties. Before stating and proving Theorem 13, we need to review some known facts
regarding multipliers of abelian afﬁne RDSs.
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Recall that a multiplier of an afﬁne RDS R ⊆ G is an automorphism  ∈ Aut(G) with (R) = Rg for some g ∈ G.
When  : h → ht for some t ∈ N, one calls t a numerical multiplier of R. Proposition 9 below shows why multipliers
play a prominent role in the theory of regular RDSs. We include a proof since the main idea in the proof highlights an
interesting property of abelian afﬁne RDSs. The proof relies on the following result.
Theorem 8 (Orbit Theorem [3] p. 173, [12] Theorem 1.3.8). LetD be a regular square design. Then an automorphism
 of D has the same number of ﬁxed points as ﬁxed blocks. If G is an automorphism group of D, then the number of
point orbits of G equals the number of block orbits.
Proposition 9 (Pott [12] Theorem 1.3.8). Let R be a regular (m, u, k, )-RDS in G with multiplier . Then there is at
least one translate of R ﬁxed by , that is, (Rg)=Rg for some g ∈ G. If mu and k are relatively prime and G is abelian,
then there is at least one translate of R ﬁxed by all multipliers.
Proof. The multiplier  ﬁxes the identity of G, and so by Theorem 8,  must ﬁx some block of dev(R). Now suppose
(mu, k) = 1 and G is abelian. We deﬁne a map from the blocks of dev(R) to G by
 : Rg →
∏
r∈R
rg = gk
∏
r∈R
r .
The map is well deﬁned since G is abelian. Also, since (|G|, k)= 1, it follows that is surjective, and hence, bijective
(as there are |G| blocks in dev(R)). Consequently, there is a unique translate Rh of Rwith(Rh)=1. If  is a multiplier
of R, then
((Rh)) = (h)k
∏
r∈R
(r) = 
(
hk
∏
r∈R
r
)
= ((Rh)) = (1) = 1.
Since Rh is the unique translate of R with this property, one has (Rh) = Rh. 
Corollary 10. If R is an abelian afﬁne RDS in G, then there is at least one translate of R ﬁxed by all multipliers, and
in particular, the unique translate Rg of R with∏r∈R rg = 1 is one such translate.
Proof. We have mu = (k + 1)(k − 1) which is clearly relatively prime to k, so Proposition 9 applies. 
The following result for multipliers of abelian afﬁne RDSs was ﬁrst proved in the cyclic case by Hoffman [9]. The
version stated here appears in [5].
Proposition 11 (Dizon-Garciano and Hiramine [5] Theorem 2, cf. Pott [12] Prop. 5.2.1). Let R be an abelian afﬁne
RDS of order k in G. Let t be an integer and let (k) and (t) denote, respectively, the set of prime divisors of k and t.
If (t) ⊆ (k), then t is a multiplier of R. In particular, every divisor of k is a multiplier of R.
As a corollary, one sees that in the case of an afﬁne RDS R′ of even order, there is a unique translate R of R′ which
is ﬁxed by all multipliers.
Corollary 12. If R′ ⊆ G is an abelian afﬁne RDS of even order k, the unique translate R of R′ satisfying∏r∈Rr = 1
is the only translate of R′ ﬁxed by all multipliers.
Proof. By Corollary 10, R is ﬁxed by all multipliers of R′, and in particular, by Proposition 11, R is ﬁxed by the
multiplier 2. Since the only element of G ﬁxed by g → g2 is the identity of G, it follows by Theorem 8 that R is the
only translate of R′ ﬁxed by 2. 
We are now ready to state and prove the main result of this section.
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Theorem 13. Let G be an abelian group containing an afﬁne RDS R′ of even order k relative to N. If Q is any
complement to N in G, then there exists an afﬁne planar map  : Q → N such that
(1) the subset R := {(x)x : x ∈ Q\{1}} ⊆ G is the unique translate of R′ ﬁxed by all multipliers of R′,
(2) 	 ∈ Aut(G) is a multiplier of R iff (x)	 = (x	) for all x ∈ Q,
(3) the Paley–Hadamard difference set (Q\{1}) is ﬁxed by all multipliers of R′,
(4) (x) = 1 iff o(x) | 3, where o(x) denotes the order of x in Q,
(5) if x ∈ Q\{1}, if y is the unique element of Q with y2 = x, and if j ∈ N is such that o(x) = 2j + 1 (note that o(x)
is necessarily odd since k is even), then (x) = (x, xj ) = (y, y−1),
(6) if x, y ∈ Q\{1}with o(x) = 3, then (x, y) = 1 iff y = x,
(7) if x, y ∈ Q\{1} with o(x) = 3, then (x, y) = 1 iff y ∈ {x, x−1}.
Proof. Let R be the unique translate of R′ ﬁxed by all multipliers of R′. By Corollary 12, R satisﬁes
∏
r∈Rr = 1, from
which it follows thatR∩N=∅. Indeed, there exists y ∈ Q such thatR={(x)x : x ∈ Q\{y}} for some : Q\{y} → N .
This gives 1 =∏r∈Rr = (∏x∈Q\{y}(x)) (∏x∈Q\{y}x), whence ∏x∈Q\{y}x = 1 (since N ∩ Q = {1}). This latter
equality is possible only if y = 1. Now, under the isomorphism GN × Q given by ax → (a, x), the afﬁne RDS R
is sent to the afﬁne RDS {((x), x) : x ∈ Q, x = 1} ⊆ N × Q relative to N × {1}. Hence, by Theorem 4,the map 
(extended to all of Q by setting (1) = 1) gives an afﬁne planar map such that 1 holds.
If 	 ∈ Aut(G) is a multiplier of R′, then since 	 ﬁxes R, we have
{(x)	x	 : x = 1} = R	 = R = {(x)x : x = 1} = {(x	)x	 : x = 1}.
Equating coordinates in N gives (x	)=(x)	 for all x = 1, and the equation clearly holds for x = 1 also. Conversely,
if (x	) = (x)	 for all x ∈ Q, then R	 = {(x	)x	 : x = 1} = R, so 	 is a multiplier of R. It follows from Theorem
7 that D := (Q\{1}) is a Paley–Hadamard difference set in N and from 2 that D is ﬁxed by all multipliers of R. The
claim in 4 is clearly true if x = 1. For x = 1, if (x) = 1, then by Theorem 7 one has (x2) = (x)2 = (x), since 2
is a multiplier of R, giving x2 = x−1. On the other hand, if o(x) = 3, then one has (x)2 = (x2) = (x−1) = (x),
giving (x) = 1. The ﬁrst equality in 5 follows from the fact that xj+1 = x−j together with item 1 of Theorem 7.
The second equality is seen using (y, y−1) = (y)(y−1) = (y)2 = (y2) = (x). For 6 and 7, we ﬁrst note that
since  is (k + 1, k − 1, k, 1)-orthogonal with respect to Q\{1}, one has (x, y) = 1 for precisely one y distinct
from x−1. Using the fact that 2 is a numerical multiplier of R, the calculation (x, x) = (x)2(x2)−1 = 1, shows
that y = x. Therefore, to complete the proof we need only show that (x, x−1) = 1 iff o(x) = 3. It follows from 4
that (x, x−1) = 1 when o(x) = 3. Conversely, if (x, x−1) = 1, then substituting x2 for x and x for y in 5 gives
(x2) = 1, whence o(x2) = o(x) = 3 by 4. 
Remark 14. Let x1 =1, x2, . . . , xk+1 be a ﬁxed ordering of the elements of Q. In Examples 2 and 3 we gave examples
of matrices of the form M = [(xi, xj )], where  was an afﬁne planar map as given by Theorem 13. Observe that
Theorem 13.5 shows how  can be obtained directly from M. Also, Theorems 13.6 and 13.7 show that all the entries
on the leading diagonal of M are the identity of N. The matrix M is symmetric, since this is true of any coboundary
with Q abelian, and when Q is cyclic, using (x−1)=(x) one can check that the matrix obtained from M by deleting
the ﬁrst row and column is symmetric along its back diagonal as well.
5. Some new results regarding abelian afﬁne RDSs of even order
Here we apply Theorem 13 to deduce some new results regarding abelian afﬁne RDSs of even order. We also give
new proofs, in the even order case, for some known results. Throughout this section k ∈ N denotes an even natural
number,
G is an abelian group containing an afﬁne RDS R′ of order k relative to N , (5)
and Q is any complement of N in G.
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Our ﬁrst few results are in regard to multipliers of R′. The following terminology is used in the next result: for
integers a and b, we let ordb(a) denote the lowest positive integer f for which af ≡ 1mod b.
Theorem 15. Let G be a group satisfying (5) and let  : Q → N be the afﬁne planar map given by Theorem 13. Then
for any (numerical) multiplier t of R′, one has ordo((x))(t)=ordo(x)(t) or 2 ordo((x))(t)=ordo(x)(t) for each x ∈ Q.
Note that here o((x)) (resp. o(x)) denotes the order of (x) in N (resp. x in Q).
Proof. Fix x ∈ Q and setw=o((x)), v=o(x), e=ordw(t) and f =ordv(t). Then since tf is a (numerical) multiplier
ofR′, one has (x)=(xtf )=(x)tf , so tf ≡ 1 (modw). Setting f =qe+ r with 0r < e, one has t r ≡ 1 (modw),
so r = 0 by minimality of e. Hence f is a multiple of e. On the other hand, (x) = (x)te = (xte ), so xte ∈ {x, x−1}
by Theorem 7. If xte = x, then e is a multiple of f, and we must have q = 1 and e = f . If xte = x−1 = x, then e = f
and since xt2e = (xte )te = x, we have 2e a multiple of f, from which it follows that f = 2e. 
Theorem 16 (cf. Arasu and Pott [2] Section 5). Let G be a group satisfying (5) and let  ∈ Aut(G) be a multiplier of
R′. If |Q = idQ, then = idG. If |N = idQ, then either = idG or (x) = x−1 for all x ∈ Q (that is,  corresponds
to the numerical multiplier k).
Proof. For the ﬁrst claim, note that = idG provided  ﬁxes all a ∈ N\{1}, since  necessarily ﬁxes 1 and G = NQ.
Let  : Q → N be the afﬁne planar map given by Theorem 13. Since |Q = idQ, one has (x) = (x) = (x) for
all x ∈ Q, so  ﬁxes the Paley–Hadamard difference set D := Im() pointwise. Hence,  ﬁxes N pointwise (since
N = 〈D〉).
For the second claim, note that from (x) = (x) = (x) for any x ∈ Q together with Theorem 7.1, we have
x ∈ {x, x−1} for all x ∈ Q. Fix x ∈ Q with x = 1. If x = x, then for any y ∈ Q we have (xy) ∈ {xy, x−1y−1} and
x = x, from which it follows that y = y (otherwise (xy) = xy, since Q has odd order). Similarly, one sees that
if x = x−1, then y = y−1 for all y ∈ Q. 
The next corollary is an immediate consequence of Theorem 16.
Corollary 17. Let G be a group satisfying (5) and let 1, 2 ∈ Aut(G) be multipliers of R′. If 1|Q = 2|Q, then
1 = 2. If 1|N = 2|N , then either 1 = 2 or 1(x) = 2(x)−1 for all x ∈ G.
Proof. Set=−12 ◦1.Theﬁrst claim is then obvious byTheorem16. For the second, if1 = 2, then−12 (1(x))=x−1
for all x ∈ Q by Theorem 16. Applying 2 to both sides of the equation gives the result. 
Corollary 18 below follows from both Theorem 15 and Theorem 16.
Corollary 18 (cf. Arasu and Pott [2] Section 5). Let G be a group satisfying (5) and let t be a numerical multiplier of
R′. Then ordexp(G)(t) = ordexp(Q)(t) and ordexp(Q)(t) ∈ {ordexp(N)(t), 2 ordexp(N)(t)}.
Proof. It is clear that ordexp(G)(t) is a multiple of ordexp(Q)(t), and from Theorem 15, if tf ≡ 1mod exp(Q), then
tf ≡ 1mod exp(G), so the ﬁrst claim holds. Furthermore, ordexp(N)(t) is a multiple of ordo(a)(t) for any a ∈ N ,
and since we can take y ∈ Q with o(y) = exp(Q), it follows from Theorem 16 that 2ordexp(N)(t)ordexp(Q)(t). But
ordexp(N)(t) is bounded above by ordexp(G)(t), so the second claim holds as well. 
The following theorem is our last result regarding multipliers of R′.
Theorem 19. Let G be a group satisfying (5) and let t1 and t2 be numerical multipliers of R′. Then
(1) if t1+t2 is relatively prime to exp(G), then t1+t2 is a numerical multiplier ofR′ if and only if t1 ≡ t2 (mod exp(G)),
(2) if t1 − t2 is relatively prime to exp(G), then t1 − t2 is a numerical multiplier of R′ if and only if t1 ≡ 2t2
(mod exp(G)).
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Proof. Observe that for each of 1 and 2, by Theorem 15, it sufﬁces for us to show that the congruences hold modulo
the exponent of Q. Let  : Q → N be the afﬁne planar map given by Theorem 13 and let y ∈ Q be an element of
order exp(Q), which, for the time being, we assume is not equal to 3. If t1 + t2 is a multiplier of R′, then one has
(yt1 , yt2) = (y)t1+t2(yt1+t2)−1 = 1, so yt1 = yt2 by Theorem 13, whence t1 ≡ t2 (mod exp(Q)). Conversely,
if t1 ≡ t2 (mod exp(Q)), then xt1 = xt2 for all x ∈ Q, giving 1 = (xt1 , xt2) = (x)t1+t2(xt1+t2)−1, whence
(xt1+t2)=(x)t1+t2 for all x ∈ Q, and so t1 + t2 is a multiplier of R′. For the remaining case, where Q is elementary
abelian of exponent 3, we have 3 | (k + 1), so by [5, Corollary 2(ii)] (alternatively, see Theorem 20 below), Q is cyclic,
k = 2 and R is not a proper RDS.
Finally, if t1 − t2 is a multiplier of R′, then since (t1 − t2) + t2 is also a multiplier of R′, it follows from 1 that
t1 − t2 ≡ t2 (mod exp(Q)), or equivalently, that t1 ≡ 2t2 (mod exp(Q)). Conversely, given t1 − t2 ≡ t2 (mod exp(Q)),
one has xt1−t2 = xt2 for all x ∈ Q, giving
1 = (xt1−t2 , xt2) = (xt1−t2)(xt2)(xt1)−1 = (xt1−t2)(x)−(t1−t2),
from which it follows that t1 − t2 is a multiplier of R′. 
The class of afﬁne RDSs of even order divides naturally in two depending on the congruence class of kmod 3. The
next result gives some structural information in each case regarding the unique translate R ofR′ ﬁxed by all multipliers.
The assertion about the Sylow 3-subgroup of G being cyclic in item 2 below is also proved in [5, Corollary 2(ii)] using
different methods.
Theorem 20. Let G be a group satisfying (5). Then k ≡ 1, 2 (mod 3) and if P is the Sylow 3-subgroup of G and R is
the unique translate of R′ ﬁxed by all multipliers, then
(1) if k ≡ 1 (mod 3), it follows that R ∩ R(−1) = ∅,
(2) if k ≡ 2 (mod 3), it follows that P is cyclic and R ∩R(−1) = {x, x−1}, where x and x−1 are the unique elements of
G of order three.
Proof. If 3 | k, then we would have 1, 2 and 3 all multipliers of k.With t1 =2 and t2 =1 in Theorem 19, one has exp(G)
divides 1, which is a contradiction. Now let  be the afﬁne planar map given by Theorem 13, which, from the theorem,
satisﬁes R = {(x)x : x ∈ Q, x = 1}. If (x)x ∈ R ∩ R(−1), then (x)x = (y)−1y−1 for some y ∈ Q\{1}. This
gives (y) = (y−1) = (y)−1, so (y) = (x) = 1. Since x = 1, by Theorem 13 x has order three, which is not
possible if k ≡ 1 (mod 3). Hence, 1 holds. For the case k ≡ 2 (mod 3), set P3 = {x ∈ Q : o(x) = 3} and observe that
|P3|2 in this case. From the argument above R ∩R(−1) ⊆ P3, and it is easily seen that equality holds, since P3 ⊆ R
and P (−1)3 = P3. Finally, since (x) = 1 for all x ∈ P3, it follows from Theorem 7.3 that |P3| = 2. 
Our ﬁnal result in this section gives additional restrictions on the possible orders of abelian afﬁne RDSs.
Theorem 21. Let G and k be as in (5) above. Then
(1) if p> 3 is a prime divisor of k + 1 which divides 2e − 1 for some e ∈ N , then (2e − 1, k − 1)> 1,
(2) the only possible divisor of k + 1 of the form 2e − 1 for some e ∈ N is 3, and in particular, k /≡ −1 (modp) for
p = 7, 31, 127, or any Mersenne prime,
(3) if p> 3 is a prime divisor of k + 1 which divides 2e + 1 for some e ∈ N, then (2e − 1, k − 1)> 1.
Proof. Let  be the afﬁne planar map given by Theorem 13. For 1 consider x ∈ Q of order p. One has x2e−1 = 1, so
using the fact that 2 is a multiplier of k, we obtain (x)2e = (x2e ) = (x), so (x) ∈ N has order dividing 2e − 1. If
k − 1 and 2e − 1 were relatively prime, then (x) = 1, giving p = o(x) = 3 by Theorem 7, which contradicts p> 3.
For 2 we ﬁrst note that by 1 we must have 2e − 1 = 3f for some f ∈ N. Now observe (easily seen by induction) that
if 2e ≡ 1 (mod 3), then e is even, say e = 2e′. This gives (2e′ + 1)(2e′ − 1)= 3f , and since the factors on the left-hand
side are relatively prime, we must have 2e′ − 1 = 1. Hence, e′ = 1, so e = 2 and 2e − 1 = 3 as claimed. Claim 3 is
proved in a similar manner to 1.We take x ∈ Q of order p and then use (x)2e =(x2e )=(x−1)=(x) to conclude
that (x) ∈ N has order dividing 2e − 1. 
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6. Computational results
It is known that an afﬁne RDS R of order k gives rise to a ﬁnite projective plane of the same order [7]. Consequently,
it is conjectured that if an afﬁne RDS of even order k exists, then k must be a power of two. Existing computational
results [10] show that for an afﬁne RDS of order k10, 000 (odd or even), one must have k a prime power. Here, we
apply the results of Section 5 above to give computational results regarding the non-existence of afﬁne RDSs of even
order k in the range 10, 000<k100, 000.
Lemma 22. Let G and k be as in (5) above. Then k is not divisible by 3, 5 or 7 and if k is divisible by 17 or 31, then
k− 1 is a power of 3 and k+ 1 is a power of 5. Moreover, if 10, 000<k100, 000, then k is not divisible by 17 or 31.
Proof. One has exp(G) = exp(N) exp(Q) with exp(N), exp(Q) odd and relatively prime, so exp(G)15. We have
already seen in the proof of Theorem 20 that k is not divisible by 3. In a similar manner, taking t1 = 4, t2 = 1 (resp.
t1 = 7, t2 = 1) in Theorem 19 gives the result for 5 (resp. 7). Taking t1 = 16, t2 = 1 and t1 = 31, t2 = 1 in Theorem
19 shows that if 17 or 31 divides k then exp(G) divides 15. By Theorem 13.4 the only possibility is exp(N) = 3 and
exp(Q)=5 in which case N and Q are elementary abelian 3 and 5 groups respectively, giving k−1=3i and k+1=5j
for some i, j ∈ N. Finally, since the only powers of 5 in the range 10, 000–100, 001 are 56 and 57, and since neither
56 − 2 nor 57 − 2 is a power of 3, for 10, 000<k100, 000 it follows that k is neither divisible by 17 nor 31. 
By Theorem 21.2 above, k + 1 is not divisible by 7 or 31. The lemma below gives additional restrictions on small
prime divisors of k + 1.
Lemma 23. Let G and k be as in (5) above. Then k + 1 is not divisible by 7 or 31 and
(1) 5 | k + 1 ⇒ 3 | k − 1,
(2) 11 | k + 1 ⇒ 31 | k − 1,
(3) 13 | k + 1 ⇒ 3 | k − 1 or 7 | k − 1,
(4) 17 | k + 1 ⇒ 3 | k − 1 or 5 | k − 1,
(5) 19 | k + 1 ⇒ 7 | k − 1 or 73 | k − 1,
(6) 23 | k + 1 ⇒ 89 | k − 1.
Proof. Apply Theorem 21 with e ∈ {4, 5, 6, 9, 11}. 
The following lemma is derived from Theorem 15.
Lemma 24. Let G and k be as in (5) above. If p is either a prime divisor of k + 1 or the square-free part of k + 1, then
for any prime divisor q of k there exists a divisor d of k − 1 with either ordd(q) = ordp(q) or 2 ordd(q) = ordp(q).
Proof. Since Q is abelian one has x ∈ Q of order p, so the lemma follows immediately from Theorem 15. 
We tested even integers in the range 10, 000–100, 000 by computing the prime factorisation of each of the natural
numbers up to 100, 001 (using a seive method) and then applying Lemmas 22, 23 and 24 in turn. The computations
took about 12 s to run on a 2.4GHz Pentium 4 computer and showed that if 10, 000<k100, 000 with k not in the
set below, then an afﬁne RDS of order k exists only if k is a power 2;
{10084, 10984, 11552, 14438, 14584, 16144, 17552, 18302, 20408, 21124, 21578,
21992, 22808, 25504, 29888, 30578, 32134, 38462, 44216, 45482, 47408, 51032,
57038, 57488, 66272, 74378, 78124, 83702, 86704, 90154}.
We note that, of the 45, 000 even integers in the range 10, 002–100, 000 there are 3 powers of 2,
26, 263 cases were eliminated by Lemma 22,
an additional 8, 154 cases were eliminated by Lemma 23
a further 10, 546 cases were eliminated by Lemma 24
and the 30 cases above remain unresolved.
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