Behavioral responses to visual stimuli exhibit visual field asymmetries, but cortical folding and the close proximity of visual cortical areas make electrophysiological comparisons between different stimulus locations problematic. Retinotopy-constrained source estimation (RCSE) uses distributed dipole models simultaneously constrained by multiple stimulus locations to provide separation between individual visual areas that is not possible with conventional source estimation methods. Magnetoencephalography and RCSE were used to estimate time courses of activity in V1, V2, V3, and V3A.
Introduction
The perception of visual stimuli varies as a function of visual field location (Karim & Kojima, 2010) . Some asymmetries are obvious, such as increased visual acuity in the center relative to the periphery (De Valois & De Valois, 1988; Duncan & Boynton, 2003) , due to the greater concentration of photoreceptors in the fovea (Curcio, Sloan, Kalina, & Hendrickson, 1990) . More subtly, visual evoked responses (VERs) to stimuli outside but near the fovea, in the perifoveal region, are delayed relative to more peripheral stimuli (Baseler & Sutter, 1997; Kremlacek, Kuba, Chlubnova, & Kubova, 2004) . Asymmetry between the upper and lower visual fields has been called the ''lower field advantage,'' manifested as faster behavioral responses, greater sensitivity, and shorter latency and larger amplitude VERs for lower visual field stimuli (Fioretto et al., 1995; Kremlacek et al., 2004; Lehmann & Skrandies, 1979; Levine & McAnany, 2005; McAnany & Levine, 2007; Portin, Vanni, Virsu, & Hari, 1999; Skrandies, 1987) .
The sources of these subtle variations are poorly understood, particularly in terms of which visual areas exhibit differences in visual processing. The earlier response to peripheral stimuli has been suggested to be related to the greater proportion of magnocellular (magno) input to primary visual area V1 in the periphery (Baseler & Sutter, 1997; Malpeli, Lee, & Baker, 1996) , as the magno pathway response is thought to precede that of the parvocellular (parvo) pathway by ;20 ms (Bullier, Schall, & Morel, 1996; Nowak, Munk, Girard, & Bullier, 1995; Schmolesky et al., 1998) . It is unknown, however, whether magno/ parvo distinctions persist in the population responses of V1, V2, and beyond (Lachica, Beck, & Casagrande, 1992; Martin, 1992; Merigan & Maunsell, 1993; Sincich & Horton, 2005; Skottun & Skoyles, 2008) . Thus, it is unclear which visual areas contribute to VER latency differences. Identifying these areas may provide insight into the separation or integration of the magno/parvo pathways.
Differences between responses to upper and lower field stimuli could be related to slightly larger lower field representations in the retina and multiple visual areas (Connolly & Van Essen, 1984; Curcio et al., 1990; Maunsell & Van Essen, 1987; Perry & Cowey, 1985; Tootell, Switkes, Silverman, & Hamilton, 1988; Van Essen, Newsome, & Maunsell, 1984) . Learned differences, perhaps in higher level cortical areas related to attentional control, are also possible (He, Cavanagh, & Intriligator, 1996; Intriligator & Cavanagh, 2001; Karim & Kojima, 2010) . A more trivial explanation, however, for the differences in measured response amplitudes is that the upper and lower field representations of V1 are located on the ventral and dorsal banks of the calcarine sulcus, respectively. Furthermore, V2 and V3 are each split into two, noncontigCitation: Hagler, D. J., Jr. (2014) . Visual field asymmetries in visual evoked responses. Journal of Vision, 14(14) :13, 1-19, http:// www.journalofvision.org/content/14/14/13, doi:10.1167/14.14.13. uous subareas, also located ventrally and dorsally. Because of this arrangement, the ventral, upper field subareas are deeper in the brain, raising the possibility that lower field responses measured with magnetoencephalography (MEG) or electroencephalography (EEG) have larger amplitudes because of their closer proximity to the sensors.
Previous investigations of visual response asymmetries have been limited by an inability to adequately resolve the spatiotemporal patterns of activity in cortical visual areas. Functional magnetic resonance imaging (fMRI) allows topographic mapping of the several retinotopically arranged cortical visual areas, but because its signal is based on the slow hemodynamic response, it cannot offer meaningful information about the temporal dynamics of visual processing. In contrast, MEG and EEG have excellent temporal resolution, but the ill-posed nature of the inverse problem makes it extremely difficult to reliably estimate the time course of activity for individual visual areas. The close proximity of the several visual areas in occipital cortex typically results in a high degree of crosstalk between source estimates for these areas (Auranen et al., 2009; Bonmassar et al., 2001; Cottereau, McKee, Ales, & Norcia, 2012; Dale et al., 2000; Di Russo et al., 2005; Hagler et al., 2009; Kajihara et al., 2004; Liu, Belliveau, & Dale, 1998; Liu, Dale, & Belliveau, 2002; Moradi et al., 2003; Vanni et al., 2004; Yoshioka et al., 2008) .
Retinotopy-constrained source estimation (RCSE) is a recently developed method for estimating time courses of activation in individual visual areas that greatly reduces crosstalk . RCSE uses fMRI retinotopic mapping to construct multidipole models simultaneously constrained by multiple stimulus locations (Ales, Carney, & Klein, 2010; Hagler, 2014; Hagler & Dale, 2013; Hagler et al., 2009) . Cortical folding patterns in individual subjects determine for each visual area a distinct pattern of dipole orientation as a function of stimulus location Hagler et al., 2009; Slotnick, Klein, Carney, Sutter, & Dastmalchi, 1999) . Because of this, RCSE provides better separation between individual visual areas compared to conventional equivalent current or distributed dipole approaches.
To better understand how the timing and amplitude of VERs in individual visual areas vary as a function of stimulus location, MEG, fMRI, and RCSE were used to probe the responses of V1, V2, V3, and V3A for sets of stimuli from different parts of the visual field. Because of the known asymmetries described previously, comparisons were made between perifoveal and peripheral stimuli as well as upper and lower field stimuli. Comparisons between left and right hemifield stimuli were included as a negative control. Besides investigating the basic properties of visual processing in early visual areas, these tests are also important for further validation of the RCSE approach, which assumes that VERs within a given visual area are identical, or at least highly similar, for all stimulus locations. This study is the first to use RCSE to estimate responses for V3A; one reason for its inclusion was that unlike V1, V2, and V3, its upper and lower field representations are not substantially different in terms of proximity to sensors.
Methods Participants
Nine right-handed, healthy adults with normal vision were included in this study (seven women, mean age: 25.3 6 2.8 SD, age range: 22-30). One additional subject (female) was excluded because fMRI retinotopy data were extremely noisy and therefore unusable. Data for eight of these subjects were included in a previous study (Hagler, 2014) . The experimental protocol was approved by the University of California, San Diego institutional review board, and informed consent was obtained from all participants.
Data collection
MEG data were collected with an Elekta/Neuromag Vectorview 306-channel whole-head neuromagnetometer (Elekta, Stockholm, Sweden), with electrooculogram electrodes to monitor blinks and eye movements. The sampling frequency was at least 601 Hz, with an antialiasing low-pass filter of 200 Hz. For two subjects, the sampling frequency was 1000 Hz, with a low-pass filter of 330 Hz; otherwise, conditions were identical. The relative position of the head was determined with head position indicator (HPI) coils. Locations of HPI coils on the scalp, along with nasion, preauricular points, and at least 100 additional scalp locations were measured using a FastTrack 3-D digitizer (Polhemus, Colchester, VT). Visual stimuli were presented with a three-mirror DLP projector. The maximum visual angle (top to bottom of displayable area) was fixed at 258. A laser and light sensor finger-lift device (Elekta) detected behavioral responses.
MRI data, including T 1 -weighted structural images (1-mm isotropic voxels, repetition time [TR] ¼ 10.5 ms, flip angle ¼ 158, bandwidth ¼ 20.83 kHz, 256 · 256 matrix, 180 sagittal slices) and T 2 space acquisition, with fat saturation pulse) were collected using a GE 3T scanner with a GE eightchannel head coil (GE Healthcare, Little Chalfont, Buckinghamshire, UK). For each gradient-echo EPI scan, a pair of spin-echo EPI images with opposing phase-encode polarities was collected for estimating the B 0 distortion field (TR ¼ 10,000 ms, TE ¼ 90 ms, identical slice prescription as gradient-echo images). In some subjects, dental impression bite bars were used to reduce head motion. A standard video projector with a custom zoom lens projected images onto a plastic screen inside the bore of the magnet, which subjects viewed via a mirror reflection. The maximum visual angle, which ranged from 268 to 298, was measured for each session and used as input parameters in fMRI retinotopic map fitting and MEG dipole modeling; this allowed for consistent mapping between MEG stimuli and the cortical surface for each subject. Behavioral responses were recorded using an MRI-compatible fiber-optic button box (Current Designs, Philadelphia, PA).
Data processing
Details of MEG and MRI/fMRI processing were as described previously (Hagler, 2014) . MEG data were band-pass filtered between 0.2 and 120 Hz with a 60-Hz notch filter, and trials were linearly detrended and baseline adjusted before averaging, using a 100-ms prestimulus baseline and 350-ms poststimulus response period. Trials containing artifacts such as eye movements or blinks, and trials within 700 ms of a finger-lift response, were excluded. Very noisy or flat channels, and all magnetometers, were excluded from analysis.
Structural MRI data were corrected for gradient nonlinearity distortions by applying a predefined, scanner-specific, nonlinear transformation (Jovicich et al., 2006) . Two or more structural MRI volumes for each subject were registered, averaged, and rigidly resampled into alignment with an atlas brain. The FreeSurfer software package version 4.5.0 (http:// surfer.nmr.mgh.harvard.edu) was used to create cortical surface models from structural MRI images Dale & Sereno, 1993; Fischl, Liu, & Dale, 2001; Fischl et al., 2002; Segonne et al., 2004; Segonne, Pacheco, & Fischl, 2007) . Manual editing of the white-matter segmentation was performed to correct surface defects.
Functional MRI data were corrected for B 0 -inhomogeneity distortions using the reversing gradient method (Chang & Fitzpatrick, 1992; D. Holland, Kuperman, & Dale, 2010; Morgan, Bowtell, McIntyre, & Worthington, 2004) . Displacement fields estimated from paired spin-echo test images with opposite phase-encode polarity were applied to each frame of the motioncorrected, gradient-echo EPI fMRI images. Slice timing differences and head motion were corrected using AFNI's 3dTshift and 3dvolreg (Cox, 1996) , and gradient nonlinearity distortions were corrected for each frame (Jovicich et al., 2006) . Spin-echo T 2 -weighted images were registered to T 1 -weighted images using mutual information (Wells, Viola, Atsumi, Nakajima, & Kikinis, 1996) , with coarse prealignment based on withinmodality registration to atlas brains.
Retinotopic mapping
Retinotopic maps on the cortical surface were obtained from fMRI data using methods described previously Sereno et al., 1995) . Stimuli were portions of a black-and-white dartboard pattern reversing contrast at 8 Hz. For polar angle mapping, a 128 polar angle wide wedge revolved about a central fixation cross; and for eccentricity mapping, a thin ring expanded or contracted periodically. For five subjects, a 32-s cycle was used with 10 cycles per scan, and for four subjects, a 64-s cycle was used with five cycles per scan. For each subject, four polar angle scans (two clockwise and two counterclockwise) and two eccentricity scans (one outward, one inward) were collected in a single MRI session. To maintain stable alertness and maximize attention, subjects performed a peripheral detection task, in which they pressed a button upon rare presentation (;5-10-s interstimulus interval) of a gray circle at pseudorandom locations occluding the flickering dartboard pattern (Bressler & Silver, 2010) .
Time series for each voxel were normalized by mean intensity, and drift and head motion artifacts were removed via linear regression using a quadratic polynomial and the motion estimates from 3dvolreg. Fourier transforms were computed to estimate the amplitude and phase at the stimulus frequency, with phase corresponding to the preferred stimulus location for a given voxel. Real and imaginary Fourier components were averaged across scans, with phases for clockwise polar angle and contracting eccentricity scans reversed before averaging. Phase delays of ;1 s were subtracted from the Fourier components before averaging, to account for some of the hemodynamic delay, and the combination of opposite-direction scans removed residual bias due to spatially varying hemodynamic delays (Hagler, Riecke, & Sereno, 2007; Hagler & Sereno, 2006; Warnking et al., 2002) . Averaged Fourier components were sampled onto the cortical surface at a distance of 1 mm from the gray/white boundary. polar angle and eccentricity mapping data ( Figure 1A ; Dougherty et al., 2003; Hagler & Dale, 2013) . Independent map fits were performed for V3A using templates with single, unified hemifield representations ( Figure 1B ). Manually defined regions and a coarse fitting step determined the overall shape and location of each map, and a fine fitting step smoothly deformed the templates to best match the fMRI retinotopy data. Regions of interest (ROIs) were manually drawn for each cortical hemisphere of each subject to encompass all of V1, V2, and V3, up to the maximum eccentricity measured with fMRI. Separate ROIs were drawn for V3A, which is located in dorsal occipital cortex, adjacent to dorsal V3, and is oriented so that the lowerto-upper field axis runs approximately posterior to anterior (DeYoe et al., 1996; Sereno et al., 1995; Tootell et al., 1997; Wandell, Dumoulin, & Brewer, 2007) . V3A was assumed to be located superiorly, as distinguished from the contiguous, but more laterally located, V3B (Larsson & Heeger, 2006; Press, Brewer, Dougherty, Wade, & Wandell, 2001; Swisher, Halko, Merabet, McMains, & Somers, 2007; Wandell et al., 2007) .
Template maps were initialized as rectangular grids, and each grid node was assigned a preferred polar angle and eccentricity and a unique area code, corresponding to the lower or upper field portions of V1, V2, V3, and V3A. The coarse fitting step for V1-V2-V3 used 27 parameters to determine the shape of the template map to best fit the data; a polynomial curve was used to allow flexibility in the overall shape, and the width and length of upper and lower field subareas were allowed to vary independently. Without the need for this extra flexibility, the coarse fitting step for V3A used seven parameters. Coarse fitting was performed using constrained nonlinear search (Matlab's fmincon), initialized iteratively 200 times with randomly chosen starting parameters. In addition to the fit to the data and a cost for exceeding the manually defined ROI (Hagler & Dale, 2013) , a vacancy cost was used to penalize template maps that did not fill the ROI, preventing map fits that artifactually avoid regions of noisy data. Because the eccentricity map of V3A is difficult to resolve in many subjects, they were not used to guide map fitting for V3A (Larsson & Heeger, 2006) . After the coarse fitting step, a fine-scale fitting step using gradient descent smoothly deformed the template to better match the data.
Stimuli for MEG sessions
Monochromatic pattern stimuli ( Figure 2A) were presented one at a time for 100 ms at 36 visual field locations, with three eccentricities (3.68, 5.38, and 8.28 visual angle) and 12 polar angles (228 polar angle wide, contiguous, nonoverlapping portions of the visual field, excluding 248 polar angle centered on each horizontal or vertical meridian). Luminance contrast was varied, with 15%, 71%, and 95% Michelson contrast (Supplementary Figure S1) . The interval between successive stimulus onsets was fixed at 117 ms. Ten percent of trials were ''null'' events in which no stimulus was presented. The average of the null events, which reflects the average, ongoing activity that overlaps with the responses, was subtracted from the other stimulus condition averages (Hagler & Dale, 2013; Hagler et al., 2009) . Because of the large number of stimulus locations, the average presentation frequency for a given stimulus location was ,0.22 Hz, much slower than that required to cause attenuation (Chen et al., 
Retinotopy-constrained source estimation (RCSE)
RCSE was used to estimate the time courses of VERs in V1, V2, V3, and V3A using procedures explained in detail previously (Hagler, 2014; Hagler & Dale, 2013 ). These are briefly described in the following in three main parts: forward solution and inverse calculations, group-constrained RCSE, and optimization of cortical patch locations constrained by prior (for a flowchart, see Supplementary Figure S2 ). The retinotopy-constrained forward solution specifies the expected sensor amplitudes due to activity in each visual area in response to the various stimulus locations, and the subsequently derived inverse solution is used to calculate source time courses from averaged sensor waveforms. Group-constrained RCSE is an extension of this method that produces consensus source estimates using a robust estimation approach to reduce the influence of outliers. The group-constrained solutions were then used as prior estimates in an optimization procedure for each individual subject, in which cortical dipole patches were displaced across the cortical surface in order to compensate for slight inaccuracies in the initial placements based on retinotopic mapping. All results reported in this article were derived from these optimized forward solutions.
Forward solution and inverse calculations
Retinotopy-constrained forward and inverse matrices were calculated using weighted cortical patches for each stimulus location derived from retinotopic map fits (Hagler, 2014; Hagler & Dale, 2013) . For more detailed descriptions of the procedures involved, as well as equations, the reader is directed to those previous publications. Gain matrices were calculated for dipoles oriented perpendicularly to the cortical surface using the boundary element method (Oostendorp & van Oosterom, 1989) , with a single shell representing the inner skull boundary approximated by filling and dilating FreeSurfer's automated brain segmentation (Fischl et al., 2002) . Brain conductivity was assumed to be 0.3 S/m. MRI and MEG reference frames were manually registered using a graphical interface (Matlab), 100 or more digitized locations on the scalp, and a representation of the outer scalp surface from FreeSurfer's watershed program. For each MEG stimulus location, weighting factors for every cortical surface vertex (;0.8 mm intervertex distance) in V1, V2, V3, and V3A were calculated based on the preferred stimulus location derived from the fMRI retinotopy template fit. The extent of cortical activation for each stimulus was defined by stimulus sizes and realistic receptive field size estimates and limited by the visual area boundaries. Values of 1.01, 1.12, 1.86, and 3.12 (degrees visual angle) were used for V1, V2, V3, and V3A respectively, with slopes as a function of eccentricity of 0.15, 0.17, 0.27, and 0.35 (degrees visual Figure 2 . Retinotopy-constrained source estimation. Stimuli at 36 visual field locations (A) were used to measure the varying amplitudes and polarities of MEG sensor waveforms (B) and calculate consensus estimates across stimulus locations for a single subject (C) and across both stimulus locations and subjects (D). Peak amplitudes (E) and peak latencies (F) derived from bootstrap resampled group average waveforms. Error bars and shaded regions correspond to standard error estimated from bootstrap resampling.
angle divided by eccentricity degrees visual angle), derived from published group averages of receptive field sizes estimated from fMRI data (Kay, Winawer, Mezer, & Wandell, 2013) . Vertex weights were normalized so that the sum across visual field locations equaled 1, and values less than 0.01 times the maximum for each cortical location were set to 0. Vertices in ipsilateral cortex were allowed (e.g., near vertical meridians), as was crossover between the upper and lower field subareas (e.g., near horizontal meridians; Hagler & Dale, 2013) .
Gain matrices and cortical patch weighting factors for a given visual area were used to calculate gain vectors for each stimulus location. Retinotopy-constrained forward matrices were constructed by arranging the gain vectors for multiple stimulus locations into a single column for each visual area (with length equal to number of sensors times number of stimulus locations), consistent with the assumption that a given visual area has the same evoked response regardless of stimulus location Hagler et al., 2009; Slotnick et al., 1999) . A regularized pseudoinverse with an identity matrix as the sensor noise covariance was used to calculate a timeinvariant inverse matrix, which was used to calculate separate source estimates for each contrast level. To calculate normalized residual error, the across-sensor variance of the residual error was divided by the maximum variance of the data over time.
Group-constrained RCSE
Group-constrained RCSE solutions were calculated using the retinotopy-constrained forward matrices and MEG data from all subjects (Hagler, 2014) . The group retinotopy-constrained forward matrix was constructed by concatenating the forward matrices from each subject into a single matrix, with a column for each of the four visual areas and ;66,000 rows for ;204 gradiometers (excluding bad channels), 36 stimulus locations, and nine subjects. The resulting inverse matrix was then applied to event-related MEG data concatenated across subjects. Iteratively reweighted least squares reduced the contributions of individual subject responses to particular stimulus locations that had large residual error relative to other locations and subjects (Hagler, 2014; Hagler & Dale, 2013; P. W. Holland & Welsch, 1977; Huber, 1981) .
Optimization of cortical patch locations constrained by prior
Cortical dipole patch locations were nonlinearly optimized using the group-constrained RCSE solution as an atlas-based prior (Hagler, 2014) . At each of 1,000 iterations, cortical patches were slightly displaced across the cortical surface using two-dimensional grids defined to encompass each manual ROI used for retinotopic map fitting. The mean and maximum optimal displacements were approximately 2.5 and 5 mm across the cortical surface, respectively (Hagler, 2014) . The optimization procedure attempts to minimize the difference between the individual subject RCSE waveforms and the group-constrained RCSE solution as well as the normalized residual error of the fit to the data. To compare responses for different parts of the visual field, dipole optimization was performed independently for each set of stimulus locations (i.e., right, left, perifoveal, peripheral, upper, lower) . So that only the shape of the prior constrained the solution, the amplitude of the prior was linearly scaled to optimally match the source estimate amplitude at each iteration of the optimization procedure. The prior was scaled independently for each visual area to avoid imposing assumptions about the relative amplitudes of V1, V2, V3, or V3A. Similarly, to avoid predetermining the contrast response functions, only the responses to highcontrast stimuli and the group-constrained RCSE solutions computed from them were used to determine the optimal dipole locations; these locations were then used to estimate waveforms for each contrast level.
Waveform analysis
Because the RCSE waveforms for some individual subjects exhibited responses with double peaks, peak latency and amplitude were derived from RCSE waveforms averaged across subjects (Hagler, 2014) . Peaks were detected by finding minima and maxima that were at least 0.25 nA Á m from surrounding extrema (Eli Billauer's peakdet: http://www.billauer.co. il/peakdet.html) and choosing the negative peak with the largest amplitude between 50 and 170 ms poststimulus. Onset latency was determined by finding the time of initial threshold crossing, with the threshold determined to be median baseline noise (À100 to 40 ms) plus 4.5 times the difference between the 25th and 75th percentile noise values (Letham & Raij, 2011; Miller, Patterson, & Ulrich, 1998) . To calculate 95% confidence intervals for average waveforms, amplitudes, and latencies, bootstrap resampling was used with 2,000 iterations (Efron, 1987) . To characterize differences in amplitude and latency for paired subsets of stimulus locations (e.g., upper and lower field), differences were calculated for each bootstrap sample. To reduce the number of statistical tests, peak latency and amplitude differences were averaged across the three levels of luminance contrast for each bootstrap sample. Confidence intervals and p-value upper bounds were then derived from the distribution of observed difference values, using bias correction and acceleration (Efron, 1987) . To control for multiple comparisons, a p-value threshold of 0.0175 or less was determined to result in a 0.05 false discovery rate (FDR; Benjamini & Hochberg, 1995) . With an FDR of 0.01, the p-value threshold was 0.0015.
Calculation of normalized, average sensor waveforms
Absolute values of the visual evoked fields (VEFs) were averaged across a set of 16 gradiometers near the occipital lobe, and the average baseline value (À100 to 0 ms) was subtracted from the resulting waveforms. The waveforms were then averaged within sets of stimulus locations (e.g., upper field, lower field, etc.). To compare the relative amplitudes of paired sets of stimulus locations and calculate 95% confidence intervals of the group means, we used bootstrap resampling, as described previously. To remove the between-subject variability in overall amplitude, waveforms for each subject were normalized by the maximum value across time points, averaged across the two sets of stimulus locations to avoid bias. For visualizing the resulting waveforms, group averages and confidence intervals were normalized by the maximum value across time of either waveform.
Results
Mappings between visual space and the cortical surface for V1, V2, V3, and V3A were created by fitting retinotopic templates to phase-encoded fMRI data (Figure 1 ). They were used to construct retinotopyconstrained, multidipole models of the sources of VERs recorded with MEG for 36 stimulus locations (Figure 2A,  B) . RCSE was used to estimate the time courses of the evoked responses in each of these visual areas ( Figure 2C,  D) . The effects of varying luminance contrast-smaller amplitude and longer latency for lower contrast stimuliwere essentially the same for each visual area (Supplementary Figure S1) . To simplify presentation of results, waveforms shown in this article are for the intermediate contrast level (71%), and peak amplitudes and latencies were averaged across contrast levels. Average RCSE peak amplitude for V1 was about twice as large as for V2, V3, and V3A ( Figure 2E ). Average RCSE peak latency was shortest for V1 (;85 ms), with successively longer delays for V2, V3, and V3A ( Figure  2F ; Table 1 ).
To test for consistent differences across the visual field, RCSE waveforms were calculated for paired subsets of stimulus locations, including left and right hemifields, perifoveal and peripheral visual fields, and upper and lower visual fields. Dipole optimization constrained by an atlas-based prior was performed independently for each set of stimulus locations. RCSE waveforms for responses to left and right hemifield stimuli were very similar, and there were no significant differences in either the peak amplitudes or latencies ( Figure 3 ; Table 2 ; Supplementary Figures S3 and S4 ).
In contrast, comparing the responses to perifoveal stimuli (at 3.68 visual angle) and peripheral stimuli (at 8.28 visual angle) revealed significant differences in both amplitudes and latencies ( Figure 4 ; Table 2 ; Supplementary Figures S5 and S6 ). Peak amplitudes of responses to peripheral stimuli were significantly larger for V1 and V3A but significantly smaller for V3. Peak latency was significantly shorter for more peripheral stimuli in V1, V2, and V3A. Compared to upper field responses, lower field RCSE peak amplitudes were significantly larger for V1 and V3A ( Figure 5 ; Table 2 ; Supplementary Figures S7 and S8). The only peak latency difference between upper and lower field responses was for V3A, in which upper field responses were slightly delayed. Because a previous report documented larger differences in the amplitude of upper and lower field VERs (Portin et al., 1999) , normalized average sensor waveforms were compared for upper and lower field stimuli. Consistent with the previous report, sensor magnitudes were roughly twice as large for lower field stimuli ( Figure  6A ). For comparison, sensor waveforms were synthesized from the fitted RCSE waveforms derived separately for upper and lower field stimuli ( Figure 6B ). The waveforms synthesized for upper field locations were also smaller, but to a lesser degree (Table 3) . Peak latencies were not significantly different for upper and lower field responses, but onset latencies were consistently shorter for lower field responses by ;8-12 ms (Table 4) .
To separate the effects of actual differences in evoked currents as opposed to differences in measured fields due to varying distances between sources and sensors, sensor waveforms were also synthesized separately for each visual area, with either different source waveforms for upper and lower field subareas (Figure 6C , E, G, I) or equal source waveforms for both ( Figure 6D , F, H, J). For V1, the difference between synthesized upper and lower field sensor magnitudes was quite large when using source waveforms estimated separately for upper and lower field stimuli ( Figure 6C ), but greatly reduced when using equal source waveforms ( Figure  6D ). For V2 and V3, there were large differences in synthesized sensor magnitude regardless of whether equal source waveforms were used or not ( Figure 6E through H), reflecting both the minimal difference in RCSE amplitudes observed for V2 and V3 ( Figure  5B , C) and the substantial physical separation between their dorsal and ventral subareas. In contrast, for V3A there was a substantial difference between synthesized upper and lower field sensor magnitudes when using the separately estimated source waveforms ( Figure 6I ) that almost completely disappeared when source waveforms for upper and lower field were set equal ( Figure 6J ), reflecting how the upper and lower field subareas for V3A are adjacent to each other.
Discussion
It is well documented that behavioral responses to stimuli vary with their location in the visual field (Boulinguez, Ferrois, & Graumer, 2003; Cameron, 2005; Christman, Kitterle, & Hellige, 1991; Corballis, 2003; Corballis, Funnell, & Gazzaniga, 2002; Karim & Kojima, 2010; Kitterle, Hellige, & Christman, 1992; Kitterle & Selig, 1991; Levine & McAnany, 2005; McAnany & Levine, 2004; Okubo & Nicholls, 2008; Peyrin, Chauvin, Chokron, & Marendaz, 2003; Peyrin, Mermillod, Chokron, & Marendaz, 2006; Previc, 1990) . Previous work using EEG or MEG has demonstrated variation in the VERs elicited by stimuli in different parts of the visual field (Baseler & Sutter, 1997; Harter, 1970; Portin et al., 1999; Skrandies, 1987) . It is unknown, however, at what level of the visual system differences in processing emerge and how any such differences might propagate to higher areas. In the current study, comparing perifoveal and peripheral stimuli, and stimuli in the upper and lower hemifields, multiple visual areas exhibited differences in either peak amplitude, peak latency, or both. In contrast, no consistent differences were observed between the left and right hemifield responses.
Left versus right hemifield
There is ample behavioral evidence of differences in visual processing between the left and right hemifields (Boulinguez et al., 2003; Christman et al., 1991; Corballis, 2003; Corballis et al., 2002; Kitterle et al., 1992; Kitterle & Selig, 1991; Okubo & Nicholls, 2008 Peyrin et al., 2003; Peyrin et al., 2006) ; however, in the current study there was no evidence of a consistent difference between hemifields in peak amplitude or latency of the responses of the visual areas studied. It is possible that any variation in processing occurs in higher level, attention-related areas, where there is a right-hemisphere dominance over the left hemisphere in spatial attention (Corbetta, Miezin, Shulman, & Petersen, 1993; Heilman & Van Den Abell, 1979; Kinsbourne, 1970; Peyrin, Baciu, Segebarth, & Marendaz, 2004; Peyrin et al., 2005; Sturm, Reul, & Willmes, 1989) . The current results are consistent with previous VEP studies Dandekar, Ales, Carney, & Klein, 2007; Slotnick et al., 1999) , but it should be noted that those studies relied on primarily qualitative comparisons in a small number of subjects. It is generally difficult to directly compare sensor waveforms for different stimulus locations because of the convoluted cortical surface. RCSE accounts for the cortical folding pattern and retinotopy, providing a consensus solution across stimulus locations. RCSE waveforms can, however, vary because of slight inaccuracies in the cortical patches selected based on fMRI retinotopy. In one or two subjects, a large asymmetry could occur by chance, due, for example, to variations in cortical surface reconstruction or retinotopic mapping. Given a large enough sample of subjects, such artifactual variation can presumably be distinguished from truly biological variation.
Perifoveal versus peripheral
A previous VEP study has demonstrated earlier responses to stimuli in the periphery, perhaps due to a greater proportion of fast, magno input to V1 (Baseler & Sutter, 1997) . Without adequate source estimation, sensor waveforms of VERs cannot distinguish between the activity of the several, closely packed early visual areas. There could be mixing of magno and parvo inputs at the level of V1 (Sincich & Horton, 2005 ) that eliminates or reduces the latency difference between the two volleys of input as the information is passed along to V2, V3, V3A, and other visual areas. In the current study, responses to perifoveal stimuli exhibited significant delays in peak activation for V1, V2, and V3A, suggesting a maintenance of the temporal separation between the magno and parvo pathways. The absence of a significant difference in V3 latency could be interpreted as a diminution of the delay due to mixing, but the V3 estimates could also have been noisier than the others. That significant differences in peak latency between peripheral and perifoveal stimuli were as short as 3 ms demonstrates the excellent temporal resolution of RCSE.
Upper versus lower field
Differences between responses to stimuli in the upper and lower visual fields were predicted based on previous studies that have generally demonstrated a behavioral advantage for lower field stimuli (Levine & McAnany, 2005; McAnany & Levine, 2007; Previc, 1990; Skrandies, 1987) , as well as much larger VEFs (Portin et al., 1999) . It is important to note that the subareas of V1, V2, and V3 that respond to upper and lower field stimuli, respectively, are arrayed on opposite sides of the calcarine sulcus, with lower field sources considerably closer to extracranial EEG or MEG sensors, and thus having greater magnitude, particularly given the steep falloff in sensitivity for MEG (Cuffin & Cohen, 1979 ). Modest differences in RCSE peak amplitudes were observed for upper and lower field stimuli; however, about half of the twofold difference in sensor magnitudes can be accounted for on the basis of the difference in proximity of sensors and sources. For V2 and V3, the results suggest that there are no differences in amplitude that cannot be explained by proximity. Based on the time courses of sensor magnitudes for upper and lower visual field, it appears that a large portion of the difference occurs at time points later than what could be attributed to V1, V2, or V3, suggesting that downstream visual areas could be responsible. To examine this possibility, RCSE was extended to include estimates for V3A. Despite the fact that the upper and lower field halves of V3A are very close to each other and are both quite close to the sensors, significant differences in V3A upper and lower field amplitudes were observed. V3A alone exhibited a significant peak latency difference, with a lower field response that was ;10 ms faster than for upper field, consistent with VEP reports of an 11-12-ms faster lower field response (Lehman, Meles, & Mir, 1977; Lehmann & Skrandies, 1979) .
V3 versus VP
The lack of a difference in the timing, amplitude, or contrast response functions of the upper and lower field V3 responses may have implications for visual area terminology. The subareas of V3 have been referred to using three different naming conventions: V3À and V3þ, V3d and V3v, or V3 and VP. The V3À/V3þ and V3d/V3v naming conventions are essentially equivalent, referring to either the portion of the visual field represented (lower or upper field) or the relative cortical anatomy (dorsal or ventral). In contrast, the V3/VP naming convention, used in several of the early reports of retinotopic mapping using fMRI (DeYoe et al., 1996; Sereno et al., 1995; Tootell et al., 1997) , carries with it the implication that these subareas are functionally distinct visual areas. The distinctness of V3 and VP was suggested by differences in response properties and connectivity observed in macaques (Burkhalter, Felleman, Newsome, & Van Essen, 1986; Felleman, Burkhalter, & Van Essen, 1997; Felleman & Van Essen, 1987; Van Essen, Newsome, Maunsell, & Bixby, 1986) . Despite connections between V1 and V3À, similar connections between V1 and V3þ (or VP) were not observed in several early macaque studies (Felleman et al., 1997; Newsome et al., 1986; Van Essen et al., 1986) . More recently, however, such connections have been demonstrated in macaque and other primate species (Lyon & Kaas, 2001 , 2002a , 2002b , 2002c , perhaps due to better, more sensitive methods for tracing connections (Lyon & Kaas, 2002b) . Strong connections between V1 and V3, but not VP, would predict an earlier response in lower field V3, but this was not observed, consistent with recent suggestions that dorsal and ventral V3 are two halves of a single visual area (Lyon & Kaas, 2002b; Wandell et al., 2007) . It is acknowledged that this analysis of peak amplitude and latency is not an exhaustive characterization of potential differences between V3À and V3þ. Furthermore, because of the limited sample size, it is possible that small differences did not reach significance. The current results do, however, indicate that under the current conditions, any peak amplitude or latency differences between V3À and V3þ were very small.
Differences between visual areas
Based on peak latencies, there appears to be an incremental delay between V1, V2, V3, and V3A, suggesting serial stages of processing ( Figure 2F ; Table 1 ). The extent to which early visual areas have distinct time courses of activation is, however, somewhat contentious (Ales, Yates, & Norcia, 2010; Kelly, Schroeder, & Lalor, 2013) . According to direct recordings in monkeys, early visual areas first become active nearly simultaneously (Schmolesky et al., 1998; Schroeder, Mehta, & Givre, 1998) . Additionally, V2, V3, and V3A receive some degree of direct, subcortical input that bypasses V1 Bullier & Kennedy, 1983; Ptito, Johannsen, Faubert, & Gjedde, 1999; Schmid, Panagiotaropoulos, Augath, Logothetis, & Smirnakis, 2009; Sincich, Park, Wohlgemuth, & Horton, 2004; ). In the current study, onset latency varied across visual areas similarly to peak latency, but the differences were somewhat smaller, and in the case of V3 and V3A, apparently eliminated (Tables 1 and 4 ). In addition, in each of the V2, V3, and V3A responses, there were small, positive deflections roughly coincident with the onset of the V1 response ( Figure 2D ), which are likely related to the depolarization of layer 2/3 pyramidal neurons (Barth & Di, 1991; Einevoll et al., 2007; Hagler, 2014; Hagler et al., 2009) . The much larger, negative peak that follows is likely explained by activation of layer 5 pyramidal neurons (Barth & Di, 1991; Einevoll et al., 2007; Hagler et al., 2009) . Focusing on this large negative peak, common to all four areas, simplifies the analysis of timing variations across visual areas. Analyses of onset latency, though also providing important information, were not relied upon as heavily in the current study because they tended to have greater sampling variability than peak latency. Differences in peak latency presumably reflect a real shift in the temporal pattern of activation. Nonetheless, there is also substantial overlap in the overall activation time courses, consistent with a high degree of parallel processing.
As mentioned, the effects of varying luminance contrast on peak amplitude and latency were very similar for V1, V2, V3, and V3A (Supplementary Figure S1) , and so the primary analyses conducted for this study were collapsed across contrast levels. This lack of a difference in contrast response functions is consistent with the previous study involving this data, which was limited to V1, V2, and V3 (Hagler, 2014) , and it is similar to the results of previous fMRI studies (Avidan et al., 2002; Buracas, Fine, & Boynton, 2005; Kastner et al., 2004) . There is, however, evidence from single-unit recordings in macaques that the median contrast threshold and saturation level are lower for V3 than for V2 (Gegenfurtner, Kiper, & Fenstemaker, 1996; Gegenfurtner, Kiper, & Levitt, 1997) , similar to differences observed between V1 and MT/V5 and between parvo and magno neurons in the lateral geniculate nucleus (Sclar, Maunsell, & Lennie, 1990) . The apparent interspecies contradiction is possibly related to fundamental differences in the measurements. Whereas Gegenfurtner and colleagues recorded single-unit spiking activity in multiple-though primarily superficial-cortical layers, peak amplitudes measured with RCSE most likely reflected intracellular currents in layer 5 neurons. Another possible explanation is related to stimulus properties. In the current study, responses were evoked by briefly presented, pattern stimuli with broadband spatial frequencies, whereas drifting sine gratings were used in the macaque studies, with spatial and temporal frequencies optimized for each unit recording. Consistent with this, in human fMRI studies that used low-spatial-frequency drifting sine gratings, V3, MT/ V5, and V3A were found to have low contrast saturation levels, unlike the more linear contrast response function of V1 (Tootell et al., 1997; . Future study is warranted in which stimulus properties are comprehensively varied, differentially driving magno and parvo activity, to more fully assess differences in the basic functional properties of visual areas in humans.
Limitations
It is difficult to understand the interactions between brain areas when we cannot be confident about relative timing or amplitude of activation. Crosstalk between neighboring sources is a general limitation of source estimation methods, particularly for the tightly packed occipital visual areas (Auranen et al., 2009; Bonmassar et al., 2001; Cottereau et al., 2012; Dale et al., 2000; Di Russo et al., 2005; Hagler et al., 2009; Kajihara et al., 2004; Liu et al., 1998; Moradi et al., 2003; Sereno, 1998; Vanni et al., 2004; Yoshioka et al., 2008) . RCSE greatly reduces crosstalk by carefully modeling the retinotopic distribution of cortical sources and using multiple stimulus locations to simultaneously constrain the solution Hagler, 2014; Hagler & Dale, 2013; Hagler et al., 2009) . Because of the specificity of the retinotopic pattern of dipole orientations, it is unlikely that the estimated source waveforms were affected by the omission from the model of other nearby visual areas (Hagler & Dale, 2013; Hagler et al., 2009) . Nonetheless, the method is susceptible to inaccuracies in how cortical sources are specified. For example, B 0 distortions in fMRI images, if uncorrected, could introduce a several-millimeter shift in the retinotopic map. Proper correction of these and other distortions is required to achieve precise registration between fMRI data and the cortical surfaces used to determine dipole orientations. The overall quality of fMRI retinotopy data is also important in determining the accuracy of the template fit used to select cortical dipole patches. Optimized fMRI retinotopy acquisition and analysis strategies may improve the accuracy of mapping the visual field to the cortical surface and thus improve the reliability of RCSE waveforms.
Despite efforts to reduce the contribution of such inaccuracies-including the use of multiple stimulus locations Hagler & Dale, 2013; Hagler et al., 2009) , robust group analysis (Hagler, 2014) , and atlas-based dipole optimization (Hagler, 2014) -it remains possible that some of the differences between responses to different visual field locations observed in the current study could reflect uncorrected biases, for example, map distortions that affect one portion of the visual field more than another, consistently across subjects. Amplitude estimation may be particularly vulnerable to small shifts across the cortical surface because of potential differences in cancellation patterns (Ahlfors et al., 2010; Irimia, Van Horn, & Halgren, 2012) . Conversely, because of the relatively small sample in the current study, smaller differences may have failed to reach significance. Despite this inherent uncertainty, there do appear to be systematic differences between responses to upper and lower field stimuli and as a function of stimulus eccentricity. Thus, it is fair to question the validity of the key assumption of RCSE, that evoked responses are consistent across stimulus locations Hagler et al., 2009; Slotnick et al., 1999) . Given that the differences observed in waveform shape are generally subtle, it may be appropriate to view this as a simplifying assumption and the resulting source waveforms as consensus estimates. An alternative approach, however, is to allow the source estimates to smoothly vary as a function of stimulus location . Future work could benefit from this approach as long as care is taken to distinguish between artifactual variation due to inaccurately specified dipole locations and biological variation from visual field asymmetries.
More generally, a large number of approximations and assumptions have been made in the creation of retinotopy-constrained forward solutions and the estimation of source waveforms. A few important examples are the discretely sampled cortical surface, smoothness and other constraints on retinotopic map fitting, receptive field shape and sizes, and the assumed brain conductivity value. Because of this, and because the retinotopy-constrained forward solution is essentially an imperfect model of reality, the results of RCSE, like any source estimation method, should be interpreted with caution.
Conclusions
Activation time courses in early human visual areas V1, V2, V3, and V3A were estimated using RCSE, integrating MEG and fMRI retinotopy. Using a robust estimation approach to reduce the contribution of outlier stimulus locations across subjects, consensus estimates of the VERs in V1, V2, V3, and V3A were obtained and then used to constrain dipole patch optimization in individual subjects (Hagler, 2014) . This method improves the reliability of RCSE, particularly when using fewer stimulus locations to constrain the solution. This is the first reported use of RCSE to estimate V3A time courses. Although previous studies have estimated V3A time courses from noninvasive electrophysiological data (Aspell, Tanskanen, & Hurlbert, 2005; Wattam-Bell et al., 2010; Yang, Hsieh, & Chang, 2006) , the use of RCSE accounts for the retinotopic arrangement of sources and excludes the contribution of activity in V1, V2, and V3.
The amplitudes and latencies of the first major peak of estimated responses were compared for different subsets of stimuli in order to probe asymmetries across the visual field. As expected, responses to left and right hemifield stimuli did not differ. Peak latencies for peripheral stimuli were significantly shorter than those for perifoveal stimuli for V1, V2, and V3A, suggesting that volleys of activation due to magno and parvo pathways remain somewhat segregated in V1 and beyond. Consistent with previous results, sensor magnitudes for lower field stimuli were about twice as large as for upper field. About half of this difference was explained by the proximity to sensors for lower field cortical sources in V1, V2, and V3; the other half was accounted for by source amplitude differences in V1 and V3A. There were no upper-versus-lower field differences for V3, consistent with previous suggestions that dorsal and ventral V3 are two halves of a single visual area, rather than distinct areas V3 and VP.
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