Abstract Relaxed random walk (RRW) models of trait evolution introduce branch-specific rate multipliers to modulate the variance of a standard Brownian diffusion process along a phylogeny and more accurately model overdispersed biological data. Increased taxonomic sampling challenges inference under RRWs as the number of unknown parameters grows with the number of taxa. To solve this problem, we present a scalable method to efficiently fit RRWs and infer this branch-specific variation in a Bayesian framework. We develop a Hamiltonian Monte Carlo (HMC) sampler to approximate the high-dimensional, correlated posterior that exploits a closed-form evaluation of the gradient of the trait data log-likelihood with respect to all branch-rate multipliers simultaneously. Remarkably, this gradient calculation achieves computational complexity that scales only linearly with the number of taxa under study. We compare the efficiency of our HMC sampler to the previously standard univariable Metropolis-Hastings approach while studying the spatial emergence of the West Nile virus in North America in the early 2000s. Our method achieves an over 300-fold speedincrease over the univariable approach. Additionally, we demonstrate the scalability of our method by applying the RRW to study the correlation between mammalian adult body mass and litter size in a phylogenetic tree with 2306 tips.
Introduction
Phylogenetic comparative methods are an indispensable tool to study the evolution of biological traits across taxa while controlling for their shared evolutionary history that confounds the inference of trait correlation (Felsenstein, 1985) . Modern comparative methods usually entertain continuous, multivariate traits, although extensions to mixed discrete and continuous outcomes are readily available (Cybis et al., 2015; Ives and Garland Jr, 2009 ). Approaches typically model trait evolution as a Brownian diffusion or "random walk" process that acts conditionally independently along the branches of a known or random phylogeny. Specifically, the observed or latent trait value of a node in a phylogeny arises from a multivariate normal distribution centered on the latent trait value of its ancestral node with variance proportional to the units of time between nodes. A strict Brownian diffusion model, however, is unable to accommodate the overdispersion in trait data that often emerges from real biological processes (Schluter et al., 1997) . One such example arises when examining the dispersal rate of measurably evolving viral pathogens (Biek et al., 2007) . For example, if birds serve as the viral host, migratory patterns may induce inhomogeneous dispersal rates over time . In such cases, a strict Brownian diffusion model fails to capture, and therefore can also fail to predict, the spatial dynamics of an emerging epidemic. Lemey et al. (2010) relax the strict Brownian diffusion assumption by introducing branchrate multipliers that scale the variance of the Brownian diffusion process along each branch of the phylogeny. This "relaxed random walk" (RRW) model requires estimating 2N − 2 correlated branch-rate multipliers, where N is the number of taxa in the phylogeny. Lemey et al. (2010) take a Bayesian approach to parameter estimation where they infer the posterior distribution of the branch-rate multipliers via Markov chain Monte Carlo (MCMC) employing a simple univariable Metropolis-Hastings (UMH) proposal distribution (Hastings, 1970) . Since the rates remain correlated in the posterior, a random-scan (Liu, 2008) of UMH proposals inefficiently explores branch-rate space. Specifically, univariable samplers force accepted proposals to be very close together to avoid a large number of rejection steps in the Markov chain simulation. This results in high correlation between MCMC samples from the posterior, making point estimates of the branch-rate multipliers unreliable and slow to converge. Despite these drawbacks, RRWs find many impactful applications, e.g., in phylodynamics and phylogeography Faria et al., 2014) .
To ameliorate the difficulties that high dimensional MCMC sampling presents, we propose adopting a geometry-informed sampling approach using Hamiltonian Monte Carlo (HMC). HMC equates sampling from a probability distribution with simulating the trajectory of a puck sliding across a frictionless surface warped by the shape of the distribution (Neal, 2011) . To map from this statistical problem to the physical one, we view the MCMC samples of our branch-rate multipliers as the "position" of the puck and, then, for each positional dimension we introduce an associated momentum variable. In this way, we extend a D-dimensional parameter space to 2D-dimensional phase space (Betancourt, 2017) and traverse the 2D phase space via differentiating the Hamiltonian and using a numerical integration method to offer proposal states for our MCMC chain. The major limitation to HMC is calculating the gradient of the log-posterior with respect to all position parameters simultaneously. Previous approaches for calculating gradients on phylogenies have employed "pruning"-type algorithms (Felsenstein, 1981) that scale quadratically with the number of taxa in the tree (Bryant et al., 2005) . Likewise, numerical approaches also scale quadratically.
In this paper, we derive a method to calculate the gradient with computational complexity that scales only linearly with the number of taxa. We implement our method in the BEAST software package (Suchard et al., 2018) , a popular tool for the study and reconstruction of rooted, time-measured phylogenies. We demonstrate the speed and accuracy of our linearorder gradient HMC versus previous best practices by examining the spread of the West Nile virus across the Americas in the early 2000s. Finally, we use our technique to apply the RRW model to study the sensitivity of correlation estimates to model misspecification between mammalian adult body mass and litter size across 2306 mammals, thereby demonstrating the scalability of our HMC implementation to tackling a previously intractable problem.
New Approaches

The Model
Consider a known or random phylogeny F with N sampled tip nodes and N −1 internal and root nodes, each with an observed or latent continuous trait value Y i ∈ R P . To traverse the phylogeny F , let node pa(i) index the parent of node i with branch length t i connecting the two nodes. Then under the RRW model,
where the P × P matrix-valued function V(φ i ) characterizes the branch-specific multivariate normal (MVN) increment that defines the diffusion process. We parameterize this function in terms of an unknown P × P positive-definite matrix Σ that describes the covariation between trait dimensions after controlling for shared evolutionary history and an unknown branch-rate multiplier φ i . Typical choices include
Σ scale-mixture-of-normals parameterization, φ i > 0, e φ i Σ unconstrained parameterization, and Σ standard Brownian diffusion.
To complete the RRW model specification, we adopt a prior density on the unobserved trait at the parentless root node,
with prior mean ν 0 and sample-size κ 0 . Letting φ = (φ 1 , . . . , φ 2N −2 ) and the observed data Y = (Y 1 , . . . , Y N ) at the tips, we are interested in learning about the posterior
where s is an unknown parameter characterizing our prior on φ and θ represents parameters of a molecular sequence substitution model for the evolution of aligned molecular sequence data S. Note that we follow usual convention (Cybis et al., 2015) and assume that Y and S are conditionally independent given F . We follow the example of Lemey et al. (2010) and place relatively uninformative priors on φ and Σ. For φ we assign a log-normal prior distribution with mean 1 and standard deviation s and place an exponential prior on s.
Additionally, we assign a Wishart conjugate prior with scale matrix I P and P degrees of freedom to Σ −1 . We use MCMC integration to approximate this posterior using a random-scan Metropoliswithin-Gibbs approach (Levine and Casella, 2006; Liu, 2008) . One cycle of this scheme consists of sampling φ, Σ, s and then (F , θ) via
where update (5d) is unecessary when F is fixed, otherwise efficient sampling from the density p(F , θ | φ, Σ, s, Y, S) is well described elsewhere, see for example Suchard et al. (2018) . Updates (5b) and (5c) are straightforward due to the conjugate priors chosen in our model. We turn our focus to the remaining component of our scheme, namely sampling from p(φ | Σ, s, F , θ, Y, S).
Hamiltonian Monte Carlo
We wish to sample φ jointly to avoid potentially high autocorrelation in the resulting MCMC chain. To this end, we propose using HMC and begin with a brief description of how HMC maps sampling from a probability distribution to simulating a physical system. In classical mechanics, the Hamiltonian is the sum of the kinetic and potential energy in a closed system. To build the connection, we introduce auxiliary momentum variable ρ = (ρ 1 , . . . , ρ 2N −2 ) and write our Hamiltonian,
where the mass matrix M weights our momentum variables. The canonical distribution from statistical mechanics relates the joint density of state variables φ and ρ to the energy in a system via the relationship,
Substituting our Hamiltonian into (7), we observe that φ and ρ are independent and recognize the marginal density of ρ to be MVN. To start the HMC algorithm, we first sample ρ from this marginal density. Then by differentiating H(φ, ρ), we generate Hamilton's equations of motion,
, and
We can use the resulting vector field in conjunction with a variety of numerical integration techniques to propose new states of φ for our MCMC chain. Consistent with typical construction (Neal, 2011) , we use the leapfrog method for numerical integration, where we follow the trajectory of ρ for a half-step before updating φ. For a full discussion of HMC, see Neal (2011) . Importantly, Hamilton's equations elicit a need to calculate
Gradient of trait data log-likelihood
A practical HMC sampler demands efficient calculation of ∇ φ log p(φ | Σ, s, F , θ, Y, S). Differentiating the logarithm of (5a), we obtain
We choose a log-normal prior for φ and so evaluating the second term in Equation (9) is trivial. Indeed, this term remains trivial for many common priors one might choose for φ. Here we develop a general recursive algorithm for calculating ∇ φ log p(Y | φ, Σ, F ). To facilitate this development, consider splitting Y into two disjoint sets relative to any node i in F . We define Y i as the observed data descendant of node i and Y i as the observed data "above" (or not descendent of) node i. For clarity, see Figure ( 1). 
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In the following, we drop the dependence of the log-likelihood on φ, Σ and F for notational convenience. To begin,
The last equality above follows from the fact that φ i is associated only with the branch above node i. Therefore when we condition on Y i , Y i is independent of φ i . Similarly, Y i evolves independent of φ i . To proceed with the differential above, we use the fact that p(Y i | Y i ) follows a MVN distribution with as of yet undetermined mean n i and precision Q i (see section (6.3) for a detailed derivation). We extract the middle term from Equation (10) and find
using the differential properties
found in, e.g., Petersen et al. (2008) .
To simplify notation, we let function
where
. Substituting Equation (13) back into Equation (10), we observe that
When Y i is fully observed (typically i ≤ N ), this expectation collapses to the direct evalua-
is proportional to a MVN density characterized by computable mean m i and precision P i . Using this fact, p(Y i | Y) becomes MVN with mean
. Finally,
Equation ( 
Tree Traversals
We introduce post-and pre-order tree traversals to recursively calculate all partial data likelihood means and precisions in computational complexity O(N ) that scales linearly with N . To begin, let nodes i and j be daughters of node k. For the post-order traversal,
with post-order mean m i and precision P i . For k = 1, . . . , 2N − 1 in post-order, we build the inverse-precision (variance) via
and P *
and the mean via
For a proof of these post-order updates, see Pybus et al. (2012) 
, we traverse the tree in pre-order fashion according to our generalized version of the recursive algorithm proposed by Cybis et al. (2015) . See section (6.3) for a derivation of our generalized pre-order update. For the pre-order traversal,
For i = 2N − 1, . . . , 1 looking down the tree, we update our pre-order precision,
at each node where
We also keep track of the pre-order mean at each node via
Both traversals visit each node exactly once and perform a matrix inversion as their most costly operation, providing an O(N P 3 ) algorithm. However, as we observe in Equation (2), generally V(φ i ) = g (φ i ) Σ. In this case, we can further reduce the computational complexity to O(N P In Figure ( 3) we report the maximum clade credible (MCC) tree, obtained from applying HMC to the RRW model as described in case (b), where substitution rate variation is accounted for by the molecular clock model (see 6). The branch with the highest posterior dispersal rate starts the WN02 lineage identified by Gray et al. (2010) . The clade of New York isolates sampled in 1999, however, maintains a much slower dispersal rate. Sufficiently precise posterior estimates under the previous UMH approach remain unavailable in reasonable time to expose these differences.
Mammalian Life History
Life history theory aims to explain how traits such as adult body mass, litter size and lifespan evolve to optimize reproductive success (Stearns, 2000) . To understand how diversity is maintained in life history traits in the presence of evolutionary forces, it is important to understand how they covary. In mammals, adult body mass exhibits weak negative correlation with litter size (Sikes and Ylönen, 1998 ) but this conclusion may be an artifact of the restrictive assumptions of strict Brownian diffusion modeling. Here we re-evaluate this claim with the RRW of trait evolution made tractable through O(N ) HMC sampling.
Under the RRW, we infer correlation between adult body mass and litter size from the PanTHERIA data set (Jones et al., 2009 ) across 2306 mammalian species related by the fixed supertree of Fritz et al. (2009) . After log-transforming and standardizing the trait measurements, we estimate a posterior mean correlation between adult body mass and litter size of −3.64 × 10 −2 , with 95% high posterior density (HPD) interval {−8.62 × 10 −2 , 1.37 × 10 −2 }. This finding remains consistent with the hypothesis that there exists weak negative correlation. To gauge the effect of a heterogeneous diffusion process on the correlation between traits, we also make inference using the strict Brownian diffusion model where the φ are all identically 1. Here, we find the correlation between traits to be −3.37 × 10 −2 {−7.45 × 10 −2 , 6.91 × 10 −3 }. The HPD intervals are similar under both models and indeed the estimated probability that the correlation is <0 is 0.93 under the RRW model and 0.94 under the strict Brownian diffusion model. In this case, our generalized model reassuringly confirms the previous analysis under the more limited model. We report a density plot of inferred diffusion matrix Σ in Figure ( 
Discussion
Previous MCMC techniques to investigate trait evolution under the RRW model scale poorly with large data sets. Specifically the UMH transition kernel is ineffective for sampling correlated, high dimensional parameter space. We provide a remedy by using an HMC transition kernel to sample all branch-rate multipliers simultaneously. To improve the speed of HMC we derive an algorithm for calculating the gradient of the trait data log-likelihood. Our gradient calculation achieves O(N ) computational speed, a vast improvement compared to both numerical and pruning methods for calculating the gradient that typically require O(N 2 ). We observe over 300-fold speed-up when comparing our HMC transition kernel to UMH in the spread of the WNV across North America in the early 2000s. The resulting MCC tree reveals that the largest rate of dispersion precedes the most recent common ancestor of the WN02 lineage. Subsequently, the rates of dispersion slow down through the WN02 clade. This suggests that this clade developed after some rapid geographic displacement. Interestingly, the appearance of smaller branch-rate multipliers within the WN02 lineage is consistent with the slowing speed of sequence evolution as described in Snapinn et al. (2007) .
As exhibited in Figure ( 2), ESS from posterior sampling accumulates at variable speed across the branches of the tree. To further improve the sampling of our HMC algorithm, one might use an approximation of the posterior covariance of φ for the mass matrix M to appropriately weight momentum updates in the HMC algorithm (Neal, 2011) . Possible approximations include the Hessian of the log-posterior (a local approximation of the curvature of branch-rate multiplier space) or the sample variance across each dimension. An important consideration in choosing an appropriate M is whether one is studying under a fixed or random phylogeny F . Since varying F in the posterior often creates multimodal distributions of φ, local approximations such as the Hessian may be of limited assistance in such cases. We show in our application to mammalian life history that our computationally efficient HMC algorithm imbues the RRW model with the ability to handle large trees with thousands of taxa. Applying the RRW model to this massive example allows us to confirm the existence of weak negative correlation between body mass and litter size as exhibited by the principle axes of Figure (4) . Furthermore, we observe that the variability in body mass is modestly greater than the variability in litter size and this phenomenon is present under both models of trait evolution.
In a time where biological data are larger and more prolific than ever, scalable approaches to complex models of evolution such as the RRW prove increasingly useful in a variety of applications. From spatial epidemiology where determining the dispersal rate of an infectious disease is crucial, to evolutionary ecology where an organism's fitness is determined by the covariability across life history traits, the need for computationally faster approaches stands evident. We hope that this work will serve to improve the speed of such analyses. 
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Materials and Methods
West Nile Virus
In the WNV application, we first follow Pybus et al. (2012) by employing a RRW model with log-normal prior on rates φ with mean = 1 and standard deviation s and use a general timereversible (GTR) + Γ substitution model with a log-normal relaxed molecular clock. We use the UMH transition kernel for a 250 million state MCMC chain simulation. Subsequently, we use the resulting posterior mean estimates of Σ and s, as well as the MCC tree to fix these model parameters in the analysis of case (a) described in our work here. Under this fixed analysis we run our HMC-based chain for 1 million states and a UMH-based chain for 150 million states. In case (b), we use a random starting tree and jointly estimated φ, Σ, s, F and θ. We simulate MCMC chains for 25 million and 250 million states using HMC and UMH transition kernels respectively.
Mammalian Life History
For the mammalian life history application, we examine two models of trait evolution along a fixed phylogeny. Under the RRW, we jointly infer φ, Σ and s, running our HMC-based chain for 1 million states. Under the strict Brownian diffusion model, we perform MCMC inference on the diffusion matrix Σ for 1 million states.
Pre-Order Partial Likelihood
In this section we derive a generalized version of the pre-order recursive algorithm proposed by Cybis et al. (2015) to compute p(Y i | Y i ) for all i in O(N ). We begin with the law of total probability,
for node i with parent k and sibling j. Recalling that
we identify Equation (24) as a recursive expression whose solution has the form
with presently undetermined pre-order mean n i and pre-order precision Q i . We unravel these quantities by first identifying that p(Y 2N −1 | Y 2N −1 ) = p(Y 2N −1 ) and set n 2N −1 = ν 0 and Q 2N −1 = κ 0 Σ −1 . Then proceeding in pre-order fashion for i = 2N − 2, . . . , 1
where Q * i = P * j + Q k , and
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