Sensitivity analysis w.r.t. the long-range/memory noise parameter for probability distributions of functionals of solutions to stochastic differential equations is an important stochastic modeling issue in many applications. However, we have not found theoretical results on this topic in the literature.
Introduction
In many applied situations where continuous-time stochastic differential equations are used, one chooses Markovian dynamics for natural reasons: a huge literature exists on their analysis, calibration and simulation; probability distributions of functionals of their paths can be obtained by solving partial differential or integro-differential equations, or by means of stochastic numerical methods; their semimartingale property allows to use the stochastic calculus theory; asymptotic properties are proved by well developed techniques (homogenization, mean-field limits, convergence to equilibrium analysis, etc.).
However, the statistical nature of the driving noise is a difficult issue, and noises having the semi-martingale property may often be seen as arbitrary idealizations of the reality. Empirical studies actually tend to show memory effects in biological, financial, physical data: see e.g. Rypdal and Rypdal [33] for a statistical evidence in climatology and Berzin et al. [8] for the statistics of stochastic differential equations with memory. The Markov structure then becomes questionable and it justifies to propose new models driven by noises with long-range memory such as fractional Brownian motions rather than Lévy processes.
A natural question then arises. As emphasized by Jolis and Viles [20] , choosing the Hurst parameter H of the noise (for example by means of statistical methods) does not close the noise modelling problem: since in practice the estimation of H is inevitably crude, one needs to check that the model does not exhibit a large sensitivity w.r.t. H. More precisely, one needs to study the sensitivity w.r.t. H of probability distributions of smooth and non smooth functionals of the paths of solutions to stochastic differential equations.
First passage times at prescribed thresholds is an important class of non smooth functionals in many applications. For example, this issue appears in the study of default risk in mathematical finance, ruin probabilities in insurance or spike trains in neuroscience (spike trains are sequences of times at which the membrane potential of neurons reach limit thresholds and then are reset to a resting value, are essential to describe the neuronal activity). This issue also appears in complex simulations, e.g. the simulations of stochastic particle systems which are confined in cells (see e.g. Bernardin et al. [7, Sec.3] ) and in extremely various situations in physical sciences (for nice surveys, see e.g. Metzler et al. [24] ).
Markov properties are crucial to get equations or to construct numerical algorithms for first passage time probability distributions: See e.g. Deaconu and Herrmann [14] and citations therein. On the contrary, the long-range dependence leads to analytical and numerical difficulties: see e.g. Jeon et al. [19] and Dalang and Sanz-Solé [13] .
To summarize the preceding discussion, it seems worth developing sensitivity analyses w.r.t. the long-range/memory parameter for solutions to stochastic differential equations and the probability distributions of their first passage times at given thresholds. Here we consider the case of stochastic differential equations driven by fractional Brownian motions and the sensitivity, w.r.t. the Hurst parameter of the noise, of probability distributions of certain functionals of the trajectories of the solutions.
Our main results. The fractional Brownian motion {B

H t
} t∈ + with Hurst parameter H ∈ (0, 1) is the only Gaussian process with stationary increments which is self-similar of order H (up to centering of the mean and normalization of the variance). Its covariance reads:
Given H ∈ ( where the last integral is a pathwise Stieltjes integral in the sense of Young [34] (the notion of solution is explained in Section 2). For H = 1 2 the process X solves the following SDE in the classical Stratonovich sense:
(1.1;
Our first theorem concerns the sensitivity w.r.t. H around the critical Brownian parameter H = such that: for all ε ∈ (0, 1 4 ) and 0 < η ≤ η 0 , there exist α > 0 and C ε,η > 0 such that
where S : + → + is an increasing function defined in Section 4. In the pure fBm situation (where b ≡ 0 and σ ≡ 1) the result holds with λ 0 = 1 and µ = 0.
To prove the preceding theorem we need accurate estimates on the density of X H t . Our Theorem 5.1 below, which improves estimates in [6, 9] , may be of interest by itself.
A sensitivity analysis of the density of τ X H would certainly be useful for applications. Our estimate on the Laplace transform of τ X H gives information on the robustness of this density around time 0 when H is close to 1 2 . This seems interesting since the simulations in [16] We denote by C any constant which may change from line to line but does not depend on the Hurst parameter H. When necessary we emphasize that a constant depends on the final time horizon T : we then denote it by C T . Identically, α will be a constant in the exponential of Theorem 4.1 that might change from line to line.
We will consider Brownian and fractional Brownian motion (B and B H ), Brownian and fractional Brownian diffusions (X and X H ), which, unless stated otherwise, all start from the same initial condition x 0 . W.l.o.g. the first hitting time threshold is fixed at the value 1 and therefore, except when explicitly mentioned, we consider x 0 < 1. 
The Cameron-Martin space H (T ) (simply written H if there cannot be any confusion) associated to the covariance R H is defined as the closure of the space of step functions with respect to the following scalar product:
A natural subspace of H will be needed in the sequel:
Operators. For any H ∈ ( , 1) define the integral operator K H by its kernel K H (θ , σ):
which results from: In the case of Stratonovich integrals and functions F whose first derivative F has a Hölder regularity larger than 1 − H, the Itô formula is the classical chain rule:
4) (this is the case in particular if
F is a C 2 function and u ∈ 2,2 (| H |)), Formula (2.5) allows to express the right-hand side of (2.6) in terms of Skorokhod stochastic integrals. This will be useful in Section 3 when we will need to evaluate expectations of terms which are of the type of the left-hand side: the Skorokhod integral has mean zero whereas (
) cannot be computed directly.
Solutions to the stochastic differential equation (1.1;H). We consider pathwise solutions to (1.1;H) as defined in Nualart and Rascanu [29] , based on the generalized Stieltjes integrals defined in Zähle [35] . We mentioned in the previous paragraph that these integrals (generalized Stieltjes, Young, Stratonovich) may coincide if enough regularity on the integrand is assumed, as this will be the case in this paper. As in [28] , the solutions to (1.1;H) that appear here are strong solutions, in the sense that X H is an adapted process with Hölder continuous sample paths of order H − ε, ∀ε > 0. Note that other notions of solutions for such fractional SDEs were defined at the same period, see e.g. [12] .
Strict inequalities for Laplace transform of passage times
In this section, we denote by τ H the first passage time at threshold 1 of the fBm (B 
The inverse inequality holds for H < 1 2 : see Lei and Nualart [22] . Consider now x 0 = 0 for simplicity. These inequalities are sub-optimal when λ → 0. Indeed, Molchan [25] obtained
Hence, it results from a classical Tauberian theorem [10, p.334] that, for any H ∈ ( , 1) and some constant C,
when λ → 0. However, the above estimates on Laplace transforms are accurate for H > 1 2 and λ → ∞. For H > 1 2 , one actually has (see [1, p.90] 
where Ψ is the Gaussian tail distribution function. As Ψ(ε 
as λ → ∞. ). We aim to estimate the convergence rate of the law of X H t to the law of X t for every t. We assume the following conditions:
(H1) There exist some γ ∈ (0, 1) such that b, σ ∈ C 1+γ ( );
(H2) The function σ satisfies a strong ellipticity condition:
Under (H1) a unique strong solution to (1.1;H) exists for each H ∈ [ , 1) (even weaker regularity conditions are sufficient: see [28] ).
The aim of this section is to prove the following theorem. 
).
We will discuss in Section 6 the hypothesis (H2) as well as possible extensions of Theorem 3.1. 
Reduction to σ(x) ≡ 1 by the Lamperti transform
. Hence for Theorem 3.1 to hold true, it suffices for it to be true for
. Hence without loss of generality we hereafter assume that X H is defined as a solution to (3.1), or equivalently as a solution to (1.1;H) with σ ≡ 1.
Preliminary results
We start with proving Hölder norm estimates for X H and its Malliavin derivatives.
Lemma 3.2. Let b satisfy hypothesis (H1). For any α < H it a.s. holds that
To obtain estimates for the Malliavin derivatives of X H , we use the following representation (see Nualart and Saussereau [30] ):
As b is bounded, Gronwall's lemma leads to:
The last desired inequality also follows from (3.2).
Now consider the following parabolic PDE with initial condition ϕ at time t ∈ (0, T ]:
. Suppose that b satisfies the hypothesis (H1). Let u be the solution to (3.3). Then for any x ∈ , ∂ s u(·, x) and
Proof. In view of Lunardi [23, p.189] , there exists C > 0 such that
), the result follows from Lemma 3.2.
We now are in a position to prove Theorem 3.1.
Proof of Theorem 3.1
We start with representing ϕ(X H t ) − ϕ(X t ) in integral form by using the solution u of the PDE (3.3). For any s ∈ [0, t] and x ∈ we have
Using the integration-by-parts formula for Stieltjes integrals we thus get
In view of Lemma 3.3 we can use Equality (2.5). Using also Equality (3.2) for r > s, we get:
Using the definition of u and the fact that the Skorokhod integral has zero mean we get
We bound |∆ 1 H | as follows:
) .
To bound |∆
2 H | we use the last inequality of Lemma 3.2. It comes:
4 Sensitivity of first passage time Laplace transform of fBm driven diffusion process w.r.t. their noise Hurst parameter
The aim of this section is to prove the following theorem which estimates the sensitivity of first passage time Laplace transform of (X H t ) t∈ + solution to the SDE (1.1;H) and fractional Brownian motions w.r.t. their Hurst parameter.
We slightly reinforce the assumption on the drift and diffusion coefficients and suppose: such that: for all ε ∈ (0, 1 4 ) and 0 < η ≤ η 0 , there exist constants α > 0 and C ε,η > 0 such that
where S :
. In the pure fBm case, µ = 0 and the result holds true for λ 0 = 1.
In view of Proposition B.1 we have
Part of the difficulties in the proof of Theorem 4.1 comes from the fact that we successfully obtained a sensitivity estimate which has the same exponential decay at infinity w.r.t λ as the preceding upper bound for e −λτ , 1),
where T (λ) = (2λ)
We start with proving Theorem 4.1 in the pure fBm case (b(x) ≡ 0 and σ ≡ 1): this is done in Subsections 4.1 to 4.6. In Subsection 4.7, we then explain how to modify the lengthy technicalities of the proof and treat additional terms to prove Theorem 4.1 in the general case of Equation (1.1;H).
An error decomposition in the pure fBm case
Our Laplace transforms sensititivity analysis is based on a PDE representation of first hitting time Laplace transforms in the case H = is explicitly known. However, we adopt it even in this simple case in order to introduce the technique we need in Section 4.7 to treat the general drift and diffusion coefficient case.
For λ > 0 it is well known that
where the function u λ is the classical solution with bounded continuous first and second
H . Hence, one can apply Itô's formula ( [2] , [27, p.294] ) and, as u λ satisfies (4.1), for any t ≤ T ∧ τ H we get
Evaluating the previous equation at T ∧ τ H and then taking expectations leads to
By the Dominated Convergence Theorem, the first three terms converge as T → ∞. Thus the expectation of the Skorokhod integral also converges.
Estimate on I 1 (λ) (pure fBm case)
In view of Fubini's theorem, we have
In Subsection 4.3 we will need to work with a smooth extension of u λ on (1, +∞). In the present pure fBm setting it suffices to observe that the explicit solution
to (4.1) is well defined and smooth on the whole space . This extension is still denoted by u λ . We start with proving the following elementary lemma which will be used in this subsection with η = 0 and later with η > 0. 
In case η = 0 and if
Proof. Let Φ denote the cumulative distribution function of the standard Gaussian law. We have
When s 2H p 2λ > 1 − x 0 + 2η, we then use the inequality:
to get
When s 2H p 2λ ≤ 1 − x 0 + 2η, we merely bound Φ(x) by 1.
Proposition 4.6. Let T be the function of
There exists a constant C > 0 such that
where S is the function defined in Theorem 4.1.
Proof. First, we notice that for H ∈ ( 1 2 , 1) and s ∈ (0, ∞),
We now split I 1 into two parts. We first consider the case s 2H 2λ ≤ 1 − x 0 . Lemma 4.5 (with η = 0 and p = 1) and Inequality (4.4) imply that
Second, consider the case
) ≤ 1 and
Thus the two estimates (4.5) and (4.6) lead to:
) max e
, which is the desired result.
Estimate on
To complete the proof of Theorem 4.1 in the fBm case, we now aim to prove:
First observe that the optional stopping theorem does not hold for Skorokhod integrals of the fBm. However, Proposition 13 of Peccati et al. [31] shows that:
Thus, I 2 (λ) satisfies
and
For any real-valued function f with f (0) = 0 one has
Suppose for a while that we have proven: there exists η 0 ∈ (0,
) such that for all η ∈ (0, η 0 ] and all ε ∈ (0, 
We would then get:
which is the desired result (4.7). It thus remains to prove (4.9).
Proof of Inequality (4.9)
In order to estimate the left-hand side of Inequality (4.9) we aim to apply Garsia-RodemichRumsey's lemma (see Lemma A.1 in Appendix). However, it seems hard to get the desired estimate by estimating moments of increments of 1 {τ H ≥t} |Υ t − Υ n |, in particular because 1 {τ H ≥t} is not smooth in the Malliavin sense. We thus proceed by localization and construct a processῩ t which is smooth on the event {τ H ≥ t} and is close to 0 on the complementary event. To this end we introduce the following new notations. For some small η > 0 which will be specified later, set
where φ η is a smooth function taking values in [0, 1] such that φ η (x) = 1, ∀x ≤ 1, and
The crucial property ofῩ t is the following: For all n ∈ and n ≤ r ≤ t < n + 1, 1 {τ H ≥t} Υ r = 1 {τ H ≥t}Ῡr a.s. This is a consequence of the local property of δ ([27, p.47]). Indeed, it suffices to notice that U t andŪ t belong to 1,2 ( ) and that
where we used the fact that φ η (B 
(4.10) In order to apply Garsia-Rodemich-Rumsey's lemma we now need to estimate moments of Υ t −Ῡ s . As we will see, one can obtain bounds on the norm Ῡ t −Ῡ s L 2 (Ω) in terms of
. Therefore we notice that
and then combine Lemmas 4.7 and 4.8 below to obtain: for every
λs e
λs e −αS(1−x 0 −2η) 2λ .
We now are in a position to apply the Garsia-Rodemich-Rumsey lemma with p = 2 + 4ε and q = 2+ε/2 2+4ε (recall our convention that α, like C, may change from line to line but does not depend on H): , 1) and for all 0 < ε < 1 4 , there exist C, α > 0 such that
Lemma 4.7 and its proof
Proof. Settingū
We now use the following result coming from the proof of Theorem 5 of [3] : for a stochastic process u ∈
1,p
H (see the definition of this space in [27, p.42]), ifpH > 1 then
where
We now proceed in two steps: in the first step, we prove that there exist α > 0 and C > 0 such that
λpr . (4.13)
In the second step, we conclude the proof of Lemma 4.7 by using Inequality (4.13).
First step. As
The term e
λr rp H ( 2λ φ η ∞ + φ η ∞ )p can be bounded uniformly in r and λ ≥ 1 by a constant which depends only on η. When r 2Hp 2λ ≤ 1−x 0 +2η, Lemma 4.5 ensures that
When r 2Hp 2λ > 1 − x 0 + 2η, we now deduce from Lemma 4.5 that
λr+ηp 2λ
from which e
2λ follows for some α > 0 by choosing η small enough. Thus, for all r > 0 and λ ≥ 1,
λr .
Similarly, we conclude that there exist C > 0 and α > 0 such that
λpr .
This ends the proof of Inequality (4.13). λps e −αpS(1−x 0 −2η) 2λ . Therefore, in view of Inequality (4.12), we obtain ) such that: for all 0 < η ≤ η 0 and 0 < ε < 1 4 , there exist C, α > 0 such that for any n ∈ [0, N ], we have
We only estimate the second term in the right-hand side, the first term being easier to estimate by using similar arguments.
In view of (2.3) we have
(the notation omits the dependence of Q in λ and η). We have
The norm of this expression is splitted as follows:
First step: estimation of I s>v .
In view of Equality (2.2) and since
Thus, by Fubini's theorem,
Notice that:
from which, in view of Lemma A.2,
We therefore conclude that, since 0 ≤ t − s ≤ 1,
Second step: estimation of I s≤v .
Therefore,
We have: Intuitively, each term in the above expectations should have the same regularity as the fractional Brownian motion. We thus integrate w.r.t "r" and use the Cauchy-Schwartz inequality to get:
(4.20)
In the above inequality, the first two terms are bounded by using Lemma A.3. The last one is bounded by using Lemma A.4. Eventually we obtain that for η small enough (see again Eq. (4.14)), there exist C and α > 0 such that:
Inequality (4.18) thus becomes:
As s ≤ v, we have:
where the last inequality results from Lemma A.5. We thus have obtained:
We now bound I (2) s≤v . Using Lemma A.3 again,
where the last inequality results from Lemma A.6.
Therefore, we obtained that
. This and Inequality (4.17) on I s>v yields:
In view of Inequality (4.15), this concludes the proof of this lemma.
Proof of Theorem 4.1
We now prove Theorem 4.1 in the general case of Equation (1.1;H). We start as in Subsection 3.1 and use the Lamperti transform. In this paragraph only, we write τ X H (x 0 ) for the hitting time of 1 by X H started from x 0 < 1. It is easily seen that τ
.
We therefore bound the right-hand side of this equality, using the following notations:
Let us first extend the error decomposition (4.2). The second-order ODE satisfied by 
dθ and the ODE (4.22) satisfied by w λ , we get 
The three terms (D), (Sk) and (R) are treated below as follows:
• the difference (D) is treated below similarly to I 1 (λ) : see Section 5 (Theorem 5.1). We also need estimates on w λ ( y) which are obtained in Appendix B (Proposition B.1);
• for (Sk), we will explain the differences with δ H 1 ( 
• a bound for the remainder (R) will appear when estimating (Sk).
In the pure fBm case we had to extend the function u λ to the whole space. Similarly, for any λ ≥ 0, we can extend w λ to a 2 function on [1, +∞), still denoted by w λ , which satisfies
where C is a constant independent of λ. In particular, the bounds of Proposition B.1 hold also true on [1, +∞). One actually can set w λ (x) = ax 2 + bx + c for any x ≥ Θ with
Analysis of (D)
The main ingredient is the following extension of Lemma 4.5 and Lemma 4.7:
where R(λ) = 2λ + µ 2 − µ for some constant µ ≥ 0 which only depends on b and σ.
In particular, this lemma implies that for any s ≥ 0 and any λ ≥ λ 0 ,
where S is the function defined in Theorem 4.1. 
As in Lemma 4.5, we obtain:
Indeed, the case s 2H pR(λ) ≤ Θ − y 0 + 2η is very similar to Lemma 4.5 and the proof in that case follows easily after choosing λ 0 appropriately (which we explain below).
We thus consider the case s 2π ps 
6R(λ)
is bounded from below, one can choose η small enough so that: there exists α > 0 such that for all λ ≥ λ 0 , for all s ≥ 0, e
We are now in a position to study (D) . Recall that C 1 > 0 is the constant appearing in the upper bound of the density of Y H t . We will thus prove the following generalization of Proposition 4.6: Proposition 4.6'. LetT be the function of λ ∈ + defined byT (λ) = λR(λ)
There exist constants α, C > 0 such that for any λ > C 1 :
Proof. From the inequality
where ρ(H, s) = |1 + 2 log s| 1 ∨ s 2H−1 , we deduce that
In view of Proposition B.1,
Thus we can apply Lemma 4.5' with p = 1 and η = 0, which yields for s
When s 2H R(λ) > Θ − y 0 , we have:
−λs e C 1 s ρ(H, s) ds
from which the result follows when λ > C 1 .
Analysis of (Sk)
We proceed as for the bound of I 2 (λ) in Subsection 4.3. Similarly to I 2 (λ), (Sk) satisfies the following inequality:
. , 1), 
−ε e −αS(Θ− y 0 −2η)R(λ) .
-Similarly to Eq. (4.19), we now have to estimate
For θ ≥ v, we thus have
Choosing λ 0 > 3C 0 , we deduce that for all λ ≥ λ 0 and for
, which is what we need.
-The term
dr. It is bounded by using the previous argument.
• Equalities (4.16) and (4.19) show that we need bounds on e 
). Lemma 4.5' provides the appropriate bound;
, which appears as in Eq. (4.20) is bounded by using Lemma A.4' from the appendix.
Keeping in mind the above observations, one can proceed as in Subsection 4.6.
In view of Lemmas 4.7' and 4.8', we obtain that there exists η > 0 small enough, and there exists C, α and λ 0 ≥ 1 such that for any n ∈ , s ≤ t ∈ [n, n + 1] and any λ ≥ λ 0 ,
ηλs e −αS(Θ− y 0 −2η)R(λ) .
As in Subsections 4.3-4.4, this inequality can then be combined with Garsia-RodemichRumsey's lemma (see Subsection 4.4) to obtain: for any λ ≥ λ 0 ,
−ε e −αS(Θ− y 0 −2η)R(λ) . Consider a new measureˆ under whichB
du is a fBm. Equation . For A > 1 to be chosen later, we have
we deduce that
For s ≤ A −1 , the following estimate from [9, Lemma 4.2] is enough for our purpose: , which are used without proof in [9, 18] . In these papers, the dependence of the constants in the Hurst parameter is not made explicit and we could not find it in the literature. We thus use our Lemma 5.3 below with ε = 1 2 (H − γ) and get
) is the constant in Lemma 5.3. Hence for A large enough (which depends on b and σ), the integral on the right-hand side is convergent. Since γ < 1 2 , the above integral is finite for any H ∈ [ 1 2 , 1). This yields:
In view of Inequality (5.2), we conclude that p (1) t satisfies the inequality (5.1).
Second part: Estimate for p
Applying first the CauchySchwarz inequality and then the Hölder inequality, we have
The derivatives of ϕ are controlled by σ ∞ , σ min and σ ∞ , thus
Let us bound the norm of D u ξ t , which reads:
Each of the three summands in the definition of u (t) can be bounded by using similar arguments. We only detail the calculations for the second one. 
We then bound |D u s | by using the same argument as in the proof of Lemma 5. We deduce that˜ · (t) which is finite for any η < supremum is attained. In the Brownian motion case, the joint law of (ϑ , is bounded by where the last equality can be found in [11] for example.
Observe Let us now prove the estimate on w λ . We use a trick provided to us by P-E. Jabin. In view of (4. The last desired inequality follows from the above estimate and the equation (4.22) .
