Introduction
COPS is a collection of large-scale nonlinearly Constrained Optimization ProblemS. W e drew these test problems from a variety of sources, including some of the existing collections, such as the AMPL problems of Vanderbei ?] the NETLIB collection of AMPL problems maintained by G a y 8 ] the optimal control problems of Betts, Eldersveld, and Hu man 4] and the MINPACK-2 collection 3]. We c hose problems that arise in applications (for example, uid dynamics, optimal shape design, population dynamics) or that have i n teresting features.
The aim of COPS is to challenge and test nonlinear optimization software. Users should note that this report describes work in progress. We expect that COPS will evolve a n d change as new problems appear and other researchers experiment with this collection. We welcome comments and suggestions for future directions.
We p r o vide AMPL and C implementations. The problems in COPS are formulated as general constrained optimization problems de ned by a merit function f : I R n 7 ! I R a n d nonlinear constraints c : I R n 7 ! I R m , min ff(x) : x l x x u c l c(x) c u g where x l and x u are bounds on the variables, and c l and c u are bounds on the constraints.
The description of the problem as an optimization problem includes notes on the formulation and the structural information in Table 1 .1. This information allows users to determine, in particular, the sparsity of the problem. We also include general comments on speci c features and di culties of the problems.
An important component of this report is the inclusion of computational experiments with several general solvers (DONLP2, LANCELOT, MINOS, SNOPT, and LOQO), and comments on their behavior. We a r e w ell aware that these results will soon become obsolete as new versions of these packages become available. However, we feel that these results do provide a reasonable snapshot of the state of optimization software as of September 1998.
Finally, w e p r o vide plots of the solution for each problem. These are important so that users can verify that they obtained the correct solution. We feel that in many cases a plot is more useful and interesting than a measure of optimality. Section 14 describes our C implementations, including the data structures used for each problem. Implementations in AMPL and in C, along with sample drivers that use the C implementation with SNOPT, are available for downloading from our Web site, http://www.mcs.anl.gov/~more/cops.
Largest Small Polygon (Gay 8])
Find the polygon of maximal area, among polygons with n v sides and diameter d 1. 
Formulation
The merit function is f(r ) = ; 1 As Graham 9 ] s h o wed, optimal solution is not usually a regular hexagon. Another interesting feature of this problem is the presence of O(n 2 v ) nonlinear nonconvex inequality constraints and nonlinear nonconvex objective. We also note that as n v ! 1 , w e expect the maximal area to converge to the area of a unit-diameter circle, =4 0:7854. This problem has many local minima. For example, for n v = 4, a square with sides of length 1= p 2 and an equilateral triangle with another vertex added at distance 1 away from a xed vertex are both global solutions with optimal value f = 1 2 . Indeed, the number of local minima is at least O(n v !). Thus, general solvers are usually expected to nd only local solutions. Data for this problem appears in Table 2 .1. 
Performance
We provide results with the AMPL formu l a t i o n o n a n S G I O n yx-2 Reality Monster. Results are summarized in Table 2 .2. A polygon with almost equal sides was chosen as the standard starting guess for this problem. Global solutions for several n v are shown in Figure 2 .1.
LANCELOT and SNOPT were successful at nding solutions for all n v tried. We also believe that these solutions are global solutions. SNOPT was more e cient than LANCELOT. MINOS was able to nd only local solutions for n v 15. Data for this problem appears in Table 3 .1. This problem, known as the Thomson problem, involves nding the lowest energy con guration of n p point c harges on a conducting sphere. The problem originated with Thomson's plum pudding model of the atomic nucleus. The Thomson problem is representative o f a n important class of problems in physics and chemistry of determining a structure with respect to atomic positions. This problem has many local minima at which the objective value is relatively close to the objective v alue at the global minimum. Also, the number of local minima grows exponentially 7, 10] with n p . T h us, it is computationally di cult to determine the global minimum, and the solvers are usually expected to nd only a local minimum. 
We provide results with the AMPL formu l a t i o n o n a n S G I O n yx-2 Reality Monster. Results are summarized in Table 3 .2. A quasi-uniform distribution of the point c harges on a unit sphere was chosen as the standard starting guess for this problem.
The results in 10] s h o w that most of the found solutions for n p 110 are not global (though SNOPT was able to nd global minimizers for n p = 1 1 1 115 134 138 143 149 153). The global solution for n p = 153 is shown in Figure 3 .1. We note that merit function evaluations are expensive and that the Hessian is dense, which m a k es this problem computationally Given a list of points f(x i y i )g N i=0 describing the centerline of a wood piece, nd the polynomial p of degree at most d that minimizes the di erence between fy i g and fp(x i )g when p satis es the following constraints: the polynomial p must go through the rst point ( x 0 y 0 ) of the list the initial slope of the polynomial p must be M the radius of curvature at every point m ust not exceed the radius R.
Formulation
The merit function is We generalized this problem, as given in Vanderbei 13] , from a polynomial of fourth degree to a polynomial of arbitrary degree d. In this formulation we followed 13] b y modifying the curvature constraint to a constraint on the square of the radius. Data for this problem appears in Table 4 .1. 
Performance
We provide results with the AMPL formu l a t i o n o n a n S G I O n yx-2 Reality Monster. Results are summarized in Table 4 .2 for the dataset from Vanderbei 13] A major computational di culty in this problem is the bad scaling when increasing d. The original data from Vanderbei 13] has data points x i ranging from 0 to 500, thus creating fairly bad scaling even for d 5. DONLP2 stopped prematurely with the message relaxed KKT conditions satis ed, o r unknown termination reason for all d tried. LANCELOT iterates seemed to be diverging away from the solution even when the initial point w as near the solution. MINOS and SNOPT gave w arnings that the gradient of the objective and the Jacobian of the constraints were not correct and that the problem was not smooth (possible e ects of the bad scaling). Yet, MINOS and SNOPT converged to a solution for d = 2 3 4, using gradients provided by AMPL. LOQO was able to nd solutions for all d tried (d = 2 : : : 9) in under 1 second. We also noticed that the problem becomes harder to solve a s w e increase the minimum radius of curvature R. Table ? ?. This problem has a nonconvex nonlinear merit function and one nonconvex nonlinear constraint. The solution to this problem seems to be unique.
We provide results with the AMPL formu l a t i o n o n a n S G I O n yx-2 Reality Monster. Results are summarized in Table 5 . In general, DONLP2 and MINOS computed the solution much faster than LANCELOT and SNOPT. SNOPT was designed for the problems with few degrees of freedom in the constraints, and in this problem the degrees of freedom grow linearly with the problem size n hence, this behavior of SNOPT is expected. We also noticed that SNOPT solved problems with n odd much faster than problems with n even. LOQO was unable to solve this problem even for n 50. LOQO seems to converge to a solution and then suddenly diverges to a point far from the solution, declaring the problem infeasible. 
Formulation
We assume that the shape of the cam is circular over an angle of 6 5 Data for this problem appears in Table 6 .1. Since the optimal cam shape is symmetric, we consider only half of the design angle.
The problem was originally 1] formulated for the full angle of 4 =5. This is a simple static model for the optimal shape design of a cam. We used discretization with uniform angle partitions, which can be made more e cient by i n troducing angle partitions as variables as well. Introducing dynamic components into the model will complicate the problem and make it a lot harder to solve. 
Performance
We provide results with the AMPL formu l a t i o n o n a n S G I O n yx-2 Reality Monster. Results are summarized in Table 6 y Problem is too large z
Step is too small Infeasible problem LANCELOT computed a shape very close to the optimal shape for n 100, but stopped premataurely with the message
Step is too small. MINOS was not able to solve this problem for n 20, exiting with the message Infeasible problem (or bad starting guess). SNOPT outperformed the other solvers for smaller n. Surprisingly, SNOPT did not solve the problem for n = 400 (stopped at an infeasible point with the exit condition The current point cannot be improved). We note that the number of active constraints increased with increasing up to a threshold of 1 3:0, after which increasing did not change the optimal solution. The problem became harder to solve a s w e decreased down to a threshold of 0 1:25, after which the problem was declared infeasible by all solvers. .2) where is the vector with components 1 : : : 5 of unknown reaction coe cients. This formulation is based on the work of Box e t a l .
citeGEPB73.
Formulation
A k-stage collocation method approximates the solution of (7.1) by a v ector-valued function u : 0 t f ] 7 ! I R 5 , where each component o f u is a polynomial of order k+1 in each subinterval t i t i+1 ] of a partition 0 = t 1 < t 2 < < t n h < t n h +1 = t f where t f m , a n d m is the largest time measuremet. Thus u is de ned in terms of 5n h (k + 1) parameters. These parameters are determined by requiring that u 2 C 0 t f ] and that u satisfy (7.1) at a set of k collocation points in each i n terval t i t i+1 ]. We c hoose the collocation points i as the roots of the kth degree Legendre polynomial to guarantee superconvergence at the mesh points t i . of the sth component of the piecewise polynomial approximation u. The constraints in the optimization problem are the 5 initial conditions in (7.1), the continuity conditions, and the collocation equations. The continuity equations u(t ; i+1 ) = u(t + i+1 ) 1 i < n h are a set of 5(n h ;1) linear equations. The collocation equations are a set of 5kn k nonlinear equations obtained by requiring that u satisfy (7.1) at the collocation points ij = t i + h j for i = 1 : : : n h and j = 1 : : : k . Data for this problem appears in Table 7 .1. This is a typical parameter estimation problem that arises in the modeling of physical phenomena with a parameter-dependent system of di erential equations. We note that n h and k can be speci ed, while other parameters are dependent on the problem. In our formulation we u s e k = 4. Arbitrarily large-dimensional test problems can be generated by selecting larger values of n h . Note that this problem has only 5 degrees of freedom.
Performance
We p r o vide results with the AMPL formulation on an SGI Onyx-2 Reality Monster. We used a starting point with zeros for the parameters and a piecewise constant approximation to (7.1) based on the linear interpolation of the measurement d a t a o n to the mesh points t i . Results are summarized in Table 7 .2. The solution for n h = 200 is shown in Figure 7 .1. DONLP2 stopped with the message relaxed K K T c onditions satis ed: singular point for smaller problems and was able to get a good t to the data, but stopped short of the optimal solution. Since the problems were too large for DONLP2 when n h > 28, we did not include DONLP2 in Table 7.2. LANCELOT stopped with the message step is too small, v ery near the solution for all n h we tried (projected gradient norm was on the order of 10 ;4 for n h = 1 0 0 150 200 with default optimality tolerance of 10 ;5 ). Parameters estimated by LANCELOT were fairly accurate compared with the parameters obtained with SNOPT. MINOS and SNOPT were able to solve the problem for all n h tried, but SNOPT was more e cient b y about a factor of 2. LOQO was not able to solve problems with small n h , but the performance improved for larger n h . LOQO was slower than MINOS and SNOPT. In the iteration log of LOQO the message dependent rows appeared often near the solution, which might explain the degraded performance. All solvers were able to estimate reaction parameters with enough accuracy for practical purposes.
The choice of the nal time t f had a signi cant e ect on the performance of the solvers. As t f increased, the problem became harder to solve, and performance of all solvers degraded. In some cases, LOQO and MINOS were not able to solve the problem at all. y
Step is too small The parameters in the optimization problem are the n s n h initial conditions, the n s mortality rates, the n s ;1 g r o wth rates, and the kn s n h parameters w ijk in the representation of u. Data for this problem, with k = 4, appears in Table 8 .1.
We do not impose any initial conditions on the di erential equations, since initial measurements are usually contaminated with experimental error. Introducing these extra degrees of freedom into the problem formulation should allow solvers to nd a better t to the data. A signi cant di erence between this problem and the -pinene is that the population dynamics data usually contains large observation errors. y
Step is too small z Possibly a local minimizer
Since this problem was too large for DONLP2 even with n h = 20, results are not included for DONLP2. LANCELOT found solutions for all n h . W e note that LANCELOT used about 10 times more memory to solve this problem than did the other solvers. MINOS solved the problem for n h = 25, but stopped at a suboptimal point for other n h tried. For n h = 5 0 100 MINOS claimed to stop at an optimal point. For n h = 1 5 0 200, MINOS stopped with the message the current point cannot be improved at a suboptimal point.
SNOPT successfully found solutions for all n h . LOQO did not solve the problem for any n h , either running over the iterations limit with no signi cant progress toward a solution or stopping with the message primal or dual infeasible. In the iteration log of LOQO the message dependent rows appeared often near the solution, which m i g h t explain the degraded performance of LOQO.
As in the -pinene problem, we noticed that performance is slightly sensitive to the choice of the nal time t f . Choosing t f very close to the last measurement t i m e nm made the problem easiest to solve, but LOQO or MINOS still could not solve the problem. 
Flow in a Channel (MINPACK-2 test problems 3])
Analyze the ow of a uid during injection int o a l o n g v ertical channel, assuming that the ow is modeled by the boundary value problem, u 0000 = R (u 0 u 00 ; uu 000 ) 0 t 1 u(0) = 0 u(1) = 1 u 0 (0) = u 0 (1) = 0 (9.1) where u is the potential function, u 0 is the tangential velocity of the uid, and R is the Reynolds number.
Formulation
We u s e a k-stage collocation method to formulate this problem as an optimization problem with a constant merit function and equality constraints representing the solution of (9.1).
We approximate the solution of (9.1) by a piecewise polynomial u. The parameters in the optimization problem are the (m + k)n h parameters v ij and w ij in the representation of u. Data for this problem, with k = 4, appears in Table 9 .1. This problem is easy to solve for small Reynolds numbers but becomes increasingly di cult to solve a s R increases. LANCELOT was not able to solve e v en a simple version of the problem, advancing very slowly toward the solution (as judged from the value of the merit function) and running over the iteration limit. MINOS was very successful on this problem, obtaining solutions for all values of R and n h tried, and outperforming SNOPT by at least a factor of 2 in all cases.
We also note that MINOS was able to nd a solution from the standard initial point f o r all values of R in the range from 0 to 10 5 . SNOPT solved the problem for R = 1 0 10 2 10 3 when n h = 40, but performance degraded with increasing n h and for n h = 400, SNOPT could not nd a solution even for R = 1 0 2 . L O Q O w as able to solve the problem for R = 1 0 for all values of n h tried, but failed to converge for larger values of R in all cases, with dual objective s l o wly increasing to a large positive n umber.
We also used SNOPT with an F77 implementation of this problem. In this set of experiments we used the solution of (9.1) for R = 0 as the starting point f o r R = 1 0 10 2 and used the solution of the problem for R = 1 0 2 as the starting point for higher Reynolds numbers. The results are summarized in Table 9 .4. The results in Table 9 .4 are not comparable with those in Tables 9.2{9 .3 because we used di erent starting points, but we noted improved global convergence. The di erence in behavior may be partially explained by the fact that we did not separate linear and nonlinear constraints in the F77 implementation. Minimize the time taken for a robot arm to move from one point to another while satisfying boundary conditions, path constraints, and physical laws.
The arm is a rigid bar of length L that protrudes a distance from the origin to the gripping end and sticks out a distance L ; in the opposite direction. If the pivot point of the arm is the origin of a spherical coordinate system, then the problem can be phrased in terms of This model ignores the fact that the spherical coordinate reference frame is a non-inertial frame and should have terms for coriolis and centrifugal forces.
Implementation I
In the rst implementation, the controls u are eliminated by substitution. Therefore, the equality constraints in (10.2) become the inequalities ; u L u ; u I u ; u I u :
Discretization of the problem involved using a uniform time step and introducing new variables representing the rst and second derivatives of the state variables. New constraints were introduced requiring that the new variables satisfy rst-order di erence approximations to the derivatives. The number of grid points at which the state variables are evaluated is N. The velocities, accelerations, and moments are evaluated at slightly fewer grid points.
The variables in the optimization problem are The initial values for the moments of inertia were based upon di erence approximations to the second derivatives, while the initial value for the nal time was t f = 1000=N. Table 10 .2 shows the computational results for various values of N. MINOS is unable to solve this problem for N = 5 0 100. However, aside from these two instances, the rest of the solvers seem to converge to the correct solution for all N. Implementation II
In the second implementation the moments (I I ) w ere eliminated by substitution. Discretization of the problem involved using a uniform time step for the integration of (10.2) over N grid points. The variables in the optimization problem are 
Performance
We p r o vide results with the AMPL formulation on a Sun UltraSPARC2. In addition, a C version was also implemented for SNOPT, with the derivatives generated by ADIC, thus allowing a comparison between the AMPL version and the ADIC augmented C version. All solvers were given the same initial values. Where possible, straight lines between the boundary conditions or (in the absence of boundary conditions) zeros were given as initial values. The exceptions are for t f , which w as set to 1000, and for , which w as initialized to a parabola passing through (0 0), (0:5 1), (1 0). If is not initialized in this manner, SNOPT considers the problem infeasible. while the alternative implementation is faster, fewer of the solvers converge to the correct solution. For this implementation, however, solvers that did nd the correct solution did so in considerably less time than required with the rst implementation. Minimize the time taken for a point mass, acted upon by a thrust of constant magnitude, to satisfy boundary conditions, path constraints, and the di erential equations governing motion to pass from one point to another.
Formulation
The behavior of a point mass acted upon by a force of magnitude a can be modeled using the system of second-order di erential equations, y 1 = a cos(u) y 2 = a sin(u) Data for this problem is shown in Table 11 .1. 
Performance
We p r o vide results with the AMPL formulation on a Sun UltraSPARC2. This problem has also been coded in C and solved using SNOPT, both with hand-coded gradients and Jacobians and with ADIC-generated gradients and Jacobians. Plots of the position, velocity, and control variables are shown in Figure 11 .1. All of the solvers were given the same initial values of straight l i n e s b e t ween the boundary conditions, except for the control u and the rst position coordinate y 1 . The starting value for the control was set to a straight line between ;1 and +1, while the rst position coordinate was set to a straight l i n e b e t ween 0 and +1. The initial value for the nal time was t f = 1 . Table 11 .3 shows the computational results for the hand-coded and ADIC-augmented C implementations for various values of N. The ADIC version is considerably slower than the hand-coded version, with the constraint/Jacobian function being about 27 times slower. However, in comparison to the AMPL version, the ADIC version is only about 2.75 times slower for the whole computation. Maximize the nal velocity o f a v ertically launched rocket, using the thrust as a control and subject to boundary conditions, path constraints, and physical laws. The rocket is a single-stage vehicle with a nite amount of propellant. Solving this problem should describe an optimal program for the thrust, so as to maximize the nal velocity. Data for this problem is shown in Table 13 .1. Table 13 .2 presents computational results for various values of N. SNOPT found a solution that, for the largest N, is identical to the solution described in 6]. LOQO found nearly the correct solution for the x and y states, but was wildly o for the rest of the variables. MINOS was not able to solve the system for any problem size. Table 13 .3 shows the computational results generated by the C code, which calls SNOPT for the various values of N. Note that the C code is faster for N = 1 0 50 100. However, for N = 500 the AMPL version is faster and takes fewer iterations. Figure 13 .1 shows plots for N = 500 for each of the variables. These graphs are generated by the AMPL implementation, using SNOPT, but the C version generated identical graphs. where name is the name of the problem (e.g., polygon, electrns). Here obj type and con type are objective and constraint t ypes de ned as follows:
typedef struct { double *f /* pointer to the objective value */ double *grad /* array of the partial derivatives */ } obj_type typedef struct { double *c /* array of constraints (of length m) */ int *nnz /* Jacobian -pointer to number of nonzeros */ int *ipntr /* Jacobian -row "pointers" (array of length m+1) */ int *indcol /* Jacobian -column indicies (array of length *nnz) */ double *jacrow /* Jacobian -nonzero entries (array of length *nnz) */ } con_type and par type and var type are problem-dependent parameter and variable types, respectively. We use the compressed sparse row storage for the Jacobian, but we provide a routine row2col that changes from compressed sparse row storage to compressed sparse column storage, used by s o m e s o l v ers in Fortran 77.
We combined both linear and nonlinear parts of the Jacobian c 0 (x) i n name c.c. H o wever, it is still possible to separate them for such s o l v ers as SNOPT if there are a signi cant number of linear constraints. In this case the user would have to reorder the constraints in some cases. 
