Abstract. Structured highlight stereo ͑SHS͒ is a technique for the measurement of specular objects, and is based on viewing the reflection of a structured highlight pattern from multiple directions. This paper reports the results of a simulation and experimental analysis of the approach in order to further understand the accuracy and limitations of SHS. In particular, this paper describes two important findings related to this technique. Firstly, it is shown that the search region containing a consistent set of candidate highlights may be minimized using epipolar constraints. Secondly, an analysis is presented to quantify the accuracy of the SHS approach for different surface curvatures. The results indicate that, although it is possible to accurately measure the surface height of planar specular objects, the accuracy is reduced for objects with curved surface profiles. The measurement error occurs because in general it is not possible to measure the same surface location with both cameras, which then leads to an inconsistency between the surface normal estimates for each camera. The measurement error increases in relation to both the distance between measurement locations on the surface and the surface curvature.
Introduction
There are many industrial applications in which it is necessary to measure the shape of objects with specularly reflecting surfaces. These applications include the inspection and measurement of polished metallic objects, plastic objects, solder joints, 1 and glass or glazed ceramic objects. If the inspection must be performed in the production environment, then full-field camera-based techniques tend to be favored for their high throughput. However, many conventional three-dimensional measurement techniques rely on objects having Lambertian reflectance properties. These techniques include shape-from-shading and conventional photometric stereo techniques, 1 as well as shadow and projection moiré. 2 Likewise, active triangulation techniques such as projected coded light and sinusoidal fringe techniques rely on depth information extracted from deformed fringes observed on diffuse surfaces. 3 
Previous Approaches to Specular Surface
Measurement There have been several approaches used to measure or reconstruct specular surfaces based on the projection of an illumination pattern and subsequent processing of reflected patterns using digital image analysis. If the reflection of a single, static point source is viewed with a single camera, it can be shown that there is a family of reflection locations and corresponding surface normals consistent with the observation. 1, 4 This situation is illustrated in Fig. 1 . In order to overcome this ambiguity, researchers have attempted to glean additional information from the reflected image in a number of ways. For example, Healey and Binford 5 proposed a mathematical model using a reflectance map of observed highlights to estimate the local surface profile. Savarese and Perona 4 attempted to reconstruct the local shape and position of a specular surface by analyzing the position, orientation, and curvature of two or more intersecting lines. The overall object surface can ultimately be obtained by piecewise integration of the local shape information around each reflection point, 6 although further work is required to calculate the correspondence between pattern points and their reflected image points.
The local shape may also be inferred through motion of the observer or translation of the sources. Zisserman et al. 7 investigated the information available from the tracked motion of specular highlights due to known movements by an observer. In this way they were also able to uniquely identify the surface curvature, provided that a point on the curve was known. More recently, Oren and Nayar 8 used the motion of an observer relative to a specular object to distinguish between real features ͑such as a surface marking͒ and virtual features ͑a reflection of a physical scene point by the specular surface͒. An algorithm was developed to classify the image trajectories of the features, and this allowed the geometry of the specular surface to be evaluated. In an alternative approach, Kutulakos and Steger 9 measured a specular surface by translating the reference points by a known amount, such that the locations of two reference points were known for each image pixel at a single view-point. Using this technique, the surfaces of specular objects could be measured with an accuracy bounded by the calibration accuracy of the camera. Bonfort et al. 10 also evaluated a specular surface with images of a reference target at two known locations taken from a single viewpoint. Ikeuchi 11 used a pair of images of an object to estimate the surface normal of the object. The images were taken from the same viewing direction, but with different viewing illumination for each image.
The difficulties of inspecting specular surfaces may be reduced by making use of prior knowledge about the surface geometry. For example, Schultz 12 showed that the surface profile of a specular object can be estimated if the surface elevation is initially known at one location. The orientation of the surface normal at that location can then be evaluated by matching the predicted and actual irradiance values using an iteration procedure. Halstead et al. 13 used a pattern of light to image the specular surface of the cornea. A surface model was then iteratively adjusted using normal fitting to represent the actual reflection pattern. Although successfully applied to the measurement of corneas, this approach relies on assumptions about the surface shape. Other researchers have attempted to extend conventional stereo imaging techniques to specular surfaces in order to avoid the ambiguity of measurements using a single observation point. Blake 14 and Blake and Brelstaff 15 proposed algorithms to compute stereoscopic disparities of highlights viewed on specular surfaces for reflection locations close to a known surface point. It was shown that it is possible to obtain curvature properties of smooth curved specular surfaces from two views of a reflected highlight. 14 Techniques based on structured highlights have been proposed to allow larger specular surfaces to be reconstructed by stitching together a number of local shape measurements. Structured highlights may consist of an array of point sources where each individual source is identified by a binary ͑on-off͒ code sequence. Sanderson et al. 1 used a single camera to view structured highlights and then estimate the surface normal at a particular location where a reflected highlight was viewed. The method relies on the assumption that the distance between the surface and the source is large compared to the distance between the surface location and the camera optical axis. It is difficult to satisfy this requirement for larger objects. Nayar et al. 16 extended the work of Sanderson et al. 1 through the use of extended Gaussian images ͑EGIs͒ to represent the shape of the object surface. Although EGIs are a computationally efficient way of representing the surface characteristics of the object of interest, this approach also used the distant source assumption and therefore is only suitable for sufficiently small objects. 16 
Previous Approaches Using Structured Highlight
Stereo A structured highlight stereo ͑SHS͒ technique for the measurement of specular surfaces was first proposed by Sanderson et al. 1 This approach was developed to avoid the distant-source approximation in which measurement locations were required to be sufficiently close to the camera optical axis. A diagram of the approach is presented in Fig.  2 , in which two cameras ͑C 1 and C 2 ͒ are situated above the specular surface at different angles, and two point sources ͑S 1 and S 2 ͒ are viewed on the same area of the surface. For the situation in which multiple highlights are viewed using two cameras, it is possible to find a unique solution for the height and surface orientation by intersection finding ͑de-termining the potential candidate highlights in the two images͒ and reflectance matching ͑evaluating whether a consistent height and orientation occur between the two images at the proposed intersection point of two candidate highlights͒.
The SHS approach could potentially be extended to three dimensions. However, in three dimensions there would not generally be a direct intersection of two reflected source rays, so candidate matches sufficiently close to intersection would have to be identified. 1 Further, in three dimensions there are two surface orientation values to consider ͑p =dz /dx and q =dz /dy͒ as well as the surface height ͑compared to just a single orientation and height for the two-dimensional plane example͒. Although presenting a theoretical analysis of the SHS approach, Sanderson et al. 1 did not provide further details of the practical limitations of the technique or quantify the accuracy for different measurement conditions. For example, with respect to testing the intersection of rays in three dimensions, there were no quantitative data defining what constitutes an intersection distance that is sufficiently close, and how this distance is related to measurement accuracy and surface curvature.
Bonfort and Sturm 17 have presented an experimental analysis of a SHS approach using the technique of voxel carving. In this approach, the 3-D space around a specular object was discretized to obtain a voxel representation of the working space. Reconstruction of a specular object was then undertaken by first assigning a set of normals to each voxel, and then using a voxel-carving approach to reject those voxels with inconsistent normal vectors. An experimental investigation was undertaken to measure a smooth, curved specular object within a 100ϫ 100ϫ 100-voxel region, where the volume of each voxel was 1 mm 3 . Using this approach, 1890 voxels corresponding to the object surface were obtained. Although no direct measure of accuracy was provided, the holes in the surface were no greater than 2 voxels, and the extracted thickness was between 1 and 3 voxels. Indeed, the measurement resolution ͑and subsequent accuracy͒ must be bounded below by the voxel dimensions. For cubic voxels of 1 mm 3 , the measurement accuracy is limited to ±0.5 mm ͑in x, y, and z͒. To increase measurement accuracy, a smaller voxel size may be used. However, this will reduce the number of highlight rays passing through each voxel and therefore limit the number of voxels that may be used to represent the object surface. An increase in the number of sources might overcome this limitation, but it would also lead to an increase in the computational requirements. Furthermore, the issue of scalability of the voxel-carving approach may limit the feasibility of this approach for large objects. For example, the number of voxels in the working volume ͑1,000 cm 3 ͒ was 1,000,000. For larger working volumes, the number of voxels ͑and consequently, the required computational complexity͒ would increase proportionally.
In summary, the voxel-carving approach relies on the actual reflection locations on the object surface to be within the volume of one voxel. For many practical situations, such as for large measurement volumes or for a limited number of source highlights, this will not be feasible. Therefore, in the following sections, further analysis of the SHS approach for the measurement of specular surfaces is presented. The objective of this analysis is to provide a quantitative analysis of the SHS approach originally described by Sanderson et al. 1 and to overcome some potential limitations of the voxel-carving approach proposed by Bonfort and Sturm. 17 In particular, the measurement accuracy is evaluated as a function of the reflected highlight separation distance and the surface curvature. In the following sections, a description of the SHS technique using the perspective camera model is presented ͑Sec. 2͒, followed by a simulation analysis ͑Sec. 3͒ and experimental analysis ͑Sec. 4͒.
Proposed SHS Approach
This section describes an approach for the evaluation of the surface profile of a specular object using SHS. In the proposed stereo approach, two cameras are used to view the surface of a specular object from different directions, and each camera views a number of reflected highlights from the surface. The reflected highlights are reflections of discrete point sources or features. Without loss of generality, one camera ͑camera 1͒ is referred to as a reference camera, and the surface height is evaluated for each reference reflected highlight ͑viewed by the reference camera͒. Further, for each of the reference highlights, a number of corresponding secondary reflected highlights from the other camera ͑camera 2͒ are identified using an intersectionfinding approach ͑as described by Sanderson et al. 1 ͒. The secondary reflected highlights are then used to evaluate the surface height using a reflectance-matching approach. Further details of the intersection-finding and reflectancematching procedures are presented here for the perspective camera model.
Intersection Finding
Intersection finding is the process of determining a set of candidate secondary highlights for each of the reflected highlights viewed by the reference camera. It is the secondary highlights that may provide an estimate of the surface height by removing the ambiguity in surface height and orientation. According to Sanderson et al., 1 given N point sources and an observation of O͑N͒ highlights, there are O͑N 2 ͒ possible intersection points for a stereo application. Because the cost of this combinatorial search will increase significantly with a large number of observed highlights, it is desirable to minimize the complexity of the search. This can be done by selectively searching regions subject to connectivity and smoothness constraints. 1 The search region may be decreased further by using extrinsic camera calibration. This approach is similar to conventional stereo vision applications, and is based on the epipolar geometry shown in Fig. 3 . In this example, two cameras are located so that they view a volume of interest in which the specular object is expected to be located. In this example, camera 1 ͓lo-cated at C 1 = ͑x C1 , y C1 , z C1 ͔͒ views a reference point source in a direction defined according to vector r 1 . A secondary highlight ͓as viewed by camera 2, located at C 2 = ͑x C2 , y C2 , z C2 ͔͒ may be a candidate only if its corresponding ray intersects within the volume of interest, and within a prescribed radial distance d of the reference ray. The distance d depends on the particular application, and on parameters such as the rate of change of curvature of the object surface and the required measurement accuracy ͑as discussed further in Sec. 3͒. It can be seen from Fig. 3 that the secondary candidate rays must then pass through a skewed cylindrical volume called the radial volume. This volume may be constrained further by allowing for smoothness and connectivity constraints. The intersection of these two volumes will define a total epipolar volume through which any secondary ray must pass in order for its corresponding highlight to be a candidate highlight.
It is then possible to evaluate the particular regions within the secondary camera image plane that correspond to the epipolar volume. It can be seen from Fig. 3 that, given the intrinsic and extrinsic parameters of camera 2, and making use of the epipolar fundamental matrix relationships, 18 it is possible to project the epipolar volume onto the image plane of camera 2. The diagram in Fig. 4 presents an example of the expected radial and epipolar regions in the image plane of camera 2, corresponding to their respective volumes shown in Fig. 3 . Also shown in Fig. 4 is the epipolar line associated with the reference ray.
Reflectance Matching
To estimate the surface profile of a specular object with SHS, it is necessary to evaluate which, if any, of the candidate highlights are consistent with the surface orientation of the reference highlight. The surface height must then be evaluated at the point of intersection of the selected secondary ray with the reference ray. This task is examined in the following section, using two different approaches.
Reflectance matching-technique 1
One technique to evaluate the surface height is based on determining a set of surface locations corresponding to each candidate highlight according to the midpoint of the unique shortest line segment between the reference and candidate rays. This location is kept as a candidate provided that it is located within the previously described epipolar volume. To illustrate this approach, Fig. 5 shows a reference ray r 1 along which camera 1 views a reference highlight. A secondary candidate highlight is viewed by camera 2 along the secondary ray, in the direction r 2 . Given the location of the camera C 1 ͑or C 2 ͒, the location of the source S 1 ͑or S 2 ͒, ͑not shown in Fig. 5͒ , and a reflection location P 1 ͑or P 2 ͒ along the reference ͑or secondary͒ ray, it is possible to evaluate an estimated surface normal unit vector, n 1 ͑or n 2 ͒. The surface normal vector is defined according to the specular reflection ͓i.e., the normal vector lies in a plane defined by three points P i , S i , and C i ͑i =1,2͒ and the angle of incidence equals the angle of reflection͔ as described in
where the incident and reflected vectors are given by 
The choice of which, if any, candidate surface location is acceptable is then based both on the distance between the two locations P 1 and P 2 ͑the length of the unique line segment͒, and on the two normal estimates. A matching index, such as
can be used to evaluate the surface locations quantitatively.
In this example, a weighting factor ␣ ͑Ն0͒ is applied according to the relative importance of the correspondence between the two estimated surface normals and the distance between the estimated ray intersection locations. The weighting factor will depend on the surface curvature and the relative density of the reflected highlight pattern. For example, in a situation where a low-curvature surface is measured using a low density of reflected highlights, a larger weighting factor would generally be specified ͑reduc-ing the emphasis placed on the normal separation distance͒, whereas a smaller weighting factor would generally be specified for surfaces with large surface curvature and high reflected highlight density.
Reflectance matching-technique 2
In order to increase the accuracy of the height estimate, an alternative method for the estimation of surface height is proposed. Using this method, it is assumed that the solution ͑surface height and orientation͒ will occur at a single location along the reference ray, within the epipolar volume. The difference between this approach and that of technique 1 is that the solution lies along the reference ray at a distance determined by minimizing an error function for each candidate ray. An appropriate error function, based on the estimated surface normal vectors, must then be defined and evaluated for position P 1 .
To illustrate this technique, a diagram is presented in Fig. 6 , in which the reference and secondary highlights are viewed by camera 1 and camera 2, in a similar manner to technique 1 ͑Fig. 5͒. For the reference camera, it is then possible to define a plane perpendicular to the surface normal n 1 = ͑x n1 , y n1 , z n1 ͒ that passes through location
19 This plane is the local tangent surface plane at the location P 1 :
To evaluate the intercept location of the secondary ray and the tangential surface plane, it is possible to write parametric equations 19 for the ray that passes through C 2 = ͑x C2 , y C2 , z C2 ͒ and is parallel to the vector r 2 = ͑x r2 , y r2 , z r2 ͒:
, where − ϱ Ͻ t Ͻ ϱ . ͑5͒
From Eqs. ͑4͒ and ͑5͒, it is possible to locate the intersection of the secondary ray and the local surface plane by substituting Eq. ͑5͒ in Eq. ͑4͒ and solving for t:
It is now possible to evaluate the surface normal n 2 at the candidate surface intersection location P 2 , given the location of camera 2 ͑C 2 ͒ and the known location of the secondary source S 2 ͑not shown in Fig. 6͒ . The estimated surface normals n 1 and n 2 can now be used to measure how well the candidate ray matches the reference ray at the location P 1 . For instance, if n 1 and n 2 are unit vectors, then an error function may be defined according to their inner product, as shown in
To evaluate the surface height, it is necessary to minimise the error function along the reference ray ͑within a given height range͒ for each of the candidate rays. Finally, if there is more than one candidate ray for a given reference ray, it is necessary to determine which candidate ray provides the most likely match. The choice of which, if any, candidate highlight is selected is then based on both the minimum error function value, and the distance between the ray intersection points at the minimum error value for each of the candidate rays as described for technique 1 ͓Eq. ͑3͔͒. A simulation analysis is presented in the following section to further analyze the two techniques.
Simulation Analysis of Structured Highlight
Stereo The SHS surface height calculation is based on the assumption that the two observed highlights are measured at the same surface location, which implies that the surface normals are collinear. Therefore, one would intuitively expect that the accuracy of the SHS approach will be closely related to the degree of coincidence between the surface normal vectors n 1 and n 2 for the two reflected images. The directions of the surface normal vectors are likely to diverge as the distance between the two measurement loca- tions ͑P 1 and P 2 ͒ increases and as the surface curvature increases. Therefore a simulation analysis was undertaken to quantify the error in surface measurements as a function of surface curvature and distance between the two stereo measurement locations.
The simulation was performed on a specular object with a constant radius of curvature in a 2-D plane, as shown in Fig. 7 . The surface was broken into 4000 discrete surface elements along a length of 1000 units, and the location of reflected highlights was evaluated along the surface according to the known source and camera locations. Given the angle of the reflected highlight as viewed from each camera, the surface height was then estimated according to the two reflectance-matching techniques described in Sec. 2.2. Because the simulation was undertaken in a plane, for technique 1 the reference and candidate rays would always intersect; therefore, for a single candidate source, the estimated surface location was the intersection point of the two rays. The camera locations were held constant at C 1 = ͑0, − 500, 500͒ and C 2 = ͑0 , 500, 500͒, and the surface had a circular profile with intercept locations ͑0, −500, 0͒, ͑0 , 500, 0͒, and ͑0, 0, D͒, where D was varied to change the radius of curvature of the surface. The source locations were also defined relative to the camera locations as S 1 = ͑0 , 500, 500+ H͒ and S 2 = ͑0 , − 500, 500+ H͒, where −100Յ H Յ 100. The error in the estimated surface height could then be calculated as a function of the distance between the two reflected highlights and the surface curvature.
The magnitude of the surface height error for the two reflectance matching techniques is presented in Fig. 8 . It can be seen that the error increased as the source positions moved away from the camera positions. This is because the distance between the two reflection locations increased as this separation distance increased. For the situation in which the source and camera locations corresponded, the reflection location was the same for both techniques, so that the two reflection normals were collinear. In general, it can be seen that the performance of the reflectance matching technique 2 was superior to that of technique 1. From this analysis, it was also possible to estimate the relationship between the height error and the separation distance between the two reflection locations. Further, the surface height error may also be evaluated as a function of the relative angle between the two surface normals at the actual reflection locations. In this analysis the relative angle was defined as the angle of n 2 , relative to n 1 , as measured anticlockwise from the positive x axis. The results for technique 2 are presented in Fig. 9 . It can be seen that the height error increased with respect to the separation distance except for the situation in which D = 0. In this case, the entire surface gradient was zero, so that the surface normal estimates were collinear, regardless of the reflection locations. Further, it can be seen that the surface height error increased in proportion to the angle between the reference and candidate surface normals.
The results show that the surface height estimate varies as a function of the relative normal estimates and that the error is approximately linearly proportional to the relative angle between the two surface normal vectors, and largely Graves, Nagarajah, and Stoddart: Analysis of structured highlight stereo imaging…
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August 2007/Vol. 46͑8͒ 083601-6 independent of the actual surface curvature ͑D͒ and relative source location ͑H͒. This simulation demonstrates some of the general limitations that can be expected for a physical implementation of the SHS technique. In order to confirm the conclusions of the simulation, an experimental arrangement was devised to implement the method. The experimental arrangement and results are discussed in the following section.
Experimental Analysis of Structured Highlight
Stereo To evaluate the performance of the proposed SHS technique, two CCD cameras were used to view the specular surfaces of sheets of glass. The specifications of the camera and lenses are presented in Table 1 . The glass was placed on a rigid optical bench surface in a fixed location using three metal location pins to position the glass uniquely in the horizontal plane. Two additional pins supported the glass at one edge, with a third support point provided by a translation stage. The translation stage was used to vary the height of the glass surface in order to evaluate the performance of the SHS technique. A dial gauge was used to measure the actual height of the glass surface at a position close to the reference location P 1 . A photograph of the experimental apparatus is shown in Fig. 10 . Also shown in this figure are six extrinsic calibration targets consisting of LED sources placed at known locations. These targets were used to estimate the position and orientation of the cameras.
A photograph showing the camera positions in relation to the glass sample is shown in Fig. 11 . The images from the cameras were captured and digitized using an analog framegrabber ͑Data Translations, DT3153͒, and the image processing and algorithm development was undertaken using Microsoft Visual C + + and the Open Source Computer Vision Library, OpenCV. 
Camera Calibration
For these experiments it was necessary to evaluate both the intrinsic and extrinsic camera parameters. Intrinsic camera calibration was undertaken to remove camera distortion and quantify the particular camera and lens configuration. The OpenCV function cvCalibrateCamera͑͒ was used, which is based on an algorithm by Zhang. 21 Extrinsic camera calibration was undertaken to establish the reference frames of the cameras with respect to a known world reference frame. In these experiments, the world reference frame was defined according to the flat optical bench, as shown in Fig.  10 . The extrinsic calibration targets on the perimeter of a 700ϫ 750-mm area had known coordinates in the world reference frame. To evaluate the extrinsic camera parameters for each camera, the OpenCV function cvFindExtrinsicCameraParams͑͒ was used. To measure the height of the specular object using the structured highlight stereo technique, it was necessary to obtain an accurate estimate of the position of the reflected highlights in the image plane of each camera. This was undertaken by scaling the image intensity values in the region surrounding the reflected highlight and extracting the background pixels using thresholding. An accurate estimate of the reflected highlight was then obtained by measuring the center of mass of the highlight pixel intensities.
Experimental Results-Flat-Surface Profile
An initial experiment was undertaken to measure the height of a flat, 1.90-mm-thick, 230ϫ 300-mm piece of clear glass. The glass was positioned with respect to location and support pins ͑as discussed at the beginning of Sec. 4͒. The support pins held the glass along one 300-mm edge at a height of 23.0 mm, while a linear translation stage supported the other 300-mm edge. The translation stage was used to adjust the height of the edge of the glass surface in 0.10-mm increments between 32.0 and 46.7 mm ͑for a total of 148 measurement points͒. To simplify the analysis, this initial investigation was undertaken using only two source. The apparatus was constructed in such a way that the two cameras viewed the reflected highlights within a small region on the glass surface. The point sources used in this analysis were two LEDs that were mounted in such a way that images with a Gaussian intensity profile and a diameter of 3.0 mm were observed for all viewing angles. The LED sources were located close to each camera so that camera 1 viewed the reflected highlight of source 1 ͑located close to camera 2͒ and vice versa.
The surface height was estimated using the reflectance matching approach ͑technique 2͒ as described in Sec. 2.2, and the results were compared against the dial gauge. However, for the flat, 1.90-mm-thick glass it was not possible to measure the glass height using the dial gauge directly at the measurement region. This was because the small force applied by the dial gauge needle created measurement errors by distorting the glass. Therefore, the dial gauge was used to accurately measure the height of the translation stage support pin, and the height of the glass surface at the point of the reflected highlights was interpolated using the known geometry of the support pins and the measurement region. Further, the imaging region on the glass surface moved as the glass tilted during the testing. This movement was taken into account by visually measuring the position of the reflected highlight as a function of the support height. Using the image coordinates of each reflected highlight, it was then possible to estimate the ray angles ͑defined by r 1 and r 2 as shown in Fig. 6͒ using the intrinsic and extrinsic camera parameters. The results of this process are compared with the actual surface height in Fig. 12 , with a linear fit to the data given by the gray line. It can be seen that there was a nearly linear relationship between the actual and estimated heights. In this analysis, the rms error was 0.58 mm; however, taking into account the constant offset, the rms error was 0.16 mm. The distance between the two reflected highlights on the glass surface varied between 45.0 and 46.4 mm across the measurement range.
Although the results for this test indicated that there was a reasonably linear relationship between actual and estimated surface height, there were several sources of uncertainty in the experimental results. Firstly, it was necessary to take into account errors in estimating the positions and pivot points on the stationary and moving supports. In this analysis, these measurements were undertaken manually using a steel ruler. Given uncertainities such as parallax error and the resolution of the measurement scale, the estimated accuracy of these measurements was ±0.5 mm along the x, y, and z axes. Further, the glass thickness was measured using a micrometer with an estimated measurement accuracy of ±0.01 mm, and the thickness was found to be Graves, Nagarajah, and Stoddart: Analysis of structured highlight stereo imaging…
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August 2007/Vol. 46͑8͒ 083601-8 constant within those limits. The extrinsic calibration targets were located on the optical table in the horizontal plane according to predefined mounting holes, with an estimated accuracy of ±0.1 mm along the x and y axes. The accuracy of the extrinsic calibration target positioning was reduced to ±0.5 mm along the z axis, due to the allowable position variation of the LED sources within their mounting fixture. However, it is believed that the largest source of error in this analysis was the placement of the sources with respect to the camera locations. In this analysis, the source LEDs were mounted on each camera in such a way that the estimated accuracy with respect to the imaging array and the camera optical axis was ±1.0 mm along the x, y, and z axes. Therefore, the average offset of 0.6 mm falls well within the overall uncertainty associated with the setup of the experimental apparatus and the extrinsic camera calibration.
Further, it can be seen in Fig. 12 that there was a certain amount of ripple associated with the height measurement, which was directly linked to the estimated position of the reflected highlights in the image plane of each camera. The amplitude of this oscillation was approximately 0.3 pixel lengths in the y axis of the image plane. There was no correlation between the amplitude of oscillation and sample number ͑surface height͒ for either of the two camera measurements. Therefore, it is not believed that the ripple was associated with any periodic variation of the true height or orientation of the object surface. One possible explanation for the oscillation could involve the estimation of the center of mass of each reflected highlight, which required the removal of the background pixels using a thresholding operation. It was necessary to determine a threshold value small enough that the image of the reflected highlight was not significantly affected and large enough that all of the background pixel data were removed. If the threshold was not set at an optimal level, this might have influenced the center of mass so that an oscillation of 0.3 pixel lengths occurred as the reflected highlight moved across the image plane of each camera. In any event, the height error associated with this periodic artifact is comparable to the residual ±0.16-mm rms error and therefore did not have a significant bearing on the overall results.
Experimental Results-Curved Surface Profile
A further investigation was undertaken to measure the surface height of toughened, 3.90-mm-thick glass with a curved profile. The experimental arrangement was similar to that of Sec. 4.2, in that the glass was placed on two support pins along one edge, while a third support was provided by a linear translation stage. In this test, the glass was relatively rigid and suffered negligible deflection under the force of the dial gauge. Therefore, direct height measurements could be made at the location of the reflected highlight positions using the dial gauge. The curved glass ͑shown in Fig. 10͒ was roughly triangular in shape and was approximately 400 mm in length and 270 mm in width. The SHS measurements were taken for two different orientations of the glass, either longitudinally ͑as shown in Fig.  10͒ or laterally ͑in which case the glass was rotated by 90°͒. Side views of these two orientations are given in Fig.  13 together with an illustration of the two source rays viewed from each camera. It can be seen that the glass profile, as viewed from the side, is curved more significantly for the longitudinal placement than for the lateral placement. The glass was placed on the support pins in such a way that the height at the measurement location was kept constant for the two orientations, and that the same region of the glass surface was measured for the two orientations.
The same procedure was used to estimate the surface height as was used for the measurement of the flat glass. A graph of the estimated versus actual height measurement is shown in Fig. 14 for the two glass orientations. It can be seen that, similarly to the previous analysis, the results provide a reasonably linear relationship between actual and measured height. However, it can also be seen that the measurement accuracy was substantially reduced for the glass oriented in the longitudinal direction. It was found that the offset in the estimated surface height for the lateral glass orientation was 1.22 mm, whereas the average error in the estimated surface height for the longitudinal glass orientation was 11.32 mm.
One explanation for the larger offset errors in the estimated surface height is that they arise from differences in surface orientation at the two measurement locations. For instance, the curvature was much larger in the longitudinal direction than the lateral direction, as seen in Fig. 13 . In these experiments, the distance between the measurement locations ͑P 1 and P 2 ͒ for the lateral orientation varied between 41.08 and 41.33 mm, whereas it varied between 47.44 and 48.00 mm for the longitudinal orientation. Due to the larger change in the surface orientation between P 1 and P 2 for the longitudinal glass orientation, it is reasonable to expect that this would have a larger influence on the estimated surface height.
In order to evaluate whether the experimental results correspond with the predictions of the simulation, the model of Sec. 3 was modified to match the parameters of the experimental apparatus ͑documented in Sec. 4.3͒. In the simulation analysis, however, the system was only modeled in the y-z plane, with no significant loss of generality for the simple surface profiles examined here. The surface profile of the specular object in the longitudinal placement, as shown in Fig. 13 , was modeled with a circular profile with intercept locations ͑0, 0, 0͒, ͑0 , 200, 20͒, and ͑0 , 400, 0͒. A flat surface profile was used to represent the lateral placement of the specular object. The cameras and sources were positioned in the same plane as the surface object, with the same locations as for the experimental analysis, which were C 1 = ͑0 , 1230.3, 1054.0͒, C 2 = ͑0 , − 408.9, 713.0͒, S 1 = ͑0 , − 388.9, 733.0͒, and S 2 = ͑0 , 1205.3, 1074.0͒. With these parameters, the simulation predicted that the error in the estimated surface height for the glass with lateral placement ͑flat surface profile͒ was 0.01 mm, while the error in the estimated surface height for the longitudinal placement was 13.30 mm. These results are similar to the experimental results of 1.22 and 11.32 mm for the longitudinal and lateral placement, respectively. The differences may be due to the somewhat severe approximation that was used to model the surface profile of the experimental glass surface as a circular section. In addition, the actual location of the cameras, sources and reflected highlights were not exactly coplanar for the experimental analysis.
The overall results of this analysis confirm that the estimation of surface height using structured highlight stereo is sensitive to the relative surface normal estimates of the reflected highlights. Furthermore, the measurement error increases in relation to the difference in the surface orientation between the measured locations of the reflected highlights. To minimize this error it is necessary to either constrain the curvature of the objects to be measured or minimize the distance between the locations of the reflected highlights from the two cameras.
Discussion and Conclusions

Discussion
The objective of the analysis presented in this paper was to extend the analysis of the SHS technique for the measurement of specular surfaces. One potential advantage of SHS for measurement of specular surfaces is its modest computational requirements in comparison with approaches such as those proposed by Savarese and Perona 4 and Savarese et al. 6 Also, the SHS approach does not rely on mechanical translation of a reference target during inspection as for the techniques proposed by Kutulakos and Steger 9 and Bonfort et al. 10 Further, in this investigation, a more general SHS approach was analyzed than the voxel-carving approach by Bonfort and Sturm. 17 This was in response to a limitation of the voxel-carving approach, in which the relative surface measurement locations were restricted to lie within the length of a single voxel ͑which was 1 mm in the reported analysis͒. It is believed that this restriction may be difficult to achieve for many practical situations in which ͑1͒ there are a limited number of available highlights, or ͑2͒ the required measurement volume is large. For these situations, it may be more suitable to allow for a larger distance between the highlight reflection locations. In that case, it is important to understand what level of measurement accuracy may be obtained relative to the physical and instrumental parameters ͑surface curvature, number of highlights, distance between reflection locations, etc.͒, or to facilitate a correction process by deriving an analytical relationship between the various parameters.
That being said, it has been shown that it is possible to increase the accuracy of the SHS approach by reducing the separation between the reflected highlights as viewed on the object surface. To achieve this, an increased number of point sources may be used. The availability of many candidate highlights in the epipolar volume due to the presence of many sources point would help to reduce the separation between the reflection locations P 1 and P 2 . This in turn would help to reduce the error in the resulting height estimate. For a given number of sources, however, an alternative approach would be to increase the number of cameras viewing the object surface. This approach would also increase the number of reflected highlights viewed on the object surface and therefore reduce the average separation between adjacent reflection locations. Obviously, trade-offs would occur due to increases in both cost and complexity.
It may also be possible to improve the measurement accuracy of the SHS approach by using a more realistic assumption about the local surface profile than was used for the analysis presented in this paper. For instance, instead of assuming that the local surface orientation is constant ͑as in technique 2, Sec. 2.2͒, it may be assumed that the rate of change of the local surface orientation is constant, or alternatively that the local radius of curvature is constant. To evaluate the surface height for this situation, it may then be possible to utilize a number of reflected highlights from a secondary camera. An illustration of this is shown in Fig.  15 , which may be compared with the local surface diagram shown in Fig. 6 . In this case, the surface height may be estimated according to the surface location P 1 , with an it- Graves, Nagarajah, and Stoddart: Analysis of structured highlight stereo imaging…
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August 2007/Vol. 46͑8͒ 083601-10 erative approach. For instance, an initial estimate of the surface intersection locations of the secondary rays could be based on the assumption that the local surface profile at the location P 1 is planar. Given the initial estimates of the secondary intersection locations, an improved estimate of the surface normals at these locations may then be obtained, using the known location of camera 2 and secondary source locations. From the improved surface normal estimates, it would then be possible to obtain an improved estimate of the local surface profile ͑with constant rate of change of surface orientation͒ around location P 1 . This would in turn provide an improved estimate of the intersection locations of the secondary rays, and so on. This iterative process would continue until the local surface orientation was estimated to the required accuracy. Obviously, the trade-off with this approach would be an increase in computational complexity.
Conclusion
In this paper, an analysis of structured highlight stereo for the measurement of specular objects has been presented. In particular, a method for intersection finding ͑determining a set of candidate secondary highlights͒ and reflectance matching ͑evaluating which candidate highlights are consistent with surface height and orientation͒ was presented, following the original descriptions by Sanderson et al. 1 and Bonfort and Sturm. 17 Following this, an experimental investigation was undertaken to evaluate the performance of the approach for a number of specular surfaces. It was found that, for objects with flat surface profiles, the stereo approach was reasonably accurate. For objects with curved profiles, however, it was found that the accuracy of the surface height measurement was reduced and, for situations where the surface profile can be approximated as a spherical section, the height error was approximately linearly proportional to the difference in surface normal angles. This result suggests that a correction factor could be applied, based on an analytical relationship between the relevant physical and instrumental parameters. Alternatively, it has also been proposed that the assumption of flatness in the surface profile at the location of the surface measurements be relaxed, or that the density of point sources be increased, so that the distance between the intersection locations is reduced.
