Abstract-A retinal vessel segmentation method based on cellular neural networks (CNNs) is proposed. The CNN design is characterized by a virtual template expansion obtained through a multistep operation. It is based on linear space-invariant 3 3 templates and can be realized using existing chip prototypes like the ACE16K. The proposed design is capable of performing vessel segmentation within a short computation time. It was tested on a publicly available database of color images of the retina, using receiver operating characteristic curves. The simulation results show good performance comparable with that of the best existing methods.
I. INTRODUCTION
A UTOMATIC segmentation of blood vessels in retinal fundus images plays an important role in the diagnosis of several pathologies, like hypertension, diabetes, and cardiovascular disease [1] . Several morphological features of veins and arteries (e.g., diameter, length, branching angle, and tortuosity) have diagnostic relevance. Accurate vasculature segmentation is a difficult task for several reasons: the presence of noise, the low contrast between vessels and background, and the variability of vessel width, brightness, and shape. Moreover, due to the presence of lesions, exudates, and other pathological effects, the image may have large abnormal regions. Several methods have been proposed in the literature to address these problems, including matched filtering [2] , tracking methods [3] , multithreshold probing [4] , and supervised classification [5] .
One important aspect which is rarely addressed is the complexity of the algorithm and its efficient hardware implementation in order to reduce the time spent for the segmentation. One attractive paradigm for parallel real-time image processing is represented by cellular neural networks (CNNs) [6] , [7] .
To the best of our knowledge, retinal vessel extraction with CNNs has been previously proposed only in [8] , where segmentation is obtained through histogram modification, local adaptive thresholding, and morphological opening. This method presents two drawbacks. First, it relies on several design parameters: the scaling factors of local mean and variance ( and ), the neighborhood size, and the structuring element for opening. Since no guidelines are available for their settings, they must be empirically tuned. Moreover, nonlinear CNN templates are required for local estimation of the variance.
In this brief, we present a new CNN-based approach for detecting vessel pixels in color fundus images, avoiding the previously mentioned disadvantages. The effectiveness of the current approach comes from the fact that we exploit geometrical knowledge about the task to be solved whereas the method in [8] just applies generic algorithms.
The proposed method is based on the detection of linear structures through an operator introduced by Dixon and Taylor [9] . This operator, previously used in mammographic image analysis [10] , could be realized with simple CNN templates. However, our simulations showed that, to obtain state-of-the-art performance in retinal vessel segmentation, the template size must be 15 15. Thus, to simplify the physical realization of the CNN, we adopt a multistep operation with virtual template expansion. This network could reduce the segmentation time of some orders of magnitude with respect to a sequential digital realization.
The CNN operation has been simulated on a digital computer, and the corresponding performance has been evaluated on a publicly available database through receiver operating characteristic (ROC) analysis. The ROC curve shows the effectiveness of our method.
The remainder of this brief is organized as follows. In Section II, we illustrate the proposed method to detect vessel pixels. In Section III, we describe the CNN implementation. In Section IV, some simulation results are presented and compared with existing techniques for vessel segmentation. Some comments conclude this brief.
II. LINE DETECTION
Usually, in RGB nonmydriatic (i.e., without pupil dilatation) images, the green channel exhibits the best vessel/background contrast while the red and blue ones tend to be very noisy. Therefore, we work on the inverted green channel images without performing any further preprocessing. An example is shown in Fig. 1 : vessels appear brighter than the background. Gray level corresponds to black, and level corresponds to white. The proposed method is as follows. The average gray level is evaluated along lines of fixed length passing through the target pixel at different orientations. We consider 12 orientations (15 of angular resolution). The line with the largest average gray level is found: its average value is denoted by . The difference represents the line strength of the pixel [10] , where is the average gray level in the square window, centered on the pixel, with edge length equal to . As shown in Fig. 2 , if the central pixel belongs to a vessel, the winning line is aligned with the vessel itself. Otherwise we have a partial overlap and the line strength is lower. This difference allows to discriminate vessel pixels from nonvessel pixels.
In the simulations, we tested different line lengths . The best results were obtained using pixels. In our method, the square window is not oriented like the winning line, as in [10] , but it is kept fixed in order to simplify the hardware realization. For the same reason, the average line intensity is not obtained by interpolation: the gray values to be averaged are determined by rounding the coordinates of points on the ideal line (see Section III for details). The value of is compared with a threshold : only if does it correspond to a vessel pixel. The effect of the threshold will be discussed in Section IV.
III. CNN REALIZATION
The computation of the line strength is the most time consuming task of the method. In a sequential pixel-by-pixel processing of an image with pixels, the 12 line averages and the local window average must be repeated times. Moreover, for each pixel, the maximum line average must be selected. Since in usual images of the eye fundus is of the order of 300 000, the computational burden is evident. Here, we describe a design exploiting the parallel computation ability and the simple programmability properties of CNNs. We assume the usual piecewise-linear activation function of the cell:
). The cell input satisfies the constraint , for every and . For details on the dynamic equation and properties of CNNs, the reader is referred to [6] . The proposed method requires a 15 15 neighborhood. The CNN realization can be obtained using a 3 3 physical neighborhood, virtually expanded through a multistep operation [11] , [12] . In particular, a shifting approach [12] is suited to the present application. The shift template can be found in [13] . The number of processing steps depends on the template decomposition and the shifting strategy [12] .
A. Template Decomposition
To reduce the number of processing steps and the memory requirements, each line of 15 pixels is first approximated as shown in Fig. 3 . Lines with orientations , and are turned right to left. Lines with orientations , and are exact. Each line can be decomposed into five 3 3 patterns, highlighted in Fig. 3 . In each pattern, there are three pixels to be averaged. The mean gray level for each pattern can be computed by a corresponding 3 3 template. Note that some patterns are reused for different angles. Taking into account all 12 orientations, the number of required different patterns (i.e., templates) is four. They are shown in Fig. 4 . Each processing step corresponds to a linear convolution of the input image with a suitable template (using ). As an example, let us consider the leftmost and rightmost patterns in Fig. 4 . The corresponding partial outcomes are computed by using the following input templates:
(1) For each template, the time evolution is stopped after a fixed number of time constants in order to obtain an almost steadystate output value. The scaling factor , common to all templates, guarantees the operation in the linear region for each cell and in each processing step. After the last step, we have the output images , stored in distinct local analog memories (LAMs).
B. Shifting Strategy
In the second phase, the partial outcomes must be shifted to give the correct contribution to each line. The shift results are scaled by and accumulated into 12 LAMs, one for each orientation. The final result represents the correct line average since each pixel gray level is divided by 15. The scaling factor is split in order to attenuate the eventual noise arising from the grayscale shift, improving the signal-to-noise ratio.
To illustrate the shifting strategy, we consider template in (1). It is required for five lines, i.e., , and , in 21 different positions, shown in Fig. 5(a) . The central position does not require shift; thus, we must move 20 partial results to the center of the window. Now, let us consider the ten rightmost positions in Fig. 5(a) . The output image is first shifted to the NW direction by two pixels and to the west by one pixel, as shown in Fig. 5(b) . As a consequence the partial result corresponding to the angle is moved to the center and accumulated into the corresponding LAM. Further four consecutive shifts by one pixel to S, will move to the center the results useful, respectively, for the and 30 lines, as shown in Fig. 5(c) . Then, by two shifts to W and one shift to SW, we have the situation shown in Fig. 5(d) . The result corresponding to 30 is accumulated into the corresponding memory. Finally, we shift to N, in the order by one, two, two, and finally one pixel, storing the results for , and respectively. At this point, the stored image is reloaded as input to the CNN, and, in a similar way, the partial results corresponding to the leftmost ten positions in Fig. 6(a) are moved to the center and accumulated.
Hence, the total number of shift operations needed for this template is . Exactly the same operations are required for the template with the only need to swap vertical and horizontal shifts. The template is used by lines , and , in five different positions, that can be moved with a total of 12 NE and SW shifts; the same number of shifts is required with . Hence, the total number of elementary shift operations is , and the total number of steps to obtain the line averages is 92.
The average in the 15 15 square can be computed with a similar multistep operation: one linear convolution and 24 shifts of three pixels each, for a total of 73 additional steps. The maximum line average can be determined by a winner-take-all (WTA) circuit [14] , [15] . Taking into account the rather small number of inputs (twelve), the existing chips allow high speed and precision. In principle, the WTA function could be realized also using a CNN [16] even if, to the best of our knowledge, no tested prototype is available. Subtraction of and thresholding can be easily obtained using , and the bias , where is the threshold. A scheme of the proposed system is shown in Fig. 6 .
C. Circuit Implementation and Processing Speed
The proposed CNN algorithm requires only linear space-invariant 3 3 templates, so it could be implemented using one of the existing CNN chips. For example, the ACE16K chip is a 128 128 array with 7-bitaccuracy, eight analog grayscale memories per cell, and 32 stored templates [17] . The most recent version allows also the space-variant bias term required by the proposed method. 1 Fig. 7 . Vessel segmentation of the image in Fig. 1 (T = 0:05).
The proposed segmentation algorithm requires four convolutions for line approximation, eight shifting templates, and one convolution for the local average for a total of 13 templates. The required memories are five for the first phase and 13 for the second phase. Thus, to accommodate the algorithm in the ACE16K chip, only a slight LAM expansion is required. Hence, we take this chip as a reference to estimate the processing speed of the proposed method.
The total number of steps is . We assume that each processing step lasts , where is the time constant of the cell circuit. Using the value ns for linear operations [17] , we obtain 0.8 s per step.
The images usually employed in the screening of the eye fundus (like that in Fig. 1 ) must be decomposed into subimages in order to fit with the state-of-the-art CNN chips. Moreover, the subimages must overlap to avoid border effects. Using lines of 15 pixels, the overlap is seven pixels on each side and 25 subimages are required using a 128 128 array. Ignoring the convergence time of the WTA circuit and the time for I/O, we have an execution time of 25 165 0.8 s ms. This value allows real-time segmentation as an aid to ophthalmic diagnosis.
IV. EXPERIMENTAL RESULTS
The proposed system has been simulated with Matlab (the code is available on request from the authors). An example of vessel segmentation is shown in Fig. 7 , concerning the input image in Fig. 1 . To test the proposed method, we used a database of nonmydriatic color images, collected by Staal et al. [5] with the intent of comparing the performance of different segmentation methods. This database is known as Digital Retinal Images for Vessel Extraction (DRIVE), and it is publicly available. 2 It consists of 40 images (seven with pathologies) captured by a Canon CR5 3CCD camera with a 45 field of view (FOV).
The images are of size 768 584 pixels with 8 bits per color channel. The FOV in the images is circular with approximately 540 pixels in diameter. The images are compressed in JPEG format, which is a common practice in screening programs. The 40 images are divided into a training set and a test set, each containing 20 images. The test set has four images with pathology. The training set is useful to design supervised segmentation methods like [5] ; in the present study, it has not been used. All of the images were manually segmented. The images of the test set were segmented twice, resulting in a set A and a set B. In set A, 12.7% of pixels were marked as vessel, against 12.3% for set B. For the sake of comparison with supervised methods [5] , the performance is evaluated on the test set considering only pixels inside the FOV, using the segmentations of set A as the ground truth.
It is common practice to evaluate the performance of retinal vessel segmentation algorithms using ROC curves [5] . A ROC curve plots the fraction of pixels correctly classified as vessel, namely the true positive rate (TPR), versus the fraction of pixels wrongly classified as vessel, namely the false positive rate (FPR). The closer the curve approaches the top left corner, the better the performance of the system. The most frequently used performance measure extracted from the ROC curve is the value of the area under the curve (AUC), which is 1 for an ideal system. In the present method, the ROC has been traced by varying the threshold . The curve is shown in Fig. 8 . The corresponding value of AUC is given in Table I , along with the maximum accuracy corresponding to an "optimum" threshold value . An ROC analysis has been performed also for the method [8] . We considered only the first phase of the method (i.e., vessel segmentation), since the results of the following stages are not easily comparable with the existing literature. The method uses a space-variant threshold , where are local mean and variance estimations, respectively, and are scale factors. The ROC curve was traced by empirically tuning and on the dataset and varying the value . We traced the curves with neighborhood size ranging from 3 3 to 15 15. For the sake of comparison, we show the result for the same neighborhood size of the present method (15 15) , which is also the best curve we found. The curve corresponds to , and it is depicted in Fig. 8 . The values of AUC and maximum accuracy are shown in Table I , along with those of the method [5] , which is the best available technique in the literature.
V. COMMENTS AND CONCLUSION
A CNN-based retinal vessel segmentation method has been presented. It is easy to use and can be implemented using existing devices with minor changes. From the ROC curves and Table I , we can see that the proposed approach is slightly worse than that of [5] . However, this last method is very time consuming and not easy to implement in hardware. Moreover, in the present method, most false positive detections correspond to the circular borderline of the FOV (see Fig. 7 ), which is void of diagnostic relevance. With respect to [8] , the results highlight the effectiveness of the proposed technique, which gives better AUC and accuracy for the same neighborhood size.
