ABSTRACT In this paper, we deal with a class of BAM neural networks with time-varying leakage delays. By applying the exponential dichotomy of linear differential equations, fixed point theorems and differential inequality techniques, we obtain some sufficient conditions which guarantee the existence and exponential stability of almost periodic solutions for such class of BAM neural networks. An example is provided to illustrate the effectiveness of the theoretical predictions. The results obtained in this paper are completely new and complement the previously known publications.
I. INTRODUCTION
Since bidirectional associative memory (BAM) neural networks have potential application prospect in many fields such as pattern recognition, speed detection of moving objects, image processing, automatic control engineering, optimization problems and so on [1] - [4] , the investigation on the their dynamical behavior has received considerable interest in recent years. Considering that time delays are unavoidable due to the finite switching of amplifiers in practical implementation of neural networks, and the time delay may result in oscillation and instability, many authors focus on the dynamical properties of BAM neural networks with time delays. For example, Syed Ali et al. [5] focused on the passivity of memristor-based neutral-type stochastic BAM neural networks with mixed time-varying delays. By constructing a suitable Lyapunov-Krasovskii functional (LKF) with quadruple integral terms and activation function conditions, they established some delay-dependent passivity criteria in the linear matrix inequality (LMI) format, Li et al. [6] investigated the existence and global exponential stability of periodic solution of memristor-based BAM neural networks with time-varying delays. By applying the theory of set-valued
The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan. maps, functional differential inclusions and Lyapunov functional, they obtained some new testable algebraic criteria to ensure the uniqueness and global exponential stability of periodic solution of memristor-based BAM neural networks, Senthilraj et al. [7] made an detailed analysis on the delayinterval-dependent stability of neutral type BAM neural networks with successive time delay components, Wang [8] investigated the almost periodic solutions of impulsive BAM neural networks with variable delays on time scales. For more related work, we refer the reader to [9] - [18] , [33] - [51] .
Some scholars argue that a typical time delay called Leakage (or ''forgetting'') delay may exist in the negative feedback term of the neural networks system (these terms are variously known as forgetting or leakage terms) and have a great impact on the dynamics of neural networks [19] - [28] . For example, time delay in the stabilizing negative feedback term has a tendency to destabilize a system [29] , Balasubramanianm et al. [30] pointed out that the existence and uniqueness of the equilibrium point are independent of time delays and initial conditions. To the best of our knowledge, there are few papers published on the existence and exponential stability of almost periodic solutions for BAM neural networks with time-varying leakage delays. Thus the study on the almost periodic solutions for BAM neural networks with time-varying leakage delays has important VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ theoretical and practical significance. Inspired by the dicussion above, in this paper, we are to consider the following BAM neural networks with time-varying leakage delays
b ij (t)g j (y j (t −τ j (t)))
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where i = 1, 2, · · · , n, j = 1, 2, · · · , m, t ∈ R, x i (t) and y j (t) denote the potential (or voltage) of the cell i and j at time t, a i (t) and d j (t) denote the rate with which the cell i and j reset their potential to the resting state when isolate from the other cells and inputs, α i (t), β j (t), τ j (t) and ω i (t) are non-negative, they correspond to finite speed of axonal signal transmission, b ij , c ji , e ijl and s jil are the first-and second-order connection weights of the neural network, respectively, I i and J j denote the ith and the jth component of an external input source that introduce from outside the network to the cell i and j, respectively. Our main object of this article is by applying the exponential dichotomy of linear differential equations, fixed point theorems and constructing a suitable Lyapunov functional to deal with the existence and exponential stability of almost periodic solutions of system (1) . We believe that this investigation on the existence and exponential stability of almost periodic solutions of system (1) has important theoretical value and tremendous potential for application in designing neural networks.
Let R and R + denote the set of all real numbers and nonnegative real numbers, respectively. For the sake of simplification, we introduce the notations as follows:
The initial value of system (1) is given by
where δ = max{max 1≤i≤n,1≤j≤m {τ + j , ω + i }}. Throughout this paper, we assume that the following conditions are satisfied.
(
The remainder of the paper is organized as follows: in Section 2, we introduce several useful definitions and lemmas. In Section 3, some sufficient conditions which ensure the existence and a unique almost periodic solution of model (1) are established. In Section 4, we will prove that the almost periodic solution of model (1) obtained in Section 3 is exponentially stable. In Section 5, an example which illustrates the theoretical findings is given. A brief conclusion is drawn in Section 6.
II. PRELIMINARIES
In order to obtain the main result of this paper, we shall first state several lemmas which will be useful in the proving the main result.
Lemma 1 [31] , [32] : Let u : R → R n be continuous in t. u(t) is said to be almost periodic on R if for any ε, the set T (u, ε) = {σ : |u(t + σ ) − u(t)| < ε, for any t ∈ R} is relatively dense, i.e., for any ε > 0, it is possible to find a real number l = l(ε), for any interval with length l(ε), there exists a number σ = σ (ε) in this interval such that
Lemma 2 [31] , [32] : Let u(t) : R → R n is continuously differentiable in t, u(t) is almost periodic on R, then u(t) is said to be a continuously differentiable almost periodic function.
Definition 1 [31] , [32] : Let x ∈ R n and Q(t) be a n × n continuous matrix defined on R. The linear systeṁ
is said to admit an exponential dichotomy on R if there exist positive constants k, , projection P and the fundamental solution matrix X (t) of Eq. (3) satisfying |X (t)PX −1 (s)| ≤ Ke −α(t−s) for all t ≥ s and |X (t)(I − P)X −1 (s)| ≤ Ke −α(s−t) for all t ≤ s. Lemma 3 [31] , [32] : If the linear system (3) admits an exponential dichotomy, the almost periodic systeṁ
has a unique almost periodic solution x(t), and
where X (t) is the fundamental solution matrix of Eq. (3) . Lemma 4 [32] : If Q(t) is a uniformly bounded continuous n × n matrix-valued function on R and there is σ > 0 such that
,
III. EXISTENCE OF ALMOST PERIODIC SOLUTION
In this section, we will consider the existence of the almost periodic solution of system (1) .
Let χ be a constant that satisfies χ ≥ max{||φ 0 ||,
and max{max 1≤i≤n { i1 , i2 }, max 1≤i≤n { j1 , j2 }} < 1, where i = 2a
Then system (1) has a unique almost periodic solution in
Proof: It is not difficult to see that system (1) can be transformed into
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For any given φ ∈ X , we consider the following almost periodic system:
where i = 1, 2, · · · , n, j = 1, 2, · · · , m and
In view of (P4) and Lemma 4, we can conclude that the linear system
admits an exponential dichotomy on R. Thus it follows from Lemma 3 that (6) has a unique almost periodic solution, which takes the following form:
For φ ∈ , we have ||φ|| ≤ ||φ − φ 0 || + ||φ 0 || ≤ 2χ . Define a linear operator as follows:
where
are defined by (9) . In what follows, we will prove that is a contraction mapping. First we show that for any φ ∈ , we have φ ∈ . It follows from (7) that
By (10)- (12), we get
where i = 1, 2, · · · , n; j = 1, 2, · · · , m. In view of (10)- (12), we also get
According to (11)- (16), we have
which implies that φ ∈ . Next we prove that is a contraction.
It follows from (P5) that max{ max
By (3.14)-(3.18), we get || φ − φ || < ||φ −φ||, which implies that is a contraction mapping. Thus has a fixed point in . Namely, (5) has a unique almost periodic solution in . The proof of Theorem 1 is complete.
IV. EXPONENTIAL STABILITY OF ALMOST PERIODIC SOLUTION
In this section, we will discuss the exponential stability of almost periodic solution of system (1). positive constants i and ς j such that
Then the almost periodic solution of system (1) is exponentially stable. Proof:
By (1) and (23), we have
where i = 1, 2, · · · , n, j = 1, 2, · · · , m. We define continuous functions i (ς )(i = 1, 2 · · · , n) and j (ς ) (j = 1, 2, · · · , m) as follows:
Then we have
In view of the continuity of i (ς )(i = 1, 2 · · · , n) and
It follows from (25) that 
Next we prove that for t > 0 and i = 1, 2, · · · , n, j = 1, 2, · · · , m,
If (29) does not hold true, then there exist i ∈ {1, 2, · · · , n}, j ∈ {1, 2, · · · , m} and a first time t * > 0 such that one of the following cases ( (30)- (37)) is satisfied.
If (30) holds, then according to (P1)-(P3), (26) and (27), we have
which is a contradiction. Thus (30) holds true. If (31) holds, then according to (P1)-(P3), (26) and (27), we have
which is also a contradiction, thus (31) does not hold true.
In a similar way, we can also prove that (32)-(37) do not hold true. Then we have
Therefore the almost periodic solution of system (1) 
V. EXAMPLES
Consider the following system:
where It is easy to check that all the conditions in Theorem 2 are satisfied. Then we can conclude that system (41) has exactly one almost periodic solution which is exponentially stable. This results are shown in Figure 1 .
VI. CONCLUSION
In the present paper, we consider a class of BAM neural networks with time-varying leakage delays. With the aid of the exponential dichotomy of linear differential equations, fixed point theorems and differential inequality techniques, some sufficient conditions are derived to ensure the existence and exponential stability of almost periodic solutions for such class of BAM neural networks. Numerical simulations illustrate the derived analytical results. The obtained results show that under some suitable conditions, BAM neural networks can display sustainable almost periodic fluctuations.
In real life, we know that the artificial neural networks can successfully controls the activities of the real nervous system. From the almost periodic fluctuation behavior, we can diagnose disease in medical science. These almost periodic fluctuations of neural networks can help us process visual information. In addition, the almost periodic phenomenon can also be applied to artificial intelligence to serve human beings. The results obtained in this paper are completely new and complement the previously known publications and the research approach of this paper can help us handle numerous other neural networks.
