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Abstract
The design and experimental realization of "metamaterials" in the past decade has opened
up new venues to obtain artificial materials with exotic properties that are desirable but not
commonly encountered in the nature. Optical metamaterials have shown great potentials in
applications such as optoelectronics, subwavelength imaging, and optical information
processing etc. The invisibility effect, or "cloaking effect", is one of the most striking
demonstrations of the unprecedented ability of manipulating light provided by optical
metamaterials. As a natural extension, the cloaking effect of acoustic waves and quantum
matter waves has also been discussed recently. Currently the main strategy of designing
"cloaks" is the so-called transformation optics, and the resulting continuous distribution of
material properties, such as the refractive index for optical metamaterials, the effective mass
and the potential profile for matter-wave metamaterials, requires the artificial structures be
much smaller than the wavelength of corresponding waves. In this thesis, the strategy of
cloaking artificial scattering centers from conducting electrons in solids is discussed
theoretically. The wavelength of conducting electrons in solids is of the order of a few
nanometers, rendering the transformation optics technique impractical in this circumstance.
Instead, a method based on the expansion of partial waves, analogous to the Mie theory for
electromagnetic waves, is proposed. As an example, the design of "invisible" core-shell
nanoparticles is demonstrated, and its application in thermoelectrics is discussed, where it is
shown a simultaneous enhancement of the Seebeck coefficient and the electrical
conductivity can be achieved. The corresponding formalism in 2D (both normal 2D electron
gas system and graphene) is also derived, based on which novel electronic switches and
filters can be constructed using properly designed gates to achieve desired potential profiles.
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Chapter 1 Introduction
Material characteristics are usually described using macroscopic properties, representing the
(averaged) collective response of a large amount of constituent atoms, ions or molecules to
certain external stimuli, such as incident electromagnetic field, mechanical stress or pressure, etc.
This macroscopic view drastically simplifies the procedure needed to describe and understand
the material properties, but only applies when certain requirements are met, the most important
of which is that the length scale of the material's structure be much smaller than that of the
external stimuli, for instance, the wavelength of the incident electromagnetic wave [1], thus the
external stimuli would only "feel" the averaged collective response and ignore the details of the
much smaller underlying structure.
Thanks to advances in microfabrication techniques over the past decades, nowadays the
manipulation and manufacturing of fine structures on the length scale as small as nanometers
(and even smaller) can be carried out routinely, which renders it possible to make artificial
subwavelength structures to either mimic the properties of specific natural materials or obtain
novel materials with exotic properties that cannot be found in nature. The former has been
demonstrated remarkably by the invention of photonic crystals [2], where a periodic
configuration of dielectrics can give rise to optical properties that are analogous to those of the
electron states in crystalline solids, the most prominent one being the optical band-gaps. Properly
designed 1D, 2D and 3D photonic crystals exhibit great optical properties and have found wide
applications as novel waveguides, resonant cavities, and high-performance surface structures for
enhancing/reducing absorption or reflection, etc. [3]. Microfabricated metal structures can
provide smaller-than-unity and even negative macroscopic dielectric constant, leading to
artificially controlled plasmonic behavior [4]. Artificial magnetism can be generated using
microfabricated structures, including structures with a negative effective magnetic permeability.
These artificial structures led to the field of metamaterials [5], especially electromagnetic
metamaterials with exotic properties such as negative refractive index, subwavelength imaging
and so on. Among a variety of demonstrations, the optical cloaking effect, where a physical
11
object can be concealed completely from incident electromagnetic radiation, is especially
striking and thus referred to as "the ultimate optical illusion" [6].
This thesis discusses the possibility of applying the concept of cloaking to the electron transport.
On one hand, this is a natural extension since electrons essentially behave like waves described
by the Schr6dinger equation (or Dirac equation in relativistic cases). On the other hand, however,
there are crucial differences that make the extension nontrivial. First of all, the wavelengths of
electrons are much smaller than that of visible light, which set a very critical condition for the
design to be practical. Second, another important length scale, namely the electron mean free
path, will come into play since the wave behavior of electrons only manifests itself significantly
in the ballistic regime. As the semiconductor industry keeps scaling down the size of their
devices, the ballistic transport of electrons is inevitably becoming more and more important,
which may set the stage for potential applications of "electronic metamaterials".
Conduction electrons in a semiconductor have typical energy of few kBT (tens of meV) and
wavelength of 0.1 to 10 nm. The question that this thesis will address is whether it is possible to
use the freedom of design to create scattering centers inside electronic devices that do not scatter
conducting electrons of a specific energy range, and if so, how tunable the energy range and the
on-off scattering ratio could be. Such possibility allows the realization of novel filtering and
switching devices and has potential applications in quantum information storage, processing and
communication, and in situations where a strongly energy-dependent electronic scattering is
desirable, such as in thermoelectrics [7]. Moreover, if one can combine the "cloaked" scattering
centers and the carrier resources [8], i.e. cloaking the carrier-donating centers in the relevant
energy range, one can improve the carrier mobility significantly and design new materials for
semiconductor devices such as transistors and diodes where high carrier mobility is desired.
In the following sections, techniques people proposed to design metamaterials will be reviewed.
Some of the techniques have been used to design "cloaks" for matter waves, which, however, is
not practical as will be discussed later. Emphasis would be laid on a Mie-theory based technique,
an analogous approach of which will be taken in this thesis to design practical electron cloaks in
solids.
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1.1 Conformal Mapping
One way to design optical metamaterials in 2D structures at the short-wavelength limit (assume
the wavelength of light is much smaller than the material structure, also known as the "scalar
wave limit") is by conformal mapping. Conformal mapping [9] is an elegant technique that has
been used in diverse areas like electrostatics, heat transfer and fluid mechanics, etc. A conformal
mapping is a mapping between two 2D coordinate systems defined by an arbitrary analytic
complex function
w(u, v) =f (z(x, y)), (4.1)
where (u, v) and (x,y) are coordinates on the two coordinate systems. The analyticity of the
complex function guarantees the angles between coordinate lines are conserved under the
transformation, which indicates that if (x, y) is an orthogonal coordinate system, so will (u, v)
be. Consider a general Helmholtz equation in 2D, which usually results from the separation of
the time variable from a time-invariant wave equation
(V2 + k 2P (x, y) = 0 (4.2)
where k is the general wave number that depends on the distribution of material properties on
the (x,y) plane. Under a conformal mapping to a new coordinate system (u,v), the Laplacian
operator becomes
2 2 2 2 21 , 2 dw2 a2 +2 dw2 2
ax 2  2 ) 2 2 d au 8v dz "
ax + ax + ay a av Z a2~ a2) z ui (43
au av au av
where the Cauchy-Riemann conditions = and =- for analyticity are applied. If one
ax ay ay ax
defines a new "effective" wave number k' in (u,v) plane as
dV 2k' dw (4.4)
dz
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one ends up with the Helmholtz equation in the (u,v) plane with the same form as that in (x,y)
plane:
(VU +k'2 )I (u,v) = 0 (4.5)
Thus if one can solve (4.5) in (u,v) plane, the solutions in (x,y) plane can be obtained easily
following the coordinate transformation
p (x, y)= p(u(x,y),v(x, y)) (4.6)
In this way, a coordinate transformation (4.1), which is only of geometrical concern, is converted
into a mapping between the material properties (4.4) in the two coordinate systems, a fact that
can be used to design the distribution of material properties to obtain desirable wave solutions.
1.1.1 Optical Conformal Mapping
U. Leonhardt applied the technique of conformal mapping to designing a 2D optical cloak [6]. In
the regime where the scalar wave approximation is valid, namely when the physical size of the
optical element is much larger than the wavelength of the incident light (qualitatively, it means
the refractive index distribution n(x,y) does not change a lot over one wavelength) while the
size of the constituent structure is still much smaller than the wavelength as discussed before, the
full vectorial Maxwell's equations can be well approximated by a scalar wave equation [10],
which reduces to the Helmholz equation (4.2) after the separation of the time variable, with the
wave number being
2
k X 22 (4.7)
where n (x,y) is the distribution of the effective refractive index, o the frequency of the
incident light and c the speed of light in vacuum. Following the general idea, the refractive
index distribution on (u, v) plane is related to that on (x, y) plane through (4.4) as
n'(u, v) = n(x, y / w(4.8)dz
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Thus if one specifies n'(u,v) = 1 everywhere on the (u,v) plane, the solutions of (4.5) are just
plane-waves with the wavenumber k', which suggests the inverse-transformed waves (4.6)
would be solutions to the original equation (4.2) on (x,y) plane with the refractive index
distribution n(x,y) given by (4.8). In this fashion, one can transform plane waves into any
desirable waves and design the corresponding refractive index distribution that gives exactly the
desirable waves as the solutions to the Helmholtz equation on (x, y) plane.
In his paper [6], Leonhardt picked a conformal mapping that transforms the plane waves incident
horizontally (along the x direction in Fig. 1-1) into waves that "go around" a circular area,
which can be visualized by ray tracing since it is in the geometrical optics regime. The mapping
is given by
2
w = z + - (4.9)
z
where a is the radius of the circle. This mapping is visualized in Fig. 1-1.
It is observed that the plane waves propagating along the horizontal direction (x-direction)
following the uniform grid lines on (u, v) plane correspond to the waves on (x, y) plane "going
around" the circular region. Thus this mapping gives the index distribution outside of the circle
as
dw a 2 2 _Y2 4 2 2
n(x,y)=n'(u,v) d - 1 (X2- +Y2) 2 + a 4 for x2 +y > a2  (4.10)
dz (x2+y2 )2+y
For other incident angles, however, the light ray would hit the branch cut on (u, v) plane (the red
lines in Fig. 1-1, for instance) and enter the second Riemann sheet. To make it "turn back" and
return to the original path in the first Riemann sheet, namely go around the circular region too on
(x,y) plane, the index distribution on the second Riemann sheet is chosen to be that of an Eaton
lens, which is analogous to a Kepler potential that gives a close orbit:
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n'2 ro (4.11)
where w, is one end of the branch cut and r is an arbitrary parameter that satisfies
r a 2|w2 - w, I to avoid total internal reflection on the circular boundary. Combining (4.11) and
(4.8) gives the required index distribution on the inner region of the circle on (x, y) plane. The
resulting index distribution and the ray-tracing result are showed in Fig. 1-2.
X
Figure 1-1 Schematic of the conformal mapping used by Leonhardt to design the optical cloak.
The warped grid on (x,y) plane is mapped into a uniform grid on (u,v) plane. The boundary of
the circle (bold black line) transforms to a branch cut (bold wavy line) that connects two
Riemann sheets, which correspond to the inner and outer regions of the circle on (x,y) plane,
respectively. Figure adapted from Ref. [6].
As expected, the incident rays, regardless of the incident angle, would go around the cloaked
region and return to follow the original path. As Leonhardt mentioned in his paper [6], this
method is not only limited to electromagnetic waves, but also applies to other wave equations,
including quantum matter waves. A similar derivation of the cloaking scheme of matter waves
based on the conformal mapping is given in the next section.
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On-axis Incident
(b)
off-axis Incident
10r
4S
-0~
(c)
Figure 1-2 (a) Refractive index distribution of the optical cloak from conformal mapping; (b)
The ray tracing result for on-axis incident rays; (c) The ray tracing result for off-axis incident
rays. Results reproduced by the author based on Ref. [6].
1.1.2 Conformal Mapping for Electrons
A 2D time-independent Schr6dinger equation with effective mass distribution m(x,y) and
potential distribution V (x, y) can be written in the form of (4.2) with
2 2m(x,y)(E-V(x,y)1
h2 (4.12)
where E is the electron energy. Comparing to the optical counterpart, there are two adjustable
properties (effective mass and potential) rather than one (refractive index). Assume a uniform
effective mass distribution, the transformation relation between the potentials on (x,y)and
17
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(u,v) plane can be found following (4.4) given the same conformal mapping as in the optical
case:
E-V'(u,v)= [E - V (x, y)] d 2 (4.13)
dz
To obtain plane wave solutions on the (u,v)plane, V'(u,v) is chosen to be constantly zero
everywhere. Thus the potential distribution V (x, y) outside of the cloaking region can be solved
as
dw 2 2a2 + _
2 )- a4
V(x,y)= 1- d E= 2 E (4.14)
This potential profile is visualized in Fig. 1-3, where E = 10me V.
To cloak electrons from other directions, a Kepler potential profile on the second Riemann sheet
can be used directly as an analogy to the Leonhardt cloak mentioned above. The details are left
out here because the resulting complicated potential profile inside the cloaking region makes it
very hard to realize and thus irrelevant to the purpose of this thesis.
1.2 Transformation Optics
Despite being an elegant and intuitive technique, the conformal mapping only gives solutions of
optical cloaks in 2D, and is limited to the regime where the scalar wave approximation is valid.
Starting from a similar idea, Pendry et al. [11] proposed a new technique called "transformation
optics" to design optical metamaterials, including cloaks, utilizing the fact that a coordinate
transformation in Maxwell equations is equivalent to a mapping between the distributions of
material properties in the two coordinate spaces [12]. In other words, if one writes the same
Maxwell equations in different coordinate systems, the form of the Maxwell equations is not
changed, i.e. one is still solving "Maxwell equations", just with different material property
distributions, which depends purely on the coordinate transformation. Given the Maxwell
equations (without sources and assuming time-independent material properties) on the original
Cartesian coordinate system (x, y,z) :
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aHV x E = -ppeo a
at
a EVxH = ese A
at
(4.15)
(4.16)
where u(x,y, z) and e (x,y, z) are the material property distributions. Suppose we transform
the equations (4.15) and (4.16) onto a new coordinate system (u, v, w), and the transformation is
given by functions u (x, y,z), v(x,y, z)and w(x,y,z). For simplicity, assume the new
coordinate system is also orthogonal (the general result is given in Ref. [11] and [12]). Denote
the unit vectors along u , v and w axis by eu , ev and e,, , thus the vector fields in the new
coordinate system become E =(Eu, E, E) and H =(H, H, H) , where E =E e ,etc.
0.01
00
X0
-0DW
-100 4_0
0
100
Figure 1-3 Visualization of the potential profile that cloaks the incident electrons along x
direction. The two "hills" compel the in-going electrons to go around and "fall into" the two
"wells" and bypass the cloaking region.
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Consider the length of a line element
ds 2 = dx2 +dy 2 +dz2 = QUdu2 + Q~dv2 + QWdw 2
where Q = (ax 2 , 2 (az 2
+ + -u
etc., are the Lame coefficients of the transformation. The
cross terms vanish here because (u, v, w) is orthogonal. The length of a line element along
certain coordinate axis is hence given by dsu = Qdu etc., where Q, = Q . To see what V x E
transforms into in the new coordinate system, a trick is played here applying Stoke's theorem to
a path integration around a differential volume element shown in Fig. 1-4. The path integration
reads:
E -(Qudueu ) + E -(Qdue ) - E -(Qdve) =
* Qvdudv 
- " Qududv
au av
And the Stoke's Theorem connects the path integration with the surface integration of the curl:
(V, x E)- eQuduQdv = v Qdudv - Eu Qududvau av (4.19)
Thus
(V, x E)- eQUQ, = aQ,au " Qav = (V x E)- ew,
where E is the renormalized electric field in (u, v, w) that is defined as = QE etc. It is
known from the original Maxwell equation:
aH aii
V.xE-e, = (Vx, x E) -e,QuQ, = -ppoQuQv -BH =_yy - *e,VUVW X Eat at (4.21)
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(4.17)
(4.18)
(4.20)
+ -E du 
-(Q,v)
au
where H is the renormalized magnetic field defined as H, = QuH. etc., and /f = QQ P is
one component of an "effective permeability" in (u, v, w). It is recognized Eq. (4.21) is just the
w component of an equation on (u, v, w) with the same form as Eq. (4.15). The other equation
can be deduced similarly considering the symmetry between the electric and magnetic fields.
Q~dwe~
Figure 1-4 The integration path for calculating the transformed form of the curl of E .
This way, (4.21) indicates that the transformed equations are still in the form of Maxwell
equations, just with the transformed renormalized fields as the unknowns and with the original
permittivity and permeability replaced by the effective ones defined as tensors:
,71=
0
0 "
o 0
0
0
QQ
Pi, c=
Q"Q" 0
0 Q -Q
0 0
0
0
QW
eF (4.22)
Here Q,, Q, and Q, are defined in terms of the Lame coefficients and only depend on the
transformation itself. Now suppose that one sets up Maxwell equations with C = = 1
everywhere, then the solutions are just plane waves. If we know the desirable solutions (say,
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waves "going around" a sphere), a coordinate transformation that converts the plane waves into
the desirable solutions can be figured out in principle. Then given the coordinate transformation,
the permittivity and permeability distribution leading to the desirable solutions is given by Eq.
(4.22). Pendry et al. showed in their paper [11] that a perfect 3D optical cloak can be designed in
this fashion. Zhang et al. [13] extended the technique of transformation optics to design cloaks
for quantum matter waves, which will be reviewed in the next section.
1.2.1 Transformation Optics for Nonrelativistic Electrons
The position-dependent effective mass Schr6dinger equation has been widely applied to
investigating electron transport in semiconductor heterostructures [14]. The full form with
inhomogeneous and anisotropic effective mass (tensor) is written as
V - i-Vp +Vp = EW (4.23)
2
It is worth noting that it is the degree of freedom given by the effective mass tensor that enables
the transformation optics scheme to be utilizable to the Schr6dinger equation since the scalar
potential alone cannot provide anisotropic material properties. Now that the wavefunction ip is a
scalar, the equation form after the coordinate transformation is easier to obtain. Consider the
same coordinate transformation as that in the last section, from (x, y, z) to (u, v, w). The gradient
of ?p is given in the new coordinate system as [15]:
V I -aV e + I e + e = Q V (4.24)Q au Q, av Q, aw
Q, 0 0
where Q = 0 Q, 0 is the matrix of Lame coefficients. Similarly, from [15]:
0 0 Q
VZ -(i(-V',vp) = Vx - ' = det( Q * (det ( )n-- 1V) (4.25)
So if one defines an "effective" effective mass tensor and an "effective" potential as
22
in= , V'= E + det (Q)(V - E) (4.26)
det (0)
the new equation with the coordinates (u,v, w)then reads:
hV -in-*' V 4 +V'p = EV (4.27)
2
which is in exactly the same form as the original effective mass Schr6dinger equation. Eq. (4.26)
then can be used to design cloaks for quantum matter waves. Suppose one is given a uniform
medium with effective mass m = m0Z ( m is a constant) and V = 0 everywhere, then the
solutions of the Schrddinger equation are plane waves. Now if one wants to conceal a spherical
region with radius R, with the "cloak" being a shell with the inner radius R, and outer radius R2 ,
one can think of a coordinate transformation that maps the region with r < R2 into the region
with R, <r < R2(or more intuitively, "stretch a hole" with radius R, in the original uniform
medium). This way the plane waves originally flowing through the r < R, region would now be
"squeezed" into the RI < r < R2 region, thus the r < R, region would be completely shielded
from the incident matter waves. One simplest coordinate transformation is given by a pure linear
radial scaling:
r R 2  r 6'=, #5'=#r (4.28)
R2
Given the coordinate transformation, the wanted effective mass and potential can be calculated
using Eq. (4.26). Based on the same technique, D. Lin applied the transformation optics to the
Dirac equation and extended the cloaking scheme to relativistic spin-1/2 particles in both 3D and
2D cases [16][17].
1.2.2 Limitations
Transformation optics exploits the geometrical characteristics of the Maxwell equations (and
Schr6dinger equation and Dirac equation as mentioned in the last section, and even heat equation
recently [18]), and provides elegant solutions for desirable optical properties. However, the
23
resulting material properties are usually highly inhomogenous and anisotropic, requiring delicate
fabrication techniques in a subwavelength scale, which is not easy even for electromagnetic
radiation in microwave [19] and visible light regime [20], let alone for electrons in solids with
much shorter wavelengths. People have proposed approximation techniques to mimic the actual
material properties with multiple layers of isotropic and homogeneous materials (for instance, in
Ref. [18] and [21]), but even those approximated structures are hard to make for practical
applications regarding electrons. Alternative methods are necessary to design electron cloaks.
1.3 Mie Theory Based Scattering Cross Section Minimization
Another approach to designing optical cloaks looks at the scattering properties of
electromagnetic waves against spherical dielectric or metallic structures. Alu et al. [22] proposed
to minimize the scattering cross section of a spherical scatterer "seen" by incident
electromagnetic waves via optimizing the material properties of the scatterer. This scheme only
works when the scatterer size is smaller or comparable with the wavelength of the incident light
and is imperfect in the sense that a residual scattering cross section is inevitable, but with an
important advantage over the transformation optics, namely, the designed cloaking shell is
homogeneous and isotropic, and a double-layer core-shell structure is sufficient to achieve near-
perfect cloaking for small scatterers with negligible residual cross section.
Mie theory is the mathematical tool commonly used to predict the elastic scattering amplitude of
electromagnetic waves off a spherically symmetrical scattering center. The basic idea is to solve
the Maxwell equations inside and around the scattering center, and expand the solution into a
summation of a series of spherical harmonics (thanks to the spherical symmetry of the problem)
with complex amplitudes. Then the scattering boundary condition is enforced: the solution
should asymptotically approach a combination of the incident plane wave and the scattered
spherical wave with certain amplitude at infinity (far away from the scatterer). This boundary-
matching gives information of the amplitude of the scattered spherical wave, which in turn
relates to the scattering cross section that is the effective cross section "seen" by the incident
radiation. The typical relation between the total scattering cross section and the complex
amplitudes of the spherical harmonics is given as
24
to,= (2n+1) cETE (4.29)
where k is the wavenumber of the incident plane wave and cTE and cTM are complex
amplitudes of the spherical harmonics with TE and TM polarizations respectively. When the
physical size of the scattering center is very small compared to the wavelength, only the lowest
order electric dipole term c[M will contribute to the summation. Thus a combination of
reasonably chosen parameters of a dielectric (or metallic) cover shell that makes cM vanish
could reduce the total scattering cross section drastically to nearly zero. Along this approach, Alii
et al. also demonstrated with more degrees of freedom of design (adjusting both electrical and
magnetic properties, and using multilayered structures, for example), the lowest order electric
and magnetic dipole terms can vanish at the same time [23], a collection of particles can be
cloaked [24] and also transparency at multiple frequencies can be achieved [25]. This approach
sheds light on practical electron cloaks for the resulting isotropic and homogeneous material
properties. This thesis works on an analogous formulation, the partial wave analysis for matter
waves, to design nanoparticles with practical properties that are "invisible" to conducting
electrons in solids.
1.4 Organization of Thesis
Chapter 2 of this thesis focuses on designing 3D practical electron cloaks. The formalism of the
partial wave analysis is reviewed, and the methodology of designing invisible nanoparticles is
derived and demonstrated. Chapter 3 describes a possible application of the invisible
nanoparticles in making better thermoelectrics. Chapter 4 extends the formulation to 2D. The
partial wave formalism in 2D is derived and the 2D electron cloaks are demonstrated. A partial
wave formalism for 2D Dirac electrons in graphene is also derived and isotropic and energy-
selective (thus distinguished from ordinary Klein tunneling) electron cloaks on graphene are
demonstrated. Chapter 5 summarizes the basic idea and conclusions of this thesis. Possible
further applications are proposed and future work also discussed in this last chapter.
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Chapter 2 Practical Electron Cloaking in 3D
2.1 Partial Wave Formalism in 3D
Partial wave formalism [26] is a classical way of predicting scattering properties of matter waves
off spherically symmetric scattering potentials. This method applies to any spherically
symmetrical and short-range (quantitatively this means rV(r) 0, which guarantees the
radial part of the scattering states would approach an outgoing spherical wave
asymptotically [26]). Thus the only effect of the scattering potential on the scattered states is to
introduce a "phase shift" at r -- +o . The information of the scattering cross sections can be
deduced based on the phase shifts. Assume the incident plane wave propagates along z axis and
hits the scatterer. The scattered wave approaches a spherical wave asymptotically when going far
away from the scatterer with an angle-dependent amplitude. Hence the wavefunction at places
far away from the scatterer should take a general form as
pr.,,) =A e" i+ f (0,#)e (5.1)
where A is a normalization constant and f (0,#) is the angular scattering amplitude. Given Eq.
(5.1), the incident particle flux (in the unit of number per area)
2 hk
Jn=|A -2 (5.2)
m
where 2 is the unit vector along z direction. Similarly the particle flux associated with the
scattered wave can be calculated as
|Al2_2 hki2
Jout 2 - (5.3)
r m
Thus the number of particles scattered into a differential solid angle dQ at certain direction
(0,#0) is
Pu, (, )=J , |r2dQ =A|2 f(,)2 dQ (5.4)
m
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The differential scattering cross section o(Q)dQ is defined as the ratio of the number of
particles scattered into a differential solid angle at certain direction per unit time to the incident
particle flux (hence in the unit of area). Thus in this case the differential scattering cross section
is given by
o (Q) dQ = " = I f (6,#)1' dQ (5.5)
The total scattering cross section o, (defined as the total number of scattered particles per unit
time) can be found by integrating o((Q)d2 over all the directions. For a spherically
symmetrical potential (or a cylindrically symmetrical potential around the incident axis), the
scattering event is not # -dependent. Thus
tot = 2:r f (O)l | sin dO (5.6)
Then the next step is to find the scattering amplitude f (0) given the scattering potential. First
consider the Schr6dinger equation in spherical coordinates without any scattering potential. Due
to the cylindrical symmetry of the problem around the incident axis, the general form of the
eigenstates can be expanded in a series form:
?p (r, 1)= cR, (r) P(Cos 0) (5.7)
where R, (r) is the radial part of the wavefunction to be determined, P is the associated
Legendre polynomial of order 1, and the constant c, is the expansion coefficient. Plugging Eq.
(5.7) into the Schr6dinger equation results in the radial equation
h d+-- R, (r+ (1+Ih R, (r) =ER,(r (5.8)
2m dr2 r dr 2mr 2
The solutions for the radial equation without potential are found to be any linear combination of
spherical Bessel functions j, (kr)and n, (kr). Given the boundary condition that R, (r) must be
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finite at the origin, n, (kr) terms are discarded since they diverge at the origin. Thus the general
solution without potential is in the form
S(r, 0)= cj, (kr) P(cos 0) (5.9)
Given the limit behavior j, (kr) r** > sin kr - -l , it is seen that each term in the
kr 2
summation of Eq. (5.9) (called a "partial wave") would indeed approach a spherical wave with
angle-dependent amplitude at infinity. Suppose a scattering potential is now turned on and
assume it is a finite-range potential for simplicity, which means V (r) = 0 beyond certain cut-off
radius r Then outside of the cut-off radius, the radial Schr6dinger equation takes exactly the
same form as that in vacuum, with again the solutions being linear combinations of spherical
Bessel functions. This time, however, the n, (kr) terms remain because now the origin is
excluded from the solution domain. Therefore the general solution outside of the cut-off radius
would take the form
1out (r ,0)= (aj, ( kr) + bn, ( kr) } P (cos 0 ) (5.10)
where a, and b, are constants that can be found by enforcing the proper boundary conditions at
r = , The limit behavior now becomes
1 1 t l 1 ~
aj, (kr)+bin, (kr) -~* --r a, sin kr -- 7r -b, cos kr -1
kr 2 2 (.1
-' (5.11)
cl 1
=-!sin kr -- r+oikr 2
where cl = a + b and 61 = arctan(b' is called the phase shift for the /th partial wave. Eq.
a,
(5.11) indicates that the only effect of a finite-range scattering potential on the limit behavior of
the wavefunction is to "shift" each partial wave with certain amount of phase 6, . Thus it is
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speculated that the scattering amplitude f (8) should uniquely depend on the phase shifts, which
can be confirmed by matching Eq. (5.11) with the scattering boundary condition (5.1). Given the
expansion of a plane wave into spherical waves:
+00 +00
e e (21l+ 1) i'j1 (kr) P, (Cos0)- ~-*(21 +1)i -sin kr - I 1 (cos6)2)
Thus the boundary-matching gives
P, (Cos0) + ei""r
r
+0=
1-0
+ 1)i'c' Isin kr -
1
where c, +1) c, for convenience. By writing sine functions as combined exponentials
(incoming wave e-"" and outgoing wave eikr) and matching the coefficients of both incoming
and outgoing waves, following relations can be obtained:
c,' = e'6' (5.14)
(5.15)f (8)= (22ik
based on which the total cross section can be found as
tot =2.x f(0) 2 sinOdo
0
0
2)
Given the orthogonality relation for associated Legendre polynomials:
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+2
1(21+ 1) i siny
(5.12)
kr - 2
(5.13)
(5.16)
sin OdO
I x + 0 P, (Cos 0)
+1)(ei26' - 1 ) , eos 0 )
fP,n(X)In(x)dx= 2n2+1 (5.17)
Eq. (5.16) can be simplified to
tot = 2  (2l+1)sin2 o (5.18)
As expected, the phase shifts of all the partial waves contribute to the total scattering cross
section. This result can be understood in an intuitive way: the scattering potential "pulls in" or
"pushes out" each partial wave by a different amount, and thus the interference pattern from the
superposition of all the partial waves is varied from the unperturbed plane wave. The fact that the
partial waves are periodic functions provides a hint for obtaining scattering minima: if the phase
of a partial wave is changed by a multiple of r, the partial wave would look exactly the same as
the unperturbed one, thus not contributing to the scattering cross section at all, which can also be
confirmed mathematically from Eq. (5.18). This observation serves as the core idea for the
cloaking scheme that would be described in the next section.
To find the phase shifts, the radial Schr6dinger equation with the scattering potential is solved
within the cut-off radius first either by analytic methods for simple cases or by numerical ways
for more general cases. Then the continuity of both wavefunctions and the probability flux at the
cut-off radius is enforced [14]. Denote the logarithmic derivative of the 1 th partial wave right
R'
outside of the cut-off radius as y,= l' ,then given Eq. (5.11), the phase shifts can be solved
R,
as
1= arctan ( f (kr ) 111 (kr,) (5.19)
kn|{ kr,- y~n, ( k,,
For any given finite-range scattering potential, Eqs. (5.18) and (5.19) can be used to predict the
total elastic scattering cross section at a specific energy, after the radial Schr6dinger equation has
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been solved within the potential range. In the next section, the partial wave formulation derived
in this section would be used to design "invisible" nanoparticles.
2.2 Designing 3D Electron Cloaks
Eq. (5.18) provides the hint for selecting proper material properties to reduce the total scattering
cross section. In principle, all the partial waves contribute to the total cross section. In practice,
however, the phase shifts of higher order partial waves are negligibly small and the summation in
Eq. (5.18) converges fast. A general rule of thumb [26] is that the summation converges for
angular momentum 1 > ka, where k is the wave number and a is the radius of the nanoparticle,
namely, the cut-off radius, indicating that only the lowest few partial waves need to be taken into
account when ka is small. In semiconductors, the carriers that contribute the most to transport
usually reside slightly above the bottom of the conduction band (or below the top of the valence
band, as holes). As an estimation, a combination of typical values of the parameters, i.e. energy
E =10meV, effective mass m = 1, radius of the nanoparticle a = 2nm , gives ka ~1 . Thus for
practical purposes, nearly zero scattering can be achieved by adjusting parameters to make the
cross sections of only 0 th and Ist order partial waves vanish at the same time.
As discussed in the previous section, for the scattering cross section of a certain partial wave to
be zero, the phase shift of the partial wave must be a multiple of Z, as can be seen from Eq.
(5.18). For simplicity and practicality, only uniform potential wells and barriers would be
considered, with which the radial Schr6dinger equation can be solved analytically. The first thing
to notice is that the uniform potential wells and barriers play opposite roles in shifting the phase
of the partial waves [26], as shown in Fig. 2-1.
A potential well tends to "pull in" the partial wave or give a negative phase shift, while a barrier
does the opposite, and both have a stronger effect on the lower order partial waves than the
higher order ones. It is relatively easy to achieve zero cross section for only one partial wave
even with a single potential well [26], but it is nontrivial to have a few of partial waves with zero
scattering at the same energy. With a single potential well (barrier), the 0th order partial wave
tends to pick up a more negative (positive) phase shift than the 1st order one, and the depth
(height) required to give rise to a phase difference of z between the two is usually so large that
the higher order contributions need to be included. Thus it is extremely difficult, if ever possible,
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to realize the electron cloak with a single uniform potential well (barrier). Obviously more
degrees of freedom are needed, and a natural next step is to consider the combination of two
potential barriers/wells.
(a) V__0
- - V=-0.02eV
- - - - V=-0.04eV
1=0
1
Vj potential well
(b) V=0
- - V=0.02eV
-- - - V=0.04eV
1=0
potential barrier
Figure 2-1 Effects of potential wells and barriers on the partial waves. (a) illustrates the "pulling-
in" effect of a well on the 0th andst order partial wave; (b) illustrates the "pushing-out" effect of
a barrier on the 0 th and 1" order partial wave.
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Figure 2-2 (a) Conceptual illustration of the core-shell nanoparticle. V, is the height of the core
potential and V2 the depth of the shell potential. (b) Combinations of V, and V2 that make the
phase shift of the 0 th and st partial wave equal to zero respectively. The two curves do not
intersect, thus there is no common solution. (c) Combinations of V, and V2 that make the phase
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shift of the 0 th and 1st partial wave equal to z respectively. The two curves intersect at
V = 3.589eVand V2 = -0.671eV. In this case m, = M2 = mo =1, and a = 2nm, a, = 0.5a = Inm.
Consider a core-shell structured nanoparticle, modeled as a two-step potential barrier (well) as
shown in Fig. 2-2(a). Suppose the core is chosen to be a barrier, with height V (> E ), and
effective mass min, and the shell to be a well, with depth V and effective mass M2 .
First we solve the radial Schr6dinger equation inside the core-shell structure. Since the potential
profile is simply piecewise constant, the solutions are linear combinations of spherical Bessel
functions of the first and second kind with different wave vectors characterized by the potential
and effective mass. Inside the core, the solution is chosen as W, (r)= j, (ar), for r s a,, where
a = 2(E- is the wave vector with m being the effective mass of the core and V, the
h21
potential, ac is the radius of the core, and the spherical Bessel function of the second kind
n, (kr) is dropped here to guarantee the wavefunction be finite at the origin. The solution in the
shell region can be written as W1 2 (r)= Aj, (3r)+Bn,(pir) for a, s r:s a, where A and B are
coefficients to be determined and p6 = 2m 2 (E V with similar notions of effective mass andh2
potential in the shell. If the wave vectors become pure imaginary, as is the case when E is
smaller than the potential barrier, the solutions are modified spherical Bessel functions, or
spherical Bessel functions with imaginary arguments. The subsequent expressions are still valid
with imaginary wave vectors. Considering the discontinuity of effective mass at r = ac, the usual
boundary conditions are modified to maintain the continuity of both the wavefunction and the
probability flux [14]:
) (a,)= 12 (a,) (5.20)
-lL = -2- (5.21)
1  i 2
r=ac r=a
Thus the following equations can be derived for the coefficients A and B:
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j, (paj) n, (fa, ) !{ j aaj) I
/3Ij'(/3aj) /3n'(/3ac)] B m M an , (5.22)
\I 
/
Similar boundary conditions apply at r = a, where the logarithmic derivative is evaluated as:
p A3j,' (3a)+ B3n,' (3a) (5.23)
m 2  Aji (13a) + Bn, (13a)
Combining Eqs. (5.22) and (5.23) gives the expression for the logarithmic derivative y, as
fl2j, (aaq )n,'(p,6 )j,'(fa)- " axfj,'(fa)j,'(aa)n, (fia)+" aflj, (a)j,'(aa)n,'(fa) - j, (aa)j,'(fla)n,'(Ia)
m2 flj, (ra ) n, (fa, ) j, (fla) - M]--ajj ( fla)j'(aaj n, (fla,)+ m.aj1 (flaj)],'(aaj nj(fla) - fij/ (aajj)I' (flaj n,(fla)
M1= m1
(5.24)
Then the scattering cross sections can be calculated using Eqs. (5.18) and (5.19). Rather than
looking for solutions of a set of multi-variable nonlinear equations, the possibility of making
both phase shifts of the first two partial waves 0 or z by only modifying the barrier height and
the well depth is discussed, while fixing other parameters, as shown in Fig. 2-2(b) and 2-2(c),
where the combinations of V, and V2that give both partial waves 0 or :r phase shifts given
mi = m2 = mo = 1, and a = 0.5a. In Fig. 2-2(b), the two curves do not intersect because in this
regime, IV2I is small and V, dominates. Given V2, a larger V is required for the 15 order partial
wave to maintain zero phase shift than the 0t order partial wave (because both barriers and wells
have a stronger effect on lower order partial wave), i.e. the solution curve for the 1st partial wave
always shows a larger slope than that for the 0 th partial wave. In Fig. 2-2(c), the two curves do
intersect and it is tried here to explain the existence of the solution (intersection) by a simple and
intuitive argument in terms of the phase shifts. Consider the situation when V, = 0, a deeper well
(a larger |V2 ) is required for the 1't partial wave to gain a phase shift of Z than the 0 th one for
the same reason as mentioned above (this may not always be true, since it is possible that certain
choice of the effective mass can give a larger initial phase shift to the 151 partial wave than the 0 th
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one. In this case, the solution that makes both phase shifts equal to ;r does not exist, but the one
that makes both phase shifts larger multiples of .7r can be obtained by similar means). Beyond
this point, a given increase of the well depth (JV2| ) demands a larger increase of V for the 1t
order partial wave than the 0 th order one to keep the phase shift 7r, again resulting in a larger
slope of the solution curve. A deeper (larger) "starting point" and a greater slope of the solution
curve for the 1st partial wave guarantee that the two solution curves would cross each other,
generating a combination of V, and V2 that vanishes the cross sections of the first two partial
waves at the same time. Provided different material properties, one can do similar analysis
following the above approach. For instance, in Fig. 2-3(a) the resulting scattering cross sections
is shown when the parameters are chosen as = 0.9, m2 = 2.2 and a, = 0.75a =1.5nm. The
corresponding solution of the potentials are , 0.057eV and V2 = -0.788eV.
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Figure 2-3 (a) The total scattering cross section and the contributions from the first 3 partial
waves versus energy. Here the parameters used area = 2nm, a, =1.5nm, m1 = 0.9, m2 = 2.2, and
correspondingly V = 0.057eV and V2 = -0.788eV. (b) The radial distribution functions of the 0 th
and 1 PWs with and without the nanoparticle, showing the phase shift of n as expected.
The dip of the scattering rate at the energy E = 10meV is observed as desired, and the residue
scattering cross section smaller than 0.01% of the physical cross section comes from the
contribution of higher order partial waves. More remarkably, 4 orders of magnitude difference in
the total scattering cross section is presented within an energy range of only 40meV. In Figs. 2-
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3(b) and (c) the radial distribution function of the partial waves with and without the nanoparticle
is shown, and phase shifts of z are observed as expected outside of the nanoparticle, thus the
wavefunctions outside of the nanoparticle are essentially indistinguishable from each other,
which is the core of this cloaking scheme.
To get a feeling how the electron waves actually "get through" the nanoparticle, it is of interest
to visualize the scattered wavefunction, which can be calculated analytically by adding up the
contributions from each partial waves explicitly. The result is shown in Fig. 2-4, where partial
waves with angular momentum up to 1= 4 are included. The probability flux "stream lines"
depict intuitively how the electron waves "go through" the nanoparticle, instead of "going
around" the cloaked region as for cloaks designed by transformation optics.
3
0
-1
Figure 2-4 The "stream lines" of the probability flux "going through" the nanoparticle.
Background color depicts the phase distribution of the wavefunction. The 2rr phase jump at the
centerline of the nanoparticle is a numerical artifact. Here the parameters we use are a = 2nm,
a =1.5nm, m =0.9, M2 = 2.2, and correspondingly Vi = 0.057eV and V2= -0.788eV.
Another advantage of this cloaking scheme is the flexibility provided by the design parameters.
By adjusting other parameters, a wide range of the barrier heights and well depths can be
applicable for electron cloaks, for instance as given in Fig. 2-5(a), where the ratio between the
radii of the core and shell is varied, giving a great flexibility in the practical design. Also the
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energy-dependent scattering rates can be tuned to accommodate different applications via
tweaking the effective mass of the core and shell materials. As shown in Fig. 2-5(b), different
scattering-energy dependences can be obtained by changing the effective mass of the core in a
reasonable range. A sharply varying scattering would be good for thermoelectrics and electronic
switching and sensing devices, while a flat one may be utilized to cloak electrons with a range of
incident energies instead of a single one.
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Figure 2-5 (a) The potentials can be tuned in a wide range by adjusting the ratio between the
radii of the core and the shell. Here ml = M2= 1 and a = 2nm. (b) The energy-dependence of
the scattering rates is highly tunable by adjusting, for example, the effective mass of the core mi.
For this plot m2 = 2.2, m0 =1 and a, = 0.75a =1.5nm.
2.3 Summary
In this chapter, a simple and flexible scheme of designing electron cloaks using core-shell
structured nanoparticles is presented. This scheme applies to cases where the size of the
nanoparticle is smaller or comparable to the wavelength of the conducing electrons in a
semiconductor. The resulting structure is homogeneous and isotropic, thus more practical than
the cloaks designed by transformation optics. There are other features in addition to the
transparency of electron transport, such as the drastically varying scattering intensity with
respect to incident energy and the great flexibility and tunability of the material properties. It
must be pointed out the account here is not a complete one. There are plenty of other possibilities
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of achieving electron cloaking based on the same concept, such as making both phase shifts
larger multiples of zr , setting the core as potential well and shell as barrier, and even conceiving
of multilayered structures and so forth. Along this approach, the practical combination of
materials should be able to be selected and experimental realization of the electron cloaks should
be achievable given the wide range of possibility and flexibility. In the next two chapters, a
possible application of the 3D electron cloaks in thermoelectrics and an extension to 2D cases
will be discussed.
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Chapter 3 Application in Thermoelectrics*
Thermoelectrics [27-29] has been under intensive study for the past two decades, for their ability
of converting heat directly into electricity, and thus the potential important applications in waste
heat harvesting, power generation and electronic cooling. In addition to the practical significance,
thermoelectric phenomena involve intricately coupled transport of both heat and charge carriers.
High thermoelectric performance requires optimization of the material figure of merit ZT [27]:
ZT = S 2 uT (6.1)
K + K
where S is the Seebeck coefficient, a the electrical conductivity, Ke the electronic thermal
conductivity and K, the lattice thermal conductivity. The most commonly used material at room
temperature in commercial thermoelectric modules is Bi2Te 3, with a figure of merit around unity.
Several approaches have been proposed and demonstrated recently to enhancing the figure of
merit. One of them is to reduce the lattice thermal conductivity via increased phonon scattering
by nanostructuring [30,31]. To optimize the electronic properties, on the other hand, one has to
keep in mind the correlation among different properties.
Seebeck coefficient measures the electrical voltage induced by a given amount of temperature
difference and manifests itself as a consequence of the asymmetry of the transport properties,
including the density of states (DOS) and scattering properties [32], of the charge carriers with
energies around the Fermi level. The Mott expression for the Seebeck coefficient (valid for
metals at zero temperature) helps understand the fact qualitatively [33]:
JE) 2 '2 kB 1 dD (E) 1 d p(E)S =- kBT kBT +*62)3 q o ( E)E 3 q D dE p dE
The work in this chapter was done in collaboration with Dr. Mona Zebarjadi.
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where o'(E) is the differential conductivity, D(E) the density of states and p(E) the carrier
mobility. Thus to enhance the Seebeck coefficient, sharp features of either the density of states or
the carrier mobility near the Fermi level would help. Along the former approach, Hicks and
Dresselhaus [34,35] proposed taking advantage of the quantum confinement effect in low-
dimensional systems. Mahan and Sofo [36] calculated the optimal shape of the DOS based on
Boltzmann transport theory and concluded that a delta function-shaped DOS is the best for
thermoelectrics. Recently Heremans et al. [7] introduced the concept of "resonant levels" via
proper doping, and other researchers [37,38] managed to promote the band degeneracy (or "band
convergence") by tuning the doping and composition to incorporate peaks in DOS. Following the
latter approach, the concept of resonant scattering [39,40] introduces peaks into the energy-
dependent scattering rates via engineered impurities or nanoparticles.
It is, however, not sufficient to enhance Seebeck coefficient alone. Good thermoelectrics also
require a good electrical conductivity, which in turn relies on high carrier concentration and high
carrier mobility. Metals have high carrier concentration, but free-electron-like DOS is generally
too symmetric to give good Seebeck coefficient, a fact that excludes metals as candidates for
good thermoelectrics. For semiconductors, heavy doping is needed for high carrier concentration,
and the optimal Fermi level usually resides in the conduction (or valence) band. Thus sharp
features of the DOS deep into the bands may also result in a decent Seebeck coefficient, which
provides the reason for materials like PbTe [41] and SnTe [42] to be good thermoelectrics for the
sharp upturn in the DOS in their valence bands due to the emergence of the second valence band.
The problem with heavy doping, however, is the reduced carrier mobility due to increased
ionized impurity scattering. To resolve this problem, the concept of modulation doping [8] is
introduced to the field of thermoelectrics. In modulation-doped samples, the charge carriers are
separated from their parent impurity atoms, and thus do not suffer the increased scattering by
those impurity atoms. A typical way of implementing modulation doping is to use
nanoparticles [43] instead of impurity atoms to donate charge carriers to the host, where the
impurity scattering is replaced by nanoparticle scattering. Then a natural question to ask is: can
one minimize the nanoparticle scattering further by properly engineering the parameters of the
nanoparticles?
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The "electron cloak" concept developed in the last chapter provides one answer to this question.
In addition to the potential to improve the mobility further over modulation doped samples, the
sharp scattering property near the cloaking energy also provides the possibility to maintain or
even enhance the Seebeck coefficient at the same time. Furthermore, the acoustic mismatch
between the nanoparticles and the host is able to increase the phonon scattering and thus
decrease the lattice thermal conductivity. In other words, doping with the "invisible nanoparticles"
points to an approach to possibly improving all the three parameters involved in the figure of
merit at the same time.
A conceptual demonstration is shown in Fig. 3-1. The shape of a deep dip ("anti-resonance
effect") in the scattering rates versus energy plot introduced by the "invisible doping" can lead to
a region of the Fermi level where both the electrical conductivity and the Seebeck coefficient can
be improved simultaneously, which is rarely possible in bulk materials.
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Figure 3-1 Conceptual demonstration of the "anti-resonance effect". The "anti-resonance" effect
results in a region where the electrical conductivity and Seebeck coefficient can be improved
simultaneously.
To further examine the validity of this new approach, a realistic material system, GaAs, is taken
into accound. Based on the host effective mass and the region of the optimal Fermi level, the
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parameters of the core-shell nanoparticles are designed to give the scattering property as shown
in Fig. 3-2. The minimum of the 0th and 10 partial waves does not converge perfectly due to the
band bending induced by the charge transfer and screening effect since the invisible
nanoparticles are the donors of the charge carriers, which however, does not diminish the sharp
minimum of the scattering cross section.
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Figure 3-2 The scattering profile of the designed nanoparticle in GaAs host. The inset shows the
band offset profile (dashed line) and the real potential profile taking into account the band
bending due to charge transfer and screening effect. The volume fraction of the doped
nanoparticles in this case is 1% with a carrier concentration of 5 x 1016 cm-3 , corresponding to
around 1 charge carrier donated by 1 nanoparticle.
The scattering rates associated with different scattering mechanisms at 50K are listed in Fig. 3-3.
Replacing the impurity scattering by the nanoparticle scattering can lead to a large reduction of
the scattering rates in the Fermi window based on the plot. Also with a sharply enough varying
scattering rates, the Seebeck coefficient may benefit.
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Figure 3-3 The scattering rates associated with different scattering mechanisms. npl and np2
refer to invisible nanoparticles donating different number of charge carriers (0.1 for npl and 2
for np2) each to the host.
The resulting electrical conductivity, Seebeck coefficient and the power factor S2 c with two
different designs of the invisible nanoparticles is shown in Fig. 3-4. The improvement of the
carrier mobility and thus the electrical conductivity over both the impurity doped and modulation
doped samples is observed for both sets of nanoparticles. For npl, both the electrical
conductivity and the Seebeck coefficient are enhanced at the same time. In both cases, the power
factor is largely promoted due to the invisible charge carrier donors.
In summary, one potential application of the 3D electron cloaks in thermoelectrics is
demonstrated in this chapter. Doping with "invisible" nanoparticles takes one step further along
the concept of modulation doping to even minimize the scattering cross section of the carrier
donors, and at the same time provides the opportunity of maintaining or even enhancing the
Seebeck coefficient via sharp features in the scattering rates versus energy. It must be pointed out
that the application of the concept of "invisible doping" introduced in this chapter is not only
limited to thermoelectrics, but other fields requiring both high carrier concentration and carrier
mobility. It is, however, especially favorable for thermoelectrics because the sharp energy-
dependent scattering feature provides a bonus: good Seebeck coefficient.
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Figure 3-4 The resulting power factor from "invisible doping". With different design of the
"invisible" nanoparticles, either the electrical conductivity is enhanced a lot while the Seebeck
coefficient retained, or both electrical conductivity and the Seebeck coefficient are improved. In
both cases, the power factor is enhanced significantly.
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Chapter 4 Extension to 2D
The same phenomenon in 2D is of interest because it holds the promise of being applied in novel
electronic devices. As the characteristic length of electronic devices becomes smaller and smaller,
the control of ballistic electron transport processes becomes increasingly important, for which
artificial scattering centers would serve as an effective gear. As shown in the previous chapters,
very sharp features of the electronic scattering are achievable with simple core-shell structures. If
similar feature can be implemented in 2D by proper gating, it is possible to be used in switching
devices to achieve high on-off current ratio within a small range of gating voltage or in sensing
devices for very high sensitivity. In this chapter, 2D electron cloak on both normal 2D electron
gas and graphene will be discussed.
4.1 Partial Wave Formalism for Normal 2D Electron Gas
In a normal 2D electron gas, the GaAs/AlGaAs heterojunction for instance, the dynamics of the
electrons near the band edges can be described by a normal effective mass Schr6dinger equation,
thus the formalism is similar as the 3D counterpart. In 2D, far away from a finite-range circularly
symmetric potential V(r), the asymptotic behavior of the wavefunction is given by the scattering
boundary condition:
S(r,) e" + )e' (7.1)
which is a combination of the incident plane wave and the outgoing spherical wave. In Eq. (7.1)
A is the normalization factor and f (8) is the scattering amplitude and characterizes the
outgoing wave after the scattering event. To describe the result of the scattering event
quantitatively in 2D, a differential scattering width w(6) that is analogous to the scattering cross
section in 3D is defined, as
N(6)
w(O)d- (7.2)
P
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where N(0) is the number of particles that go into a differential angle do at 8 per unit time
after the scattering, and P is the incident particle flux with the dimension of number per unit
time per unit length. Thus the total scattering width is simply
w= f ; w()dO (7.3)
To derive a relation between the differential scattering cross section w(6) and the scattering
amplitude f (0) , first it is noticed that the incident flux P is proportional to the amplitude and
the phase velocity of the incident plane wave :
P=|A|2 v (7.4)
On the other hand, the outgoing flux is
J= 'h (opV* -V,)= If (7.5)
2m r
as the leading term. Therefore the outgoing particle number per unit time is
N(O)=J-rd6=v|A| f (8) dO (7.6)
Thus the differential scattering width is given by:
w()= = f(0)2 (7.7)
Pd6
Once the scattering amplitude f (0) is known, the total scattering width can be calculated using
Eq. (7.3) and (7.7). To find the scattering amplitude, notice that it is given as part of the
boundary condition (7.1) for solving the Schr6dinger equation inside the region with the
scattering potential. Given the rotational symmetry, a general solution of the Schr6dinger
equation can be given as a summation:
+00
Si(r,A)R AR, (r)e'"m (7.8)
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where m are integers, R, (r) are radial wavefunctions, A,, are constant coefficients to be
determined, and i' are constant factors for later convenience. Plugging (7.8) into a 2D
Schr5dinger equation in polar coordinates gives a set of radial equations, which take the form at
p2 R R,( p)+(p2
Op ap
where p = kr , and k
-m2 )Rm(p)=0 (7.9)
22mE
- h is the wave number. There is no potential term in Eq. (7.9)h
because a finite-range potential is being considered, which vanishes outside of a certain cut-off
radius. Eq. (7.9) is a normal Bessel equation, of which the solutions are linear combinations of
the first and second kind Bessel functions, J, (p) and Y (p). This observation indicates that
for a finite-range scattering potential, the solutions of the radial equations outside of the potential
range are linear combinations of Bessel functions. Given the asymptotic behaviors of the Bessel
functions
> cos p- 2 4 (7.10)
xp 2 4)
J2.- sin pip
mZ .7r
2 4
(7.11)
a general solution of Eq. (7.9) can be written as
R(kr) = aJ, (kr) +bY(kr) .C > 2 cos( kr
where c = Va 2 + b2 and i,, = arctan (_ is the phase shift for the m th "partial wave". After
plugging Eq. (7.12) into (7.8) and incorporating the constant factor c into A,,, the asymptotic
form of a general solution can be obtained as
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MZ it
2 4
+ 6, ) (7.12)
=- imA Cos kr(- .-1 +) e
Now the boundary condition (7.1) shall be applied. Before that, the circular decomposition of the
plane wave in (7.1) is given as
e" =eikrcos iJ cos( kr,M(kr)e"" r" > (7.14)
Combining Eqs. (7.1), (7.13) and (7.14) gives:
i"' A2
I mAm k
cos ( kr 2 4 m) 
e''m" = m i 2
M=00Cokr k
- - e + c""
2 4) 1- R
Writing the cosine functions as combinations of exponentials (ingoing and outgoing spherical
waves) cos kr - m. - )=7
2 4
exp ik-T 
-r)] + exp [-i(kr-" jr7)] nand
2
matching the
coefficients in front of both the outgoing wave e and ingoing wave e-ikr
Ai m 2exp(
2
+ccO~m exp [i(- M- ) 10m
m=-
+ (7.16)
2 exp [i( j ) O
xikr 2
2 exppi"+0)
fkr 2 e
From Eq. (7.17) the coefficients Am can be solved as Am = e"'6 . Insert this result into Eq. (7.16)
leads to
I (e i26,
M=-0
exp 
-i
=4 e126,
vfPx
_l m I exp
-,riJr
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(7.15)
(7.17)
(7. 3)
- n'r- z)e'""
_ + em"
2 4 
_'
-1eime (7.18)
where the fact exp ( 2) 1.= - is utilized. Now after inserting the result of Eq. (7.18) into (7.7)i
and (7.3), the final expression of w is reached as
W - f()2 1O= +00 i26,
jo 2.7Tk f 0(
) m 2
- em 6 i.003 f (e 26
where the orthogonality of the set eimo M=0, 1... and the equality e 2 3m em -2i sin o, is
exploited.
Upon obtaining Eq. (7.19), deriving an expression for the phase shifts o is the last step to close
the problem, which can be found by matching the logarithmic derivative of the wavefunction
outside of the potential region (as given in Eq. (7.12)) with that of the wavefunction inside the
potential region, which can be solved analytically for simple cases (constant potential, for
instance) and numerically otherwise, at the cut-off radius of the potential r . Assume the
logarithmic derivative of the wavefunction inside the potential region at r is ym, then the
boundary matching gives
V')
ym =
"' ryr
akJ,,' (kr ) +bkY, 0 ' (kr)
aJ, (kr ) +bYm (kr
from which the phase shifts can be solved as
6M = arctan - )
'"( a
(kJ,' (krc- y,J, (kr)
= arctan
kY' (kr ) -yY,,(kr )
Eq. (7.9) implies that the radial equations for the partial waves with Iml are the same, thus their
logarithmic derivatives are also the same, y = ' Given the properties of Bessel functions:
J-, (p) = ( 1)" Jmj (p) , Yim, (p) = (- 1)1m' Y (p) , one has
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_ imo 2 = sin00 26e 2
krM--00
(7.19)
(7.20)
(7.21)
o = 6 (7.22)
Thus Eq. (7.19) can be modified as
w= (sin2 60 + sin2 1  (7.23)
The above derivation agrees with the result in literatures [44,45]. The similarity of Eq. (7.23)
with its counterpart in 3D, Eq. (5.18) is apparent: they are both in terms of (periodic) sine
functions of the phase shifts, which indicates the same strategy for designing 3D electron cloaks
must apply to 2D. Moreover, the contributions from different partial waves to the summation in
Eq. (7.23) have the same weight (no (2/ + 1) terms as in Eq. (5.18)), which implies that the
residual scattering from higher order partial waves would play an even less important role than
that in 3D case. In the next section, 2D electron cloaking by proper gating will be investigated.
The effective mass effect is not addressed since it is more straightforward to control the
electrostatic potential by proper gating than adjusting the effective mass by introducing hetero
structures. It must also be noted that the formalism derived in this section only applied to normal
2D electron gas (2DEG) systems such as that in a GaAs/AlGaAs heterojunction [46], but not to
low-energy electrons in graphene near the so-called "Dirac cones", which are more properly
described by a massless Dirac Hamiltonian [47] instead of an ordinary Schr6dinger-type
equation.
4.2 Design of 2D Electron Cloaks
Consider a 2DEG system with a core-shell double gating on top, as shown schematically in Fig.
4-1. Proper values of the two electrostatic potential (V and V2) are sought for to achieve similar
cloaking effect as in 3D.
Following the same approach, the cloaking parameters can be solved by making the
contributions from the first two partial waves vanish. Fortunately the effect of the potential
barriers and wells on Bessel functions follows the same behavior as that on spherical Bessel
functions as discussed in Chapter 2, which is not surprising at all for spherical Bessel functions
are linked to Bessel functions just via simple linear relations (see, for example, Ref. [48]).
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2DEG
Figure 4-1 Schematic of a 2DEG system with core-shell double-circular gating on top.
Fig. 4-2 shows a typical scattering width vs. energy plot, with the selected parameters listed in
the caption. The scattering widths are normalized to the physical width 2a of the gated region,
where a is the radius of the outer electrode.
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Figure 4-2 Scattering width versus incident energy for a 2D electron cloak. The cloaking energy
is chosen to be 10meV. The scattering widths are normalized to the physical width of the
scattering center. The designed parameters for the 2D electron cloak are: the radius of the inner
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electrode a, = 1.5nm, the radius of the outer electrode a = 2nm , the electrostatic potential
beneath the inner electrode V = 0.019eV and that beneath the outer electrode V2 = -1.573eV.
The effective mass of the host is chosen as m = 1 for demonstration.
It is observed that at the "cloaking energy" (10meV in this case), the scattering width is reduced
to smaller that 0.1% of the physical width of the scattering region. In practical cases, however, a
more straightforward way of "switching on and off' rather than varying the Fermi level of the
2DEG is to change the voltage on one of the electrodes. Consider the switching behavior of a 2D
electron cloak on a real GaAs/AlGaAs 2DEG. The effective mass of the GaAs/AlGaAs 2DEG
was determined experimentally to be 0.073 free electron mass [49]. The resulting total scattering
width versus the potential on the inner electrode (V, ) is shown in Fig. 4-3. From the plot it is
seen that the feature is extraordinarily sharp, and a change of 4 orders of magnitude happens
within a range ~20meV around the "correct" cloaking potential (V = 107meV in this case). This
fact implies that, on one hand, the switching current ratio (or sensitivity for a sensing device) can
be very high if designed property (of course at higher temperatures, this sharp feature would be
washed out somewhat by the Fermi window averaging), on the other hand, however, the electron
cloak could be too sensitive to the design parameters and external noise to be practical and
reliable. The trade-off between the device sensitivity and the required accuracy of the designed
parameters is a crucial issue in applying this concept to real devices, which will be one of the
future directions to pursue.
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Figure 4-3 Total scattering width versus the gating potential beneath the inner electrode, of a 2D
electron cloak on GaAs/AlGaAs 2DEG system. The effective mass of the 2DEG system is 0.073.
The designed parameters are: a = 4nm, ac = 3nm, V = 0.107eV and V2= -5.448eV.
4.3 2D Electron Cloak for Dirac Electrons in Graphene
In this section, a 2D electron cloaking scheme based on the previous idea is implemented for
electrons in graphene, which obey different dynamics from those in normal 2DEG. First, the
dynamics of electrons in graphene is reviewed and the Dirac-like equation, which is analogous to
the effective mass Schr6dinger equation for normal 2DEG, is derived. Second, the partial wave
formalism for the Dirac equation is derived and parameters are designed to realize isotropic and
energy dependent 2D electron cloaking, which is thus distinguished from the Klein tunneling.
4.3.1 Dynamics of the Electrons in Graphene
Graphene is a monatomic sheet of graphite, composed of carbon atoms arranged in a honeycomb
lattice, which was first observed experimentally in 2004 [50]. Although its actual discovery is
quite new, the study of the characteristics of its band structure has a much longer history, which
originated from the endeavor to explain the transport properties of graphite [51-53]. The lattice
structure and the first Brillouin zone are shown in Fig. 4-4.
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MFigure 4-4 The lattice structure and the first Brillouin zone of graphene. A and B denote two
carbon atoms in a single unit cell. a, and a2 are the two lattice vectors and 6,, 62and 63 are
vectors pointing to the nearest neighbors. b, and b2 are the basis vectors for the reciprocal lattice.
Figure adapted from Ref. [54].
The lattice constant (the distance between atom A and B) is ao =1.42A. A simple tight-binding
model can be used to calculate the band structure of graphene near the Fermi level [51]. Consider
nearest neighbor coupling only, the tight-binding wave function can be written as a linear
combination of the 2p, orbitals around A and B atom respectively [53].
V (r)= a pA(r)+ bB (r)
OA (r)= e'"A #(r - R ),A
(7.24)
(7.25)
'PB (r) = e kRB OB(r B )
where #A (#AB) is the normalized 2p, orbital around an A (B) atom. Assume there is no overlap
between the orbitals centered on different atoms:
f#A * (r)#B (r)d 3r =0 (7.26)
Thus the tight-binding Hamiltonian assumes the form
H12 (7.27)
where E is the on-site energy:
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E
H =
H21
E =f# * (r)H#, (r)d3 r =fB* (r)H#B (r)d3r
And H1 = (e'k'61 + eik-6 2 +eik~63 )t12, t12 = 21* is the overlap integral
t12 =f#* (r)HB (r)d3r
Solving the eigenvalue problem
leads to the energy levels:
E (k) = E0 tH 12 1
between nearest neighbors
(7.29)
E0 H12 aa21 E  b= E (a
H21 E0 b b
= E _ E t2 1+ 4 cos (kxao) Cos kya + 4 cos 2 kyao
(7.30)
(7.31)
The eigenvectors are j-
-,[
the so-called "Dirac cones" K = 8e
3ao x
1 a
±19("bonding and anti-bonding states"). Of interest are the states at
+ 2 8y and K'= 8
3a' 3ao x -3 a 8 , in the vicinity 
of
which the dispersion relation can be expanded in q = k - K ( q = K ) as [51]
E (q) E tvF *q (7.32)
where VF 2 is the group velocity near the cones. This linear dispersion is an important
feature of the band structure of graphene that distinguishes the electron dynamics from that of
other systems. The band structure given by Eq. (7.31) is shown in Fig. 4-5.
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Figure 4-5 The band structure of graphene calculated from the nearest-neighbor tight-binding
model. Figure adapted from Ref. [47].
Now suppose an external macroscopic potential V, (r) is applied to a graphene sheet. Here the
so-called "envelope function approximation" [55] is used to derive the "effective mass equation"
for electrons in graphene. For simplicity, assume V, (r) is weak, thus it can be treated as a
perturbation to the original system. As a standard procedure in the perturbation theory [56], the
perturbed wave function ?p (r) due to the external potential is expanded in the basis of the
unperturbed eigenstates 7p,,k (r)
d3k
)3r) c, (k )pn (r) (7.33)
n(2z)
In the case of graphene, of interest is the perturbed wave function near the "band edges" - the
Dirac cones. For this purpose, assume the interactions between the two .r bands (the conduction
and the valence band) and the other bands are weak and thus the matrix elements between states
with different n labels (except for the two .7r bands in consideration) can be ignored. Denote the
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two degenerate states at K as VAK (r) and PBK (r), and move the origin of the reciprocal space
to K (namely, k is measured from K ) thus Eq. (7.33) is modified to
zp (r)=f 2k c (kf ) cB (rfBk (r)
(2,r)2 CA (( 2k)
d2k d2kf (2 ) (k) e PAK (fz+ 2 cB ikrBK(r) (7.34)
=FAK (r)v'AK(r)+FBK (r)?BK (r)
where the approximation VAk (r) ie krPAK(r) is based on a standard k-p
scheme [52] [55] [57], and F (r) and F (r) are so-called "envelope functions":
d2k
FABK ( 2 A,B -r) (7.35)
Thus the perturbed wave functions are approximated as the unperturbed wave functions times
"envelopes" that are to be determined. In this way, the original problem of solving for the
perturbed wave functions is converted to that of solving for the "envelope functions" instead.
The dynamic equation for the "envelope functions" is the so-called "effective mass equation",
which can be derived by inserting Eq. (7.34) back to the original Schrbdinger equation. In the
case for graphene, since two envelope functions are needed to describe the perturbed wave
function, it is expected there will be two coupled "effective mass equations". The final result
is [58]:
FAK (r) 0 ik, FAK r ) FA (r)FBK (k0 FBK (r) FBK ) (7.36)
The effective Hamiltonian for the envelope functions can be formally written as HK= vF k,
where a = (or, or,) are Pauli matrices. Similar equations can be derived for the wave functions
near K' point. The effective Hamiltonian has the same form as a Dirac Hamiltonian for massless
particles, also known as Weyl's equation for a neutrino [47].
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4.3.2 Klein Paradox
Klein paradox [59] refers to the phenomenon that a relativistic electron can tunnel through a
wide and high barrier with perfect transparency, which is counterintuitive and in contrast to the
tunneling behavior of non-relativistic electrons. Due to the Dirac-like behavior of the electrons in
graphene, it is proposed [60] that electrons in graphene can tunnel through potential barriers with
100% transmission as a condensed-matter analogy to the Klein paradox. This phenomenon is
reviewed in this section and to be distinguished from the electron cloak that will be proposed in
this thesis.
Consider a plane wave solution in the form
FA(r) = a(k)) A9 . (7.37)
FBK ( ~)
Inserting Eq. (7.37) into (7.36) gives the eigen solution at certain k point near the cone at K:
V',k (r) = i'9) ekr (7.38)
where 6= arctan and the plus (minus) sign corresponds to electron (E = +vF Jkl) and hole
(E = -vF kl) states, respectively. The potential barrier and the definition of different angles are
shown in Fig. 4-6. Thus the wave functions in the three regions shown in Fig. 4-6 can be written
as
1r T e i(kx+k VY) + r ( - e i(-kx+k Yj) (7.39)
, rse=e +2 se /
e (r) = a(1 + b 1 ei(-qx+k,) (7.40)
"'e" () s IO s' ) e i( )
lio (r) ei( (7.41)
,2se e)
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where s and s' are signs of E and E -V, q, = (V -E) 2/vF2 -k 2 . The conservation of ky
leads to "the Snell's law": E sin # = (E - VO) sin 6. Notice that the "negative refraction"
happens when the potential barrier is higher than the incident energy [67]. a, b, r and t are
constants that can be solved by matching the wave functions at the boundaries of the potential
barrier (x = 0 and x = D). The transmission coefficient can then be solved as T = tt* [60]:
cos2 6Ocos 2qT (#)=Cs2tCS (7.42)
[cos(Dq, )cosbcos82 + sin 2 (Dqx )(I - ss'sin 0 sin 0)2
Energy
D
y D
I II ill X
Figure 4-6 Schematic for the Klein tunneling. The top figure shows the potential barrier and the
energy of the incident electron. The bottom figure shows the incident and refractive angles.
Figure adapted from Ref. [54].
The interesting phenomenon is for incident angles near #= 0, where the transmission is always
unity regardless of the height of the potential barrier. Being analogous to the Klein paradox, the
perfect tunneling of the electrons is assisted by hole states inside the barrier (analogous to the
positron states inside the barrier for the relativistic case), or can be understood in terms of the
conservation of "pseudospin" [60]. It must be pointed out that the Klein tunneling phenomenon
in graphene is anisotropic, i.e. only happens for normal incidence electrons, and not energy-
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selective, which contributes to the ultra-high mobility of the charge carriers in graphene [61], but
is non-ideal for applications where the isotropic and energy-selective transparency is favored. In
the next two sections, the partial wave formalism for the Dirac electrons in graphene and the
strategy to design 2D isotropic and energy-selective electron cloaks will be discussed.
4.3.3 Partial Wave Formalism for Graphene
The partial wave formalism for the elastic scattering of electrons in graphene has been well
studied in literature [62-65]. First consider the free-particle solution for Eq. (7.36) recast in the
cylindrical coordinates (r, 0). In nonrelativistic case, the scalar spherical waves in the form of
Ipm (r) = R,,, (r)e'"' are the solutions of the Schr6dinger equation in cylindrical coordinates as
discussed in Sec. 4.1, which is a direct consequence of the circular symmetry. Notice that,
however, the angular momentum projected onto 2 -axis Iz does not commute with the Dirac
Hamiltonian [62]:
[, H] =iox p (7.43)
Instead, the Dirac Hamiltonian commutes with the "isospin-orbital" momentum [66] projected
onto the 2 -axis:
z= I+ 2z, iz, HK] =0 (7.44)
Thus the energy eigenstates can be labeled by the eigenstates of the operator J:
F e ~-12)
pEj (r)= (7.45)
G e
which satisfies ]zpEj (r)= jpVE (r), j is a half-integer and the factor i is for later convenience.
Substituting Eq. (7.45) back into the Dirac equation (7.36):
1 d dFE(r) j-1/2)2 F E 2F (7.46)
- - r + r -
r dr dr r 2 Ej F
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1 d dG,(r) (j+1/2)2 GE ( GE---- + j 2  = -- G (7.47)
rdr dr r VF
With the substitution p = kr, where k = E, Eqs. (7.46) and (7.47) are converted to Bessel
VF
equations (the same as Eq. (7.9)) with the solutions being again the Bessel functions. To avoid
the singularity at the origin, the general solutions for the free-particle Dirac equation in
cylindrical coordinates are:
/ i(j-1/2)0 cos (kr - ) 
ei(hj1u2)(
jj11 (r+o )=-2* (7.48)
iJ( 11 2 (kr)e(j+12) " i sin kr e(u+1/2)e
2
where the ± sign corresponds to the sign of E, a fact that can be more easily appreciated in
terms of the raising/lowering operators [65]. Following the same argument as that in Sec. 4.2, it
is assumed that the effect of a finite-range circularly symmetric potential on the "partial waves"
in Eq. (7.48) is a phase shift oi and the general solution for scattered waves is given by the
expansion:
+0-1/2 A)cos kr - + 6 e 
i-1/2)0
S(r ) ,** 1 (7.49)
i sin kr - +6i e I*"1"
2
Now consider the scattering boundary conditions. Without loss of generality, it will be assumed
in later discussions that the incident electrons carry energy E > 0. Thus the asymptotic form of
the scattered wave function should be a combination of the incident plane wave and the scattered
spherical wave:
1) e f(6) 1 (7.50)
Matching Eq. (7.49) with Eq. (7.50), given Eq. (7.14), generates the result [62]:
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f (0) = 142i..ik
and the total scattering width is given by:
w =- sin2 ($
k 3'
2-, 2
( e i2oj I ) ei(j-1/2)O
Again, the symmetry 6j = 6_i is utilized here. Eq. (7.52) does not look too different from (7.23),
and the same strategy for designing electron cloaks on graphene will be demonstrated in the next
section.
4.3.4 2D Electron Cloak on Graphene
A macroscopic circularly symmetrical potential V (r) couples to the Dirac Hamiltonian in the
form:
HK =vFo-k + V(r) (7.53)
Thus if V (r) is constant in certain region, the general solution for the radial equation in that
region would be linear combinations of Bessel functions with the wavenumber modified to
k = -VI . For the cloaking scheme to work, the same requirement ka s 1 still holds, where a
VF
is the range of the potential. Given vF 12 a 0 and Jt2| ~ 2.8eV [54], the requirement leads to
3|t 12|
a5 sao2
2E
4.2eV
= e x1.42 A
E
(7.54)
If the desired cloaking energy is chosen to be 100 meV, Eq. (7.54) gives the upper limit of a as
about 6 nm.
Consider a core-shell structured top gating on graphene, with the inner radius ac , the
electrostatic potential V in the core, the outer radius a and the electrostatic potential V2
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S2 2
(7.51)
8
k
sin26.
'
j=
(7.52)
in the
shell. Then outside of the potential region (r > a), the two radial wave function components in
Eq. (7.45) are [62]:
'F,r>a = C [J- 1 1 2 (kr) cos 6, -YI% 12 (kr) sin 6j
Gjr>a = sign(E)C [Jj+/2 (kr) cos 6j - +12(kr) sin 6j
Similarly the wave function components in the core region read:
FJr<a, =A [J-1_2 (ar)]
Gj r<a= sign(E 
- VI )A [Ji+1 /2 (ar)]
where a = 1 is the wavenumber in the core region.
VF
The wave function components in the
shell region are:
(7.59)
(7.60)
where p= 2
VF
is the wavenumber in the shell region. A, B, B' and C are constants to be
determined. At the boundaries (r = a, and r = a), both components must be continuous. In other
words, F must be continuous. Assume E > 0, the phase shifts o1 's can be solved as
'j+1/2 ( j-a) 1/2 (ka)+ B'Y
1/2 (ka)1,,1 2 (,6a) - C2 j-11 2 (#la)Jj+12
1/2 (ka) Y,1 2 ($3a) - C2Jj-1 2 (#6a)Yj+1/2
(ka) - 2B'Jj+11 2 (ka)Y- 1 2 (13a)
(ka) - 2B'Y±- 1 2 (ka)71-,§/a)
where B' is given by
( 1 4 2 JJ-1 2 (aac )j+ 11 2 (flat ) - J+1/2 (aac j-1/2 (fa, )
.j+1/2 (ac gY_12 1ac ) -1_ (a- /26
65
(7.55)
(7.56)
(7.57)
(7.58)
F <r<a = B [Jj-12 (pGr) + B'Y_1/2 (pr)]
Gj,<r<a = sign(E - V2)B[J+1 2 (pir) + B'Y. 112 (3r)]
4, = arctan
(7.62)
(ac ) -1n (13ac )
and C, = sign(E -V,), C2 =sign(E -V2). Notice that, when the electron's energy is lower than
the potential barrier, instead of an exponentially decaying solution as in normal 2DEG, the
electron "converts" to a hole, which is a special feature for Dirac electrons in graphene.
First, the effect of the potential barriers and wells on the phase shifts is examined since it is the
core idea for the cloaking scheme. The result is shown in Fig. 4-7. Fortunately it is observed that
the same behavior still holds: the potential well "pulls in" the partial waves while the potential
barrier "pushes out", and both have stronger effect on the lower order partial waves. This is
expected since the partial waves remain the features of the Bessel functions in spite of the two-
component form.
-oil- I -. 0.
10.5 4.5-
0.2 / 20.
Figure 4-7 The effect of the potential barriers and wells on the phase shifts in graphene. The left
figure shows the "pulling in" effect of the potential wells and the right figure shows the "pushing
out" effect of the potential barriers.
Based on the same strategy of manipulating the phase shifts, the electron cloaks on graphene can
be designed. An example is displayed in Fig. 4-8, where the design parameters are: a = 4nim,
ac = 2nm, V, = 128meV and V2= -0. 969eV. The designed cloaking energy is at E = 100meV.-
In Fig. 4-9 the scattering width versus the gate voltage in the core region is plotted. The issue
with the sensitivity of the gating voltage remains as that for normal 2DEG.
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4.4 Summary
In this chapter, the cloaking strategy based on partial-wave analysis is extended to 2D, in both
normal 2D electron gas system (parabolic band assumed) and graphene. The partial-wave
formalisms in both cases are reviewed, and the cloaking strategy rooted in the different effects of
the potential barriers and the wells on the partial waves is demonstrated for both cases. The
highly energy-selective scattering property may be utilized in novel electronic switching and
sensing devices, while the sensitivity of the cloaking effect with respect to the gating voltage is
an issue to be investigated more in the future.
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Figure 4-8 The Scattering Width for the 2D electron cloak on graphene.
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Figure 4-9 The Scattering Width versus gating voltage in the core region.
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Chapter 5 Summary and Future Work
In this thesis an alternative way to design transparent electron scatterers in addition to
transformation optics is discussed in 3D systems, normal 2DEG and graphene. No resonance
effect is involved in the process, and the essential physics lies in the destructive interference
among the reflected waves from different interfaces. The advantage of this cloaking scheme is
that the resulting structures are homogeneous and isotropic, which in principle can be
implemented in by embedding core-shell nanoparticles in 3D and by double-gating in 2D.
Applications of the 3D electron cloak in thermoelectrics is demonstrated, where the power factor
benefits not only from the improved mobility by the invisible nature of the dopants, but also
from the enhanced Seebeck coefficient by the strongly energy-dependent scattering property.
This work is a demonstration of "electronic metamaterials" and fits into the need of controlling
the ballistic electronic transport via artificial scatterers in novel electronic devices with shrinking
characteristic size. Another demonstration of the "electronic metamaterials" is the negative
refraction of ballistic electrons through a graphene p-n junction [67], which can behave like a
perfect electron lens as an analogy to the perfect optical lens via negative refraction [68]. The
dominance of the ballistic transport at exceptionally small length scales provides room for
designing novel devices with extraordinary properties through analogous techniques from the
field of optics.
Some of the future works include, but not limited to: 1) developing a general guideline for
selecting real material properties to make invisible nanoparticles; 2) experimental validation of
the enhancement of the thermoelectric performance via anti-resonance effect; 3) considering the
2D cloaking effect in different geometries, for instance on a nano-ribbon, which is more suitable
for realistic applications as electronic devices; 4) incorporating the scattering property of the
electron cloaks into real transport calculation via, e.g. Landauer formula, and thus designing real
practical devices.
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