We show an iterated function of which iterates oscillate wildly and grow at a dizzying pace. We conjecture that the orbit of arbitrary positive integer always returns to 1, as in the case of Collatz function. The conjecture is supported by a heuristic argument and computational results.
It is conjectured that, for arbitrary positive integer n, a sequence defined by repeatedly applying the function f (n) = 3n + 1 : if n ≡ 1 (mod 2), n/2 : if n ≡ 0 (mod 2)
will always converge to the cycle passing through 1. The odd terms of such sequence typically rise and fall repeatedly. The conjecture has never been proven. The problem is known under several different names, including the Collatz problem, 3x + 1 problem, Syracuse problem, and many others. There is an extensive literature, [1, 2] , on this question. 
which also always converges to the cycle passing through 1 when iteratively applied on arbitrary positive integer n. Also here, the odd terms typically rise and fall repeatedly. It is one of many possible generalizations of the 3x + 1 problem. However, unlike others, this one shares incredibly many similarities with the original conjecture.
To prove that such sequences always return to 1, one would need to show that these sequences could never repeat the same number twice and they cannot grow indefinitely. Although the 3x + 1 conjecture has not been proven, there is a heuristic argument, [3] [4] [5] , that suggests the sequence should decrease over time. A similar heuristic argument can be used for 7x ± 1 problem. The argument is as follows. If n is odd, then f (n) = 7n ± 1 is divisible by 4; thus two iterations of f (n) = n/2 must follow. Conversely, when n is even, then f (n) = n/2 follows. Furthermore, one can verify that if the input n is uniformly distributed modulo 2 l+2 , then the output of the two branches above is uniformly distributed modulo 2 l , for an integer l ≥ 0. All branches of the subsequent iteration therefore occur with equal probability. Now, if the input n is odd, the output of the former branch should be roughly 7/4 times as large as the input n. Similarly, if the input n is even, the output of the latter branch is 1/2 times as large as n. If we express the magnitude of n logarithmically, we get expected growth from the input n to the output of the branches above
Since the growth is negative, the heuristic argument suggests that the magnitude tend to decrease over a long time period. On positive integers, sequences defined by both the 3x + 1 and the 7x ± 1 functions eventually enter a repeating cycle 1 → · · · → 1. When zero is included, there is another cycle 0 → 0 which, however, cannot be entered from outside. When the 3x + 1 is extended to negative integers, the sequence enters one of a total of three known negative cycles. These are −1 → · · · → −1, −5 → · · · → −5, and −17 → · · · → −17. Nevertheless, when the 7x ± 1 is extended to negative integers, the sequence will always converge to the cycle passing through −1. These cycles are listed in Tables 1 and 2 . In contrast to the 3x + 1 problem, every progression in 7x ± 1 on negative numbers corresponds to negated progression on positive numbers, and vice versa. cycle length
For instance, the 7x ± 1 sequence for starting value n = 235 is listed in Table 3 . It takes 244 steps to reach the number 1 from 235. This is also known as the total stopping time. The highest value reached during the progression is 428 688. For a better mental picture of this sequence, the progression is also graphed in Figure 1 . The odd terms can be recognized as local minima, whereas the even terms as either local maxima or descending lines. One can easily see that the odd terms rise and fall repeatedly. Such behavior is also common to 3x + 1 sequences. The progression lengths for both the 3x + 1 and the 7x ± 1 problems are shown in Figure 2 . Regarding the successive n, the behavior of total stopping time is obviously irregular. Despite this, we can see regular patterns in graphs of these times for both of the problems. Consecutive starting values tend to reach the same total stopping time.
In order to compare the behavior of the 3x + 1 and 7x ± 1 sequences, consider following tables. Tables 4 and 5 show the longest progression (total stopping time) for any starting number less than given limit. One can see that the 3x + 1 sequences tend to have recognizably longer progressions. Moreover, Tables 6  and 7 show that maximum value reached during a progression for any starting number below the given limit. This value grows significantly faster in the 7x ± 1 problem that in the 3x + 1 case.
A lot of generalizations, e.g., [4] [5] [6] [7] [8] , of the original Collatz problem can be found in the literature. In [5] , the author also mention the 7x + 1 problem. The definition of such a problem is, however, different from the definition discussed in this paper. To the best of my knowledge, the 7x±1 function studied in this paper has never appeared before. I have computationally verified the convergence of the 7x ± 1 problem for all numbers up to 10 10 . 
