A general system of q-orthogonal polynomials is defined by means of its three-term recurrence relation. This system encompasses many of the known families of q-polynomials, among them the q-analogue of the classical orthogonal polynomials. The asymptotic density of zeros of the system is shown to be a simple and compact expression of the parameters which characterize the asymptotic behaviour of the coefficients of the recurrence relation. This result is applied to specific classes of polynomials known by the names q-Hahn, q-Kravchuk, q-Racah, q-Askey and Wilson, Al Salam-Carlitz and the celebrated little and big q-Jacobi.
Introduction
In the last decade there has been increasing interest in the so-called q-orthogonal polynomials (or basic orthogonal polynomials; for a review see [1] [2] [3] ). The reason is not only of a purely intrinsic nature but also because of the many applications in several areas of mathematics (e.g. continued fractions, Eulerian series, theta functions, elliptic functions, etc; see for instance [4, 5] ) and physics (e.g. angular momentum [6, 7] and its q-analogue [8] [9] [10] [11] , the qSchrödinger equation [12] and q-harmonic oscillators [13] [14] [15] [16] [17] [18] [19] ). Moreover, it is well known that the connection between the representation theory of quantum algebras (Clebsch-Gordan coefficients, 3j and 6j symbols) and the q-orthogonal polynomials (see [20, 21, vol III, [22] [23] [24] ), and the important role that these q-algebras play in physical applications (see for instance [26] [27] [28] [29] [30] [31] and references therein).
However, the distribution of zeros of these polynomials remains practically unknown to the best of our information. The present paper continues, corrects and considerably extends the investigation of the asymptotic behaviour of zeros of the q-polynomials initiated by Dehesa [32] . This is done by the consideration of a general system of q-polynomials which includes most of the q-polynomials encountered in the literature and the study of its distribution density of zeros as well as the corresponding asymptotic limit.
The method of proof used is very straightforward; it is based on an explicit formula for the moments-around-the-origin of the discrete density of zeros of a polynomial with a given degree in terms of the coefficients of the three-term recurrence relation [37] , as described in lemma 1 below. This method was previously applied to normal (non-q) polynomials where recurrence coefficients are given by means of a rational function of degree [38] , as well as to corresponding Jacobi matrices [39] encountered in the quantum mechanical description of some physical systems.
The paper is structured as follows. First, in section 2, a general set of q-polynomials {P n (x) q }
The general system of q-orthogonal polynomials
The general system of q-orthogonal polynomials {P n (x) q } N n=0 is defined by the recurrence relation P n (x) = (x − a n )P n−1 (x) − b 2 n−1 P n−2 (x) P −1 (x) = 0 P 0 (x) = 1 n 1
with the coefficients a n and b 
where q is an arbitrary positive real number bigger than 1. Further, the following general requirements on the real parameters defining a n and b 2 n will be assumed. 
and
Conditions (3) and (4) do not obviously imply any loss of generality. Here it should also be pointed out that the polynomials discussed in [32] are instances of the polynomials (1), 
Main results
Before collecting the main results of this work, let us describe lemma 1 which is the basic tool to find them.
Lemma 1.
Let {P N (x)} be a system of polynomials P N (x) defined by the recurrence relation (1), which is characterized by the sequences of numbers {a n } and {b n }. Let the quantities 
be the non-normalized-to-unity spectral moments of the polynomials P N (x), i.e. the moments around the origin of the discrete density of zeros ρ N (x), defined by 
for m even or odd respectively. The factorial coefficients F are defined by
with the convention r 0 = r p = 1. For the evaluation of these coefficients, we must take into account the following convention
. . , r p−1 ).
In (7), t denotes the number of non-vanishing r i which are involved in each partition of m.
This lemma was initially found in a context of Jacobi matrices [37, 38] . Just to understand the practical use of the lemma, let us give the first three spectral moments
In the following, the main results of this work are collected in the form of four theorems. The first of them refers to the discrete density of zeros (6) of the polynomials defined by (1), (2) and the other three are concerned with the asymptotic density of zeros, i.e. when the degree of the polynomial tends towards infinity. Throughout the paper the symbol ∼ means behaves as. 
where
denotes the M derivative with respect to 1 .
(b) If d 0 − e 0 > 0 and/or f 0 − s 0 > 0, three different subcases may occur, namely:
(
The summation (m) and the parameter t are as defined in lemma 1. Besides, the parameters 1 , 2 and M are as follows:
The proof of this theorem is shown in section 4. 
and their corresponding moments are as follows:
for m = 0, 1, 2, . . ., respectively. here ρ N (x) denotes the (discrete) density of zeros of the polynomial P N (x) q . It turns out that
Here the coefficients F and the symbol of summation (m) are as in theorem 1. (f 0 − s 0 ) 0 (i.e. case 2a). Let ρ(x) and ρ 1 (x) be the asymptotic densities of zeros of the polynomial P N (x) q defined by
for m 0, respectively. It turns out that:
Here the coefficients F and the symbol of summation (m) and the parameters 1 , 2 and M are as in theorem 1. 
be the asymptotic densities of zeros of the polynomial P N (x) q given by
for m 0, respectively, and where symbol (n) q denotes the q-basic number
. It turns out that
Also, (47), (48).
Also,
Here the coefficients F and the symbol of summation (m) and the parameters 1 , 2 and M are as in theorem 1.
It is important to make the following observation. To get as much information as possible about the asymptotic distribution of zeros when the moments µ m of the conventional asymptotic density of zeros ρ(x) = lim N →∞ ρ N (x) diverge, a normalization factor D is often used in theorems 2, 3 and 4, i.e. it is usually defined as an asymptotic density of zeros of the form
where the factors C and D are chosen so that the moments µ m of f (x) given by
are finite [40] . This is the great advantage of the densities of f (x) type. The scaling factor D turns out to be a function of N and/or q N . A detailed analysis of this procedure is carried out in section 5.
Determining the discrete density of zeros
Here theorem 1 will be proved. Let us consider the polynomial P N (x) q , N being a very large number, defined by the expressions (1)- (4), i.e. that
where a N and b (2) and taking into account that
it is easy to obtain that
and, in a similar way, it is easy to obtain that
The symbol ∼ means, as already pointed out, behaves with N as. To get (58) the conditions (3) and (4) have been used. Remark that, taking into account equations (59), (60), equation (2) may be written as
for n 1. To calculate the discrete density of zeros ρ N (x) of the polynomial P N (x) q , it may first be assumed to be characterized by the knowledge of all its moments {µ
Taking the values (61) of a n and b 2 n into equation (7), we obtain for µ (N ) m the following values:
If we take into equation (62) the dominant term then it reduces as follows
with the following notations
It should be noted that, because of relation (8), R +2R = m and consequently the parameters 1 and M may be written in the form
which are the expressions (22) and (24) given in the previous section.
To go further the i summation has to be performed in equation (63). In doing that two cases appear when expression (65) of 1 is analysed:
Let us see how equation (63) gets simplified in each case.
In this case 1 = 2 = 0 and since
Equation (63) reduces as follows
To further simplify this expression, we examine equation (66) of M. it is easy to find three different subcases corresponding
Let us study what happens for each subcase.
Then the dominant term is obtained when R = m and R = 0, i.e. for the partition (m, 0, 0, . . . , 0). Therefore M = (g 0 − h 0 )m and expression (67) reduces as follows
Since F (m, 0, 0, . . . , 0) = 1 according to (9) , it is clear that this relation is expression (11) of theorem 1.
This expression coincides with (12) given in theorem 1.
Then the dominant term is obtained when 2R = m and R = 0, i.e. for the partition
which is the expression (13) given in theorem 1, since F (0, m, 0, 0, . . . , 0) = 1. (f 0 − s 0 ) = 0. Here we are obliged to perform the i summation of (63). We have
Depending on whether q 1 is smaller or bigger than unity, this summation has a N behaviour or another, indeed,
and 
which is expression (14) of theorem 1.
( 
To go further in the analysis of the N dependence of µ (N ) m one has to analyse expression (65) which defines 1 . A simple study allows us to distinguish the following three situations:
(f 0 − s 0 ). Now we shall examine the reduction of (71) in these situations. (65) and (71) one easily finds that the dominant term in the m summation correspond to that for which R = m, because
, the corresponding partition is (m, 0, . . . , 0) and then 2 = 0 and t = 0. Therefore
Since F (m, 0, 0, . . . , 0) = 1 according to (9) this relation is expression (17) of theorem 1. 
(k 0 − l 0 ) the dominant term is the one corresponding to the condition when N M is maximum. It occurs when R = m, R = 0 because 
. , 0). It is because
then the dominant term in the m summation of expression (71) is the one corresponding to the partition (0, m, 0, . . . , 0).
which coincides with (21) since F (0, m, 0, . . . , 0) = 1. This completely proves theorem 1.
As a conclusion to this section we provide a scheme with all the different possibilities obtained in this section.
Scheme. The characterization of general q-polynomials by its spectral properties.
(1)
Searching for a normalized density of zeros
In this section the asymptotic distribution of zeros of the polynomial P N (x) q defined by equations (1)-(4) will be discussed. In particular theorems 2-4 will be proved. The starting point will be theorem 1. The usual way to have it is to impose that the moment of order zero be equal to unity, which allows us to write 
As said before, we are interested in the asymptotic density of zeros. If this is defined by will be infinity in case 1, subcases 2aii and 2aiii and in case 2b; and constant given by (14) in subcase 2ai. Therefore, the expressions (27) , (33), (35), (37) of theorems 2-4, respectively, have been proved.
If some information is required about the asymptotic distribution of zeros in case 1, subcases 2aii and 2aiii and in case 2b, a normalization factor and/or a scaling factor needs to be introduced into the density ρ N (x) in the sense discussed in equations (55) 
From (72) and (78), it is clear that all the quantities µ * * m have finite values. The only omission is the value of parameters a and b for the different subcases of case 2b.
For subcases 2bi, 2biiA and 2biiB it turns out that a = g 0 − h 0 and b = d 0 − e 0 . Then, as in expression (77), we can define the asymptotic density function ρ * * 1 (x) in the form
whose moments, µ * * m (1) , given by
have, according to (17) and (18), the values (for m 1)
in subcases 2bi and 2biiA, and, according to (19) , the values (77), we define the asymptotic density function ρ * *
(x)
by (40), whose moments µ * * m (2) given by (43) have, according to (20) , the values given by (51). Finally, for subcase 2biii we have the density ρ * * 3 (x) defined by (40) , whose moments µ * * m (3) , given by (43), have, according to (21) , the values given by (53). For the entire case 2b it happens that, according to (78) and since µ
as in theorem 4 is also pointed out.
Let us now search for a normalized-to-unity asymptotic density of zeros. The simplest way is to define it as
where equation (73) 
Then expressions (34)- (38) of theorem 3 have been demonstrated. So, theorem 3 has been entirely proved.
For cases 1 and 2b one would like to have information more useful than that expressed by (85), keeping the normalization to unit of the density ρ 1 (x) given by (83). Therefore, the spectrum of zeros has to be compressed by introducing a scaling factor. In case 1 it is very easy to find that factor by looking at expression (75): it is D = N −a . Then, from (75) and (83), the density function is defined as
whose moments are, according to (56) and (84), as
From (72) and (87) (k 0 − l 0 ), which defines the following asymptotic density of zeros
whose moments have, according to (87) and (12), the values (µ *
for subcase 1b, and, according to (87) and (13), the values
for subcase 1c. Remarks that the last two expressions coincide with expressions (29) and (30) of theorem 2, respectively. Then this theorem has been entirely proved.
For case 2b the scaled normalization-to-unity asymptotic density function of form (86) would also have all its moments of order other than zero equal to infinite. No other scaling factor would be able to make finite these moments unless D = N −a+ 1 m q mN , but this factor is of usefulness for reasons already discussed. Therefore, we are obliged to change the normalization factor in this subcase. Here the discrete density of zeros ρ + N (x) is normalized so that its moments are defined by
when ( 
Then, the appropriate asymptotic density of zeros for this subcase is, according to (88), 
(f 0 − s 0 ) and the appropriate asymptotic density of zeros is, according to (88), (89), the function ρ 
Applications
In this section we will use the theorems obtained in the two previous sections to investigate the spectral properties of several known families of orthogonal q-polynomials. Let us note that for a finite polynomial sequence (e.g. Hahn, Racah and Kravchuk polynomials), i.e. when the degree n of the polynomial is bounded by a fixed parameter N (not to be confused with the same letter previously used as the generic degree of polynomials), it is assumed that N is sufficiently large and 1 n N so that equation (61) can be fulfilled.
The q-Hahn polynomials
The q-Hahn polynomials h α,β n (q −x , N) play a fundamental role in the representation theory of the q-algebras SU q (2) and SU q (1, 1) (see [20, 22, 21] ). They also appear in numerous physical applications since, for example, the Clebsch-Gordan coefficients of the q-algebras SU q (2) and SU q (1, 1) are proportional to them. The theory and applications of the q-Hahn and classical Hahn polynomials have some close parallels. So, for example, q-Hahn and classical Hahn polynomials appear in the analysis of functions on the lattice of subspaces of a finite vector space and the lattice of subsets of a finite set, respectively. These polynomials verify the recurrence relation [3, p 59 ]
where B n = A n−1 C n , and the A and C parameters are
Let us also point out that
where κ n is the leading coefficient of the polynomial. The comparison of equations (91) and (1) gives that
This is the case d 0 − e 0 < 0 and f 0 − s 0 < 0, i.e. subcase 2ai. Therefore, equations (33) and (34) of theorem 3 give us the moments
for the asymptotic density of zeros ρ(x) defined by equation (31) , and
for the corresponding asymptotic quantity ρ 1 (x) given by equation (31).
q-Kravchuk polynomials
The matrix elements of the representations T l of the U q (sl 2 ) quantum algebra are proportional to the q-Kravchuk polynomials (see [21, vol III, p 64] ). According to [3, p 76 ] and taking into account equation (92) the three-term recurrence relation of these polynomials can be expressed as
where B n−1 = A n−1 C n−1 , and
The comparison with (1) gives that
Then 
for the moments of the spectral quantity ρ(x) defined by equation (31).
q-Racah polynomials R n (µ(x), α, β, γ , δ). u(x)
The important role that the 6j symbols play in the quantum angular momentum theory is well known (see [6] ). It is known that the q-analogue of the Racah coefficients (6j symbols) for the q-algebra U q (sl 2 ) are proportional to the q-Racah polynomials (see [21, vol III, p 70] ). From the three-term recurrence relation of these polynomials [3, p 53] , as well as equation (92), we can rewrite [3, equation 3.15.3] in the form
This is the case d 0 −e 0 = −1 < 0 and f 0 −s 0 = 0, i.e. subcase 2aiii. Therefore, equation (16) of theorem 3 yield the moments
for the asymptotic densities of zeros ρ 1 (x) defined by equation (31).
q-Askey and Wilson polynomials p n (x, a, b, c, d)
According to [3, p 51 ] and equation (92), the three-term recurrence relation for the q-Askey and Wilson polynomials can be rewritten as
The comparison with (1) gives
Then In dealing with the q-harmonic oscillator, Askey and Suslov [16] have introduced the qpolynomials
where U −µ n (x) are the so-called Al Salam-Carlitz polynomials. These polynomials satisfy the recurrence relation [16] 
which is of the type (1) with the coefficients
This is the case d 0 − e 0 = 1 and f 0 − s 0 = 2, i.e. subcase 2biiB. Therefore, equations (49) and (50) of theorem 4 give us the moments
and (x) , is related also to the q-oscillator. So, it seems natural to search for its distribution of zeros. These polynomials satisfy the relation [15] The little q-Jacobi polynomials p n (x, a, b) play a fundamental role (see e.g. [20] ) in the representation theory of the q-algebra U q (sl 2 ) because they are the matrix elements of the representations T l (see [21, vol 
where A and C parameters are given by 
which are the moments of asymptotic spectral quantity ρ(x).
The big q-Jacobi polynomials P n (x, a, b, c)
The big q-Jacobi polynomials P n (x, a, b, c) 
The q-dual Hahn polynomials in the lattice x(s) = [s] q [s + 1] q
In this section we provide the asymptotic behaviour of the moments of zeros of the q-dual Hahn polynomials W (c) n (x(s), a, b) q . These polynomials are connected with the ClebshGordan of the q-algebras SU q (2) and SU q (1, 1) [24] . Using the above formulae we find the following asymptotic values of the moments µ 
