We analyzed long-term trends in temperature for urban areas in Japan, after classifying observations according to coincident wind speed and precipitation. Trends were defined as departures from regional temperatures at nearby rural sites with population density of less than 100 people per square kilometer, using a 30 year data set from the Automated Meteorological Data Acquisition System (AMeDAS) of Japan. "High-wind" and "low-wind" cases were defined by the upper and lower one-thirds of the geostrophic wind speed (GWS) calculated from sea-level pressure gradients at surrounding stations. "Rain" days were defined as those having a precipitation rate greater than or equal to 1 mm per six hours, while "no-rain" cases had less than this. Temperature trends were signi ficantly higher in low-wind conditions than in high-wind conditions at stations where the population density was more than 3000 km -2 , and trends were higher in no-rain conditions than in rain conditions even for slightly urbanized areas with a population density from 100 to 300 km -2 . Analysis using surface wind speed instead of GWS yielded a result similar to that described above, although differences in trends between high-and low-wind conditions were smaller than those obtained from an analysis using GWS. At night, the differences in temperature trends between high-wind and low-wind conditions, and between rain and no-rain conditions, were greater than they were when daily mean temperatures were used. These results agree with our understanding that the urban heat island effect is more pronounced at night under clear skies and low-wind conditions. This study provides convincing evidence of urban-induced warming, not only in large cities but also at slightly urbanized sites in Japan.
Introduction
Temperature changes in cities due to the influence of urban warming can bias climatic temperature changes, as many observation stations are located in cities and towns. The Intergovernmental Panel on Climate Change (IPCC) has asserted that urban warming has a negligible effect on the observed global temperature trend, and the Fourth Assessment Report (IPCC 2007) concluded that the mean global trend, estimated at +0.74 K/century from 1906 to 2005, was affected very little by urbanization. Parker (2006 Parker ( , 2010 compared the temperature trends on "windy" and "calm" days at 290 stations around the world, using NCEP-NCAR reanalysis surface winds, and found no significant differences with only a few exceptions. Parker interpreted this result to indicate that urban areas do not significantly influence large-scale temperature changes, as the urban heat island is generally more noticeable on calm nights (Landsberg 1981; Oke 1987) .
But studies in other regions of the world including East Asia have revealed larger upward temperature trends at urban stations than at rural sites (Zhou et al. 2004; Griffiths et al. 2005; Stone 2007; Hua et al. 2008; Ren et al. 2008; Kataoka et al. 2009; Lai and Cheng 2010; McCarthy et al. 2010) . The urban influence on temperature is quite conspicuous in large cities in Japan (Fukui 1957; Kawamura 1985; Fujibe 1995 Fujibe , 2011 Kato 1996; Ichinose 2003; Das et al. 2011) , and urban heat islands have even been observed in small towns and settlements (Tamiya 1968; Tamiya and Ohyama 1981; Sakakibara and Morita 2002) . Analyzing data from the Automated Meteorological Data Acquisition System (AMeDAS) network (Subsection 2.1), Fujibe (2009 Fujibe ( , 2011 detected anomalous temperature increases in areas where the population density was 100 to 300 people per square kilometer, relative to truly rural sites. He concluded that urban warming is detectable not only in large cities but also at slightly urbanized sites. Fujibe (2010) also found an urban signal in the weekly temperature cycle, with lower temperatures on Saturdays and holidays than on weekdays. We therefore applied a method similar to that of Parker (2006 Parker ( , 2010 to stations in Japan, to see whether temperature trends in cities differ according to meteorological conditions.
In the present study, we examined the effect of meteorological conditions on temperature trends over a 30-year period at AMeDAS stations, in order to detect any urban signal therein. The intensity of the nocturnal heat island depends not only on wind speed but also on weather; urban-rural temperature differences are greater under cloudless skies than under cloudy or rainy conditions (Yamashita et al. 1986; Sakakibara and Matsui 2005) . We evaluated the different temperature trends in rain and no-rain cases, and between highwind and low-wind cases.
Data and analysis

Temperature and population
We used hourly observations of temperature, wind, and precipitation for a 30 year period from March 1979 to February 2009 from the station network of AMeDAS, deployed in the late 1970s by the Japan Meteorological Agency (JMA) as a ground-based observation network covering the country at a spatial resolution of a few tens of kilometers. Temperature, wind, and precipitation data are provided with a precision of 0.1 °C, 1 m s -1 and 1 mm, respectively. The analysis was almost the same as that of Fujibe (2009) , except that the 30-year period ended three years later, and wind and precipitation data were added to the analysis in order to select cases. We did not use stations at which data were missing from more than 3% of the total number of days in the period, for any one of the observed quantities and for any one month (for January, for example, if the number of days with undefined values exceeded 31 days × 30 years × 3%, or 28 days). To avoid discontinuities due to site changes, we did not use stations that moved horizontally by 1 km or more, or vertically by 5 m or more. In addition, we removed some stations from the analysis if the spatial interpolation of rural temperature was not considered to be sufficiently accurate (see section 2.4). The resulting distribution of 504 stations selected by these criteria is shown in Fig. 1 .
The population density around each station (stations will be denoted by a symbol i hereafter) was calculated using 2000 census data on grids of 30" in latitude and 45" in longitude (about 1 km × 1 km), applying a weighted average in the form Fig. 1 . Distribution of stations used in the analysis, and the division of Japan (except the islands south of 30°N) into western, eastern, and northern regions. Population density of the area surrounding each station is keyed to station symbols, explained in the legend at left. Land elevations greater than 300 m and 1000 m are shaded light and dark gray, respectively, as shown at the lower right.
where P(g) is population on grid point g, r ig is its distance from station i, and R = 3 km. Stations were categorized into six groups of P (Table 1 , Fig. 1 ).
The "large city" group consists of 16 stations in cities having populations greater than 500,000 (Fig. 2) . Stations at sites with P < 100 km -2 were regarded as non-urban, and were used as reference stations for defining the urban anomaly.
Definition of rain and no-rain cases
A case was regarded as a "rain case" if at least 1 mm of precipitation fell in the preceding six hours, and as a "no-rain case" otherwise. Here the term "rain case" may be used to include some cases of frozen precipitation. We used six-hour precipitation in order to capture light but continuous precipitation more effectively than one-hour preciptation observations can. For the sake of comparison, analyses based on three-hour and onehour periods of observation instead of six-hour periods were conducted as well (Fig. 14) .
Interannual and seasonal variations in the percentage of rain cases, as defined above, are shown for each hourly time period (Fig. 3) . The average percentage of rain cases was 18.5% if six-hour precipitation data was used, 13.3% if three-hour precipitation was used, and 7.8% if hourly precipitation was used. For all three time periods, rain cases exhibited a decreasing trend of about 0.4% decade -1 , although this value was not statistically significant at the 5% level (statistical significance will be discussed for the 5% level unless otherwise stated; see Subsection 2.4 for calculation of linear trends and statistical tests). Days with weak precipitation have decreased in Japan during the last 100 years (Fujibe et al. 2006) , although weak precipitation has increased in Hokkaido over the recent 30 years (Iwasaki and Sunaga 2009 ). The slight downward trend of rain cases does not conflict with these findings. The percentage of rain cases is almost constant throughout an average year and through the 30-year period.
Definition of high-wind and low-wind cases
This analysis was based on surface geostrophic wind speeds (GWS) calculated from the sea-level pressure field, as a regionally representative index of wind speed. Sea-level pressure data were available for JMA stations in the AMeDAS network. In this study, GWS at each station was calculated using six-hour (0300, 0900, 1500, and 2100 JST) pressure observations at 146 stations (Fig. 4) , selected on the condition that missing data were less than 100 during the 30-year analysis period, using the least-squares criterion Group A P ≥ 3000 km -2 , except those in "large cities" 27
Group B P = 1000-3000 km -2 . 72
Group C P = 300-1000 km -2 . 137
Group D P = 100-300 km -2 . 110
Non-urban P < 100 km -2
. 142
Total 504 Fig. 2. Large cities having stations used in the analysis. Squares: population larger than one million; circles: population greater than 500,000 but less than one million.
where p h is sea-level pressure at observatory h, x ih and y ih are eastward and northward distances from the target station i, r ih 2 = x ih 2 + y ih 2 , r G is a parameter controlling the spatial scale of interpolation, and a i , b i , and c i are least-squares coefficients. In the analysis, r G was set to 150 km. Coefficients a i and b i gave the eastward and northward pressure gradients, which were then transformed into geostrophic wind. The value of the GWS at 0300 JST, for example, represented the value from 0100 to 0600 JST. We defined "high-wind" and "low-wind" cases for each station as the upper and lower one-thirds, respectively, of the GWS values during the 30 year period. We also defined "very highwind" cases as the top 10% of GWS values, for the sake of comparison.
In addition to the GWS, we also used observed surface wind speed (SWS) at stations as another index. In order to avoid inhomogeneities from relocations or small-scale environmental changes, stations were excluded from the SWS analysis if (1) the site had been moved by a horizontal distance of 500 m or a vertical distance of 3 m, or (2) the anemometer height had changed by 0.2 m. The resulting number of stations used in the analysis was 374. Definitions of high-and low-wind cases were made in the same way as for the GWS-based analysis, but because of the 1 m/s precision of the wind speed data, there can be more than one observation lying on the threshold. In such a situation, each observation was given an equal fractional weight so that the sum of the weights was 1/3 of the total number of days.
The interannual and annual changes of GWS (averaged over all stations) for the high-wind and lowwind cases, the top 10% of cases, and the average of all cases are plotted in Fig. 5 . There were no significant trends in the percentage of high-and low-wind cases, nor in the annual average of GWS. The high-wind and low-wind cases had an average wind speed value of 9.15 m/s and 2.10 m/s, respectively. The top 10% of cases had an average value of 12.74 m/s. The average of all cases (the annual mean GWS) was 5.29 m/s. The GWS had a maximum in early spring and a minimum in summer. When diurnal variation was considered (not shown), the GWS had a weak maximum at 1500 JST. This may have resulted from daytime pressure falls due to inland warming (Kuwagata and Sumioka 1991) .
High-wind cases were more often rainy (26.9%) than low-wind cases were (12.2%), probably because a strong GWS is often associated with synoptic disturbances that cause precipitation. Analysis of high-and low-wind cases may be influenced by this difference in the percentage of rain cases. We will present results of an analysis that used only no-rain cases later (Fig. 15) .
Urban temperature trends
We use the notation T jni (y) to indicate the temperature observed at time j on day n at station i in the year y. The climatic mean temperature for each calendar day, T jni , was defined as the 30-year average of T jni on that calendar day (the T jni value of February 29 in leap years was divided between February 28 and March 1, with a half-weight given to each). In order to filter out day-to-day irregularities in T jni , we applied a nineday running average over n three times to T jni . We analyzed temperature trends using the departure from the climatic mean T jni , so that the temperature trend is T y jni
The spatial average of T * at non-urban sites surrounding station i was obtained from the leastsquares condition:
∑ → where x ih and y ih are respectively the eastward and northward distances from station i to a non-urban station h, r ih 2 = x ih 2 + y ih 2 , r 0 is a parameter controlling the spatial scale of interpolation, and a jni , b jni , and  T jni * are least-squares coefficients. The interpolated non-urban temperature is given by  T jni * . The value of r 0 was set at 300 km, to ensure that a sufficient number of non-urban stations were included in the calculation. The departure of T jni
T jni * (y), was used as the measure of urban anomaly.
The solution to Eq. (3) can be written in a linear combination of T jnh * in the form
where s ih is a function of x ih and y ih satisfying
Here, the sum of the squares
is a measure of the accuracy of the interpolation, because a large value of S i implies the existence of some large positive or negative values of s ih in Eq. (4). This situation, which would cause the accuracy of  T jni * to be poor, can occur if the non-urban stations are located in only a limited azimuthal range of the target urban station i so that a solution of Eq. (4) would require extrapolation. Therefore, stations with S i ≥ 1 were not used.
We analyzed long-term trends after summing δT y jni * ( ) over days satisfying a specified condition, and stations in a specified group. In order to avoid the influence of seasonal inhomogeneities in the number of cases, the summing was first made for each month. For the rain case, for example,
where m is month; the summation in i covers all stations in the specified region, while the summation in n is for all days satisfying the specified condition in month m, and N is the total number of cases covered by these summations. The difference between rain and no-rain cases was then obtained by 
RA rain no rain -(8) Likewise, < δT y mj * ( ) > was calculated for high-and low-wind cases, and their difference < ∆δΤ mj * (y, GWS)> was also calculated.
Then < δT y mj * ( ) > was smoothed as follows:
or, for the daily mean value of < δT y mj¢ * ( ) >, 
The daytime and nighttime means of < δT y mj * ( ) > were defined by the averages for 0700 to 1800 JST, and for 1900 to 0600 JST, respectively. Hereafter, the suffixes m and j are omitted for simplicity.
The linear trend of < > δT y * ( ) was calculated using the least-squares criterion where A and ¢ T are least-squares coefficients. The linear trend is given by ¢ T . The same procedure as eq. (9) to (11) was applied to < ∆δΤ * > to obtain the differential trend between cases. Hereafter, we use the notation δ ¢ T (RA) and δ ¢ T (GWS) to indicate the differential trends for rain/no-rain conditions and for high/ low-wind conditions, respectively. We evaluated a confidence interval from the scatter of the residuals in (11) by applying a t-distribution, on the assumption that they follow a normal distribution.
The number of rain days differs among the stations, so that Δ ¢ T (RA) may be affected by the spatial difference in ¢ T . For example, if ¢ T is smaller at some stations which have more rain days than other stations, our analysis would yield a negative value of Δ ¢ T (RA) even if there is actually no difference in ¢ T between rain and no-rain cases. To examine this possibility, we did an alternative analysis by calculating ¢ T for each station (the summation in i in Eq. 7 was skipped), and then averaging it over an area, so that all stations would have an equal weight in calculating Δ ¢ T (RA). A shortcoming of this option is that N in Eq. (7) can become so small for some stations that this result may not be statistically robust. We will compare results from this option and the main procedure later in Fig. 14.
Results
There is an upward trend in urban temperature anomalies < δΤ * >, both for rain < δΤ * (rain)> and norain < δΤ * (no-rain)> cases for daily mean values (Fig.  6) . The trend for the latter is slightly larger, so that the difference < ∆δΤ * > decreased in time. The time series of < ∆δΤ * > for the nighttime hours (19-06 JST) is also shown in Fig.6 . This trend at night is slightly larger (in absolute value) than it is for the daily mean. The trend in the urban anomaly for high-wind and low-wind cases is shown in Fig. 7 , along with their difference. The upward trend of < δΤ * > is stronger for low-wind cases than for high-wind cases, so that the difference < ∆δΤ * (GWS)> trends negatively.
The annually averaged values of the temperature trends ¢ T (for both rain and no-rain cases) and their difference Δ ¢ T (RA) vary with population density (Fig.  8) . The same is true for temperature trends in high-and low-wind cases (Fig. 9) and their difference δ ¢ T (GWS). Generally the trends ¢ T are positive, and tend to be larger for greater population densities P. This result indicates that the urban anomaly is detectable both in rain and no-rain conditions, and in high-wind and lowwind conditions. However, Δ ¢ T (RA) is significantly negative for all population densities, including the Fig. 6 . Time series of the urban temperature anomaly δΤ * for rain and no-rain cases (daily means of each), and their difference ∆δΤ * (for both the daily mean and the nighttime-only mean) for stations in large cities, based on an analysis of the whole year and the whole country. Fig. 7 . Same time series as in Fig. 6 , but for highand low-wind cases. Fig. 8 . Plot of temperature trend ¢ T for rain and no-rain cases (daily means), and their differential trend Δ ¢ T (RA) (for both daily mean and night-only mean) as a function of population density, P. Vertical bars indicate 95% confidence ranges.
lowest densities (100 to 300 km -2 ): urban warming is more pronounced under rain-free conditions than in rainy conditions, not only in large cities but also at lightly populated sites. For Δ ¢ T (GWS), significantly negative values exist for stations in large cities and for densities larger than 3000 km -2 . Negative values of Δ ¢ T (RA) and Δ ¢ T (GWS) tend to be greater in the night hours than in the daily mean. This agrees with the general understanding that urban warming is more pronounced at night than in the day.
In its diurnal variation, the quantity Δ ¢ T (RA) is strongly negative at night or for at least part of the night (Fig. 10 ) in all seasons except spring (March to May), in which it is negative but not significant for stations of population density P less than 1000 km -2 , whereas Δ ¢ T (RA) is generally small in the daytime. A similar diurnal variation was observed for Δ ¢ T (GWS) in winter (December to February; Fig. 11 ). For large cities, significant negative values of Δ ¢ T (GWS) were found in spring and autumn (September to November) but there was no difference in summer (June to August).
In Fig. 11 , the positive Δ ¢ T (GWS) values in the daytime hours of spring for stations having high population densities (P ≥ 1000 km -2 ) was exceptional. To reveal what may have caused it, we plotted ¢ T (GWS) and Δ ¢ T (GWS) for the midday hours of spring (10-15 JST from March to May; Fig. 12 ). These trends were positive in high-wind cases, while there were no significant trends in low-wind cases, with the result that Δ ¢ T (GWS) was positive with a 5% significance for stations in large cities. Values for stations in the next two largest population density groups were also significant at the 10% level, though not at the 5% level.
In Fig. 13 we plotted a comparison of these trends in Δ ¢ T for the three regions in Japan shown on Fig.  1 . In this analysis, stations in large cities have been merged into the P ≥ 3000 km -2 group, in order to attain an adequate sample size. We can see that Δ ¢ T (RA) is significantly negative except for two of the 12 groups. For Δ ¢ T (GWS), significant negative values are found largely for stations in the P ≥ 3000 km -2 group (except for northern Japan). For both the rain and wind parameters, regional differences were within the range of statistical uncertainty.
Finally, we looked at the effects of other analysis procedures on the results. The differential temperature trend for rain/no-rain cases is plotted again in Fig. 14 , as in Fig. 8 , for the "main analysis" that used daily mean Δ ¢ T (RA) values and for alternative analyses based on:
(1) three-hour precipitation observations, (2) hourly precipitation observations, and (3) use of an equal weight for all stations (described in the last paragraph of Subsection 2.4). All results show negative Δ ¢ T (RA) trends that are statistically significant. The differences due to the different periods of observation were very small, and the analysis based on equal station weights had no significant differences.
The differential trend in temperature for high/lowwind cases is plotted again in Fig. 15 for the main analysis and four alternative analysis procedures: (1) using the top 10% of GWS speeds instead of the upper one-third, (2) using only no-rain cases, (3) setting r G = 300 km instead of 150 km in Eq. (2), and (4) using surface wind speed (SWS) instead of GWS. Again, there are no essential differences among the results. However, using observed surface wind speed instead of geostrophic wind speed GWS resulted in smaller absolute values of temperature trend Δ ¢ T . We obtained a similar result when we used only nighttime temperatures (not shown).
Discussion
In the present study we conclude that warming was more rapid on no-rain days than on rain days at Fig. 12 . Same as in Fig. 9 , but for the mid-day hours (10-15 JST) of spring (March-May). Fig. 13 . Relationship between Δ ¢ T (daily mean) and P in each region of Japan as defined in Fig.  1 for (a) high-wind vs. low-wind conditions, and (b) rain vs. no-rain conditions. T (RA) (using daily means) and P for four different analysis procedures in the legend on the right. Fig. 15 . Relationship between Δ ¢ T (GWS) (using daily means) and P for each of five analysis procedures listed on the right. urban stations in Japan, even for slightly urbanized locations where the population density was from 100 to 300 km -2 . Warming was also more rapid on low-wind days at locations with a population density greater than 3000 km -2 . Both the rain/no-rain difference and the high/low-wind difference were more pronounced for temperatures at night than for the daily mean temperature. These results agree with our understanding that the urban temperature anomaly is greater at night under low-wind and cloudless conditions. This study provides convincing evidence of urban warming in Japan, not only in large cities but also at slightly urbanized locations, and agrees with previous findings of anomalous trends and weekday/ weekend differences in urban temperatures in Japan (Fujibe 2009 (Fujibe , 2010 (Fujibe , 2011 .
One result was surprising: the difference between high-wind and low-wind cases was smaller when surface wind speed (SWS) was used instead of geostrophic wind speed (GWS). It is surprising because urban temperature is expected to be more sensitive to the on-site wind than to the regionally averaged pressure gradient. The smaller difference when SWS was used may be due to some interaction between the urban heat island and the surface wind. For example, Sakakibara et al. (1998) and Sakakibara and Narita (2010) obtained larger values of urban-rural temperature differences under light winds than in calm conditions for some cities in Japan. They pointed out that mechanical mixing induced by buildings may be destroying the nocturnal inversion layer over the city and so enhancing the urban-rural temperature difference. On the other hand, Bornstein and Johnson (1977) and Lee (1979) attributed the increase in surface wind speed to reduced stability of the urban atmosphere. In such cases, GWS may represent the ambient wind field better than SWS would.
Another unexpected result of this study is a larger urban temperature anomaly on high-wind days than low-wind days (a positive trend of Δ ¢ T (GWS)), in the mid-day hours of spring (Figs. 11, 12) . A possible interpretation is that the urban boundary layer has strong vertical mixing in the daytime hours, causing the mixing height to be higher than in rural areas (Yoshikado and Kondo 1989; Yoshikado 1990 ). This strong mixing would entrain more air in upper levels where the global warming trend is higher than at the surface. This explanation is only speculative, and the question needs further research.
