Abstract-In 111 we introduced a class of multiscale dynamic models described in terms of scale-recursive state space equations on a dyadic tree. An algorithm analogous to the Rauch-hg4triebel algorithm-onsisting of a he-to-coarse Kalman filter-like sweep followed by a coarse-to-he smoothing step-was developed In this paper we present a detailed systemtheoretic analysis of this filter and of the new de-recursive Riccati equation associated with it. While this analysis is similar in spirit to that for standard Kalman filters, the structure of the dyadic tree leads to several significant Werences. In particular, the structure of the Kalman filter error dynamics leads to the formulation of an ML version of the filtering equation and to a corresponding smoothing algorithm based on triangularizing the Hamiltonian for the smoothing problem. In addition, the notion of stability for dynamics requires some care as do the concepts of reachability and observability. Using these system-theoretic constructs, we are then able to analyze the stabdity and steady-state behavior of the he-to-coarse Kalman filter and its Riccati equation.
INTRODUC~ON HE use of pyramidal representations for signals and im-
T ages has been and continues to be of considerable interest, both in research and in application. The reasons for this include the computational efficiencies that such representations may suggest (e.g., as in the use of multigrid methods for the solution of partial differential equations [16] , [17] ), the fact that many phenomena including those with fractal or selfsimilar features can be captured in natural and analytically useful ways in this setting [ll] , [12] , and the development of the wavelet transform [13] - [15] which has sparked interest in developing multiresolution methods for a vast array of applications. As described in [l] , [lo] , the interest in multiresolution representations and its apparently substantial promise provided motivation for the development of a framework for statistical modeling and optimal processing based on such pyramidal representations. In particular in [l] we introduced a class of multiscale state-space models evolving on dyadic trees (in which each level in the tree corresponds to a particular level of resolution in signal representation), we derived an efficient and highly parallelizable optimal estimation algorithm on the dyadic tree, and we illustrated the potential of this framework both for problems of optimal fusion of multiresolution data and for the efficient solution of computationally intensive problems of signal and image analysis through the use of "fractal regularization" techniques based on our models. In [18] , the straightforward extension of our algorithm to quadtrees is used to achieve computational reductions of between one and two orders of magnitude for a typical image processing/computer vision problem, while in [I91 we demonstrate that the classes of processes that can be captured in this setting are quite rich, including all Gauss-Markov processes and Gaussian-Markov random fields.
All of this, we feel, not only establishes the promise of this new framework but also identifies additional systemtheoretic questions of some importance. In particular, the optimal estimation algorithm [l] is a direct generalization of Kalman filtering and state-space smoothing algorithms, introducing a new class of scale-recursive Riccati equations. This suggests, among other things, the development of a system theory for multiresolution modeling and realization as well as the detailed system-theoretic analysis of the filtering and Riccati equations introduced in [l] . The objective of this paper is to tackle this latter problem, while an initial investigation of multiscale deterministic realization theory is the subject of [2] .
In the next section we briefly review the multiscale statespace model and optimal estimation algorithm of [l] . The objective of error and stability analysis for multiscale filtering leads directly to a variation on this algorithm which we develop in Section 111. This "ML algorithm" also has a direct connection with the solution of the estimation problem via the triangularization of the smoothing Hamiltonian, which we describe in an appendix. In Section IV we then turn to the system-theoretic analysis of our models and, as we will see, the notions of reachability, observability, and, especially, stability have significant variations as compared to their counterpart for ordinary state-space models. These tools are then used in Section V where we analyze the properties of the error covariance for our optimal filter and the stability and asymptotic behavior of the filter error dynamics and our new Riccati equation.
II. STATE-SPACE MODELS AND MULTISCALE
ESTIMATION ON DYADIC TREES As illustrated in Fig. 1 , the basic data structure for multiresolution modeling is the dyadic tree. Here each node t in the tree 0018-9286/94!$04.00 0 1994 IEEE I 480 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 39, NO. 3, MARCH 1994 coarse infinite tree T , i.e., {(m, n)I -00 < m, n < 00). This will be of interest when we consider asymptotic properties such as stability and steady-state behavior. In any practical application, of course, we must deal with a compact interval of data. In this case, the index set of interest represents a finite version of the tree of Fig. 1 , consisting of M + 1 levels beginning with the coarsest scale represented by a unique root node, denoted by 0, and A4 subsequent levels, the finest of which has 2M nodes.
Suppose that w(t) and v(t) are independent, zero-mean white noise processes with covariances I and R(t), respec- 
Pz(t) = A(t)Pz(tT)AT(t) + B(t)BT(t). (2.4)
If the ~-~~o d e l Parameters VarY in Scale only and if at Some scale 
z(t;i;) = F ( t ) z ( t ) -A-'(t)B(t)'lZt(t) F ( t ) = A -l ( t ) [ l -B(t)BT(t)P,-l(t)]
(2.6) (2.7)
class of coarse-to-fine state space models on T
a(t) = w(t) -E[w(t)lz(t)]
(2.8) (2.9)
E['lZt(t)aT(t)] = I -BT(t)P;'(t)B(t) e Q(t).
In by t. This model is the basis for multiscale modeling of node y(7) for = or a descendent of t), and stochastic processes developed in [l] . In contrast, the fine-to-let f(slt+) denote the optimal estimate of z(s) based on coarse Kalman filtering step of our estimation algorithm falls data strictly y(7) for a strict descendent into the class of fine-to-coarse recursive models of the form of t). Let P(sIt) and P(slt+) be the corresponding error
covariances. Then the coarse-to-fine Kalman filter consists lation* B(t)w(t) =presents the higher added consisting of a fine-to-coarse mman filtering step followed in going from One scale to the next$ and y(t> is the by coarse-to-fine smoothing step. k t g(slt) denote the
+G(ta)w(ta) + G(tP)w(tp). (2.3) Of a measurement step
An important special case of (2.1)-(2.3) is that the system parameters are constant at each scale but may vary from scale A(m(t)), etc. Such a model is useful for capturing scalewe focus the detailed covariance analysis and stability results on this case. Also, if we wish to consider representations of signals of unbounded extent, we must deal with the full 
(2.12) This algorithm has a pyramidal structure, allowing substantial parallelization. Also, while the update and prediction steps are analogous to corresponding steps in usual Kalman filtering,' the fusion step has no counterpart.
Let k S ( t ) denote the estimate of z(t) based on all data on a finite subtree with root node 0 and M scales below it. Once the Kalman filter reaches the root node, &(O) = 2(OlO) serves as the initial condition for the coarse-to-fine smoothing sweep:
where Ps(t), the smoothing error covariance, satisfies
Ps(t) = P(tJt) + J(t)[Ps(tT) -P(tqt)]JT(t). (2.21)
III. THE ML FILTER The Riccati equation (2.11)-(2.13), (2.15), and (2.18) differs from standard Riccati equations in two respects: 1) the explicit presence of the prior state covariance Pz(t) and 2) the fusion of two sources of information in (2.18). The latter of these is intrinsic to our Riccati equations and has important consequences in the stability analysis of fine-to-coarse filtering. The presence of Pz(t), on the other hand, points to an apparent complication in analyzing our filter that motivates an alternate filtering algorithm in which it does not appear. Specifically, in standard Kalman filtering analysis, the error evolves as a state process itself without explicitly coupling to z(t). This is not the case here because of the explicit presence of P, (t) in (2.18) and in the backward model parameters (2.6)-(2.9) that enter into the fine-to-coarse prediction step (2.15). On first examination, this might not appear to be a new problem, as backward models for standard temporal models also involve the state covariance. The present situation, however, is not as simple, thanks to the new fusion step. If we examine the backward model (2.6)-(2.9) and the Kalman filter (2.10), (2.14), (2.17), we find that the upward dynamics for the error z ( t ) -k(tlt) are not decoupled from o(t) unless P;'(t) = 0.
Thus we apparently have a significant difference in analyzing these error dynamics. To overcome this, we consider a slight variation in the algorithm.
Specifically, we define what we will refer to as the ML $Eter by setting the P;'(t) terms in (2.10)-(2.18) to zero. The resulting filter recursions are then given by the following.
Measurement Update:
The key differences, here are the absence of a P , ' (t) 'Although, as discussed in [l] this step must proceed from fine-to-coarse and, hence, must use the backward model (2.6) for the prediction step. Note that one can perform exactly analogous calculations (without the merge step) for standard Kalman filtering problems, although in the present context we have the additional motivation of obtaining a form that yields an explicit error dynamic equation. Also as in the standard case, the ML filtering equations (3.1)-(3.8) cannot be directly used at the initial levels of recursion-i.e., for the finest level M and perhaps several levels above this-until the ML covariance is well defined. Rather the information form of this filter must be used, and this is also described in Appendix A. Note that as one might expect and as will be used in Section V, obsefiability plays a central role in guaranteeing that the emor covariance does become well defined. Also, in Appendix B we present an alternate viewpoint for the derivation of RTS-like algorithms, namely using the Hamiltonian equations for our estimation problem. As discussed in [6] [7] , diagonalization of the Hamiltonian for standard state-space models leads to two-filter smoothing algorithms, while triangularization leads to the RTS algorithm. In our case, the structure of the tree adds a fundamental asymmetry to the Hamiltonian, which precludes diagonalization, but whose triangularization is possible, leading to the ML form of the RTS algorithm we have just described.
Finally, let us show that we can use the ML filter to obtain a dynamic representation for the filtering error that is decoupled from the state dynamics itself. Specifically, from (3.1)-(3.8) we can derive the following ML filter recursion Equation (3.17) represents the filtering error as the state of such a fine-to-coarse system, as in (2.3), driven by white process and measurement noise. It is the stability of this system-in the scale-varying case-that is investigated in Section V.
Iv. SYSTEM-THEORETIC CONCEPTS FOR FINE-TO-COARSE DYNAMIC MODELS
In this section we introduce and investigate the several system-theoretic concepts for dynamic systems on dyadic trees that are needed in Section V for the asymptotic analysis of the fine-to-coarse filtering algorithm. In particular, we focus here on the scale-varying version of the fine-to-coarse model (2.2), (2.3), namely
Since we focus on deterministic properties in this section, w(t) should be viewed as an input, and we have eliminated the measurement noise from (4.2). To simplify the discussion, we assume the F ( m ) is invertible for all m.
A. Reachability and Observability
The first property we wish to investigate is reachability for the model (4.1), i.e., the ability to drive the system from any fine-scale initial condition to any coarse-scale target. Note that
?ML(tlt) = [I -KML(t)C(t)lPML(tlt+)
.
[PG; (t I ta) A-' (ta)? (ta Ita)
(3.14) the number of descendent nodes below any node to grows geometrically with scale: there are 2M "initial conditions" affecting z(t0) and at a scale M levels finer than z(to).
Also, from (2.1)
Specifically, let
with an analogous equation with ta replaced by tP, and thus, using (3.8) As always, in studying reachability, we can set X M , t o = 0, so that
Let us define the reachability Gramian as is invertible. Also we will refer to the system (4.1) as being uniformly reachable if there exists y, MO > 0 so that R(t, MO) 2 y l for all t. Note that R(t0, M) is the standard reachability gramian for the system
The factor of in (4.12) does not effect either reachability or uniform reachability. Thus, the usual conditions for temporal state-space models apply here as well. For example, if F and G are constant, then reachability and uniform reachability are equivalent to the usual condition, i.e.,
It is interesting to note that the structure of the tree adds a substantial level of asymmetry to the analysis of coarseto-fine and fine-to-coarse systems. For example, for standard temporal systems there are two closely related notions, namely reachability (i.e., the ability to reach any state from any state) and controllability (i.e., the ability to reach zero from any state). If the state dynamic matrix is invertible, these are equivalent, and this is also true for the fine-to-coarse model (4.1). This is not true, however, for the coarse-to-fine model (e.g., (2.1) or its scale-varying specialization). In particular, reachability for a coarse-to-fine model involves driving a single initial condition .(to) to any possible value of the 2 Mpoint set of values in XM, to. This is an extremely strong condition, in contrast to the condition of controllability, i.e., driving z(t0) to XM, to = 0. While this is of no direct interest to us here (and we refer the reader to [9] for details), the dual of this property is.
Specifically, let us tum to the problem of determining the state given the knowledge of the input and output. In the standard temporal case, there are two notions-observability (i.e.. the ability to determine the initial condition) and reconstructibility (i.e., the ability to determine the final state)-which coincide if the state dynamic matrix is invertible. The asymmetry of the tree certainly leads to a substantial difference for us. For coarse-to-fine dynamics, observability (i.e., determining the single coarse state from the subtree of data beneath it) is a much weaker notion that reconstructibility (i.e., determining the 2M states at a fine scale based on the subtree of data above it). The exact opposite conditions hold for the fine-to-coarse model (4. l), (4.2) (i.e., reconstructing z(t0) based on the subtree of data below it is a much weaker condition than determining the 2M states in X M , to based on the data in the subtree above it).
Fortunately for us, it is the weaker of these notions that we require here. Thus we focus on that case here and refer the reader to [9] for a full treatment.
Let us define
As always in studying reconstructibility and observability, superposition allows us to focus on the case when WM, to = 0 in which case
where the level-to-level partitioned form of X M is Reconstructibility is equivalent to requiring that any vector in the nullspace of (4.14) is also in the nullspace of (4.17).
Since +(ml, m2) is invertible, this is equivalent to being able to uniquely determine I M X M , i.e., the sum of the components of X M , t o from YM, t o . We then have Theorem where is an nzn matrix. Equation (4.21) indicates that the column of form a block-eigenspace for 'H57-f~. Indeed, as discussed in detail in [9] Thus if F and C are constant, then (since F is assumed to be invertible) reconstructibility and uniform reconstructibility are equivalent to the usual condition for F and C to be an observable pair.
B. Stability
Next we examine asymptotic stability for the autonomous version of (4.1). consider an infinite tree, with an infinite set of nodes at each level. Also, we adopt a change of notation to a more standard form by changing the sense of our index of recursion so that m increases as we move up the tree. In particular we arbitrarily choose a level of the tree to be our "initial" level, i.e., level 0, we now index the points on this initial level as zi (0) 
Note that
By taking the p-norm of (4.28), using Cauchy-Schwarz and \ U P and m 2 M so that (4.36) from which we conclude that the system is Zp-exponentially 0 stable.
Note that from this result we see that the Zp-exponential stability of (4.25) is equivalent to the usual exponential stability of the system so that the system cannot be E,-exponentially stable.
TO Prove Sufficiency we use two simple facts. First, In this section we develop several system-theoretic results for our fine-to-coarse filtering algorithm, paralleling those for standard Kalman filtering, but with several key differences due to the structure of the dyadic tree. We focus in this section on the scale-varying case, i.e., the case in which all system parameters vary with scale only. In this case straightforward analysis of the filtering algorithm of Section I1 verifies that the fine-to-coarse Kalman filter parameters also depend only on scale, i.e.
K(t) = K(m(t)), P(tlt+) = P(m(t)lm(t)+),
etc., resulting in the filter
5(t(t) = 5(tlt+) + K(m(t))[y(t) -C(m(t))?(tlt+)] (5.1)

?(tTt) = F(m(t))?(tlt)
(5.2)
5(tlt+) = P(m(t)Im(t)+)P-l(m(t)lm(t) + 1)
Then by substituting into and applying (4.39), we find that (4.38) holds for m + l as well. In the ML case, with P;l set to zero we obtain a further simplification:
G(m) = A-l(m)B(m).
Similarly we have the following simplified form of (3.17)
for the ML filter error: 
2-i-'4(m(t), m(t) + i)G(m(t)
4T(m(t), m(t) + 4 (5.17)
M -
O(t, M ) e C 2 i J ( m ( t ) + 2 , m(t) + M)CT(m(t) + i)
i=O .
R-l(m(t) + i)C(m(t) + i) * 4(m(t) + i, m(t) + M ) (5.18)
where the state transition matrix is given by Lemma 5.1 then yields the desired result.
PML(mlm) 5 K'I.
with the following lemma. Using the same argument as in the proof of Theorem 5.3 we
-
A 1 S(mlm) = -(P-l(mlm) -CT(m>R--l(m)
-where S(Ol0) = S*(OlO). Then for all m, S*(mlm) 2.
S(mlm).
for N > 0, and the boundedness assumption then yields 2 L'I.
B. Filter Stability
We first analyze the ML filter error dynamics (5.10). Using Proof: Based on Section IV-B, we wish to show that the following system is stable:
The analysis follows the line of reasoning used in Let us also define the following quantity.
Substituting (5.12) into (5.44), using (5.43, and performing some algebra (see [9] ) yields The full estimation error, after incorporating prior statistics, is given by Wit) = P(m(t)Im(t))(P~1L(m(t)Im(t))~Mr,(tlt)
+P,-l(m(t))x(t)). (5.47)
Thus Z(tlt) is a linear combination of the states of two upward-evolving systems, one for Z:ML(tlt) and one for
P;'(m(t))x(t). Note that since P(mlm) 5 P~~( m l m )
IIP(m(t)Im(t))P~1L(m(t)lm(t))~:ML(tlt)ll I Ilh4L(tlt)ll 
'(m(t))x(t) is simply P;'(m(t)). By uniform reachability P;'(m(t)) is bounded above. Thus, since P(m(t)(m(t)) is
bounded, the contribution to the error of the second term in (5.47) is bounded.
C. Steady-State Filter
In this section we focus on the constant parameter case and analyze the asymptotic properties of the filter. Specifically, we have the following theorem. ON AUTOMATIC CONTROL, VOL. 39, NO. 3, MARCH 1994 Theorem 5.6: Consider the following system defined on a tree.
IEEE TRANSACTIONS
with independent white noises w and U having covariances I and R, respectively. Suppose that ( A , B) is a reachable pair and that (C, A ) is observable. Then, the error covariance for the ML estimator, P~~( m l m ) , converges as m + -cm to P,, which is the unique positive definite solution to
(5.52)
Moreover, the autonomous dynamics of the steady-state ML filter, i.e, is bounded below. The second of these conditions comes directly from the assumptions of reachability and observability. The monotonicity of PM~(mlm) follows from an argument analogous to that used in the standard case (see [9] . Let P , denote the limit. It is straightforward to see that P , must satisfy (5.51), which is the steady-state version of the constant-coefficient ML Riccati equation (5.1 l), (5.12). Furthermore, by Theorem 5.4, P , must be positive definite.
2 e(t) = -( I -K,C)A-l(e(ta)
We next show that if P , is any positive definite solution to (5.51), then each eigenvalue of (fi/2)(
has magnitude less than one, where K , is given by (5.52).
The approach is a variation of the proof for the standard Riccati equations [8] . Specifically, suppose that there exists an eigenvalue with 1x1 2 1. Then letting x be the associated 
VI. CONCLUSION
In this paper we have analyzed in detail the new class of multiscale filtering and smoothing algorithms developed in [l], based on dynamic models defined on dyadic trees in which each level in the tree corresponds to a different resolution of signal representation. In particular, this framework leads to an extremely efficient and highly parallelizable scale-recursive optimal estimation algorithm generalizing the Rauch-Tung-Striebel smoothing algorithm to the dyadic tree. This algorithm involves a variation on the Kalman filtering algorithm in that, in addition to the usual measurement update and (fine-to-coarse) prediction steps, there is also a data fusion step. This in turn leads to a new Riccati equation. As we have seen, the presence of the data fusion step leads to a complication in filter and Riccati equation analysis, and this motivated the derivation in this paper of an alternative ML algorithm which leads in tum to a variation on the RTS procedure corresponding to the triangularization of the Hamiltonian desciiption of the optimal smoother. This paper focuses on the development of system-theoretic concepts of reachability, reconytructibility, and stability for for the systems and control community in this field. Indeed it is our opinion that there are a broad range of opportunities for further work in both theory and application (including, for example, exploring the relationship between the methods and framework described here and well-known singular and regular perturbation methods of multiple time scale analysis), and it is our hope that our work will help to stimulate activity in this fascinating and important area.
APPENDIX A
To verify that the ML estimate for z(t) given Yt does indeed satisfy 
? .~~( t T l t )
is, equivalently, the ML estimate of z(t7) given the "measurement" where the estimation error 2 .~~( t l t )
is zero-mean, independent of w(t), and with covariance P~~( t l t ) . Then we have the following algorithm with respect to the state x, the noise w, and the Lagrange multiplier AT. As in the standard case, after we set to zero the derivatives of H with respect to x, w, and A, we find that we can eliminate w by expressing it as a function of A, yielding the following optimal smoothing equations for m(t) = 1, . . . , M : Note that, as in the standard case, the dual dynamics for case, thanks to the asymmetry of the tree, the dual dynamics While the dynamics strongly resemble the standard Hamiltonian equations, there is a substantial difference due to the fact that the number of points double as we move from one level to the next finer level, i.e., (B.6) involves one node t but two nodes, ta and tP, at the next level. This asymmetry in the number of variables in (B.6) makes it impossible to "diagonalize" the Hamiltonian, i.e., to decouple the dynamics and boundary conditions into separate upward and downward dynamics driven by y(t), and thus there is no two-filter algorithm as in [6] and [7] . We can, however, triangularize these dynamics and boundary conditions to obtain an RTS Specifically, drawing inspiration from [6] and [7] , consider algorithm. 
2(tlt) = ;@It+) + CT(t)R-'(t)y(t) (A.4)
2(tlt+) = i(t1ta) + i(tltP) S(tlt) = s(tlt+) + cT(t)R-l(t)C(t)
(
J ( t ) = { I -B(t)[BT(t)S(t(t)B(t) + 11-1 *BT (t)S( t 1 t ) } A ( t ) (A.8)
A ( t ) = AT[A(ta) + A(tp)] -CTR-lC2,(t) + C'R-ly(t) S( tT1t) = J T ( t ) S ( t
&(t) = J(t)&(tT) + J(t)A-'(t)B(t)BT(t)&(tlt) (A.12)
Ps(t) = J(t)P,(tT)JT(t) + J(t)A-l(t)B(t)BT(t)JT(t)
0
+ C A ' ( t ) ( x ( t ) -Ax(t7) -B w ( t ) )
(B.l) where we wish to transform the Hamiltonian dynamics and boundary conditions into a form in which there is an upward recursion for xu followed by a downward recursion for 2,.
Note that we are free to multiply (B.6) on the left by an 
?$(t) = J(m(t))?,(t) + J(m(t))A-lBBTz"(t). (B.19)
Finally, comparing (B.16)-(B.19) to (A.4)-(A. 14), we see that this triangularization yields the information filter form of the ML RTS algorithm. His present research interests are in problems involving multidimensional and multiresolution estimation and imaging, discrete-event systems, and the asymptotic analysis of control and estimation systems.
