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Abstract
We prove a law of large numbers for random walks in certain kinds of i.i.d. random environments in
Zd that is an extension of a result of Bolthausen et al. (2003) [4]. We use this result, along with the lace
expansion for self-interacting random walks, to prove a monotonicity result for the first coordinate of the
speed of the random walk under some strong assumptions on the distribution of the environment.
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1. Introduction
First studied in the pioneering work of Solomon and others in the mid-1970s to early 1980s,
random walks in a random environment (RWRE) has enjoyed a revival in recent times as a
number of interesting results have been obtained. Many of these results relate to laws of large
numbers and invariance principles for i.i.d. random environments that are uniformly elliptic (all
nearest-neighbor transition probabilities are bounded away from zero). While the behavior of
the one-dimensional RWRE is quite well understood, the understanding is much less complete
for RWRE in higher dimensions, and in particular, for non-ballistic RWRE. Several special
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classes of RWRE are amenable to analysis in general dimensions, such as the random walk
among random conductances, random walks in balanced random environments or Dirichlet
random environments, random walks in random environments which are small perturbations of
a deterministic environment, etc. (see e.g. [1,3,5,11] and the references therein). Another class is
that of a random walk in a partially random environment, introduced by Bolthausen et al. in [4].
They established laws of large numbers and central limit theorems for a RWRE in dimensions
d = d0 + d1, where d0 ≥ 1 is the number of coordinates in which the environment is random,
and where the projection of the walk onto the remaining d1 ≥ 5 coordinates is a deterministic
symmetric random walk.
In this paper we consider monotonicity properties of the speed for random walks in partially
random environments (RWpRE) that are similar to those considered in [4]. Such properties have
not been extensively studied in the literature. The few results on the monotonicity of the speed
that we are aware of include the work of Holmes and Salisbury [9] where monotonicity of the
speed (when it exists) is proved for all environments that take only two possible values via a
coupling argument, and that of Sabot [11] and Fribergh [6], where asymptotic expansions for
the speed are derived for random walks in random environments that are small perturbations
of a simple random walk with drift. There has also been recent progress in the study of the
monotonicity of the speed as a function of the bias for a biased random walk on supercritical
percolation clusters [7] and Galton–Watson trees [2]. Our main result is a monotonicity result
for the first coordinate of the speed, under some special assumptions on the distribution of the
partially random environment. For example when at each site either the left or right step in
the first coordinate direction is not available, we prove that the first coordinate of the speed is
monotone increasing in the probability that the right step is available. Our proof consists of two
steps. We first extend a result of [4] to show that the (non-random) speed exists almost surely for
the class of RWpRW under consideration here. We then establish the desired monotonicity by
analyzing an expansion formula for the speed derived in [14] using lace expansion techniques,
which is valid for all annealed RWRE, but is most useful in the case d1 ≫ d0 when one has good
control (in terms of finite random walk Green’s functions) over the terms in the expansion.
Let M1(Zd) be the space of probability kernels on Zd , and more generally for c > 0 let
Mc(Zd) denote the space of kernels on Zd with total mass c. Given a family of probability
kernels ω := (ωx,m(·))x∈Zd ,m∈N ∈ M1(Zd)Zd×N which we call a cookie environment, the law
of a random walk (Xn)n≥0 in the cookie environment ω starting at X0 = x , denoted by Px,ω, is
defined as follows. Under Px,ω, the walk evolves conditionally on its history via the transition
probabilities Px,ω(Xn = Xn−1 + u|(X i )0≤i≤n−1) = ωXn−1,ℓn−1(Xn−1)(u), for all n ∈ N, where
ℓn(y) =nk=0 1{Xk=y} is the number of visits to y up to time n. In words, upon the mth visit to
x , the walk sees the environment ωx,m and makes a jump accordingly. We will consider the case
where ω is random, and the cookie environment at different points in space, (ωx,·(·))x∈Zd , which
are i.i.d. with a common law µ ∈M1(M1(Zd)N). The measure Px,ω is called the quenched law.
When we average the quenched law of (Xn)n≥0 with respect to the cookie environment ω, we
obtain the so-called annealed (or more accurately the averaged) law
Px := P× Px,ω,
where P := µ⊗Zd denotes the law of ω in the product space Ω := (M1(Zd))Zd×N.
The random walk model described above is sometimes called a multi-excited random walk (in
a random cookie environment). When we restrict the cookie environment to environments that are
constant in m, i.e. ωx,m(·) ≡ ωx (·) for every x and m, we obtain the more often studied RWRE
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model. Among other assumptions required for our two main results, the result on monotonicity
of the speed assumes that ωx,m(·) ≡ ωx (·), while the law of large numbers result does not.
1.1. The law of large numbers
Recall that the RWRE X is said to satisfy a (strong) law of large numbers (LLN) if there
exists a constant v ∈ Rd such that Po a.s., limn→∞ Xnn = v. For ballistic RWRE, the technique
of regeneration times has been useful in proving the LLN; see e.g. [13,12,16]. For non-ballistic
RWRE, it is not known in general whether there is a deterministic limit; however Sznitman
and Zerner [13] and Zerner [17] showed that Xn/n converges Po almost surely to a random
variable taking at most two possible values. For dimension 2, the LLN has been established
by Zerner and Merkl [18]. In both cases the environment is assumed to be i.i.d. and elliptic
(with ωx,m(·) ≡ ωx (·)), but it was shown recently by Holmes and Salisbury in [9, Sec. 3]
that the assumption of ellipticity can be dropped. In higher dimensions, the LLN has only been
established for various special classes which do not require ballisticity. One such special class is
that of the random walk in a partially random environment studied by Bolthausen et al. in [4].
They assume that d = d0 + d1 with d0 ≥ 1 and d1 ≥ 5, and there exist α ∈ (0, 1) and
q(·) ∈M1(Zd1) such that for µ-a.e. ωx (·) ∈M1(Zd):
(a) ωx (·) is supported on the canonical unit vectors, i.e.,e∈Zd ,|e|=1 ωx (e) = 1,
(b) if Πd1 : Zd → Zd1 denotes the projection of v ∈ Zd to its last d1 coordinates, then
(ωx ◦Π−1d1 )(·) = αq(·)+ (1− α)δ0(·), (1.1)
(c)

e∈Zd1 ,|e|=1 q(e) = 1, and q(e) = q(−e) > 0 for all e ∈ Zd1 with |e| = 1.
When the RWRE (Xn)n≥0 on Zd is projected to its last d1 coordinates, one obtains a random
walk (Yn)n∈N := (Πd1 Xn)n∈N on Zd1 with transition kernel αq(·)+ (1− α)δ0(·). In dimensions
d1 ≥ 5, such a random walk admits so-called cut times, i.e.,
D := {n ∈ Z : Y(−∞,n−1] ∩ Y[n,∞) = ∅} ≠ ∅ a.s. (1.2)
Using the fact that conditioned on the projected random walk (Πd1 Xn)n≥0, the environments
that the walk X sees between successive cut times are independent, a law of large numbers was
proved in [4]. The key assumption is thus the existence of cut times, which play the role of
regeneration times in this context.
We now extend the aforementioned LLN from [4] to cookie environments ω := (ωx,m
(·))x∈Zd ,m∈N where (ωx,·(·))x∈Zd are i.i.d. with common law µ. Furthermore, we will allow α in
(1.1) to be random. More precisely, conditions (a)–(c) will be relaxed to the following:
(a′) There exists K > 0 such that ωx,m(·) is a.s. supported on [−K , K ]d for all m ∈ N.
(b′) There exists some δ > 0 and q ∈M1(Zd1) with q(0) = 0 such that, for all n ∈ N, a.s.
(ωx,m ◦Π−1d1 )(·) = αωx,m q(·)+ (1− αωx,m )δ0(·) for some αωx,m ≥ δ. (1.3)
(c′) For a random walk (Yn)n∈N on Zd1 with jump probability kernel q(·),D ≠ ∅ a.s.
Note that condition (c′) holds for any Y with a non-zero drift, and it also holds for any Y that
is at least five-dimensional in the sense that the space spanned by vectors in the support of Y ’s
increment distribution is at least five-dimensional (see e.g. [4, Lemma 1.1]). By ergodicity, (c′)
in fact implies that D is an infinite set almost surely.
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Theorem 1.1 (Law of Large Numbers). Let (Xn)n≥0 be a random walk in a cookie environment
ω, where (ωx,·(·))x∈Zd are i.i.d. with common law µ and satisfy conditions (a′)–(c′) above. Then
there exists some v ∈ Rd such that
lim
n→∞
Xn
n
= v Po almost surely. (1.4)
Although we will only need time-independent random environments when we later study the
monotonicity of the speed v, we have formulated Theorem 1.1 for cookie environments because
there are natural interesting examples involving cookie environments, such as the (multi-)excited
random walk (see e.g. [8]). Apart from extending [4, Theorem 1.4], Theorem 1.1 also extends
the weak law of large numbers [14, Theorem 2.5], which incorporated the parameter δ but is
only valid in the perturbative regime where there is some ϵ > 0 sufficiently small (depending
on δ) such that P(|ωo − E[ωo]|1 > ϵ) = 0, where | · |1 denotes here the total variation norm on
M1(Zd).
The proof of Theorem 1.1 is based on adaptations of arguments in [4], which we outline in
Section 2. Relaxing conditions (a) and (c) to (a′) and (c′) does not induce any change in the proof.
However relaxing condition (b) to (b′) requires a simple but not entirely trivial observation, and
the proof needs to be modified accordingly. Indeed we were encouraged to consider this extension
by one of the authors of [4].
The lace expansion for self-interacting random walks of van der Hofstad and Holmes [14]
gives the following series representation for the expected increment of the RWRE under Po:
Eo[Xn − Xn−1] = Eo[X1] +
n
m=2

x
xπm(x), (1.5)
where πm(x), for m ≥ 2, x ∈ Zd , are somewhat complicated quantities known as lace expansion
coefficients. If (1.5) converges then Eo[Xn/n] converges to the same limit (convergence of
Eo[Xn/n] also follows from dominated convergence and the fact that Xn/n converges almost
surely). Theorem 1.1 allows us to go one step further and say that if (1.5) converges then it
converges to v, i.e.
v = Eo[X1] + lim
n→∞
n
m=2

x
xπm(x). (1.6)
Usually in analysing this formula we first require enough control on the coefficients πm(x) to
ensure that this series converges. To prove other properties of the velocity such as the sign,
continuity, differentiability, and monotonicity, we typically require even better control of the
coefficients πm(x). The expansion is not perturbative in the usual sense. For any translation
invariant self-interacting random walk (see [14] for precise details) for which Eo[Xn − Xn−1]
converges, the formula (1.5) is valid. Currently in order to extract useful information from the
formula we require the walk to be sufficiently and quantifiably transient, independently of the
history of the walk. Analysis of the formula without such an assumption would require a major
advance in our understanding of the expansion methodology itself. In this paper the walks that
we consider have a high-dimensional simple random walk component (see e.g. assumption (A3)
in Section 1.2) which has the necessary transience property.
We will study (1.6) as a function of a particular parameter of interest, β, under some strong
assumptions on the distribution of the environment, and show that the velocity v[1] (the first
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coordinate of the velocity) is increasing in β. A precise formulation of this result is given in
Theorem 1.2 at the end of Section 1.2.
1.2. Monotonicity
Our discussion and results concerning monotonicity are restricted to time-independent
random environments, i.e., ωx,m(·) ≡ ωx (·) for all m ∈ N and x ∈ Zd . For a discussion of
monotonicity in cookie environments with d0 = 1 and condition (b) instead of (b′), see for
example [8]. Rather a lot is known for when d = 1; see Holmes and Salisbury [10].
It is well known that the velocity of a RWRE is not monotone increasing in the expected
local drift at the origin. In fact it is possible in one dimension that the expected local drift is
negative, yet the walk is transient to the right. In higher dimensions (see e.g. [4,9]) the speed and
the expected local drift can even carry opposite signs. For example, consider a nearest-neighbor
RWRE on Z2 with i.i.d. environment ω := (ωx )x∈Z, where P(ωo(e1) = ωo(e2) = 12 ) = p and
P(ωo(−e1) = 1) = 1 − p. Due to an elementary renewal structure, the velocity of this random
walk can be calculated explicitly [9] as
v =

p(2− p)
2+ 3p − 2p2 − p3

· (3, 1)− (1, 0).
It is easy to see that the first coordinate v[1] need not carry the same sign as the expected
local drift 3p2 − 1. However in this example the velocity is indeed monotone in p. Holmes
and Salisbury [9] prove that this is the case for any two-valued environment. To be precise, if
P(ωo = A1) = p = 1 − P(ωo = A2) then the velocity v(p) if it exists is monotone in p.
This fails in general [9] for three-valued environments with respective probabilities p(1 − q),
(1− p)(1− q) and q for fixed q .
Now consider two i.i.d. environments ω and ω satisfying conditions (a)–(c) in Section 1.1
with the same d0, d1, α and q(·). Assume furthermore that for some κ ∈ (0, 1),
ωo(e1)+ ωo(−e1) = ωo(e1)+ωo(−e1) = κ P a.s., (1.7)
and ωo(e1) stochastically dominates ωo(e1) in the sense that
P(ωo(e1) ≤ s) ≥ P(ωo(e1) ≤ s) for all s ∈ [0, 1]. (1.8)
Suppose that a random walk X (resp. X ) with X0 = X0 = 0 in the random environment ω (resp.ω) satisfies a LLN with (deterministic) speed v (resp. v); is it true that v[1] ≤ v[1], where w[1]
denotes the first coordinate of w ∈ Rd?
When d0 = 1 and d1 ≥ 0, the answer to the above question is affirmative, since we can easily
couple (X, ω) with (X ,ω) such that at each time n, X [i]n = X [i]n for i > 1, and X [1]n ≥ X [1]n . That
is, the positions of the walks {Xn}n≥0 and {Xn}n≥0 differ only in the first coordinate and X is
never to the left of X .
In general, however, we expect the answer to the above question to be negative, since the
limiting velocity v depends on the joint distribution of (ωo(±ei ))1≤i≤d0 . Consider for example
the case d0 = d = 2 with κ = 12 , such that
P

(ωo(ei ), ωo(−ei )) = (1/2, 0)
 = β = 1− P(ωo(ei ), ωo(−ei )) = (0, 1/2),
i = 1, 2, (1.9)
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for some β ∈ (0, 1), and (ωo(e2), ωo(−e2)) is independent of (ωo(e1), ωo(−e1)). The corre-
sponding random walk has limiting velocity v = 0 for all β ∈ (0, 1), since it eventually gets
stuck on a finite number of sites (e.g. see [9]). On the other hand one expects that the random
walk in the random environment ω (again with d0 = d = 2, κ = 12 ) such that
P
ωo(e2) = ωo(e1) = 1/2 = β = 1− Pωo(−e2) = ωo(−e1) = 1/2 (1.10)
has a non-trivial deterministic velocity whenever β ≠ 1/2 (see e.g. [9]).
As a special case of our main result (Theorem 1.2) below, we will show that for each of the
two examples in (1.9) and (1.10), if d1 ≫ 1 and the 1/2 in (1.9) and (1.10) is replaced by a
sufficiently small constant, then v[1] is continuous and strictly increasing in β. We believe that
one can tune parameters in these two examples such that ωo(e1) stochastically dominates ωo(e1)
as in (1.8), and yet v[1] >v[1].
For ω and ω formulated as in (1.7) and (1.8), if we further assume that {ωo(±e1)} is
independent of {ωo(±ei ) : 2 ≤ i ≤ d}, the same holds for ω, and {ωo(±ei ) : 2 ≤ i ≤ d}
is equally distributed with {ωo(±ei ) : 2 ≤ i ≤ d}, then it is natural to expect the monotonicity
property v[1] ≤v[1] to hold. We will prove this in high dimensions in some special cases.
We now formulate precisely the class of RWRE for which we can prove monotonicity of v[1].
Let d = d0 + d1, 1 ≤ d∗ ≤ d0, and let γ, κ, δ ∈ (0, 1] be such that γ + δ ≤ 1. Our assumptions
on the random environment ω consist of the following.
(A0) ω := (ωx )x∈Zd are i.i.d. with common law µ ∈M1(M1(Zd)), and µ a.s., ωo is supported
on Vd := {±ei }1≤i≤d and satisfies conditions (b′)–(c′) in Section 1.1 for some q(·) ∈M1(Zd1).
(A1) ωo as an M1(Zd)-valued random variable furthermore admits the representation
ωo = ξd∗ × δd−d∗(o)+ δd∗(o)× ξ˜d−d∗ , (1.11)
where × denotes product measure, δi (o) ∈ M1(Zi ) denotes the delta measure at the origin o,
and ξd∗ and ξ˜d−d∗ are independent random kernels supported on Vd∗ (resp. Vd−d∗ ) with total
mass γ (resp. 1− γ ) and laws µd∗ ∈M1(Mγ (Zd∗)) (resp. µ˜d−d∗ ∈M1(M1−γ (Zd−d∗))).
(A2) There exist ν1, ν2 ∈Mγ (Zd∗) with disjoint supports S1,S2 ⊂ Vd∗ such that
µd∗(ξd∗ = ν1) = κ(1− β), µd∗(ξd∗ = ν2) = κβ,
µd∗

supp(ξd∗) ∩
S1 ∪ S2 ∪ {±e1} = ∅ = 1− κ, (1.12)
and
ρ := (ν2(e1)− ν2(−e1))− (ν1(e1)− ν1(−e1)) > 0. (1.13)
For simplicity, we will also use Si to denote Si × 0d−d∗ ⊂ Zd , where 0k is the zero vector in Zk .
(A3) Let q(·) ∈M1(Zd1) be as in (b′), and let Gq(x) :=∞k=0 q∗k(x), where q∗k(·) denotes the
k-fold convolution of q(·) with itself. Then
Gq(o) < 2 and G∗iq := sup
x∈Zd1
G∗iq (x) <∞ for i = 1, 2, 3, 4. (1.14)
Let us elaborate more on the assumptions. Assumption (A1) requires that µ a.s., a walk with
transition kernel ωo will make a nearest-neighbor jump in the first d∗ coordinate directions with
probability γ , and make a nearest-neighbor jump in the last d − d∗ coordinate directions with
probability 1 − γ . Furthermore, the restriction of ωo to unit vectors in the first d∗ coordinate
directions is independent of its restriction to unit vectors in the last d − d∗ coordinate directions.
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The parameter β in (A2) allows us to tune the relative weight of the kernels ν1 and ν2. Since
ρ > 0, ν1 and ν2 have different drifts in the first coordinate direction. We can therefore expect
v[1] to increase monotonically as we increase the weight of ν2 at the expense of ν1. However,
our proof requires ν1 and ν2 to have disjoint supports. Furthermore, when ξd∗ , the restriction of
ωx to Vd∗ , is neither ν1 nor ν2, then its support must be disjoint from the support of ν1 and ν2,
and it cannot allow jumps that change the first coordinate of the random walk (which is trivially
satisfied if κ = 1). Under this assumption, the history of the walk up to time n either provides no
information about ξd∗ at x ∈ Zd because no jumps affecting the first d∗ coordinates have been
taken from x , or we can determine whether ξd∗ = ν1, or ν2, or neither, based on past jumps from
x affecting the first d∗ coordinates. This fact will be crucial for our proofs.
Assumption (A0), and in particular (b′), guarantees that for µ almost every realization of ωo,
with probability at least δ, a jump following ωo will induce a change in (and only in) the last
d1 coordinates, and conditioned on this event, the jump follows the kernel q. This allows us to
extract a deterministic random walk and apply lace expansion techniques.
Assumption (A3) is needed to control the lace expansion coefficients. It is true for example
when d1 is sufficiently large. As an alternative to the assumption that G∗4 <∞ in (A3), we can
instead assume that an appropriate local central limit theorem type bound, (4.7), holds for the
random walk with kernel q. See Section 4.1 for further details. We note that when q(·) has zero
mean, G∗4 <∞ if and only if d1 > 8, while the local limit theorem bound (4.7) holds as long as
d1 > 6. We expect that the methods of this paper could be adapted to handle cases where d1 is
small for asymmetric q, provided that the bias of q(·) is sufficiently strong. This analysis would
require different estimates, similar to those used in the analysis of the once-reinforced random
walk with drift in [14].
We are now ready to state the second main result of this paper, which holds under the further
assumption that δ in (1.3) is sufficiently close to 1.
Theorem 1.2 (Monotonicity of Speed). Let X be a random walk in an i.i.d. random environment
ω which satisfies (A0)–(A4) with kernel q(·) and constants γ, κ, δ ∈ (0, 1], γ + δ ≤ 1. There
exists δq ∈ (0, 1) depending only on q(·) such that if δ ∈ (δq , 1), then v[1] is continuous and
strictly increasing in β.
Note that under assumptions (A0)–(A4), the existence of a deterministic velocity v is guaranteed
by Theorem 1.1.
The simplest random environment for which Theorem 1.2 applies is when: (1) d∗ = d0, which
implies that in (1.11), ξ˜d−d∗ = ξ˜d1 = q(·) a.s., and hence that the probability of taking a q-step
(a step with non-zero Πd1 projection) is the constant δ = 1 − γ ; (2) κ = 1, so ξd∗ in (1.11)
equals either ν1 or ν2. Such a random environment allows only two possible realizations for
each ωx , and β determines the probabilities of their occurrence, so we know from [9] that the
velocity is monotone in β. The more general random environments formulated in Theorem 1.2
can be regarded as perturbations of this simple case by allowing more randomness: κ < 1 allows
ξd∗ to take on realizations other than ν1, ν2, provided assumption (A2) holds; d∗ < d0 allows
ξ˜d−d∗ to be random, provided condition (b′) holds. We note that suitable assumptions on the
additional randomness are necessary for the monotonicity result to hold, as it was shown in [9]
that monotonicity does not hold in general for random environments which almost surely takes
on one of three possible realizations.
Lastly we remark that in related works of Sabot [11] and Fribergh [6], the authors study
the speed of a RWRE which is a perturbation of a homogeneous simple random walk with
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drift. This is similar in spirit to our model since both are perturbations of a simple random
walk. However the exact nature of perturbations, the results, and the techniques are all quite
different. In [11,6], the authors rely on the representation of the speed of a ballistic random walk
in terms of Kalikow’s auxiliary random walk and perform perturbation expansion for its Green
function. This results in an expansion of the speed as a function of the perturbation parameter,
which implies monotonicity of the speed when the perturbation parameter is zero. Our results
employ lace expansion techniques and require stronger assumptions, but are valid as long as the
deterministic component of the random walk is transient enough (not necessarily ballistic), as
characterized by the condition on its Green function in (A3). The monotonicity that we obtain is
valid on the whole range of admissible parameters β.
1.3. Organization
The remainder of the paper is organized as follows. In Section 2 we prove Theorem 1.1. In
Section 3 we review the relevant notation and results on the lace expansion for self-interacting
random walks from [14], including the formula for the speed. The basic ingredients of the
formula are annealed transition probabilities, and these are examined in Section 3.1. Sections 3.2
and 3.3 are devoted to proving bounds on some of the quantities appearing in the speed formula
and its derivative. Finally in Section 4 we prove Theorem 1.2 as a consequence of the given
formula for the speed and its derivative.
2. Proof of Theorem 1.1
The proof is based on adaptations of the arguments in the proof of [4, Theorem 1.4]. The
first step is to give a suitable representation of the random cookie environment ω in terms of
independent environments using cut times. Then the standard LLN for i.i.d. random variables
can be applied.
Let (Zi )i∈Z be i.i.d. Zd1 -valued random variables with common distribution q(·). Then we
can construct a doubly infinite random walk path (Yn)n∈Z in Zd1 with Y0 = 0, Yn =ni=1 Zi for
n ≥ 1, and Yn = −0i=n+1 Zi for n ≤ −1. The set of cut times of (Yn)n∈Z, or (Zn)n∈Z, defined
in (1.2), is almost surely non-empty by assumption (c′). Note that (Zi , 1{i∈D})i∈Z is an ergodic
sequence with respect to the time shifts
θk(Zi , 1{i∈D}) = (Zi+k, 1{i+k∈D}), k ∈ Z. (2.1)
Therefore almost surely, supD = ∞ and infD = −∞. We will define D ∩ [1,∞) := {T1 <
T2 < · · ·} and D ∩ (−∞, 0] := {· · · < T−1 < T0}.
We can couple the random walk X in the random cookie environment with Y as follows.
Given (Xn)n≥0, let τ0 = 0, and inductively define
τ j := inf{n > τ j−1 : Πd1(Xn − Xn−1) ≠ 0}, j ∈ N. (2.2)
By condition (b′) on the random cookie environment ω, (X0, Xτ1 , Xτ2 , . . .) is distributed exactly
as (Yn)n≥0. So without loss of generality, we will assume that Πd1(Xτi − Xτi−1) = Zi for i ∈ N.
Note that when condition (b) holds, (Πd1 Xn)n≥0 is distributed as a random walk Y˜ on Zd1 with
increment distribution αq(·)+ (1− α)δ0(·). We can then just couple X with Y˜ and there will be
no need to introduce the stopping times τi . This was the approach taken in [4].
By the definition of cut times of (Zn)n∈Z and the assumption that (ωx,m)m∈N is i.i.d. for
x ∈ Zd , we observe that conditioned on (Πd1(Xτi − Xτi−1))i≥0 = (Zi )i≥0, the random walk sees
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spatially distinct, and hence independent, cookie environments on the time intervals [0, τT1 − 1],
and [τTi , τTi+1 − 1] for i ∈ N. We thus have the following construction of the annealed law of X .
Let (Zi )i∈Z, (Yi )i∈Z, andD = (Ti )i∈Z be as above. Let ω⟨i⟩, i ∈ Z, be i.i.d. Ω -valued random
variables equally distributed with ω, which will be the cookie environment that the walk X sees
on the time interval [τTi−1 , τTi − 1]. For each i ∈ Z, we construct a random walk (X ⟨i⟩n )n≥0 in the
cookie environment ω⟨i⟩ inductively as follows. Set X ⟨i⟩0 = 0. Let
N (X ⟨i⟩[0,n]) := |{1 ≤ j ≤ n : Πd1(X ⟨i⟩j − X ⟨i⟩j−1) ≠ 0}| (2.3)
be the number of steps that X ⟨i⟩ has taken with non-zero increments in the last d1 coordinates
up to time n. For each v ∈ Zd , if Πd1v = 0, then we set X ⟨i⟩n+1 = X ⟨i⟩n + v with
probability ω⟨i⟩
X ⟨i⟩n ,ℓn(X ⟨i⟩n )
(v), so the walk’s jump is unperturbed if it does not affect the last
d1 coordinates. In the event that the walk’s jump does affect the last d1 coordinates, we will
change the law of the jump so that its Πd1 projection agrees with the next increment of Y . More
precisely, for v with Πd1v = ZTi−1+N (X ⟨i⟩[0,n])+1, we assign v as the next jump with probability
ω
⟨i⟩
X ⟨i⟩n ,ℓn(X ⟨i⟩n )
(v)/q(Πd1v), which by (b
′) is equal to

u:Πd1 (u)≠0
ω
⟨i⟩
X ⟨i⟩n ,ℓn(X ⟨i⟩n )
(u)×
ω
⟨i⟩
X ⟨i⟩n ,ℓn(X ⟨i⟩n )
(v)
u:Πd1 (u)=Πd1 (v)
ω
⟨i⟩
X ⟨i⟩n ,ℓn(X ⟨i⟩n )
(u)
,
i.e. the product of the probability that there is a jump affecting the last d1-coordinates and the
probability that the jump equals v conditioned on Πd1v = ZTi−1+N (X ⟨i⟩[0,n])+1. All other jumps are
assigned probability 0. This then couples X ⟨i⟩ and Y , so the increments of X ⟨i⟩ in the last d1
coordinates match exactly with (ZTi−1+n)n≥1.
Since 0 need not be a cut time for Y , we need a different version of X ⟨1⟩, denoted by X˜ ⟨1⟩,
where given X˜ ⟨1⟩n , we set X˜ ⟨1⟩n+1 = X˜ ⟨1⟩n + v with probability ω⟨1⟩X˜ ⟨1⟩n ,ℓn(X˜ ⟨1⟩n )(v) if Πd1v = 0, and
with probability ω⟨1⟩
X˜ ⟨1⟩n ,ℓn(X˜ ⟨1⟩n )
(v)/q(Πd1(v)) if Πd1v = Z N (X˜ ⟨1⟩[0,n])+1, so that the increments of
X˜ ⟨1⟩ in the last d1 coordinates match exactly with (Zn)n≥1. Let (τ ⟨i⟩j ) j≥0 be defined for X ⟨i⟩ as
(τ j ) j≥0 is defined for X in (2.2), and let (τ˜ ⟨1⟩j ) j≥0 be defined similarly for X˜ ⟨1⟩. Then we can
construct (Xn)n≥0 by piecing together (X˜ ⟨1⟩n )0≤n≤τ˜ ⟨1⟩T1
and (X ⟨i⟩n )0≤n≤τ ⟨i⟩Ti−Ti−1
for i ≥ 2. More
precisely, if we define σ1 = τ˜ ⟨1⟩T1 and σi = σi−1 + τ
⟨i⟩
Ti−Ti−1 for i ≥ 2, then we set
Xn = X˜ ⟨1⟩n for 0 ≤ n ≤ σ1,
Xn = Xσ1 + X ⟨2⟩n−σ1 for σ1 ≤ n ≤ σ2,
...
...
Xn = Xσi + X ⟨i+1⟩n−σi for σi ≤ n ≤ σi+1,
...
...
(2.4)
Conditioned on (Zi )i∈Z, (Xn)n≥0 is thus represented as the concatenation of a sequence of
random walks in independent cookie environments. We leave it as an exercise to the reader
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to verify that (when averaged over the law of (Zi )i∈Z) X is distributed as a random walk in a
random cookie environment ω with law P.
To prove the law of large numbers, we write Xτn =
n
i=1 Xτi − Xτi−1 . Note that for each
n ∈ Z, there exists an i ∈ Z with Ti−1 < n ≤ Ti . We then define
1X Sn := X ⟨i⟩
τ
⟨i⟩
n−Ti−1
− X ⟨i⟩
τ
⟨i⟩
n−Ti−1−1
and 1τ Sn := τ ⟨i⟩n−Ti−1 − τ
⟨i⟩
n−Ti−1−1,
which are the increments in space and time between successive jumps of X ⟨i⟩ in the last d1
coordinates. Note that for each i > T1,1X Si = Xτi − Xτi−1 and 1τ Si = τi − τi−1. The key to
the proof of the law of large numbers is the observation that (Zi ,1X Si ,1τ
S
i )i∈Z is an ergodic
sequence with respect to the joint law of (Zi )i∈Z and (X ⟨i⟩)i∈Z. Assuming this, then by the
ergodic theorem, almost surely,
lim
n→∞
n
i=1
1X Si
n
= E[1X S1 ] ∈ Rd and limn→∞
n
i=1
1τ Si
n
= E[1τ S1 ] ∈ [1,∞),
where the ergodic theorem is applicable because |1X S1 |∞ ≤ K1τ S1 , and 1τ S1 is integrable
because it is the time that a random walk in the random environment ω⟨1⟩ has to wait before
making a jump in the last d1 coordinates, which by condition (b′) is stochastically dominated by
a geometric random variable with mean δ−1. Therefore, a.s. with respect to the law of X ,
lim
n→∞
Xτn
τn
= lim
n→∞
n
i=1
1X Si
n
i=1
1τ Si
= E[1X
S
1 ]
E[1τ S1 ]
=: v ∈ Rd .
This implies (1.4) because supτi−1≤n<τi |Xn− Xτi−1 |∞ ≤ K (τi −τi−1) for each i ∈ N, where the
(τi − τi−1)i∈N are dominated by independent geometric random variables with mean δ−1, and
hence limn→∞(τi − τi−1)/n → 0 almost surely.
It only remains to verify the ergodicity of (Zi ,1X Si ,1τ
S
i )i∈Z. Since (Zi )i∈Z determines
the set of cut times D, and conditioned on (Zi )i∈Z, (1X Sn ,1τ Sn )Ti−1<n≤Tn is constructed
independently for each i ∈ Z using only (Zn)Ti−1<n≤Ti , by coupling, (Zi ,1X Si ,1τ Si )i∈Z is
shift invariant because (Zi )i∈Z is shift invariant. The ergodicity of (Zi ,1X Si ,1τ
S
i )i∈Z follows
from the ergodicity of the sequence ((Zn)Ti−1<n≤Ti , (1X Si )Ti−1<n≤Ti , (1τ
S
i )Ti−1<n≤Ti )i∈Z, the
proof of which is exactly the same as the proof of [4, Prop. 1.3]. 
3. The lace expansion methodology
In this section we recall notation and results from [14] and give a formula for the velocity v.
A nearest-neighbor random walk path x⃗n is a sequence (xi )ni=0 for which xi = (x [1]i , . . . , x [d]i )
∈ Zd and |xi+1 − xi | = 1 (the Euclidean distance) for each i . If η⃗ and x⃗ are two such paths of
length at least j and m respectively and such that η j = x0, then we define the concatenation
η⃗ j ◦ x⃗m by
(η⃗ j ◦ x⃗m)i :=

ηi when 0 ≤ i ≤ j,
xi− j when j ≤ i ≤ m + j. (3.1)
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For a general nearest-neighbor path x⃗i , we use the notation p x⃗i (x, y) for the conditional
probability that the walk steps from x (where x = xi is implicit in the notation) to y, given
the history of the path x⃗i = (x0, . . . , xi ). In other words, for any finite path x⃗i of non-zero Px0
measure,
p x⃗i (xi , xi+1) := Px0(X i+1 = xi+1|X⃗ i = x⃗i ). (3.2)
Given η⃗m such that Pη0(X⃗m = η⃗m) > 0, we define a conditional probability measure P η⃗m on
walks starting from ηm by
P η⃗m (X⃗n = x⃗n) :=
n−1
i=0
pη⃗m◦x⃗i (xi , xi+1) = Pη0(X⃗m+n = η⃗m ◦ x⃗n|X⃗m = η⃗m). (3.3)
Note that by definition, Pη0(X⃗m = x⃗m) = Pη0(X⃗m = x⃗m).
Set j0 = 0, and for n ≥ 1 and fixed paths η⃗(n−1)jn−1+1 and η⃗
(n)
jn+1 let
∆n := pη⃗
(n−1)
jn−1+1◦η⃗
(n)
jn (η
(n)
jn
, η
(n)
jn+1)− p
η⃗
(n)
jn (η
(n)
jn
, η
(n)
jn+1), (3.4)
which is a difference of the probabilities of stepping from η(n)jn to η
(n)
jn+1 with two different histo-
ries, η⃗(n−1)jn−1+1 ◦ η⃗
(n)
jn
and η⃗(n)jn , with the first history containing the second.
Define Am,N := {( j1, . . . , jN ) ∈ ZN+ :
N
l=1 jl = m − N − 1},AN :=
·
mAm,N = ZN+ and
π (N )m (x, y) :=

j⃗∈Am,N

η⃗
(0)
1

η⃗
(1)
j1+1
· · ·

η⃗
(N )
jN+1
1{η(N )jN =x,η
(N )
jN+1=y}
po(o, η(0)1 )
×
N
n=1
∆n
jn−1
in=0
p
η⃗
(n−1)
jn−1+1◦η⃗
(n)
in

η
(n)
in
, η
(n)
in+1

, (3.5)
where (here and throughout this paper), each

η⃗
(i)
ji+1
is a sum over paths (η(i)0 , . . . , η
(i)
ji+1)
consisting of ji + 1 nearest-neighbor steps in Zd , where η(0)0 = o and otherwise η(i)0 = η(i−1)ji−1+1.
The summand is zero if the paths are not nearest neighbors, so we do not need to include this
restriction in the summation notation. Note that π (N )m (x, y) = 0 for all N ≥ m, and by the
indicator constraint in (3.5), π (N )m (x, y) = 0 if x is not a nearest neighbor of y. Furthermore,
y π
(N )
m (x, y) = 0 since summing ∆N over η(N )jN+1 gives 1− 1 = 0 by (3.4).
Also define the following quantities:
πm(x, y) :=
m−1
N=1
π (N )m (x, y), π
(N )(x, y) :=
∞
m=2
π (N )m (x, y), and
πm(y) :=
m−1
N=1

x
π (N )m (x, y),
(3.6)
where (here and throughout this paper)

x denotes a sum over x ∈ Zd , where the summands are
typically non-zero only when x is a nearest neighbor of some y ∈ Zd appearing in the summand.
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The following result gives a formula for the velocity, provided the sum converges.
Theorem 3.1 (Proposition 3.1 of [14]). Under the conditions of Theorem 1.1, the limiting
velocity v is given by
v = Eo[X1] +
∞
m=2

y
yπm(y), (3.7)
whenever this series converges.
We are interested in properties of the first coordinate v[1] of the speed as a function of β. Since
y π
(N )
m (x, y) = 0, (3.7) can also be written in the more useful form
v = Eo[X1] +
∞
m=2
m−1
N=1

x,y
(y − x )π (N )m (x, y), (3.8)
and hence
v[1] = Eo[X [1]1 ] +
∞
m=2
m−1
N=1

x,y
(y[1] − x [1])π (N )m (x, y). (3.9)
Under the assumptions of Theorem 1.2, we will differentiate this expression with respect to
β. Note that
Eo[X [1]1 ] = E[Eω,o[X [1]1 ]] = E[ωo(e1)− ωo(−e1)]
=
2
i=1
(νi (e1)− νi (−e1))µd∗(νi ) = κβρ + κ(ν1(e1)− ν1(−e1)),
where only the first term depends on β. It follows immediately that
∂Eo[X [1]1 ]
∂β
= κρ. (3.10)
If the derivative of the infinite series on the right hand side of (3.9) (with respect to β) is bounded
in absolute value by κρ then we will have shown that v[1] is increasing in β (when ρ > 0). This is
a strategy that has been used successfully in studying excited random walks [15,8], where only in
one coordinate direction does the step distribution not coincide with that of a simple symmetric
random walk, and the probability of stepping in this one coordinate direction is a constant.
As one might infer from (3.5) and (3.4), an analysis of the speed formula (3.7) and its
derivative in β reduces to an analysis of transition probabilities of the form (3.2).
3.1. The annealed transition probability
In this section we consider properties of the annealed transition probability, defined for any
path η⃗n of positive Pη0 measure by
pη⃗n (ηn, ηn+1) := Pη0(Xn+1 = ηn+1|X⃗n = η⃗n) =
Pη0(X⃗n+1 = η⃗n+1)
Pη0(X⃗n = η⃗n)
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= E[Pω,η0(X⃗n+1 = η⃗n+1)]
E[Pω,η0(X⃗n = η⃗n)]
=
E

ωηn (ηn+1 − ηn)
n−1
i=0
ωηi (ηi+1 − ηi )

E[
n−1
i=0
ωηi (ηi+1 − ηi )]
. (3.11)
Under P, ωx and ωy are independent if x ≠ y, whence (3.11) is equal to
E[ωηn (ηn+1 − ηn)B(η⃗n)]
E[B(η⃗n)] , (3.12)
where
B(η⃗n) :=

0≤ j≤n−1:
η j=ηn
ωηn (η j+1 − η j ).
Therefore
∆n =
E[ω
η
(n)
jn
(η
(n)
jn+1 − η
(n)
jn
)B(η⃗(n−1)jn−1+1 ◦ η⃗
(n)
jn
)]
E[B(η⃗(n−1)jn−1+1 ◦ η⃗
(n)
jn
)]
−
E[ω
η
(n)
jn
(η
(n)
jn+1 − η
(n)
jn
)B(η⃗(n)jn )]
E[B(η⃗(n)jn )]
. (3.13)
It follows immediately that∆n ≠ 0 only if B(η⃗(n)jn ) ≠ B(η⃗
(n−1)
jn−1+1◦η⃗
(n)
jn
), i.e. only if η(n)jn ∈ η⃗
(n−1)
jn−1 .
Recall that Vk := {±ei }1≤i≤k . By Assumptions (A0)–(A4), for P-a.s. all ωo, δq(v) ≤ ωo(v) ≤
q(v) for all v ∈ Vd \ Vd0 . Therefore

v∈Vd0 ωo(v) ≤ 1− δ, and
η
(n)
jn+1∈Zd
|∆n| ≤ 2(1− δ)1{η(n)jn ∈η⃗(n−1)jn−1 }, (3.14)
since the two terms in (3.13) represent two probability kernels on Zd which both dominate
δq(·).
We also need to examine the derivatives of the annealed transition probabilities with respect
to β. For a directed edge b, let ℓ(η⃗n, b) =ni=1 1{(ηi−1,ηi )=b} denote the edge local time of η⃗ at
b up to time n, and for any V ⊂ Vd let ℓ(η⃗n, V ) =b∈V ℓ(η⃗n, (ηn, ηn + b)). Then for each η⃗n ,
almost surely, at most one of the following can be greater than 0:
ℓ(η⃗n,S1), ℓ(η⃗n,S2), ℓ(η⃗n, Vd∗ \ (S1 ∪ S2)), (3.15)
where we recall from (A2) that Si = supp(νi ) ⊂ Vd∗ , i = 1, 2.
1. If un := ηn+1 − ηn ∈ S1 ∪ S2, then
pη⃗n (ηn, ηn+1) =
2
i=1
νi (un)1{ℓ(η⃗n ,Si )>0} + 1{ℓ(η⃗n ,Vd∗ )=0}
2
i=1
νi (un)µd∗(νi )
=
2
i=1
νi (un)

1{ℓ(η⃗n ,Si )>0} + 1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )

,
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from which we deduce
∂pη⃗n (ηn, ηn+1)
∂β
= κ[ν2(un)− ν1(un)]1{ℓ(η⃗n ,Vd∗ )=0}. (3.16)
2. If un := ηn+1 − ηn ∉ S1 ∪ S2, then it is easily verified by direct calculations that
∂pη⃗n (ηn, ηn+1)
∂β
= 0.
Therefore
∂∆n
∂β
= κ[ν2(η(n)jn+1 − η
(n)
jn
)− ν1(η(n)jn+1 − η
(n)
jn
)]
× [1{ℓ(η⃗(n−1)jn−1+1◦η⃗(n)jn ,Vd∗ )=0} − 1{ℓ(η⃗(n)jn ,Vd∗ )=0}], (3.17)
and so∂∆n∂β
 ≤ κ|ν2(η(n)jn+1 − η(n)jn )− ν1(η(n)jn+1 − η(n)jn )|1{η(n)jn ∈η⃗(n−1)jn−1 },
which together with the facts that ν1, ν2 ∈Mγ (Zd∗) and γ ≤ 1− δ implies that
η
(n)
jn+1∈Zd
∂∆n∂β
 ≤ 2κ(1− δ)1{η(n)jn ∈η⃗(n−1)jn−1 }. (3.18)
Observe that
y
(y[1] − x [1])pη⃗n (x, y)− p x⃗m◦η⃗n (x, y)
= 1{x∈x⃗m−1}[pη⃗n (x, x + e1)− p x⃗m◦η⃗n (x, x + e1)
− pη⃗n (x, x − e1)+ p x⃗m◦η⃗n (x, x − e1)]. (3.19)
Lemma 3.2. For all x ∈ Zd and nearest-neighbor paths x⃗m and η⃗n such that η0 = xm ,y (y[1] − x [1])pη⃗n (x, y)− p x⃗m◦η⃗n (x, y)
 ≤ ρ1{x∈x⃗m−1}, (3.20) ∂∂β y (y[1] − x [1])pη⃗n (x, y)− p x⃗m◦η⃗n (x, y)
 ≤ κρ1{x∈x⃗m−1}. (3.21)
Proof. The term in brackets on the right hand side of (3.19) is equal to
2
i=1
νi (e1)

1{ℓ(η⃗n ,Si )>0} + 1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )

−
2
i=1
νi (e1)

1{ℓ(x⃗m◦η⃗n ,Si )>0} + 1{ℓ(x⃗m◦η⃗n ,Vd∗ )=0}µd∗(νi )

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−
2
i=1
νi (−e1)

1{ℓ(η⃗n ,Si )>0} + 1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )

+
2
i=1
νi (−e1)

1{ℓ(x⃗m◦η⃗n ,Si )>0} + 1{ℓ(x⃗m◦η⃗n ,Vd∗ )=0}µd∗(νi )

=
2
i=1
[νi (e1)− νi (−e1)]

1{ℓ(η⃗n ,Si )>0} + 1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )
− 1{ℓ(x⃗m◦η⃗n ,Si )>0} − 1{ℓ(x⃗m◦η⃗n ,Vd∗ )=0}µd∗(νi )

.
If the first indicator function is non-zero for some i then so is the third (for the same i), while all
other indicators are zero. Therefore we can rewrite the above as
2
i=1
[νi (e1)− νi (−e1)]1{ℓ(η⃗n ,S1∪S2)=0}
×

1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )− 1{ℓ(x⃗m◦η⃗n ,Si )>0} − 1{ℓ(x⃗m◦η⃗n ,Vd∗ )=0}µd∗(νi )

.
If the final indicator function here is 1 then so is the second, while the third is zero. Thus the
quantity above is zero unless the last indicator is zero, i.e. (3.19) is equal to
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0}
×
2
i=1
[νi (e1)− νi (−e1)]

1{ℓ(η⃗n ,Vd∗ )=0}µd∗(νi )− 1{ℓ(x⃗m◦η⃗n ,Si )>0}

. (3.22)
Case 1: If ν1(e1) = ν1(−e1) = 0, then ρ = ν2(e1)− ν2(−e1), and (3.22) becomes
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0} ρ

1{ℓ(η⃗n ,Vd∗ )=0}κβ − 1{ℓ(x⃗m◦η⃗n ,S2)>0}

,
where the term in brackets is the difference of two terms between 0 and 1 and hence is
bounded in absolute value by 1. The derivative with respect to β is
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0}1{ℓ(η⃗n ,Vd∗ )=0}κ ρ
which is bounded in absolute value by 1{x∈x⃗m−1}κρ.
Case 2: If ν1(e1) = 0 and ν1(−e1) > 0, then ν2(−e1) = 0 and ρ = ν2(e1) + ν1(−e1), while
(3.22) becomes
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0}
×

ν2(e1)

1{ℓ(η⃗n ,Vd∗ )=0}κβ − 1{ℓ(x⃗m◦η⃗n ,S2)>0}

− ν1(−e1)

1{ℓ(η⃗n ,Vd∗ )=0}κ(1− β)− 1{ℓ(x⃗m◦η⃗n ,S1)>0}

,
where the term inside the largest brackets is bounded in absolute value by ρ. The
derivative with respect to β is
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0}1{ℓ(η⃗n ,Vd∗ )=0} κ [ν2(e1)+ ν1(−e1)],
which is bounded in absolute value by 1{x∈x⃗m−1}κρ.
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Case 3: If ν1(e1) > 0 and ν1(−e1) = 0, then ν2(e1) = 0 and ρ = −(ν2(−e1) + ν1(e1)) < 0,
contradicting our assumption that ρ > 0 in (A2). So this case can be ruled out.
Case 4: If ν1(e1) > 0 and ν1(−e1) > 0, then ν2(e1) = ν2(−e1) = 0 and ρ = ν1(−e1)− ν1(e1),
while (3.22) equals
−1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0} ρ
×

1{ℓ(η⃗n ,Vd∗ )=0}κ(1− β)− 1{ℓ(x⃗m◦η⃗n ,S1)>0}

,
with the term inside the bracket bounded in absolute value by 1. The derivative with
respect to β is
1{x∈x⃗m−1}1{ℓ(η⃗n ,S1∪S2)=0}1{ℓ(x⃗m◦η⃗n ,Vd∗ )>0}1{ℓ(η⃗n ,Vd∗ )=0} κ ρ,
which is bounded in absolute value by 1{x∈x⃗m−1}κρ.
This completes the proof of the lemma. 
3.2. Convergence of the speed formula
In this section we prove a bound on

x,y

m |π (N )m (x, y)|, which can then be used to show
that the sum in the speed formula (1.6) (or more precisely, the first line of (3.9)) converges, and
hence (1.6) holds. Similar methods have been used in [15,8] to bound similar quantities. The
present context is more demanding since the types of environment being considered are more
complicated (and require a somewhat more detailed analysis). In addition, the probability of
stepping in various coordinate directions is allowed to be random, so that the number of steps
taken in the coordinate directions d0 + 1, . . . , d is not binomially distributed (as in [15,8]), but
rather is stochastically dominated by a binomial distribution.
We will need the following extension of [15, Lemma 3.1] for our bounds.
Lemma 3.3. Let X⃗ be a random walk in Zd = Zd0+d1 in a random environment ω satisfying
assumptions (A0)–(A4). For any η⃗m with Pη0(X⃗m = η⃗m) > 0, i ∈ Z+ and u ∈ Zd , if we define
P η⃗m (·) := Pη0(·|(X−m+k)0≤k≤m = η⃗m), then
∞
j=0
( j + i)!
j ! P
η⃗m (X j = u) ≤ i !δ−(i+1)G∗(i+1)q , (3.23)
where G∗kq is defined in (1.14).
Proof. Let N j be the number of steps that the walk X⃗ j := (Xk)0≤k≤ j takes in the last d1
coordinate directions, given history (X−m+k)0≤k≤m = η⃗m . Let τn := inf{ j ≥ 0 : N j = n}.
Let (Yn)n∈Z+ be the random walk on Zd1 coupled with X such that Y0 = Πd1(X0), the projection
of X0 ∈ Zd0+d1 to its last d1 coordinates, and Yn − Yn−1 = Πd1(Xτn − Xτn−1) for all n ∈ N. By
assumption (A0), it is clear that Y is distributed as a random walk on Zd1 with transition kernel
q . We will denote the law of Y separately by Pq . We then have
P η⃗m (X j = u) =
j
l=0
P η⃗m (X j = u,N j = l) ≤
j
l=0
P η⃗m (Πd1(X j ) = Πd1(u),N j = l)
=
j
l=0
P η⃗m (N j = l|Yl = Πd1(u))Pq(Yl = Πd1(u)). (3.24)
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Combining this with Lemma 3.4, we obtain
∞
j=0
( j + i)!
j ! P
η⃗m (X j = u) ≤
∞
j=0
( j + i)!
j !
j
l=0
P η⃗m
× (N j = l|Yl = Πd1(u))Pq(Yl = Πd1(u))
=
∞
l=0
Pq(Yl = Πd1(u))
∞
j=0
( j + i)!
j ! P
η⃗m
× (N j = l|Yl = Πd1(u))
≤
∞
l=0
δ−i (l + i)!
l! Pq(Yl = Πd1(u)).
The inequality (3.23) then follows from the fact that (see e.g. [15, (3.2)])
G∗(i+1)q (v) =
∞
l=0
(l + i)!
i ! l! Pq(Yl = v).  (3.25)
Lemma 3.4. Let X⃗ , η⃗m, u,N j and Y⃗ be defined as in Lemma 3.3 and its proof. Then
∞
j=0
( j + i)!
j ! P
η⃗m (N j = l|Yl = Πd1(u)) ≤ δ−i
(l + i)!
l! . (3.26)
Proof. First we claim that for all x⃗k and y⃗l which are compatible (by the coupling of X⃗ and Y⃗ ),
we have
P η⃗m (Πd1(Xk+1 − Xk) ≠ 0|Y⃗l = y⃗l , X⃗k = x⃗k) ≥ δ. (3.27)
Note that
∞
j=0
( j + i)!
j ! P
η⃗m (N j = l|Yl = Πd1(u)) = E η⃗m
 ∞
j=0
( j + i)!
j ! 1{N j=l}|Yl = Πd1(u)

= E η⃗m

τl+1−1
j=τl
( j + i)!
j ! |Yl = Πd1(u)

, (3.28)
where τi = τi (N ) is the first time of hitting of level i byN j . By (3.27), regardless of Y⃗l , X⃗k and
η⃗m , the (k+1)st step has probability at least δ of having a non-zeroΠd1 projection. It follows that
under any conditional measure depending only on Y⃗l and η⃗m , we can couple N j with a random
walk M j on Z+ taking i.i.d. steps +1 or 0 with probabilities δ and 1 − δ, respectively, such that
τi+1(N )− τi (N ) ≤ τi+1(M)− τi (M) for all i , almost surely. This also implies thatM j ≤ N j
and τi (N ) ≤ τi (M) a.s.
Note that M j is binomial with parameters ( j, δ). Therefore (3.28) is bounded by
E

τl+1(M)−1
j=τl (M)
( j + i)!
j !

=
∞
j=l
( j + i)!
j ! P(M j = l)
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=
∞
j=l
( j + i)!
j !

j
l

δl(1− δ) j−l = δ−i (l + i)!
l! , (3.29)
exactly as in [15,8]. It therefore remains to prove (3.27).
To prove (3.27), recall (2.2) and let Jk = max{i ≥ 0 : τi ≤ k}. Then Y⃗Jk is determined by X⃗k
by the coupling of X⃗ and Y⃗ , and by assumptions (b′) and (A0), (Yt − YJk )t≥Jk is independent of
X⃗k and the event {Πd1(Xk+1 − Xk) ≠ 0}. Therefore
P η⃗m (Πd1(Xk+1 − Xk) ≠ 0|Y⃗l = y⃗l , X⃗k = x⃗k) = P η⃗m (Πd1(Xk+1 − Xk) ≠ 0|X⃗k = x⃗k)
= E η⃗m
 
u:Πd1 (u)≠0
ωxk (u)|X⃗k = x⃗k

≥ δ,
as required, where we used assumption (b′) once more in the inequality. 
Let
ϵδ := 2(1− δ) and α = ϵδδ−2G∗2q . (3.30)
The following proposition, together with Proposition 3.1 of [14], shows that the series in the
speed formula (1.6) converges when G∗2q < ∞ and α < 1. When G∗2q < ∞ as is assumed in
(A3), α < 1 can be achieved if δ < 1 is sufficiently close to 1.
Proposition 3.5. For RWpRE as in Theorem 1.2 and for each N ∈ N, we have
x,y∈Zd
∞
m=2
|π (N )m (x, y)| ≤ ϵδδ−1GqαN−1. (3.31)
Proof. It follows from (3.5) that

x,y∈Zd
∞
m=2 |π (N )m (x, y)| is bounded by
η
(0)
1
po(o, η(0)1 )
∞
j1=1

η⃗
(1)
j1+1
|∆1|
j1−1
i1=0
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

· · ·
∞
jN=0

η⃗
(N )
jN+1
|∆N |
jN−1
iN=0
p
η⃗
(N−1)
jN−1+1◦η⃗
(N )
iN

η
(N )
iN
, η
(N )
iN+1

, (3.32)
where the sums over jk, k ≥ 2, are all from 0 to ∞. Note that by (3.14), ∆1 ≠ 0 only when
η
(1)
j1
= η(0)0 = o, and in particular, only when j1 is odd, which is why j1 is summed from 1
onward. We will use Lemma 3.3 to successively bound the sums over jk in (3.32), beginning
with k = N .
When N = 1, (3.32) becomes
η
(0)
1
po(o, η(0)1 )
∞
j1=1

η⃗
(1)
j1+1
|∆1|
j1−1
i1=0
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

≤

η
(0)
1
po(o, η(0)1 )
∞
j1=1

η⃗
(1)
j1
P η⃗
(0)
1 (X⃗ j1 = η⃗ j1)1{η(1)j1 =o}ϵδ
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= ϵδ

η
(0)
1
po(o, η(0)1 )
∞
j1=1
P η⃗
(0)
1 (X j1 = o) = ϵδ
∞
j=2
Po(X j = o) ≤ εδδ−1Gq , (3.33)
where we used (3.14) in the first inequality, and the last inequality follows by setting i = 0, u = o
and η⃗m = {o} in (3.23).
For N ≥ 2, as above we write
∞
jN=0

η⃗
(N )
jN+1
|∆N |
jN−1
iN=0
p
η⃗
(N−1)
jN−1+1◦η⃗
(N )
iN

η
(N )
iN
, η
(N )
iN+1

≤
∞
jN=0

η⃗
(N )
jN
P
η⃗
(N−1)
jN−1+1(X⃗ jN = η⃗(N )jN )1{η(N )jN ∈η⃗(N−1)jN−1 }ϵδ
≤ ϵδ
jN−1
i=0
∞
jN=0
P
η⃗
(N−1)
jN−1+1(X jN = η(N−1)i )
≤ ( jN−1 + 1)ϵδδ−1Gq . (3.34)
For the sum over jN−1, we proceed as above except that we now have an extra factor of
( jN−1+1), whence we use (3.23) with i = 1. Continuing in this way until we reach the sum over
j1, we get N − 2 factors of α = ϵδδ−2G∗2q . For the sum over j1, proceeding as for the N = 1
case but with the extra factor ( j1 + 1), we then have to deal with the term
η
(0)
1
po(o, η(0)1 )
∞
j1=1
( j1 + 1)

η⃗
(1)
j1+1
|∆1|
j1−1
i1=0
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

≤ ϵδ

η
(0)
1
po(o, η(0)1 )
∞
j1=1
( j1 + 1)P η⃗
(0)
1 (X j1 = o)
= ϵδ
∞
j=2
j Po(X j = o) ≤ ϵδδ−2G∗2q = α, (3.35)
where we have again applied (3.23). Combining all the factors then gives (3.31). 
3.3. The derivative of the speed formula
From (3.9) and (3.10) we have that
∂v[1]
∂β
= κρ + ∂
∂β
∞
m=2
m−1
N=1

x,y
(y[1] − x [1])π (N )m (x, y), (3.36)
assuming that the latter derivative actually exists.
Recall (3.5) and define
ϕ(N )m (x, y) :=
∂
∂β
π (N )m (x, y), (3.37)
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which is well-defined as a finite sum of finite products of transition probabilities (see (3.16)), and
is non-zero only for a finite set of x, y ∈ Zd due to the nearest-neighbor constraint. In order to
prove Theorem 1.2, it is sufficient to show that
sup
β∈[0,1]
∞
m=2
m−1
N=1
x,y (y − x)[1]ϕ(N )m (x, y)
 < κρ, (3.38)
and
lim
m0↑∞
sup
β∈[0,1]
∞
m=m0
m−1
N=1
x,y (y − x)[1]ϕ(N )m (x, y)
 = 0. (3.39)
This implies the uniform convergence (in β ∈ [0, 1]) of the derivative of the summands in (3.36)
and allows us to pass the derivative inside the infinite sum and conclude that ∂v
[1]
∂β
> 0.
Let us write
ϕ(N )m (x, y) = ϕ(N ,1)m (x, y)+ ϕ(N ,2)m (x, y)+ ϕ(N ,3)m (x, y), (3.40)
where by the product rule, ϕ(N ,1)m (x, y), ϕ
(N ,2)
m (x, y) and ϕ
(N ,3)
m (x, y) arise from differentiating
po(o, η(0)1 ),
N
n=1
 jn−1
in=0 p
η⃗
(n−1)
jn−1+1◦η⃗
(n)
in

η
(n)
in
, η
(n)
in+1

and
N
n=1∆n , respectively, in (3.5).
Define
F (N ) :=

η
(0)
1
 ∂∂β po(o, η(0)1 )
 ∞
j1=1

η⃗
(1)
j1+1
|∆1|
j1−1
i1=0
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

· · ·
∞
jN=0

η⃗
(N )
jN
jN−1
iN=0
p
η⃗
(N−1)
jN−1+1◦η⃗
(N )
iN

η
(N )
iN
, η
(N )
iN+1
 

η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N
 .
(3.41)
It follows that
∞
m=2
x,y (y − x)[1]ϕ(N ,1)m (x, y)
 ≤ F (N ). (3.42)
Similarly, for k = 1, . . . , N , let H (N )k be defined by replacing (in the definition (3.5)) ∆n
with |∆n| for all n = 1, . . . , N − 1,η(N )jN+1 ∆N with |η(N )jN+1(η(N )jN+1 − η(N )jN )[1]∆N |, jk−1ik=0
p
η⃗
(k−1)
jk−1+1◦η⃗
(k)
ik

η
(k)
ik
, and η(k)ik+1

with
jk−1
l=0
 ∂∂β pη⃗(k−1)jk−1+1◦η⃗(k)l η(k)l , η(k)l+1
 jk−1
ik=0
ik ≠l
p
η⃗
(k−1)
jk−1+1◦η⃗
(k)
ik

η
(k)
ik
, η
(k)
ik+1

. (3.43)
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For k = 1, . . . , N , let J (N )k be defined by replacing in (3.5)∆i with |∆i | for all 1 ≤ i ≤ N−1 and
i ≠ k,∆k with | ∂∂β∆k | and

η
(N )
jN+1
∆N with |η(N )jN+1(η(N )jN+1− η(N )jN )[1]∆N | for 1 ≤ k ≤ N − 1,
and

η
(N )
jN+1
∆N with
 ∂
∂β

η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N
 for k = N .
Letting H (N ) :=Nk=1 H (N )k and J (N ) :=Nk=1 J (N )k , we observe that
∞
m=2
x,y (y − x)[1]ϕ(N ,2)m (x, y)
 ≤ H (N ), and
∞
m=2
x,y (y − x)[1]ϕ(N ,3)m (x, y)
 ≤ J (N ). (3.44)
The remainder of this section is devoted to establishing bounds on F (N ), J (N ), and H (N ).
Lemma 3.6 (Bounds on F (N )). We have
F (N ) ≤

κρ ϵδ δ
−1 Gq , N = 1,
κρ δ−1 GqαN−1, N ≥ 2.
(3.45)
Proof. When N = 1, we first use (3.16) and (3.20) to get
F (1) ≤

η
(0)
1
κ|ν2(η(0)1 )− ν1(η(0)1 )|
∞
j1=1

η⃗
(1)
j1
j1−1
i1=1
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

1{η(1)j1 =o}
ρ
= κρ

η
(0)
1
|ν2(η(0)1 )− ν1(η(0)1 )|
∞
j1=1
P η⃗
(0)
1 (X j1 = o) ≤ κρ2(1− δ)δ−1Gq , (3.46)
where we have used the fact that ν1, ν2 ∈Mγ (Zd∗) with γ ≤ 1− δ, and we applied (3.23). This
gives the bound for N = 1.
For N ≥ 2 we proceed similarly, first using (3.20) in the form

η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N
 ≤ ρ1{η(N )jN ∈η⃗(N−1)jN−1 },
and then proceeding as in the proof of Proposition 3.5. This involves using (3.23) with
i = 0 to deal with what remains inside the sum over jN , which gives overall a factor of
( jN−1 + 1)ρδ−1Gq . We then repeatedly use (3.14) and (3.23) with i = 1 for the remaining
terms inside the sums over jN−1, jN−2, . . . , j2 in that order. As in Proposition 3.5, this gives
N − 2 factors of α. Finally we are left to deal with a term of the form
κ

η
(0)
1
|ν2(η(0)1 )− ν1(η(0)1 )|
∞
j1=1
( j1 + 1)P η⃗
(0)
1 (X j1 = o) ≤ κ2(1− δ)δ−2G∗2q = κα, (3.47)
where we again used (3.23) with i = 1. 
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Lemma 3.7 (Bounds on J (N )). We have
J (N )k ≤

κρ δ−2(Gq(o)− δ), N = k = 1,
κρ δ−1 GqαN−1, N ≥ 2, 1 ≤ k ≤ N .
(3.48)
Proof. The proof of the second bound in (3.48) is essentially the same as the proof for
Lemma 3.6. For N ≥ 2, when we sum over jN and η(N )jN+1, we apply (3.20) if k < N and
we apply (3.21) if k = N . When we sum over jk and η(k)jk+1 with k < N , we apply (3.18).
To bound J (1)1 , note that by (3.21) applied to x⃗m = η⃗(0)1 and η⃗n = η⃗(1)j1 , we have
J (1)1 ≤

η
(0)
1
po(o, η(0)1 )
∞
j1=1

η⃗
(1)
j1
j1−1
i1=0
p
η⃗
(0)
1 ◦η⃗(1)i1

η
(1)
i1
, η
(1)
i1+1

1{η(1)j1 =o}
κρ
= κρ
∞
j=2
Po(X j = o). (3.49)
Using the parity of Zd1 , and proceeding as in the proof of Lemma 3.3,
∞
j=2
Po(X j = o) ≤
∞
l=0
Pq(Yl = o)
∞
j=l∨2
Po(N j = l|Yl = o)
=
∞
j=2
Po(N j = 0)+
∞
l=2
Pq(Yl = o)
∞
j=l
Po(N j = l|Yl = 0). (3.50)
As shown in the proof of Lemma 3.3, for each j ∈ N, conditioned on X⃗ j−1 and Y⃗l , either
N j = N j−1, or N j = N j−1 + 1 with probability at least δ. Therefore by the same comparison
with the Bernoulli random walk M as in the proof of Lemma 3.4, we have
∞
j=l
Po(N j = l|Yl = o) = Eo[τl+1 − τl ] ≤ δ−1.
Similarly
∞
j=2
Po(N j = 0) ≤ δ−1 − 1.
Combining all the above bounds gives
J (1)1 ≤ κρ

δ−1 − 1+ δ−1[Gq(o)− 1]
 = κρδ−2(Gq(o)− δ), (3.51)
as required. 
To bound H (N )k , we need a new lemma of the form of Lemma 3.3 which accommodates the
derivative of the transition probability for one of the steps.
Lemma 3.8. Assume the same conditions as in Lemma 3.3. Recall the definition of ν1, ν2 from
assumption (A2), and the definition of edge local time ℓ(η⃗, Vd∗) from (3.15). Then for each
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i ∈ Z+ and u ∈ Zd , we have
∞
j=1
( j + i)!
j !
j−1
s=0

η⃗s
P x⃗m (X⃗s = η⃗s)1{ℓ(x⃗m◦η⃗s ,Vd∗ )=0}
×

ηs+1
κ|ν2(ηs+1 − ηs)− ν1(ηs+1 − ηs)|
× P x⃗m◦η⃗s+1(X j−s−1 = u) ≤ εδ κ(i + 1)!δ−(i+2)G∗(i+2)q . (3.52)
Proof. Since ν1 and ν2 have disjoint supports S1, and S2, the left hand side of (3.52) equals
2
r=1
∞
j=1
( j + i)!
j !
j−1
s=0

η⃗s
P x⃗m (X⃗s = η⃗s)1{ℓ(x⃗m◦η⃗s ,Vd∗ )=0}
×

w:=ηs+1−ηs∈Sr
κνr (w)P
x⃗m◦η⃗s+1(X j−s−1 = u). (3.53)
Let P x⃗m(s,w) denote the law of a random walk which evolves according to a RWRE with history
x⃗m , except that the s+ 1st step is deterministic and equals w, and if this step has zero probability
given the history of X up to time s, then the walk is killed. More precisely,
P x⃗m(s,w)(Xn+1 − Xn = z|X⃗n = x⃗n) =

δw(z), if n = s,
P x⃗m (Xn+1 − Xn = z|X⃗n = x⃗n), otherwise,
and the walk is killed at time s + 1 if P x⃗m (Xs+1 − Xs = w|X⃗s = x⃗s) = 0.
Then (3.53) is bounded by
κ
2
r=1

w∈Sr
νr (w)
∞
j=1
( j + i)!
j !
j−1
s=0
P x⃗m(s,w)(X j = u). (3.54)
As in the proof of Lemma 3.3, we have
P x⃗m(s,w)(X j = u) ≤
j−1
l=0
Pq(Yl = Πd1(u))P x⃗m(s,w)(N j = l|Yl = Πd1(u)), (3.55)
where N j is the number of steps of X⃗ j with non-zero Πd1 -projection. Thus, the sum over j in
(3.54) is bounded by
∞
j=1
( j + i)!
j !
j−1
s=0
j−1
l=0
Pq(Yl = Πd1(u))P x⃗m(s,w)(N j = l|Yl = Πd1(u))
=
∞
l=0
Pq(Yl = Πd1(u))
∞
s=0
∞
j=(l∨s)+1
( j + i)!
j ! P
x⃗m
(s,w)(N j = l|Yl = Πd1(u)). (3.56)
As in the proof of Lemma 3.4, we can couple N with a Bernoulli random walk M such that
∞
j=(l∨s)+1
( j + i)!
j ! P
x⃗m
(s,w)(N j = l|Yl = Πd1(u))
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= E x⃗m(s,w)

τl+1−1
j=τl∨(s+1)
( j + i)!
j !
Yl = Πd1(u)

≤ E

τl+1(M−1)−1
j=τl (M−1)∨(s+1)
( j + i)!
j !

=
∞
j=(l∨s)+1
( j + i)!
j ! P(M j − 1 = l) (3.57)
where Mn ∼ Bin(n, δ). Therefore the summation over s in (3.56) is bounded by
∞
s=0
∞
j=(l∨s)+1
( j + i)!
j ! P(M j − 1 = l) =
∞
j=l+1
j−1
s=0
( j + i)!
j ! P(M j − 1 = l)
=
∞
j=l+1
( j + i)!
( j − 1)! P(M j = l + 1)
<
∞
j=l
( j + i + 1)!
j ! P(M j = l)
≤ δ−(i+1) (l + i + 1)!
l! , (3.58)
as in (3.29). Substituting this bound back into (3.56) and then into (3.54) then proves the lemma,
where we need to use (3.25) and the fact that each of ν1, ν2 has total mass γ ≤ 1−δ = εδ/2. 
Lemma 3.9 (Bounds on H (N )). We have
H (N )k ≤

κρ αN , N = k ≥ 1,
2κρ ε2δ δ
−4Gq G∗3q αN−2, N > k ≥ 1.
Proof. We first use (3.16) and (3.20) to get
H (1)1 ≤

η
(0)
1
po(o, η(0)1 )
∞
j1=1
j1−1
l=0

η⃗
(1)
l
P η⃗
(0)
1 (X⃗l = η⃗(1)l )1{ℓ(η⃗(0)1 ◦η⃗(1)l ,Vd∗ )=0}
×

η
(1)
l+1
κ|ν2(η(1)l+1 − η(1)l )− ν1(η(1)l+1 − η(1)l )| P η⃗
(0)
1 ◦η⃗(1)l+1(X j1−l−1 = o)ρ
=
∞
j=2
j
l=1

η⃗l
po(X⃗l = η⃗l)
×

ηl+1
κ|ν2(ηl+1 − ηl)− ν1(ηl+1 − ηl)|1{ℓ(η⃗l ,Vd∗ )=0}P η⃗l+1(X j−l−1 = 0)ρ
≤ κρεδδ−2G∗2q = κρα, (3.59)
where we have used Lemma 3.8 with i = 0.
For N ≥ 2, we first bound |
η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N | in H (N )k by ρ1{η(N )jN ∈η⃗(N−1)jN−1 } using
(3.20).
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For k = N , we then use Lemma 3.8 with i = 0 to bound the sum over jN , yielding a factor of
κρεδδ
−2G∗2q ( jN−1 + 1). We then proceed exactly as in the proof of Proposition 3.5 on the sums
over jN−1, . . . , j1 in that order, giving N − 1 factors of α.
If N > k > 1, we use (3.23) with i = 0 to bound the sum over jN , yielding a factor of
ρδ−1Gq( jN−1 + 1). We then proceed exactly as in the proof of Proposition 3.5 on the sums over
jN−1, . . . , jk+1 in that order, giving N − (k + 1) factors of α. We then obtain a factor ϵδ from
η
(k)
jk+1
|∆k | and then we use Lemma 3.8 with i = 1 to bound the sum over jk , giving a factor
2κεδδ−3G∗3q ( jk−1 + 1). We then proceed exactly as in the proof of Proposition 3.5 on the sums
over jk−1, . . . , j1 in that order, giving k − 1 additional factors of α. The case N > k = 1 is
similar. 
4. Proof of Theorem 1.2
By assumption (A3), G∗iq <∞ for i = 1, 2, 3, 4. It follows that α = 2(1− δ)δ−2G∗2q < 1 for
δ < 1 sufficiently close to 1 (depending only on q(·)), in which case (3.31) is summable in N ,
and thus (3.7) and (3.9) hold. By the assumption (A3) that Gq(o) < 2, and by Lemmas 3.6, 3.7
and 3.9, uniformly in β ∈ [0, 1], we have

N≥1
F (N ) ≤ κρC1,δ,

N≥1
N
k=1
J (N )k ≤ κρC2,δ,

N≥1
N
k=1
H (N )k ≤ κρC3,δ, (4.1)
where C1,δ,C3,δ ↘ 0 as δ ↗ 1 and C2,δ < 1 for δ sufficiently close to 1. It follows that
for δ sufficiently close to 1 (depending only on q(·)), (3.38) holds. To conclude the proof of
Theorem 1.2, it only remains to verify (3.39).
Note that
∞
m=1
m−1
N=N0
x,y (y − x)[1]ϕ(N )m (x, y)
 ≤ ∞
N=N0
(F (N ) + J (N ) + H (N )),
which by Lemmas 3.6, 3.7 and 3.9 tends to 0 (uniformly in β ∈ [0, 1]) as N0 → ∞ if δ is
sufficiently close to 1. Therefore (3.39) follows from Lemma 4.1, which concludes the proof of
Theorem 1.2. 
Lemma 4.1. If δ ∈ (0, 1) is chosen such that α = 2(1− δ)δ−2G∗2q < 1, then for each N ∈ N,
lim
m0↑∞
sup
β∈[0,1]
∞
m=m0
x,y (y − x)[1]ϕ(N )m (x, y)
 = 0. (4.2)
Proof. As in (3.40), we will split ϕ(N )m into ϕ
(N ,i)
m for 1 ≤ i ≤ 3. It will be sufficient to verify
(4.2) with ϕ(N )m replaced by ϕ
(N ,i)
m for i = 1, 2, 3. Note that
∞
m=m0
x,y (y − x)[1]ϕ(N ,1)m (x, y)

≤

j1,..., jN≥0
j1+···+ jN≥m0−N

η
(0)
1
 ∂∂β po(o, η(0)1 )
 
η⃗
(1)
j1+1
P η⃗
(0)
1 (X⃗ j1 = η⃗(1)j1 )|∆1|
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· · ·

η⃗
(N )
jN
P
η⃗
(N−1)
jN−1+1(X⃗ jN = η⃗(N )jN )


η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N

≤
N
k=1

i≠k: ji≥0
jk≥
m0
N −1

η
(0)
1
 ∂∂β po(o, η(0)1 )
 
η⃗
(1)
j1+1
P η⃗
(0)
1 (X⃗ j1 = η⃗(1)j1 )|∆1|
· · ·

η⃗
(N )
jN
P
η⃗
(N−1)
jN−1+1(X⃗ jN = η⃗(N )jN )


η
(N )
jN+1
(η
(N )
jN+1 − η
(N )
jN
)[1]∆N
 , (4.3)
where we made the observation that one of the N paths η⃗ jN must have length at least
m0
N − 1. In
the sum over k in (4.3), if k = N , then the sum over jN ≥ m0N − 1 can be bounded by
ρ

jN≥m0N −1
jN−1
i=0
P
η⃗
(N−1)
jN−1+1(X⃗ jN = η⃗(N−1)i )
≤ ρ( jN−1 + 1) sup
u∈Zd

jN≥m0N −1
P
η⃗
(N−1)
jN−1+1(X⃗ jN = u). (4.4)
By Lemma 3.3, for each i ≥ 0, we have
sup
u∈Zd
∞
j=m0
( j + i)!
j ! P
η⃗m (X j = u) ≤ sup
u∈Zd
∞
j=0
( j + i + 1)!
m0 j ! P
η⃗m (X j = u)
≤ (i + 1)!δ
−(i+2)G∗(i+2)q
m0
. (4.5)
Applying this bound with i = 0 to (4.4) then gives a factor of 1/m0. Summing over
jN−1, . . . , j1 in (4.3) with k = N as in the proof of Lemma 3.6 then gives a bound proportional
to 1/m0, which is independent of β and tends to 0 as m0 →∞.
In the sum over k in (4.3), if k < N , then we sum over jN , . . . , jk+1 like in the proof of
Lemma 3.6, each sum giving rise to a constant factor depending only on δ and q(·). When we
sum over jk ≥ m0N − 1, we need to bound
jk≥m0N −1
( jk + 1)
jk−1
i=0
P
η⃗
(k−1)
jk−1+1(X⃗ jk = η⃗(k−1)i ),
for which we can apply (4.5) with i = 1 to obtain a factor of 1/m0. Summing over jk−1, . . . , j1
only leads to bounded constant factors. This verifies (4.2) with ϕ(N ,1)m in place of ϕ
(N )
m .
The proof of (4.2) with ϕ(N )m replaced by ϕ
(N ,2)
m or ϕ
(N ,3)
m is similar. Of the N paths
η⃗
(k)
jk+1, 1 ≤ k ≤ N , one of these will have length at least jk ≥ m0N − 1. We then draw upon
the proofs of Lemmas 3.7 and 3.9 to sum over jk, 1 ≤ k ≤ N , and besides (4.5), we will also
need the following corollary of Lemma 3.8:
sup
u∈Zd
∞
j=m0
( j + i)!
j !
j−1
l=0

η⃗l
P x⃗m (X⃗l = η⃗l)1{ℓ(x⃗m◦η⃗l ,Vd∗ )=0}
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×

ηl+1
κ|ν2(ηl+1 − ηl)− ν1(ηl+1 − ηl)|P x⃗m◦η⃗l+1(X j−l−1 = u)
≤ εδ κ(i + 2)!δ
−(i+3)G∗(i+3)q
m0
. (4.6)
Note that we would need to apply (4.6) with i = 1, which uses G∗4q <∞ from assumption (A3).
The details will be left to the reader. 
4.1. Remark on Assumption (A3) in Theorem 1.2
It is possible to replace the assumption that G∗4 <∞with a local central limit theorem bound
of the form
sup
x
Pq(Xn = x) ≤ Cqna , for some a > 3. (4.7)
The usual choice would be a = d12 , which is greater than 3 when d1 > 6. We give the main ideas
of the argument here. For further details see [8].
The bound G∗4 < ∞ was used when obtaining the estimate (4.6). However we only require
that the left hand side of (4.6) converges to 0 as m0 → ∞. As in the proof of Lemma 3.8
(cf. (3.56)) this involves estimating
sup
u
κ
2
r=1

w∈Sr
νr (w)
∞
j=m0
( j + i)!
j !
j−1
s=0
P x⃗m(s,w)(X j = u)
≤ sup
u
κ
2
r=1

w∈Sr
νr (w)
∞
l=0
Pq(Yl = Πd1(u))
×
∞
s=0
∞
j=l∨s∨m0
( j + i)!
j ! P
x⃗m
(s,w)(N j = l|Yl = Πd1(u))
≤ sup
u
κ
2
r=1

w∈Sr
νr (w)
∞
l=0
Pq(Yl = Πd1(u))
∞
s=0
∞
j=l∨s∨m0
( j + i)!
j ! P(M j − 1 = l).
(4.8)
Using the local CLT bound (4.7) this is bounded by
εδκ
∞
l=0
Cq
la
∞
j=l∨m0
( j + i + 1)!
j ! P(M j − 1 = l)
≤ εδκ
K
l=0
Cq
la
∞
j=l∨m0
( j + i + 1)!
j ! P(M j − 1 = l)
+ εδκ
∞
l=K
Cq
la
∞
j=l
( j + i + 1)!
j ! P(M j − 1 = l). (4.9)
As in (3.58) the last term of (4.9) is bounded by
εδκ
∞
l=K
Cq
la
δ−(i+1) (l + i + 1)!
l! ≤ εδκδ
−(i+1)
∞
l=K
C ′q
la−(i+1)
,
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which can be made arbitrarily small by choosing K large depending on q and i ∈ {0, 1}
when a − (i + 1) > 1 (i.e. a > 3 when i = 1). For any K , the first term of (4.9) can be
made arbitrarily small by choosing m0 sufficiently large (see the proof of Lemma 4.1 of [8] for
details).
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