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Existence results are established for a class of singular diffusion problems with a 
general nonlinear boundary condition. The proofs are based on a priori bounds for 
all solutions and a shooting technique applied to a corresponding initial value 
problem. Various uniqueness results are obtained by assuming either the variables 
in the diffusion coefficient or in the source term are separable. 0 1990 Academic 
Press, Inc. 
1. INTRODUCTION 
Nonlinear diffusion problems of the type 
& M-x) gb, u) Y’)’ =./lx> YX OjxSl, 
Y’(O) = 0, (2) 
Y( 1) = NJ@), Y( 11, Y’( l)), (3) 
where primes denote differentiation with respect o x, are considered. It is 
assumed throughout that f(x, y), p(x), and g(x, v) are continuous, with 
(Wx)(p(x) dx, u)) and (WY)(P(X) g(x, Y)) existing on CO, 11 x R 
p(x) > 0 on (0, I], and g(x, y) 2 E on [0, 1 ] x R for some E > 0. In addition, 
it is assumed that h(r, S, t) is continuous on R3. 
For the case h = b - a/( 1 ), a 2 0, the existence and uniqueness of solu- 
tions of (l)-(3) was obtained in [2] for various classes of f(x, u) and 
g(x, y). Additional uniqueness criteria were established in [3]. By imposing 
restrictive hypotheses off, g, and h, so as to ensure certain mappings are 
contractions, existence and uniqueness results were obtained in [l] for the 
case h = h(y’(1)). 
In Section 2, a priori bounds for solutions of (l)-(3) are established. By 
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using these bounds and a shooting technique applied to an initial value 
problem, existence of solutions is obtained in Section 3. In Section 4, 
uniqueness criteria are established for various classes of functions f and g. 
For an application, an oxygen diffusion problem is discussed in Section 5. 
2. BOUNDS FOR SOLUTIONS 
In this section various sets of conditions are given for f(x, y) and 
h(r, s, t) which assure there exist constants a, b, a,, bl such that 
aSy(x)sb and a, I Y’(X) S b, on CO, 11 (4) 
for any solution y(x) of (l)-(3). In terms of constants a, b, C, D and 
nonnegative constants c, d, A, B these conditions are defined as follows: 
H1. f(x,y)<Oon [0,11x(-oo,a)andh(r,s,t)>aonRx(-co,a)x 
(-cQ,Ol. 
H,. f(x,y)>O on [O,l]x(b,oo) and h(r,s,t)<b on Rx(b,co)x 
co, 00). 
H,. f(x,y)l_--A on [O,llx(a,co) and h(r,s,t)SC on (a,oo)x 
(a, co) x t-c, co). 
I-L. f(x,y)5Bon [0,11x(- co,b)andh(r,s,t)zDon(-co,b)x 
(-co,b)x(-co,d). 
( - c,Hd;: 
-As(x,y)lBon [O,l]xRandD5h(r,s,t)gConRxRx 
The proofs given in this section make use of 
where 
which is obtained from (1) and (2). Equation (5) remains valid for the case 
p(O) = 0 since 0 <p(s)/p(x) 5 1 for 0 > s 5 x and x small. 
THEOREM 1. Assume H, and H, holdfor some constants a and b. Then (4) 
holds for this a, b and where a, and b, are, respectively, the minimum and maxi- 
mumofF(s,x,y,z)onO~s<x~l,a~y,z~b. 
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Proof: Suppose min, S X d i y(x) = y(xO) < a. If 0 < x0 < 1 then y’(xJ = 0 
and y”(xo)20. But, by (1) and Hl, g(xo,y(xo))y~(xo)=f(xo,y(~o))~O, 
which is not possible. If x,, = 1 then y’( 1) s 0. This and (3) require 
h(y(O), y( 1 ), y’( 1)) 5 a which contradicts H, . If x0 = 0 then y’(x) > 0 to the 
immediate right of x = 0. However, by (5), y’(x) < 0 for such x. Thus y(x) 2 a. 
In a similar manner, H2 gives y(x) 5 6. Then (5) is used to obtain 
a, Sy’(x) 5 bl. 
THEOREM 2. Assume H, and H, hold for some A and C, for the same 
constant a, and for 
c= max - s 
x ‘4 P(S) ds 
Oj.X~Z 0 &P(X) . 
Then (4) holds for this a, b= C+ c, a, = -c, andfor b, as in Theorem 1. 
ProoJ: As before, H, gives y(x) 1 a. Then, from (5) and H,, 
Thus, by (3) and H3, y( 1) 5 C. In turn, one obtains y(x) I C + c and 
y’(x)-lb,. 
The proofs of Theorem 3 and Theorem 4 are similar to the preceding 
proofs. 
THEOREM 3. Assume H, and H, hold for some B and D, for the same 
constant 6, and for 
d= max s x BP(S) - ds. 05x$1 0 &P(X) 
Then (4) holds for this b, a = D -d, b, = d, and for a, as in Theorem 1. 
THEOREM 4. Assume H, holds for some A, B, C, D and for c and d as 
in Theorem 3 and Theorem 4, respectively. Then (4) holds for a = D - d, 
b=C+c, a,= -c, andb,=d. 
3. EXISTENCE OF $OLUTIONS 
In this section and Section 4, it is assumed that f(x, y) and h(r, s, t) are 
such that (4) holds for some set of constants. Obviously, f(x, y), g(x, y), 
and h(r, s, t) can then be redefined so as to be bounded on [0, l] x R, 
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[0, l] x R, and R3, respectively. In particular, if it is known that for any 
solution y(x) of (l)-(3), y( x E uI, ~~1, ~40)~ CQ, 4 ~$11~ CQ, 4 and ) [ 
y’( 1) E [u4, u4]. then these functions can be taken as constant with respect 
to each argument outside each respective interval. 
To establish the existence result for (l)-(3), conditions are placed on F 
and G where 
G(s, x, y, z, w) =pd;;;;xy)r;L’. 
9 
Conditions H, and H, are defined as follows: 
H,. There exists constants M and M, such that 
for O<s<x< 1. 
H,. Either (i) the nonsingular initial value problem for (1) at any x0, 
0 <x0 < 1, has at most one solution y(x) on [x0, l] and y(x) and u’(x) are 
continuous functions of y(xO) and y’(xO), or (ii) there exist constants L and 
L,, with L-c 1, such that 
for x,<s<x< 1. 
THEOREM 5. Assume (4) and H,. ZfM>= 1 in H,, assume H,. Then the 
problem (l), (2), (3) has at least one solution. 
Proof. Theorem 2 of [2] applies under these hypotheses to yield a 
unique solution y(x, k) of the initial value problem (l), (2), and y(O) = k. 
Moreover, y(x, k) and y’(x, k) are shown in [2] to be continuous in k and 
Y(X, k) = k + jx j’ F(t, s, y(t), y(s)) dt ds. 
0 0 
Obviously, since F and h can be taken as bounded functions, the equation 
~(1, k) = h(y(O, k), ~(1, k), ~‘(1, k)) 
has at least one solution for k. Each such solution for k yields a solution 
Y(X, k) of (1 k(3). 
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4. UNIQUENESS OF SOLUTIONS 
In this section uniqueness results are established for (l)-(3). To obtain 
these results, hypotheses are placed onf(x, y), g(x, y), and h(r, S, t) only in 
bounded intervals [vi, ui], i= 1, 2, 3, 4, of y, r, S, and t, respectively. Then 
it is shown that (l), (2), (3) has at most one solution y(x) satisfying 
In particular, uniqueness results are first established for the case when the 
variables in g are separable; that is, 
g(x, Y) =g,(x) !T2(Y)? g,(x) >09 gz(Y) ’ 0. (7) 
Then these results are obtained for the case when the variables in f are 
separable; that is, 
f(x3Y)=fi(x)f,(Y). (8) 
THEOREM 6. For 0 5 x 5 1 and the appropriate intervals [vi, ui], i = 1, 2, 
3, 4, assume (7) with g2( y) nonincreasing in y, f (x, y) strictly increasing in 
y, and h(r, s, t) noninccreasing in r, s, and t. Then (l)-(3) has at most one 
solution y(x) satisfying (6) with v4 2 0. 
Proof Assume y,(x) and yz(x) are two such solutions and, for 
0 5 c( -C /3 5 1, define G(s) and Z(a, p) by 
(-3s) = j; g,(z) dz 
and 
Then integrating I by parts and substituting by (1) yields 
where 
J(s)=p(s)g,(s) ~g2h(s))y;(s) -g,(y,(s)) y’,(s)) ~:“,()M dz 
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and 
Since y’,(O) = y;(O), J(0) = 0. Also, since f is increasing in y and gz(y) > 0, 
qa, 8) 2 0. 
Suppose y2(l)>yl(l). Then, by (3) 
MY*(O), Yz(l), Y;(1))‘h(Y,(O),Y,(l).Y;(l)). (10) 
Ify2(0)zy1(O) also, then (10) requires OgyY;(l)<y’i(l). Now, since g*(y) 
is nonincreasing in y, 
Hence J( 1) < 0 and, from (9), K(0, 1) < 0, which is impossible. If 
y2(0)<y,(O) then there exists YE (0, 1) such that yz(y)=yl(y). Thus 
J(y) = 0 and, from (9), K(0, y) 50; hence K(0, y) = 0. Consequently, 
yi(x)-y*(x) on [0, y] and, in particular, y,(O) =y,(O). As before, this is 
not possible, and one has y ,( 1) = yz( 1). 
For y,(l)=y,(l), J(l)=0 and, from (9) K(0, 1)sO. Thus K(0, l)=O. 
This, combined with the fact that f is strictly increasing in y, yields 
Ye -Y,(X) on I% 11. 
Proved in a similar manner is Theorem 7. 
THEOREM 7. For 0 5 x S 1 and the appropriate intervals [vi, ui], i = 1,2, 
3, 4, assume (7) with g*(y) nondecreasing in y, f(x, y) strictly increasing in 
y, and h(r, s, t) nonincreasing in r, s, and t. Then (l)-(3) has at most one 
solution satisfying (6) with uq 5 0. 
Remark 1. By (5) the property y’( 1) 2 0 ( 5 0) assumed in Theorem 6 
(Theorem 7) is assumed iff(x, y) 20 (SO) on [0, l] x [vi, u,]. 
Remark 2. When the requirement v4 5 0 (u4 5 0) is removed, the proof 
of Theorem 6 (Theorem 7) remains valid to establish that if there are two 
distinct solutions they both must have negative (positive) derivatives at 
x= 1. 
THEOREM 8. For 0 5 x 5 1 and the appropriate intervals [vi, ui], i= 1, 
2, 3, 4, assume (8) with f,(x)2 (0, fi(x) >O to the immediate right of 
x = 0, fi( y) L= 0, f;(u) continuous, f ;( y)/g(x, y) strictly decreasing, and 
f2( y)/g( 1, y) nondecreasing. Also, assume h(r, s, t) is nonincreasing in r, s, 
and t. then (l)-(3) has at most one solution satisfying (6). 
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Proof: Assume that yr(x) and y*(x) are two such solutions. Multiplying 
(1) for y,(x) byf,(y,(x)) and (1) for y*(x) byf,(y,(x)) and then subtract- 
ing, one obtains 
(P(X) g(x, Yl(x))Y;(x))‘f2(Y2(.~)) 
= (P(-~)&3 Y2(X)) Y;(x))‘f2(Yl(x))~ 
Integrating this equation over (LX, p) E (0, 1) yields 
fv) - ME) = ua, m, (11) 
where 
ff(s) =As) g(s, VI(S)) .a? Y*(S)) 
x 1 f*(Y,(S)) .a Y2(S)) y;(s)- f2(yI(s)) y’(s) &l Y,(S)) 2 3 
and 
L(4 8) = Jh Y;(x) Y;(x) 
o! 
x 
.MJJ2(x)) .mY,(X)) 
d4 Y2(X)) -g(xT Yl(X)) 
dx> yl(x)) g(x, Ye) dx. 
Assume yz( 1) > y,( 1). Then (10) holds. If ~~(0) 2 y,(O) also then, since h 
is nonincreasing in its arguments and since, by (5), y:(x) 2 0, i = 1,2, one 
has Osy;(l) <y;(l). This, combined with the fact thatf,(y)/g(l, y) is non- 
decreasing, gives H(1) > 0. By (2), H(0) = 0 and, if y2(x) 2 y,(x) on (0, l), 
L(0, 1) 2 0, since &(y)/g(x, y) is decreasing in y. This contradicts (1 1 ), so 
there exists [a, b] c [0, 1) such that y2(x) <y,(x) on (a, 6), y,(a) =~‘,(a), 
yXa)-Fyi(a), Y,@)=Y,(~), and Y#)~Y;@). Then ff(a)ZO, fW)SO, 
and L(a, b) > 0 which contradicts (11). 
If y,(l)>y,(l) one now has y,(O)<y,(O). Then there exists CE(O, 1) 
such that y2(c) =y,(c), yi(x) >y,(x) on [0, c), and y;(x) Ly;(c). But this 
again contradicts (11) since H(c) 5 0, H(0) = 0, and L(0, c) > 0. Hence 
Y,(l)=Yl(l). 
Now assume y2(1)=yl(l) and yi(x) f y2(x). Then there exists 
Ccc, PI = CO, 11 such that J&) >Y,(x) on (a, B), y,(a) =~~(a) if a # 0, 
Y;(~)ZY;(~), ~~(P)=v~(ln), and YU)~YY;(P). But then ff(a)SO, 
H(P) 2 0, and L(a, 8) ~0. Again, a contradiction to (11) is obtained and 
y,(x)zy2(x) for all XE [O, 11. 
Theorem 9 follows in a similar manner. 
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THEOREM 9. For 0 2 x 5 1 and the appropriate intervals [vi, ui], i = 1, 2, 
3, 4, assume (8) with fi(x) >= 0 andfi(x) > 0 to the immediate right of x = 0, 
f2(Y) < 03 f;(Y) continuous, f;(y)/g(x, y) strictly increasing in y, and 
f,(y)/g( 1, y) nondecreasing in y. Further, assume that h(r, s, t) is nonincreas- 
ing in r, s, and t. Then (l)-(3) has at most one solution satisfying (6). 
5. APPLICATION 
The problem (1 t(3) is singular if p(O) = 0 and models different 
physiological processes. For one example, if (1) is 
then oxygen diffusion is a spherical cell with Michaelis-Menten oxygen 
uptake is modeled. The boundary condition at the center x = 0 is given by 
(2) and, if both passive and active transport is assumed at the cell surface 
x = 1, the other boundary condition is 
Y'(l)=?,il-Y(l)l+~-y;;~~~ 
0 1 
or (3) where 
h(s,t)=l-L+ cl0 a1s 
~12 a,(1 +ko)-q(s+kJ’ 
(13) 
All quantities here are dimensionless and the variables x and y denote nor- 
malized radial distance and oxygen tension. That is, the oxygen concentra- 
tion outside the cell and the cell radius are both taken to be 1. The et’s and 
k’s are positive constants depending on the diffusion coefficients reaction 
rates, Michaelis constants, and the source term. 
To study the nonnegative solutions of (12), (2), (3), (13), first consider 
(12*), (2), (3), (13*), where (12*) and (13”) are, respectively, (12) and 
(13) with f and h replaced by 
%Y 
f*(y)= y+k’ 
i- 
Y20 
0, Y<O 
h*(s, t) = Kc t), 
tER, s>,O 
NO, t), tER, s<O. 
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It is easily verified that f* and h* satisfy H2 and H4 for B = GI, d = a/3, 
b=l+ a0 
a,(1 +ko)’ 
and 
D=l+ ” -L-2. 
a,(1 +ko) 3% a2 
Thus, Theorem 3 applies to yield the bounds a= D- d, a, = 0, and 
b, = a/3. In particular, all solutions are nonnegative if 
I+1 ““-!-T-a 
{ cr21+ko3 ’ 1 -f>O. 3= (14) 
Moreover, H, is satisfied for this f * for M = 0 and M, = cc/k. Assuming 
(14), Theorem 5 gives at least one nonnegative solution of (12*), (2), (3), 
(13*). The uniqueness of such a solution follows from Theorem 6 since, for 
0 5 y, s 2 b, and 0 5 t 5 LX/~, i3f */ay > 0, ah*/& < 0, and ah*/& < 0. 
In summary, the problem (12), (2), (3), (13) has a unique nonnegative 
solution if (14) holds. 
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