➤ We suggest a three-step approach when using an article from the surgical literature to guide your patient care:
Clinical Scenario
ou are an orthopaedic surgeon who is called to the emergency department to evaluate and treat a fifty-five-yearold woman with a displaced fracture of the distal aspect of the right radius. She tells you that she fell on her outstretched right hand after slipping on the kitchen floor. Her medications include L-thyroxine and alendronate. On examination, she has an obvious deformity of the wrist and no evidence of neurovascular compromise. Plain radiographs demonstrate a dorsally tilted and comminuted distal radial fracture with no extension into the joint.
You believe that the patient's age and the displacement of the fracture warrant a closed reduction in the operating room. One of your partners who is passing through the emergency department agrees with your assessment and comments that dorsally comminuted fractures tend to be very unstable. Moreover, she suggests that the new "bone cements" on the market might be ideal for preventing secondary instability following a closed reduction. She urges you to find a report of a recent randomized trial, which she recalls having read, in the literature.
Intrigued by your colleague's proposal, you tell her that you will search the literature for articles on calcium-phosphate-based bone-cement materials and will use the information to formulate a plan by the time that your patient is taken to the operating room. The operating-room charge nurse tells you that there are three other cases ahead of yours, which will delay your case by approximately five hours.
The Literature Search ou begin by formulating your question: in patients with displaced distal radial fractures, what is the impact of injectable bone cement on malunion rates compared with that of no treatment? Since the study that you are seeking was published within the last couple of months, you begin with an Internet-based PubMed search, using a so-called "clinical
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This article is the first in a series designed to help the orthopaedic surgeon use the published literature in practice. We start with the topic of the controlled trial, which is widely considered to be the study design of greatest utility because of its systematic attempts to limit bias. Controlled trials are difficult to perform in surgery but are being conducted with increasing frequency. USER'S GUIDE TO THE ORTHOPAEDIC LITERATURE: HOW TO USE AN ARTICLE ABOUT A SURGICAL THERAPY query" and randomized trial sensitivity filter with the following keywords: "fracture" and "calcium phosphate". This search yields only forty articles, one of which is evidently your target 1 and a second that also seems very relevant 2 . The first article that you identify is a report of a randomized trial of 110 patients with displaced distal radial fractures who were treated with or without an injectable calciumphosphate cement (Norian SRS) 1 . The second article is a report of a randomized trial of 249 long-bone fractures that were treated with internal or external fixation supplemented either with a collagen-calcium phosphate material or with autogenous bone graft 2 .
The Guide ost surgical interventions have inherent benefits and associated risks. Before implementing a new therapy, you should ascertain its benefits and risks and assure yourself that the resources consumed in the intervention will not be exorbitant. We suggest that you employ a three-step approach when using an article from the surgical literature to guide your patient care: (1) assess whether the study can provide valid results (internal validity), (2) review the results, and (3) consider how the results might be applied to your patient (generalizability) (Table I) .
Validity

Did experimental and control groups begin the study with a similar prognosis?
Were patients randomized?
During the 1970s and early 1980s, surgeons frequently performed extracranial-intracranial bypass (anastomosis of a branch of the external carotid artery, the superficial temporal, to a branch of the internal carotid artery, the middle cerebral). They believed that this prevented strokes in patients who had symptomatic cerebrovascular lesions that were otherwise surgically inaccessible. Studies comparing outcomes among nonrandomized cohorts of patients who, for various reasons, did or did not undergo this operation fueled this conviction. These studies suggested that patients who underwent surgery fared much better than those who did not. However, to the investigators' surprise, a large multicenter trial in which patients were allocated to surgical or medical treatment with use of a process analogous to flipping a coin (a randomized controlled trial) demonstrated that the only effect of surgery was to increase adverse outcomes in the immediate postsurgical period 3 . Randomized trials have led to other surprising findings that have contradicted the results of less rigorous trials. For example, one randomized trial demonstrated that steroid injections do not ameliorate facet-joint back pain 4 , and several others showed that a variety of initially promising drugs increased mortality in patients with heart disease [5] [6] [7] [8] [9] . Such surprises frequently occur when treatments are assigned by random allocation rather than by the conscious decisions of clinicians and patients.
Investigators who study orthopaedic treatments attempt to determine the impact of an intervention on events such as nonunion, infection, and death; these occurrences are referred to as the trial's target outcomes or target events. The patient's age, the underlying severity of the fracture, the presence of comorbid conditions, health habits, and a host of other factors (prognostic factors or determinants of outcome) typically determine the frequency with which a trial's target outcome occurs. If prognostic factors-either those that we know about or those that we do not-prove to be unbalanced between a trial's treatment and control groups, the outcome will be biased, resulting in either an underestimation or an overestimation of the treatment effect. Since known prognostic factors often influence clinicians' recommendations and patients' decisions about treatment, observational studies often yield misleading results. Typically, observational studies tend to show larger treatment effects than do randomized trials [10] [11] [12] [13] , although systematic underestimation of treatment effects may also occur 14 . The disadvantage of randomization in surgical trials is that individual surgeons may not have equal experience or skill in performing the two treatments to be studied. This presents an ethical dilemma when two beneficial treatment op-M Were all patients analyzed in the groups to which they were randomized?
Were patients in the treatment and control groups similar with respect to known prognostic factors?
Did experimental and control groups retain a similar prognosis after the study started?
Blinding
Did investigators avoid effects of patient awareness of allocation: were patients blinded?
Were aspects of care that affect prognosis similar in the two groups: were clinicians blinded?
Was outcome assessed in a uniform way in experimental and control groups: were those assessing outcome blinded? tions for a musculoskeletal condition are available, as patients assigned to different treatment arms may not have the same opportunity to receive the best care. In addition, high-quality randomized trials are expensive to conduct, and the results are often not available for several years until follow-up is complete. However, it is not only the trial's design that needs to be satisfactory but also the actual conduct of the trial as it affects each individual patient. Ultimately, it is up to the clinical investigators to ensure that patients do not suffer as a result of the clinical research. The power of randomization is that treatment and control groups are far more likely to be balanced with respect to both the known and the unknown determinants of outcome. Randomization does not always achieve the investigators' goal of having groups with a similar prognosis. Investigators may make mistakes that compromise randomization. For example, randomization will be compromised if those who determine eligibility are aware of the treatment arm to which the patient will be allocated or if patients' results are not analyzed in the group to which they were allocated.
Was follow-up complete?
Results
How
Was randomization concealed?
In 1996, a group of Australian investigators reported a randomized trial of open compared with laparoscopic appendectomy 15 . The trial ran smoothly during the day. At night, however, the attending surgeon's presence was required for the laparoscopic but not the open procedure, and the limited operating-room availability made the longer, laparoscopic procedure an annoyance. Reluctant to call in the consultant and, particularly, specific senior colleagues, residents sometimes adopted a practical solution. When an eligible patient appeared, the resident checked the attending staff and the operating-room line-up and, depending on the situation, held the translucent envelopes up to the light. As soon as an envelope that dictated an open procedure was identified, it was opened. The first eligible patient in the morning would then be allocated to a laparoscopic appendectomy according to the passed-over envelope (D. Wall, written communication, June 9, 2000) . If patients who present at night are sicker than those who present during the day, the resident's behavior would have biased the results against the open procedure.
This example demonstrates that, if those making the decisions about patient eligibility are aware of the treatment arm to which patients will be allocated (that is, if randomization is unconcealed), they may systematically enroll sicker, or less sick, patients in either the treatment or the control group. This behavior will defeat the purpose of randomization, and the study will yield a biased result 16, 17 . Careful investigators will ensure that randomization is concealed by having the medication prepared in a blinded fashion in a pharmacy; by employing remote randomization, in which the individual recruiting the patient makes a call to a methods center to discover the treatment arm to which the patient is allocated; or by making sure that the envelope containing the code remains sealed (which is, in our view, a much less secure approach).
Were all patients analyzed in the groups to which they were randomized?
Investigators can also ruin randomization by systematically excluding patients who do not receive the assigned treatment from the analysis of the results. Although it may seem that such patients should be excluded, this is not the case. The reasons that patients do not take their medication or do not receive a particular surgical intervention are often related to prognosis. In a number of randomized trials, patients who did not adhere to their treatment regimen fared worse than those who took their medication as instructed, even after all known prognostic factors had been taken into account and even when their medications were placebos [18] [19] [20] . Excluding noncompliant patients from the analysis removes a group of patients with a worse prognosis, and the remaining patients will be destined to have a better outcome. Removing the noncompliers therefore destroys the unbiased comparison provided by randomization.
The situation is similar with regard to operative interventions. Some patients who are randomized to undergo surgery never have the operation because they are too sick or because they have an outcome that the operation was intended to prevent (such as stroke, deep venous thrombosis, or myocardial infarction) before they get to the operating room. If investigators include such patients, who are destined to have a poor outcome, in the control arm of a trial but not in the operative arm, even a useless operative therapy will appear to be effective. However, this apparent effectiveness will derive not from any benefit to those who had the operation but rather from the systematic exclusion of those with the poorest prognosis from the operative group. More commonly, however, patients randomized to the operative treatment arm do not receive the assigned treatment because of technical reasons. Again, these patients are likely to have poorer outcomes. As a result, investigators exclude these patients from the analysis, thereby losing the balance among prognostic factors that was achieved through randomization [21] [22] [23] . Because anything that happens after randomization can affect the chance that a patient will experience a specific event, it is important that all patients (even those who receive the wrong treatment) are analyzed in the groups to which they were initially randomized. This strategy, referred to as the intention-to-treat principle ( Fig. 1) , preserves the value of randomization: prognostic factors that are known and those that are not known will be, on average, distributed equally in the two groups, and the observed effect will be only that due to the assigned treatment. In reviewing a report of a randomized trial, one should look for evidence that the investigators analyzed all patients in the groups to which they were randomized.
The purpose of randomization is to create groups for which the prognosis, with respect to the target outcome, is similar. Sometimes, through bad luck, randomization will fail to achieve this goal. The smaller the sample size, the more likely it is that the trial will suffer from prognostic imbalance. Were the trial to enroll 800 patients, the chances would be much smaller that randomization would place all 400 closed fractures in the treatment arm. The larger the sample size, the more likely it is that randomization will achieve its goal of prognostic balance.
Investigators can check how successful randomization has been by examining the distribution of all prognostic factors in the treatment and control groups. Clinicians should look for a display of the prognostic features of the patients in both groups at the commencement of the study; these characteristics are referred to as baseline or entry prognostic features. Although it will never be known whether there is similarity between the groups with regard to the unknown prognostic factors, one can be reassured when the known prognostic factors are well balanced.
The question here is not whether there are significant differences between the treatment groups with regard to the known prognostic factors (in a randomized trial, one knows in advance that any such differences occurred by chance, making the frequently cited p values unhelpful) but rather what the magnitude of these differences is. If the differences are large, the validity of the study may be compromised. The stronger the relationship between the prognostic factors and the outcome, and the greater the differences in distribution between groups, the more the differences will weaken the strength of any inference about treatment impact (that is, the surgeon can place less confidence in the results of the study). In larger trials, randomization can occur in so-called blocks (that is, with or without a known variable that affects the results, such as whether the fracture was open or closed), or it can be stratified according to variables such as age-group, dominant extremity, and so on. Both techniques help to ensure a balance of prognostic variables between groups.
If blocked or stratified randomization has not been used, all is not lost if the treatment groups are not similar at baseline. Statistical techniques permit adjustment of the study results for baseline differences. One should look for documentation of similarity for relevant baseline characteristics, and if substantial differences exist it should be noted whether or not the investigators conducted an analysis that adjusted for those differences. When both unadjusted and adjusted analyses lead to the same conclusion, one can be justifiably confident in the validity of the results.
Did experimental and control groups retain a similar prognosis after the study started?
Blinding
Since there is confusion about the terminology related to blinding (triple-blind, double-blind, and single-blind), it is useful to be explicit about who is blinded in the course of a trial 24 .
Did investigators avoid effects of patient awareness of allocation: were patients blinded?
The best way of avoiding the psychological impact of treatment (placebo effect) is to ensure that patients are unaware of whether they are receiving the experimental treatment. For instance, investigators conducting a trial to evaluate a new bone cement could blind patients by creating identicallooking incisions and packaging for the cement and the placebo.
Were aspects of care that affect prognosis similar in the two groups: were clinicians blinded? Differences in patient care other than the intervention under study can bias the results. In the example of the calcium-phosphate cement trial, if patients in the treatment group received more intensive postoperative care than did those in the control group, the results would yield an overestimation of the treatment effect. Illustration of the intention-to-treat principle. Let us assume that fifteen patients who have been assigned to treatment of a radial fracture with supplementary use of bone cement have circumstances that make the injection of bone cement technically impossible. Excluding these patients and analyzing only those who actually received the treatment is called per protocol analysis. This, however, leads to an imbalance in baseline prognostic factors between groups, diminishing the effect of randomization. Intention-to-treat analysis takes into account the results for all patients who have been allocated to a particular treatment, thereby preserving the balance of prognostic factors from randomization. R = randomized. 25 . The study personnel who are assessing outcome can almost always be kept blinded, even if (as is the case for many operative therapies) the patient and the treating surgeon cannot. Investigators can take additional precautions by constructing a blinded adjudication committee to review clinical data and to decide issues such as whether a patient has a malunion, a nonunion, or another major complication. The more that judgment is involved in determining whether a patient has a target outcome, the more important blinding becomes; blinding is less crucial in studies in which the outcome is mortality due to any cause.
Was follow-up complete?
Ideally, investigators will know, at the conclusion of a trial, the status of each patient with respect to the target outcome. Patients whose status is unknown are often referred to as having been lost to follow-up. The greater the number of patients who are lost to follow-up, the more that a study's validity may be compromised. This is because patients who are lost to followup often have different prognoses from those who are not lost; the former group may be lost because they had an adverse outcome (including death) or because they were doing well and so did not return to the clinic to be assessed.
When does loss to follow-up seriously threaten validity? So-called rules of thumb (for example, a threshold of 20%) are misleading. Consider the hypothetical example of a randomized trial in which 1000 patients are enrolled in both the treatment and the control group, with 200 patients (20%) (200 in the treatment group and 200 in the control group) subsequently being lost to follow-up. The treated patients have adverse outcomes at half the rate of the control patients (200 compared with 400), for a 50% reduction in relative risk. To what extent does the loss to follow-up potentially threaten our inference that treatment reduces the complication rate by half? If we assume the worst, that all treated patients lost to follow-up had the worst outcome, the number of adverse outcomes in the treatment group would be 400 (40%). If there were no adverse outcomes among the control patients who were lost to follow-up, our best estimate of the effect of treatment in reducing the rate of complications drops from (1 -200/400), or 50%, to (1 -400/400), or 0%. Thus, assuming the worst outcome does change the estimate of the magnitude of the treatment effect. If assuming a worst-case scenario does not change the inferences arising from the study results, then loss to follow-up is not a problem. If such an assumption significantly alters the results (as shown above), then validity is compromised.
Are the results of the study valid?
How well did the study of the calcium-phosphate cement 1 achieve the goal of creating groups with similar prognostic factors? The investigators stated that the study was randomized, but they did not explicitly address the issue of concealment. They documented the two groups' similarity with respect to age, initial radiographic displacement of the fracture, gender, hand dominance, and medications. They made no statement about blinding of patients, surgeons, or outcome assessors, nor did they make any explicit statement about loss to follow-up. However, all 110 patients appear to have been followed for twelve months. The second trial 2 , in which treatment with a collagen-calcium phosphate material was compared with treatment with autogenous bone graft, was conducted with concealed randomization and blinding, but there was a substantial loss of patients to follow-up (Table II) . The final assessment of validity is never a yes-or-no decision. Rather, one can think of validity as a continuum, ranging from strong studies that are very likely to yield an accurate estimate of the treatment effect to weak studies that are very likely to yield a biased estimate. Inevitably, the judgment as to where a study lies along this continuum involves some subjectivity. Since investigators will usually state that they have concealed randomization and blinded participants, it is likely that the validity of the calcium phosphate-cement trial was compromised by lack of concealment and blinding. In contrast, the collagen-calcium phosphate trial had limited bias because it utilized concealment of randomization and blinding, but 14% and 29% of the patients were lost to follow-up at one and two years, respectively.
Results
How large was the treatment effect?
Most investigators conducting randomized clinical trials carefully monitor how often patients experience adverse events or outcomes. Examples of these dichotomous outcomes (yes-or-no outcomes that either happen or do not happen) include reoperation, infection, and death. Patients either do or do not have an event, and the investigators report the proportion of patients who have such events.
Consider, for example, a study in which 20% (0.20) of the control group but only 10% (0.10) of the treatment group had an infection. How might these results be expressed? One way would be as the absolute difference (known as the absolute risk reduction, or risk difference) between the proportion who had an infection in the control group (X) and the proportion who had an infection in the treatment group (Y), or X -Y = 0.20 -0.10 = 0.10. Another way to express the impact of treatment would be as a relative risk: that is, the risk of infection among patients receiving the new treatment compared with that among controls, or Y/X = 0.10/0.20 = 0.50.
The most commonly reported measure of dichotomous treatment effects is the complement of this relative risk, known as relative risk reduction (RRR). This measure is expressed as a percent: (1 -Y/X) × 100 = (1 -0.50) × 100 = 50%. A relative risk reduction of 50% means that the new treatment reduced the risk of infection by 50% compared with that among control patients; the greater the relative risk reduction, the more effective the therapy. Investigators may calculate the relative risk over a period of time, as in a survival analysis; this is called a hazard ratio.
How precise was the estimate of the treatment effect?
One can never know the true risk reduction; all that we have is the estimate provided by rigorous controlled trials, and the best estimate of the true treatment effect is that observed in the trial. This estimate is called a point estimate in order to remind us that, although the true value lies close to it, it is unlikely to be precisely correct. Investigators tell us the range within which the true effect likely lies by the statistical strategy of calculating confidence intervals 26 .
Investigators usually (though arbitrarily) use the 95% confidence interval, which can be considered as defining the range that includes the true relative risk reduction 95% of the time. In other words, if the study were to be repeated 100 times, the point estimate of the result would be expected to lie within the confidence interval ninety-five of those 100 times. Investigators will seldom find the true relative risk reduction toward the extremes of this interval. Moreover, the true relative risk reduction will lie beyond these extremes only 5% of the time, a property of the confidence interval that is closely related to the conventional level of statistical significance of p < 0.05. The use of confidence intervals is illustrated in the following examples.
If a trial randomized 100 patients each to a treatment group and a control group, and if there were twenty malunions in the control group and fifteen in the treatment group, the authors would calculate a point estimate of 25% for relative risk reduction (X = 20/100 or 0.20, Y = 15/100 or 0.15, and 1 -Y/X = [1 -0.75] × 100 = 25%). One might guess, however, that the true relative risk reduction might be much smaller or much greater than 25% on the basis of a difference of just five malunions; in fact, one would be correct to surmise that the treatment might provide no benefit (a relative risk reduction of 0%) or that it might even cause harm (a negative relative risk reduction). Specifically, these results are consistent with both a relative risk reduction of -38% (that is, patients given the new treatment might be 38% more likely to have a malunion than control patients) and a relative risk reduction of nearly 59% (that is, patients given the new treatment might be almost 60% less likely to have a malunion than control patients). In other words, the 95% confidence interval for this relative risk reduction is -38% to 59%, and the trial has not really helped us to decide whether to offer the new treatment.
What if the trial enrolled not 100 but 1000 patients per group and the rates of malunion were the same as before; that is, there were 200 malunions in the control group (X = 200/ 1000 = 0.20) and 150 malunions in the treatment group (Y = 150/1000 = 0.15)? The point estimate of the relative risk reduction is 25% (1 -Y/X = 1 -[0.15/0.20] × 100 = 25%). In this larger trial, one might think that the true reduction in risk is much closer to 25% and, again, this would be correct. The 95% confidence interval for the relative risk reduction for this set of results is entirely on the positive side of zero and ranges from 9% to 41%.
These examples show that the larger the sample size of a trial, the larger the number of outcome events and the greater our confidence that the true relative risk reduction (or any other measure of efficacy) is close to what we have observed. In the second example above, the lowest plausible value for the relative risk reduction was 9% and the highest value was 41%. The point estimate-in this case, 25%-is the one value most likely to represent the true relative risk reduction. As one considers values farther and farther from the point estimate, these values become less and less consistent with the observed relative risk reduction. By the time that one crosses the upper or lower boundary of the 95% confidence interval (9% to 41%), the values are extremely unlikely to represent the true relative risk reduction, given the point estimate (that is, the observed relative risk reduction). Figure 2 represents the confidence intervals around the point estimate of a relative risk reduction of 25% in these two examples, with a risk reduction of 0 representing no treatment effect. In both scenarios, the point estimate of the relative risk reduction is 25%, but the confidence interval is far narrower in the second scenario (because of a much larger sample size).
It is evident that the larger the sample size, the narrower the confidence interval. How can a clinician ascertain if a study is large enough to allow confidence in a conclusion? In a positive study-a study in which the authors conclude that the treatment is effective-one can look at the lower boundary of the confidence interval. In the second example, this lower boundary was 9%. If this relative risk reduction (the lowest relative risk reduction that is consistent with the study results) is still clinically important (that is, if it is large enough for the surgeon to recommend the treatment to the patient), then the investigators have enrolled a sufficient number of patients. If, on the other hand, a relative risk reduction of 9% is not considered important, then the study cannot be considered definitive, even if the results are statistically significant (that is, if they exclude a risk reduction of 0). Keep in mind that the probability of the true value being less than the lower boundary of the confidence interval is only 2.5% and that a different criterion for the confidence interval (a 90% confidence interval, for instance) might be as (or more) appropriate.
The confidence interval also helps us to interpret a negative study-one in which the authors have concluded that the experimental treatment is no better than the control therapy 27 . All one needs to do is to examine the upper boundary of the confidence interval. If the relative risk reduction at this upper boundary would, if true, be clinically important, then the study has failed to exclude an important treatment effect. For example, consider the first scenario presented in this section, the study with 100 patients in each group. This study does not exclude the possibility of harm (indeed, it is consistent with a 38% increase in relative risk), the associated p value would be greater than 0.05, and the study would be considered negative in that it failed to show a convincing treatment effect (Fig. 2) . Recall, however, that the upper boundary of the confidence interval was a relative risk reduction of 59%. The study has clearly failed to exclude an important beneficial treatment effect.
What can the clinician do if the confidence interval for the relative risk reduction is not reported? There are three possible approaches. The easiest approach is to examine the p value. If the p value is exactly 0.05, then the lower boundary of the 95% confidence interval for the relative risk reduction has to lie exactly at zero (a relative risk of 1), and one cannot exclude the possibility that the treatment has no effect. As the p value decreases below 0.05, the lower boundary of the 95% confidence interval for the relative risk reduction rises above zero.
The second approach, involving some quick arithmetic, can be used when the study includes the value for the standard error of the relative risk reduction (or of the relative risk). This is because the upper and lower boundaries of the 95% confidence interval for a relative risk reduction are the point estimate plus and minus twice this standard error (relative risk reduction ± 2 × standard error).
The third approach involves calculating the confidence intervals oneself 28 or asking someone else (such as a statistician) to do so. Once the confidence intervals are obtained, it is known how high and low the relative risk reduction might be; that is, the precision of the estimate of the treatment effect is known and it is possible to interpret the results as described above.
Not all randomized trials have dichotomous outcomes, nor should they. For example, the authors of the Norian SRS study 1 reported differences in pain according to a visual analog scale as well as in grip strength in both the treatment (Norian SRS) group and the control group. Both pain and grip strength are continuous variables. The mean grip strength (expressed as the percentage of that on the normal side) at one year was 92% in the Norian SRS group compared with 80% in the control group. The mean difference in grip strength was 12% in favor of the patients treated with Norian SRS.
Here, too, one should look for the 95% confidence interval for this difference in grip strength and consider the implications. The lower boundary of the 95% confidence interval is 9% and the upper boundary is 15%. Thus, even the lower boundary of the confidence interval favors the treatment group and the difference is still clinically important.
Having determined the magnitude and precision of the treatment effect, clinicians can turn to the final question of how to apply the results of the study to their patients and their clinical practice. 
Results of the calcium phosphate-cement trial
A malunion developed in ten (18%) of the fifty-five patients in the treatment group compared with twenty-three (42%) in the control group. (Malunion was reported as a dichotomous variable.) This meant that the relative risk of malunion with treatment was 0.43 (18/42) and the relative risk reduction was 57% (1 -0.43). The 95% confidence interval for the relative risk reduction is 17% to 77% (Table III) . Complications of cement use included a 70% rate of extrusion of cement beyond the fracture site (not clinically important) and a 1% rate of reoperation due to intra-articular extrusion of bone cement (clinically important).
In the collagen-calcium phosphate trial 2 , 249 fractures of long bones (the femur, humerus, radius, ulna, and tibia) were followed for more than two years. Patients were randomized to internal or external fixation supplemented either with Collagraft and autogenous bone marrow (obtained from fineneedle aspiration) or with autogenous iliac-crest bone graft. The rates of malunion (deformity) associated with Collagraft and bone graft were 3.4% and 7.6%, respectively. This represents a relative risk reduction of 55% for malunion in association with Collagraft, although the 95% confidence interval is wide (-26% to 80%). At one extreme the use of Collagraft reduced the risk of malunion by 80%, and at the other extreme it actually increased the risk. Autogenous graft was associated with an overall infection rate of 14.2%, whereas Collagraft was associated with an infection rate of 4.9%.
Applicability/Generalizability
Can the results be applied to my patient? Often, the patient whom you must treat is somewhat different from those enrolled in a reported trial. If the patient would have been eligible for the study-that is, if the patient meets all of the inclusion criteria and none of the exclusion criteria-then you can apply the results to your patient's care with considerable confidence.
Even here, however, there is a limitation: treatments are not uniformly effective. Typically, some patients respond extremely well, while others derive no benefit. Conventional randomized trials estimate mean treatment effects; thus, the clinician will likely be exposing some patients to the cost and risks of the treatment without benefit. Additionally, whenever there is clinical skill involved in carrying out the treatment under consideration, the surgeon must ask if his or her individual level of skill with the treatment is likely to be comparable with that of the surgeons who provided the care in the reported trial.
A final issue arises when your patient shares the features of a subgroup of patients in the reported trial. In assessing the results of a trial (especially when the treatment does not appear to have been efficacious for the average patient), the investigators may have examined a large number of subgroups of patients with different stages of an illness, different comorbid conditions, and different ages at the time of entry into the trial. Quite often these subgroup analyses were not planned ahead of time, and the data are simply dredged in an attempt to find an effect. Investigators may sometimes overinterpret these data-dependent analyses as demonstrating that the treatment really has a different effect in a subgroup of patients; for instance, it may be suggested that patients who were older or sicker benefited substantially more or less than did other subgroups of patients in the trial.
One should be skeptical of subgroup analyses 29, 30 . The treatment is likely to benefit the subgroup more or less than the other patients only if the difference in the effects of treatment among subgroups is large and is very unlikely to have occurred by chance. Even when these conditions apply, the results may be misleading if the investigators did not specify their hypotheses before the study began, if they had a very large number of hypotheses, or if other studies failed to replicate the findings.
Were all clinically important outcomes considered?
Treatments are indicated when they provide important benefits. The demonstration that a new orthopaedic implant increases the range of motion of a joint does not necessarily mean that this implant should be adopted for routine use, particularly if there is no evidence that an increased range of motion results in important functional improvement. What is required is evidence that the treatment improves outcomes that are important to patients, such as reducing the rate of reoperation due to infection, malunion, or nonunion; improving function; or increasing the rate of survival.
Another long-neglected outcome is that of the resource Are the likely treatment benefits worth the potential harm and costs? If one can apply the study's results to his or her patient, and if its outcomes are clinically important, the next question concerns whether the probable treatment benefits are worth the effort that the surgeon and the patient must put into the enterprise. A 25% reduction in the relative risk of infection may sound quite impressive, but its impact on the patient and the surgeon's practice may nevertheless be minimal. This concept is illustrated with use of a concept known as number needed to treat (NNT) 31 , which is the inverse of the absolute risk difference (1/risk difference).
Consider the following illustration of the numberneeded-to-treat concept, based on data from a recent systematic review of randomized trials comparing the use of reamed and nonreamed intramedullary nailing in 350 patients who had long-bone fractures of the lower extremity 32 . The authors reported that 5% of the patients treated with reamed nailing and 15% of those treated with nonreamed nailing had a nonunion. This translates into a relative risk of nonunion of 0.33 (95% confidence interval, 0.16 to 0.68) and a relative risk reduction of 67% (95% confidence interval, 32% to 84%) in association with reamed intramedullary nailing. The risk difference of 10% (15% -5%) suggests that, for every ten patients treated with reamed intramedullary nailing, the surgeon can prevent one nonunion (number needed to treat = 1/0.10 = 10.) While reamed intramedullary nailing seems to be an attractive alternative to nonreamed intramedullary nailing when nonunion rates are considered, the obvious drawback is the potential for increased infection with reamed canal preparation in patients with open fractures. The rate of infection rarely exceeds 3% in patients with closed tibial fractures and is at least four times higher (12%) in patients with open fractures who are treated with reamed nailing 21, 22 . Thus, one might expect that for every 100 patients whom the surgeon might consider treating with reamed nailing, ten nonunions would be prevented at the cost of nine infections (risk difference = 12% -3% = 9%; number needed to treat = 11). The utility of reamed nailing for the treatment of open fractures suddenly becomes less certain.
Resolution of the Scenario
he calcium phosphate-cement trial leaves us with several important questions concerning its methodology. It is unlikely that randomization was concealed, and without concealment the surgeon may have been able to determine the treatment arm to which the patient would be allocated.
Clearly, knowledge of patient allocation can result in the exclusion of patients who are deemed not likely to benefit from the therapy. For instance, if a surgeon believes that bone cement is needed for the treatment of severely displaced fractures, he or she may be inclined to find a reason to exclude a patient whom he or she knows will be randomized to the placebo group.
The authors do not tell us if all patients were analyzed in the groups to which they were originally randomized (intention to treat); however, this is probably not important as there were evidently no crossovers in treatment (that is, all patients received the treatment to which they were randomized). Lack of blinding of outcome assessors further limits the study's validity. The methodological strengths of the calcium phosphate-cement trial lie in its randomized design and its completeness of follow-up (100%). The apparent omission of independent assessment of the radiographic outcome (malunion) adds a serious potential bias to the results in favor of the bone cement, given that the authors endorse the product being studied. Table III indicates that, if the results were valid (which we doubt), surgeons must use calcium-phosphate bone cement in four patients to prevent a malunion of the distal aspect of the radius in one of them. However, the authors also report a 70% rate of cement extrusion into the soft tissues (with 1% intra-articular extrusion requiring reoperation). Therefore, for every 100 patients whom one might consider treating with this new bone cement, it should be possible to prevent twenty-five malunions at the cost of seventy patients having soft-tissue extrusion and one patient requiring a reoperation. Clearly, the choice is not a simple one. One must balance the clinical impact of malunion on the patient's function and quality of life with the impact of extruded cement. If one assumes that functional outcome is highly correlated with radiographic malunion, then the use of this bone cement may, in fact, be justified. As it turns out, these same investigators report a significant association between radiographic parameters and functional outcomes. Moreover, they state that half of the extruded cement disappears within a few years and that it causes only transient discomfort in most patients (89%). Given this information, if the results represent an unbiased estimate, the apparent benefits of Norian SRS outweigh its disadvantages. The likelihood of bias, however, leaves us in considerable doubt.
Can the results of this trial be generalized to any fiftyfive-year-old female patient with a distal radial fracture? On the basis of the eligibility criteria put forth by the authors, you determine that your hypothetical patient would have been eligible for inclusion in the calcium phosphate-cement trial. Bearing in mind the limitations in validity, you can therefore be reasonably confident in applying these results to your patient's care.
The strengths of the study on collagen calcium-phosphate cement include concealment of allocation and blinding of outcome assessors. Its weaknesses include the omission of an intention-to-treat analysis. The study's main finding is a 55% T reduction in the risk of malunion (95% confidence interval, -26% to 80%) with use of Collagraft in the treatment of longbone fractures. The authors report a negative trial, with no difference in malunion rates between groups. However, the upper limit of the 95% confidence interval (if true) would be highly persuasive evidence in favor of Collagraft, particularly given the absence of donor-site morbidity (infection and pain in association with the iliac-crest grafts) noted with use of this material. Clearly, the sample size is too small to allow the claim that there is no difference between the two treatments. In fact, the point estimate suggests that collagen calcium-phosphate cement may be superior to autogenous bone graft in maintaining fracture alignment. Larger trials with more patients are needed to resolve this issue.
Despite its potentially promising results, this study 2 may not be entirely generalizable to your patient. Of the 249 fractures, only 18% involved the distal aspect of the radius. Moreover, eligibility for enrollment in this study would have necessitated the decision to use a bone graft and either internal or external fixation. Ultimately, this study is completely inapplicable to your patient.
In conclusion, once the surgeon has found an article of interest on an orthopaedic surgical intervention, it is necessary to assess the quality of the evidence therein. To the extent that the quality is poor, the inferences that are drawn from the study will be weakened; however, if the quality is acceptable, one must determine the range (95% confidence interval) within which the true treatment effect lies. Then, one must consider if the result can be generalized to one's own patient and whether the investigators have provided information about all clinically important outcomes. Finally, it is necessary to compare the relative benefits and risks of the intervention. If the benefits appear to outweigh the risks, then the intervention may be useful for one's patient.
Given the time constraints of busy surgical practices and surgical training programs, applying this analysis to every relevant article will be challenging. However, the basic steps of this process are essentially what we all do hundreds of times each week when treating patients. Making this process explicit, with guidelines to assess the strength of the available evidence, will serve to improve patient care. It also will allow us to defend therapeutic interventions on the basis of available evidence rather than anecdotal information.
NOTE: Concepts in this article have been taken, in part, from the User's Guide to the Medical Literature, edited by Gordon H. Guyatt and Drummond Rennie.
