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Abstract
We discuss the homogenization problem for a particular class of nested fractals, called \tree-
like" Vicsek sets, which are not covered by the class considered in Kumagai and Kusuoka (1996).
Random irreducible conductivities are assigned to each cell in the innite fractal lattice and then
we consider the rescaled eective resistance. We only assume that the eective resistance across
the unit cell has nite rst moment and prove that the rescaled eective resistance converges. We
also consider the limiting behaviour of the corresponding Markov chains under fractal \Brownian
motion" scaling. By assuming nite rst moment for the conductivity and nite fourth moments
of the eective resistance across the unit cell, we show that for almost every environment, under
the measure on the conductivities, the Markov chains converge weakly to a diusion on the
fractal. The limit process does not, in general, coincide with the \Brownian motion" on the
original Vicsek set. c© 1998 Elsevier Science B.V. All rights reserved.
AMS classication: 60J60; 31C25
Keywords: Homogenization; Di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1. Introduction
The homogenization problem that we consider here was rst formulated for Rn (for
some discussion see De Masi et al., 1989; Kawazu and Kesten, 1984; Kunnemann,
1983). A random conductivity (microscopic inhomogeneities) is assigned to each edge
of the lattice Zn and then the lattice is rescaled to determine what the eective (macro-
scopic) properties of the rescaled medium are.
In Kumagai and Kusuoka (1996) this homogenization problem was discussed for
nested fractals. A fractal \grid" FT was equipped with random conductivities which
were bounded away from 0 and 1. The set of random conductivities is called a
random environment and denes a Laplace operator on the graph. It was proved under
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certain assumptions that the Dirichlet forms for the rescaled random Laplace operators
converge in L1 to the Dirichlet form for the Laplacian on the fractal and also that the
corresponding rescaled Markov chains converge weakly to the Brownian motion on the
fractal, though only in probability for the environment. The assumptions in Kumagai
and Kusuoka (1996) imply the uniqueness of the fractal \Brownian motion" because
of its invariance under the isometry group of the fractal. This is equivalent to the
uniqueness of the xed point of the fractal’s renormalization map  up to constant
multiples.
A nested fractal which is excluded by the assumptions made in Kumagai and Kusuoka
(1996) is the Vicsek set. Krebs (1991) proved the uniqueness of \Brownian mo-
tion" on this set from its invariance under the full isometry group of the fractal.
It was shown in Metz (1993) that if the requirement of invariance under the full
isometry group is removed then there exists a one-parameter family of dierent xed
points of the renormalization map. It is thus of interest to determine what happens
to the homogenization problem for this particular example. We extend this exam-
ple to a family of tree-like Vicsek sets which are composed of N , 1=-similitudes.
The precise denition is given in Section 2, for some examples see Figs. 1 and
2. We will prove a stronger version of the homogenization result of Kumagai and
Kusuoka (1996) under weaker assumptions for this family of fractals which exhibit non-
uniqueness.
The fractal \grid" FT for the Vicsek set is composed of countably many transla-
tions 2T of the unit square F0. We number its corner points fx1; x2; x3; x4g counter
clockwise and consider the complete graph on these four points. The corresponding
translated edges are the edges of FT. There are two natural versions of the problem
for fractals. For the rst case each edge in FT is assigned a random edge conductivity.
The second problem is more general and was the problem considered in Kumagai and
Kusuoka (1996). In this case we assign a random set of conductivities to the edges
of each unit cell in FT. For the Vicsek set, in which Assumption 3.1 of Kumagai and
Kusuoka (1996) is not satised, we see that the eective resistance Rn, across the unit
cell F0, on the graph Fn converges to a xed point of the one-parameter family. Let 
be a probability measure on the cone of Dirichlet forms, D6’R6+, ensuring a positive
conductivity for each edge in the graph. We will write X for the Markov chain on
FT corresponding to the graph with edge conductivities for each cell determined by
the measure 1=
N
2T , that is we choose the conductivity in each cell indepen-
dently according to . We also write T1(X )= infft>0: X (t)2F0nfX (0)gg, for the
rst hitting time of F0 by any process X .
We state our main result which solves the second problem.
Theorem 1.1. Let c=(c(i; j): 16i<j64), 2T, be iid R6+-valued random vari-
ables with measure . Let fnRn(i; j): 16i<j64g denote the eective resistances
across the unit cell F0 induced by the random conductivities c on −nFT. We as-
sume E(R0(i; j))<1 for 16i<j64; then
Rn(i; j)! kij; 1-a:s: (16i; j64);
where K := (kij) satises k12 = k23 = k34 = k14 = (k13 + k24)=2.
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Let X n(t)= −nX ((N)nt). If E(R0(i; j)4)<1; E(c(i; j))<1 for 16i<j64, the
Markov chains fX n(t): t<T1(X n)g converge weakly to fXK (t): t<T1(XK)g, almost
surely under 1, where XK is a diusion process associated with the xed point of
the transition probabilities corresponding to the resistors K .
For the rst problem given above the inherent symmetry and our main theorem
provide the following result.
Corollary 1.2. Let fc(i; j) j 2T; 16i<j64g be iid real-valued random variables
and assume that E(R0(i; j)4)<1; E(c(i; j))<1, then X n converges weakly to X BM
almost surely under 1, where X BM is the Brownian motion on the Vicsek set
associated with the xed point of Krebs (1991).
The study of this particular fractal is facilitated by the observation that it is essentially
a tree. This means that there is almost a unique path between vertices and thus we
can use the strong law of large numbers to determine the eective resistance between
vertices. This allows us to prove stronger results under weaker assumptions than in
Kumagai and Kusuoka (1996). In this setting we can also prove a central limit theorem
for the convergence of the eective resistance.
For the convergence of the rescaled Markov chains to the Brownian motion we
require stronger moment conditions than for the eective resistance. In the Rd case
all that is required for both homogenization of the eective resistance and the Markov
chains is the existence of rst moments for the resistance (De Masi et al., 1989). The
moment assumptions used here are a result of the technique of proof of tightness and
it is unlikely that they are best possible.
The layout of the paper is as follows. In Section 2 we dene the class of fractals
under consideration and then set up the homogenization problem. In Sections 3 and 4
we discuss eective resistance and prove the rst result in our Theorem 1.1 on the
convergence of the resistance. Then in Section 5 we consider when this resistance will
converge to that corresponding to the Brownian motion on the set. Finally, in Section 6
we establish the second part of the Theorem 1.1 on the convergence of the Markov
chains to the appropriate diusion on the fractal.
2. Tree like Vicsek sets and the homogenization problem
We begin by recalling the denition of the Vicsek set. It is a nested fractal (Lind-
strom, 1990) which is constructed from the 13 -similitudes,  1; : : : ;  5 :R
2!R2 with
 1(x)= x3 ;  2(x)=
x
3 +
2
3 (1; 0);  3(x)=
x
3 +
2
3 (1; 1);
 4(x)= x3 +
2
3 (0; 1);  5(x)=
x
3 +
1
3 (1; 1):
We dene 	(A)=
S5
i=1  i(A). The fractal E is given by
T1
n=1	
n([0; 1]2), or as the
unique compact xed point of 	. Each similitude  i has a unique xed point xi,
namely,
x1 = (0; 0); x2 = (1; 0); x3 = (1; 1); x4 = (0; 1); x5 = (12 ;
1
2 ):
170 B.M. Hambly, V. Metz / Stochastic Processes and their Applications 76 (1998) 167{190
Fig. 1. The rst level graph of the Vicsek set and a tree-like Vicsek set.
As in Lindstrom (1990) we call the vertices of the square, F0 := fx1; : : : ; x4g, the es-
sential xed points. Furthermore, we dene Fn :=	n(F0), for all n2N. Each Fn is a
subset of E and F :=
S1
n=1 Fn is dense in E. So, we can use the sequence (Fn)n2N as
a set of increasingly rened \grids" that approximate E. The graph F1 for the Vicsek
set is shown at the top of Fig. 1.
We now dene tree-like Vicsek sets which are contained in the class of nested
fractals with four essential xed points. In general we have N , 1=-similitudes  1; : : : ;
 N :R2!R2. We dene 	(A), Fn, and F as in the Vicsek case with 5 replaced by
N . The tree-like Vicsek set E is the unique compact xed point of 	. It is a fractal
subset of R2 with Hausdor dimension df = logN= log <2. We recall that nested
fractals have to satisfy several assumptions: the open set condition, the nesting, the
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symmetry, and the connectedness axioms (Lindstrom, 1990). Also, we recall that an
n-complex is the image of E under a composition of n similitudes and an n-cell is
the image of F0 under such a composition. We then add the following assumption to
dene the tree-like behaviour.
Assumption 2.1. Any two vertices in Fn are connected by a unique sequence of distinct
(n+ 1)-cells.
Note that we are assuming that the Vicsek sets are embedded in R2 and hence can
be thought of as cut outs from a (2M + 1) (2M + 1) checkerboard, in which case
=1=(2M + 1). We could view these sets as self-sucient metric spaces where there
are 2M + 1 diagonal cells. In this case the resistance scaling factor used should be
=1=(2M +1) and  6= , in general. See Fig. 1 for the graphs F1 for some examples
of tree-like Vicsek sets.
As there is a Brownian motion on the set E (Lindstrom, 1990, Theorem 4.2)
there is a Dirichlet form (B1;D[B1]) on L2(E; ) where  is the normalized Haus-
dor measure on E. We will construct this form in a way which is well suited for
randomization.
A Dirichlet form A, on the space of real-valued functions on F0 equipped with the
Euclidean inner product, that vanishes on constants can be represented by
A(f; g)=
1
2
X
x; y2F0
(f(y)− f(x))(g(y)− g(x))c(x; y); (2.1)
where (the conductance) c :F20 !R+ is symmetric, vanishes on the diagonal, and is
uniquely determined by A. The Dirichlet form A denes a Dirichlet operator A which
we view as a (4 4)-matrix with (i; j)th entry c(xi; xj) for i 6= j and (i; i)th entry
c(xi; xi)=−c(i), where
c(i) :=
X
16j64
c(xi; xj) (16i64):
On the other hand, each such c denes a unique Dirichlet form of the above kind, that
is the cone D6 of all Dirichlet forms under consideration is isomorphic to R6+ (Metz,
1995). For A2D6 we dene the product map  by
(A) := (A; : : : ;A)2DN6 :
For Ai 2D6, 16i6N , and f; g : F1!R we dene the scaled coupling map  by
(A1; : : : ;AN )(f; g) :=  
NX
i=1
Ai(f   i; g   i):
The result is a Dirichlet form on F1 that also vanishes on constants. Next, we consider
the trace on F0 (Fukushima et al., 1994), of the Dirichlet form C :=(A1; : : : ;AN ).
We dene the trace map  for f :F0!R by
(C)(f;f) := inffC(g; g) jg :F1!R; g jF0 =fg:
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Via polarization this denes a Dirichlet form in D6. A Dirichlet form A2D6 is called
irreducible if it vanishes only on constant functions. This is equivalent to the fact that
the random walk it denes is irreducible (Fukushima et al., 1994). By the Dirichlet
principle the minimizing element of the above variational problem for an irreducible C
is known to be HCF1nF0f, the solution of the Dirichlet problem on F1nF0 with boundary
data f on F0 with respect to C. In other words
(C)(f;f)=C(HCF1nF0f;H
C
F1nF0f): (2.2)
Let C denote the Dirichlet operator dened by C. Then CHCF1nF0f(x)= 0 for all
x2F1nF0, that is HCF1nF0f is C-harmonic on F1nF0. Therefore, the linear map HCF1nF0
is termed the harmonic kernel of C on F1nF0. The scaled renormalization map  is
now dened by
 :=  :
It maps D6 into itself. By the results of Krebs (1991; Theorem 4.2) there exists a
B2D6, corresponding to the \Brownian motion" on the tree-like Vicsek set, with
constant, strictly positive conductance such that (B)=B. Let C(E;R) denote the set
of continuous real-valued functions on E. A Dirichlet form (B1;D[B1]) on L2(E; )
can be dened according to Kusuoka (1991) by
Bn := ( )n(B) for all n2N;
D[B1] :=

f2C(E;R)
sup
n2N
Bn(fjFn ; fjFn)<1

;
B1(f;f) := lim
n!1Bn(fjFn ; fjFn):
(2.3)
The unscaled sequence (−nBn)n2N can be thought of as dened on an innite unit
fractal lattice FT in the following way. For n2N consider nFn. This set consists of
nitely many translates of F0, denote the set of the corresponding translations by Tn
and dene
T :=
1[
n=0
Tn;
FT :=
[
2T
(F0):
A bilinear form BT on FT is dened by
D[BT] := ff :FT!R jBT(f;f)<1g;
BT(f; g) :=
X
2T
B(f  ; g  )
for all f; g :FT!R. This form \contains" all −nBn, n2N. Similar to FT one can
dene an unbounded Vicsek set ET by
ET :=
[
2T
(E):
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To randomize the construction of a Dirichlet form we choose a probability measure 
that is concentrated on I := fA2D6 jA is irreducibleg. Let ()2T be an element of
the probability space (
N
2T I;B(
N
2T I);
N
2T ), where B(
N
2T I) denotes the
Borel sets, and dene
D[] :=D[BT];
(f; g) :=
X
2T
(f  ; g  ):
This denes a random bilinear form  on FT. The action of n on  is dened by
n()(f;f) := n inff(g; g) j g2D[]; g(nx)=f(x) for all x2FTg:
The quadratic form denes a symmetric bilinear form by polarization. We call the
above  the unbounded renormalization map. For n2N,
D[n] := ff jf :Fn!Rg;
n(f; g) := nj(nFn)2 (f   −n1 ; g   −n1 ) (2.4)
denes a scaled random Dirichlet form n on Fn.
The homogenization problem concerns the existence of the limit as in Eq. (2.3) for
the sequence ((n)n)n2N and the identication of the corresponding limiting Dirichlet
form and Markov process. An averaging eect (homogenization) is caused by the
action of  (cf. Theorem 4.3). A way to avoid the unbounded \grid" is to dene a
measure-valued version of  via a redenition of the product map by () :=
NN
i=1 .
The problems we will consider here are:
Let  be any probability measure on D6. Then:
(1) Does n() converge as n!1?
(2) Does −nX ((N )nt) converge to a diusion as n!1?
3. Eective resistances on F0
In the previous section we have represented a Dirichlet form A on F0 which vanishes
on constants by a conductance c. Here, we will derive another representation which is
better adapted to our task. It is known as \eective resistance" in electrical network
theory (Doyle and Snell, 1984), and as \energy norm" in potential theory (Fukushima
et al., 1994).
Let c be the conductance on F0 of an irreducible Dirichlet form A. According to
Doyle and Snell (1984) the eective resistance R(x; y) between two points x; y2F0,
x 6=y, with respect to A is given by
R(x; y)−1 := inf
 A(f;f)(f(x)− f(y))2
f :F0!R; f(x) 6=f(y)

: (3.1)
When we dene f(x) := 1 and f(y) := 0, then the minimizing element of Eq. (3.1)
is known, by the Dirichlet principle, to be HAF0nfx;ygf, the function which has the
prescribed boundary data on fx; yg and is harmonic on F0nfx; yg with respect to A.
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To x the energy instead of the boundary data means, for example, to consider the
Green’s function Gr of A when the process is killed in r 2F0. Let Gr denote the
bilinear form dened by Gr . The Dirichlet principle and the denition of Gr tell us
that
R(x; y) =
(Gr(1fxg − 1fyg)(x)− Gr(1fxg − 1fyg)(y))2
Ar(Gr(1fxg − 1fyg); Gr(1fxg − 1fyg))
=Gr(1fxg − 1fyg; 1fxg − 1fyg): (3.2)
Hence, R(x; y) is nothing else but the energy norm of 1fxg − 1fyg. On the other hand,
we can reconstruct Gr from R by polarization. The energy form Gr denes the Green’s
function Gr which denes a Dirichlet formA2D6, sinceA has to vanish on constants.
Thus there is a one-to-one map  between conductances and eective resistances.
Specialized to y= r, (3:2) gives R(x; r) = Gr(x; x). Let A denote the Dirichlet
operator dened by A. Together with Cramer’s rule we see that, for all x; r 2F0,
x 6= r,
R(x; r)=
det Afr; xg
det Afrg
; (3.3)
where Afx; rg denotes the matrix whose rows and columns corresponding to x and r have
been removed. Obviously, Afx; rg = Afr; xg and by Eq. (3.1) we have R(x; r)=R(r; x).
So det Afrg= det Afsg for all s2F0.
For 16i64 let {^ := (i + 2)mod 4, that is, the diagonally opposite corner of i in
F0. Let us denote by R0(i; j) :=R0(xi; xj) the eective resistance across F0 between the
nodes xi; xj 2F0 for all i 6= j between 1 and 4. As a direct consequence of Eq. (3.3),
we have the following result.
Lemma 3.1. Let 16i<j64 and x r 2F0, then
R0(i; j)=
c({^)c(|^)− c({^; |^)2
det Afrg
: (3.4)
4. Eective resistances on the Vicsek set
Instead of a probability measure  on the conductances of the unit cell F0 we study
the image measure () on eective resistances across the unit cell. This is particularly
useful because the tree-like structure and the formula for resistances in series force
the renormalization map to be linear on eective resistances (although non-linear on
conductances).
To consider the resistances over Fn we need the following lemma which proves that
only the cells in the main diagonal inuence the eective resistance, since other cells
constitute dangling ends.
Lemma 4.1. Let An be an irreducible Dirichlet form on Fn. If h :Fn!R is
An-harmonic in all but one vertex of Fn, then it is constant on Fn.
B.M. Hambly, V. Metz / Stochastic Processes and their Applications 76 (1998) 167{190 175
Proof. Let An be the Dirichlet operator of An. Since An vanishes on constants, we
have
P
x2Fn Anh(x)= 0. Hence, h is harmonic on all of Fn. Now, the minimum principle
for harmonic functions applied to h and −h shows that h has to be constant. Here we
need the irreducibility.
It is proved in Metz (1993) that the xed points of  on the Vicsek set are not
unique if the initial conductivities are not invariant under the full-group generated
by the reections of Lindstrm’s symmetry axiom. We prove that this is also the
case for tree-like Vicsek sets. To simplify the notation we consider the simplest case
that contains all xed points of . For the classical Vicsek set this is a cone of
conductances that are invariant under the reections in the diagonal lines. Let therefore
the initial conductivities on the unit cell be a on the sides of the square and let b; c be
the conductivities of the two diagonals. Let Rn(i; j) be the scaled eective resistance
between xi; xj 2F0, for 16i; j64 on Fn,
Rn(i; j)−1 := inf

n(f;f)
(f(x)− f(y))2
f :Fn!R; f(x) 6=f(y)

:
Theorem 4.2. For a tree-like Vicsek set with 2M + 1 cells along the main diagonal
we have,
(a) If each set of 2M + 1 diagonal squares is linked along the same diagonal,
then there exists a manifold of positive xed points of  given by the conductivities
f(a; b; c) j a2 = bc; a; b; c>0g.
(b) In all other cases there is a unique positive xed point up to positive multiples
given by a = b = c = 1.
Proof. We compute the eective resistances across the fractal. By the symmetry and
the tree-like assumption the opposite corners of the fractal must be linked by (2M +1)
squares along the diagonal for some M 2N. These squares decompose into k squares
linked along its sides, l squares linked along the (1; 3)-diagonal, m squares linked
along the (2; 4)-diagonal, and the central square. If there are any side branches of the
fractal these will not contribute to the eective resistance by Lemma 4.1. We can then
calculate for the diagonals and sides
R1(1; 3) = 2kR0(1; 2) + (2l+ 1)R0(1; 3) + 2mR0(2; 4);
R1(2; 4) = 2kR0(1; 2) + 2mR0(1; 3) + (2l+ 1)R0(2; 4);
R1(1; 2) = (2k + 1)R0(1; 2) + (l+ m)R0(1; 3) + (l+ m)R0(2; 4):
Acting on the vector R0 := (R0(1; 2); R0(1; 3); R0(2; 4)) the renormalization map
becomes a (3 3)-matrix
=
0
@ 2k + 1 l+ m l+ m2k 2l+ 1 2m
2k 2m 2l+ 1
1
A :
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This is a non-negative matrix with eigenvalues f1; 1+2(l−m); 1+2(k+ l+m)g. The
leading eigenvalue is 1 + 2M and it has the eigenvector (1; 1; 1).
(1) By the Perron{Frobenius theory, scaled iteration of  will end up on the ray
spanned by (1; 1; 1) provided the matrix is irreducible. This is the case of a unique
\Brownian motion".
(2) Let us look at the non-unique case. Here a further eigenvalue has to equal
1 + 2(k + l+ m). The only possibility is
1 + 2(l− m)= 1 + 2(k + l+ m);
which is equivalent to k =m=0. In this case we have by Eq. (3.4),
R1(1; 2)=
4Ma(a+ b) + 4Ma(a+ c) + 3a2 + 2ab+ 2ac + bc
det Afrg
:
Thus, to have a xed point we require that R1 = (2M + 1)R0, that is,
4Ma(a+ b) + 4Ma(a+ c) + 3a2 + 2ab+ 2ac + bc
=(2M + 1)(3a2 + 2ab+ 2ac + bc);
which reduces to a2 = bc.
Remark. The symmetry assumption for the placement of the unit cells is not crucial
to this result. The same xed point behaviour occurs provided that the mixture of
connecting squares from the central square to the corner of the fractal is the same for
all diagonals. See Fig. 2 for some examples. It is only when the \mixture" consists of
a single type that we have non-uniqueness. In all other cases the non-trivial mixture
implies a unique \Brownian motion".
We are now ready to describe the eect of n on random conductances. Let  be
the random conductance on FT and n the random Dirichlet form on Fn, as dened in
Eq. (2.4).
Theorem 4.3. There is a matrix K =(kij) such that if E(R0(i; j))<1 for 16i<j64,
then for each 16i<j64, we have
lim
n!1Rn(i; j)=: kij =
1
2 [E(R0(i; {^)) + E(R0(j; |^))]; 
1-a:s:
In the case of a unique xed point K is a constant multiple of the xed point matrix.
Note the averaging eect in the formula of kij. It will cause the nal homogenization
result.
Proof of Theorem 4.3. The path from xi to xj can be disconnected at the diagonal
vertices of n-cells. Thus, we can apply the formula for resistors in series (Metz, 1993),
in this situation. We label the resistance from the outer vertex i to the nearest corner
of the central square by zi.
Rn(i; j)= −n(zi + R0(i; j) + zj) (16i; j64):
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Fig. 2. Graphs for two non-symmetric tree-like Vicsek sets which have unique xed points.
The random variables zi can be expressed in terms of resistances across the diagonals
of the (n−1)=2 n-cell as they are resistors in series. Let R0(i; {^)(k) denote the eective
resistance over the kth n-cell on the diagonal.
zi=
(n−1)=2X
k=1
R0(i; {^)(k):
Thus, our result is just the strong law of large numbers as −nzi converges almost
surely to ( 12 )E(R0(i; {^)) as n!1.
The result uses essentially the tree-like structure of the fractal in order to apply the
strong law of large numbers. This shows that the diagonals are independent in the limit
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and there is no constraint connecting them. Since the eective resistance is posi-
tive, the limit process lives on the entire tree. If we assume the existence of sec-
ond moments for the resistances, then there is also a corresponding central limit
theorem.
Theorem 4.4. If E(R20)<1, then
lim
n!1 
n=2(Rn − K)=Z; in distribution;
where Z is a multivariate normal distribution with Zij =(i + j)=
p
2 and i, i=1; 2;
3; 4, are independent mean zero normal random variables with variance of 1; 3 given
by var(R0(1; 3)) and variance of 2; 4 given by var(R0(2; 4)).
Proof. As in the strong law result we write Rn(i; j)= −n(zi + R0(i; j) + zj) and then
calculate the behaviour of the zi. Thus,
n=2(Rn(i; j)− kij)
=
r
(n − 1)=2
n
0
@ 1p
(n − 1)=2
(n−1)=2X
k=1
(R0(i; {^)(k)− E(R0(i; {^)))
+
1p
(n − 1)=2
(n−1)=2X
k=1
(R0(j; |^)− E(R0(j; |^)))
1
A+ R0(i; j)p
n
:
By applying the usual central limit theorem to the two sums we get the result.
Corollary 4.5. The eective resistances of K dene a xed point of the deterministic
renormalization map .
Proof. By Metz (1995) the renormalization map is continuous on positive conductances
and, hence, on eective resistances. From the proof of Theorem 4.3 we see that the
limit solves R1 = (2M + 1)R0. This is the equation used in the proof of Theorem 4.2
to calculate the manifold of xed points.
The latter corollary implies that construction (2:3) also works for −1(K) instead
of the starting conguration B. But K does not necessarily correspond to a multiple of
the \Brownian motion" B on the Vicsek set, for which the eective resistance would
be constant. More precise information will be given in the next section. Dene a form
on FT by KT(f; g) :=
P
2T
−1(K)(f  ; g  ) for f; g2D[BT].
Corollary 4.6. As n!1, n() converges strongly to KT 1-almost surely.
Proof. Since E is self-similar and the distribution of  on the cells is iid, a restriction
of  to m(Fm+n), 2T; is distributed like n. Hence, Theorem 4.3 is true for a single
m-cell. There are only countably many dierent m-cells. Thus, there is a set of random
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forms on FT with total -mass 1 such that Theorem 4.3 is simultaneously true for all
m-cells, m2N.
Let (n)n2N denote a sequence of random Dirichlet forms, dened by the form  on
FT as in Eq. (2.4). A consequence of Corollary 4.6 will be the Mosco-convergence of
the (n)n2N in Theorem 6.1. To see this we need the following result.
Lemma 4.7. For n; m2N with n>m dene H (n)m to be the harmonic kernel of n on
FnnFm. Let f; g :Fm!R. Then
n(H (n)m f;H
(n)
m g)= (
n−m())m(f; g):
Proof. Let n; m; f; g be as in the assertion. Note that k(0)(f;f) equals k(H
(k)
k f;
H (k)k f) by the denition of the trace map, the self-similarity of E and the sheaf
property of harmonic functions Metz (1995). Together with the denition of k we
conclude
n(H (n)m f;H
(n)
m g) = 
nj(nFn)2 (H (n)m f   −n1 ; H (n)m g   −n1 )
= m(n−m())j(mFm)2 (f   −m1 ; g   −m1 )
= (n−m())m(f; g):
5. The renormalization limit
A major result of the preceding section was that the renormalization limit of any
iid probability distribution on the conductances of unit cells in FT, which gives nite
mean eective resistance across the unit cell, is a Dirac measure on the manifold
of eigenvectors of . For this reason we will give results on the location of the
renormalization limit as it depends on the starting distribution.
In Krebs (1991) it was proved that the limit is a multiple of the \Brownian motion"
on the Vicsek set, if the initial distribution is invariant under all reections required
by Lindstrm’s symmetry axiom. The \Brownian motion" corresponds to a constant
conductance on F0 (Krebs, 1991, which turns under  into a constant eective resis-
tance on F0. In Kumagai and Kusuoka (1996) the symmetry assumptions are replaced
by a technical condition that does not hold for the Vicsek set.
Consider the complete graph with vertices F0. Let the components of a vector
of conductances (c(1; 2); c(1; 3); c(1; 4); c(2; 3); c(2; 4); c(3; 4)) on F0 be dened as in
Section 4. Assign a conductance a to the side edges, a conductance b to the diago-
nal (x1; x3), and a conductance c to (x2; x4). As in Theorem 4.2 the manifold, M, of
irreducible eigenvectors to the eigenvalue 1= of  is given by
M :’f(a; b; a; a; c; a)2R6+ j a2 = bc>0g:
Let us denote the Dirichlet form of the \Brownian motion" by B, that is,
B’ (1; 1; 1; 1; 1; 1):
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Furthermore, for every conductance v in the interior of R6+ there exists a v1 in M
such that, for the deterministic renormalization map 
lim
n!1
n(v)= v1 (5.1)
according to Theorem 4.3.
Lemma 5.1. The domain of attraction of \Brownian motion" in the sense of Eq. (5.1)
is isomorphic to f(a; b; c; c; b; a) j a; b; c>0g.
Proof. Let c=(c1; : : : ; c6). By Theorem 4.2 the domain of attraction of \Brownian
motion" is the set of all conductances c such that the corresponding eective resistances
on the diagonals are equal. Using Eq. (3.4) this implies
(c1 + c4 + c5)(c3 + c5 + c6)− c25 = (c1 + c2 + c3)(c2 + c4 + c6)− c22:
Dening
f(c) := (c1 + c4 + c5)(c3 + c5 + c6)− (c1 + c2 + c3)(c2 + c4 + c6);
the above condition reads f(c)= c25 − c22. Dierentiating this equation with respect to
c1; c3; c4, and c6 results in
c1 + c2 + c3 = c1 + c4 + c5
= c2 + c4 + c6
= c3 + c5 + c6: (5.2)
Hence, f(z)= 0 which implies c22 = c
2
5 and c2 = c5. Again from Eq. (5.2) we deduce
c1 = c3 and c2 = c4. So, the assertion is necessary. Another application of Eq. (3.4)
proves its suciency.
The renormalization map  also acts on the set of probability measures on con-
ductances that dene irreducible Dirichlet forms on FT. Now, Theorem 4.3 becomes
a statement about the limit of the forward orbit of the measure valued . It says
that the limit is always a Dirac measure on M, if the conductances on the unit
cells of FT are chosen iid. Its location on M can be calculated by Theorem 4.3
once E((0)) has been determined. The deterministic result in Eq. (5.1) only im-
plies that the renormalization limit is a probability measure on M. By Lemma 5.1
a measure that is concentrated on the domain of attraction of \Brownian motion"
will end up on the ray of constant conductances. So a probability measure which
is invariant under the reections about the lines perpendicular to the sides of the
unit square belongs to the domain of attraction of \Brownian motion". In the spe-
cial case of iid conductances on the edges of FT we, hence, recover the result of
Krebs (1991).
The above results have been obtained under the assumption of nite mean conduc-
tance on each edge. As in Kawazu and Kesten (1984) we can extend this by considering
the case in which there is an innite mean eective resistance across the unit cell but
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the growth of the sum of resistances is controlled. An example is the case in which the
edge conductances are chosen so that the eective conductance across the unit cells,
1=R0(i; j), has the uniform distribution on [0; 1].
Assume that E(R0(i; j))=1 for 16i<j64, but there exists a slowly varying func-
tion l1(n) such that for each 16i<j64, we have
1
nl1(n)
nX
k=1
R0(i; j)(k)! aij; in probability as n!1:
For the example of uniform resistance on [0,1] we have l1(n)= log n.
Corollary 5.2. If aij<1 for 16i<j64; then there is a matrix K =(kij) such that
lim
n!1
Rn(i; j)
l1(n)
= kij; in probability;
where
kij = 12(ai{^ + aj|^) (16i; j64):
Proof. The result follows in the same way as the proof of Theorem 4.3 using an
application of the above assumption on convergence in probability of the sum of
resistors.
6. Convergence of the Markov chains
We have been able to prove the almost sure convergence of the eective resistance
across the unit cell and, hence, the convergence of the homogenized Dirichlet forms in
the sense of Corollary 4.6. In the general case considered by Kumagai and Kusuoka
(1996), uniform bounds were assumed for the conductivities and L1 convergence for
the Dirichlet forms obtained. From this result it was shown that the laws of the cor-
responding Markov chains converge weakly to the Brownian motion on the fractal.
However, the weak convergence was only in 1 probability on the environment. We
will prove a 1-almost sure version of the weak convergence result. In Kumagai
and Kusuoka (1996), the work for this result lay in proving the convergence of the
nite-dimensional distributions, with tightness an easy consequence of the boundedness
assumption on the support of . We use Mosco-convergence to give a straightforward
proof of convergence for the nite-dimensional distributions. In order to prove that
tightness holds for almost every environment we need stronger moment assumptions
on the environment.
Our rst aim is to prove that the almost sure convergence in Theorem 4.3 also
implies the almost sure uniform convergence of the corresponding semigroups. Let 
be a randomly chosen form on FT that converges to KT in the sense of Corollary 4.5.
This denes sequences (n)n2N and (Kn)n2N on (Fn)n2N byKn := (KT)n for all n2N.
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By Corollary 4.5 we have (K)=K. So the sequence denes a Dirichlet form K1
on E with domain D[B1] by Eq. (2.3).
Theorem 6.1. The semigroups dened by (n)n2N converge uniformly in any nite
interval of time to the semigroup dened by K1 and the corresponding resolvents
converge in the strong operator topology.
According to (Mosco, 1994, Corollary 2.6.1, Theorem. 2.4.1) Theorem 6.1 is equiv-
alent to the Mosco-convergence of (n)n2N toK1 in the following sense: For any func-
tion f2L2(E; )nD[B1] we dene n(f;f) :=K1(f;f) :=1. Now, the sequence
(n)n2N is said to Mosco-converge to K1 in L2(E; ), if conditions (M1) and (M2)
below are satised:
(M1) For every fn converging weakly to f in L2(E; ), lim inf n!1 n(fn; fn)>
K1(f;f).
(M2) For every f2L2(E; ), there exists (gn)n2N converging strongly to f in
L2(E; ), such that lim supn!1 n(gn; gn)6K1(f;f).
Since functions outside the domain of K1 have innite energy by denition, we
only have to consider functions from D[B1]. Every function in this domain is con-
tinuous by the result of Kusuoka (1991, Theorem 4.14). But for continuous func-
tions the weak and the strong convergence in L2(E; ) are equivalent to the pointwise
convergence.
Proof of Theorem 6.1. The theorem is a consequence of the following two facts. Let
f2D[B1] then Lemma 4.7 tells us that for our randomly chosen form ,
lim
n!1 m+n(H
(m+n)
m f;H
(m+n)
m f)=Km(f;f) (m2N): (6.1)
Furthermore, we know from Eq. (2.3) that
lim
m!1Km(f;f)=K1(f;f): (6.2)
(M1): Let (fn)n2ND[B1] converge pointwise to f2D[B1]. The Dirichlet prin-
ciple implies for m; n2N that
m+n(fm+n; fm+n)>m+n(H (m+n)m fm+n; H
(m+n)
m fm+n):
By Eq. (6.1) the latter expression converges for n!1 to Km(f;f). Together we
proved for all m2N,
lim inf
n!1 n(fn; fn)>Km(f;f):
By Eq. (6.2), Km(f;f) increases to K1(f;f). This proves (M1).
(M2): Here we need a diagonal sequence argument. Let f2D[B1]. By Eq. (6.1)
there exists a strictly increasing sequence (ni)i2NN such that for every i2N,
ji+n(H (i+n)i f; H (i+n)i f)− ~Ki(f;f)j6
1
i
(n>ni):
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Now, choose fm := 0 for 16m<n1 and for i>1 choose fm :=H
(m)
i f for ni6m<ni+1.
Together with Eq. (6.2) this implies
lim
m!1 m(fm; fm)=K1(f;f):
So, the lim sup-condition in (M2) is satised. To get gm 2D[B1] we have to ex-
tend fm. Dene gm :=HK1m fm, the harmonic extension with respect to K, for all
m2N. This does not change the convergence result because m only uses gmjFm =fm.
Now, the uniform continuity of f on the compact set E and, once more, the minimum
principle imply the uniform convergence of fm to f, because gmjFi =fjFi for i2N and
ni6m<ni+1.
We now prove the tightness of the sequence of Markov chains. In order to do this
we estimate hitting times for the chains as in Kumagai and Kusuoka (1996), following
the ideas of Barlow and Bass (1989). Firstly, we let X denote the continuous time
Markov chain on FT corresponding to the form . We then set X n(t)= −nX ((N )nt)
for 06t6T 01 (X ) to be the continuous time Markov chain on Fn corresponding to n
with absorption at the boundary F0. We will write Px; n for the law of the chain X n(t)
started from the point x2Fn, and Ex; n for expectation with respect to this measure
(though we often omit the n).
Dene for m>n,
Tn0 (X
m)= infft>0: Xmt 2Fng;
T ni+1(X
m)= infft>Tni (Xm): Xmt 2FnnfXTni (Xm)gg
and let Wni (X
m)=Tni (X
m) − Tni−1(Xm) denote a crossing time of an n-cell by the
random walk on Fm. From the structure of our set a point x2Fm is contained in one
or two n-cells. We write Cn(x) for the union of the n-complexes containing x. Let @C
denote the boundary of C E in the topology induced on E by the Euclidean topology
on R2. Also, write
Dn(x)=
[
y2@Cn(x)
Cn(y)
for the union of the n-complex containing x and its n-neighbours. We write
TDn(x)(X
m)= infft>0: Xmt 2 @Dn(x)g
for the hitting time of the boundary of Dn(x).
The mean crossing times of cells are random variables with law determined by the
environment. In order to examine their distribution we need the following version of
the Einstein relation for continuous time random walks on our graphs, which is a
simple modication of a result of Telcs (1989). We recall that c(y)=
P
z2N (y) c(y; z)
and write m(A)=
P
z2A\Fm c(z)=
P
z2Fm c(z).
Lemma 6.2. For x2Fm let hDn(x)m denote a harmonic function on Dn(x)\Fm with value
1 at x and 0 on the boundary of the set Dn(x), then
Ex(TDn(x)(X
m))=Rm(x; @Dn(x))
X
y2Dn(x)\Fm
hDn(x)m (y)m(y):
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It is easy to see that we have the following bounds on the mean crossing time.
Lemma 6.3. For x2Fm, there exists a constant c(x; m)>0 such that
c(x; m− n)Rm(x; @Dn(x))
X
y2Cn(x)\Fm
m(y)6 Ex(TDn(x)(X
m))
6 Rm(x; @Dn(x))
X
y2Dn(x)\Fm
m(y):
Proof. For the upper bound we just use hDn(x)m 61. For the lower bound we need a
Harnack inequality, namely that hDn(x)m (y) is lower bounded away from 0 for y2Cn(x)
\Fm. By the minimum principle we have that c(x; m − n) := miny2@Cn(x)
hDn(x)m (y)>0.
The techniques of Barlow and Bass (1989) will be used to obtain an estimate on
the distribution of the crossing time. For the case of a random environment for the
Markov chains we need to prove a uniform estimate on the crossing time distribution
which holds for each starting point and almost every environment. For this purpose we
consider the following random variables,
q(x; n+ k; m) =
E (Wn+k1 (X
m))
supy2Cn+k (x) E
y(TDn+k (x)(Xm))
;
b(x; n+ k; m) =
(N )n+k
supy2Cn+k (x) E
y(TDn+k (x)(Xm))
:
We will bound these quantities 1 almost surely. We need a preliminary lemma
which shows that the resistance between points and sets can be bounded by sums
of independent random variables. We note that from our tree-like assumption there
is a unique path between two points x; y2Fn. If we write the path on Fm between
x and y as m(x; y)= ffxigjji=0: x0 = x; xjj=y; xi 2Nm(xi−1); 16i6jj − 1g, then for
x; y2Fn, we have constants c1; c2 such that c6:1m−n6jj6c6:2m−n. We will write
s(z) for the rst point on the central square which is reached by a path from the
point z.
Lemma 6.4. The following inequalities hold
Rm(y; @D0)6−m
X
z2@D0
jm(y; z)j−1X
i=1
R0(xi; xi+1); y2C0 \Fm; (6.3)
Rm(y; @D0)>−m
1
6
min
z2@D0
j(y; z)j−1X
i=1
R0(xi; xi+1); y2 @C0; (6.4)
min
z; ~z2@C0
Rm(z; ~z)>−m min
z2@C0
jm(z; a)j−1X
i=1
R0(xi; xi+1); a= s(z): (6.5)
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Proof. These inequalities follow from an examination of the structure of the tree-like
Vicsek set. For the neighbourhood D0 \Fm there are four boundary vertices
connected by two main diagonals. For Eq. (6.3) we observe that any point y2C0 \Fm
is connected to one of the main diagonals at a certain vertex b. We write z1 for the
nearest boundary point of D0 and a1 for the nearest vertex on the central square.
Number the other boundary and central square vertices clockwise as zi; ai; i=2; 3; 4.
Then Rm(y; @D0)=Rm(y; b)+Rm(b; @D0) and by using rules for resistors in series and
parallel, with a simple cutting rule for the central square, we have
Rm(b; @D0)6
0
@Rm(b; z1)−1 +
 
Rm(b; a1) +
1P4
i=2 c0(a1; ai)
−1 + Rm(ai; zi)
!−11A
−1
:
As resistors in parallel have less resistance than those in series we have
Rm(b; @D0)6Rm(b; z1) + Rm(b; a1) +
4X
i=2
R0(a1; ai) + Rm(ai; zi):
As each term can be written as a normalized set of resistors in series across individual
m-cells, we have the result.
For Eq. (6.4) we note that from a point in @C0, which we can label b as above,
to get to @D0 either directly at z1 or by going via the central square. By short-
ing the central square, there are three resistors in parallel from a1 to z2; z3; z4 and
hence
Rm(b; @D0)>
0
@Rm(b; z1)−1 +
 
Rm(b; a1) +
1P4
i=2 Rm(ai; zi)
!−11A
−1
:
We can bound n resistors in parallel below by 1=n multiplied by the minimum resis-
tance. Using this twice we have the result.
The nal inequality follows similarly.
Lemma 6.5. Let fXig1i=1 be a sequence of iid, mean 0 random variables with EjXij4
<1, then there exist constants c such that for all <4
E
 
nX
i=1
Xi
1
n
!
6cn−=2; n2N:
Proof. Let Sn=
Pn
i=1 Xi. If we have fourth moments, then by Section 1:3:1 of Stroock
(1994)
P(jSnj=
p
n>)6−4n−2E
1nSn

4
6ck−4:
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Then, estimating the expectation we have
E(jSnjn−=2) =
Z 1
0
−1P(jSnj>
p
n) d
6 1 +
Z 1
1
−1−4 d
= c
provided <4, which gives the result.
Lemma 6.6. If E(R0(i; j)4)<1; E(c(i; j))<1 for all i; j2F; 2T, then there exist
constants q>0; b<1 such that for all x2F , and k 2N,
lim inf
m!1 q(x; k; m)> q; 
1-a:s:; (6.6)
lim sup
m!1
b(x; k; m)6b; 1-a:s: (6.7)
Proof. We deal rstly with Eq. (6.6), for which the moment assumptions are required.
Observe that the random variable does not depend on the particular point x within Dk .
As we consider the large m behaviour, the random variable does not depend on k
either. For our proof we just consider the case k =0 (we allow our process to run
until it exits D0) and consider
q(x; 0; m)−1 =
supy2C0\Fm E
y(TD0(x)(X
m))
E (W 01 (Xm))
;
6
supy2C0\Fm Rm(y; @D0)m(D0)
c(0; m)minz; ~z2@C0\Fm Rm(z; ~z)m(C0)
:
We write
m(y)=
Rm(y; @D0)m(D0)
c(0; m)minz; ~z2@C0\Fm Rm(z; ~z)m(C0)
and prove that there exists a constant K<1 such that
lim sup
m!1
sup
y2C0\Fm
m(y)6K; -a:s:
and it is the supremum that forces us to use stronger moment assumptions. By con-
sidering the dependence on y we have m(y)=Rm(y; @D0)0m, where
0m=
m(D0)
c(0; m)minz; ~z2@C0\Fm Rm(z; ~z)m(C0)
:
The resistance Rm(y; @D0) can be expressed as a normalized sum of iid random
variables by (6:3). We will write this in terms of mean 0 random variables given by
R0(i; j)=R0(i; j)−E(R0(i; j)). For the moment we assume that E((0m))6<1 for
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each 162R and hence dene 0m=0m−E(0m). Using these new random variables
we have
(Rm(y; @D0)0m>K)
6
0
@max
z2@D0
jm(y; z)jX
i=1
R0(xi; xi+1)−m 0m>K −maxi; j E(R0(i; j))E(
0
m)
1
A;
6
X
z2@D0

0
@jm(y; z)jX
i=1
R0(xi; xi+1)−m 0m>K0
1
A;
where K0 =K −maxi; j E(R0(i; j))E(0m).
We can estimate the probability using Markov’s inequality and then Holder’s in-
equality,
(Rm(y; @D0)0m>K)6K

0
X
z2@D0
0
B@E
0
@jm(y; z)jX
i=1
R0(xi; xi+1)−m
1
A
p
1
CA
1=p
 (E(0m − E(0m))q)1=q; (6.8)
where 1=p + 1=q=1. If we let p<4= and use our moment assumption to apply
Lemma 6.5 with = p and n= m to Eq. (6.8), we have
X
m

 
sup
y2C0\Fm
m(y)>K
!
6
X
m
X
y2C0\Fm
(m(y)>K);
6K1
1=q
q
X
m
Nm max
y2C0\Fm; z2@D0
(jm(y; z)jp=2−pm)1=p:
The length of the path across the 0-cell on level m is bounded above by c6:2m and
hence
X
m

 
sup
y2C0\Fm
m(y)>K
!
6K2
X
m
Nm−m:
As we can choose  such that df = logN= log <<2 we see that the sum is nite
and, by choosing K>maxi; j E(R0(i; j))1, we have that

 
sup
y2C0\Fm
m(y)>K; i:o:
!
=0;
as desired.
We now check that the random variable 0m has nite moments under  by writing it
as the product of three terms which are dependent random variables and then applying
Cauchy{Schwartz. Firstly, we have
m(D0)=m(C0)= 1 +
P
y2D0nC0 c(y)N
−mP
y2C0 c(y)N
−m ;
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a ratio of sums of independent random variables. Secondly, for the Harnack constant,
c(0; m)−1, we use Lemma 6.3 and express the harmonic function as
max
y2@Cn(0)
hDn(0)m (y)
−1 = max
y2@Cn(0)
Py(H0(Xm)<TDn(0)(X
m))−1;
where Hx = infft: Xt = xg. In terms of resistance this can be written, with an application
of Eq. (6.4) as
c(0; m)−1 = max
y2@Cn(0)
Rm(y; @Dn(0)) + Rm(0; y)
Rm(y; @Dn(0))
= 1 + max
y2@Cn(0)
Rm(0; y)
Rm(y; @Dn(0))
;
6 1 + max
y2@Cn(0)
Pjm(0;y)j
i=1 R0(xi; xi+1)
−m
minz2@D0
Pjm(y; z)j
i=1 R0(xi; xi+1)−m
:
The remaining term in 0m can be expressed using Eq. (6.5) as

min
z; ~z
Rm(z; t~z)
−1
=
0
@min
z2@C0
jm(z; a)j−1X
i=1
R0(xi; xi+1)−m
1
A
−1
:
Using Cauchy{Schwartz on each part so that we have three terms, each consisting
of a collection of independent random variables,
E((0m)
k) = E

m(D0)
c(0; m)minz; ~z2@C0\Fm Rm(z; ~z)m(C0)
k
;
6
0
@E
 
1 +
P
y2D0nC0 c(y)N
−mP
y2C0 c(y)N
−m
!2k1A
1=2

 
E

1 + max
y2@Cn(0)
Rm(0; y)
Rm(y; @Dn(0))
4k!1=4

0
B@E
0
@min
z; ~z
jm(z; ~z)j−1X
i=1
R0(xi; xi+1)−m
1
A
−4k1CA
1=4
:
As 0<E(c(i; j))<1; 0<E(R0(i; j))<1 we can use the strong law of large num-
bers inside the expectation for each term and hence E((0m)
k)6Ck<1 for suciently
large m.
For Eq. (6.7), the random variable, b(x; k; m), can be bounded above straightforwardly
in terms of resistance and mass. From the strong law results we can obtain an almost
sure upper bound.
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Lemma 6.7. Let x2Fn; and assume that ER0(i; j)4<1; E(c(i; j))<1 for 16i<j
64; then there exist constants c6:3(x); c6:4(x) and t0; tm>0; with tm! 0 as m!1;
such that for all t0>t>tm and all m; n>0;
P x;m(Wn1 (X
m)<t)6c6:3(x) exp (−c6:4(x)(N )−nt)−1=df); -a:s
Proof. To prove this result we need a preliminary estimate on the hitting time distri-
bution. Following Lemma 4.3 of Barlow and Bass (1989) and the proof of Lemma 6.4
of Hambly and Kumagai (to appear) we have the following control on the tail of the
crossing time random variable. For x2Fn,
P x(Wn1 (X
m)<t)61− E
x(Wn1 (X
m))
supy2Cn(x) E
y(TDn(x)(Xm))
+
t
supy2Cn(x) E
y(TDn(x)(Xm))
:
(6.9)
We assume that m n. Now, consider the shortest path of n+k cells which crosses an
n-cell, n(n+ k)= ffxigjnji=0 ; x0; xjnj 2Fn; xi 2Nn+k(xi−1)g. By the denition of tree-like
sets, there is a unique such path, and we can write
Wn1 (X
m)>
kX
i=1
Wn+ki (X
m);
where Wn+ki (X
m) is the crossing time of the ith cell in the shortest path. For all x2Fn,
and m− n>k>0, using Lemma 6.6, we have that,  almost surely, for m suciently
large, there are constants c1; c2 such that
kX
i=1
q(xi; k; m)−k>c1>0
and
kX
i=1
b(xi; k; m)−k6c2:
Combining these estimates with Eq. (6.9) allows us to use Lemma 1.1 of Barlow and
Bass (1989)
log (Px(Wn1 (X
m)<t))6−kc1 + 2(tc2k(N )(n+k))1=2;
= −c1k(1− c3(t(N )nN k)1=2):
Now, we choose k such that
1− c3(t(N )nN k)1=26 12 ;
that is k = inffj2N: j> − c4 log t(N )ng. By setting t n0 to be the time t such that
k =1 and tm to be t such that k =m− n, we have for all tm<t<tn0 ,
log(P x(Wn1 (X
m)<t))6− c5(x)((N )nt)−1=df ;
where c5(x) depends on the particular cell chosen.
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With this result we are able to prove tightness as in Barlow and Bass (1989,
Theorem 5.1). Let D([0;1);ET) denote the set of cadlag paths on ET.
Theorem 6.8. Let  be a measure with E(R0(i; j)4)<1; E(c(i; j))<1 for 16i<j
64. Let fxmgFT be a sequence such that −mxm! x1 2ET. Then the sequence
of probability measures fP−mxm;m;m>1g is tight in D([0;1);ET) almost surely
under 1.
Proof. By conditioning on the position of the process before the ith crossing of level n
we have that for each x2Fm
sup
i>1
Px(Wni (X
m)<t)6max
y2Fn
Py(Wn1 (X
m)<t):
Using this with Lemma 6.7 we have
lim sup
m!1
sup
i>1
P
−mxm;m(Wni (X
m)<t)6max
x2Fn
c6:3(x) exp (−c6:4(x)((N )−nt)−1=df):
This converges to 0 as t! 0, hence from Ethier and Kurtz 1986, (Proposition 3.8.3,
Lemma 3.8.1 and Theorem 3.7.2) we deduce the result.
Finally, we can combine the results to give the proof of our Theorem 1.1 on the
convergence of the sequence of rescaled Markov chains. Corollary 1.2 is then a simple
consequence of this result.
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