Dedicated to Henri Cohen on the occasion of his sixtieth birthday.
Introduction
Consider the problem of computing a scalar multiple nP of a point P on an elliptic curve over a finite field of large characteristic. Cohen, Miyaji, and Ono, in a classic paper [12] , analyzed the cost of a wide variety of scalar-multiplication methods and issued concrete recommendations for the lowest-cost methods. For example, for 160-bit scalars, Cohen, Miyaji, and Ono recommended one method using 4I + 1488.4M (i.e., 4 field inversions and on average 1488.4 field multiplications; a field squaring is implicitly counted as 0.8 field multiplications) and another method using 1610.2M. Both methods produce nP in Jacobian coordinates; the second method is better if I/M is large.
In this paper we identify faster scalar-multiplication methods. For example, for 160-bit scalars, we obtain nP in Jacobian coordinates using just 1I + 1495.8M when I/M is small, or 1573.8M when I/M is large. Even better, for curves that allow the "a 4 = −3" speedup, we obtain nP in Jacobian coordinates using just 1I + 1434.1M or 1511.9M. Even better, for curves that can be transformed to Edwards form, we obtain nP in inverted Edwards coordinates using just 1287.8M.
There are several reasons that, compared to the analysis in [12] , we find lower costs for scalar multiplication:
• We use faster formulas for elliptic-curve addition and doubling. For example, Cohen, Miyaji, and Ono say that doubling in projective coordinates takes 7M + 5S = 11M; we replaced a multiplication with a squaring, reducing the cost to 6M + 6S = 10.8M.
• We assume that curves are sensibly chosen with small parameters so that multiplications by those parameters have negligible cost. For example, choosing a small curve parameter "a 4 " in projective coordinates reduces the cost of doubling to 5M + 6S = 9.8M.
• We use "fractional windows": precomputing 2P, 3P, 5P, 7P, . . . , mP for any odd m ≥ 3. See Section 3. For example, for 160-bit scalars in Jacobian coordinates without inversions, we recommend precomputing 2P, 3P, 5P, 7P, 9P, 11P, 13P . Cohen, Miyaji, and Ono impose the common restriction m ∈ {3, 7, 15, 31, . . .} and are thus forced to precompute 2P, 3P, 5P, 7P, 9P, 11P, 13P, 15P . The benefit of fractional windows depends on how far the optimal m is from a power of 2.
• We further optimize the precomputation by allowing 0 inversions, 1 inversion, 2 inversions, or 3 inversions at carefully selected moments. See • We incorporate a faster use of 1 inversion proposed by Dahmen, Okeya, and Schepers in the recent paper [13] . Our graphs also include "Jacobian-O" and "Jacobian-3-O" without this speedup to show how much the speedup helps.
• We consider parameter families that allow further speedups in additions and doublings: "Projective-3" and "Jacobian-3" and "2DIK" and "3DIK." See Section 2. For example, choosing a 4 = −3 in projective coordinates reduces the cost of doubling to 7M + 3S = 9.4M. • We take account of different curve shapes allowing faster additions and doublings: "Hessian" and "JacIntersect" and "JQuartic" and "ExtJQuartic" and "Edwards" and "InvEdwards." See Section 2.
Some papers in the last ten years have updated parts of the analysis of [12] -for example, Dahmen, Okeya, and Schepers included a comparison of their 1-inversion method to 0 inversions and lg(m+1) inversions for Std-Jacobian -but our analysis is much more comprehensive than any previous analysis in the literature. Figure 1 .1 presents our results for 160-bit scalars in graphical form. For example, the graph includes a small circle (red in color displays) next to "2DIK" at horizontal position 8 and vertical position ≈ 8.4. This small circle indicates that 160-bit elliptic-curve scalar multiplication in doubling-oriented Doche/Icart/Kohel coordinates, with the best parameters that we found, uses ≈ 8.4 field multiplications per bit if I/M = 8. Here I/M is the ratio between the time for a field inversion and the time for a field multiplication. Red circles at subsequent horizontal positions show how scalar multiplication slows down as I/M increases; the maximum, just below 9 field multiplications per bit (with no inversions), is reached once I/M increases to about 85. Other colors show similar results for other coordinate systems. Table 4 .1 presents the same results in tabular form, with additional details. For example, the table row that begins "160 2DIK 2I" shows the best parameters that we found using 2 inversions for 160-bit scalar multiplication in doubling-oriented Doche/Icart/Kohel coordinates. The "m" column in the same row lists "9" to indicate that we precomputed 2P, 3P, 5P, 7P, 9P ; here we used one inversion to convert 2P to affine coordinates, and the other inversion to convert 3P, 5P, 7P, 9P to affine coordinates. The "Multiplications and squarings" column lists the cost of scalar multiplication with these parameters, namely "598.9M+923.4S ≈ 1337.6M" plus (implicitly) the aforementioned two inversions; this means about 1353.6M for I/M = 8, i.e., about 8.46 multiplications per bit. The "I/M" column lists "≤ 14.0" to indicate that 2 inversions are preferable to 1 inversion when I ≤ 14.0M. For details on the precomputations and in particular on how the inversions are used we refer to Section 4.
Operation counts for projective coordinates appear in Table 4 To emphasize the importance of speedups in elliptic-curve addition, we analyzed not only Jacobian and Jacobian-3 using the best speeds known, but also "Std-Jacobian" using the speeds most commonly quoted in the literature. The Std-Jacobian results in Figure 1 .1 are considerably worse than the Jacobian and Jacobian-3 results. The graph also shows the striking advantage of recent advances in curve shapes, notably Edwards and ExtJQuartic and InvEdwards. InvEdwards is the current speed leader. Table 4 .3 present similar results for 512-bit scalars. The increase in bit size reduces the number of curve additions per bit, saving time per bit and generally reducing the vertical height of the graphs. Some systems benefit slightly more than others; for example, the increase in bit size noticeably reduces the gap between 2DIK and Edwards for small I/M.
We did not consider I/M ratios below 8. As far as we can tell, the only implementations of large-characteristic field arithmetic with I/M < 8 are implementations in which multiplication is very poorly optimized.
Like Cohen, Miyaji, and Ono, we assume that S/M = 0.8 and that field additions, field subtractions, etc. take negligible time. These assumptions are standard but debatable. Our analysis can easily accommodate changes in these assumptions, in the same way that it accommodates variations in curve shapes, coordinate systems, addition formulas, etc.; our software automatically and efficiently identifies optimal parameters given the costs of elliptic-curve operations.
Fast addition on elliptic curves
Each elliptic curve over a field k of large characteristic can be written in Weierstrass form E :
for some a 2 , a 4 , a 6 ∈ k with 4a 6 a 1 + a 4 x 1 + a 6 and one point at infinity. The standard formulas to add (x 1 , y 1 ), (x 2 , y 2 ) on E with (x 2 , y 2 ) = (
This means that an addition takes 1I+2M+1S while a doubling takes 1I+2M+2S and one multiplication with the curve parameter a 2 . It is easy to find an isomorphic curve with a 2 = 0; we assume a 2 = 0 for projective and Jacobian coordinates. As mentioned in Section 1, we assume that curves are sensibly chosen with small curve parameters; we omit the cost of multiplication by curve parameters, and we omit the cost of field additions and subtractions. See [3] for complete operation counts that include these costs.
In this section we present twelve different elliptic-curve coordinate systems that allow inversion-free addition and inversion-free doubling. We start with systems that are visibly related to curves in Weierstrass form in the sense that a point with Z 1 = 1 has (X 1 , Y 1 ) satisfying the Weierstrass equation. These systems are projective coordinates, Jacobian coordinates, doubling-oriented Doche/Icart/Kohel curves, and tripling-oriented Doche/Icart/Kohel curves. We then present Hessian curves, Edwards curves, Jacobi-quartic curves, and curves given as Jacobi intersections; these forms start with different defining equations.
For each of these systems we give the curve equation, explain how points are represented, state the neutral element of the group law, state a negation formula, and present an explicit map to Weierstrass form. We also state, in Tables 2.1 and  2 .2, the number of field inversions, field multiplications, and field squarings for each of these systems for each of the following operations:
• ADD is the cost of a general addition.
• reADD is the cost of a readdition, i.e., an addition in which one of the summands has been added before. A readdition saves time when it reuses cached results from the previous addition.
• mADD is the cost of a mixed addition, i.e., an addition in which Z 2 is known to be 1.
• mmADD is the cost of an addition in which both Z 1 and Z 2 are known to be 1.
• DBL is the cost of a doubling, i.e., an addition in which both inputs are known to be equal.
• mDBL is the cost of a doubling in which Z 1 is known to be 1.
• SCALE is the cost of scaling a point to obtain Z 1 = 1. This cost always includes I, the cost of a field inversion.
• xSCALE is the cost of scaling an extra point, so simultaneously scaling m points uses 1 SCALE and m−1 xSCALE. "Montgomery's trick" computes 1/Z 1 and 1/Z 2 as Z 2 (1/Z 1 Z 2 ) and Z 1 (1/Z 1 Z 2 ), using 3M + I rather than 2I, so xSCALE is I − 3M smaller than SCALE.
Our "Explicit-Formulas Database" (EFD) [3] is a collection of explicit formulas for these operations, justifying the operation counts in Tables 2.1 and 2.2. (The EFD also contains formulas for triplings in many coordinate systems; see [2] for an analysis of the importance of triplings.) The EFD contains the best formulas we could find in the literature. It also contains many additional speedups that we found and that are published only in the EFD.
The EFD is updated regularly to include the latest and fastest formulas. This implies that the tables in this paper reflect our current knowledge but are subject to change. The strategies we used to generate the tables and graphs are completely modular and can be applied to modified counts. We plan to integrate this paper's tables and graphs into the EFD so that they are updated automatically.
Projective coordinates. A point (x, y) on a Weierstrass-form elliptic curve y 2 = x 3 +a 4 x+a 6 is represented as (X :
and (x, y) = (X/Z, Y /Z). Here (X : Y : Z) = (λX : λY : λZ) for all nonzero λ. The negative of (X : Y : Z) is (X : −Y : Z). The neutral element is represented as (0 : 1 : 0). The group operation is directly related to that in affine Weierstrass form. Chudnovsky and Chudnovsky in [10, formulas (4.4i) and (4.4ii)] presented explicit formulas for group operations in projective coordinates. Those formulas are still state-of-the-art except for some S − M tradeoffs, replacing multiplications with 2M + 7S 1M + 5S 1I + 3M + 1S 6M + 1S Edwards 3M + 4S 3M + 3S 1I + 2M + 0S 5M + 0S ExtJQuartic 3M + 4S 1M + 6S 1I + 2M + 1S 5M + 1S Hessian 7M + 1S 3M + 3S 1I + 2M + 0S 5M + 0S InvEdwards 3M + 4S 3M + 3S 1I + 2M + 0S 5M + 0S JacIntersect 3M + 4S 2M + 4S 1I + 3M + 0S 6M + 0S Jacobian 1M + 8S 1M + 5S 1I + 3M + 1S 6M + 1S Jacobian-3 3M + 5S 1M + 5S 1I + 3M + 1S 6M + 1S JQuartic 2M + 6S 1M + 4S 1I + 2M + 1S 5M + 1S Projective 5M + 6S 3M + 5S 1I + 2M + 0S 5M + 0S Projective-3 7M + 3S 3M + 5S 1I + 2M + 0S 5M + 0S Std-Jacobian 3M + 6S 2M + 4S 1I + 3M + 1S 6M + 1S squarings. We denote this system by "Projective" in our tables, and in principle also in our graphs, but the system is so slow that it is beyond the top of the graphs.
Doubling is faster if a 4 = −3. This choice includes about half of all isomorphism classes of elliptic curves over a finite field, and almost all isogeny classes; see [9] . We denote this system with a 4 = −3 by "Projective-3." Jacobian coordinates. A point (x, y) on an elliptic curve y 2 = x 3 + a 4 x + a 6 is represented as (X :
for all nonzero λ. The negative of (X : Y : Z) is (X : −Y : Z). The neutral element is represented as (1 : 1 : 0). The group operation is directly related to that in affine Weierstrass form.
Chudnovsky and Chudnovsky in [10, formulas (4.2ii) and (4.3i')] presented explicit formulas for group operations in Jacobian coordinates. Those formulas are still state-of-the-art except for some S − M tradeoffs. In the tables and graphs we denote this system by "Jacobian."
As in projective coordinates, doubling is faster if a 4 = −3. This choice includes about half of all isomorphism classes of elliptic curves over a finite field. We denote this system with a 4 = −3 by "Jacobian-3."
To demonstrate the importance of optimized formulas, our graphs also include "Std-Jacobian," the operation counts for Jacobian coordinates appearing in [12, Section 2.3] and in many subsequent papers. We encourage implementors to copy the latest formulas from the EFD rather than using obsolete formulas.
Some papers describe readdition in Jacobian coordinates as "addition in Chudnovsky coordinates." The concept of readditions allows us to avoid treating "Chudnovsky coordinates" separately.
Doubling-oriented
2 ) for all nonzero λ. The negative of (X :
The neutral element is represented as (1 : 0 : 0). The group operation is directly related to that in affine Weierstrass form. Doubling is sped up considerably: it is computed as the composition of a 2-isogeny and its dual.
Fast doubling formulas for these curves, and mixed-addition formulas, were introduced by Doche, Icart, and Kohel in [16, Section 3.1]. We found some S − M tradeoffs in these formulas and included the improved formulas in the EFD. We also developed general addition formulas and included those in the EFD. In the tables and graphs we denote this system by "2DIK."
Tripling-oriented Doche/Icart/Kohel curves. A point (x, y) on an elliptic curve y 2 = x 3 + 3a(x + 1) 2 is represented as (X :
The neutral element is represented as (1 : 1 : 0 : 0). The group operation is directly related to that in affine Weierstrass form. Tripling is sped up considerably through the use of isogenies of degree 3.
Fast tripling formulas for these curves, and mixed-addition formulas, were introduced by Doche, Icart, and Kohel in [16, Section 3.2] . The doubling formulas in [16] are incorrect; corrected formulas appear in our paper [2, Section 2] with Birkner and Peters. We also found an S − M tradeoff and derived formulas for general additions. In the tables and graphs we denote this system by "3DIK."
Montgomery coordinates. A point (x, y) on an elliptic curve by 2 = x 3 + ax 2 + x is represented as (X : Z) satisfying x = X/Z. This representation is not compatible with addition and is not included in our tables. It loses information: observe that (X : Z) also represents the point (x, −y). However, this representation does allow scalar multiplication P → nP . Formulas introduced by Montgomery in [28, Section 10.3.1] use only 5M + 4S for each bit of n. In the graphs we denote this system by "Montgomery." Chudnovsky and Chudnovsky in [10, formulas (4.9i) and (4.9ii)] presented fast doubling and addition formulas for Jacobi intersections. Liardet and Smart in [26] presented faster formulas. Slightly faster formulas, with an S − M tradeoff, appear in the EFD. In the tables and graphs we denote this system by "JacIntersect." The Jacobi-quartic elliptic curve y 2 = x 4 + 2ax 2 + 1 is birationally equivalent to the Weierstrass-form elliptic curve 2v 2 = u 3 − 2au 2 + (a 2 − 1)u. A typical point (x, y) on the Jacobi quartic corresponds to the point (u, v) on the Weierstrass curve defined by u = a + (y + 1)/x 2 and v = u/x. Billet and Joye in [6, Section 3], citing Whittaker and Watson [34] , presented addition formulas and doubling formulas for Jacobi quartics. (Chudnovsky and Chudnovsky in [10, formulas (4.10i) et seq.] had stated formulas for computing on curves of this form, but they placed the neutral element at infinity and obtained slower formulas.) A flurry of speedups have been introduced this year by Duquesne in [18] , by Hisil, Carter, and Dawson in [22] , and by Feng and Wu in unpublished work.
Extended coordinates (X : Y : Z : X 2 : 2XZ : Z 2 : X 2 + Z 2 ) save time. This was pointed out by Duquesne, modulo minor issues such as the 2 in 2XZ. The speed records in the EFD for these coordinates are from Hisil, Carter, and Dawson for doubling and from Duquesne for addition, with an S − M tradeoff from us. In the tables and graphs we denote this system by "ExtJQuartic."
For the original coordinates (X : Y : Z), the speed records in the EFD are from Feng and Wu for doubling and from Billet and Joye for addition. In the tables and graphs we denote this system by "JQuartic." [22] give faster formulas for doublings. In the tables and graphs we denote this system by "Hessian."
Edwards curves. A point (x, y) on an elliptic curve The Edwards-form elliptic curve x 2 +y 2 = 1+dx 2 y 2 is birationally equivalent to the Montgomery-form elliptic curve (1/e)v 2 = u 3 + (4/e − 2)u 2 + u where e = 1 − d. A point (x, y) on the Edwards curve, with nonzero x, corresponds to the point (u, v) on the Montgomery curve defined by u = (1 + y)/(1 − y) and v = 2u/x. This normal form for elliptic curves was introduced by Edwards in [19] , generalizing from one curve studied by Euler and Gauss. The Edwards addition law in affine coordinates is given by
Our paper [4] studied the projective version and introduced fast explicit formulas for all the group operations used in this paper. In the tables and graphs we denote this system by "Edwards."
Inverted Edwards coordinates. A point (x, y) on an elliptic curve We introduced inverted Edwards coordinates in [5] as a different coordinate system for Edwards curves. In the tables and graphs we denote this system by "InvEdwards."
Fast scalar multiplication
This section defines, for each positive integer n and each m ∈ {3, 5, 7, 9, . . .}, a particular "addition-subtraction chain" C m (n). This chain can be viewed as a function that computes nP given a point P . The extra parameter m is the "maximum precomputed multiple" in C m (n); if m is chosen sensibly then C m (n) has very few additions, subtractions, and doublings.
For each m ∈ {3, 5, . . . , 39} and each ∈ {160, 256, 512}, our software averages the cost of this chain C m (n) for 100000 uniform random -bit integers n, and then identifies the choice of m that minimizes this average. The optimum m depends not only on but also on the definition of "cost." In particular, Table 4 .1, Table  4 .2, and Table 4 .3 show that the optimum m depends on the choice of inversion strategy discussed in Section 4 and on the elliptic-curve coordinate system discussed in Section 2.
This chain C m (n) is a state-of-the-art combination of • the "window" idea introduced by Brauer in [8] ,
• the "sliding window" idea introduced by Thurber in [33] , • the obvious "signed window" idea for groups where subtraction is as easy as addition, • the "fractional window" idea introduced by Möller in [27, Section 5], and
• a few minor tweaks.
We do not claim any novelty for the ideas here. Our goal in this section is to state for the record-and for lack of a suitable reference-what we did in our experiments.
We are not aware of any noticeably better chains using additions, subtractions, and doublings. For some coordinate systems there are better chains using additions, subtractions, doublings, and triplings; these "double-base" chains with precomputations were introduced by Doche and Imbert in [17] , building on an idea by Dimitrov, Imbert, and Mishra in [14] , and were further improved in our recent paper [2] with Birkner and Peters. The optimizations discussed in Section 4 of this paper can be applied to the best chains identified in [2] .
Definition of C m (n): the typical cases. If n is even, and not covered by the base cases discussed below, then C m (n) is the chain C m (n/2); n = 2(n/2).
In other words, we compute (n/2)P recursively and then double (n/2)P to obtain nP .
If n is odd, and not covered by the base cases discussed below, then C m (n) is the chain C m (n − r); n = (n − r) + (r).
Here r ∈ {−m, . . . , −3, −1, 1, 3, . . . , m − 2, m} is chosen to maximize the maximal power of 2 dividing n − r. (The base cases guarantee that C m (n − r) contains 1, 3, . . . , m − 2, m. See below.) In other words, we compute (n − r)P recursively and then add rP to it to obtain nP . If r is negative then we actually subtract (−r)P from (n − r)P ; from now on we ignore the distinction between subtractions and additions. If m + 4 ≤ n ≤ 3m − 2 and n mod 6 = 1 then C m (n) is the chain
If m + 4 ≤ n ≤ 3m and n mod 6 = 3 then C m (n) is the chain
This case could be computed more efficiently with dedicated triplings. If m + 4 ≤ n ≤ 3m − 4 and n mod 6 = 5 then C m (n) is the chain
Finally, if 4 ≤ n ≤ 2m − 2 and n mod 4 = 0 then C m (n) is the chain
It might seem easier to obtain n as 2(n/2), but both n/2 − 1 and n/2 + 1 are in C m (m) while n/2 is not; the cost of obtaining n/2 generally outweighs the difference in costs between an addition and a doubling. This chain specifies a computation of 314159P from P with 6 additions and 17 doublings. The precomputation doubles P to obtain 2P , then adds P to 2P to obtain 3P , then adds 2P to 3P to obtain 5P . The main computation doubles 5P to obtain 10P , doubles 10P to obtain 20P , etc.
Using inversions
The chain C m (n) defined in Section 3 specifies a computation of nP that begins by precomputing 2P, 3P, 5P, . . . , mP . This section explains several different strategies for precomputing 2P, 3P, 5P, . . . , mP .
We always assume that P is given in affine form (Z-coordinate 1) in the coordinate system under consideration. Additions involving P are then mixed additions. Additions involving the other precomputed points are not mixed additions -unless we use inversions to convert those points to affine form.
No inversions. The simplest strategy is to compute 2P by doubling P , then 3P by adding 2P to P , then 5P by readding 2P to 3P , then 7P by readding 2P to 5P , then 9P by readding 2P to 7P , etc., without any inversions. This strategy involves 1 mDBL, 1 mADD, and (m − 3)/2 reADD.
The rest of the scalar multiplication frequently adds these precomputed points P, 3P, 5P, . . . , mP to other points. Each addition involving P is 1 mADD; the other additions are reADD, except that the first addition involving mP is usually an ADD.
For example, for = 512 and m = 29, we tried 100000 uniform random integers n ∈ 0, 1, . . . , 2 512 − 1 , and found that C m (n) used on average 1 mDBL, 505.50 DBL, 10.22 mADD, 0.90 ADD, and 77.41 reADD.
One inversion. The "invert {m}" strategy is to compute 2P, 3P, 5P, . . . , mP exactly as above, and then convert 3P, 5P, . . . , mP to affine coordinates.
The cost of this conversion is 1 SCALE and (m − 3)/2 xSCALE. The benefit of this conversion is that the subsequent additions involving 3P, 5P, . . . , mP are mADD instead of reADD.
For example, for = 512 and m = 29, we found that C m (n) used on average 1 SCALE, 13 xSCALE, 1.36 mDBL, 505.14 DBL, 0.62 mmADD, 74.92 mADD, and 13 reADD. The benefit in this case is, approximately, that 64 reADD were replaced by 64 mADD; this benefit outweighs the cost of 1 SCALE and 13 xSCALE if I/M is small.
The exact I/M break-even point, the point below which invert-{m} speeds up the scalar multiplication, depends on the coordinate system and on . Figure 1.3 shows the number of multiplications per bit for = 512 in all systems considered in this paper. The right-most bend of each graph happens when I/M is at the break-even point. The exact data can be found in Table 4 .3 which also states the optimal value of m. Examples: For 2DIK the benefits of mADD over reADD are so large that for 1I ≤ 263.2M one inversion should be used to scale the precomputed points. For Hessian the break-even point is at 1I = 72M. For Edwards, for all realistic I/M ratios, even one inversion is not worthwhile.
Dahmen, Okeya, and Schepers in [13] proposed a different strategy to compute 3P, 5P, . . . , mP in affine coordinates using a total of 1I+(5m−6)M+(2m+2)S. We use this "DOS" strategy for Jacobian and Jacobian-3, as in [13] , and for Projective and Projective-3. We have not yet explored the extent to which similar strategies can be used for other coordinate systems.
DOS reduces the cost of obtaining the precomputed points in affine coordinates. This is reflected in our results. Consider, for example, the graphs in Figure 1 .3 for = 512. The graph for Jacobian (which uses DOS) has its right-most bend at a much higher I/M ratio than that of Jacobian-O (which uses invert-{m}). This implies that the number of multiplications per bit is decreasing with decreasing I for 1I ≤ 226.8M while this effect happens for Jacobian-O only for 1I ≤ 131.1M. The same observation holds for Jacobian-3, Jacobian-3-O, Projective, and Projective-3.
Two inversions. The "invert {2, m}" strategy computes 2P ; converts 2P to affine coordinates; computes 3P, 5P, . . . , mP ; and converts 3P, 5P, . . . , mP to affine coordinates.
The cost of the conversion of 2P to affine coordinates is 1 SCALE. The benefit of this conversion is that the 1 mADD and (m − 3)/2 reADD to compute 3P, 5P, . . . , mP are replaced by 1 mmADD and (m − 3)/2 mADD.
For example, for = 512 and m = 29, we found that C m (n) used on average 2 SCALE, 13 xSCALE, 1.36 mDBL, 505.14 DBL, 1.64 mmADD, and 86.92 mADD. The benefit of invert-{2, m} over invert-{m} is, approximately, that 13 reADD were replaced by 13 mADD; this benefit outweighs the cost of 1 SCALE if I/M is very small.
The break-even point where invert-{2, m} speeds up the scalar multiplication again depends on the coordinate system and . Consider, for example, Figure 1 .3 with = 512. The 2DIK graph is horizontal at the right side of the figure, bends downwards when I/M drops to 263.2, and bends downwards again when I/M drops to 40.1; this second bend happens when I/M is small enough to reach the breakeven point between invert-{m} and invert-{2, m}. For Hessian the break-even point is at 1I = 20.4M. For all realistic I/M ratios invert-{2, m} is never better than DOS.
Three inversions. The "invert {2, 2 (m + 1)/4 , m}" strategy first computes 2P ; converts 2P to affine coordinates; computes 3P, 5P, . . . , (2c − 1)P where c = (m + 1)/4 ; uses an extra addition to compute 2cP ; converts 3P, 5P, . . . , (2c−1)P, 2cP to affine coordinates; computes (2c + 1)P, (2c + 3)P, . . . , (4c − 1)P by adding P, 3P, . . . , (2c − 1)P to 2cP ; computes mP if m = 4c + 1; and converts (2c + 1)P, (2c + 3)P, . . . , mP to affine coordinates.
The cost of this strategy, compared to the previous strategy, is 1 mADD to compute 2cP , plus 1 SCALE for the intermediate conversion to affine coordinates. (Sometimes the 1 mADD can be replaced by 1 DBL; we have not included this tweak yet.) The benefit of this conversion is that c mADD for the computation of (2c + 1)P, (2c + 3)P, . . . , (4c − 1)P are replaced by c mmADD.
For example, for = 512 and m = 29, we found that C m (n) used on average 3 SCALE, 13 xSCALE, 1.36 mDBL, 505.14 DBL, 8.64 mmADD, and 80.90 mADD. The benefit in this case is, approximately, that 7 mADD were replaced by 7 mmADD; this benefit can outweigh the cost of 1 mADD and 1 SCALE if I/M is extremely small.
Only 2DIK and 3DIK profit from invert-{2, 2 (m + 1)/4 , m} for = 512 and only for very small I/M-ratios. For = 256 or smaller no system benefits from invert-{2, 2 (m + 1)/4 , m}. For larger values of this strategy becomes more interesting.
More inversions. One could articulate a further strategy using 4 inversions, e.g., "invert-{2, 2 (m + 1)/8 , 2 (m + 1)/4 , m}" that computes 2P ; converts 2P to affine coordinates; computes 3P, 5P, . . . , (2b − 1)P where b = (m + 1)/8 ; uses an extra addition to compute 2bP ; etc. The extra benefit here is half as large as the benefit of invert-{2, 2 (m + 1)/4 , m} over invert-{2, m}, while the extra cost is just as large, but if is gigantic then the benefit outweighs the cost.
When m + 1 is a power of 2, adding more and more inversions in the same way eventually produces the "invert-{2, 4, 8, 16, . . . , m}" strategy introduced by Cohen, Miyaji, and Ono in [12] .
History. As far as we know, the first study of scalar multiplications including the costs of the precomputations was done by Cohen, Miyaji, and Ono in [12] . They consider only two options for the precomputations: the no-inversion strategy and their new strategy using lg(m+1) inversions. The invert-{m} strategy is considered by Doche and Lange in [15] . The first mention of invert-{2, m} that we could find was by Elmegaard-Fessel in [20] . The DOS strategy was developed by Dahmen, Okeya, and Schepers in [13] ; it is better than invert-{m} whenever it is applicable.
The invert-{2, 2 (m + 1)/4 , m} strategy that we presented for 3 inversions is based on extensive computer experiments: we allowed the computer to systematically explore a much wider space of strategies and to identify the best strategies. We have not located this strategy, or any other strategies between 3 and lg(m + 1) − 1 inversions, in the literature. 
