We prove the existence of quasi-left continuous semimartingales with continuous local semimartingale characteristics which satisfy a Lyapunov-type or a linear growth condition, where latter takes the whole history of the paths into consideration. The proof is based on an approximation and a tightness argument and the martingale problem method.
Introduction
Existence theorems for solutions to stochastic equations are of fundamental interest in many areas of probability theory. In the context of weak solutions to stochastic differential equations (SDEs) important contributions were made by Skorokhod and by Stroock and Varadhan. Skorokhod (see [26] ) showed that SDEs with continuous coefficients of linear growth have weak solutions. Stroock and Varadhan (see [28] ) introduced the concept of the martingale problem, which is nowadays one of the most important tools for studying existence, uniqueness and limit theorems for stochastic processes. In many of the classical monographs on stochastic analysis (e.g., [19, 24] ) Skorokhod's existence theorem is proven by the martingale problem argument of Stroock and Varadhan. The main idea is to construct an approximation sequence of probability measures on a path space, to show its tightness and finally to use the martingale problem method to verify that any of its accumulation points is the law of a weak solution.
In case of SDEs with Wiener noise and coefficients of linear growth, tightness can be verified via Kolmogorov's tightness criterion. Gatarek and Goldys [6] proposed a more direct argument for tightness based on the compactness of a fractional operator and the factorization method of Da Prato, Kwapien and Zabczyk [4] . This method was used by Hofmanová and Seidler [8] to replace the linear growth assumption in Skorokhod's theorem by a Lyapunov-type condition.
Skorokhod's original theorem is not restricted to path continuous settings. For general semimartingales Jacod and Mémin [14] proved conditions for tightness in terms of the so-called semimartingale characteristics. These criteria were used by Jacod and Mémin [15] to prove continuity and uniform boundedness conditions for the existence of weak solutions to SDEs driven by general semimartingales.
Refinements of the tightness criteria from [14] are proved in the monograph [13] of Jacod and Shiryaev. The conditions are used to prove a Skorokhod-type existence result for semimartingales. More precisely, Jacod and Shiryaev consider a candidate for semimartingale characteristics on the Skorokhod space and formulate continuity and uniform boundedness conditions which imply the existence of a probability measure for which the coordinate process is a semimartingle with the candidate as semimartingale characteristics.
In this article we generalize the existence result of Jacod and Shiryaev for the quasi-left continuous case by replacing the uniform boundedness assumption by local boundedness assumptions together with a Lyapunov-type or a linear growth condition. The linear growth condition takes the whole history of the paths into consideration. We prove the result as follows: First, we construct an approximation sequence with the help of the existence result of Jacod and Shiryaev. Second, we show tightness by a localization of a criterion from [13] together with a Lyapunov-type or a Gronwalltype argument. In this step we also adapt arguments used by Liptser and Shiryaev [23] . Finally, we use arguments based on the martingale problem for semimartingales to verify that any accumulation point of our approximation sequence is the law of a semimartingale with the correct semimartingale characteristics.
Let us shortly comment on continuative problems. The weak convergence argument heavily relies on the continuous mapping theorem, which is applicable when the coefficients have a continuity property. It is only natural to ask what can be said for discontinuous coefficients. We do not touch this topic in the present article and refer the curious reader to the recent articles [10, 20] where interesting progress in this direction is made.
The article is structured as follows. In Section 2.1 we explain the mathematical setting of the article. In Section 2.2 we state our main results. In particular, we discuss its assumptions. Finally, we comment on the method based on the extension of local solutions and on a possible expansion of our result via Girsanov-type arguments. In Section 2.3 we apply our results in a jump-diffusion setting. The proofs of our main results are given in Section 3.
The topic of this article is of course very classical and the basic definitions can be found in many textbooks. Our main reference is the monograph of Jacod and Shiryaev [13] . As far as possible we will refer to results in this monograph. Furthermore, all nonexplained terminology can also be found there.
Formulation of the Main Results

The Mathematical Setting
Let Ω be the Skorokhod space of càdlàg functions R + → R d equipped with the Skorokhod topology (see [13] for details). We denote the coordinate process on Ω by X, i.e. X t (ω) = ω(t) for t ∈ R + and ω ∈ Ω. Let F σ(X t , t ∈ R + ) and
. Except stated otherwise, when we use terms such as adapted, predictable, etc. we refer to the right-continuous filtration (F t ) t≥0 .
Throughout the article we fix a continuous truncation function h : R d → R d , i.e. a bounded continuous function which equals the identity around the origin.
A càdlàg R d -valued adapted process Y is called a semimartingale if it admits a decomposition Y = Y 0 + M + V, where M is a càdlàg local martingale starting at the origin and V is a càdlàg adapted process of finite variation starting at the origin. Here, we adapt the terminology from [13] and call a process V of finite variation if for all ω ∈ Ω the map t → V t (ω) is locally of finite variation. 
i.e. in other words (b, c, K) are the densities of (B, C, ν) w.r.t. the reference measure dA t . Thus, we call the quadruple (b, c, K; A) the local characteristics of Y . Providing an intuition, b represents the drift and depends on the truncation function h, c encodes the continuous local martingale component and K reflects the jump structure. In addition, for i, j = 1, . . . , d we define by
Let us shortly comment on the role played by the initial law. For SDEs with Wiener noise it was proven by Kallenberg [17] that weak solutions exist for all initial laws if, and only if, weak solutions exist for all degenerated initial laws. Although the result is fairly old, it seems not to be commonly known. We now state a version for a general semimartingale setting. The proof is similar as in the diffusion case and can be found in Appendix A.
Proposition 2.1. Assume that for all z ∈ R d there exists a probability measure P z on (Ω, F) such that the coordinate process is a P z -semimartingale with local characteristics (b, c, K; A) and initial law δ z . Then, for any Borel probability measure η on R d there exists a probability measure P η on (Ω, F) such that the coordinate process is a P ηsemimartingale with local characteristics (b, c, K; A) and initial law η.
From now on we fix a deterministic continuous increasing function A : R + → R + with A 0 = 0 and a Borel probability measure η on R d . Next, we define a so-called candidate triplet (b, c, K) on (Ω, F). Let us shortly clarify some notations: For x, y ∈ R d we write x for the Euclidean norm, x, y for the Euclidean scalar product, and for
Definition 2.2. We call (b, c, K) a candidate triplet, if it consists of the following:
In the following we fix also a candidate triplet (b, c, K). The goal is to find a probability measure P on (Ω, F) such that the coordinate process X is a P -semimartingale with local characteristics (b, c, K; A) and initial law η.
Existence Conditions for Semimartingales
Let C 2 (R d ) be the set of all continuous bounded function R d → R which vanish around the origin. Moreover, let C 1 (R d ) be a subclass of the non-negative functions in C 2 (R d ) which contains all functions g(x) = (a x − 1) + ∧ 1 for a ∈ Q and is convergence determining for the weak convergence induced by C 2 (R d ) (see [13, p. 395 ] for more details).
For a twice continuously differentiable function f : R d → R and a > 0 we set c ij,a c ij +
x ≤a
and for all (t, ω) ∈ R + × Ω and x ∈ R d we set
provided the last term is well-defined. We note that Taylor's theorem yields that for all (t, ω) ∈ R + × Ω there exists a constant c = c(f, a, t, ω) such that
For m > 0 we define 
(ii) Skorokhod continuity property of (b, c, K): For all α ∈ Ω each of the maps
is continuous at α for dA t -a.a. t ∈ R + . (iii) Local uniform continuity property of (b, c, K): For all t ∈ R + , g ∈ C 1 (R d ), i, j = 1, . . . , d and all Skorokhod compact sets K ⊂ Ω each k ∈ {ω → b i t (ω), c ij t (ω), g(x)K t (ω; dx)} is uniformly continuous on K, equipped with the local uniform topology, i.e. for all ε > 0 there exists a δ = δ(ε) > 0 such that for 
The first main result of this article is the following: Theorem 2.3. Assume that the Conditions 1 and 2 hold and that one of the Conditions 3 and 4 holds. Then, there exists a probability measure P on (Ω, F) such that the coordinate process X is a P -semimartingale with local characteristics (b, c, K; A) and initial law η.
the big jump condition (Condition 2) can be replaced by
see Remark 3.1 in Section 3.2.3 below.
The theorem can be viewed as a generalization of [13, Theorem IX.2.31], which replaces the uniform boundedness assumptions by local boundedness assumptions and a Lyapunov-type condition or a linear growth condition. Recall that the function A is assumed to be deterministic and continuous. The continuity of A is not assumed in [13, Theorem IX.2.31 ]. It implies that any semimartingale with local characteristics (b, c, K; A) is quasi-left continuous, see [13, Proposition II.2.9 ]. Theorem 2.3 is proven in Section 3 below.
We need the big jump condition on K (Condition 2) to obtain the existence of our approximation sequence and to show its tightness. In fact, [13, Theorem VI.4.18] explains that a (weaker) condition of this type is necessary for tightness of our approximation sequence. The big jump condition on K can be replaced by a local big jump condition when the big jumps are also taken into consideration in the Lyapunov and the linear growth condition. To state this modification, we introduce some additional notation: For a twice continuously differentiable function f : 
and t 0 1{γ(s)V (ω(s−)) < (LV )(ω; s)}dA s = 0.
Condition 7. Linear growth condition II:There exits a Borel function γ :
where
Our second main result is the following:
Theorem 2.4. Suppose that the Conditions 1 and 5 hold and that one of the Conditions 6 and 7 holds. Then, there exists a probability measure P on (Ω, F) such that the coordinate process X is a P -semimartingale with local characteristics (b, c, K; A) and initial law η.
Theorem 2.4 is also proven in Section 3 below. (2) and (6) 
Due to this observation, we expect part (i) of Condition 1 to be close to optimal for a local boundedness condition. We give some examples for functions having the Skorokhod continuity property and the local uniform continuity property:
Recalling that A is deterministic and continuous and that any càdlàg function has at most countably many discontinuities, we see that the set J(α) is a dA t -null set and, consequently, that the Skorokhod continuity property holds. Furthermore, the local uniform continuity property holds. To see this, note that for each compact set K ⊂ Ω there exists a compact set K t ⊂ R d such that ω(s) ∈ K t for all ω ∈ K and s ∈ [0, t], see [5, Problem 16, p. 152] . Using that continuous functions on compact sets are uniformly continuous, for each ε > 0 there exists a δ = δ(ε) > 0 such that
This shows that the local uniform continuity property holds. (b) If g is continuous, the map ω → t 0 g(s, ω(s−))dA s is continuous. This follows from the fact that ω → g(s, ω(s−)) is continuous at each α ∈ Ω such that s ∈ J(α), the dominated convergence theorem and the fact that J(α) is a dA tnull set. Furthermore, the map ω → t 0 g(s, ω(s−))dA s has the local uniform continuity property. To see this, let K ⊂ Ω and K t ⊂ R d be as in part (a) and fix ε > 0. Without loss of generality we assume that A t > 0. Because g is uniformly continuous on [0, t] × K t we find a δ = δ(ε) > 0 such that
which gives the local uniform continuity property. (c) If g is continuous, the map ω → sup s∈[0,t] g(s, ω(s−)) is continuous at each α ∈ Ω such that t ∈ J(α). This can be seen with the arguments used in the proof of Lemma 3.1 below. Furthermore, the local uniform continuity property holds, which follows with the argument from part (b) and the inequality sup
.
We now comment on the big jump property and the local big jump property.
for a Lévy measure F , then the big jump property of K (Condition 2) holds, because
However, Condition 4 can fail, because h ′ might not be F -integrable, i.e. F corresponds to a Lévy process with infinite mean. (b) When we consider a one-dimensional SDE of the type
where g is predictable and L is a Lévy process, then ∆X t = g t (X)∆L t and, consequently, we consider
where F is the Lévy measure corresponding to L. In this case, we obtain
with a ր ∞. However, if g is unbounded, the global big jump property of K (Condition 2) might fail, while the local big jump property of K (Condition 5) and the Condition 7 might hold. (c) For a jump-diffusion setting we discuss the local big jump property in Section 2.3 below.
Next, we provide examples to understand the Lyapunov-type conditions. 
then Condition 3 is satisfied. This linear growth condition is different from Condition 4. On one hand, the growth condition (7) allows an interplay of the coef-
although |b t | and |c t | are not of linear growth. On the other hand, Condition 4 takes the whole history of the paths into consideration. (b) Let us consider the case d = 1 where b ≡ K ≡ 0, i.e. we are looking for a probability measure P on (Ω, F) such that the coordinate process is a onedimensional continuous local P -martingale with quadratic variation process · 0 c s dA s . Suppose there exists an a > 1 and a constant ζ < ∞ such that for all (t, ω) ∈ R + × Ω : ω(t−) < a we have c t (ω) ≤ ζ. Then, the Lyapunov-type Conditions 3 and 6 hold with γ(t) a 2 ζ log(a 2 ) and V (x) log(a 2 + |x| 2 ). To see this, note that
In particular, the Conditions 3 and 6 hold when c s (ω) = c(ω(s−))ι s (ω) for a locally bounded function c : R → R + and a bounded process ι. This observation can be seen as a generalization of the well-known result that one-dimensional SDEs of the type
where v is P ⊗ B(R d )-measurable and F is a Lévy measure on R d , then (b, c, K) corresponds to an SDE driven by Lévy noise, see [13, Theorem III.2.26] . Here, P denotes the predictable σ-field. In this case, Condition 7 is in the spirit of the linear growth conditions from [12, Theorems 14.23, 14 .95] and [13, Theorem III.2.32], which are stated together with local Lipschitz conditions. In particular, Condition 7 holds under the following linear growth condition: There exist two Borel functions γ :
Local Lipschitz conditions imply the existence of a local solution. We do not work with a local solution, but construct a solution by approximation. The local Lipschitz conditions also imply uniqueness, which is a property not provided by the approximation argument. Uniform boundedness and continuity conditions for the existence of weak solutions to SDEs driven by semimartingales were proven by Jacod and Mémin [15] and Lebedev [21] . Lebedev [22] also proved Lyapunov-type conditions. As already indicated in the previous remark, Lyapunov-type and linear growth conditions for the existence of weak solutions to SDEs are sometimes combined with conditions implying the existence of a local solution. Next, we explain the method used by Stroock and Varadhan [28] to construct a global solution from a local solution and discuss some differences between arguments based on extension and approximation.
The following proposition is a version of Tulcea's extension theorem, which follows from [28, Theorem 1.1.9] in the same manner as its continuous analogous [28, Theorem 1.3.5] does. Proposition 2.8. Let (τ n ) n∈N be an increasing sequence of (F o t ) t≥0 -stopping times and let (P n ) n∈N be a sequence of probability measures on (Ω, F) such that P n = P n+1 on F o τn for all n ∈ N. If lim n→∞ P n (τ n ≤ t) = 0 for all t ∈ R + , then there exists a unique probability measure P on (Ω, F) such that P = P n on F o τn for all n ∈ N.
Supposing that (P n ) n∈N is a local solution, the consistency assumption shows that the extension, provided it exists, is a global solution.
Stroock and Varadhan [28] construct a consistent sequence as in Proposition 2.8 under a uniqueness condition. In general semimartingale cases, the consistency holds when the sequence (P n ) n∈N has a local uniqueness property as define in [13, Definition III.2.37]. Local uniqueness is a strong concept of uniqueness, which in particular implies (global) uniqueness. In Markovian settings, such as the diffusion setting of Stroock and Varadhan, local uniqueness is implied by the existence of (globally) unique solutions for all degenerated initial laws, see [13, Theorem III.2.40 ]. 1 In more general cases, however, local uniqueness is considered to be difficult to show, see the comment in the beginning of [13, Section III.2d.2]. In our opinion, using local uniqueness is a natural approach to verify the consistency hypothesis. The approximation argument requires no uniqueness condition. However, it also provides no uniqueness statement.
A version of the convergence criterion lim n→∞ P n (τ n ≤ t) = 0 from Proposition 2.8 is also verified in the tightness argument as presented in Section 3.2 below. This is a similarity between the extension and the approximation argument and illustrates that both are soul mates in the point that they prevent a loss of mass.
In some cases it is possible to construct a consistent sequence as in Proposition 2.8 without a uniqueness assumption. An example for such a case arises from a local change of measure. Suppose that Q is a probability measure and that Z is a nonnegative normalized local Q-martingale with localizing sequence (τ n ) n∈N . We define a sequence (P n ) n∈N by P n = Z τn · Q, i.e. P n (G) = E Q [Z τn 1 G ] for all G ∈ F. The consistency follows from the martingale property of Z ·∧τn via the optional stopping theorem. Consequently, the existence of an extension P of (P n ) n∈N follows from Proposition 2.8 if
which is equivalent to the Q-martingale property of Z. The extension P is locally absolutely continuous with respect to Q, because for all G ∈ F o t we have G ∩ {τ n > t} ∈ F o τn and thus
Consequently, if the coordinate process is a Q-semimartingale, it is also a Psemimartingale due to [13, Theorem III.3.13 ]. This argument does not require any form of uniqueness. However, it requires that there exists a probability measure Q for which the coordinate process is a semimartingale. Furthermore, the structure of the local characteristics under P is determined by Q and Z via Girsanov's theorem (see [13, Theorem III.3.24] ). Nevertheless, we think that this method provides a possibility to relax the assumptions in the Theorems 2.3 and 2.4. Namely, one can apply one of our main results to obtain the probability measure Q and then deduce the existence of a probability measure P corresponding to local characteristics which need not to satisfy the continuity conditions formulated in Condition 1. We refer to [3] for a discussion of the extension method in a general semimartingale setting.
Application: Existence Conditions for Jump-Diffusions
In this subsection we discuss the classical jump-diffusion case as an important example.
We assume that for all t ∈ R + and g ∈ C 1 (R d ) the maps
are continuous. Then, the Skorokhod continuity property and the local uniform continuity property hold, see part (a) of Example 2.5. Furthermore, we assume that the maps
are locally bounded. Then, the local majoration property holds. Next, we deduce an existence result from Theorems 2.3 and 2.4. We restrict the statement to the linear growth conditions because these are easier to formulate. Of course, Theorems 2.3 and 2.4 also provide Lyapunov-type existence criteria.
Corollary 2.9. In addition to the assumptions above, suppose that one of the following two conditions holds:
(i) For all t ∈ R + there exists an a > 0 such that
and there exists a Borel function γ : 
where h ′ (y) y − h(y) and
Then, there exists a probability measure P on (Ω, F) such that the coordinate process X is a P -semimartingale with local characteristics (b, c, K; A) and initial law η.
This existence result can be viewed as a generalization of [13, Corollary IX.2.33] where the global boundedness assumptions is replaced by a local boundedness assumptions and a linear growth condition.
As pointed out by a referee, the local big jump condition has a relation to the symbol associated to the candidate triplet. In the following we explain this connection. We define the symbol associated to (b, c, K) by
for t ∈ R + and x, ξ ∈ R d . Recall that b, c and K are such that the maps (8) are continuous.
Proposition 2.10. For t ∈ R + consider the following properties:
(i) For all ξ ∈ R d the map
is continuous. This observation has two consequences which we would like to mention. First, in many applications the continuity of (9) is easy to see and Proposition 2.10 can be used to verify the local big jump property.
Second, in some existence results for time-homogeneous jump-diffusions it is assumed that the symbol is continuous, see, for instance, [9, Theorem 3.15 ] and [20, Theorem 2.2]. Proposition 2.10 relates this assumption to the local big jump condition from Corollary 2.9.
Proof of Theorem 2.3 and Theorem 2.4
In view of Proposition 2.1 it suffices to show the claim for all degenerated initial laws, i.e. we assume that η = δ z , where z ∈ R d is chosen arbitrary. Here δ denotes the Dirac measure. The proof is split into three steps: First, we construct a sequence of probability measures, see Section 3.1. Second, we show that the sequence is tight, see Section 3.2. This step requires different arguments under the assumptions of Theorem 2.3 and Theorem 2.4. Third, we use a martingale problem argument to identify any accumulation point of the sequence as a probability measure under which the coordinate process is a semimartingale with local characteristics (b, c, K; A) and initial law δ z , see Section 3.3.
In general, we assume that the Conditions 1 and 5 hold. In case we impose additional assumptions in one of the following sections we indicate these in the beginning.
The Approximation Sequence (P n ) n∈N
Let φ n : R → [0, 1] be a sequence of cutoff functions, i.e. φ n ∈ C ∞ c (R) with φ n (x) = 1 for x ∈ [−n, n] and φ n (x) = 0 for |x| ≥ n + 1. We define X * t sup s∈[0,t] X s− for t ∈ R + and note that X * is a predictable process, because it is left continuous and adapted. Set
It is clear that (b n , c n , K n ) is a candidate triplet. Fix n ∈ N. Our goal is to apply [13, Theorem IX.2.31] to conclude that there exists a probability measure P n such that the coordinate process is a P n -semimartingale with local characteristics (b n , c n , K n ; A) and initial law δ z . We proceed by checking the prerequisites of [13, Theorem IX.2.31]. By the local majoration property of the candidate triplet (b, c, K) (Condition 1 (i)) the modified triplet (b n , c n , K n ) has the following global majoration property:
Furthermore, the triplet (b n , c n , K n ) has the following modified Skorokhod continuity property: For all t ∈ R + and g ∈ C 1 (R d ) the maps
are continuous for the Skorokhod topology. To see this, we first note the following:
Proof. Let (α n ) n∈N ⊂ Ω such that α n → α as n → ∞. By [13, Theorem VI. 1.14] there exists a sequence (λ n ) n∈N of strictly increasing continuous functions R + → R + such that λ n (0) = 0, λ n (t) ր ∞ as t → ∞ and for all N ∈ N sup s∈R+ |λ n (s) − s| + sup
as n → ∞. Now, we have
α n (λ n (s)) − α(s) → 0 as n → ∞ by (10) . In case t ∈ J(α), (10) also yields that
Thus, ω → X * t (ω) is continuous at α for all t ∈ J(α). Because φ n is continuous, this implies the claim.
Because càdlàg functions have at most countably many discontinuities, for each α ∈ Ω the set J(α) is at most countable. Thus, because the function t → A t is assumed to be continuous, the set J(α) is a dA t -null set. Now, the modified Skorokhod continuity property of (b n , c n , K n ) follows from the Skorokhod continuity property of (b, c, K) (Condition 1 (ii)) and the dominated convergence theorem.
Finally, we also note that the modified triplet (b n , c n , K n ) has the following modified local uniform continuity property:
For all t ∈ R + , g ∈ C 1 (R d ), i, j = 1, . . . , d and all compact sets K ⊂ Ω any k ∈ {ω → b n,i t (ω), c n,ij t (ω), g(x)K n t (ω; dx)} has the uniform continuity property that for all ε > 0 there exists a δ = δ(ε) > 0 such that for all ω, α ∈ K Proof. By the local uniform continuity property of (b, c, K) (Condition 1 (iii)) it suffices to consider k(ω) = φ n (X * t (ω))g(ω), where g already has the uniform continuity property and |g| is bounded by a constant g ∞ > 0. We fix ε > 0. There exists a δ * = δ * (ε) > 0 such that for all ω, α ∈ K Because smooth functions with compact support are Lipschitz continuous, there exists a constant L > 0 such that |φ n (X * Now, choose δ min(δ * , ε(2L g ∞ ) −1 ). Then, we obtain for all ω, α ∈ K : sup s∈[0,t] ω(s) − α(s) < δ that
We conclude that k has the uniform continuity property.
Finally, we note that for all
by the local big jump property of K (Condition 5). In summary, we conclude that the prerequisites of [13, Theorem IX.2.31] are fulfilled. Consequently, there exists a probability measure P n such that the coordinate process X is a P n -semimartingale with local characteristics (b n , c n , K n ; A) and initial law δ z .
Tightness of (P n ) n∈N
For m > 0 we define the stopping time
For m > 0 and n ∈ N we define P n,m to be the law of the stopped process X ·∧ρm under P n . Our strategy is first to show tightness for (P n,m ) n∈N and then to deduce the tightness of (P n ) n∈N with the help of the Lyapunov and linear growth conditions. 
is an increasing process for all n ∈ N.
Because P n,m • X −1 0 = δ z for all n, m ∈ N, (i) is trivially satisfied. Due to [27, Fact 2.9, Theorem 2.17] the map
is universally measurable (see [27, Definition 2.8] ). Thus, the integral
by local majoration property (Condition 1 (i)). Consequently, we deduce from Chebyshev's inequality, the local big jump property of K (Condition 2) and the dominated convergence theorem that for all t, ε > 0 lim sup
We conclude that (ii) holds. We set
The local majoration property (Condition 1 (i)) implies that γ i < ∞ for all i = 1, . . . , d. Denote by Var(·) the variation process. It is easy to see that the process 
where w ′ is the modulus of continuity defined on p. 438 in [7] . We only need the following property of w ′ : For a random time τ we have 
Now, we have
Thus, using (11), (P n ) n∈N is tight if we can chose m > 0 such that lim sup n→∞ P n N > ρ m ≤ ε 2 .
Of course, we would first determine m > 0 and afterwards K, M > 0. From this point on the strategies for the conditions from the Theorems 2.3 and 2.4 distinguish. To prove Theorem 2.3 we separate the big jumps, which is a step we do not require in the proof of Theorem 2.4.
Separation of the Big Jumps
In this section we use ideas from the proof of [23, Theorem 6.4.1]. We fix a constant a ∈ (0, ∞] which we determine later and m > max(N, 2). Set
Because X has càdlàg paths, 1{ ∆X s > a} = 1 only for finitely many s ∈ [0, t]. Thus, Y a is well-defined. Note that for two non-negative random variables U and V we have
Hence, we obtain
Clearly, sup s∈[0,N ∧ρm] Y a s can only be larger than one in case that at least one jump with norm strictly larger than a happens before time N ∧ ρ m , i.e.
Thus, we deduce from Lenglart's domination property, see [13, Lemma I.3 .30], and Chebyshev's inequality that for all ǫ > 0 P n sup
In case Condition 2 is assumed (i.e. in the case of Theorem 2.3), we can choose a ∈ (θ, ∞) independent of n and m such that
In case Condition 2 is not assumed to hold (i.e. in the case of Theorem 2.4) we choose a ≡ ∞. Because Y ∞ = 0, in this case we clearly have P n sup
These choices for a stay fix from now on. Set
We note that Consequently, if (3) and (4) hold we can choose a ∈ (θ, ∞) such that (12) holds.
Non-Explosion under the Lyapunov Conditions
In this section we assume that either the Conditions 2 and 3 hold or that Condition 6 holds. In case a < ∞ we deduce from [13, Theorem II.2.21, Proposition II.2.24] that the process X a is a P n -semimartingale with local characteristics (b n,a , c n , K n,a ; A) corresponding to the truncation function x1{ x ≤ a}, where b n,a t φ n (X * t )1{t ≤ n + 1}b a t , K n,a t (dx) 1{ x ≤ a}K n t (dx), t ∈ R + .
From now on we assume that Condition 6 holds. In case the Conditions 2 and 3 hold it suffices to replace γ, V, β, L and X in the following argument by γ a , V a , β a , L a and X a . Set
Because we assume (5) (see (1) for the case where Condition 3 holds), we can deduce from Ito's formula (see, e.g., [13, Theorem I.4 .57]) and [13, Lemma I.3.10, Proposition II.1.28] that Y is a local P n -martingale. For all (t, ω) ∈ R + × Ω we have t 0 1{γ(s)V (ω(s−)) < (LV )(ω; s)φ n (X * s (ω))1{s ≤ n + 1}}dA s = 0, by Condition 6. Thus, Y ≥ Z ≥ 0, which implies that Y is a non-negative local P nmartingale and hence a P n -supermartingale by Fatou's lemma. Because β is increasing with β(m) ր ∞ as m → ∞, we find an m > max(N, 2) such that
we deduce from the supermartingale inequality (see, e.g., [ 
We conclude that (P n ) n∈N is tight.
Non-Explosion under Conditions 2 and 4
In this section we assume that the Conditions 2 and 4 hold. We use an argument based on Gronwall's lemma. 
By the definition of ζ m , we deduce from the inequality (a 1 + a 2 ) 2 ≤ 2(
Using the inequality (a 1 + a 2 + a 3 ) 2 ≤ 3(|a 1 | 2 + |a 2 | 2 + |a 3 | 2 ), we conclude that there exist a constant c * > 0 and a dA t -integrable Borel function ι : [0, T ] → R + , which only depend on z, T and γ a , such that
Applying the Gronwall-type lemma [ and therefore we conclude that (P n ) n∈N is tight.
Non-Explosion under Condition 7
In this section we assume that Condition 7 holds. The argument is almost identical to the one given in Section 3.2.5. The only difference is that we have an additional big jump term. Namely, we have
Here, h is the truncation function we fixed from the beginning and h ′ (x) = x − h(x). We note that · 0 h ′ (x)K n s (dx)dA s is well-defined due to Condition 7. Moreover, [13, Proposition II.1.28, Theorem II. 1.33] imply that N is a square integrable local P nmartingale with predictable quadratic variation process
We deduce from Doob's inequality that Using estimates similar to (13) and (14) 
Martingale Problem Argument
In this section we show that for every accumulation point of (P n ) n∈N the coordinate process is a semimartingale with local characteristics (b, c, K; A) and initial law δ z .
Let P be an accumulation point of (P n ) n∈N . Without loss of generality, we assume that P n → P weakly as n → ∞. Because ω → ω(0) is continuous, we clearly have
Finally, we define
Fix m ∈ U and denote by P n,m the law of X ·∧τm under P n and by P m the law of X ·∧τm under P . Due to [13, Proposition VI.2.12] and the definition of U , the map ω → X ·∧τm(ω) (ω) is P -a.s. continuous. Thus, due to the continuous mapping theorem, we have P n,m → P m weakly as n → ∞.
Due to [ 
Due to the local majoration property (Condition 1 (i)), the Skorokhod continuity property (Condition 1 (ii)) and the fact that the map ω → τ m (ω) is P -a.s. continuous, because m ∈ U and [13, Proposition VI.2.11], part (i) holds due to [13, IX.3.42 ].
Part (ii) follows from the local majoration property (Condition 1 (i)), because for each g ∈ C 1 (R d ) we find a constant c * > 0 such that g(x) ≤ c * (1 ∧ x 2 ) for all x ∈ R d .
It remains to explain that (iii) holds. Let (k, k n ) be either (b, b n ), ( c, c n ) or ( g(x)K(dx), g(x)K n (dx)), where g ∈ C 1 (R d ). Chebyshev's inequality yields that for all t ∈ R + and ε > 0 (i) The stopped coordinate process X ·∧τm is a P -semimartingale with local charac-
is a local P -martingale.
Fix a bounded f ∈ C 2 (R d ) and let M f be as in (15) . The local majoration property (Condition 1 (i)) yields that M f is bounded on finite time intervals and therefore a martingale whenever it is a local martingale. Because X ·∧τm is a P m -semimartingale with local characteristics ( Recall that m ∈ U was arbitrary. As in the proof of [13, Proposition IX.1.17] we see that the complement of U is at most countable. Consequently, we find a sequence (m k ) k∈N ⊂ U such that m k ր ∞ as k → ∞. In particular, we have τ mk ր ∞ as k → ∞. It follows now from [13, Theorem II.2.42 ] that the coordinate process is a P -semimartingale with local characteristics (b, c, K; A). The proof of the Theorems 2.3 and 2.4 is complete.
Comment. The proof of [13, Theorem IX.2.11] completely relies on the martingale problem method, i.e. certain processes are identified to be local martingales, which implies the conclusion due to [13, Theorem II.2.21] .
We stress that the set X loc is countable.
Due to [13, Theorem II.2.21], X is a P -semimartingale with local characterisics (b, c, K; A) and initial law η if, and only if, P • X −1 0 = η and all processes in X (or, equivalently, all processes in X loc ) are local P -martingales.
For a bounded function f : R d → R n we set f ∞ sup x∈R d f (x) . We note that for any g ∈ C + (R d ) 
Hence, because for all t ∈ R + we have
we conclude that all processes in X loc are bounded and therefore martingales whenever they are local martingales. Furthermore, because predictable processes are (F t− ) t≥0adapted, see [13, Proposition I.2.4] , and F t− ⊆ F o t for t > 0, see [13, p. 159 ], all processes in X are (F o t ) t≥0 -adapted. Because, due to [5, Proposition 2.1.5], the random time τ Y n is an (F o t ) t≥0 -stopping time whenever Y is (F o t ) t≥0 -adapted, all processes in X loc are (F t ) t≥0 -martingales if, and only if, they are (F o t ) t≥0 -martingales. Here, the implication ⇒ follows from the tower rule and the implication ⇐ follows from the backward martingale convergence theorem.
In summary, we proved the following:
Lemma A.1. For a probability measure P on (Ω, F) the coordinate process X is a P -semimartingale with local characteristics (b, c, K; A) and initial law η if, and only if, P • X −1 0 = η and all processes in X loc are P -martingales for the filtration (F o t ) t≥0 .
With this observation at hand we are in the position to prove Proposition 2.1 along the lines of the proof of [17, Proposition 2].
Let P be the set of all probability measures P on (Ω, F) such that the coordinate process is a P -semimartingale with local characteristics (b, c, K; A) and initial law δ z for some z ∈ R d . We consider P as a subspace of the Polish space P of probability measures on (Ω, F) equipped with the topology of convergence in distribution. We note that the space P is separable and metrizable.
Lemma A.2. The set P is a Borel subset of P.
Proof. Let I {P ∈ P : P • X −1 0 ∈ {δ x , x ∈ R d }} and let J be the set of all P ∈ P such that
for all Y ∈ X loc , 0 ≤ s < t < ∞ and G ∈ F o s . In (A1) we can restrict ourselves to rational 0 ≤ s < t < ∞ because of the right-continuity of Y . Furthermore, the σ-field F o s = σ(X r , r ∈ [0, s] ∩ Q + ) is countable generated, i.e. contains a countable determining class. Thus, in (A1) it also suffices to take only countably many sets from F o s into consideration. We conclude that J is Borel due to [1, Theorem 15.13 ]. Due to [2, Theorem 8.3.7] the set {δ x , x ∈ R d } is Borel. Thus, since P → P • X −1 0 is continuous, we also conclude that I is Borel. In view of Lemma A.1, it follows that P = I ∩ J is Borel.
In view of [16, Theorem A.1.6] , the previous lemma implies that P is a Borel space in the sense of [16, p. 456 ]. Let Φ : P → R d be the map such that Φ(P ) is the starting point associated to P ∈ P. We claim that Φ is continuous and therefore Borel. To see this let (P n ) n∈N , P ⊂ P such that P n → P weakly as n → ∞. Then, we have 1 ∧ Φ(P n ) − Φ(P ) = E P n 1 ∧ X 0 − Φ(P ) → E P 1 ∧ X 0 − Φ(P ) = 0 as n → ∞ due to the definition of convergence in distribution. We conclude that Φ is continuous. Furthermore, its graph G (P, Φ(P )) : P ∈ P is a Borel subset of P × R d due to [ By the definition of G, for all x ∈ N the coordinate process is a P x -semimartingale with local characteristics (b, c, K; A) and initial law δ x . Clearly, the probability measure P η P x η(dx) satisfies P η • X −1 0 = η. Furthermore, for all x ∈ N we have
for all 0 ≤ s < t < ∞, F ∈ F o s and Y ∈ X loc . Consequently, integrating and using Lemma A.1 yields that the coordinate process is a P η -semimartingale with local characteristics (b, c, K; A) and initial law η. This completes the proof.
