Compression and content-based video retrieval (CBVR) 
INTRODUCTION
Content-based video retrieval (CBVR) and compression are essential needs for efficient and intelligent utilizations of vast multimedia databases over the Internet. In video sequences, object based extraction techniques are gaining importance in achieving compression and performing content-based video retrieval.
There are many object extraction techniques, such as average-max filters [I] and key frame representation [2] . However, average-max filters in [I] The novelty of the proposed methods in this paper lies in the extraction of independent objects through a background separation technique and in the processing of every independent kame of video sequences. In this paper, Independent Component Analysis (ICA) and Spatiotemporal Independent Component Analysis (stICA) are applied to the video frames respectively. The data obtained after ICA and stICA are further processed by wavelet analysis and edge detection to improve the accuracy. Experiment results show satisfactory outputs from the proposed system.
METHODOLOGIES

Extracting objects by Independent Component Analysis OCA)
The video object segmentation system introduced in this paper uses both Independent Component Analysis and Spatiotemporal Independent Component Analysis (stICA) to extract objects from selected video frames.
ICA is a statistical technique introduced in the 1980s [3] In [4] , Hyvarinen gave a pedagogical procedure to demonstrate that maximizing the nongausianity could give independent components. He also illustrated that ICA estimation by minimization of mutual information is equivalent to maximizing the nongaussianities of the estimates of the independent components. These are the most popular approximation methods used in ICA algorithms.
In our experiments, video frames are selected as observed mixture signals x, and Informax algorithm [5] is applied on these signals. Extracted signals s are obtained and further processed by wavelet analysis which will be introduced in the following sections.
Extracting Objects by Spatiotemporal Independent Component Analysis (stICA)
Spatiotemporal Independent Component Analysis (stICA) [6] is a generalization of classic ICA to blindly separate the independent sources from their spatial and temporal mixtures. It was initially developed in functional Magnetic Resonance Imaging (fMRI). In ICA model (I), the source ma& s is assumed to be independent and there are no constrains on the other matrix. But in stICA, not only spatial signals (images) are a set of independent components, but the time courses are also a set of independent components. If we take a transpose of (I), we have Now, s also looks like a mixing matrix. Here A and s are generated by independent random variables. 
X=SAT' =bvs@wry =W,w;S' (4) One can recover the image signals and time courses at the same time using minimization of mutual infnmiation similar to normal ICA approximation techniques. ]'lease refer to [6] for details.
In the proposed techniques as shown in Figure 1 , we select the video sequences as observed images X and apply stICA on them. Using SVD, video sequence frames are decomposed into two parts, eigenimages and corresponding eigen time courses.
(5)
Informax criterion is used on both spatial and temporal matrices instantaneously: conjugate gmdient minimization is implemented to approximate unniixing matrices W, and WT, and find the independent components S and T. Even though we extract the spatial signals S, they are still coarser and will require fine tuning by postprocessing techniques as will be explained in the next sections.
Using Wavelet Analysis to locate Region of Interest (ROI)
As an excellent tool of image analysis, w:%velet performs well in local edge detection. In general, large coeficients are introduced in the process of wavelet transformation when an edge transition is detected.
The extracted source images frnm both ICA and !itICA are decomposed using Haar filter at the second level.
Analyzed along the vertical direction, we measure the maximum of each column's absolute values. In our simulations, it can be noted that large variation in the coefficients are observed at the edges of the image. But there are also some valleys between peaks, which can confuse decision making. To avoid missing information, moving overlap windows are used. Mean value is calculated for every four pixels. Overlap windows smooth the curve so that it covers all pixels The experiments show that the valleys between two pealis are increased.
A high pass filter follows the moving windows and sets the pixels outside edges to be zeros, which form the background of the object.
Performing wavelet analysis along the horizontal direction by the same routine, rectangle regions of interest (ROI) as shown in Figure 3 and Figure 4 are obtained. In this way, ROIs which contain the objects of interest are then identified. The purpose of segmenting an ROI is to decrease the computational complexity for later postprocessing and to reduce the noise so that edges detection technique can achieve better results.
Outlining objects by Edge detection
For both ICA and stICA processed images, we apply edge detection such as the Sobel method in the rectangle ROIs. This gives us clear object edges as shown in Figure   5 .
In comparing the outlined edge objects with the original video frame, final extracted objects are obtained, shown in Figure 6. 
RESULTS AND DISCUSSIONS
In ow experiments, a video sequence of 10 seconds duration is used and we randomly selected 9 frames as mixture signals for our system.
Each mixture is a 360x240 pixels image with 256 grayscale. In the first simulation, we applied the stICA algorithm. Nine images are obtained, but only the background picture is relatively clear and close to the original image. There are some blurs in the other eight pictures. Then this recovered background is used, and subtracted from all the original frames to get the initial processed images like Figure 3 .
As mentioned earlier in section 2.3, our postprocessing begins with wavelet analysis along vertical and horizontal directions, which can successfully locate the region of interest to reduce the computation and complexity. For example, in Figures 3 to 5 , we just need to consider an area of 179x51, which is only 10.57% of the original area. And in Figure 4 , it shows the ROI's location is so accurate that the interested object is completely tracked inside the rectangular area.
Following locating ROI, edge detection is applied. The stlCA processed image helps us to overcome this problem by coarse detecting the edge and shows it as a black and white picture ( Figure 5 ). Combining these outputs and original video frames, we can locate the edge of our interested objects ( Figure 6 ).
All of the extracted objects are clear and identical. Now they are ready for security purpose usage or for content-based retrieval through the Intemet.
In the second simulation, we apply the mixture data to classic ICA. Then the same postprocessing is done. The final result is given in Figure 7 .
For comparison, the peak-signal-to-noise-ratio ( P S N R ) of the experiment outputs compared to the real object is calculated in Table 1 . It can be seen that stICA based extraction is superior to the conventional ICA.
CONCLUSIONS
We present a new method to extract objects from video sequences. stICA, wavelet analysis and edge detection techniques are used. The traditional ICA approach is compared with the proposed technique.
The experiments prove that stICA method can restore a fixed camera background without supervision successfully and stICA's results are better than the classic ICA's. The reason is that stICA concerns both spatial and time sequences which are very important in video analysis, but ICA only concerns on spatial sequences.
Future work will involve improving the stICA algorithm to produce more accurate source images thereby reducing the post processing requirement. Other postprocessing techniques will also be experimented for better ROI detections. 
Postprocessing
