We review the status and prospects of theoretical studies of neutrino-nucleus interactions, and discuss the influence of the treatment of nuclear effects on the determination of oscillation parameters. The models developed to describe the variety of reaction mechanisms contributing to the nuclear cross sections are analysed, with emphasis placed on their capability to reproduce the available electron scattering data. The impact of the uncertainties associated with the description of nuclear dynamics on the the oscillation parameters is illustrated through examples, and possible avenues towards a better understanding of the signals detected by long baseline experiments are outlined.
I. INTRODUCTION
Neutrino physics is entering the age of precision measurements. A number of experiments have firmly established the occurrence of neutrino oscillations and determined the corresponding squared mass differences and mixing angles (Abe et al., 2014c; Adamson et al., 2011; Ahmad et al., 2002; Aliu et al., 2005; Araki et al., 2005; Ashie et al., 2004) . These measurements have provided unambiguous evidence that neutrinos-assumed to be massless in the standard model of particle physics-do have non-vanishing masses.
Recent reactor experiments (Abe et al., 2014b; Ahn et al., 2012; An et al., 2012) reported accurate measurements of the θ 13 mixing angle, the value of which turned out to be ∼10 deg. The large θ 13 mixing angle will enable future experiments-such as the Long-Baseline Neutrino Experiment (LBNE) in the United States (Akiri et al., 2011) -to search for leptonic CP violation in appearance mode, thus addressing one of the outstanding fundamental problems of particle physics. These searches will involve high precision determinations of the oscillation parameters, which in turn require a deep understanding of neutrino interactions with atomic nuclei. In view of the achieved and planned experimental accuracies, the treatment of nuclear effects is indeed regarded as one of the main sources of systematic uncertainty (Abe et al., 2013) .
Over the past decade, it has become more and more evident that the independent particle model of nucleithe ultimate implementation of which is the Relativistic Fermi Gas Model (RFGM) routinely employed in simulations of neutrino-nucleus interactions-fails to account for the complexity of nuclear dynamics and the variety of reaction mechanisms contributing to the detected signals.
The large discrepancy between the results of Monte Carlo simulations and the double differential cross secarXiv:1501.06448v1 [nucl-th] 26 Jan 2015 2 tion of charged current (CC) quasielastic (QE) interactions in carbon, measured by the MiniBooNE Collaboration using a beam of average energy ∼0.8 (0.7) GeV in the neutrino (antineutrino) mode, is a striking manifestation of the above problem (Aguilar-Arevalo et al., 2010 . More recently, the analysis of the inclusive ν µ -nucleus cross sections at beam energy in the range 2 − 20 GeV, measured by the MINERνA Collaboration using a variety of targets, led to the striking conclusion that none of nuclear models implemented in Monte Carlo simulations appears to be capable of explaining the data (Tice et al., 2014) .
A great deal of effort is currently being devoted to the development of theoretical models providing a fully quantitative description of the neutrino-nucleus cross section in the kinematical regime relevant to most ongoing and future accelerator-based experiments, corresponding to beam energies ranging from few hundred MeV to few GeV. In this context, a key role is played by the availability of a wealth of electron scattering data.
Electron scattering experiments have provided accurate information on the electromagnetic response of a number of nuclei. Static form factors and charge distributions have been extracted from elastic scattering data, while the measurements of inelastic cross sections have allowed for a systematic study of the dynamic response functions in a broad range of energy and momentum transfer. Finally, with the advent of the last generation of continuous beam accelerators, a number of exclusive processes have been analysed to unprecedented precision.
The large body of measured electron scattering cross sections provides an indispensable benchmark for validation of theoretical models of neutrino-nucleus interactions. In addition, new dedicated experiments will be needed to gain information on nuclei employed in neutrino detectors, most notably argon, for which the available data is scarce, or non existing, .
This Review is organized as follows. In Section II we provide a comparative analysis between electron and neutrino-nucleus scattering, aimed at pointing out the additional difficulties involved in the interpretation of the flux-integrated neutrino cross sections. The theoretical description of the reaction mechanisms contributing to the electron-nucleus cross section is outlined in Section III, where the ability of different approaches to reproduce the data is also illustrated. The generalisation of the formalism based on the impulse approximation to the case of neutrino interactions and the difficulties associated with the interpretation of the measured CC QE cross sections are discussed in Sections IV and V, respectively, while Section VI is devoted to a discussion of the problems involved in the implementation of the spectral function formalism in neutrino event generators. In Section VII we provide few examples showing how the treatment of nuclear effects influences the determination of neutrino oscillation parameters. Finally, in Section VIII we summarise our assessment of the present status and future perspectives of the field.
II. CONFRONTING ELECTRON-AND NEUTRINO-NUCLEUS SCATTERING
The description of electron-nucleus interactions involves a variety of non-trivial problems, arising from the complexity of nuclear structure and dynamics. Figure 1 shows the typical behaviour of the double differential cross section of the inclusive process e + A → e + X ,
in which only the outgoing lepton is detected, at beam energy around 1 GeV. Here, A and X denote the target nucleus, in its ground state, and the undetected hadronic final state, respectively.
FIG. 1 Schematic representation of the inclusive electron-
nucleus cross section at beam energy around 1 GeV, as a function of the energy transfer (Benhar et al., 2008) .
The data is shown for fixed electron scattering angle, θ e , as a function of the energy transfer ω = E e − E e , the value of which largely determines the dominant reaction mechanism. The bump centered at ω = ω QE = Q 2 /2m, where m is the nucleon mass and Q 2 = 4E e E e sin 2 (θ e /2), corresponds to single nucleon knockout, while the structure visible at larger ω reflects the onset of more complex mechanisms, such as coupling to nucleons belonging to correlated pairs or two-nucleon currents arising from meson exchange processes, excitation of nucleon resonances and deep inelastic scattering.
The analysis of electron scattering data has clearly exposed the limitations of the independent particle picture, providing the conceptual framework of the nuclear shell model. Accurate measurements of the coincidence (e, e p) cross section have unambiguously demonstrated that, while the spectroscopic lines corresponding to knock out of nucleons occupying the shell model states are clearly visible in the missing energy spectra, the associated spectroscopic factors are considerably lower than expected, regardless of the nuclear mass number. This is a clear manifestation of the importance of dynamical nucleonnucleon (NN) correlations leading to the excitation of nucleon pairs to continuum states of energy much larger than the Fermi energy, thus depleting the states within the Fermi sea. A comparison between the results of theoretical calculations and data offers overwhelming evidence that, in order to achieve a realistic descriptions of nuclear interactions, correlation effects need to be included (Benhar et al., 1993b) .
Advanced nuclear models, developed using the formalism of many-body theory, provide an overall satisfactory description of the observed cross sections over a broad kinematical range. In particular, in the region in which QE scattering dominates the data is generally reproduced with an accuracy of few percent (Benhar et al., 2005) (for a recent review of electron-nucleus scattering in the QE sector see also Benhar et al. (2008) ).
Nuclear Many-Body Theory (NMBT) is based on the tenet that nucleons can be treated as point like non relativistic particles, the dynamics of which are described by the hamiltonian
In the above equation, p i is the momentum of the i-th nucleon, while the potentials v ij and V ijk describe twoand three-nucleon interactions, respectively. The two-nucleon potential is obtained from an accurate fit to the available data on the two-nucleon system-in both bound and scattering states, and reduces to the Yukawa one-pion-exchange potential at large distances . The inclusion of the additional three-body term, V ijk , is needed to reproduce the binding energies of the three-nucleon systems (Pudliner et al., 1995) .
The nuclear electromagnetic current, J µ ≡ (J 0 , J), is related to the hamiltonian (2) through the continuity equation (Riska, 1989) 
Because the NN potential v ij does not commute with the charge operator J 0 , the above equation implies that J µ involves two-nucleon contributions, arising from meson exchange processes. Therefore, it can be conveniently written in the form
The main difficulty associated with the extension of the theoretical approaches developed for electron-nucleus scattering to the case of neutrino scattering arises from the fact that, since neutrino beams are always produced as secondary decay products, their energy is not sharply defined, but broadly distributed according to a flux Φ.
Consider, for example, charged-current neutrino interactions. In this instance, detection of the energy of the outgoing lepton, T , does not provide the information on the energy transfer, ω, and different reaction mechanisms contribute to the double differential cross section measured at fixed T and lepton scattering angle, θ .
This feature is clearly illustrated in Fig. 2 , showing the inclusive electron-carbon cross sections at θ e = 37 deg and beam energies ranging between 0.730 and 1.501 GeV, as a function of the energy of the outgoing electron (O'Connell et al., 1987; Sealock et al., 1989) . It clearly appears that the highlighted electron energy bin (550 < T e < 650 MeV), corresponding to QE kinematics at E e = 730 MeV, picks up contributions from scattering processes taking place at different beam energies, in which reaction mechanisms other than single nucleon knockout dominate.
To gauge the extent to which different contributions are mixed up in a typical neutrino experiment, let us assume that the electron beam energy be distributed according to the MiniBooNE neutrino flux, displayed in (O'Connell et al., 1987; Sealock et al., 1989) , plotted as a function of the energy of the outgoing electron . The dashed lines represent the results of theoretical calculations, carried out taking into account QE scattering only.
The above discussion implies that the understanding of the flux-averaged neutrino cross section requires the development of theoretical models providing a consistent treatment of all reaction mechanisms active in the broad kinematical range corresponding to the relevant neutrino energies. 
III. THE ELECTRON-NUCLEUS CROSS SECTION
The differential cross section of process (1), in which an electron of initial four-momentum k e ≡ (E e , k e ) scatters off a nuclear target to a state of four-momentum k e ≡ (E e , k e ), the target final state being undetected, can be written in Born approximation as (see, e.g., Itzykson and Zuber (1980) )
where α = 1/137 is the fine structure constant, dΩ e is the differential solid angle in the direction specified by k e , Q 2 = −q 2 and q = k e − k e ≡ (ω, q) is the four momentum transfer.
The tensor L µν , that can be written neglecting the electron mass as
where g µν ≡ diag(1, −1, −1, −1) and (k e k e ) = E e E e − k e · k e is fully specified by the measured electron kinematical variables.
All information on target structure is contained in the tensor W µν , the definition of which involves the initial and final nuclear states |0 and |X , carrying fourmomenta P 0 and P X , as well as the nuclear current operator of Eq. (4). It can be cast in the form
where the sum includes all hadronic final states. The most general expression of the target tensor of Eq. (7), fulfilling the requirements of Lorentz covariance, conservation of parity and gauge invariance, can be written in terms of two structure functions W 1 and W 2 as
where M A is the target mass and the structure functions depend on the two scalar quantities Q 2 and (P 0 q). In the target rest frame (P 0 q) = M A ω, and W 1 and W 2 become functions of the measured momentum and energy transfer, |q| and ω.
Substitution of Eq. (8) into Eq. (5) leads to
where (dσ/dΩ e ) Mott = α 2 cos 2 (θ e /2)/4E 2 e sin 4 (θ e /2) is the Mott cross section.
The right-hand side of Eq. (9) can be conveniently rewritten in terms of the contributions arising from scattering processes induced by longitudinally (L) and transversely (T) polarized virtual photons. The resulting expression is
where the longitudinal and transverse structure functions, R L and R T , are trivially related to W 1 and W 2 through
and
The initial state of the target nucleus appearing in Eq. (7) can be safely treated using the non relativistic approximation, independent of the kinematical regime. At large momentum transfer, however, this scheme can not be used to describe either the nuclear final state, involving at least one particle carrying momentum ∼ q, or the current operator, which depends explicitly on momentum transfer.
At low and moderate momentum transfer, typically |q| < 500 MeV, accurate calculations of the tensor W µν of Eq. (7) can be carried out within NMBT, using nuclear wave functions derived from the hamiltonian of Eq. (2) to describe the initial and final states and expanding the current operator in powers of |q|/m (Carlson and Schiavilla, 1998 ).
On the other hand, additional assumptions are unavoidably required for the treatment of nuclear interactions in the region of large momentum transfer, the understanding of which is relevant to accelerator based neutrino experiment. For example, the mean momentum transfer of CC QE events obtained by averaging over the MiniBooNE (Aguilar-Arevalo et al., 2008) and Minerνa (Tice et al., 2014) neutrino fluxes turn out to be ∼ 640 and ∼ 880 MeV, respectively.
A. The impulse approximation
The Impulse Approximation (IA) scheme, extensively employed to analyze electron-nucleus scattering data in the region in which the non relativistic approximation breaks down (Benhar et al., 2008) , is based on the premise that at momentum transfer q such that q −1 << 2π/d, d being the average distance between nucleons in the target nucleus, the nuclear scattering process reduces to an incoherent sum of collisions involving individual nucleons, as illustrated in Fig. 4 , the remaining A − 1 particles acting as spectators. Moreover, final state interactions between the outgoing hadrons and the spectator nucleons are assumed to be negligible. Within this picture, the relativistic particles in the final state are completely decoupled from the recoiling nucleus, and the description of their motion becomes a trivial kinematical problem. Under the assumptions underlying the IA, the nuclear current of Eq.(4) simplifies to a sum of one-body terms, while the final state factorizes into the direct product of the hadronic state x, produced at the interaction vertex with momentum p x , and the state describing the (A−1)-nucleon residual system, carrying momentum p n 1 . As a consequence, in Eq. (7) we can replace
1 Note that the discussion of this Section is not restricted to the QE sector. To the extent to which a description of the elementary interaction vertex is available, it can be readily applied to resonance production and deep-inelastic scattering.
where the integrations include a sum over all discrete quantum numbers. Insertion of a complete set of free nucleon states, satisfying
leads to the factorization of the current matrix element according to
where
and E pn = |p n | 2 + m 2 . The nuclear matrix element appearing in the above equation, being independent of q, can be safely obtained from NMBT. On the other hand, the calculation of the matrix element of the current operator between free nucleon states can be carried out for all values of the momentum transfer without using any approximations.
Substituting Eq.(16) in Eq. (7) and using Eq.(14), one can rewrite the target tensor in the concise and transparent form
where the subscripts p and n denote proton and neutron, respectively, Z is the target charge, N = A − Z, and the spectral function P (k, E), yielding the probability of removing a nucleon with momentum k from the target ground state leaving the residual system with excitation energy E, is defined as 2 (Benhar et al., 1989 (Benhar et al., , 1994 )
E n being the energy the state |n, p n . The tensor
6 where α = p, n and E x is the energy of the hadronic final state carrying momentum p x = k + q, describes the electromagnetic interactions of a nucleon with four momentum k ≡ (E k , k) in free space. Note, however, that the four momentum transfer q is replaced byq ≡ (ω, q), withω
The substitution ω →ω is needed to take into account the fact that a fraction δω of the energy transfer to the target goes into excitation energy of the spectator system. Equation (20) shows that the elementary scattering process is described as if it took place in free space with energy transferω = ω − δω. It has to be pointed out that, while being fully justified on physics grounds, the use ofq in the nucleon tensor (20) poses a non trivial conceptual problem, in that it leads to a violation of gauge invariance. This problem is inherent in the IA scheme, which does not allow energy and current to be simultaneously conserved. A widely used prescription to restore gauge invariance, extensively tested in the analysis of (e, e p) experiments, has been developed by de Forest in the early 80s (de Forest Jr., 1983) .
Collecting the above results, the nuclear cross section can be finally written in the form
The above equations show that, within the IA scheme, the electron-nucleus cross section can be obtained folding the cross sections of the processes involving individual nucleons-which can be, at least in principle, measured using proton and deuteron targets-with the energy and momentum distribution of the participating nucleon provided by the spectral function.
Note that within the factorisation scheme, the effect of Pauli blocking on the phase space available to the struck nucleon in the final state-which becomes vanishingly small in the limit of large momentum transfer-is disregarded altogether. However, it can be taken into account through the replacement (Benhar et al., 2005) 
where θ(x) is the Heaviside step function andk F is an average nuclear Fermi momentum, derived within the local Fermi gas model (Ankowski et al., 2013) .
B. The nuclear spectral function
Within the mean field approximation underlying the independent particle model (IPM) of the nucleus, the sum over the sates of the residual (A − 1)-nucleon system appearing in Eq. (19) is restricted to bound one hole states. The corresponding spectral function can be written in the form
where the sum includes all single particle states belonging to the Fermi sea, labeled by the index α, φ α (k) and α being the corresponding momentum-space wave function and energy, respectively. Note that |φ α (k)| 2 yields the probability of finding a nucleon with momentum k in the state α.
The mean field approximation provides a fairly good description of the spectral functions at |k| < ∼ 250 MeV, and E lower than the energies required to remove a nucleon from the shell model states belonging to the Fermi sea.
A wealth of experimental information on the nuclear spectral functions in the kinematical regime in which mean field dynamics is dominant has been extracted from the cross sections of the (e, e p) process, measured using a variety of targets (for a review, see Dieperink and de Witt Huberts (1990) ; Frullani and Mougey (1984) ).
Within the RFGM, the single-particle states, labeled by the momentum k, are occupied with unit probability for |k| < k F , k F being the Fermi momentum, while all levels corresponding to |k| > k F are empty. As a consequence, the spectral function reduces to
where E k is the kinetic energy of a nucleon carrying momentum k, and¯ is an average binding energy.
The values of the two parameters of the RFGM, k F and¯ , are inferred from the width and position of the peak exhibited by the measured electron-nucleus cross sections in the QE channel, respectively (Moniz et al., 1971) .
It is very important to realise that, when using a realistic nuclear model, in which the effects of NN correlations are taken into account, more complex states, with at least one of the spectator nucleons excited to the continuum, give non vanishing contributions to the spectral function. Accurate calculations carried out for a variety of nuclear systems suggest that these contributions, arising form short-range dynamics, are largely unaffected by surface and shell effects, and are therefore nearly independent of A for A > 2. This feature is illustrated in Fig. 5 , showing the A-dependence of the momentum distribution, defined as
It clearly appears that in the region of |k| > ∼ 1.5 fm −1 , or |k| > ∼ 300 MeV, determined by short range correlations, the curves corresponding to systems other than deuteron come very close to one another. Note that in this region the IPM predicts vanishing momentum distributions.
FIG. 5 Calculated momentum distribution per nucleon in
2 H, 4 He, 16 O and uniform isospin-symmetric nuclear matter (NM) (Benhar et al., 1993b; Schiavilla et al., 1986) .
Highly accurate theoretical calculations of the spectral function can be carried out for uniform nuclear matter, exploiting the simplifications arising from translation invariance (Benhar et al., 1989) . The results of these calculations have been combined with the information obtained from (e, e p) experiments to obtain spectral functions of a variety of nuclei within the Local Density Approximation (LDA) (Benhar et al., 1994 (Benhar et al., , 2005 .
Within the LDA scheme, the validity of which is strongly supported by the results of Fig. 5 , the spectral function is written in the form
where the two terms describe the contributions associated with the nuclear mean field and NN correlations, respectively. The former is usually written in the factorized form (compare to Eq. (25))
The spectroscopic factor Z α < 1 and the function F α (E− α ), accounting for the finite width of the α-th shellmodel state, describe the effects of residual interactions not included in the mean-field picture. In the absence of these interactions,
and Eq. (25) is recovered. The correlation contribution is given by
where A (r) is the nuclear density distribution and P NM corr (k, E; ) is the continuum part of the spectral function of nuclear matter at uniform density . Note that the spectroscopic factors Z α are constrained by the requirement
Typically, the mean-field contribution accounts for ∼ 80 % of the above normalisation integral. The correlation strength located at large |kI and E has been recently measured at JLab using a carbon target (Rohe et al., 2004) . The results of this analysis are consistent with the data at low missing energy and missing momentum, as well as with the results of theoretical calculations carried out within NMBT. The oxygen spectral function of Benhar et al. (2005) , obtained using the LDA approximation, is shown in Fig. 6 . The peaks corresponding to the shell model states are clearly visible, as is the broad background contribution arising from removal of a nucleon belonging to a correlated pair. A very important consequence of the presence of the continuum contribution to the spectral function is that Eq. (22), in addition to single-nucleon knock out processes, in which the target nucleus is left in a bound one particle-one hole (1p1h) state, also describes interactions leading to the excitation of two particle-two hole (2p2h) final states. As an example, Fig. 7 , shows the inclusive electron-carbon cross section in the QE channel, at beam energy E e = 730 MeV and scattering angle θ e = 37 deg. The solid and dashed lines correspond to the contributions of processes involving 1p1h and 2p2h final states, 
C. y-scaling and superscaling
Scaling in the variable y follows from the dominance of the QE single nucleon knock out process, which allows to write the equation expressing conservation of energy in a simplified form.
As a consequence, in the limit of large momentum transfer the function
, which in general depends on both |q| and ω, becomes function of a single variable y = y(|q|, ω), defined by the relation (Sick et al., 1980; West, 1975) 
In Eq. (32), k = |k · q|, while k min ≡ (E min , k min ), E min and |k min | being the lowest values of the energy and momentum of the struck nucleon allowed by the kinematical setup.
The manifestation of y-scaling is illustrated in Fig. 8 , showing the iron data collected at Jefferson Lab by the E89-008 Collaboration (Arrington et al., 1999) . The values of |q| correspond to QE kinematics, i.e. to ω = ω QE = Q 2 /2m. It clearly appears that the inclusive cross sections measured over a broad range of momentum transfer, displayed in panel (A), collapse to the scaling function F (y) of panel (B) in the region y < 0, corresponding to energy transfer ω < ω QE . On the other hand, large scaling violations, arising from the onset of reaction mechanisms other than single nucleon knock out (see Fig. 1 ), are visible at y > 0. As pointed out above, scaling in the variable y, also referred to as scaling of first kind, reflects the |q|-independence of the inclusive cross section at large momentum transfer. A more general form of scaling, dubbed scaling of second kind, or superscaling, allows to eliminate the dependence of the scaling function on the nuclear target (Donnelly and Sick, 1999) . In Fig. 9 , the superscaling functions of nuclei with mass number 12 ≤ A ≤ 197 are shown as a function of the variable ψ = y/k F , where y is defined by Eq. (33) and k F is the nuclear Fermi momentum. The functions f (ψ ) have been obtained from the data of Day et al. (1987) at beam energy E e = 3.6 GeV and electron scattering angle θ e = 16 deg, corresponding Day et al. (1987) at beam energy Ee = 3.6 GeV and electron scattering angle θe = 16 deg, corresponding to |q| ∼ 1 GeV, are shown as a function of the variable ψ = y/kF (Donnelly and Sick, 1999) .
Besides allowing to identify the dominant reaction mechanism, the occurrence of superscaling can be exploited to predict the nuclear cross section for kinematical regions and targets not covered by the available data, although the contributions of mechanisms leading to large scaling violations, such as final state interaction and MEC, can only be described within a specific nuclear model. The universal scaling function extracted from electron scattering data has been extensively used to obtain both charged-and neutral-current neutrino-nucleus cross sections (Amaro et al., 2007; Martínez et al., 2008) .
D. Two-nucleon currents and 2p2h final states
In addition to NN correlations in the initial and final states, interactions involving electromagnetic twonucleon currents, arising from processes in which the photon couples to a meson exchanged between two nucleons, also lead to the excitation of 2p2h final states. As an example, the simplest such processes contributing to the electron scattering cross section are depicted in Fig. 10 .
The two-body currents are linked to the potential describing NN interactions through the continuity equation (3), establishing a relation between the nuclear hamiltonian H and the longitudinal component of the current J µ . As a consequence, the operator J µ can be separated into model-dependent and model-independent contributions, the latter being determined from the NN potential (Riska, 1989) .
As pointed out above, in the regime of low to moderate momentum transfer the nuclear matrix element of the two-nucleon current can be evaluated using realistic nuclear wave functions, obtained within the framework of NMBT, and a non relativistic reduction of the current operator, based on the expansion in powers of |q|/m (Carlson and Schiavilla, 1998) . The model-dependent component of the current, being transverse in nature, is not determined by the NN potential. Existing calculations typically take into account the isoscalar ρπγ and isovector ωπγ transition currents, as well as the isovector current associated with excitation of intermediate ∆-isobar resonances. The two-body charge operators include the π-, ρ-, and ω-meson exchange charge operators, the (isoscalar) ρπγ and (isovector) ωπγ couplings and the single-nucleon Darwin-Foldy and spin-orbit relativistic corrections (Schiavilla et al., 1990) . The role of the two nucleon current in electron scattering is best illustrated by comparing the longitudinal and transverse contributions to the scaling function F (y), discussed in Section III.C.
It is important to recall that the occurrence of scaling provides a strong handle on the identification of the reaction mechanism, while the observation of scaling violations reveals the role played by processes beyond the IA. In this context, valuable information is provided by the scaling analysis of the longitudinal (L) and transverse (T) contributions to the measured cross sections (see Eq. (10)). Figure 11 shows the y-dependence of the L and T scaling functions obtained by Finn et al. (1984) using the corresponding carbon responses, extracted from the cross sections measured by Barreau et al. (1983) . The onset of scaling is manifest in the region of the quasi free peak, corresponding to y ∼ 0, where the data points at different momentum transfer tend to sit on top of one another as |q| increases. On the other hand, large scaling violations, mainly arising from non QE processes, such as resonance production, are clearly visible in the transverse channel at y > 0, corresponding to ω > ω QE . In addition, the T scaling function turns out to be significantly enhanced, with respect to the L one, while within the IA picture-neglecting the small convection terms in the nucleon current-the L and T responses are predicted to be identical.
The results of highly accurate calculations carried out for light nuclei in the non relativistic regime strongly suggest that in the quasi elastic region single nucleon knock- and transverse (T) scaling functions of Carbon at |q| = 400, 500, and 600 MeV (Finn et al., 1984) , obtained from the analysis of the data of Barreau et al. (1983) . Note that y is given in units of the nucleon mass, m, and that the scaling function is multiplied by m, to obtain a dimensionless quantity.
out processes are dominant in the longitudinal channel, while one-and two-nucleon mechanisms provide comparable contributions in the transverse channel.
The role of the two-body currents in determining the sum rules of the L and T responses, defined as
has been thoroughly analysed by Carlson et al. (2002) using the Green's Function Monte Carlo (GFMC) approach. In the above equations, R L and R T are the response functions defined in Eq.(10), µ p and µ n are the proton and neutron magnetic moments, respectively, and the lower integration limit, ω th , corresponds to the threshold of inelastic scattering.
The numerical results of the study of Carlson et al. (2002) , including the L and T sum rules of 3 He, 4 He and 6 Li at momentum transfer 300 ≤ |q| ≤ 700 MeV, indicate that two-nucleon currents are responsible for a ∼ 20 − 40% enhancement of of the T sum rule, while the typical contribution to S L is a ∼ 5% decrease.
As pointed out above, owing to the presence of NN correlations 2p2h final states can be excited in processes involving both one-and the two-body currents. Within the IA scheme, the contribution of the one-body current can be taken into account using spectral functions derived from realistic nuclear models, in which the ground state has non vanishing overlaps with the two hole-one particle states of the residual system (Benhar et al., 1989) . On the other hand, the discussion of Section III.B implies that all models based on the mean field approximation fail to meet this requirement.
A consistent treatment of the one-and two-nucleon contributions to the nuclear cross section in the 2p2h sector requires that interference between the corresponding amplitudes-including the one associated with the excitation of 2p2h final states in the aftermath of a rescattering of the knocked out particle, to be discussed below-be carefully taken into account.
The role of interference terms in determining the transverse electromagnetic response of 12 C has been recently analysed within the GFMC approach. The results of this study, displayed in Fig. 12 , clearly show that interference is the source of a sizeable fraction of the sum rule. At momentum transfer |q| > ∼ 300 MeV, its contribution turns out to be comparable to-in fact even larger than-the one arising from the squared matrix element of the twonucleon current .
A fully consistent description of one-and two-body current contributions to the nuclear cross sections in the region in which the non relativistic approximation is expected to break down involves non trivial problem. Existing calculations have been carried out using diagrammatic approaches, based on simplified descriptions of the the nuclear initial and final states, obtained from either the RFGM or more advanced implementations of the mean field approximation (De Pace et al., 2003; Meucci et al., 2002) .
A novel approach, recently proposed by is based on a generalisation of the factorisation ansatz described in Section III.A. The 2p2h final state is written in the form (compare to Eq. (13))
where the states |pp and |n A−2 , p n describe two non interacting nucleons, carrying momenta p and p , and the (A − 2)-particle spectator system, respectively. Using Eq. (36) and following the procedure described in Section III.A, the nuclear matrix element of the twonucleon current can be written in terms of two-body matrix elements according to
with the amplitude M n (k, k ) given by
Within the scheme outlined in Eqs. (36)- (39), the nuclear amplitude M n (k, k ) turns out to be independent of q, and can therefore be obtained within NMBT. On the other hand, the two-nucleon matrix element between free nucleon states can be evaluated using the fully relativistic expression of the current.
The connection with the spectral function formalism becomes apparent noting that the two-nucleon spectral function P (k, k , E), yielding the probability of removing two nucleons with momenta k and k from the nuclear ground state, leaving the residual system with excitation energy E, is defined as (Benhar and Fabrocini, 2000 )
with M n (k, k ) given by Eq. (39). The two-nucleon spectral function of uniform and isospin symmetric nuclear matter at equilibrium density has been calculated by Benhar and Fabrocini (2000) using a realistic hamiltonian. The resulting relative momentum distribution, defined as
is shown by the solid line of Fig. 13 . Comparison with the prediction of the Fermi Gas model, represented by the dashed line, indicates that correlation effects are sizeable.
E. Final state interactions
The occurrence of strong final state interactions (FSI) in electron-nucleus scattering-not taken into account within the IA scheme-has long been experimentally established. The results of a number of (e, e p) measurements, covering the kinematical domain corresponding FIG. 13 (color online) Relative momentum distribution of a nucleon pair in isospin symmetric nuclear matter at equilibrium density (Benhar and Fabrocini, 2000) . Garino et al., 1992; Garrow et al., 2002; O'Neill et al., 1995; Rohe et al., 2005) , clearly show that the flux of outgoing protons is strongly suppressed with respect to the IA predictions. The observed attenuation, parametrized by the nuclear transparency T A , ranges from 20-40% in Carbon to 50-70% in Gold. Clear cut evidence of the persistence of FSI at large momentum transfer has been also provided by theoretical studies of nuclear matter (Benhar, 1999) .
Being only sensitive to interactions taking place within a distance ∼ 1/|q| of the electromagnetic vertex, the inclusive cross section at high momentum transfer is, in general, largely unaffected by FSI. However, the role of FSI can become appreciable, or even dominant, in the low ω region, where the cross section resulting from IA calculations is very small. Because the IA cross sections in this region is most sensitive to the high momentum tail of the nuclear spectral function, arising from NN correlations in the initial state, a quantitative understanding of FSI is required to unambiguously identify correlation effects.
In inclusive processes, FSI do not affect the ω-integrated cross section at fixed beam energy and scattering angle. Therefore, they can only give rise to two effects: (i) a shift in ω, arising from the interaction of the struck nucleon with the mean field of the residual nucleus, and (ii) a redistribution of the strength-leading to a quenching of the quasi elastic peak and a corresponding enhancement of the tails-arising from NN scattering processes coupling the 1p1h final state to more complex final states.
Within the IPM, FSI can be described replacing the plane wave describing the struck nucleon in the final state with a wave function obtained from the solution of the Schrödingier equation with a complex optical potential. This approach, referred to as Distorted Wave Impulse Approximation(see, e.g., Boffi et al. (1992) ), allows for a consistent treatment of relativistic effects, and has been widely applied to both inclusive and exclusive processes (Giusti et al., 2011; Meucci et al., 2001; Udías et al., 1993 ).
An alternative relativistic formalism, best suited for application to inclusive scattering, is based on the expansion of the Green's function entering the definition of the target response tensor in eigenfunctions of a nonhermitian optical potential (Capuzzi et al., 1991) .
In the widely employed convolution approach Sosnik et al., 1991) the nuclear cross section is written in terms of the IA result according to
where the folding function, defined as
embodies all FSI effects. Equation (44) shows that the description of FSI involves (i) the nuclear transparency and (ii) the finitewidth folding function f q (ω). Note that these quantities are both strongly affected by short-range correlations, since the repulsive core of the NN potential reduces the probability that the struck nucleon may interact with one of the spectator particles within a distance < ∼ 1 fm of the electromagnetic interaction vertex (Benhar et al., 1993a) . In the absence of FSI, T A → 1, implying that the residual nucleus is fully transparent to the struck nucleon, f q (ω) → δ(ω), and the IA cross section of Eq. (22) is recovered
The function F q (ω) turns out to be simply related to the spectral function describing the propagation of a nucleon in a continuum state (Benhar, 2013) . However, for large momentum transfer it cannot be obtained using the non relativistic formalism.
Within the approach developed by , the folding function is derived within the eikonal approximation, which basically amounts to assuming that (i) the struck nucleon moves along a straight line with constant velocity, and (ii) the spectator nucleons are seen by the struck nucleon as a collection of fixed scattering centers. Under these assumptions, the elements entering the calculation of F q (ω) are the NN scattering amplitude, extracted from the measured cross sections, and the distribution of the spectator nucleons in coordinate space, that can be consistently obtained within NMBT, using the same dynamical model employed for the description of the initial state.
The real part of the NN scattering amplitude is the source of the shift of the folded cross section of Eq. (43), with respect to the IA result. As shown by Ankowski et al. (2013) , this effect can be effectively parametrized in terms of a phenomenological real optical potential. On the other hand, the imaginary part-related to the total NN scattering cross section through the optical theorem-determines the shape of the function f q (ω).
FIG. 14 (color online) Total proton-neutron cross section as a function of the projectile kinetic energy in the Lab frame (Benhar, 2013) . The dashed line shows the free space cross section, while the solid line has been obtained including medium modifications according to the procedure developed by Benhar et al. (1995) ; Pandharipande and Pieper (1992) .
It has to be pointed out that the NN cross section, driving the rescattering processes, is strongly influenced by the presence of the nuclear medium, which affects both the incoming flux and the available phase space. The medium modification of the total cross section in the proton-neutron channel is illustrated by the results of Pandharipande and Pieper (1992) , shown in Fig. 14 .
As an example, the results of a calculation of the folding function F q (ω) in isospin-symmetric nuclear matter is shown in Fig. 15 . Note that in infinite matter T A → 0, and F q (ω) → f q (ω). The effect of NN correlations, leading to a sizeable modification of the distribution of the spectator particles, is illustrated by the differences between the solid and dashed lines. . The solid line corresponds to the full calculation, whereas the dashed line has been obtained neglecting the effect of NN correlations. The calculations have been carried out for isospin symmetric nuclear matter at equilibrium density. The nucleon momentum |q| = 1.9 GeV corresponds to quasi free kinematics at Ee = 3.6 GeV and θe = 30 deg (Benhar, 2013) .
F. Collective excitations
At low momentum transfer, the interaction with the beam particle may involve more than one nucleon, and give rise to long-range correlations leading to the appearance of collective excitations of the target nucleus.
The contribution of collective excitations can be taken into account writing the final state appearing in Eq. (7) as a superposition of 1p1h states. The resulting expression of the nuclear response involves the propagator of the particle-hole pair excited at the the interaction vertex, Π(q, ω), carrying momentum and energy q and ω.
Within the commonly used Random Phase Approximation (RPA), Π(q, ω) is obtained from an integral equation, which allows to take into account the contributions of the so called ring diagrams to all order.
The results of recent studies, carried out using effective particle-hole interactions obtained from realistic nuclear hamiltonians, suggest that collective excitations play a critical role in determining the response of nuclear matter at |q| < 100 MeV .
G. Comparison to data
The ability to account for electron scattering data is the obvious prerequisite for any models of neutrino interactions. Below, we provide some representative comparisons between the results of the approaches outlined in the previous Sections and the available information, obtained from the measured cross sections.
The remarkable accuracy achieved by non relativistic ab initio calculations for the few-nucleon systems is illustrated in Fig. 16 , showing a comparison between the longitudinal response functions of 3 H and 3 He at 250 ≤ |q| ≤ 350 MeV-extracted from the data of Dow et al. (1988) and Marchand et al. (1985) -and the theoretical results of Efros et al. (2004) , obtained using a realistic nuclear hamiltonian and the Lorentz integral transform formalism.
The electromagnetic responses of heavier nuclei, defined in Eq (10), have been analysed using the GFMC formalism. The available results include the Euclidean responses, related to the corresponding ω-space responses by Laplace transformation, as well as the sum rules defined by Eqs. (34) and (35).
Figures 17 and 18 show the longitudinal and transverse sum rule of carbon computed by Lovato et al. (2013) . Theoretical results turn out to be in satisfactory agreement with the data, corrected to take into account the contribution of the region of large ω not covered by the experiments. In addition, a comparison between the solid and dashed lines confirms that the two-nucleon current, while playing a negligible role in the longitudinal channel, provides a large contribution to the transverse sum rule.
The results of the approach based on the IA and the spectral function formalism, corrected to take into ac- 0.8
FIG. 17 (color online) Longitudinal sum rule of 12 C, computed by Lovato et al. (2013) using the GFMC formalism. The solid line has been obtained using the full current operator of Eq.(4), while the dashed line does not take into account the contribution of two-nucleon terms. The error bars show the statistical Monte Carlo errors. The experimental data, with (full squares) and without (empty squares) tail corrections, correspond to the response functions resulting from the analysis of Jourdan (1996) . count the effects of FSI within the convolution scheme described in Section III.E (Ankowski et al., 2013) are displayed by the solid lines of Fig. 19 . It clearly appears that the description of nuclear dynamics based on a realistic hamiltonian and nuclear many-body theory, which does not include any adjustable parameters, provides a quantitative description of the data in the region in which QE scattering is dominant. On the other hand, the dotted lines show that the RFGM, while yielding an acceptable account of few measured cross sections, conspicuously fails to explain the data over the entire range of beam energy.
In addition to the ab initio approaches based on the hamiltonian of Eq. (2), a number of schemes based on different-and somewhat simplified-descriptions, of nuclear structure and dynamics have been employed to study electron-nucleus scattering.
As an example, Fig. 20 shows the superscaling functions at |q| = 500 and 1000 MeV, obtained using the mean field approximation for the initial state and two alternative approaches for the treatment of FSI. The curves labeled GF1 and GF2 have been obtained from the Green's function formalism (see Section III.E) and two different complex optical potentials, while the curve labeled RMF and rROP correspond to calculations carried out within the mean field scheme using a complex or real optical potential, respectively. For comparison, the result obtained neglecting FSI altogether are also shown, by the line labelled RPWIA (Meucci et al., 2009) . Gil et al. (1997) developed a diagrammatic approach to study the inclusive electron nucleus cross section in the kinematical regions corresponding to QE scattering and ∆-resonance production. Within this model, including the effects of two-nucleon currents and RPA correlations, NN interactions are described in terms of perturbative meson exchange, and short range correlations are taken into account through a phenomenological modification of the NN amplitude. Figure 21 shows the electron-carbon cross sections predicted by Gil et al. (1997) for two kinematical setups, corresponding to |q| ∼ 600 MeV (upper panel) and ∼ 400 MeV (lower panel).
The approaches described by Meucci et al. (2009) and that of Gil et al. (1997) have both been extended to describe weak interactions, and extensively applied to the calculation of neutrino-nucleus cross sections (GonzalezJimenez et al., 2013; Meucci and Giusti, 2014; Nieves et al., 2004) .
IV. THE FLUX-INTEGRATED NEUTRINO-NUCLEUS CROSS SECTION
Let us consider, for definiteness, charged-current neutrino-nucleus interactions at fixed neutrino energy. The formalism discussed in this Section can be readily generalized to the case of neutral current interactions (see, e.g., Benhar and Veneziano (2011) ).
The double differential cross section of the process (compare to Eq. (1))
can be written in the form (see, e.g., Benhar and Meloni (2007) )
Here k ν ≡ (E ν , k ν ) and k ≡ (E , k ) are the four momenta carried by the incoming neutrino and the outgoing charged lepton, respectively, G F is the Fermi constant and V ud is the CKM matrix element coupling u and d quarks. Neglecting the term proportional to m 2 , where m is the mass of the charged lepton, the tensor L λµ can be written in the form
where ε λµαβ is the fully antisymmetric Levi-Civita tensor.
The target tensor can be written as in Eq. (7), replacing the electromagnetic current with the weak charged current. Within the IA scheme, it reduces to
where the tensor W λµ n describes the interaction of a free neutron of four momentum k at four momentum transfer q ≡ (ω, q), withω given by Eq. (21). Its most general expression can be written in terms of five structure functions according to
Note that in scattering processes involving isolated nucleons, after contraction of W λµ with the lepton tensor L λµ , the structure functions W 4 and W 5 give vanishing contributions to the cross section. Owing to the replacement q →q in the arguments of W µν , in neutrino-nucleus scattering this is no longer the case. However, the results of numerical calculations suggest that the contributions Ankowski et al. (2013) , compared to the data of Baran et al. (1988) ; Barreau et al. (1983) ; Whitney et al. (1974) . The solid lines correspond to the result of the full calculation, whereas the long-dashed lines have been obtained neglecting FSI. The difference between the solid and short-dashed lines illustrates the effect of using an alternative treatment of Pauli blocking. For comparison, the prediction sod he RFGM are also shown, by the dotted lines. The panels are labeled according to beam energy, scattering angle, and values of |q| and Q 2 at the quasielastic peak.
of the terms involving W 4 and W 5 are small, and can be safely neglected (Benhar and Meloni, 2007) .
From Eqs. (47) and (49) one obtains
the kinematical factors A i being given by the framework of the relativistic impulse approximation taking advantage of its strong relativistic scalar and vector potentials. The results with the GF model are similar to those obtained with RMF at q = 500 MeV/c and, with moderate differences, at q = 800 MeV/c, while visible discrepancies appear at q = 1000 MeV/c. However, discussion of results for the scaling functions follows similar trends to the one already applied to the behavior of the cross sections in Fig. 2 , i.e., at higher q values the maximum strength occurs for the GF1 model being the RMF one the weakest.
The asymmetric shape with a tail in the region of positive ψ is obtained in both RMF and GF models that involve descriptions of FSI either with a strong energy-independent real potential or with a complex energy-dependent optical potential, respectively. The scaling functions corresponding to RPWIA and rROP, which are also presented in Fig. 7 show no significant asymmetric tail for ψ > 0. The different dependence on the momentum transfer shown by the potentials involved in the RMF and GF approaches makes the GF scaling function tail less pronounced as the value of q goes up.
The comparison of the different models to the longitudinal scaling function is illuminating. We must recall that the experimental longitudinal response can be considered as a much better representation of the pure nucleonic contribution to the inclusive cross section than the total cross section. It is remarkable that, as seen in Figs. 6 and 7, except for the highest value of q considered (1000 MeV/c), GF1, GF2, and RMF approaches yield very similar predictions for the longitudinal response, in good agreement with the experimental longitudinal response. The asymmetric tail of the data and the strength at the peak are fairly reproduced The flux-integrated double differential neutrinonucleus cross section, defined as
where T = E − m is the kinetic energy of the outgoing charged lepton and
can be readily obtained from the above equations, yielding the expression of the double differential cross section at fixed neutrino energy derived within the IA. The formalism based on the IA provides a unified framework, suitable to describe neutrino-nucleus interaction in different kinematical regimes. In the following Sections, we will discuss the form of the structure functions W i in the QE channel, and briefly outline the extension of the formalism to the resonance production and and deep inelastic sectors.
It has to be pointed out that, while in this review we mainly focus on the scheme based on the IA and the spectral function formalism, a unified description of nuclear effects has been also developed within a completely different approach, based transport theory. This approach, thoroughly described in the review article by Buss et al. (2012) , provides the conceptual framework underlying the Giessen Boltzmann-Uehling-Uhlenbeck (GiBUU) event generator, extensively applied to a variety of processes, ranging from pion-induced nuclear reactions to heavy-ion collisions and photon-and leptonnucleus scattering. w (MeV) Fig. 45 . Three-body photon absorption (solid line) versus the two-body one (dotted line) for 12C. The data points are taken from Barreau et al. (1983) .
A. Quasielastic scattering
In the CC QE channel, the structure functions involve the energy conserving δ-function enforcing the condition that the scattering process be elastic. Therefore, they are conveniently written in the form
with the W i determined by the matrix elements of the weak nucleon current. Exploiting the CVC hypotesis and PCAC, the resulting structure functions, can be written in terms of the vector form factors, F 1 and F 2 , and the axial form factor, F A , according to
2 . The form factors appearing in the vector current, F 1 (q 2 ) and F 2 (q 2 ), are obtained from the measured proton and neutron electric and magnetic form factors, G α E and G α M (α = p, n), through the relations
with i = 1, 2 and
While more refined parametrisations of the large body of electron scattering data are available (Bradford et al., 2006; Kelly, 2004) , the form factors G α E and G α M are often written in the simple dipole approximation
with m 2 V = 0.71 GeV 2 . The axial form factor, F A , is also written in the same form
The axial coupling constant, g A = − 1.2761
+14
−17 , is obtained from neutron β-decay (Mund et al., 2013) , while the axial mass determined from elastic neutrino-and antineutrino-nucleon scattering, charged pion electroproduction off nucleons and muon capture on the proton is m A = 1.03 GeV (Bernard et al., 2002; Budd et al., 2003) .
Note that in Eq. (55) the contributions involving the pseudoscalar form factor, F P , have been neglected. This approximation is largely justified, except for the case of ν τ scattering.
B. Resonance production
The generalisation of the formalism summarised in the previous Section to describe resonance production involves minor changes. The main modification is that the structure functions depend on both q 2 and W 2 , the squared invariant mass of the hadronic final state. The energy conserving δ-function in Eq. (54) is replaced by the Breit-Wigner factor according to
where M R and Γ R denote the resonance mass and its decay width, respectively, and the nucleon form factors are replaced by the transition matrix elements of the nucleon weak current (Benhar and Meloni, 2007; Lalakulich and Paschos, 2005) .
FIG. 22 (color online) QE (solid line) and resonance production (dashed line) contributions to the total cross section of charged-current neutrino-nucleon interactions (adapted from Benhar and Meloni (2007) .
As an example, the CC QE and resonance contributions to the total neutrino-nucleon cross section reported by Benhar and Meloni (2007) are shown in Fig. 22 as a function of neutrino energy. The resonance-production cross section has been obtained taking into account both the ∆ resonance and the three isospin 1/2 states lying in the so-called second resonance region: the P 11 (1440), D 13 (1520) and S 11 (1535). It clearly appears that at beam energies > ∼ 1 GeV, QE scattering and resonance production turn out to be comparable.
It has to be recalled that the decay of the ∆ resonance is a prominent mechanism leading to the appearance of pions in the final state. A detailed discussion of both coherent and incoherent pion production can be found in the works of Athar et al. (2010) and Leitner et al. (2009) .
C. Deep inelastic scattering
From the observational point of view, the Deep Inelastic Scattering (DIS) regime corresponds to hadronic final states with more than one pion.
In principle, the three nucleon structure functions entering the definition of the IA nuclear cross section, Eqs. (22) and (23), can be obtained combining neutrino and antineutrino scattering cross sections. However, as the available structure functions have been extracted from nuclear cross sections (see, e.g., Berge et al. (1991) ), their use in ab initio theoretical studies aimed at identifying nuclear effects involves obvious conceptual difficulties.
An alternative approach, allowing to obtain the structure functions describing DIS on isolated nucleons, can be developed within the framework of the quark-parton model, exploiting the large database of DIS data collected using charged lepton beams and hydrogen and deuteron targets (see, e.g., Roberts (1990) ). Within this scheme, the function F νN 2 = ωW 2 , where ω is the energy transfer and W 2 is the weak structure function of an isoscalar nucleon, defined as in Eq. (49), can be simply related to the corresponding structure function extracted from electron scattering data, F eN 2 , through
In addition, the relation
where x is the Bjorken scaling variable and V (x) denotes the valence quark distribution, implies
q(x) being the antiquark distribution. Using Eqs. (62)- (64) and the relation F 2 = 2xF 1 , with F 1 = mW 1 , one can readily obtain the weak structure functions from the existing parametrisation of the electromagnetic structure functions and the antiquark distribution (see, e.g., Bodek and Ritchie (1981) ).
The above procedure rests on the tenet, underlying the IA scheme, that the elementary neutrino-nucleon interaction is not affected by the presence of the nuclear medium. While this assumption is strongly supported by electron-nucleus scattering data in the quasi elastic channel, showing no medium modifications of the nucleon vector forma factors, analyses of neutrino DIS data are often carried out allowing for a medium modification of the nucleon structure functions (Haider et al., 2011; Kulagin and Petti, 2007) , or of the parton distributions entering their definitions (Hirai et al., 2001) .
The approach of Haider et al. (2011); Kulagin and Petti (2007) makes use of a model of the nuclear spectral function, and includes a variety of medium effects, such as the π-and ρ-meson cloud contributions and nuclear shadowing. On the other hand, Hirai et al. (2001) provide a parametrization of the nuclear parton distributions at order α s , obtained from a fit to the measured nuclear cross sections.
V. INTERPRETATION OF CC QE EVENTS
The data set of CC QE events collected by the MiniBooNE collaboration (Aguilar-Arevalo et al., 2008) provides an unprecedented opportunity to carry out a systematic study of the double differential cross section of the process,
averaged over the neutrino flux shown in Fig. 3 . As pointed out in the previous Section, the CC QE neutrino-nucleon process is described in terms of three form factors. The proton and neutron electromagnetic form factors, which have been precisely measured up to large values of Q 2 in electron-proton and electrondeuteron scattering experiments, and the nucleon axial form factor F A , parametrized in terms of the axial mass m A as in Eq. (60). The data analysis performed using the RFGM yields an axial mass m A ≈ 1.35 GeV, significantly larger than that obtained from deuteron data (Bernard et al., 2002; Budd et al., 2003) . A large value of the axial mass, m A ≈ 1.2 GeV, has been also reported by the analysis of the CC QE neutrino-oxygen cross section carried out by the K2K collaboration (Gran et al., 2006) , while the NOMAD collaboration released the value m A = 1.05 GeV, compatible with the world average of deuteron data, resulting from the analysis of CC QE neutrino-and antineutrino-carbon interactions at much larger beam energies ( E ν ∼ 26 GeV) (Lyubushkin et al., 2009) .
It would be tempting to interpret the value of m A reported by MiniBoonNE as an effective axial mass, modified by nuclear effects not included in the RFGM. However, theoretical studies carried out within the IA scheme with a realistic carbon spectral function-an approach providing a satisfactory account of the electron scattering cross section in the quasi elastic sector-fail to describe the flux averaged double differential cross section of Aguilar-Arevalo et al. (2008) . This striking feature is illustrated in Figs. 23 and 24 . Figure 23 shows a comparison between the electron scattering data data of O' Connell et al. (1987) and the results obtained using the spectral function of Benhar et al. (1994) , while in Fig. 24 the results obtained within the same scheme and setting m A = 1.03 MeV are compared to the flux averaged double differential CC QE cross section measured by the MiniBooNE collaboration, shown as a function of kinetic energy of the outgoing muon . It is apparent that height, position and width of the QE peak measured in electron scattering, driven by the energy and momentum dependence of the spectral function, respectively, are well reproduced. On the other hand, the peaks exhibited by the neutrino cross sections are largely underestimated. argued that the differences observed comparing Fig. 23 to Fig. 24 are to be largely ascribed to the flux average involved in the determination of the neutrino cross section, leading to the appearance of contributions of reaction mechanisms not taken into account in the IA picture.
In MiniBooNE data analysis, an event is labeled as CC QE if no final state pions are detected in addition to the outgoing muon. The adjective elastic is therefore intended as alternative to inelastic, as it should, and event selection is performed in a model independent fashion.
The simplest reaction mechanism compatible with the above qualification is single nucleon knockout, induced by the one-nucleon contributions to the nuclear current (see Eq. (4)). As pointed out above, in the absence of NN correlations the spectator (A − 1)-particle system is left in a bound state, and the final state, consisting of the knocked out nucleon and the recoiling residual nucleus, is a 1p1h state.
It has been suggested that the observed excess of CC QE cross section may be traced back to the occurrence of events with 2p2h final states, discussed in Section III.D (Gran et al., 2013; Martini et al., 2011) . According to the above classification, these events cannot be distinguished from those with 1p1h final states . Therefore, they are often referred to as CC QE-like. The role of interactions leading to the excitation of 2p2h final states at higher energies, up to 10 GeV, has been also recently discussed by Gran et al. (2013) . Martini et al. (2011) and Gran et al. (2013) carried out extensive calculations of the CC QE neutrino-carbon cross section, averaged over the MiniBooNE flux, taking into account the effects of the two-nucleon current as well as collective nuclear excitations, which are expected to play a role at low momentum transfer. As an example, in Fig. 25 the results of these approaches, obtained using a value of the axial mass consistent with the one extracted from deuteron data, are compared to the MiniBooNE muon energy spectrum at muon scattering angle θ µ such that 0.8 ≤ cos θ µ ≤ 0.9. After inclusion of the reaction mechanisms beyond single-nucleon knock out, both schemes turn out to provide a quantitative description of the data.
The contribution of interactions involving the vector two-nucleon current has been also investigated within a more phenomenological approach, based on the superscaling analysis of electron scattering data discussed in Section III.C (Amaro et al., 2011) . The results of this study are illustrated in Fig. 26 . It clearly appears that, while at 0.8 ≤ cos θ µ ≤ 0.9 (left panel) inclusion of the two-body mechanism brings theory and experiment into agreement, at the larger angles, corresponding to 0.3 ≤ cos θ µ ≤ 0.4 the measured cross section is still severely underestimated.
VI. IMPLEMENTATION OF NUCLEAR DYNAMICS IN MONTE CARLO SIMULATIONS
As pointed out in the previous Sections, the generalisation of the theoretical description of electron-nucleus scattering to the case of neutrino interactions does not involve severe conceptual difficulties. However, while significant progress has been made in the understanding of the different reaction mechanisms contributing to the signals detected by neutrino experiments, the implementation of state-of-the-art models in the existing Monte Carlo generators has been lagging behind. There are several reasons for this. One of the most prominent is that in neutrino oscillation experiments, event generators are used to predict how the signal and background events will appear in neutrino detector. Therefore, each generator with electron, photon and pion probes and contains no additional free parameters. RPA and multinucleon knockout have been found to be essential for the description of the data. Our main conclusion is that MiniBooNE data are fully compatible with former determinations of the nucleon axial mass, both using neutrino and electron beams in contrast with several previous analyses. The results also suggest that the neutrino flux could have been underestimated. Besides, we have found that the procedure commonly used to reconstruct the neutrino energy for quasielastic events from the muon angle and energy could be unreliable for a wide region of the phase space, due to the large importance of multinucleon events. It is clear that experiments on neutrino reactions on complex nuclei have reached a precision level that requires for a quantitative description of sophisticated theoretical approaches. Apart from being important in the study of neutrino physics, these experiments are starting to provide very valuable information on the axial structure of hadrons.
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We thank L. Alvarez Ruso, R. Tayloe and G. Zeller for useful discussions. (as in Fig. 1) but it covers the whole ω and q plane from multinucleon emission. As a consequence, for a given set of values of E µ and θ , all values of the energy transfer ω, hence of the neutrino energy, E ν = E µ + ω, contribute and one explores the full energy spectrum of neutrinos above the muon energy.
The results of our present evaluation with the relativistic corrections of the double differential cross section are displayed in Fig. 2 , with and without the inclusion of the np-nh component and compared to the experimental data. This evaluation, like all those in this article, is done with the free value of the axial mass. The agreement is quite good in all the measured ranges once the multinucleon component is incorporated. Similar conclusions have been recently reported in Ref. [9] . The relativistic corrections are significant, as illustrated in Fig. 3 which compares the two approaches for the genuine quasielastic contributions. The relativistic treatment, which suppresses the kinematical pathologies, improves the description, in particular, in the backward direction. This is illustrated in Fig. 4 in the case 0.4 GeV < T µ < 0.5 GeV in which the 2p-2h component was added for comparison with data. The good agreement with data of Fig. 2 is absent in the nonrelativistic case.
Our responses are described, as in our previous works [3, 4] , in the framework of random phase approximation. Its role is shown in Figs. 5 and 6 where the double differential cross sections as a function of cosθ or T µ are displayed with and without RPA. The RPA produces a quenching and some shift toward larger angles or larger T µ . In Fig. 6 we present the comparison with data adding the np-nh to the genuine QE with or without RPA. The fit is significantly concerns exclusively the spin isospin response, hence the axial or magnetic matrix elements. In the graphical illustration of the response, the Lorentz-Lorenz effect on the quasielastic one is illustrated in Fig. 7. Figure 6 shows the dominance of is expected to simulate all relevant interactions and each of this simulations has to cover all possible kinematical regions. Additional complications stem from the requirement of describing of a variety of nuclei used in neutrino detectors.
Most available neutrino event generators use the RFGM to describe the nuclear ground state. Recently, an improved implementation of the SF approach (Ankowski and Sobczyk, 2008; Benhar et al., 1994 Benhar et al., , 2005 , based on the formalism described in Section III.B, has been included in the GENIE neutrino event generator (Andreopoulos et al., 2010; Jen et al., 2014) . As a first step, the work of Jen et al. (2014) focused on the CC QE channel, which accounts for a large fraction of the detected signal in many neutrino oscillation experiments. As an example, Fig. 27 presents the double differential cross section of the process
in the QE channel, at neutrino energy E ν = 1 GeV and muon scattering angle θ µ = 30 deg, plotted as a function of the lepton energy loss ω. The calculation has been carried out using the carbon spectral function of Benhar et al. (1994) . In order to illustrate the size of the axialvector contributions, the result of the full calculation is compared to that obtained setting F A (Q 2 ) = 0. To carry out the simulation following the scheme outlined above, few new modules were developed, and few modules from the official GENIE release 2.8.0 were modified . From now on, we will refer to them as GENIE 2.8.0 + νT . By analogy to Eq. (22), the QE neutrino-nucleus cross section at beam energy E ν can be written in the target rest frame as:
The integrations can be carried out using the Monte Carlo method, yielding
where E µ and θ µ denote the muon energy and scattering angle, respectively, θ N is the polar angle specifying the direction of the nucleon momentum, k, and
In Eq. (68), {k, E, cos θ N } n denotes a set of kinematical variables of the struck nucleon. Momentum and energy, k and E, are sampled from the probability distribution F (k, E) = 4π|k| 2 P (|k|, E), while cos θ N is assumed to be uniformly distributed in the range [−1, 1].
The GENIE event generator in its release 2.8.0 + νT provides a simulation of CCQE neutrino interactions based on two different nuclear models: the RFGM and the SF approach. In addition to the CC QE channel, both nuclear models can be used to simulate interactions leading to different hadronic final states, such as resonance production and decay, pion production and deep-inelastic scattering. A detailed description of the treatment of these processes can be found in Refs. (Andreopoulos et al., 2010; Dytman, 2011; Jen et al., 2014) .
As an example of the GENIE 2.8.0 + νT results, in Figs. 28 and 29, we show electron scattering cross sections obtained using the carbon SF of Benhar et al. (1994) and the calcium and argon spectral functions of Ankowski and Sobczyk (2008) . In order to allow for a consistent comparison with the data-that were not corrected to remove the effects of the FSI-the results of the simulations are presented with and without inclusion of FSI (Dytman and Meyer, 2011) . The agreement appears to be remarkable, the small differences being largely ascribable to numerical accuracy. As pointed out in Section III.E, FSI cause a shift of the energy loss distribution, arising from the interactions between the struck nucleon and the mean field of the spectators. In addition, rescattering processesredistribute the strength from the peak of the QE bump to its tails. As expected, these features are more pronounced in the comparison between simulations and data for heavier nuclei, shown in panels (c) and (d) (Benhar et al., 1994) and Gaussian (Ankowski and Sobczyk, 2008 ) spectral functions corresponding to two kinematical setups. It appears that, while the widths of the QE bump, determined by the momentum distributions, are quite similar, discrepancies are observed in both the position of the maximum and its height, dictated by the energy dependence of the spectral function.
Note that a consistent implementation of the IA requires a careful consideration of the Q 2 selection, taking into account the fact that, while the tensor L λµ of Eq. (47) is determined from lepton kinematical variables only, the nucleon tensor depends on the initial nucleon momentum, k, and q ≡ ( ω, q), which in turn depends on the removal energy E through its time component ω, defined by Eq. (21). The energy transfer at the elementary interaction vergex is ω < ω, while the difference δω = ω − ω provides a measure of the energy transfer to the spectator system. The details of the Q 2 -selection procedure can be found in the paper of Jen et al. (2014) .
Unfortunately, the full description of the complex dynamics of nuclear scattering processes requires the use of more variables and observables than just the 4-momenta of the target nucleon, the outgoing leptons and all the produced hadrons and gammas. Hence, the comparison between the observed neutrino interactions and the predictions of nuclear models needs to be done with great care. Because neutrino event generators are usually tuned to existing data, the implementation of a new model in an existing framework may result in making the comparisons more difficult. Individual nuclear models should be evaluated considering their limitations and the kinematically region in which they are expected to be valid, and must be compared to a set of external data, when available. An example of this procedure is given in Fig. 30, showing dictions for the outgoing muon distribution in neutrino interactions. As an external data set, the electron scattering cross sections turn out to provide an excellent validation tool.
VII. DEPENDENCE OF OSCILLATION PARAMETERS ON THE DESCRIPTION OF NUCLEAR EFFECTS
The discovery of neutrino oscillation has been one of the major results in particle physics in the past two decades, and as a consequence there is a massive global experimental effort in the form of current and planned long-and short-baseline oscillation experiments. At short baselines of order 1 km or less, the goal is to conclusively test the hypothesis of an eV-scale sterile neutrino, see for instance Abazajian et al. (2012) , whereas at long baselines of several 100 km or more the goal is to measure the leptonic CP phase and to ultimately test the validity of the three neutrino oscillation paradigm. All of these experiments will use detectors made of nuclei with masses in the range A=12-56 and therefore, a precise understanding of the electro-weak nuclear response of these nuclei for both neutrino and antineutrino scattering is necessary. The relevant neutrino energies range from a few hundreds MeV up to approximately 10 GeV, thus fully covering the quasi-elastics regime, but also extending to a large part the resonance and deep-inelastic regimes. As explained in the previous Sections, this is a considerable challenge for theory. From an experimental view point the problem is severely compounded by the limitations of currently used neutrino sources and the fact that in the detector different underlying events yield identical signatures.
In this Section, we establish a connection between the oscillation physics measurements and the required level of precision in the understanding of neutrino-nucleus interactions. We also demonstrate, using a number of specific examples which have been studied in detail in the literature, the impact the current level of uncertainty surrounding neutrino-nucleus cross sections has on the ability to correctly interpret experimental results. Despite these efforts, important special cases, in particular CP violation searches using argon detectors, have not yet been studied in sufficient detail to make reliable, quantitative statements.
Before embarking on detailed case studies, we first describe the basic problem based on a number of approximations and give some examples based on this approximation. We analyze in detail the appearance ν µ → ν e and disappearance ν µ → ν µ channels in T2K to show that such uncertainties are relevant also in the extraction of the atmospheric parameters. This analysis is comparing the RFGM, the approach based on a a realistic SF and two different implementations of the RPS scheme, as well as different event generators for the disappearance analysis. Here, we limit ourselves to the quasi-elastic regime, where the neutrino cross sections can be evaluated with less uncertainties.
Finally, we point out necessary steps towards a full quantitative understanding of the relation between cross section uncertainties and oscillation physics measurements for the next generation of long-baseline experiments.
A. The problem at rate-level
Neutrino physics is on its way to become precision science and this brings new challenges for future experiments. The next 10-20 years will be centered on a longbaseline neutrino oscillation program using conventional neutrino beams derived from pion decay-in-flight. This technique of making neutrino beams has been used for many decades, an intense proton beam impacts on a thick target producing mostly pions, but also other mesons.
[GeV] Electron Data, FSI T, FSI (a) Comparison between the inclusive electron-carbon cross section at beam energy Ee=0.961 GeV and angle θe=37.5 deg (O'Connell et al., 1987) .
[GeV] The pions are focused using a magnetic horn, and the polarity of the magnetic field allows to select predominantly one charge-sign of the pion, which implies the ability to make neutrino and antineutrino beams. It is important to note, that the resulting fluxes and purities of neutrino and antineutrino beams are not related in a meaningful way. Therefore, the neutrino and antineutrino beams derived from the same target and horn configuration are essentially independent experiments. The next generation of beams will exceed the 1 MW level of power on target, which represent a major advance in engineering and accelerator physics, hence these beams are dubbed superbeams. It is a very difficult task to determine the resulting neutrino flux, energy spectrum and flavor composition purely from data on meson production in thick targets, beam parameters and horn configuration. Currently, the state of the art in controlling beam systematical uncertainties is represented by the MINOS experiment (Adamson et al., 2010) and the MINERvA experiment (Higuera et al., 2014) . Much of the information used, in both cases, comes from the ability to change the position of the target with respect to the horn system. This ability most likely will not exist for beams with target powers in excess of 1 MW, due to the resulting very harsh operating conditions in close proximity to the target. Therefore, it appears reasonable to assume that the level of understanding of the beam demonstrated by MI-NOS and MINERvA represents the best case for future experiments as well, that is at the level of roughly 5%. More precise neutrino beams require a different technological approach, for instance muon decay offers the possibility to obtain high-intensity ν µ and ν e beams with beams systematics well below 1%; this concepts is know as neutrino factory (Choubey et al., 2011) and a lowenergy entry-level version is know as nuSTORM (Adey et al., 2013) , which would allow, among other applications, a very precise and accurate measurement of neutrino cross sections.
As explained in the previous Sections, the current understanding of cross sections-where understanding implies the ability to describe actual experimental datais generally at the 10% level and, neutrino beams are known at the 5% level. Thus, the question is: what level of accuracy is needed for future neutrino oscillation measurements? One of the main goals of the future neutrino program is a measurement of the leptonic CP phase, δ. It also happens, that this measurement puts the most stringent demands on the overall accuracy, since it involves both neutrinos and antineutrinos and the relevant oscillation probability P (ν µ → ν µ ) depends on all three mixing angles and both δm 2 in leading order, see e.g. Freund (2001). The resulting requirement on systematic uncertainties is closely tied to the required level of accuracy in the determination of the CP phase. There is no a priori physics arguments which would argue for an error of x degrees in the measurement of δ, like for instance in the case of QED, where new effects clearly appear as powers of the fine structure constant. Arguments can be made based on certain neutrino flavor models, like sum rules (Antusch et al., 2007) , but these arguments remain model-dependent. Another line of argumentation, is based on the recognition that CP violation is not well understood in the Standard Model, in the sense that the QCD Lagrangian would allow for CP violation but is CP conserving to a very high degree of accuracy, the so-called strong CP problem-for a brief introduction see Ref. Peccei (2008) -whereas mixing in the quark sector shows large CP violation. Framed in this way, the question of how large CP violation in the lepton sector is, if it exists at all, becomes very relevant. The ability of an experiment to discover CP violation depends on one hand on the existence of CP violation, in this case δ = 0, π, and on the ability to distinguish the measured value for δ from the CP conserving cases 0 and π. A reasonable goal for an experiment could be the ability to discover CP violation at 3 σ confidence level for 75% of all CP phases. This goal was for instance adopted recently in the U.S. (Ritz et al., 2014) . A good proxy for the ability to measure the CP phase is given by the CP asymmetry, A, defined as
where P is the energy averaged oscillation probability for ν µ → ν e andP is the corresponding quantity for antineutrinos. The energy average is taken over the range defined by having one half of the peak probability around the first oscillation maximum. In vacuo, A is proportional to sin δ and thus the errors on A and δ are very similar for δ = 0, π. A also will receive contributions from matter effects, which manifestly break CP invariance, as shown by the line labeled δ = 0 in Fig. 31 . Here, the value of the asymmetry as a function of the baseline is shown for oscillation parameters from a recent global fit (Gonzalez-Garcia et al., 2012) . From this figure it is evident, that the maximal CP induced asymmetry is ±25% for baselines of about 1,500 km on top a of a similar contribution from matter effects. For 75% of all CP phases the genuine CP asymmetry can become as small as 5%, which at 3 σ translates into about 1.5% required accuracy. Further assuming, that the contributions from statistics and systematics should be about equal, this translates into a systematics requirement of 1%. Obviously, for different CP violation discovery goals, this value will change correspondingly.
In practice experiments do not measure oscillation probabilities but event rate distributions, R(E vis ), as a function of the visible energy, E vis ,
where N is a normalization factor, Φ α (E) is the neutrino flux as a function of the neutrino energy, E and P (ν α → ν β , E) is the oscillation probability as function of the neutrino energy. σ β (E, E vis ) describes the differential cross section, i.e. a neutrino of energy E produces a distribution of visible energies in the detector. Finally, β (E) is the detection efficiency and since it appears always in combination with σ one can define the effective cross section,σ β := σ β β . Note, that for this qualitative discussion we neglect any effects from the detector energy response and reconstruction efficiencies, which in general will add another level of complexity in terms of the relation between visible and reconstructed energy. Neglecting all energy dependencies of the flux, Φ α , the effective cross sectionσ, Eq. (71) describes how the total event rate depends on the average oscillation probability. Even in this simplifying limit, there is no reason to assume that any of the quantities on the right hand side of Eq. (71) will be known better than 5-10%. Also, ratios for neutrino and antineutrinos as well as flavor ratios are not a priori constrained to a better level of accuracy. At quark level lepton universality prevails, but since we deal with nuclei and do not resolve the Q 2 of the interaction, non-trivial flavor effects are found especially at low energies (Day and McFarland, 2012) . Finally, the ratio of detection efficiencies e / µ has to be determined experimentally.
The problem of performing accurate measurements of oscillation parameters in the presence of significant cross section and/or flux uncertainties has been encountered before. A practical solution in many cases has been to use a near detector to measure the unoscillated event rate and in the comparison of near and far detector data many uncertainties cancel. This method was used with great success in the Daya Bay experiment to measure θ 13 . For this cancellation to occur efficiently it is essential that near and far detectors have as close as possible an identical response to the neutrino signal, any differences have to be understood with great precision. There are many potential sources for different near and far detector response functions, e.g. geometric acceptance or different background levels. Using the simplifying assumption that near and far detectors have identical response, for the total event rate ratio one obtains
In Daya Bay the conditions for this cancellation to occur were, by design, nearly ideal: the near and far detectors have the same size, they are made from the same materials, the reactors appear as point sources to both, the inverse beta-decay cross section is independently known, and the initial and final flavor are the same. In extrapolating from the Daya Bay experience to future, long-baseline experiments a number of factors should be considered. First, to make the neutrino source, which in reality is the whole length of the decay pipe, point-like in the near detector, a not-so-near near detector is required. For baseline longer than 1,000 km the required tunneling likely is prohibitively expensive. Second, the enormous size of the far detector renders an equally sized near detector unfeasible and thus, the detectors cannot have identical response. Third, the beam energy spread in a neutrino beam is large enough that a wide variety of interaction mechanisms will contribute to the signal and thus the energy dependence of the near/far ratio can no longer be neglected. For a disappearance measurement, MINOS can serve as a benchmark of how well a near/far comparison does reduce systematic errors (Michael et al., 2006) .
In an appearance measurement final and initial neutrino flavor are different, which will lead to an additional term in Eq. (72) of the formσ β /σ α . Measuringσ β in a beam of purely flavor α is impossible. The small component of ν e present in the beam is overall even less well known than the primary beam flux and the relative smallness of the ν e component will result in reduced statistics in the near detector. Recently, the T2K Collaboration presented a result on the ν e cross section in a predominantly ν µ beam (Abe et al., 2014a) . The total systematic error is about 16%, mostly originating from the beam flux uncertainty and the detector response. There are no obvious methods to improve this situation and it stands to reason that for antineutrinos the situation will be worse. On general grounds, the ability to measure a cross section with much better accuracy than the accuracy at which the beam flux is known appears doubtful.
A quantitative analysis along these lines, based on only energy-independent implementations of uncertainties has been presented in the work of Huber et al. (2008) , where a T2HK-like experiment was used to illustrate the impact of more than 20 potential sources of systematical uncertainties. This analysis, for the first time, explicitly included an idealized near detector. The main result for the sensitivity to measure CP violation-defined as the ability to exclude the CP conserving values of δ at the given confidence level-is shown in Fig. 32 . It is apparent, that a tight constraint of 1% on the ratio ofσ e /σ µ is required to restore the statistics-only result at large sin 2 2θ 13 . A corollary from this work is that even a perfect near detector is not a panacea.
The analysis presented by Huber et al. (2008) relied on a significant number of simplifying assumptions and is, in the present context, not so much important for its quantitative results, but it conceptually helps to frame the problem. It has been extended to a wide range of different experiments , without however improving on the underlying assumptions. In comparison of various different experiments, it turns out that experiments, which rely on a relatively narrow beam spectrum and operate at energies below 1 GeV, like T2HK, are particularly sensitive to uncertainties on flavor ratios. On the other hand experiments which employ a wide beam spectrum at multi-GeV energies, like LBNE, are much less affected by these rate-only uncertainties. The implementation of cross section uncertainties of Huber et al. (2008) is naive at best and the remainder of this section is devoted to more sophisticated case studies either based on specific cross section models or event generators. The spirit of these examples, is that in order to estimate an unknown (and uncomputable) theory error, an evaluation of the spread between different theory calculation is performed and this spread somehow is indicative of the associated theory uncertainty. As will become obvious the situation is complex and each experiment faces very specific challenges and while the challenges are specific the solutions likely are not.
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B. The impact on the mixing angle measurement at T2K
Many of the techniques used in this subsection have been developed for the application to so-called β-beams (Zucchelli, 2002) and can also be applied to real data, with the intent to estimate the systematic effects introduced in the analysis from the non perfect knowledge of the neutrino-nucleus cross section (FernandezMartinez and Meloni, 2011) . A tentative step along this line has been undertaken in the work of Meloni and Martini (2012) , where a three-flavor fit to the recent ν µ → ν e and ν µ → ν µ T2K oscillation data with different models for the neutrino-nucleus cross section has been discussed. It was shown that, even with a limited statistics, the allowed regions and best fit points in the (θ 13 , δ CP ) and (θ 23 , ∆m 2 atm ) planes are affected if, instead of using the RFGM to describe the QE cross section, a model including multi-nucleon emission processes was employed.
The sample of analyzed data comprises the ν µ → ν e appearance (Abe et al., 2014b) and ν µ → ν µ disappearance (Abe et al., 2014c) modes; in the first case, 28 events passed all the selection criteria, implying (for a normal ordering case):
with the CP phase δ CP undetermined. In the disappearance channel, the 120 events collected by T2K were fitted with:
In this case different models were considered, involving not only QE interactions but also pion production and inclusive cross sections. On the one hand, it was chosen a model as similar as possible to the one used by the T2K Collaboration. The T2K Collaboration simulates neutrino-nucleus interactions using the NEUT Monte Carlo Generator (Hayato, 2002) . Even if the details of NEUT-as well as the effects of the latest tunings performed by the T2K Collaboration to take into account the recent measurements of K2K (Gran et al., 2006; Rodriguez et al., 2008 ), MiniBooNE (Aguilar-Arevalo et al., 2009 and SciBooNE (Kurimoto et al., 2010; Nakajima et al., 2011) -are not known, exclusive channels were treated using the same models implemented in NEUT. As a consequence, the RFGM (Smith and Moniz, 1972) was used for the QE channel and the Rein and Sehgal model (Rein and Sehgal, 1981) was used for pion production. The second model considered in the analysis was the one developed by Martini et al. (2009) , that in the following will be referred to as RPA-2p2h, (see Section III). In the following cross sections obtained using the two different approaches described above will be used. Those cross sections were computed in several exclusive channels (quasi-elastic and pion production), as well as in the inclusive one, for both charged current (CC) and neutral current (NC) interactions on carbon and oxygen (the targets used in near and far T2K detectors, respectively) and for two different neutrino flavors ν µ and ν e . Although all exclusive channels are involved in the analysis, the first model will be referred to as RFGM and the second approach as RPA-2p2h model.
In order to perform the comparisons among the abovementioned models, the RFGM was firstly normalized to the T2K event rates, at both near (ND) and far (FD) detectors using the following algorithm:
1. Normalization of the cross section with the ν µ inclusive CC at the ND; according to Abe et al. (2014c) , in order to reproduce ∼ 1.8 × 10 4 ν µ inclusive events, collected using ∼ 6.4 × 10 20 POT, in the energy range [0 − 3] GeV, with an active detector mass of 1,529 kg at a distance of 280 m from the ν source and half a year of data taking (Run 1). Since only the muon neutrino cross sections can be correctly normalized, it was assumed that the same normalization also applies for the ν e cross section, although they could differ at the µ production threshold (in any case away from the peak of the neutrino flux); 2. Calculation of the expected events (and energy distributions) at the far detector in the appropriate two-parameter plane ((sin 2 2θ 13 , δ CP ) for appearance and (θ 23 , ∆m 2 atm ) for disappearance); 3. Normalization to the T2K spectral distributions.
Step 3 is needed to get rid of the experimental efficiencies to the signal and background events. This means that the bin contents of the simulated distributions (obtained at step 2) are corrected by coefficients, generally of O(1) that was considered as a detector property, and then not further modified. For a different model, step 1 was first redone, and then the step 2 was repeated, using the same normalization coefficients extracted in step 3 with the RFGM. GLoBES (Huber et al., , 2005 and MonteCUBES (Blennow and Fernandez-Martinez, 2010) were the softwares used for the computation of event rates (and related χ 2 functions) expected at the T2K ND and FD detectors. The fluxes of ν µ , ν e and their CP-conjugate counterparts predicted at the FD in absence of oscillations were extracted directly from Fig. 1 of Abe et al. (2011) , whereas the ν µ flux at the ND was obtained from Abe et al. (2012) .
The appearance channel The ν µ → ν e transition probability is particularly suitable for extracting information on θ 13 and δ CP ; at the T2K energies (E ν ) and baseline (L), the full 3-flavor probability can be expanded up to second order in the small parameters θ 13 , ∆ 12 /∆ 13 and ∆ 12 L, with ∆ ij = ∆m
wherẽ J ≡ c 13 sin 2θ 12 sin 2θ 23 sin 2θ 13 , s 23 = sin θ 23 . (76) We clearly see that CP violating effects are encoded in the interference term proportional to the product of the solar mass splitting and the baseline, implying a weak dependence of this facility on δ CP when only the ν µ → ν e channel (and the current luminosity) is considered.
Extracting the T2K data Events in the far detector are ν e CC QE from ν µ → ν e oscillation, with the main backgrounds given by ν e contamination in the beam and neutral current events with a misidentified π 0 . The experimental data have been grouped in 25 reconstructedenergy bins, from 0 to 1.25 GeV. The expectations for signal and backgrounds have been computed by the T2K Collaboration from Monte Carlo simulations, for the following fixed values of the oscillation parameters sin 2 θ 12 = 0.306 , sin 2 2θ 13 = 0.14 , sin 2 2θ 23 = 1 ,
In order to normalize the event rates to the T2K Monte Carlo expectations, few numerical value were extracted from Table I of Abe et al. (2014b) . For the sake of simplicity, the central bin energy value was used as the reference value for the neutrino energy in a given bin; this could be different from the reconstructed neutrino energies used by the T2K Collaboration. To mimic possible uncertainties associated with the neutrino energy reconstruction, an energy smearing function was used to distribute the event rates in the various energy bins. The ratios among the computation presented in the paper of Meloni and Martini (2012) and the T2K data define a sort of energy dependent efficiencies, ε, which, for the ν µ → ν e signal turn out to be ε ∼ 0.4. This procedure (corresponding to step 3 of the previous paragraph) allows to take into account all the detection efficiencies to different neutrino flavors in the Super Kamiokande detector. Once computed, these corrective factors are used in the simulations done with a different cross section model, since it was assumed that those are due to detector features and not to the neutrino interactions.
Fit to the data Using these results, Meloni and Martini (2012) performed a χ 2 analysis to reproduce the allowed regions of the (sin 2 2θ 13 , δ CP )-plane as shown in Fig.5 of Abe et al. (2014b) , based on a complete three-neutrino analysis of the experimental data shown in Fig. 4 of the same paper, marginalising over all parameters not shown in the confidence regions. As external input errors, the following list of parameters was used: 3% on θ 12 and ∆m 2 sol , 8% on θ 23 and 6% on ∆m 2 atm . In addition, a constant energy resolution function σ(E ν ) = 0.085 was used and, for simplicity, a 7% normalization error for the signal and 30% for the backgrounds were adopted. The energy calibration errors were fixed to 10 −4 for the signal and 5 · 10 −2 for the backgrounds; normalization and energy calibration errors were taken into account in evaluating the impact of systematic errors in the χ 2 computation. Assuming a normal hierarchy spectrum, the best-fit point from the fit procedure is:
with χ 2 min = 19.8. Compared to the official release, the best fit points are in quite good agreement.
The same procedure was then applied to determine θ 13 using the RPA-2p2h cross sections described by Martini et al. (2009) . In doing that, the cross sections were normalized to the ND events and then the number of oscillated events (and related backgrounds) were computed, and compared with the experimental T2K data. Assuming that the energy dependent efficiencies computed in the previous Section are exactly the same, since they are a property of the SK detectors and therefore independent of the cross section model and considering that the CC RPA-2p2h cross section is a bit larger than the RFGM cross section, a larger bin-to-bin rates was obtained, for a total of 33 events (signal plus backgrounds). It is clear that larger rates need smaller θ 13 to reproduce the data (the effect of the CP phase δ is negligible with such a statistics). The best fit point is:
with χ 2 min = 19.2. To make a more direct comparison on θ 13 between RFGM and RPA-2p2h results, in Fig. 33 we show the function χ 2 − χ 2 min , computed marginalizing over all other oscillation parameters (including δ CP ). At 1σ level, the following result was obtained:
RP A−2p2h 13 = 0.11
The results are clearly compatible although, as expected, θ RP A−2p2h 13 < θ F G
.
The disappearance channel The previous analysis was then extended to include the disappearance ν µ → ν µ data (Abe et al., 2014c) . In the two-flavor limit, (the one where both θ 13 and ∆m 2 sol are vanishing) the ν µ → ν µ probability reads (Donini et al., 2006) : Effects related to θ 13 are clearly sub-dominant, so that this channel is particularly useful to extract information on the atmospheric parameters. The T2K Collaboration collected 120 data events, grouped in 30 energy bins, as one can see from Fig. 2 of (Abe et al., 2014c) . The sample extends above 5 GeV and is mainly given by ν µ CC QE, ν µ CC non-QE, ν e CC and NC. The RFGM cross section was normalised to the rates shown in Fig. 2 of (Abe et al., 2014c) . In the fit procedure a conservative 15% normalisation error was adopted and an energy calibration error at the level of 10 −3 for both the signal and the background. The analysis results are shown in Fig. 34 , where it can be found the 90% CL limit for the RFGM (dashed line) and the RPA-2p2h model (solid line), in the case of normal hierarchy together with the 2 degrees of freedom (dof) confidence levels in the (θ 23 , ∆m 2 atm )-plane. Again, the plots have been obtained marginalising over the parameters that are not shown (a full three-flavor analysis). The plot in Fig. 34 was obtained considering a 50% error on sin 2 2θ 13 (with best fit at sin 2 2θ 13 = 0.14) and δ CP undetermined. In summary the following results were obtained: Some comments are in order here. First of all, we should observe that, for both models, the best fit point is different from the T2K one, which corresponds to
This is somehow obvious since we normalized our events to the MC predictions obtained for a different set of atmospheric parameters. The RPA-2p2h cross section gives a better determination of both θ 23 and ∆m 2 atm , mainly due to the larger statistics with respect to the RFGM; at the same time, the disappearance probability in Eq.(80), for negligible solar mass difference and reactor angle, is smaller if the atmospheric mass difference is larger, for fixed sin 2 2θ 23 . This is what happens here, where a smaller P (ν µ → ν µ ) (and then a larger ∆m 2 atm ) is needed in the RPA-2p2h model to partially compensate for the larger cross section.
For the sake of completeness, the same computations were repeated as above under the hypothesis that the neutrino mass spectrum is of inverted type (IH). With the current T2K statistics, one does not find significant differences in the results obtained using the two different models for the cross section.
C. Reconstruction of neutrino energy
Future long-baseline neutrino experiments will rely on their ability to map the energy dependence of the oscil- lation probability to measure oscillation mixing parameters and to test the validity of the three-flavor oscillation framework.
The oscillation probability is a non-trivial function of the true neutrino energy and thus the problem of reconstructing the neutrino energy arises. Also, that some experiments seem to be less affected by rate-only systematics is largely due to their ability to exploit the differences in energy dependence of the various contributions to the error budget to control systematic uncertainties. There is a number of works (Lalakulich et al., 2012; Martini et al., 2012; Mosel et al., 2014; Nieves et al., 2012) where it is shown that event rate distributions in reconstructed neutrino energy will change significantly based on the underlying interaction model. A conceptual laboratory is provided by quasi-elastic scattering, which due its relative simplicity and amenability to theoretical calculations also has been the focus of published studies. In a true quasi-elastic event for scattering from a neutron at rest there is a one-to-one correspondence between the charged lepton momentum and the incoming true neutrino energy
where k and E are the momentum and energy of the outgoing charged lepton momentum, θ is the scattering angle in the laboratory frame, ∆m 2 := m 2 n − m 2 p and denotes the average binding energy of the neutron.
The problem, now, is that in any experiments there will be events which are not quasi-elastic but will have all the same experimental signatures of a true quasi-elastic event, e.g. the so-called stuck-pion events where in addition to the charged lepton a pion is produced at the vertex, but this pion is re-absorbed within the nucleus.
As a result any real QE event sample will contain non-QE events as well and for those non-QE events the simple kinematic relation in Eq. (81) will not be valid.
In a water Cherenkov detector the selection criterion for QE events is that only one charged particle is above Cherenkov threshold, resulting in a single ring of light. Taking the output of an event generator and selecting events using this criterion it is possible to construct the appropriate migration matrix between true and reconstructed energy, which, if the generator were exact, would completely describe these effects. In practice, different generators lead to very different migration matrices and as a result to very different reconstructed energy distributions in both near and far detectors, as shown in Fig. 35 . Interestingly, an offset in the distributions between GE-NIE and GiBUU is observed and the overall effect is to change the position and depth of the oscillation dip. Similar effects have been observed previously by several authors (Lalakulich et al., 2012; Martini et al., 2012; Mosel et al., 2014; Nieves et al., 2012) . The next question to address is what will the impact on the extraction of oscillation parameters be, and whether the inclusion of the near detector will solve the problem.
A first step in this direction was taken by , where a comparison between ideal energy reconstruction and a fit performed using migration matrices derived from an event generator, in this case GiBUU was made. Specifically, the ability to measure the atmospheric mixing parameters in ν µ → ν µ disappearance was studied. The main finding is, that a near detector will lead to a high χ 2 -value per degree of freedom, that is a bad fit, but does not prevent significant bias in the parameter determination, which can potentially be as large as several times the statistical error. Both the χ 2 -value and bias can be reduced if the energy scale of the exper-iment is allowed to shift by as much as 5%. The key to this behavior is the fact, that the beam flux is not known a priori to better than 5-10% and hence the near detector cannot determine the right energy migration matrix and the beam flux simultaneously. In essence, there are fewer observables than unknowns.
A somewhat more sophisticated analysis has been presented in the work of Coloma et al. (2014) , where a comparison between two event generators, GiBUU and GENIE, was performed, in which one of the generators was used to compute virtual data and this virtual data in turn was fitted using the other event generator. The specific choice of generators for this comparison was guided by convenience and availability and does not imply that one of them is more accurate than the other, or that any of them is more accurate than some other generator. The results are somewhat sobering, as can be seen from Fig. 36 , clearly indicating that a large bias with acceptable χ 2 -values could occur. The closed contours are obtained from fitting data generated with GENIE with GENIE, whereas the open contours are obtained from fitting data generated with GENIE with GiBUU. In the left hand panel the energy scale is fixed and in the right panel a 5% energy scale shift is allowed. Mosel et al. (2014) pointed out that an event sample which is the combination of 0-pion events (traditionally selected for QE), 1-pion and N-neutron events has a much more benign behaviour in terms of shifting the oscillation peak. It is clear, that such a selection would require a liquid argon detector. Moreover, the statistics is strongly reduced with respect to the full event sample in an experiment in the multi-GeV region. There is some risk that an improved systematic error is bought at the price of a greatly enlarged statistical error. On the other hand, having a reliable sub-sample may be sufficient to also tie down the energy scale of DIS events. This issue awaits further detailed study along the lines of Coloma et al. (2014) .
The results of Mosel et al. (2014) indicate that a more detailed treatment of the hadronic energy deposition, which can be measured to a large extent in liquid argon detectors will likely improve the results. At the same time, missing energy will become a crucially important problem. Neutral secondary particles like π 0 and neutrons have to either decay or interact further in the detector to leave a signature. The amount of these neutral secondaries will be very different between neutrino and antineutrinos, as will their energy distributions. This can be easily seen from the very different y-distributions in DIS for neutrinos and antineutrinos. The contained fraction of neutral particles will be a sensitive function of detector size and surface to volume ratio, therefore near and far detectors are guaranteed to behave very differently in this respect. Even if neutral particles are contained in the detector, associating their signature with the (correct) primary vertex will be complicated, in particular in the near detector which may see more than one event per beam spill.
A further real-world issue, will be energy thresholds, e.g. a proton has to exceed a certain value of kinetic energy in order to be detected. The relatively poor energy resolution for hadronic energy deposition compared to the one for leptons will further impose limitations. A quantitative study of the impact of hadronic calorimetry with a special emphasis on the missing energy from neutral secondaries is urgently needed. This also implies the need for reliable theoretical models of in particular neutral particle production in neutrino-nucleus interactions, including the ability to correctly predict multiplicity and momentum distributions, since these will affect the fraction of contained events and their signature. This information is required to correctly account for the aforementioned thresholds and the hadronic energy resolution, even if detailed test beam data on the detector response exist. Furthermore, it is obvious that the energy scales and systematic bias for electron-and muon-type events will be quite different, which adds another level of complexity, an will cause practical difficulties for attempts to use the disappearance data, typically based on ν µ → ν µ , to "calibrate" the energy scale of the appearance data set, based on ν µ → ν e . It is also worth noting, that this approach effectively assumes the correctness of the three flavor oscillation framework, thus defeatinmg one the major reasons for pursuing long-baseline experiments: to test the validity of three flavor description.
In summary, a significant improvement of our theoretical understanding of neutrino-nucleus cross section is required, since the currently existing neutrino beams do no allow for measurements at a sufficient level of precision. This in turn, raises the question how to validate a theoretical model to a precision better than the available neutrino scattering data. One part of the answer, clearly can come from electron scattering data, since irrespective of the underlying theoretical framework any model able to predict the electro-weak nuclear response necessarily must also describe the electro-magnetic response and the latter can be accurately measured in electron scattering. This is a necessary condition, but whether it is sufficient is difficult to judge. This is a vicious cycle: the lack of high quality data necessitates theory to be trusted, but to trust theory it needs to be validated against data. It should be kept in mind that if everything else fails, nuS-TORM (Adey et al., 2013) provides a way out of this vicious cycle by "simply" providing very high quality data, for neutrino and antineutrino as well as for ν µ and ν e interactions. This data, likely will be good enough to allow extrapolation to any experimental situation of interest. In the case extrapolation is insufficient, nuSTORM data would provide the corner stone to decisively test the theoretical understanding of neutrino-nucleus interactions.
At a phenomenological level, existing studies, for which a few examples were shown in this section, have merely started to scratch the surface of the issue and at this stage it is not clear, whether many results are not just a mere consequence of the assumption put into the analysis. One example, is for instance the relative robustness of LBNE- The shaded areas show the confidence regions at 1, 2 and 3σ that are obtained in the θ23 − ∆m 2 31 plane if the true and fitted rates are generated using the same set of migration matrices (obtained from GiBUU, with oxygen as the target nucleus). The solid lines show the same confidence regions if the true rates are generated using matrices produced with GiBUU, but the fitted rates are computed using matrices produced with GENIE. Both sets of matrices are generated using oxygen as the target nucleus. The dot indicates the true input value, while the triangle shows the location of the best fit point. The value of the χ 2 at the best fit is also shown, together with the number of degrees of freedom. In the left panel no energy scale uncertainty is considered, while for the right panel an energy scale uncertainty of 5% is assumed, see text for details. Figure and caption adapted from Coloma et al. (2014) like experiments against cross section systematics found by : in light of later studies, this may be entirely due to using systematical uncertainties which only affect the rate but not the shape of the signal. The conceptually expedient simplification to focus on one interaction type, like quasi-elastic, severely restricts practical applicability for future experiments in the multi-GeV energy range where a multitude of interaction mechanisms contributes. Similarly, comparing different event generators may create a false sense of the magnitude of the problem, in particular since none of the existing generators is known to correctly describe neutrino scattering over a wide kinematic range and different interaction modes.
VIII. SUMMARY AND OUTLOOK
The surge of activities aimed at improving the description of neutrino-nucleus interactions, critical for the interpretation of oscillation signals, is now over a decade old, and still growing. Beginning with the first Workshop of the NUINT (Neutrino-nucleus interactions in the few GeV region) series-that marked the dawning of the age of collaboration between the communities of nuclear and neutrino physics back in 2001-a number of experimental and theoretical developments contributed to steadily advance the field.
On the experimental side, the MiniBooNE Collaboration performed the first measurement of the double differential nuclear cross section in the QE sector (AguilarArevalo et al., 2010), thus providing an unprecedented opportunity to test the available theoretical models and compare their predictions of the electron and neutrino cross sections. Additional new information has been also provided by the Minerνa experiment, specifically designed to study neutrino-nucleus interactions using different targets and covering a broad kinematical region (Tice et al., 2014) .
Theoretical studies, carried out using highly advanced models of nuclear structure and dynamics, shed new light on the complex reaction mechanisms contributing to the flux integrated cross sections, the understanding of which is needed to reduce the uncertainties associated with event identification and neutrino energy reconstruction.
Thanks to the availability of ever more powerful computers, and to the continuous evolution of Monte Carlo computational algorithms, accurate ab initio calculations of scattering observables, based on the formalism of nuclear many-body theory and realistic nuclear hamiltonians, can presently be carried out for nuclei as large as carbon. However, the Monte Carlo approach appears to be unavoidably limited to the region of low to moderate momentum transfer, in which the non relativistic approximation is expected to be applicable.
Nuclear interactions at large momentum transfer are effectively described using the formalism based on the the factorisation ansatz. Within this scheme, the interaction vertex is treated using the full relativistic expression of the nuclear current, while the initial state-which is obviously independent of momentum transfer-is described in terms of non relativistic spectral functions. The development of improved models of the target spectral function, needed to study neutrino interactions in liquid argon detectors, will require both the experimental information coming from forthcoming electron scattering experiments and the use of Monte Carlo techniques to carry out accurate calculations of the relevant nuclear amplitudes.
The factorisation ansatz, while being ideally suited for implementation in simulation codes, disregards the effects of final state interactions of the particles produced at the interaction vertex and the spectator nucleons, which, depending on kinematics, may be quite significant. Extensive theoretical work on electron-nucleus scattering suggests that their effects can be systematically included using the spectral function formalism and the eikonal approximation. This approach allows for a consistent treatment of initial-and final-state correlations. However, its ability to provide a quantitative description of exclusive processes-most notably those involving pion production-needs to be thoroughly analysed.
The picture emerging from this review suggests that there are routes worth exploring to achieve a better quantitative understanding of what needs-and need not-to be known about neutrino-nucleus interactions for longbaseline oscillation experiments.
First, comparison between event generators will remain indicative of potential issues, and will help to pin down where there needs to be more theoretical work, or where existing theoretical results need to be implemented into generators. However, there is an exponential number of possibilities to combine various generators and their options. Therefore, care should be used to pick illuminating cases for comparison, instead of attempting to completely exhaust the possibilities (and likely the audiences as well). In this process, agreement between results from different generators should not be confused as a sign of correctness, since there is a distinct possibility of several generators being wrong about the same physics in the same or very similar way. For example, most generators rely on the RFGM as description of the initial state.
Second, completeness should come before accuracy. A complete cross section model which can cover all the relevant regions of kinematics and interaction modes at a coarse level of approximation is, at this stage, preferable to a microphysical accurate description of a narrow kinematic range or a single interaction channel. The devil is the in interaction of the various pieces, and many clever schemes to solve one particular problem eventually fail because of all the other moving parts. The same applies for the subsequent phenomenological analysis. For instance, flux uncertainties clearly limit what a near detector can do in terms of eliminating systematics (Huber et al., 2008) .
Third, detector effects need to be included, even if only approximately. Thresholds, energy resolution and particle identification are all interrelated and typically rely on the underlying event generator.
Fourth, the three flavor oscillation should not be assumed since testing this framework is a major objective for the next generation of long-baseline experiments.
Obviously achieving all the above goals in a combined analysis will require a strong synergy between the experimental, theoretical and phenomenological communities.
