In this paper we prove coincidence results concerning spaces of absolutely summing multilinear mappings between Banach spaces. The nature of these results arises from two distinct approaches: the coincidence of two different classes of summing multilinear mappings and the summability of all multilinear mappings defined on products of Banach spaces. To achieve our purpose, we introduce and explore techniques to extend coincidence results from linear, bilinear and even trilinear mappings to general multilinear ones.
Introduction
The theory of absolutely summing multilinear mappings between Banach spaces has its root in the research program designed by A. Pietsch in [23] , as an attempt to generalize the linear operator theory to a multilinear context. The theory of summing mappings has produced concepts and techniques that have found applications to other fields. For example, this is the case of cotype, that has been used in the study of the maximal domain of convergence of vector-valued Dirichlet series [15] .
By definition, absolutely summing multilinear mappings improve the summability of sequences in Banach spaces and this is why many researchers have focussed much of their interest on the study of these mappings (R. . Villanueva, among others). The general purpose of these studies is to obtain and improve summability conditions for multilinear mappings. A desirable result in the theory is what has been called in the literature a coincidence result. This consists in finding examples of Banach spaces E 1 , . . . , E n , F , or general conditions on them, that ensure a good summability behavior of every continuous n-linear mapping from E 1 × · · · × E n to F or improve the summability behavior of those mappings that already enjoy some summing property. A cornerstone in the linear theory is Grothendieck's theorem, that asserts that every continuous linear operator from ℓ 1 to ℓ 2 is absolutely summing. Grothendieck's theorem has been a permanent source of inspiration in the search of linear and multilinear coincidence results. The Defant-Voigt Theorem (see [10, Corollary 3.2] , [22, Proposition 17.5.1] or [3] , where an improved version can be found) stating that any continuous multilinear functional is absolutely (1; 1, . . . , 1)-summing is probably the first coincidence result for multilinear mappings. We mention a few more examples. The fact that bilinear forms on either an L ∞ -space or the disc algebra or the Hardy space are 2-dominated was proved in [5, Theorem 3.3] and [9, Proposition 2.1], respectively. In [3, Theorem 3.7 ] the authors use this bilinear coincidence to show that all n−linear forms defined on a product E 1 × · · · × E n of Banach spaces is (1; 2, . . . , 2)−summing whenever E 1 = E 2 and each E j is either an L ∞ -space, the disc algebra A or the Hardy space H ∞ . It is worth mentioning that this situation of lifting properties from bilinear to multilinear mappings is non-trivial in many cases. Indeed, it is not true that the multilinear theory follows by induction from the linear case. Many examples of the difficulties of lifting the linear theory to the multilinear setting can be found in the literature (see, e.g., [18] ).
This paper is concerned with coincidence results in the theory of absolutely summing mappings. Section 1 is devoted to fix the notation and recall some definitions and basic facts. In Section 2 we find conditions on Banach spaces E 1 , . . . , E n and on indices p, p 1 , . . . , p n , q, q 1 , . . . , q n to ensure that (p; p 1 , . . . , p n ) and (q; q 1 , . . . , q n ) summing mappings coincide. For reasonable indices, this is the case if every continuous linear operator from ℓ p ′ i to E i is (r i ; r i )−summing. Applying the results of this section we get in Corollary 2.7 an optimal generalization of results of [8, 18, 24] . In Section 3 we get conditions that ensure that all continuous multilinear mappings on Banach spaces E 1 , . . . , E n are (q; q 1 , . . . , q n )-summing. We show how to lift summability properties of bilinear mappings defined on E 2i−1 × E 2i to the n−linear mappings defined on E 1 × . . . × E n . We prove that if any bilinear form defined on E 2 is (1; r, r)−summing and any trilinear mapping on E
Notation and background
All Banach spaces are considered over the scalar field K = R or C. Given a Banach space E, let B E denote the closed unit ball of E and E ′ its topological dual. Let p > 0. By ℓ p (E) we denote the (p-)Banach space of all absolutely p-summable sequences (x j ) ∞ j=1 in E endowed with its usual ℓ p -norm (p-norm if 0 < p < 1). Let ℓ w p (E) be the space of those sequences (x j )
endowed with the norm (p-norm if 0 < p < 1)
. . , E n , E, F be Banach spaces. The Banach space of all continuous n-linear mappings from E 1 × · · · × E n into F is denoted by L(E 1 , . . . , E n ; F ) and endowed with the usual sup norm. We simply write L( n E; F ) when E 1 = · · · = E n = E. For 0 < p, p 1 , p 2 , . . . , p n ≤ ∞ , we assume that
for all finite families of vectors
The infimum of such C > 0 is called the (p; p 1 , . . . , p n )-summing norm of A and is denoted by π (p;p 1 ,...,pn) (A). Let Π (p;p 1 ,p 2 ,...,pn) (E 1 , . . . , E n ; F ) denote the space of all absolutely (p; p 1 , p 2 , . . . , p n )-summing n-linear mappings from E 1 × · · · × E n to F endowed with the norm π (p;p 1 ...,pn) .
It is well known that we can replace ℓ
in the definition of absolutely summing mappings.
Absolutely summing mappings fulfill the following inclusion result, which appears in [21, Proposition 3.3] (see also [3] ), and will be used several times in this paper:
and π (p;p 1 ,...,pn) ≤ π (q;q 1 ,...,qn) for all Banach spaces E 1 , . . . , E n , F .
, absolutely (p; p 1 , . . . , p n )-summing n-linear mappings are usually called (p 1 , . . . , p n )-dominated. They satisfy the following factorization result (see [23, Theorem 13] ):
and A ∈ L(E 1 , . . . , E n ; F ) be given. Then A ∈ Π (p;p 1 ,...,pn) (E 1 , . . . , E n ; F ) if and only if there are Banach spaces
We denote by ℓ p E the Banach spaces of sequences (
Obviously one has
ℓ p E ⊂ ℓ p (E) ⊂ ℓ w p (E). The space ℓ p E was first introduced in [13] and it has been recently described in different ways (see [1] for a description as the space of integral operators from ℓ p ′ into X or [12] and [17] for the identification with the projective tensor product ℓ p⊗π E). In the particular case of dual spaces, using the weak principle of local reflexivity (see [14, page 73])) one has that a sequence (x * j )
for any finite sequences x 1 , . . . , x m ∈ E and y * 1 , . . . , y * m ∈ F ′ . C (p;q) (E; F ) denotes the space of Cohen (p, q) summing operators with the norm given by the infimum of the constants satisfying (3). This notion was introduced by Cohen [13] for p = q. Clearly
For the basic theory of type and cotype in Banach spaces we refer to [16, Chapter 11] . A Banach space E is said to have the Orlicz property q, 2 ≤ q < ∞, if the identity
Clearly cotype q implies Orlicz property q. Some deep results by M. Talagrand [26, 27] shows that for q > 2 both notions actually coincide while this is not the case for q = 2.
Recall that a Banach space E has the Littlewood-Orlicz property if ℓ 
2 Coincidences between spaces of summing multilinear mappings
It is well known that cotype plays a fundamental role in coincidence results for linear and nonlinear operators. For example, if E has cotype 2 then Π (1,1) (E; F ) = Π (2,2) (E; F ) for any Banach space F [16, Corollary 11.16(a)]. Our first attempt to lift this result to the multilinear setting yields the following result, that appeared in essence in [20, Theorem 16] ).
Proposition 2.1. Let E 1 , . . . , E n be cotype 2 spaces. Then
for every Banach space F .
Proof. One inclusion follows from the Inclusion Theorem 1.1. To prove the other direction, take A ∈ Π ( 2 n ;2,...,2) (E 1 , . . . , E n ; F ) and let (x
. . , u n ). Since E j has cotype 2, by [16, Corollary 11.16(a)] we have that Π (1;1) (E j ; G j ) = Π (2;2) (E j ; G j ). Now, the Factorization Theorem 1.2 allows us to conclude that A ∈ Π ( 1 n ;1,...,1) (E 1 , . . . , E n ; F ). We aim to prove a more general result. The idea is to lift linear coincidences of the type L(ℓ p ; E) = Π (r;r) (ℓ p ; E) to coincidences results for multilinear mappings on E n . Let us see first where such linear coincidences can be found. The following lemma (see [1, Lemma 3] ) is a first step. A proof is included here for the sake of completeness.
follows from the Inclusion Theorem 1.1. Let us suppose that A ∈ Π (q;s 1 ,...,sn) (E 1 , . . . , E n ; F ) and let the sequences ( 
Corollary 2.4. Let n ∈ N, 1 < p < s < ∞, 1/r = 1/p − 1/s and let E be a Banach space such that L(ℓ p ′ ; E) = Π (r;r) (ℓ p ′ ; E). Then
whenever q 1 ≤ q 2 , 1/q 1 − 1/q 2 = n/r and F is a Banach space.
Let us discuss the assumption L(ℓ p ′ ; E) = Π (r;r) (ℓ p ′ ; E) of the two results above. It is well known that if E has cotype 2 then L(c 0 ; E) = Π 2;2 (c 0 ; E)) (see [16, 
• • If E has cotype 2 then Π (s;s) (E; F ) = Π (p;p) (E; F ) for every Banach space F , whenever 1 ≤ p ≤ s ≤ 2. In this case ℓ w p (E) = ℓ r ℓ w s (E).
• If E has cotype s, 2 < s < ∞, then Π (q;q) (E; F ) = Π (p;p) (E; F ) for every Banach space F , whenever 1 ≤ p ≤ q < s ′ . In this case ℓ Example 2.6. Let E = ℓ 2 and p = 4/3 (hence p ′ = 4). From Proposition 2.5 we have L(ℓ 4 ; ℓ 2 ) = Π (r;r) (ℓ 4 ; ℓ 2 ) for r > 4. So, Π (q 1 ;4/3,...,4/3) ( n ℓ 2 ; F ) = Π (q 2 ;s,...,s) ( n ℓ 2 ; F ) whenever q 1 ≤ q 2 , 1/q 1 − 1/q 2 = n/r, 4/3 < s < 2 and F is a Banach space. For example, taking q 1 = 2, q 2 = 4, r = 8, n = 2, s = 8/5, 
holds for 1 ≤ p ≤ q ≤ 2.
(ii) If c > 2, then Π (q;q,...,q) (E 1 , . . . , E n ; F ) ⊂ Π (p;p,...,p) (E 1 , . . . , E n ; F )
holds for 1 ≤ p ≤ q < c ′ . It is easy to see that inclusions (6) and (7) are not optimal. So it is natural to ask for the best s for which, under the same assumptions, Π (q;q,...,q) (E 1 , . . . , E n ; F ) ⊂ Π (s;p,...,p) (E 1 , . . . , E n ; F ).
Let us settle this question and get a much better result in this direction. We do so by combining the argument in Theorem 2.3 with the facts mentioned just before Proposition 2.5: Corollary 2.7. For i = 1, . . . , n, let E i be a Banach space with cotype c i ∈ [2, ∞]. Let 1 < p i , q i < ∞ with 1/r i = 1/p i − 1/q i ≥ 0, p ≤ q and
Π (q;q,...,q) (E 1 , . . . , E n ; F ) = Π ( qp n(q−p)+p ;p,...,p) (E 1 , . . . , E n ; F ) and Π (q;q,...,q) (E 1 , . . . , E n ; F ) ⊂ Π (p;p,...,p) (E 1 , . . . , E n ; F ). 
Summability of all multilinear forms
We are now interested in understanding when all multilinear maps satisfy certain summability conditions, that is, when L(E 1 , E 2 , . . . , E n ; F ) = Π (q;q 1 ,q 2 ,...,qn) (E 1 , E 2 , . . . , E n ; F )
for some values of 0 ≤ 1/q 1 +· · ·+1/q n −1/q < n−1 and some Banach spaces E 1 , . . . , E n , F .
As we shall see in this section, the consideration of projective tensor products is quite profitable for our purposes. Recall that by E 1⊗π · · ·⊗ π E n we mean the completed projective tensor product of the Banach spaces E 1 , . . . , E n . Theorem 3.1. Given n ∈ N, n ≥ 2, let m ∈ N be such that n = 2m if n is even and n = 2m + 1 if n is odd. For j = 1, . . . , n, let E j be a Banach space and let 1 ≤ r j < ∞,
L(E 1 , . . . , E n ; K) = Π (q;r 1 ,...,rn) (E 1 , . . . , E n ; K),
. Using the associativity of the projective tensor norm π it is easy to see that there is an m-linear mapping B ∈ L(E 1⊗π E 2 , . . . , E 2m−1⊗π E 2m ; K) such that
for all x j ∈ E j . Using the Defant-Voigt and the inclusion theorems, we get that Hence, A ∈ Π (p;r 1 ,...,r 2m ,1) (E 1 , . . . , E 2m+1 ; K). Using the Inclusion Theorem 1.1 once again we conclude that A ∈ Π (q;r 1 ,...,r 2m ,r) (E 1 , . . . , E 2m+1 ; K) for any p ≤ q and 1 ≤ r < ∞ such that 1/p − 1/q ≥ 1/r ′ . Choose r = r 2m+1 to complete the proof.
From Lemma 3.4 it follows that
Applying the previous result to the case p i = 1, E i = E and r i = r for any values of
We can actually improve a bit the result by imposing conditions on trilinear maps.
for every n ≥ 2.
Proof. We have already proved the case n even. Let us consider the case n odd and proceed by induction. Suppose that the result is valid for a fixed k odd. Let us prove that it is also true for k
From the associativity properties of the projective norm there is a bilinear form B ∈ L(F, G; K) so that
for all x j ∈ E, j = 1, . . . , k + 2. Using (as in the previous theorem) the Defant-Voigt Theorem and Lemma 3.4 we get
. . , k + 2, and certain positive constants C 1 and C 2 .
The next results relate the summability of all multilinear forms with the projective tensor product of vector valued sequences spaces.
. We say that A ∈ L(E 1 , . . . , E n ; F ) is weakly (p; q 1 , . . . , q n )-summing if the induced mapping A : ℓ well-defined (hence n-linear and bounded) . The space formed by these mappings is denoted by Π w(p;q 1 ,...,qn) (E 1 , . . . , E n ; F ) and the weakly (p; q 1 , . . . , q n )-summing norm π w(p;q 1 ,...,qn) (A) of A is defined analogously to (1).
, C > 0 and let E 1 , . . . , E n be Banach spaces. The following are equivalent:
(ii) L(E 1 , . . . , E n ; F ) = Π w(p;q 1 ,...,qn) (E 1 , . . . , E n ; F ) for every Banach space F and π w(p;q 1 ,...,qn) ≤ C · .
.
(ii) =⇒ (iii) Take F = E 1⊗π · · ·⊗ π E n and A :
Proposition 3.5. Let E 1 , E 2 be Banach spaces, p 1 , p 2 ≥ 1 and 1 ≤ 1/p 1 + 1/p 2 < 2. The following statements are equivalent.
Proof. (i) ⇐⇒ (ii) is a particular case of Theorem 3.4.
(ii) ⇐⇒ (iii) is immediate. To see the equivalence with (i) and (iv) just notice that for arbitrary Banach spaces E and F , E⊗ π F is isometrically isomorphic to F⊗ π E, and then apply (iii).
We finish this section by pointing out some connections between the Littlewood-Orlicz property and the equality L(E 1 , E 2 ; K) = Π (1;p 1 ,p 2 ) (E 1 , E 2 ; K). Actually this can be done in a bit more general context. Definition 3.6. Let 2 ≤ q < ∞. We say that a Banach space E satisfies the q-LittlewoodOrlicz property if ℓ w 1 (E) ⊂ ℓ q E . Note that, due to Talagrand's result, spaces with the q-Littlewood-Orlicz property for q > 2 must have cotype q. Theorem 3.7. Let 2 ≤ q < ∞ and E be a Banach space. The following statements are equivalent.
′ it suffices to check that there is C > 0 such that
for every (x j ) ∞ j=1 ∈ ℓ w q ′ (E). Using X = c 0 in the assumption, this follows from
(ii) ⇐⇒ (iii) This is a particular case of Proposition 3.5.
Theorem 3.8. Let 2 ≤ q < ∞ and E be a Banach space. The following statements are equivalent.
Proof. (i) =⇒ (ii) Let A ∈ L(X, E; K) and let T A : X → E ′ be its associated linear map.
The equivalences (ii) ⇐⇒ (iii) ⇐⇒ (iv) have been shown in Proposition 3.5.
(iii) =⇒ (i) Apply to the assumption X = E ′′ and the identity operator.
Next we present a technique to lift (n − 1)-linear coincidences to n-linear coincidences. A few definitions are in order: by Rad(E) we denote the space of sequences (
where (r j ) j∈N are the usual Rademacher functions. According to [6, 7] (see [16, Chapter 12] for the linear case), a multilinear map A ∈ L(E 1 , . . . , E n ; F ) is said to be almost summing if the induced map A : ℓ u 2 (E 1 ) × · · · × ℓ u 2 (E n ) −→ Rad(F ) is well-defined (hence n-linear and bounded). We write Π as (E 1 , . . . , E n ; F ) for the space of all such multilinear maps.
Proposition 3.9. Let n ≥ 2 and let E 1 , . . . , E n be Banach spaces such that L(E 1 , . . . , E n−1 ; E ′ n ) = Π as (E 1 , . . . , E n−1 ; E ′ n ).
(i) Then L(E 1 , . . . , E n ; K) = Π (1;2,...,2,1) (E 1 , . . . , E n ; K).
(ii) If E ′ n is a GT -space of cotype 2, then L(E 1 , . . . , E n ; K) = Π (1;2,...,2) (E 1 , . . . , E n ; K).
Proof. Given A ∈ L(E 1 , . . . , E n ; K), define A n−1 ∈ L(E 1 , . . . , E n−1 ; E ′ n ) in the obvious way, that is, A n−1 (x 1 , . . . , x n−1 )(x n ) = A(x 1 , . . . , x n ). .
This shows part (i).
The proof of (ii) follows easily using the characterization of E ′ being a GT -space of cotype 2 (see [1, Theorem 1] and [17] ) in terms of the fact Rad(E ′ ) = ℓ 2⊗ E ′ with equivalent norms.
Hence given (x i j ) j∈N ∈ ℓ w 2 (E i ) for 1 ≤ i ≤ n, m ∈ N and (λ j ) m j=1 such that |λ j | = 1, as above we now can write, using the duality ℓ .
This finishes the proof.
