For ξ = (ξ 1 , ξ 2 , . . . , ξ d ) ∈ R d let Q(ξ) := d j=1 σ j ξ 2 j be a quadratic form with signs σ j ∈ {±1} not all equal. Let S ⊂ R d+1 be the hyperbolic paraboloid given by S = (ξ, τ ) ∈ R d × R : τ = Q(ξ) . In this note we prove that Gaussians never extremize an L p (R d ) → L q (R d+1 ) Fourier extension inequality associated to this surface.
The purpose of this note is to establish a negative result analogous to that of Christ and Quilodrán [1] in all the cases of hyperbolic paraboloids. Theorem 1. Let S be a hyperbolic paraboloid and 1 < p < 2(d + 1)/d. Then Gaussians are not critical points of (1.2) (in case the inequality holds).
A particularly attractive case of (1.2) in the case of hyperbolic paraboloids is when d = 2 and S = {(ξ 1 , ξ 2 , τ ) ∈ R 3 : τ = ξ 2 1 − ξ 2 2 }. This is the only case when the exponent q is even (q = 4). The corresponding L 2 (R 2 ) → L 4 (R 3 ) Fourier extension estimate for this saddle surface and its connections with hyperbolic Schrödinger equations have been studied by Rogers and Vargas [5] , and a profile decomposition for solutions of such equations was established by Dodson, Marzuola, Pausader and Spirn [2] . In the last section of the paper we present a brief discussion on some subtle points of this Fourier extension estimate, in particular addressing the difficulties of applying previous approaches by Foschi [3] and Hundertmark and Zharnitsky [4] for the paraboloid.
Proof of Theorem 1
We divide the proof in several simple steps.
2.1.
Computing the Fourier extension a Gaussian. Throughout the paper we fix the L 2 -normalized Gaussian
(2.1) Letting x = (x 1 , x 2 , . . . , x d ), a routine computation yields
Hence it follows that
We say that g is a critical point of (1.2) if Ψ ′ (0) = 0 for all such φ. If we further assume the orthogonality
|T g| q−2 T g T φ .
Using (1.1), (2.2), (2.3) and Fubini's theorem (in the following order: first change x and ξ, then integrate in x, then change ξ and t; note that we have absolute integrability of the integrands in each step) we observe that
We then find that g is a critical point if and only if the following Euler-Lagrange equation is satisfied:
where λ is a constant.
2.3.
Using the hiperbolicity. Let us now assume that the quadratic form Q has d + signs +1 (say,
We may assume without loss
with the understanding that ξ + = (ξ 1 , . . . , ξ d + ) and ξ − = (ξ d + +1 , . . . , ξ d ). If we group the terms with the same signature, the Euler-Lagrange equation (2.4) reads
Changing variables t/π = s, and clearing out constant factors we arrive at
where λ is a constant (not necessarily the same as before).
At this point observe that d(q − 2)/2 > 1 in our regime, which makes the integrand above absolutely integrable. Christ and Quilodrán [1] treated a similar integral as in (2.5), with d − = 0 and p = 2, via contour integration in the complex plane. In our situation we may take advantage of the hiperbolicity to proceed with a purely real analysis. Regarding |ξ + | 2 = r + and |ξ − | 2 = r − as real variables in [0, ∞) we may differentiate expression (2.5) k times in the variable r + and k times in the variable r − , and then plug in (r + , r − ) = (0, 0) to obtain (note that 1 −
When s is real we note that A(s) is an even function that is continuous and non-identically zero (e.g. just observe the behaviour as s → ∞). From (2.6) we have
where P is any polynomial.
2.4.
Changing variables. Note that in our regime we always have q > 2(d+1)/d > p, but as p → (2(d+ 1)/d) − we have q → (2(d + 1)/d) + . In every dimension d ≥ 2 there exists an exponent p d ∈ (2, 2(d + 1)/d) such that, for q d = (d + 2)p ′ d /d, we have
This is in fact given by
If p = p d , the change of variables
Hence, if p = p d , equation (2.7) becomes (q−p) 2 4
Since P is an arbitrary polynomial and the function t → B(ϕ(t)) ϕ ′ (t) is continuous in the interior of the interval, not identically zero, and integrable in the interval, we get a contradiction by Weierstrass approximation.
2.5. The case p = p d . In this case we return to (2.5) and consider the diagonal |ξ + | 2 = |ξ − | 2 = r ≥ 0.
Recalling that 1 − (p − 1)(q − 1) = −2p/d and using (2.8) we obtain
Differentiating k times this function of r, and then plugging in r = 0, we obtain
for all k ∈ N. We proceed as before by observing that the change of variables
d + s 2 is a bijection between s ∈ (0, ∞) and t ∈ (−1, 1), to reach a contradiction via Weierstrass approximation.
Remarks on the saddle surface
Here we address the L 2 (R 2 ) → L 4 (R 3 ) Strichartz inequality associated to S, presenting below a few important facts of this particular situation. Despite having the convolution structure, the quest for the sharp form of this inequality seems to be a subtle issue, as the previous methods for the paraboloid [3, 4] are not easily adaptable. This relates to the discussion in [2, Appendix A] .
In what follows ξ = (ξ 1 , ξ 2 ), ω = (ω 1 , ω 2 ), η = (η 1 , η 2 ), ν = (ν 1 , ν 2 ) will be vectors in R 2 . For a Schwartz function f : R 2 → C, we may use delta calculus to compute T f L 4 (R 3 ) as follows:
where δ d denotes the d-dimensional Dirac delta. We may consider an operator K that acts on functions F : R 4 → C given by
We would then have
where · , · denotes the inner product of L 2 (R 4 ), and (f ⊗f )(η, ν) := f (η)f (ν) is the usual tensor product of functions. We now make a few observations about this operator K. Proof. Indeed, changing variables ξ + ω = α and ξ − ω = β we have
This is an important difference to the approach of Hundertmark and Zharnitsky [4] for the analogous estimate for the paraboloid. In that case, the corresponding operator K applied to the constant function 1 yielded a constant value, and this was crucial to establish the L 2 -boundedness of the operator. In fact, we have the following negative result in this case.
Proof. Let us compute Kg, where g is the L 2 -normalized Gaussian defined in (2.1). Changing variables ξ + ω = α and ξ − ω = β we have
We now change variables by placing u 1 − u 2 = x and u 1 + u 2 = y to get
where K 0 denotes the modified Bessel function of second kind and order zero. Let us now show that Kg / ∈ L 2 (R 4 ). By a change of variables η + ν = α and η − ν = β we get
Note that the inequality . From the definition of the operator K one can verify the following symmetry KF (η 1 , η 2 , ν 1 , ν 2 ) = KF (ν 1 , η 2 , η 1 , ν 2 ).
Let R be the reflection operator defined by R(F )(η 1 , η 2 , ν 1 , ν 2 ) := F (ν 1 , η 2 , η 1 , ν 2 ). Let E 1 = {F ∈ C ∞ c (R 4 ) : F = R(F )} and E 2 = {F ∈ C ∞ c (R 4 ) : F = −R(F )}. Note that E 1 and E 2 are orthogonal in L 2 (R 4 ). Given F ∈ C ∞ c (R 4 ) we can always write F = F 1 + F 2 with F 1 ∈ E 1 and F 2 ∈ E 2 , namely by putting F 1 = (F + R(F ))/2 and F 2 = (F − R(F ))/2. One can also verify that KF, F = KF 1 , F 1 .
It is tempting to then claim that an extremizer f of our Fourier extension inequality should be such that f ⊗ f has the symmetry of E 1 but this is not, in principle, a valid claim. In fact, recall that (3.1) does not hold in all L 2 (R 4 ), and if we try to symmetrize a tensor product f ⊗ f by changing it to the function
we may leave the subclass of tensor products.
