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We investigate how the presence of a localized impurity in a Bose-Einstein condensate of trapped
cold atoms that interact with each other weakly and repulsively affects the profile of the condensed
and excited components at zero temperature. By solving the Gross-Pitaevskii and Bogoliubov-
de Gennes equations, we find that an impurity-boson contact attraction (repulsion) causes both
components to change in spatial structure in such a way as to be enhanced (suppressed) around
the impurity, while slightly declining (growing) in a far region from the impurity. Such behavior of
the quantum depletion of the condensate can be understood by decomposing the impurity-induced
change in the profile of the excited component with respect to the radial and azimuthal quantum
number. A significant role of the centrifugal potential and the “hole” excitation level is thus clarified.
I. INTRODUCTION
Polarons are quasiparticles conceptually well estab-
lished in solid state physics. For instance, a conduct-
ing electron in an ionic crystal moves together with the
locally induced polarization to form a polaron that has
the energy spectrum modified from that of an electron in
vacuum [1–3]. Such a medium-modified electron serves
as an essential building block for more complex many-
body phenomena, e.g., high Tc superconductivity [4–6].
Recently cold atomic gas experiments have offered var-
ious types of atomic polarons, i.e., impurities (minority
atoms) that are either immersed in a trapped Bose gas
with Bose-Einstein condensation (BEC) or in a degener-
ate Fermi gas and eventually dressed by a virtual cloud
of the corresponding particle-hole excitations. The for-
mer and latter are called Bose polarons [7–13] and Fermi
polarons [14–18], respectively. At sufficiently low tem-
peratures, the interaction between impurity and medium
atoms is characterized by a low-energy s-wave scatter-
ing length, which is in turn tunable by external magnetic
fields as predicted by the Fano-Feshbach theory [19]. The
polaron energy and spectral strength have been measured
by, e.g., radio frequency spectroscopy [11, 12, 14, 15],
which utilizes the radio absorption probability of impu-
rity atoms in two different hyperfine states that interact
with medium atoms only weakly and relatively strongly.
The above experiments have also energized theoreti-
cal investigations, which include various issues of atomic
polarons in zero-temperature media: quasiparticle prop-
erties of Bose polarons [20–30] and Fermi polarons [31–
44], the self-localization of impurities in quasi-1D BEC
media [45–49], polaronic spectral changes from a weak
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to strong coupling regime for attractive interactions [50–
54], few-body physics around the unitarity limit [55–59],
dynamics of the polaron formation [59–62], and open
quantum dynamics [63–65]. Beside these ’conventional’
atomic polarons, more exotic ones have been proposed,
e.g., p-wave [66] and dipolar-type [67, 68] polarons, angu-
lons [69–72], and Bose polarons near the transition tem-
perature [73, 74]. Moreover, thermal evolution of Fermi
polarons has been recently in the recent experiment[75]
prior to theoretical investigations [76, 77] and critical
properties of Bose polarons have been experimentlly ob-
served [78]. Whereas most of the theoretical studies men-
tioned above assume that the system is spatially uniform,
Bose polarons in rotationally symmetric trap potentials
[79, 80] that are used in experiments have been theoreti-
cally studied to figure out the ground-state properties at
a given total angular momentum, a conserved quantity
in the system considered here. Note that the total mo-
mentum is the corresponding quantity in translationally-
symmetric uniform systems.
Up to now, however, theoretical studies of Bose po-
larons have yet to reveal the detailed structures of the
condensate and fluctuations in the presence of impurity,
especially in 3D trapped systems. This is because the Bo-
goliubov approximation has been used basically within a
theoretical framework that assumes that the presence of
the impurity does not change the spatial profile of the
condensate nor the number of condensed bosons. The
Bogoliubov approximation is supposed to be valid if the
fraction of non-condensed bosons that are caused to oc-
cur by all interactions assumed in the system is negligibly
small ( 1). There are some estimates of this condition
with respect to the boson-boson and the impurity-boson
interaction strengths [81, 82]. In general, a repulsive in-
teraction among bosons disturbs them in their condens-
ing into a coherent state by causing fluctuations to gener-
ate a finite fraction of non-condensed bosons even at zero
temperature, a phenomenon referred to as the quantum
depletion of the condensate [19, 83, 84]. In superfluid 4He,
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2for instance, the fraction is no less than about 80− 90 %
[85], while in cold-atomic condensates it is less than 10
% because a very weak repulsive interaction can be nat-
urally realized [86]; it has been recently observed in the
experiment [87] in a box trap. Aside from the validity ar-
gument of the approximations used in theoretical studies
of Bose polarons, it is interesting to find a missing piece,
namely, to examine the open question of how the impu-
rity gives a local feedback to the medium bosons: The
impurity inevitably induces a local deformation of the
condensate and local quantum fluctuations. Our motiva-
tion is to examine such local modifications caused by an
impurity localized in a trap potential. In the present pa-
per, therefore, we consider a single Bose polaron in spher-
ically symmetric trap potentials and figure out details of
spatial structure of the condensate and Bogoliubov exci-
tations by allowing for the changes induced around the
impurity by the impurity-boson interaction.
This paper is organized as follows: In Sec. II we set
up our system, write down the effective Hamiltonian in
detail, and derive a set of coupled equations under some
reasonable approximations. In Sec. III we show numer-
ical results obtained by solving the equations derived in
Sec. II. In Sec. IV we end up with summary.
II. FORMULATION
In this section, we shall write down a set of equations
that describe spatial structure of an impurity and the
condensed and excited components of a weakly interact-
ing Bose gas in trap potentials.
A. Effective Hamiltonian
We consider the zero-temperature system of a sin-
gle atomic impurity immersed in a dilute atomic Bose
gas. The impurity and the gas are trapped in the con-
finement potentials VI(r) and VB(r). Bosons are as-
sumed to interact with each other weakly and repul-
sively, while the impurity-boson interaction is assumed
to be tunable between positive and negative values us-
ing the Fano-Feshbach resonance. Such a system can
be described by the low energy effective Hamiltonian,
H = Himp + HB + Hint, that is composed of the part of
the trapped single impurity, the part of the trapped bo-
son gas, and the part of the impurity-boson interaction,
respectively, i.e.,
Himp =
pˆ2
2mI
+
mIω
2
I
2
qˆ2, (1)
HB =
∫
r
φˆ†(r)
[
hB+
gBB
2
φˆ†(r)φˆ(r)−µ
]
φˆ(r), (2)
Hint = gIB
∫
r
φˆ†(r)δ(3)(qˆ− r)φˆ(r). (3)
Here, hB = −~2∇22mB + VB(r), and we have used the first
(second) quantized form for the impurity (bosons). We
have introduced the abbreviated notation for the spacial
integral:
∫
r
=
∫
d3r . For the boson-boson and boson-
impurity interaction, the effective coupling constants and
s-wave scattering lengths are related by
gBB =
4pi~2
mB
aBB, (4)
gIB =
2pi~2
mred
aIB, (5)
where mred = mBmI/(mB +mI).
We aim to figure out the ground state properties of
this system at zero temperature. In formulation we first
take the expectation of H with respect to a normalized
impurity state |imp〉 that is yet to be determined. The
resultant expression reads
HB = 〈H〉imp
= 〈Himp〉imp+HB+gIB
∫
r
|ψ(r)|2φˆ†(r)φˆ(r), (6)
where ψ(r) = 〈r|imp〉 is the wave function of the im-
purity, and 〈Himp〉imp =
∫
r
ψ∗(r)
[
−~2∇22mI + VI(r)
]
ψ(r).
The HB defined above represents an effective Hamilto-
nian for bosons in the presence of an additional potential
due to the impurity wave function.
Now we expand the boson field operator into the con-
densate and its fluctuations as φˆ(r) = φ(r) + ϕˆ(r), where
φ(r) := 〈φˆ(r)〉, with 〈· · · 〉 defined as the expectation
value by vacuum of bosons in the presence of an impu-
rity [88], corresponding to the ground state of the unper-
turbed Hamiltonian to be specified below. This implies
〈ϕˆ(r)〉 = 0. Expanding HB with respect to the fluctua-
tions, we obtain
H(0) =〈Himp〉imp
+
∫
r
φ∗
[
hB + gIB|ψ|2 + gBB
2
|φ|2 − µ
]
φ, (7)
H(1) =
∫
r
ϕˆ†
(
hB+gIB|ψ|2+gBB|φ|2−µ
)
φ+h.c., (8)
H(2) = 1
2
∫
r
(
ϕˆ† ϕˆ
)( L M
M∗ L∗
)(
ϕˆ
ϕˆ†
)
, (9)
H(3) =gBB
∫
r
(
φ ϕˆ†ϕˆ†ϕˆ+ φ∗ ϕˆ†ϕˆϕˆ
)
, (10)
H(4) = gBB
2
∫
r
ϕˆ†ϕˆ†ϕˆϕˆ. (11)
where L = hB + gIB|ψ|2 + 2gBB|φ|2−µ andM = gBBφ2.
Let us now choose H(1) + H(2) as the unperturbed
Hamiltonian. Then, we find H(1) = 0 from i~∂t〈ϕˆ〉 =〈[
ϕˆ,H(1) +H(2)]〉 = 0 in the interaction picture, which
leads to the Gross-Pitaevskii equation [89](
hB + gIB|ψ|2 + gBB|φ|2 − µ
)
φ = 0. (12)
This does not include fluctuation effects explicitly, but
only through the impurity’s wave function (15). In fact,
3Eq. (12) is equivalent to the stationary condition from
H(0). When higher order fluctuation effects from H(3)
and H(4) are negligible due to sufficiently weak interac-
tions, i.e., H(3) and H(4) terms in the Hamiltonian can
be neglected, then the Hamiltonian approximately reads
HB ' H(0) +H(2). (13)
The ground and excited states for the above approx-
imate Hamiltonian can be determined solely from the
diagonalization of H(2) once the condensation profile is
obtained from (12). In the Bogoliubov representation
ϕˆ(r) =
∑
i[ui(r)αˆi+v
∗
i (r)αˆ
†
i ], where the operators αˆi sat-
isfy the canonical commutation relation: [αˆi, αˆ
†
j ] = δij ,
we thus obtain the Bogoliubov-de Gennes (BdG) equa-
tions [90, 91],( L M
−M∗ −L
)(
ui
vi
)
= Ei
(
ui
vi
)
, (14)
where Ei is the eigen-energy of H(2), i.e., the boson ex-
citation energy. We remark that these excited bosons
can be interpreted as phonons, whose bilinear coupling
with the impurity is similar to the Fro¨hlich-type electron-
phonon coupling in polar semiconductors.
The variational condition with respect to the impurity
state δ〈HB〉/δψ∗ = 0 leads to another equation:(
hI + gIB|φ|2 + gIB〈ϕˆ†ϕˆ〉
)
ψ = 0, (15)
where the expectation is taken with respect to the
bosonic ground state of H(2), i.e., the Fock vacuum of
αˆi.
Putting Eqs. (12), (14), and (15) together, we obtain a
set of the equations to be solved simultaneously. We note
that the chemical potential µ will be determined from
NB =
∫
r
〈φˆ(r)†φˆ(r)〉 := N0 +Nex, (16)
where N0 is the number of the bosons in the condensate,
while Nex is the number of the bosons in the excited
states. At zero temperature, Nex represents a depletion
of the condensate [86], because all the bosons are in the
condensate for a non-interacting, impurity-free system.
The depletion of the condensate can be described by
Nex =
∑
i
∫
r
|vi(r)|2, (17)
under the condition that the total number of bosons NB
is kept constant by µ.
B. Spherical trap potentials and further
approximations
Hereafter, for theoretical simplicity, we assume that
the impurity and the gas are trapped in the respective
spherical harmonic-oscillator potentials whose centers co-
incide: VB(r) =
mBω
2
B
2 r
2 and VI(r) =
mIω
2
I
2 r
2. This theo-
retical setup is motivated by experiments [12], in which
the optical and magneto-optical traps are well described
by the harmonic-oscillator potentials.
In this work, we focus on the quantum depletion of
the condensate in the presence of an impurity. For sim-
plicity, we ignore the dynamical kickback to the impu-
rity from the medium Bose gas and consider a situation
where the impurity is strongly bounded by the spherical
harmonic trap potential, i.e., ~ω`  |gIBn¯B|, with n¯B be-
ing an averaged boson density n¯B = NB
/(
4pi
3 d
3
B
)
where
dB =
√
~/mBωB. In this situation, because of the wide
energy gap between the ground and other excited states,
the wave function of the impurity remains in the ground
state. Moreover, the impurity wave function is shrunk by
the potential and feels the kickback from the condensate
as the constant potential which affects only the energy
shift; hence, the kickback term from the condensate in
Eq.(15) can be ignored. Therefore, we have
ψ(r) '
(
pi~
mIωI
)− 34
exp
(
−mIωI
2~
r2
)
. (18)
We note that this condition is inequivalent to the heavy
mass limit of the impurity mI  mB because the wave
function of the impurity is shrunk under this condition
but the excitation gap remains unchanged. Since the
wave function of the impurity is isotropic, the ground
state of the condensate also has an isotropic form,
φ(r) =
√
N0
4pi
Φ(r), (19)
and the BdG eigenfunctions can be assumed to have a
separable form,{
unr`m(r)
vnr`m(r)
}
=
{Unr`(r)
Vnr`(r)
}
Y`m(θ1, θ2) , (20)
where (nr, `, m) denote the radial, azimuthal, and mag-
netic quantum number, respectively. Finally, the deple-
tion of the condensate is characterized by
Nex =
∑
nr,`
∫
r
nex,nr`(r), (21)
nex,nr`(r) =
2`+ 1
4pi
|Vnr`(r)|2. (22)
III. NUMERICAL RESULTS AND DISCUSSION
Let us now present numerical results for the quantum
depletion. To this end, we consider a situation in which
a 40K Fermi impurity is immersed in an 87Rb Bose con-
densate, i.e., mI/mB ' 0.460. We set the total number of
the bosons as NB = 10
5 and the ratio of the strength of
the trap potentials as ωI/ωB = 5 with ωB = 20× 2piHz.
For the boson-boson and boson-impurity interactions, we
4take 1/(aBBn¯
1/3
B ) = 100, and 1/(aIBn¯
1/3
B ) = ±10, with
n¯B = NB
/(4pi
3
d3B
)
= 1.70× 1015 cm−3, (23)
dB =
√
~
mBωB
= 2.41× 10−4cm. (24)
Throughout the numerical calculations we keep the num-
ber of total bosons NB fixed by tuning the chemical po-
tential.
A. Condensate and depletion in real space
We first consider the spatial dependence of the con-
densate and depletion. Figure 1 shows the radial profile
of the order parameter in the absence of the impurity
Φ(0)(r) and the change in the order parameter due to the
presence of the impurity, defined by
δΦ(r) := Φ(r)− Φ(0)(r). (25)
Hereafter, we use the superscript (0) that denotes the
absence of the impurity. Note that the impurity is local-
ized at the center of the trap potential [92]. When the
boson-impurity interaction is repulsive gIB > 0 (attrac-
tive gIB < 0), therefore, the condensate feels as if there
appeared an additional small bump (dip) at the center,
and eventually is repelled a little bit from (pulled toward)
the impurity as shown in Fig. 1.
Correspondingly, Fig. 2 exhibits the radial profile of
the density of the quantum depletion,
∑
nr,`
nex,nr`(r) :=
nex(r), in the absence of the impurity and the change in
the density of the quantum depletion due to the presence
of the impurity,
δnex(r) :=
∑
nr,`
(
nex,nr`(r)− n(0)ex,nr`(r)
)
. (26)
We find that the profiles of the order parameter and the
quantum depletion are similar. This result reflects the
fact that the quantum depletion at a given position arises
from zero-range boson-boson repulsion and thus follows
the local density of the condensate. The impurity nearby
induces a decrease (increase) in the number of atoms in
the condensate by 2.38 × 10−3 (2.40 × 10−3) and hence
leads to a decrease (increase) of the quantum depletion.
We remark that in the far region from the impurity, i.e.,
beyond r/dB ∼ 1.7, the change in the condensate and
depletion due to the presence of the impurity is tiny, but
opposite in sign to that around the impurity.
Finally, we remark on the details of numerical calcu-
lations. As pointed out in Ref. [86], the convergence of
the sum in Eq. (21) is significantly slow. We truncate
the terms whose energy exceeds 1000/~ωB. Even with
this truncation, we can reproduce 90% of the depletion
obtained in the semiclassical approximation [86], which
implies that our approach is quantitatively reasonable.
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FIG. 1. (Color online) (a) Radial profile of the order param-
eter Φ(r) in the absence of an impurity and (b) difference of
the radial profile of the order parameter in the presence of an
impurity from the result depicted in (a).
B. Depletion vs. quantum numbers
The nr dependence of the quantum depletion of the
condensate is shown for ` = 0, 1, 2 in Fig. 3. The fig-
ure indicates a qualitative difference in the behaviors be-
tween ` = 0 and ` = 1, 2: When gIB > 0, the quantum
depletion is always suppressed by ` = 0 excitations with
any nr, while it is suppressed (enhanced) by high-lying
(low-lying) excitations of ` 6= 0. When gIB < 0, the quan-
tum depletion behaves in the opposite direction to when
gIB > 0.
To understand such behavior we illustrate the BdG
eigenfunctions Vnr`(r) which correspond to “hole” exci-
tations in the absence of the impurity, and differences in
the quantum depletion at each state,
δnex,nr`(r) := nex,nr`(r)− n(0)ex,nr`(r), (27)
due to the presence of the impurity in Fig. 4. We can see
that for given ` and nr, the corresponding change in the
density of depletion due to the presence of the impurity
is controlled by where the bottom of the dip of the BdG
eigenfunction Vnr`(r) is located.
It should be noted that the behavior of the “hole”
excitation function Vnr,`(r) is determined mainly from
the effective potential, Veff,`(r) := VB(r) +
~2`(`+1)
2r2 +
gIB
ψ2(r)
4pi +gBN0
Φ2(r)
2pi −µ, in the diagonal part of Eq. (14),
L` = − ~22mB
(
d2
dr2 +
2
r
d
dr
)
+ Veff,`(r). We show the differ-
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0.00
0.25
0.50
n
(0
)
ex
(r
)/
d
3 B
(a) ∣∣∣1/aIBn1/3B ∣∣∣ =∞
0 2 4 6
r/dB
−3
0
3
δn
ex
(r
)/
d
3 B
×10−3(b)
1/aIBn
1/3
B = 10
1/aIBn
1/3
B = −10
FIG. 2. (Color online) Same as Fig. 1 for the density of
depletion,
∑
nr,`
nex,nr`(r).
ence of the effective potential in the presence of an impu-
rity from that in its absence: δVeff,`(r) := Veff,`(r)−V (0)eff,`
in Fig. 5.
Figure 5 shows that the δVeff,`(r) directly reflects the
difference of the radial profile of the condensate (see
Fig. 1(b)) and changes the sign at r/dB ∼ 1.7. When
the peak of Vnr,`(r) comes near this point, the sign of
the quantum depletion changes. In the case of ` = 0
in which no centrifugal potential occurs, the dip bottom
of Vnr`(r) appears at the center of the effective poten-
tial, as shown in Fig. 4, and the presence of the im-
purity gives a small isotropic change to the potential
around the center, which thus leads to negative or posi-
tive δnex,nr0(r) therein. On the other hand, when ` 6= 0,
the presence of the centrifugal potential allows the dip
bottom of Vnr` 6=0(r) to move away from r = 0 and, for
sufficiently small nr (corresponding to sufficiently high
“hole” excitation level −Ei), to enter the regime where
the impurity-induced change in the density of the conden-
sate is opposite in sign, while Vnr 6`=0(0) = 0 is required
for regularization. Consequently, the change in the de-
pletion for ` 6= 0 appears inevitably away from the center
but within the influence of the impurity’s wave function,
which can be summarized in terms of real space densities
at z = 0 in Figs. 6 and 7. For these reasons, the deple-
tion of the condensate depends strongly on the excitation
energy as well as the ` value.
We note that the depletion for ` = 0 is relatively small
in comparison with that for ` = 1, 2. Since the integra-
tion (21) includes the Jacobian ∝ r2, the contributions
from the amplitude of Vnr,`=0(r) dipped around r = 0 are
suppressed, while those from the amplitudes of Vnr, 6`=0(r)
around the dip bottoms remain unsuppressed. This is
why the depletion for ` = 0 is smaller than ` = 1, 2.
This situation is the same as the problems of quantum
mechanics in harmonic oscillators.
IV. SUMMARY
We have studied the quantum depletion of the
condensate in the trapped Bose-polaron system and
found that the net change of the depletion, δNex =∑
nr,`
∫
r
δnex,nr`(r), induced by the impurity can be neg-
ative (positive) for the repulsive (attractive) impurity-
boson interaction. These qualitative results can be un-
derstood as follows: 1) We have solved a set of coupled
equations for the condensate, the impurity’s wave func-
tion, and Bogoliubov excitations. 2) Among them, the
first two are apparently coupled with each other, but the
condensate alone is affected by the other because we have
ignored the kickback effect on the impurity by assum-
ing that the impurity is tightly bounded in the trap. 3)
Then, the resultant condensate, together with the im-
purity’s wave function, gives a small dip (bump) to the
effective potential in the BdG equation (see Fig.5), which
determines the spectra of excitations, i.e., the depletion.
The negative change of the depletion that we have
found in the case of the repulsive impurity-boson inter-
action in this study seems counter intuitive, since in gen-
eral the impurity-boson interaction, no matter whether
repulsive or attractive, disturbs the condensation in uni-
form systems. Thus, we consider this result as a specific
feature in trapped systems. Moreover, this result does
not depend on the shape of trap potentials and can be
observed, for example, in a box trap potential.
Finally, we give a brief comment on possible experi-
mental observations of the results found in this study.
Although the single-impurity-induced change in the num-
ber of depletion is minuscule, i.e., |δNex| ∼ 10−3 for weak
coupling considered here, we expect that such change in
the number of depletion is detectable for a dilute impu-
rity gas even in weak coupling and more easily in strong
coupling. For instance, in-situ experiments [93–98] could
be used to obtain images of bosonic excitations, while the
photoabsorption spectroscopy by lasers [99, 100] could se-
lect the azimuthal quantum number ` in the excitation
number Nex,nr`. Nevertheless, these experimental ob-
servations seem challenging because of smallness of the
depletion. To enhance the impurity-induced change in
the quantum depletion, we propose a method that uses
bosonic impurities. With this setting, the amplitude of
the impurity wave function is increased; therefore, the
impurity-induced change in the number of the quantum
depletion can be enhanced. For studies of such situa-
tions, we will progressively extend the framework of our
theory to deal with the system with many impurities ,
incorporating the many-body effects of impurities, e.g.,
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FIG. 3. (Color online) The number of the quantum depletion, Nex,nr` =
∫
r
nex,nr`(r), obtained as function of nr for ` = 0, 1, 2.
The impurity-free cases are depicted in (a)–(c), while the impurity-induced changes are in (d)–(f).
the effective impurity-impurity interactions mediated by
medium fluctuations [18, 82].
For another direction of research, we will further de-
velop the present method to look into zero-mode physics
[101–103], few-body physics, self-localization, and so on.
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