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Abstract Complex networks are used as an abstraction for systems model-
ing in physics, biology, sociology, and other areas. We propose an algorithm,
named Deep Node Ranking (DNR), based on fast personalized node ranking
and the approximation power of deep learning for learning supervised and
unsupervised network embeddings, as well as for classifying network nodes di-
rectly. The experiments demonstrate that the DNR algorithm is competitive
with strong baselines on nine node classification benchmarks from the domains
of molecular biology, finance, social media and language processing in terms of
speed, as well as predictive accuracy. Embeddings, obtained by the proposed
algorithm, are also a viable option for network visualization.
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1 Introduction
Many real-world systems consisting of interconnected entities can be repre-
sented as complex networks. The study of complex networks offers insights
into latent relations between connected entities represented by nodes and has
various practical applications, such as discovery of drug targets, modeling of
disease outbreaks, author profiling, modeling of transportation, and study of
social dynamics [5, 52, 39].
Modern machine learning approaches applied to complex networks offer
intriguing opportunities for the development of fast and accurate algorithms
that can learn from the topology of a given network. Recently, approaches
based on network embedding [18, 23, 73, 57] have become prevalent for many
common tasks, such as node classification and edge prediction, as well as for
unsupervised clustering. Embedding of a network is a representation of its
nodes and edges in a vector space that maintains the topological properties of
the network [57]. Embeddings are useful, as vectors are efficient data structures
to be used with machine learning algorithms.
Deep neural networks [16, 40] belong to a class of machine learning algo-
rithms in which multiple layers of neurons are stacked on top of each other and
trained to predict target classes via backpropagation. Deep learning is widely
used in image and text analysis [36], and has only recently been considered
for network learning [40, 74] for tasks such as network node classification, (i.e.
assigning labels to nodes), and node clustering, where nodes are grouped into
clusters according to their shared properties.
In this work, we propose a new network embedding and node classification
algorithm, termed Deep Node Ranking (DNR), which combines efficient node
ranking with non-linear approximation power of deep neural networks. The
developed framework uses deep neural networks to obtain a network embed-
ding directly from stationary node distributions produced by random walkers
with restarts. The rationale for developing this approach is that it is currently
impossible to analytically derive properties of complex networks, for example
node label distributions, that would relate with a network’s topology. We solve
this problem using random walk-based network sampling.
Even though there already exist embedding approaches based on higher
order random walkers [18] (i.e. random walkers with memory), we believe that
the stationary distribution of first-order random walkers is unexploited in a
deep learning setting. We showcase the developed algorithm on the challenging
problems of node classification and network visualization, which highlights the
ability of our algorithm to learn and accurately predict node labels. As test
sets for the task of node classification are few, we compile three new data sets
from financial and biological domains with distinct network topologies and
varying number of target classes. The key contributions of the paper are:
1. A fast network embedding algorithm DNR based on global, personalized
node ranks, which performs comparably to the state-of-the-art embedding
algorithms, and can be used for a multitude of downstream learning tasks,
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such as node classification, network visualization etc. The algorithm is
faster than the state-of-the-art embedding algorithms.
2. A variation of the DNR algorithm, developed specifically for end-to-end
node classification, comparably to or outperforming state-of-the-art em-
bedding approaches as well as approaches based on explicit matrix factor-
ization.
3. To our knowledge this is one of the first node classification benchmarks
at such scale, as commonly the algorithms are tested only on a handful of
data sets.
4. We introduce three novel node classification benchmark data sets from
financial and biological domains to help improve general node embedding
evaluation.
5. In addition to evaluating the algorithms’ performance using standard crit-
ical difference diagrams, we use also the recently introduced Bayesian hi-
erarchical t-test, which is to our knowledge one of the first comparisons of
this type for the node classification task.
6. Finally, we demonstrate that node embeddings, obtained by DNR are also
suitable for visualization purposes.
The work is structured as follows. In Section 2, we shortly review the related
work on deep learning, learning from complex networks, and (personalized)
network node ranking algorithms. Based on that, we provide a rationale for
the development of our approach. Section 3 presents the proposed network
node embedding algorithm that combines deep neural networks with network
node ranking. In Section 4, we describe the experimental setting and nine
different non-synthetic complex networks from different domains used in the
evaluation, including the three newly composed data sets The experimental
results are discussed in Section 5. In Section 6 we conclude the work and
present plans for further work.
2 Background and related work
In the following subsections we present deep learning preliminaries, describe
how algorithms learn from complex networks and what is learned, followed
by an overview of node ranking algorithms. Finally, we describe the rationale
behind the proposed approach.
2.1 Deep learning
Artificial neural networks were conceptualized in the 1940s, but large scale
adoption of deep neural networks was not possible until recently due to their
high computational cost [16, 40]. With the advent of scientific computing on
graphical processing units (GPUs), deep neural networks emerged as the state-
of-the-art approach for learning from complex, structured data sources [36].
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Neural network architecture is of paramount importance for achieving suc-
cessful deep learning [83]. It was empirically demonstrated that a network
requires optimization in terms of layer sizes and their connectivity; however,
theoretical foundation for network architecture optimization remains an open
problem. Various platforms facilitating the construction and evaluation of deep
neural networks exist. They include Tensorflow [1], PyTorch [55], Theano [2],
and Caffe [22]. Using these platforms, derivatives used in gradients are com-
puted automatically and hence the user can concentrate on the design and
optimization of the network architecture and other aspects of learning.
A deep feedforward neural network consists of an input layer, many hidden
layers and an output layer. For two consecutive neural network layers, layer
l − 1 with sl−1 neurons and layer l with sl neurons, each layer is a mapping
taking as input the output of the previous layer, ol−1 ∈ Rsl−1 , and producing
a new output ol ∈ Rsl as
ol = a(wlol−1 + bl);
where a is an activation function, wl ∈ Rsl×sl−1 is the weight matrix of layer l,
and bl ∈ Rsl represents the layer’s bias vector. Activation functions introduce
non-linearity into the learning process. Some common activation functions are
the sigmoid, ReLU, and ELU functions, described in detail in Appendix A.
During learning, the backpropagation algorithm [61, 41] assigns weights wl
and biases bl to each layer l that minimize the distance between the network’s
output and the desired output, expressed as a cost function. For example,
if the input is a set of images and the output is a set of image labels, the
backpropagation algorithm aims to ensure that the neural network will assign a
correct label to each image in the training set. The backpropagation algorithm
consists of three repeated steps:
1. The forward pass. The algorithm feeds each training instance to the net-
work and computes the output of every neuron in each consecutive layer.
Then it measures the networks output error by evaluating the cost function.
2. The backward pass. The algorithm computes the contribution of each neu-
ron in the last hidden layer to each output neuron’s error. The algorithm
proceeds to measure how much of these error contributions came from each
neuron in the previous hidden layer, and so on until the algorithm reaches
the input layer. This backward pass effectively measures the error gradient
across all the weights in the network by propagating the error gradient
backward in the network.
3. Update of weights and biases. In this step, the algorithm performs stochas-
tic gradient descent minimization [27] on all the weight matrices and bias
vectors of the network using the error gradients measured in Step 2.
Training feedforward fully connected networks with large multidimensional
inputs, such as images or complex networks, may be infeasible due to a huge
number of trainable parameters. Convolutional neural networks (CNNs) signif-
icantly reduce the number of parameters required by enforcing shared weights
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Fig. 1: Example convolution operation. A 3×3 convolution kernel (A) is applied
on the input layer, i.e. it is applied repeatedly over its receptive field (left).
Each convolution kernel consists of a set of trainable weights optimized during
backpropagation. The result of applying the kernel (B) is a single real number
(C) in a convolutional layer that is commonly input to a pooling layer (not
shown).
and are therefore widely used in image recognition. In a convolutional layer,
each neuron is connected only to neurons located within a small rectangle (or
receptive field) in the previous layer (Figure 1). A convolutional layer is com-
posed of several feature maps, and within each feature map, all the neurons
share the same weight vector and bias. Each feature map applies the same
convolution kernel (represented by the weight vector of the same size as the
receptive field) to all input connections of each of its neurons. During train-
ing, a CNN finds the most useful convolution kernels for its task and learns to
combine them into more complex patterns.
Upon applying a convolution kernel, the convolutional layer’s outputs are
transformed by an activation function and then they are optionally merged
by a pooling layer. The purpose of a pooling layer, which has no connection
weights, is to down-sample the output of the previous convolutional layer. It
aggregates its inputs using an aggregation function such as the max or avg,
resulting in max pooling layer or average pooling layer. In a max pooling layer,
only the maximum input value from each convolution kernel is transferred to
the next layer, while all the other inputs are dropped. In an average pooling
layer, the average of input values from all convolution kernels is transferred
to the next layer. Thus, applying pooling layers allows us to reduce the input
dimensionality and hence the memory and computing resources required by a
neural network.
We use the following notation to describe the sequence of layers and oper-
ations that can be regarded as a single composite layer:
ol = Pool(a(Conv(r, ol−1, f)), s);
where a convolutional layer Conv is applied to the output ol−1 of the previous
layer, followed by an activation function a, and a pooling layer Pool that
returns ol — the output of the composite layer l; r is the size of the convolution
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kernel, f is the number of convolution kernels (filters) or, equivalently, the
number of feature maps, and s is the size of the pooling layer.
Deep neural network learning is prone to overfitting, that is, the network
weights adapt to the training data too well. Dropout layers [66], which ran-
domly discard a certain percentage of neurons in each training iteration, can
solve this problem and improve the generalization performance of a neural
network.
2.2 Learning from complex networks
Complex networks, representing real-world phenomena, such as financial mar-
kets, transportation, biological interactions, or social dynamics [5, 52, 39] often
possess interesting properties, such as scale invariance, partitioning, presence
of hub nodes, weakly connected components, heavy-tailed node degree dis-
tributions, occurrence of communities, significant motif pattern counts etc.
[7, 71]. Learning from complex networks considers different aspects of complex
networks, e.g., network structure and node labels that are used as inputs to
machine learning algorithms with the aim to do link prediction, node classifi-
cation, etc.
Many different approaches to learning from complex networks exist. For
example, one of the most common unsupervised approaches, the community
detection [75], groups the nodes of a network into densely connected sub-
networks, and enables learning of hidden properties from complex networks.
Communities in complex biological networks correspond to functionally con-
nected biological entities, such as the proteins involved in cancerogenesis. In
social networks, communities may correspond to people sharing common inter-
ests [11]. Community detection algorithms use random walk-based sampling
or graph spectral properties [48, 38, 60] to achieve unsupervised detection of
communities within complex networks. In contrast, our methodology focuses
on the semi-supervised tasks of node classification and network embedding de-
scribed subsequently.
2.2.1 Node classification
Node classification is the problem of classifying nodes in a network into one
or many possible classes. It belongs to semi-supervised learning algorithms, as
the whole network is used to obtain representations of individual nodes, from
which the network classification model is learned. Information propagation
algorithms [81] propagate label information via nodes’ neighbors until all nodes
are labeled. These algorithms learn in an end-to-end manner, meaning that
no intermediary representation of a network is first obtained and subsequently
used as an input for learning.
Another class of node classification algorithms learn node labels from node
representations in a vector form (embeddings) [9]. Here, the whole network is
first transformed into an information-rich low-dimensional representation, for
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example, a dense matrix (one row for one node). This representation serves as
an input to plethora of general machine learning approaches that can be used
for node classification.
The proposed Deep Node Ranking (DNR) algorithm can be viewed as
both, a network embedding approach, as well as an end-to-end classification
approach (similarly to the information propagation algorithms). We continue
with the discussion of network embedding construction, as it represents the
key aspect of the proposed approach.
2.2.2 Network embedding
Network embedding is the process of transforming a given network, its topol-
ogy as well as node and edge labels, into a learned vector form [9] that can
be used in various down-stream (propositional) learning tasks, such as, for
example:
– community detection and visualization [75, 73],
– network node and edge classification [18, 57, 23], and
– network alignment and comparison [20].
Many approaches for network embedding have been developed. For example,
the LINE algorithm [69] uses the network’s eigendecomposition in order to
learn a low dimensional network representation, i.e. a representation of the
network in 128 dimensions instead of the dimension matching the number
of nodes. Approaches that use random walks to sample the network include
DeepWalk [57] and its generalization node2vec [18]. It was recently proven that
DeepWalk, node2vec, and LINE can be reformulated as an implicit matrix
factorization [58].
All the before-mentioned methods aim to preserve topological properties of
the input network in the final embedding. There currently exist only a handful
of approaches that leverage the deep learning methodology (discussed in Sec-
tion 2.1) to learn from complex networks directly. For example, an approach
named Structural Deep Network Embedding (SDNE) [74] learns embeddings
from the network adjacency matrices generated using deep autoencoders. The
authors of this approach have experimentally shown that neural networks with
up to three layers suffice for the majority of learning tasks on five different
complex networks. When determining the layer sizes and other parameters,
they used exhaustive search, which is computationally demanding for such
problems.
Despite many promising approaches developed, a recent extensive evalu-
ation of the network embedding techniques [17] suggests that node2vec [18]
remains one of the best network embedding approaches for the task of node
classification.
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2.3 Node ranking algorithms
Node ranking algorithms assess the relevance of a node in a network either
globally, relative to the whole network, or locally, relative to a sub-network by
assigning a score (or a rank) to each node in the network.
A well known global node ranking algorithm is PageRank [53], which has
been used in the Google search engine. Others include Weighted PageRank
[76], SimRank [21], diffusion kernels [33], hubs and authorities [29], and spread-
ing activation [8]. More recent network node ranking algorithms are the PL-
ranking [80] and NCDawareRank [51]. Network nodes can also be ranked us-
ing network centrality measures, such as Freeman’s network centrality [14],
betweenness centrality [13], closeness centrality [3], and Katz centrality [26].
We consider local node ranking algorithms that compute a local relevance
score of a node relative to a given subset of other nodes. A representative of
this class of node ranking algorithms is the Personalized PageRank (P-PR)
algorithm [53], sometimes referred to as random walk with restart [70]. Per-
sonalized PageRank uses the random walk approach to calculate the relevance
of nodes in a network. It measures the stationary distribution of a random
walk that starts at node u. The algorithm at each iteration follows a random
edge of the current node with a predefined probability p (usually set to 0.85),
and with probability 1− p jumps back to the starting node. The P-PR-based
approaches were used successfully to study cellular networks, social phenom-
ena [19], and many other real-world networks [78]. Efficient implementation
of P-PR algorithms remains an active research field. Recently, a bidirectional
variation of the P-PR was introduced, which significantly speeds up the node
ranking process [42, 43].
The obtained stationary distribution of a random walk can be used di-
rectly for network learning tasks, as demonstrated in the recently introduced
HINMINE methodology [34]. Our Deep Node Ranking algorithm uses both
fast personalized node rank computations, and the semantic representation
learning power of deep neural networks.
2.4 The rationale behind the proposed approach
As discussed in the previous sections, many of the state-of-the-art network
embedding algorithms based on deep learning suffer from high computational
complexity due to exhaustive search of the hyperparameter space. The proper-
ties of multi-layered neural network architectures are not well understood and
are commonly evaluated using grid search over various layer sizes and other
hyperparameters, which is computationally inefficient.
The proposed DNR algorithm addresses these issues by exploiting the clas-
sification potential of the fast Personalized PageRank algorithm with shrink-
ing, integrated with a neural network architecture. Compared to node2vec
and similar methods, which build on simulated second order random walks,
the proposed approach achieves similar predictive performance by using only
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Step 1 Step 2 Step 3
A complex network P-PR vectors
Embedding layer
Output neuron(s)
Trained embedding
Neural network learning Output
Fig. 2: Key steps of the Deep Node Ranking algorithm. For simplicity, in this
figure, the output layer consists of a single neuron (i.e. a single target class).
the first order Markov dynamics, i.e. random walkers with no memory. Fur-
ther, the proposed algorithm enables for direct node classification, where node
classes are obtained without the intermediary network embedding step char-
acteristic of other approaches. Development of algorithms which are linear in
space with respect to the network size is a challenging task. The proposed al-
gorithm is implemented using efficient sparse matrix manipulations, therefore
its space complexity is O(|E|+ |N |), where |E| is the number of network edges
and |N | is the number of network nodes (vertices).
3 Deep Node Ranking algorithm
In this section we describe the novel Deep Node Ranking (DNR) algorithm
for structural network embedding and end-to-end node classification (overview
shown in Figure 2). The name of the algorithm, Deep Node Ranking, reflects
the two main ingredients of the technology: network node ranking step, and
the subsequent deep neural network learning step. In the first step of DNR,
personalized node ranks are computed for each network node resulting in the
Personalized PageRank (P-PR) vectors. In the second step, the P-PR vec-
tors enter a deep neural network consisting of a dense embedding-producing
layer (optionally preceded by a convolution layer), whose size equals to the
predefined embedding dimension. The third, output step, consists either of an
output layer with the number of its neurons equal to the number of target
classes (top) enabling direct classification of nodes, or the embeddings (bot-
tom), which correspond to the embedding layer from Step 2. The embeddings
can be used for downstream machine learning tasks, such as classification,
network visualization, and comparison.
An outline of the three steps of the proposed DNR algorithm is as follows.
1. Input Preparation. Learning node representations using the Personalized
PageRank with Shrinking (P-PRS) algorithm, shown in Step 1 of Figure 2
and described in Section 3.1.
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2. Neural Network formulation. A neural network architecture processes the
prepared personalized page rank vectors, shown in Step 2 of Figure 2. We
describe the considered neural network architectures in Section 3.2 and
types of learning, supported by these architectures, in Section 3.4.1.
3. Different Outputs. The output of the network can be either node classi-
fication, that is, direct learning of node labels (Figure 2, Step 3, top), or
a low-dimensional embedding of the network (Figure 2, Step 3, bottom).
The types of learning supported by DNR are given in Section 3.3.
In the next subsections, we provide the details of the steps outlined above.
3.1 Personalized PageRank with Shrinking algorithm
Authors of the HINMINE algorithm propose two approaches to network nodes
classification: label propagation or network propositionalization [34, 35]. In this
work we build upon the latter approach, using a version of Personalized PageR-
ank algorithm [54] algorithm, to which we refer to as Personalized PageRank
with Shrinking (P-PRS) (Algorithm 1). This algorithm produces node rep-
resentations (or P-PR vectors) by simulating random walks for each node of
the input network. Compared to the network adjacency matrix, P-PR vectors
contain information for each individual node, i.e. the node associated P-PR
vectors include also the information regarding the network topology, which
proves to be more suitable for learning compared to simple node adjacency.
The algorithm consists of two parts:
1. In the first part of the algorithm, named the shrinking step (lines 8–25 of
Algorithm 1), in each iteration, the PageRank spreads from the nodes with
non-zero PageRank values to their neighbors.
2. In the second part of the algorithm, named the P-PR computation step
(lines 26–44 of Algorithm 1), P-PR vectors corresponding to individual
network nodes are computed using the power iteration method (Eq. 1).
Shrinking step. In the shrinking step we take into account the following:
– If no path exists between the nodes in u (the starting nodes) and node i,
the P-PR value assigned to node i will be zero.
– The P-PR values for nodes reachable from u will be equal to the P-PR
values calculated for a reduced network Gu, obtained from the original
network by only accounting for the subset of nodes reachable from u and
connections between them (lines 8–18 in Algorithm 1).
If the network is strongly connected, Gu will be equal to the original net-
work, yielding no change in performance compared to the original P-PR algo-
rithm. However, if the resulting network Gu is smaller, the calculation of the
P-PR values will be faster as they are calculated on Gu instead of on the whole
network. In our implementation, we first estimate if network Gu contains less
than 50% (i.e. spread percent) of the nodes of the whole network (lines 8–18
in Algorithm 1). This is achieved by expanding all possible paths from node i
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Algorithm 1: P-PRS: Personalized PageRank with Shrinking
Data: A complex network’s adjacency matrix A, with nodes N and edges E,
starting node u ∈ N
Parameters : damping factor δ, spread step σ, spread percent τ (default 50%),
stopping criterion 
Result: P-PRu vector describing stationary distribution of random walker visits
with respect to u ∈ N
1 A := toRightStochasticMatrix(A); . Transpose and normalize rows of A
2 core vector := [0, . . . , 0]; . Initialize zero vector of size |N|
3 core vector[u] := 1;
4 rank vector := core vector;
5 v := core vector;
6 steps := 0; . Shrinking part
7 nz := 1; . Number of non-zero P-PR values
8 while nz < |N | · τ ∧ steps < σ do
9 steps := steps + 1;
10 v = v +A · v; . Update transition vector
11 nzn := nonZero(v); . Identify non-zero values
12 if nzn = nz then
13 shrink := True;
14 end while;
15 end
16 nz := nzn;
17 end
18 if shrink then
19 toReduce := {i; v[i] 6= 0}; . Indices of non-zero entries in vector v
20 core rank := core rank[toReduce];
21 rank vector := rank vector[toReduce];
22 A := A[toReduce, toReduce]; . Shrink a sparse adjacency matrix
23 end
24 diff := ∞;
25 steps := 0; . Node ranking - PageRank iteration
26 while diff >  ∧ steps < max steps do
27 steps := steps + 1;
28 new rank := A · rank vector;
29 rank sum :=
∑
i rank vector[i];
30 if rank sum < 1 then
31 new rank := new rank + start rank · (1− rank sum);
32 end
33 new rank := δ · new rank + (1− δ) · start rank;
34 diff := ‖rank vec− new rank‖; . Norm computation
35 rank vec := new rank;
36 end
37 if shrink then
38 P-PRu := [0, . . . , 0]; . Zero vector of dimension |N|
39 P-PRu[toReduce] := rank vec;
40 else
41 P-PRu := rank vec
42 return P-PRu;
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and checking the number of visited nodes in each step. If the number of visited
nodes stops increasing after a maximum of 15 steps, we know we have found
network Gu and we count its nodes. If the number of nodes is still increasing,
we abort the calculation of Gu. We limit the maximum number of steps be-
cause each step of computing Gu is computationally comparable to one step
of the power iteration used in the PageRank algorithm [54] which converges
in about 50 steps. Therefore we can considerably reduce the computational
load if we limit the number of steps in the search for Gu. Next, in lines 18–25,
the P-PRS algorithm shrinks the personalized rank vectors based on non-zero
values obtained as the result of the shrinking step (lines 8–18).
P-PR computation step. In the second part of the algorithm (lines 26–44),
node ranks are computed using the power iteration (Eq. 1), whose output
consists of P-PR vectors. For each node u ∈ V , a feature vector γu (with
components γu(i), 1 ≤ i ≤ |N |) is computed by calculating the stationary
distribution of a random walk, starting at node u. The stationary distribution
is approximated by using power iteration, where the i-th component γu(i)
(k)
of approximation γ
(k)
u is computed in the k + 1-st iteration as follows:
γu(i)
(k+1) = α ·
∑
j→i
γu(j)
(k)
doutj
+ (1− α) · vu(i); k = 1, 2, . . . (1)
The number of iterations k is increased until the stationary distribution con-
verges to the stationary distribution vector (P-PR value for node i). In the
above equation, α is the damping factor that corresponds to the probability
that a random walk follows a randomly chosen outgoing edge from the current
node rather than restarting its walk. The summation index j runs over all
nodes of the network that have an outgoing connection toward i, (denoted as
j → i in the sum), and doutj is the out degree of node dj . Term vu(i) is the
restart distribution that corresponds to a vector of probabilities for a walker’s
return to the starting node u, i.e. vu(u) = 1 and vu(i) = 0 for i 6= u. This
vector guarantees that the walker will jump back to the starting node u in
case of restart1.
In a single iteration (k → k + 1), all the stationary distribution vector
components γu(i), 1 ≤ i ≤ |N |, are updated which result in the P-PR vector
γ
(k+1)
u . Increasing k thus leads to the γ
(k)
u eventually converging to the PageR-
ank γu of a random walk starting from the node u (see Algorithm 1). Eq. 1 is
optimized using power iteration, which is especially suitable for large sparse
matrices, since it does not rely on spatially expensive matrix factorization in
order to obtain the eigenvalue estimates2.
The P-PRS algorithm simulates a first-order random walk in which no
past information is incorporated in the final stationary distribution. The time
1 If the binary vector was composed exclusively of ones, the iteration would compute the
global PageRank vector, and Eq. 1 would reduce to the standard PageRank iteration.
2 The power iteration (Eq. 1) converges exponentially, that is, the error is proportional
to αk, where α is the damping factor and k is the iteration number.
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complexity of the described P-PRS algorithm with shrinking for k iterations is
O(|N |(|E|+ |N |) · k) for the whole network, and O((|E|+ |N |) · k) for a single
node. The proof of the computational complexity of the P-PRS algorithm used
in this work reads as follows:
Proof A naiv¨e PageRank iteration corresponds to multiplying a rank vector
with a |N |× |N | (dense) matrix. Given this matrix is sparse a single iterations
takes up O((|E|+ |N |)k) time, where k iterations are needed for convergence
with respect to a single node. For all nodes, the complexity is thus
O(|N |(|E|+ |N |)k)
. uunionsq
In terms of spatial complexity, the P-PRS algorithm is linear with respect
to the number of edges (O(|E|)) if the input is a sparse matrix.
The advantage of the deep neural network architecture, discussed in the
following section is that it can learn incrementally, from small batches of the
calculated P-PR vectors. In contrast, the previously developed HINMINE ap-
proach [34] requires that all the P-PR vectors for the entire network are calcu-
lated prior to learning, which is due to HINMINE using the k-nearest neighbors
and the support vector machines classifiers. This incurs substantial space re-
quirements as the P-PR vectors for the entire network require O(|N |2) of com-
puter memory. The DNR algorithm presented here uses deep neural network
instead, which can take as input small batches of P-PR vectors. Therefore, only
a small percentage of the vectors needs to be computed before the second step
of the algorithm (learning the neural network step, see Figure 2) can begin.
This offers significant improvement in both spatial and temporal complexity
of the learning process. The required time is reduced, since the learning part,
which is performed on a GPU, can proceed simultaneously with the P-PRS
computation, done on a CPU.
3.2 Deep neural network learning
In this section we address the second step the Deep Node Ranking approach
(outlined in Figure 2) by summarizing the outcomes of our empirical explo-
ration of possible neural network (NN) architectures and their hyperparame-
ters. First, we discuss the validation scheme used to optimize the NN topology.
Next, we investigate how different activation functions impact the selected ar-
chitecture’s performance. We additionally explore the possibility of using con-
volutions over P-PR vectors directly, and conclude with a general formulation
of the NN architecture that we finally test on unseen networks.
3.2.1 Hyperparameter optimization setting
In the second step of the Deep Node Ranking approach, P-PR vectors are
embedded into a low-dimensional space, effectively producing a network em-
beddings. To this end, the purpose of hyperparameter optimization is to make
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the performance of the evaluated intermediary NN architectures comparable
to the state-of-the-art node2vec method [18]. Since the node2vec approach was
benchmarked for the node classification task, we initially aimed at improving
the performance our DNR approach by comparing it to node2vec on one of the
data sets that they used, i.e. the Homo sapiens protein interaction network
[67].
The hyperparameters defining the neural network architecture were opti-
mized on a single validation data set, the Homo sapiens network. The perfor-
mance of the hyperparameters optimized on the Homo sapiens network were
then tested on new networks from different domains that were previously not
seen by the neural network. In tests, the hyperparameters were transferred
to the new networks, but parameters (weight matrices and bias vectors) were
re-trained for each new network separately. We optimized two hyperparame-
ters of the neural network architecture for the task of node classification: the
number of training epochs and the activation functions. The Homo sapiens
protein interaction network (for further characteristics of the data set see Sec-
tion 4) was split into a training set (10% of nodes) and a validation set (90% of
nodes) as done in [57, 59] and later in [18]—the classification performance was
evaluated by training a logistic regression classifier on the obtained embed-
ding, so that from 10% up to 90% of embedded nodes were used for training.
The evaluation metrics we used were the micro and macro F1 scores, widely
adopted to assess the performance on network classification tasks.
The authors of the node2vec algorithm do not specify how the nodes used
for embedding construction are dealt with in the validation phase. We believe
that these nodes shall be excluded from the validation phase. Therefore, the
10% of nodes that were used for hyperparameter tuning were always removed
in the validation phase, in which the obtained embedding was used for node
classification. This allowed us to avoid overfitting and assured fair comparisons.
3.2.2 Optimizing the NN architecture and the hyperparameters
In the experiments, we systematically explored s subset of all possible hyper-
parameters aimed at finding the best neural network setting to be used in the
final Deep Node Ranking validation described in Section 4.
The tested single (embedding) layer NN architecture. We first demonstrate how
a single hidden layer neural network can be optimized to learn from P-PR
vectors. We chose a single-hidden layered network architecture based on
the recent findings on deeper architectures [74] showing that shallow ar-
chitectures are well suited for graph learning tasks. This architecture is
formulated as:
l2 = σ(w2(a(wdimX + bl1)) + bl2);
where X corresponds to the input of the neural network, which are the
P-PR vectors generated in the input preparation phase, wdim and b to
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Table 1: Activation functions considered in the first hidden layer.
Activation function Definition
Elu Elu(x) =
{
c(ex − 1), for x < 0
x for x ≥ 0
ReLU ReLU(x) =
{
0, for x < 0
x for x ≥ 0
Leaky ReLU LReLU(x) =
{
0.01x, for x < 0
x for x ≥ 0
Sigmoid σ(x) =
1
1 + e−x
vectors of trainable weights, l1 is the first and only hidden layer (the em-
bedding layer), l2 is the output layer whose number of neurons is equal
to the number of target classes, and a is one of the standard activation
functions (see Table 1).
The hidden layer size dim is the dimension of the embedding, which is set
to the value of 128 in this work as was also done in [23, 18, 59]. The deep
neural network evaluated was trained using the Adam optimizer [27], a
version of stochastic gradient descent using the binary cross-entropy loss
function [16]. We present the key findings regarding neural network archi-
tecture below, while the details of extensive empirical testing are provided
in Appendix A.
Evaluation of different activation functions. As the first part of evaluation, we
explored how the selection of the activation function a impacts the DNR’s
classification performance. We evaluated the performance of ReLU, Leaky
ReLU, ELU, Sigmoid as well as no activation functions (summarized in
Table 1). We observed that the Sigmoid function exhibits the slowest con-
vergence (≈ 20 epochs), whereas other non-linear activation functions per-
form similarly well, and converge after approximately the same number of
iterations (≈ 15 epochs). To ensure an adequate number of epochs, in the
remainder of hyperparameter exploration experiments we decided to use
20 epochs and the ReLU function.
Evaluation of additional convolutional layer in NN architecture. In the next se-
ries of experiments, we tested the following architecture:
l2 = σ(w2(a(wdimConv1D(X, f, k, p) + bl1)) + bl2);
where Conv1D(X,f,k,p) corresponds to one dimensional convolution, pa-
rameterized with the number of filters f , kernel size k, and pooling size
p, over the P-PR vectors X. We conducted extensive grid search over dif-
ferent combinations of f , k and p (referred to as (f, k, p) triplets in Ap-
pendix A). Intuitively, as P-PR vectors are not ordered, the rationale for
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using an additional convolution layer is the following. Sets of P-PR vec-
tors could be potentially merged into order-independent representations,
which, although containing less information, potentially offer the opportu-
nity to obtain an architecture with the number of parameters, sublinear
with respect to the number of nodes. This series of experiments yielded
the architecture with two filters, kernel size of eight and the pooling size of
two as the best performing one, yet this variation did not outperform the
simpler, fully connected single layer NN described above.
DNR and the attention mechanism. Recent advancements in state-of-the-art
unsupervised language and speech processing exploit the attention mech-
anism for extraction of key features from the input space [72, 6]. We refer
the interested reader to the aforementioned publications for detailed de-
scription of this technique, and explain here only the essential ideas imple-
mented as part of DNR. The proposed neural network architecture that
implements the attention mechanism can be stated as follows:
latt = X ⊗ softmax(wattX + blatt)
l1 = a(wdim · latt + bl1)
l2 = σ(w2 · l1 + bl2)
Here, the input P-PR vectors (X) are first used as input to a softmax-
activated layer containing the same number of neurons as there are number
of nodes, where the softmax function applied to th j-th element of a weight
vector v is defined as follows:
softmax(vj) =
evj∑|N |
k=1 e
vk
;
where v ∈ R|N |, and |N | denotes the dimensionality of the considered
weight vector. This dimensionality equals to the number of nodes, in or-
der for the attention mechanism to output values for each node. The ⊗
sign corresponds to the element-wise multiplication. This layer’s outputs
can be intuitively understood as node importances, yet we leave exten-
sive evaluation of this interpretation with respect to graph centrality mea-
sures for further work. The remainder of the architecture is similar to the
basic DNR formulation, i.e. an embedding layer, followed by the output
layer. The set of initial validation experiments shows many more epochs
are needed to train this type of the architecture. After 1,000 epochs, the
aforementioned architecture yielded marginally worse performance to that
of node2vec when trained as an autoencoder: here, the neural network at-
tempted to learn the input P-PR vectors and no node label information
was used (See Section 3.3).
3.2.3 Key observations
The goal of this paper is not to exhaustively explore the possible architecture
space. Based on previous work, we explored two variations of a shallow neural
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network architecture, where we demonstrate that a simple, fully connected
architecture performs the best on the considered data set, where the state-
of-the-art performance is improved by a small margin. We also recognize the
use of 1D convolutions combined with average pooling for situations, where
the number of tunable parameters can grow too quickly. Finally, we suggest a
simple rank attention mechanism. We continue the discussion by stating the
DNR quality evaluation function and the tasks solvable by the proposed DNR
algorithm.
3.3 DNR quality evaluation function
Having described the neural network architectures, which learn from the P-PR
vectors, we next discuss the quality evaluation function used in this work.
The loss function we use throughout this work is binary cross-entropy loss,
referred to as Loss or the Loss function in the rest of this paper. For the given
probabilistic classifier, which returns for every instance i a probability pi,c of
instance i belonging to class c, the loss function is defined as follows:
Loss(i) =
∑
cj∈C
yi,j · log pi,j ; (2)
where yi,j is a binary value (0 or 1) indicating whether class cj is the correct
class label assigned to instance i, and C is a set of all the target classes. In the
case of DNR, where the nodes of a complex network are being classified, each
of the |C| output neurons predicts a single probability pi,j for a given target
class cj ∈ C. As the neural networks are trained in small batches, the results
of the Loss function are averaged to obtain the overall loss of a given batch of
instances.
3.4 Supervised learning tasks
In this section we describe how the proposed methodology can be used for two
supervised learning tasks, i.e. supervised node embedding and end-to-end node
classification. In both supervised learning settings, the set of target classes C
corresponds to distinct node properties, for example different processes that
a node (e.g., a protein) can participate in. These classes are one-hot encoded,
i.e. encoded in matrix C with values
Ci,j =
{
1 if cj is the correct class for instance i
0 otherwise.
Using this matrix, Equation 2 translates to Loss(i) =
∑|C|
j=1 Ci,j log pi,j .
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Algorithm 2: DNR: Deep Node Ranking
Data: A complex network’s adjacency matrix A, set of its nodes N , subset of nodes
used for supervised training trainNodes, class matrix C (for supervised
embedding)
Parameters : batch size β, deep learning hyperparameters D, training switch
supervised
Result: low-dimensional network node embedding ψ
1 P-PRtrain := {}; . Initialize training vectors
2 trainBatches, remainingBatches := getBatches(N ,β);
3 foreach batch ∈ trainBatches do
4 do parallel u ∈ batch
5 P-PRtrain = P-PRtrain ∪ P-PRS(A, u); . See Algorithm 1
6 end
7 end
8 if supervised then
9 Model := trainDeepModel(P-PRtrain, C,D); . Supervised learning
10 else
11 Model := trainDeepModel(P-PRtrain, A,D); . Unsupervised learning
12 end
13 ψ = {}; . Initialize embedding set
14 foreach batch ∈ remainingBatches do
15 P-PRbatch := {};
16 do parallel u ∈ batch
17 P-PRbatch = P-PRbatch ∪ P-PRS(A, u); . See Algorithm 1
18 end
19 ψ := ψ ∪ Model.getEmbedding(P-PRbatch)
20 end
21 if unsupervised then
22 ψ := ψ ∪ Model.getEmbedding(P-PRtrain); . For unsupervised tasks
23 return Model, ψ;
3.4.1 Supervised construction of a network embedding
Having described how a deep learning architecture can learn from P-PR vec-
tors, we present the details of its implementation. The final result of the pro-
cedure explained in this section are network node embeddings that include
partial information on node labels. As the training of deep neural networks
proceeds in batches and we do not need to provide the whole data set as the
input at the same time, we propose a minibatch implementation from node
rank vector construction step onwards. Using smaller batches of P-PR vectors
as inputs, the spatial requirements of the DNR are in the order of O(|N |+|E|).
All the steps of the proposed implementation can run in parallel, partially on
CPUs and partially via GPU(s). The pseudocode is presented in Algorithm 2.
The proposed algorithm iterates through two main steps. First, personal-
ized node ranks (as computed with Algorithm 1) are computed for a subset
(batch) of nodes. The obtained β ·|N | walk matrix (β represents the batch size)
is cached. Once the number of cached vectors equals the size of the number of
nodes, used for architecture training (e.g., 10 % of all nodes), the architecture
is trained. We decided to cache the already computed P-PR vectors in order
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not to duplicate their computation (once for training the neural network and
once for obtaining an embedding).
The rationale for P-PR caching is, a single pass through the network nodes
is possible if the nodes used to train the architecture are not to be either
discarded or included in the final network embedding. Once trained, the neural
network architecture is used to map P-PR node representations (of size |N |)
to the node embedding of size dim. The obtained embedding (ψ) is returned
as the output.
The embedding construction is based on a small percentage of all nodes
(e.g., 10%), the P-PR vectors representing these nodes are stored in a Hadoop
sparse matrix [62] during training and thus in our experiments do not represent
a spatial drawback. Further, DNR also supports in-memory storage of P-PR
vectors used for architecture training, which can result in faster computation
times, yet can be limited with the amount of available RAM.
Finally, if the nodes, used for training the architecture are to be completely
discarded, the cache part (line 10) can be omitted. The resulting spatial over-
head is thus virtually non-existent. In the remainder of this work and the
empirical evaluation, we consider the first variation of the algorithm (with
cache step).
The proposed architecture is an improvement over a na¨ıve approach, where
all node ranks are first computed and then fed into the deep architecture, using
O(|N |2) memory.
3.4.2 End-to-end learning of node labels
In the previous subsection, we discussed how the DNR approach can be used to
obtain a node embedding using a small subset of labeled nodes. In this section,
we continue with end-to-end learning of node labels. Formally, the constructed
classification model approximates the mapping from N to [0, 1]|N |×|C|, where
N represents a network’s set of nodes, C a set of class values and ci a sin-
gle vector of node classes. The neural network is trained as any standard
machine learning algorithm in a semi-supervised setting where node ranks are
initially computed. The architecture formulation and other parameters remain
the same as described in Section 3.2.
3.5 Unsupervised learning
So far, DNR was used in a supervised setting for supervised learning of net-
work embedding or for direct node classification. DNR can also be used for
unsupervised representation learning, useful when visualizing and comparing
complex networks. In this section we discuss how the proposed DNR algorithm
can be used to obtain node representations without any information on class
labels.
In the unsupervised learning settings addressed in this section we modified
the Loss function, defined in Equation 2, as follows. In this case, instead of
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the one-hot class matrix C we use the unweighted adjacency matrix A with
values
Ai,j =
{
1 if there exists an edge from node i to node j
0 otherwise.
Using this matrix, Equation 2 translates to Loss(i) =
∑|N |
j=1Ai,j log pi,j . As
no node labels are used in this process, we refer to such learning as unsuper-
vised representation learning. The proposed unsupervised setting is explored
as part of the qualitative, as well as quantitative evaluation, where obtained
network representation (embedding) is used for network visualization and node
classification.
3.6 Number of parameters
The total number of trainable parameters is sub-linear with respect to the
number of nodes, if the P-PR vectors’ sizes are reduced prior to being used
as input to the dense (embedding) layer. In this work, we propose the use of
convolution operator for such cases but other solutions, e.g., a minibatch PCA
could also be used for this purpose.
4 Data sets and experimental setting
In this section we first describe the data sets used, the experimental settings,
the DNR implementations tested together with their parameters, followed by
a short description of compared baseline approaches.
4.1 Data sets
We evaluated the proposed approach on nine real-world complex networks,
three of them newly introduced, which is one of the largest collections of com-
plex networks formulated as multi-label classification task. The Homo Sapiens
(proteome) [67], POS tags [47] and Blogspot data sets [79] are used in the
same form as in [18]. The data sets are summarized in Table 2. In the table,
CC denotes the number of connected components. The clustering coefficient
measures how nodes in a graph tend to cluster together, and is computed as
the ratio between the number of closed triplets and the number of all triplets.
The network density is computed as the number of actual connections, divided
by all possible connections. The mean degree corresponds to the average num-
ber of connections of a node. Links to the data sets, along with other material
presented in this paper, are given in Section 6. A more detailed description of
the data sets is given below:
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– The Homo sapiens data set represents a subset of the human proteome, i.e.
a set of proteins which interact with each other. The sub-network consists of
all proteins for which biological states are known [68]. The goal is to predict
protein function annotations. This data set was used as the validation data
set, hence its results are not included among others, yet the results are
visualized along other micro and macro F1 curves for comparison.
– The POS data set represents part-of-speech tags obtained from Wikipedia—
a co-occurrence network of words appearing in the first million bytes of the
Wikipedia dump [47]. Different POS tags are to be predicted.
– The Blogspot data set represents a social network of bloggers (Blogspot
website) [79]. The labels represent blogger interests inferred through the
metadata provided by the bloggers.
– The CiteSeer citation network consists of scientific publications classified
into one of six classes (categories) [44].
– The Cora citation network consists of scientific publications classified into
one of seven classes (categories) [44].
– The E-commerce network is a heterogeneous network connecting buy-
ers with different products. As the original DNR methodology and the
compared baseline algorithms operate on homogeneous networks, the E-
commerce network was transformed to a homogeneous network prior to
learning using a term frequency weighting scheme [34]. The edges created
represent mutual purchases of two persons, i.e. two customers are con-
nected if they purchased an item from the same item category, as defined
below:
Person
purchased−−−−−−−→ itemCategory purchasedBy−−−−−−−−→ Person
We refer the interested reader to [34] for a detailed description of the data
set and its transformation to a homogeneous network. The two class values
being predicted correspond to the gender of buyers.
One of the contributions of this work are also three novel node classification
data sets, obtained as follows.
– Two data sets are related to Bitcoin trades [37]. The two networks corre-
spond to transactions within two different platforms, namely Bitcoin OTC
Table 2: Networks used in this study and their basic statistics. Three newly
created datasets (marked with ∗) are listed at the bottom of the table.
Name |C| Nodes Edges CC Clust. Density MeanDeg.
Homo Sapiens 50 3,890 38,739 35 0.146 0.00512 19.92
POS 40 4,777 92,517 1 0.539 0.00811 38.73
Blogspot 39 10,312 333,983 1 0.463 0.00628 64.78
Citeseer 6 3,327 46,76 438 0.141 0.00085 2.81
Cora 7 2,708 5,278 78 0.241 0.00144 3.90
Ecommerce 2 29,999 178,608 8,304 0.484 0.00040 11.91
Bitcoin Alpha∗ 20 3,783 14,124 5 0.177 0.00197 7.47
Bitcoin∗ 20 5,881 21,492 4 0.178 0.00124 7.31
Ions∗ 12 1,969 16,092 326 0.529 0.00831 16.35
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and Bitcoin Alpha. Each edge in these network represents a transaction
along with an integer score denoting trust in range [−10, 10] (zero-valued
entries are not possible). We reformulate this as a classification problem by
collecting the trust values associated with individual nodes and considering
them as target classes. The resulting integer values can thus belong to one
of the 20 possible classes. Note that more than a single class is possible
for an individual node, as we did not attempt to aggregate trust scores for
individual nodes.
– The Ions data set is based on the recently introduced protein-ion bind-
ing site similarity network [65]. The network was constructed by struc-
tural alignment using the ProBiS family of algorithms [31, 30, 32] where
all known protein-ion binding sites were considered. The obtained network
was pruned for structural redundancy as described in [65]. Each node corre-
sponds to one of 12 possible ions and each weighted connection corresponds
to the ion binding site similarity between the two considered networks.
4.2 Experimental setting
In this section, we describe the experimental setting used to evaluate the pro-
posed method against the selected baselines.
– In the embedding based classification setting, we consider randomly se-
lected 20% of the data set for supervised embedding construction. This
part of the data set, named Construction Data, is only used in training the
embeddings. The remaining 80% of the data set, named Evalution Data, is
used only to test the classification performance of the algorithms. Once we
obtain the deep learning based network embeddings (regardless of whether
they were obtained by the supervised or the unsupervised variants of DNR),
the classification based on the embeddings used the L2-regularized logistic
regression. In training and evaluating the logistic regression classifier, we
used train-test splits of the Evaluation Data. Following the standard prac-
tice in the evaluation of embedding algorithms [69, 18, 57, 59] we evaluated
the performance on training sets of increasing size, i.e. from 10% to 90%
of the size of the Evaluation Data.
– In the end-to-end classification setting, the same train-test splits of the
Evaluation Data were used for training and evaluating the entire neural
network.
We repeated the classification experiments 50 times and averaged the re-
sults to obtain stable performance.
The performance of the trained classifiers was evaluated using micro and
macro F1 scores, as these two measures are used in the majority of other node
classification studies [69, 18, 57, 59]. Definitions of F1, micro F1 and macro F1
scores are given in Appendix B.
Due to many comparisons, we utilize the Friedman’s test with Nemenyi
post hoc correction to compute statistical significance of the differences. The
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results are visualized as critical difference diagrams, where ranks of individual
algorithms according to scores across all data set splits are presented [10].
All experiments were conducted on a machine with 64GB RAM, 6 core
Intel(R) Core(TM) i7-6800K CPU @ 3.40GH with a Nvidia 1080 GTX GPU.
As the maximum amount of RAM available for all approaches was 64 GB, the
run is marked as unsuccessful should this amount be exceeded. Further, we
gave each algorithm at maximum five hours for learning. We selected these
constraints as the networks used are of medium size and if a given method
cannot work on these networks, it will not scale to larger networks, e.g., social
networks with millions of nodes and tens of millions, or even billions of edges
without substantial adaptation of the method.
Network statistics and visualization are implemented as part of our Py3plex
library [64]. Node ranking is implemented using sparse matrices from the the
Scipy module [25] and TensorFlow library [1].
4.3 DNR implementations
In this section we list the various DNR implementations tested.
– DNR denotes the implementation where embedding is first constructed and
then used for classification.
– DNRconv denotes the DNR approach with added initial convolution layer,
consisting of 2 filters, kernel size of 8, and average pooling region of 2.
– DNR-e2e denotes end-to-end variants of the algorithm, where the train-test
splits used by logistic regression classifier for learning from embeddings are
used to learn from P-PR vectors directly.
– DNR (attention) is a variant of DNR where attention mechanism is ex-
ploited, where we test only the unsupervised variant of this architecture.
– autoDNR is the unsupervised variant of DNR.
– autoDNRconv is the unsupervised variant of DNRconv.
The parameters of the DNR implementations, which can be subject to
problem-specific tuning, are as follows:
– Number of epochs (i.e. the number of weight update cycles). For all exper-
iments we set the maximum number of epochs to 20. The exception is that
in the experiments with the DNR (attention) algorithm it was shown, based
on the initial experiments, that more epochs are needed to obtain perfor-
mance similar to other unsupervised methods, hence for DNR (attention)
we trained the model for 100 epochs. Note that the DNR architectures
were trained with a stopping criterion of 5, i.e. if after five epochs the
performance remained the same, training was terminated.
– Batch size. This parameter specifies how many P-PR vectors are fed into
the architecture simultaneously. The computation speed highly depends on
this parameter, as batches are processed in parallel. For all experiments,
this parameter was set to 5. For all DNR implementations we use the ReLU
activation function with the threshold and alpha parameters set to 0 (i.e.
a default setting).
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– P-PRS algorithm parameters:
– . The error bound, which specifies the end of iteration, was set to 10−6.
– Max steps. The number of maximum steps allowed during one iteration
was set to 100 000 steps.
– Damping factor. The probability that the random walker continues at
a given step was set to 0.5.
– Spread step. The number of iteration steps allowed for the shrinking
part was set to 10.
– Spread percent. Maximum percentage of the network to be explored
during shrinking was set to 0.3.
These DNR parameters were set based on the validation network (Homo
Sapiens), and are not optimized for each test network separately. As discussed,
we intentionally do not perform hyperparameter tuning for each network, to
showcase the general performance of the proposed algorithm.
4.4 The baseline approaches
We tested the proposed approach against ten different baselines outlined be-
low. Nine of these are embedding algorithms, while Label Propagation is the
only approach that performs classification directly without using embeddings.
– HINMINE (see Section 2.3) uses network decomposition with P-PRS algo-
rithm. The embedding with original algorithm produces a matrix of size
|N | × |N |.
– HINMINE-PCA uses PCA to reduce the embedding obtained by HINMINE
to 128 dimensions.
– NNMF non-negative matrix factorization approaches [12] explore how P-
PR vectors can be compressed using non-negative matrix factorization. We
introduce these additional experiments, so that PCA-based decomposition
can be compared with computationally more demanding NNMF—to our
knowledge, we are the first to perform such experiments. For this task, we
use the following NNMF implementations, available as part of the Scikit-
learn repository [56].
– The NNMF(r) corresponds to random initialization.
– NNMF(svd) denotes standard Nonnegative Double Singular Value De-
composition.
– NNMF(svdar) is a variant of NNMF(svd), where zeros are replaced
with small random numbers.
– NNMF(svda) is a variant of NNMF(svd), where zeros are filled with
the average of the input matrix.
– LINE is one of the first network embedding algorithms [69].
– node2vec implemented in C++, compiled on the machine where the bench-
marks were evaluated. The same exhaustive search options were used as in
the original paper [18].
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– UMAP [49] is a recently introduced dimensionality reduction method,
which leverages ideas from manifold theory, performs for the embedding
task. We used UMAP’s default parameter setting.
– Label Propagation (LP) [82, 34].
5 Results
In this section, we present the empirical results and discuss their qualitative
as well as quantitative aspects. We first present the results for the node classi-
fication task, followed by qualitative evaluation the proposed DNR algorithm
for the task of node visualization.
5.1 Classification performance: Statistical analysis of results
We present the classification results in the form of critical difference (CD) dia-
grams, visualize them over various train percentages (ranging from 10% to 90%
of the Evaluation Data, see Section 4.2), and perform Bayesian comparison of
the results. Figure 3 and Figure 4 present the performance of the algorithms
in the form of critical difference diagrams [10] (the interested reader can find
full results in Table 6 of Appendix B).
In these diagrams, the algorithm’s mean performance is displayed along a
horizontal line with marked total ranks. If the performance of two algorithms is
not significantly different (with respect to a null hypothesis that they perform
the same), they are connected with a bold line.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
DNR-e2e
DNRconv
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Node2vec
LP
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LINE
NNMF (svd)
NNMF (svdar)
NNMF (r)
UMAP
DNR (attention)
HINMINE-PCA
critical distance: 7.1493
Fig. 3: Macro F1 critical difference diagram.
In terms of Macro F1, the best performing algorithm is DNR-e2e, a single
hidden layer end-to-end Deep Node Ranking classifier. It outperforms exist-
ing state-of-the-art algorithms by up to 8%. In terms of the computed sta-
tistical significance, the DNR classifiers perform similarly to HINMINE and
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Fig. 4: Micro F1 critical difference diagram.
node2vec. In terms of Micro F1, HINMINE-based classification is one of the
best-performing approaches, indicating that the information from the whole
network can offer similar results to simulated second order random walkers
(node2vec). The results indicate that shallow neural network architectures are
well suited for learning from complex networks, as they are comparable to
the state-of-the-art embedding algorithms. This observation is aligned with
the observation by [74] that shallow neural network architectures outperform
deeper ones. This might be the result of locality of information in the used
graphs, i.e. no long paths are important for the used classification task.
5.2 Classification performance: Analysis on individual data sets
Next, we present the results for each of the nine data sets, as shown in Fig-
ures 5 and 6. Note that the first data set (Homo sapiens) was used for vali-
dation, hence the results obtained on this data set were not included in the
construction of CD diagrams. We observe that the label propagation (LP)
algorithm strongly depends on the network’s topology as its performance is
subject to high variability. This behavior is expected, as the LP algorithm
works by moving through the network na¨ıvely, meaning that its classifications
can be biased to denser parts of networks. The (supervised) DNR embed-
ding performs similarly to the state-of-the-art node2vec algorithm. As stated
previously, DNR-e2e, i.e. an architecture with a single hidden layer and end-
to-end training, outperforms other approaches in terms of Macro F1 score.
The HINMINE-PCA approach performs similarly to the original HINMINE
methodology, indicating that raw node rank vectors can be reduced using fast
PCA [24] projections. As there exist batch variants of PCA algorithms [50],
the spatial complexity of the original HINMINE can also be reduced by using–
similarly to the proposed DNR–minibatches of node rank vectors. We leave
such experiments for further work. The Cora data set results are subject to
the highest performance variability—the factorization-based approaches tend
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to be competitive with other approaches only when larger portions of the
embedding are used for prediction (rightmost part of the plot).
The embedding-based approaches are more consistent—no large variation
in classification performance is observed. We believe that this behavior is due
to efficient sampling schemes used for embedding construction. Finally, we
observe the DNR (attention) performs similarly to e.g., node2vec without any
information on node labels or hyperparameter optimization.
5.3 Classification performance: Bayesian comparison of classifiers
A recent methodological improvement in multiple classifier performance com-
parisons are their Bayesian variants [4]. We use the Bayesian variant of the
hierarchical t-test to determine differences in performance of compared clas-
sifiers3. This test samples pairs of results and is potentially more robust than
the frequently used CD diagrams. Compared to CD diagrams, the considered
Bayesian hierarchical t-test distinguishes between three scenarios: two scenar-
ios where one classifier outperforms the other and one in which the difference
in classifier performance lies in the region of practical equivalence (rope). The
size of the rope region is a free parameter, p(rope), of the Bayesian hierarchical
t-test.
As Bayesian multiple classifier correction cannot be intuitively visualized
for more than two classifiers, we focus on the two best-performing embed-
ding approaches and additionally compared performance of node2vec against
variants of the proposed DNR.
The results shown on Figure 7 were obtained from the differences of clas-
sifiers’ performances, represented with percentages (10 repetitions). Here, we
used the macro F1 score for comparisons.
We subtracted the performances of the second classifier from the first.
Negative differences indicate superior performance of the left classifier and vice
versa. In the tests performed, we set the parameter p(rope) to 0.01, meaning
that two performances are considered the same, if they do not differ by more
than 0.01.
Each green dots located within the triangles represents a sample, obtained
from the hierarchical model. As the sampling procedure is governed by the
underlying data, green dots fall under one of the three categories; classifier
one dominates (left), classifier two dominates (right), or the difference of the
classifiers’ performance lies in the region of practical equivalence (up). Upon
models convergence, the highest density of the green dots corresponds to the
higher probabilities of the observed classifier outperforming the other. Simi-
larly to critical difference diagrams, node2vec and the embedding-based DNR
classifier perform similarly—the green dots in Figure 7a are approximately
uniformly distributed between the left and the right parts of the triangle. On
3 https://github.com/BayesianTestsML/tutorial/blob/master/Python/
Hierarchical%20test.ipynb
28 Blazˇ Sˇkrlj et al.
Fig. 5: Classifier performance (macro F1 scores).
Fig. 6: Classifier performance (micro F1 scores).
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the contrary, as the DNR-e2e algorithm outperforms node2vec, highest density
of the green dots is located on the leftmost part of the triangle in Figure 7b.
The sampled probability densities corresponding to differences in classifiers’
performances are finally aggregated into a three probabilities of the three sce-
narios (classifier one, classifier two or rope). The probabilities of classifier one
and classifier two of each scenario are given in the captions under the plots in
Figure 7. In general, this form of classifier comparison gives similar relations
between the classifier as the critical difference diagrams in Figures 3 and 4.
All other classifier comparisons are given in Appendix C.
5.4 Computation time analysis
In this section, we present the results in terms of run times for node classifi-
cation, shown in Figure 8.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
LP
DNR-e2e
LINE
HINMINE-PCA
NNMF (svda)
NNMF (svdar)
NNMF (svd)
Node2vec
HINMINE
autoDNRconv
UMAP
DNRconv
autoDNR
DNR
NNMF (r)
critical distance: 6.6134
Fig. 8: Average learning and classification time spent over all data sets. The
values represent the average run times over 50 repetitions of the classification
task. Note that lower the rank, the faster the algorithm.
We observe that label propagation is the fastest approach, which could
be expected due to its simplicity and fast, BLAS based routines. Next, the
proposed DNR-e2e performs notably faster compared to other embedding ap-
proaches. We believe the reason for this lies in the execution time of the logistic
regression classifier. Further, the LINE algorithm remains one of the fastest
embedding methods, which confirms previous results [23]. Surprisingly, the
PCA-reduced P-PR vectors are, even though executed entirely on CPUs, rel-
atively fast. This result indicates that even linear reduction of P-PR vector
dimensionality can yield promising result both with respect to performance,
as well as to execution time. The matrix factorization approaches also perform
well, which we believe is due to efficient factorization implementations. The
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(a) node2vec (0.465) vs. DNR (0.482) (b) DNR-e2e (0.942) vs. node2vec (0.051)
(c) DNR-e2e (0.932) vs. DNR (0.041) (d) DNR (0.578) vs. autoDNR (0.351)
(e) DNR (0.502) vs. DNRconv (0.192) (f) autoDNR (0.811) vs. autoDNRconv (0.182)
Fig. 7: Pairwise Bayesian performance comparisons of selected classifiers. The
probabilities following classifier names represent the probabilities a given clas-
sifier outperforms the other.
DNR algorithm outperforms the original HINMINE and node2vec, indicating
the DNR represents a viable embedding alternative also with respect to ex-
ecution time (apart from the classification performance). Finally, the UMAP
algorithm performs at the same scale as other unsupervised approaches, such as
autoDNRconv and others, indicating manifold projections could be a promis-
ing venue for future research (to our knowledge, this study is one of the first
ones to propose the use of UMAP for obtaining graph embeddings). Overall,
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we demonstrate that DNR family of algorithms performs reasonably well when
used as embedding constructors, and can be further sped up if considered in
an end-to-end learning setting.
5.5 Numerical stability w.r.t. input permutation
One of the non-obvious properties of DNRconv is its possible dependence with
respect to the node order. As we do not employ any information propagation
schemes, the node order remains random. To check if DNRconv performs con-
sistently no matter the order, we conducted 5400 classifications on the Bitcoin
OTC data set using different node orderings and inspected the consistency of
the results. We visualize the variability of the results in Figure 9.
(a) Macro F, Bitcoin data set, distribu-
tion over 5400 different node orderings.
(b) Micro F, Bitcoin data set, distribu-
tion over 5400 different node orderings.
Fig. 9: Numerical stability of the DNRconv embeddings over different node
order permutations. Average performance is consistent with respect to train
node number.
The results show that arbitrary permutations of node orderings yield ap-
proximately the same results. Hence, DNRconv is rather robust to an input
permutation. We believe the reason for such behavior are relatively small con-
volution regions, followed by average pooling, which unify the node information
no matter the input order.
5.6 Qualitative exploration
The main objective of this section was to evaluate how different embedding
methods capture the latent organization of the network in terms of node
classes. To demonstrate that unsupervised construction of the network em-
bedding yields potentially interesting representations, we visualize them. For
this purpose, we construct different embeddings with default parameters and
embedding dimension 128 (with the exception of HINMINE, which constructs
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an embedding of size |N |× |N |). We used the t-SNE projection [46] to project
the obtained embeddings to two dimensions. We plotted the obtained projec-
tions using the Py3plex library [64], where class labels for individual nodes
correspond to different colors. The generated visualizations of the Cora net-
work are shown in Figure 10.
(a) HINMINE-PCA (b) HINMINE (c) LINE
(d) node2vec (e) autoDNR (f) autoDNRconv
Fig. 10: Visualizations of the Cora network. Individual classes correspond to
different colors. No class information was used to train the embeddings to 128
dimensions. Vectors were reduced to two dimensions using t-SNE projections
with default parameters. To obtain more distinct clusters, t-SNE’s parameters
can be furhter tuned.
HINMINE-based embeddings appear to encode node information in such a
way that it corresponds well to node class labels. This observation implies that
node ranks contain certain information about higher-order organization, as la-
beled by classes. On the contrary, no distinct separation was observed for the
LINE and node2vec algorithms. As we tested only default t-SNE parameteriza-
tions, it is possible that additional tuning could produce a better separation or
visualization. The produced visualizations of the DNR-based representations
show that DNR (i.e. the shallow architecture) successfully groups the classes,
yet some classes (e.g., green and teal points) remain scattered throughout the
canvas.
6 Conclusions and further work
This paper presents a novel DNR approach to complex network node embed-
ding and multilabel node classification. We demonstrate the scalability and
the overall performance of the proposed approach, which is fast and performs
better or comparably to the state-of-the-art approaches. We find that the
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best-performing DNR variation is a shallow architecture, learning labels in an
end-to-end manner:
l2 = σ(w2(a(wdimX + bl1)) + bl2);
This indicates that deeper architectures are possibly not needed for the selected
tasks.
Our node rank vector computation is friendly to parallel and distributed
computations. Therefore, we believe that DNR is suitable for larger networks
(i.e. |N | ≥ 104). Our algorithm for network learning tasks is based on node
ranking. We empirically show that it outperforms the state-of-the-art ap-
proaches, even though the network sampling only leverages first-order random
walks. We observe that DNR performs comparably to node2vec, which uses
information derived from second-order random walks. This may offer opportu-
nity for further improvements with the second- or higher order-random walks
in the network sampling part.
Graph convolutional neural networks (GCN) also work well for the problem
of end-to-end node classification, especially on block-diagonal adjacency ma-
trix structures [28]. The difference between GCNs and the approach proposed
in this work is that, apart from network adjacency matrix and node classes,
GCN algorithms require an additional feature matrix, which corresponds to
properties of individual nodes. GCNs are thus useful only when features origi-
nating from different data sources can be assigned to individual nodes, e.g., the
presence of individual words can be assigned as feature vectors to documents
representing the network’s nodes. As P-PR vectors can also be considered as
features of individual nodes, we see the GCN family of algorithms as comple-
mentary to the proposed DNR approach.
One of the unsolved problems in graph deep learning is the interpretability
of models. For example, methods such as node2vec [18] and GCN-like models
[28] either construct embeddings by doing local graph crawling or aggregate
the features of close neighbors. This means that the importance of individ-
ual nodes (in e.g., classifier performance) are masked via the embedding layer
or a series of aggregations. Even though a similar problem emerges with the
DNR embedding algorithm proposed, the DNR-e2e variant directly builds a
classifier. This property is useful when a machine learning practitioner wishes
to understand which nodes influenced the model’s decisions. The recently in-
troduced SHAP algorithm [45], based on the coalition theory, offers a direct
calculation of feature importance, which could be of relevance here, i.e. when a
practitioner e.g., attempts to understand the causality behind the learned pat-
terns. We leave the evaluation of this idea on real-world data sets for further
work.
The proposed neural network architecture is by no means the optimal so-
lution. We believe that the number of parameters, needed to leverage the
network’s properties, can be significantly reduced whilst maintaining the clas-
sification performance, yet we leave such exploration for further work. For
example, recent improvements in autoML approaches relevant for deep learn-
ing topology generation [77] could provide better alternatives.
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Let us summarize the possible further improvements of the DNR method-
ology:
1. DNR currently operates on homogeneous networks. On the other hand, the
HINMINE methodology can also be used for decomposing heterogeneous
networks thus taking into account different relations between the nodes.
The proposed DNR algorithm is a natural extension to the embedding
(propositionalization) step of the HINMINE methodology and is capable
of exploiting properties of heterogeneous networks, which we demonstrate
on the E-commerce data set. We leave more extensive learning tasks on
heterogeneous networks for further work.
2. The current DNR implementation is based on the P-PR vectors, calculated
for individual nodes. The input vectors used during learning are thus one
dimensional. One could potentially extend individual rank vectors with
other node features. The only change to the proposed DNR implementation
would include three or more dimensional tensors as inputs, which would
represent node features.
3. As current implementation of DNR leverages only the first order random
walks, we believe its performance could be further improved by using
higher-order Markov dynamics. As the state-of-the-art node ranking al-
gorithms already incorporate such information, the next step for the DNR
methodology is an extension to second and higher order random walks.
One possible solution to this problem is to use the recently introduced
Multilinear PageRank [15].
4. The P-PRS with shrinking algorithm used can be implemented on GPUs,
which could offer additional speed-ups, especially for larger networks.
5. The embeddings, obtained using DNR could serve as the input for clus-
tering algorithm, offering the opportunity for semantic enrichment using
background knowledge, as demonstrated in [63].
6. In this work, we did not consider edge classification tasks, although every
embedding can also be used to construct edge representations.
We finally list some of our attempts which did not yield good enough perfor-
mance to be included in the paper, yet they could be of potential use as a
reference for future research.
1. P-PR vector discretization. We attempted to discretize the P-PR vectors
prior to learning. We experimented with various discretizations of the inter-
val [0, 1] in terms of bin sizes. These ranged from from 0.0005 to 0.01. The
results were significantly worse compared to using P-PR vectors directly.
2. Deeper architectures. We experimented with architectures with up to three
hidden layers prior to the embedding layer. Performance notably decreased
when more layers were added.
The DNR and the datasets are freely accessible at http://github.com/DNR.
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A Exploring the space of embedding parameters
In this section we present empirical results of performance of different activation functions,
convolutions over stationary distributions and the number of epochs. For the following ex-
periments, we varied the amount of the nodes used for training the architecture from 10% to
90% using 10% steps. The performance curves show the average performance with respect
to the percent of nodes used for training, as well as the variability of different architectures
tested (see Figure 11).
A.1 Activation function selection
We tested several different activation functions listed in Table 1. The functions listed are
applied to every component of the input vector. The results in Figure 11 and Table 3 show
the performance of the neural network architecture used in DNR using different activation
functions.
Having fixed the c parameter of Elu to 0.01, we observed that Leaky ReLU, ReLU, as
well as Elu functions performed better compared to the σ activation function in the first
≈ 20 epochs. This indicates the convergence rate of the sigmoid activation is slower. For the
further experiments, we selected the ReLU activation function, due to its fast and robust
convergence (see Figure 11). We next investigated how the dimensionality of the input P-PR
vectors could be reduced prior to expensive training of the dense layers. These experiments
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(a) DNR - Macro F1 (b) DNR - Micro F1
Fig. 11: Dependence of the architecture’s performance with respect to the
number of training epochs. The confidence intervals are plotted based on 10
repetitions of the learning.
Table 3: Macro and Micro F1 averaged performance with respect to number
of training epochs for the DNR architecture.
Macro F1 Micro F1
Epochs σ Elu LReLU None ReLU σ Elu LReLU None ReLU
2 0.080 0.136 0.116 0.139 0.122 0.157 0.212 0.192 0.210 0.196
4 0.113 0.164 0.156 0.170 0.157 0.188 0.227 0.221 0.230 0.221
6 0.136 0.176 0.172 0.181 0.173 0.207 0.232 0.231 0.234 0.230
8 0.145 0.183 0.180 0.182 0.177 0.216 0.231 0.229 0.230 0.230
10 0.156 0.182 0.182 0.181 0.179 0.224 0.227 0.228 0.227 0.230
16 0.167 0.180 0.184 0.182 0.182 0.227 0.220 0.224 0.221 0.225
20 0.176 0.182 0.182 0.182 0.179 0.232 0.220 0.220 0.221 0.222
30 0.176 0.180 0.180 0.181 0.184 0.227 0.218 0.217 0.219 0.222
demonstrate that the DNR architecture becomes saturated at ≈ 15 epochs. With larger
numbers of epoch, the results show that the network overfits the data and its performance
gradually decreases (Figure 11).
A.2 Convolutions over stationary distributions
The P-PR input vectors can be high dimensional leading to a large spatial complexity of
the current approach. We tested the effect of the additional convolutional layer used in the
DNRconv algorithm. We explored how different parametrizations of the convolution and
pooling influence the performance of the architecture by varying the three parameters de-
termining the convolutional layer: the number of filters, the kernel size, and the pooling
region size. As the features of the P-PR input vectors are inherently unordered, each con-
volution parametrization was subject to perturbation testing. For each parametrization, we
generated 20 different feature orderings and averaged the Macro and Micro F1 scores ob-
tained using 50% of vectors for training the logistic regression classifier (see Section 3.2).
Each parametrization was trained for 20 epochs, as we observed that the saturation point
for this architecture resembles the one without convolutions (Figure 11). For this experi-
ment, we varied the kernel size, the number of filters, and the size of the pooling region over
the values [2, 8, 16, 64, 128, 512]. In total, we tested 1944 configurations, each denoted with
a triplet of tested values. The summarized results of this experiment are given in Table 4.
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(a) DNRconv - Macro F1 (b) DNRconv - Micro F1
Fig. 12: Dependence of the (2,8,2) architecture performance with respect to the
number of training epochs. The learning pattern is similar to the one observed
in Figure 11.
The experiments showed that large kernel sizes, as well as pooling regions decrease the
performance. However, small convolution windows (e.g., (2,8,2)) could be used to reduce
the parameter space and hence speed up the training, and foremost to reduce the space
requirements of the neural network.
The (2, 8, 2) architecture was next assessed for the effect of different activation functions
(Table 5 and Figure 12). Here, similarly to the non-convolutional architecture in the previous
section, we varied the number of epochs and different activation functions. Note that the
table shows only the selected epoch numbers for readability purposes, whereas Figure 12
shows results of exhaustive search with the increment of two epochs.
The experiments with DNR convolution architecture indicate, that the use of convolu-
tions diminishes the (Macro F1) performance, yet remains a viable alternative for reduction
of spatial complexity. Note that the version of DNR with convolutions can be stated as:
l2 = σ(w2(a(wdimConv1D(X, f, k, p) + bl1 )) + bl2 );
where Conv1D(X,f,k,p) corresponds to one dimensional convolution, parameterized with the
number of filters f , kernel size k, and pooling size p, over the P-PR vectors X.
Table 4: Performance of different convolution layer parametrizations. For read-
ability, each parameterization consists of a triplet (f ,k,p), where f denotes the
number of filters, k the kernel size, and p the pooling size. We list triplets sorted
by both micro F1, as well as macro F1 performance.
Convolution parameterization Macro F1 Micro F1
No convolution 0.183 0.238
(2,8,2) 0.184 0.223
(2,2,2) 0.175 0.227
(2,8,2) 0.179 0.217
(8,2,2) 0.182 0.216
. . .
(2,64,128) 0.061 0.167
(2,2,512 ) 0.060 0.166
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Table 5: Micro and Macro F1 averaged performance with respect to number
of training epochs for the DNRconv architecture.
Macro F1 Micro F1
Epochs σ Elu LReLU None ReLU σ Elu LReLU None ReLU
2 0.023 0.104 0.068 0.107 0.053 0.080 0.179 0.145 0.184 0.127
4 0.058 0.158 0.141 0.153 0.100 0.133 0.215 0.205 0.211 0.173
6 0.152 0.170 0.159 0.170 0.155 0.210 0.213 0.215 0.215 0.208
8 0.160 0.172 0.175 0.170 0.160 0.215 0.207 0.215 0.207 0.209
10 0.173 0.171 0.172 0.169 0.164 0.214 0.203 0.205 0.201 0.204
16 0.169 0.169 0.168 0.164 0.158 0.203 0.200 0.198 0.196 0.191
20 0.169 0.161 0.164 0.165 0.163 0.203 0.192 0.195 0.198 0.196
30 0.161 0.165 0.163 0.163 0.157 0.189 0.196 0.191 0.193 0.186
In the remainder of this work, we report experiments using non-convolutional DNR
architecture and the (2, 8, 2) convolutional architecture. The resulting neural networks are
trained in mini batches, consisting of P-PR node rank vectors.
B Evaluation measures and detailed results
In this appendix we present the final evaluation results, using micro F1 and macro F1 scores.
The F1 score of a class is defined as follows:
F1 = 2 · precision · recall
precision+ recall
Macro F1 score is defined as the average F1 score for all classes values from the set of classes
C, i.e.
macroF1 =
∑
i∈C F1i
|C|
The micro F1 score is defined by counting global true positives (TP), false negatives (FN)
and false positives (FP). The definition is then similar to ordinary F1 score, i.e.
microF1 = 2 ·
∑
l∈C TP (l)∑
l∈C TP (l)+FP (l)
·
∑
l∈C TP (l)∑
l∈C TP (l)+FN(l)∑
l∈C TP (l)∑
l∈C TP (l)+FP (l)
+
∑
l∈C TP (l)∑
l∈C TP (l)+FN(l)
= 2 · precisionglobal · recallglobal
precisionglobal + recallglobal
Micro and macro F1 distributions over all data sets are shown in Figures 13 and 14
and Table 6; the latter presents the performance of algorithms on each individual data set,
including the run times.
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Fig. 13: Overall macro F1 scores averaged over all data sets.
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Fig. 14: Overall micro F1 scores averaged over all data sets.
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C Bayesian comparison of learners
In this section we visualize all relevant classifier pairs using Bayesian hierarchical t-test.
(a) DNR vs. NNMF(r) (b) autoDNR vs.
NNMF(svda)
(c) autoDNR vs.
DNR-e2e
(d) DNRconv vs.
HINMINE
(e) DNR vs. node2vec (f) DNR vs. HINMINE (g) autoDNR vs. LP (h) DNRconv vs.
NAvec
(i) autoDNR vs.
HINMINE-PCA
(j) DNR vs. LINE (k) DNR vs. UMAP (l) autoDNR vs.
NAvec
(m) DNRconv vs.
NNMF(svd)
(n) autoDNRconv vs.
DNR-e2e
(o) DNR vs. autoDNR (p) DNR vs.
NNMF(svda)
Fig. 15: Results of Bayesian comparison of learners (part one).
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(a) autoDNR vs. LINE (b) DNR vs. DNR-e2e (c) autoDNR vs.
HINMINE
(d) DNRconv vs. LINE
(e) DNR vs.
autoDNRconv
(f) autoDNR vs.
NNMF(svdar)
(g) autoDNR vs.
NNMF(svd)
(h) DNR vs.
HINMINE-PCA
(i) autoDNRconv vs.
HINMINE
(j) DNR vs.
NNMF(svdar)
(k) DNRconv vs.
autoDNR
(l) DNRconv vs.
UMAP
(m) DNRconv vs.
NNMF(svdar)
(n) DNRconv vs.
autoDNRconv
(o) DNRconv vs. LP (p) DNR vs. DNRconv
Fig. 16: Results of Bayesian comparison of learners (part two).
