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A SIMPSON CORRESPONDENCE FOR ABELIAN VARIETIES
IN CHARACTERISTIC p > 0
YUN HAO
Abstract. Let X/k be an abelian variety over an algebraically closed field k
of characteristic p > 0. In this paper, using the Azumaya property of the sheaf
of crystalline differential operators and the Morita equivalence, we show that
e´tale locally over the Hitchin base, the moduli stack of Higgs bundles on the
Frobenius twist X′ is equivalent to that of local systems on X. We follow the
approach of [Gro16].
1. Introduction
Let X/C be a smooth projective variety over the complex numbers. In [Sim92],
Simpson established an equivalence between the category of local systems (vector
bundles with integrable algebraic connections, equivalently (Riemann-Hilbert corre-
spondence), finite dimensional representations of the fundamental group pi1(X
an))
and that of the semi-stable Higgs bundles whose Chern classes are zero. The cor-
respondence between Higgs bundles and local systems can be viewed as a Hodge
theorem for nonabelian cohomology. The theory is hence called the non-abelian
Hodge theory, and sometimes is called the Simpson correspondence.
There are many attempts to search for such a correspondence in positive charac-
teristic. From now on, let X/S be a smooth scheme over a scheme S of characteristic
p > 0. In the work of [OV07], Ogus and Vologodsky established such a correspon-
dence for nilpotent objects. More precisely, under the assumption that a lifting
of X ′/S modulo p2 exists, where X ′ is the Frobenius twist of X, they construct a
Cartier transform from the category of modules with flat connections nilpotent of
exponent1 ≤ p to the category of Higgs modules nilpotent of exponent ≤ p. There
is an alternative approach to this result in [LSZ15]. A generalisation of this work
to higher level arithmetic differential operators (in the sense of [Ber96]) is given in
[GLQ10]. Some other recent related works include [Shi15], [Oya17] and [Xu17].
In his work [Gro16], Groechenig gave a full version of this correspondence for
(orbi)curves X over an algebraically closed field S = Spec k. At the same time, Chen
and Zhu [CZ15] further generalised this correspondence for curves but between the
category of G-Higgs bundels and G-local systems, where G is a reductive group over
an algebraically closed field k.
In the present work, following the approach of [Gro16], using the Azumaya
property the sheaf of crystalline differential operators proved by Bezrukavnikov,
1 There is a tiny difference of conventions between the definition in [Kat70, Definition 5.6] and
the definition used in [OV07]. In the latter, these modules are said to be of nilpotent ≤ p − 1,
as they are supported on the (p − 1)-st infinitesimal neighbourhood of the zero section of the
cotangent bundle, see §4.5 for how this makes sense.
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2 YUN HAO
Mirkovi, and Rumynin in [BMR08], we generalise the result from curves to abelian
varieties. To be precise, we proved the following result.
Theorem 1.0.1 (Theorem 5.3.1). Let X/k be an abelian variety over an algebraically
closed field k of characteristic p > 0. Denote by HiggsX′/k,r the stack of rank r
Higgs bundles on the Frobenius twist X ′ of X, and by LocSysX/k,r the stack of
rank r local systems on X. Then we have the following results.
(1) Each of the two stacks admits a natural map to a common base scheme
B′r := Spec Sym
•
(
r⊕
i=1
Γ(X,Symi Ω1X/k)
)∨
.
(2) There is a closed subscheme Z˜ of the cotangent bundle of X ′B′r/B
′
r, that is
finite flat over X ′B′r , and a P-equivariant isomorphism
C−1X/k : S×P HiggsX′/k,r −→ LocSysX/k,r
over B′r, where P = PicZ˜/B′r/B
′
r is the relative Picard stack and S/B
′
r is a
P-torsor.
(3) In particular, there is an e´tale surjective map U → B′r, such that
HiggsX′/k,r ×B′r U ' LocSysX/k,r ×B′r U.
The idea of the proof is as follows. We know from [BMR08] that the sheaf of
crystalline differential operators defines an Azumaya algebra DX/k over the cotangent
bundle T∗(X ′/k) of X ′ (Theorem 4.7.1). We can also view Higgs bundles on X ′
as quasi-coherent O-modules on the cotangent bundle T∗(X ′/k), supported on a
closed subscheme called the spectral cover (§4.4 and Proposition 4.5.1). Meanwhile,
local systems on X can be identified with certain DX/k-modules on the cotangent
bundle T∗(X ′/k), via their p-curvatures (Proposition 4.6.1). If there is a splitting
of the Azumaya algebra DX/k on the spectral cover, then the Morita theory will
give an equivalence between these O-modules and DX/S-modules on T
∗(X ′/k)
(Proposition 4.8.1).
The existence of splittings in the curve case is guaranteed by Tsen’s theorem (see
[Gro16, §3.4]). For abelian varieties, the existence of splittings of DX/S over (the
formal neighbourhood of) a spectral cover, is obtained by observing that the stack
of splittings of DX/S is equivalent to the stack Pic
\
X/k of line bundles with a flat
connection on X (Proposition 5.1.2), and that Pic\X/k/B
′
1 is smooth.
One of the main differences between the curve case and the higher dimensional
case is that in the latter case, the Hitchin map is not surjective and the spectral cover
is not flat over X ′ in general (Proposition 4.4.3 and Remark 4.4.4). However, since
the cotangent bundle of an abelian variety is trivial, for any given spectral cover, we
can construct a larger cover, that is finite, flat, locally of finite presentation over X ′
(Example 4.9.2). This larger cover will play an important role in the construction
and the proof.
Actually the proof is rather formal. We indeed prove some results in a more
general setting, using the language of (k,R)-Lie algebras (reviewed in §3) and Lie
algebroids (developed in §4). Many of results have already been studied in [Lan14],
but the corresponding spectral data were not considered there. By working in such
a general setting, we can see that some of the known results (e.g., Proposition 4.3.1)
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also hold for flat λ-connections (cf. [LP01, Prop. 3.2]), not only for flat 1-connections,
which is in fact a consequence of an easy observation Lemma 3.3.6. It allows us to
have a more abstract way to look at these results. Moreover, the Azumaya property
of the crystalline differential operator, proven in [BMR08] and [Rev73], is reproved
in detail in this article.
Acknowledgement. The author is indebted to Michael Groechenig for providing
him the problem worked out in this article, and for multiple enlightening discussions.
I also benefited from discussions with He´le`ne Esnault, Lei Zhang and Hao Zhang
are also very helpful. The author also thanks the Berlin Mathematical School for
the financial support during his study.
2. Generalities
Conventions:
• Unadorned tensor products, Hom or Hom’s, symmetric powers and exterior
powers are taken over the structure sheaf OX of a base scheme or over a base ring
R, which will be clear from context.
• Given a scheme X and a quasi-coherent OX -algebra A, SpecA stands for the
relative (or global) spectrum. For any quasi-coherent OX -module E of over a scheme
X, set V(E) := Spec Sym•E∨. This convention differs from that in [EGA II, §1.7]
by a dual.
• For two natural numbers r and d, set S(r, d) := (d+r−1r ).
2.1. Frobenius. Fix a scheme S of characteristic p > 0 and let f : X → S be an
S-scheme. Denote by FrS (resp. FrX) the absolute Frobenius on S (resp. X), by
X ′ := X(p) := X×S,FrS S the Frobenius twist of X over S, and by FX/S := FrX/S =
(FrX , f) : X → X ′ the relative Frobenius. In case X = SpecR and S = Spec k are
both affine, where k is a commutative ring of characteristic p > 0 and R a k-algebra,
we can introduce corresponding maps on their coordinate rings. In other words, we
have the following commutative diagrams:2
(2.1)
X X ′ X
S S,
FX/S
f
w
f ′  f
FrX
FrS
R R′ R
k k.
ϕR/k

w
ϕR
f
f ′
ϕk
f
Recall that we have the following facts about the relative Frobenius morphism.
Proposition 2.1.1. Suppose that f : X → S is smooth of relative dimension d > 0.
Then the followings hold.
(1) The relative Frobenius FX/S is a universal homeomorphism and is finite
locally free (in the sense of [SP, Tag 02K9]) of rank pd. In particular, it is faithfully
flat.
2 Here we use the same notations f , f ′ and w to denote different maps. However, the meaning
of these maps can be inferred from context.
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(2) Denote by NmFX/S : (FX/S)∗OX → OX′ the norm map (see e.g., [SP,
Tag 0BD2]). Then the composition
(FX/S)∗OX OX′ (FX/S)∗OX
NmFX/S F
\
X/S
is the pd-th power map, i.e., for any open subset U ⊆ X ′ and any section g ∈
(FX/S,∗OX)(U) = OX(F
−1
X/SU), we have F
\
X/S NmFX/S (g) = g
pd ∈ OX(F−1X/SU).
Proof. Since X/S is smooth of relative dimension d, Zariski locally we have the
following commutative diagram ([SP, Tag 054L]):
(2.2)
X U AdV .
S V.
f
e´tale
g
f |U
where U and V are (affine) opens in X and S respectively. We then have FU/V =
g∗(FAdV /V )◦FU/AdV . Recall that g being e´tale implies that FU/AdV is an isomorphism
([SP, Tag 0EBS]), so we reduce the problem to check both statements for AdV /V .
So without loss of generality, write S = SpecA and X = SpecA[t1, . . . , td]. Then
the two statements follows from easy verification (possibly by an induction on
the dimension d and by applying the norm formula for successive finite finite free
extensions [Bou07, Chaptitre III, §9, n◦4, Propostion 6]). 
2.2. Azumaya algebras and the Morita equivalence. Fix a base scheme
(X,OX). Recall that An Azumaya algebra (or a central separable algebra) A over X
is a sheaf of OX -algebras (not necessarily commutative), such that there is an e´tale
surjective map (or equivalently, an fppf map; see [Mil80, Prop. IV.2.1]) g : U → X,
such that
g∗A ' EndOU (O⊕ rU )
for some r ∈ N. This is a generalisation of central simple algebras over a field k.
Clearly, an Azumaya algebra is locally free of rank r2 (see e.g., [SP, Tag 05B2]).
Given an Azumaya algebra A over X, a splitting of A consists of a morphism
g : T → X, a locally free OT -module P , and an isomorphism α : g∗A ∼→ EndOT (P ).
Splittings of an Azumaya algebra form a Gm-gerbe over (Sch/X) (see [Ols16,
§§12.3.5 and 12.3.6] or [Gir71, Chapitre V, §4.2]).
Given a splitting a splitting (T, P, α) of an Azumaya algebra A, recall that the
Morita theory asserts that the functor ModOX →ModA, E 7→ P ⊗ E defines an
equivalence between the category of OT -modules and that of left A-modules. See
for example [GW10, (8.12)].
2.3. Characteristic polynomial of a twisted endomorphism. Let (X,OX) be
a fixed scheme. Similar discussions can be found in [EGA II, §6.4].
Let E,K be two finite locally free OX -modules and suppose that rk(E) = r.
Consider a homomorphism ϕ : E → E ⊗K of OX -modules, called a (K-)twisted
endomorphism of E. We will also view ϕ as an element in Γ(X, End(E) ⊗ K).
We have the canonical inclusion to degree 1 map K → Sym•K. So any twisted
endomorphism ϕ gives rise to an OX -linear map E → E ⊗ Sym•K. Then using the
adjoint pair
HomOX (E,E ⊗ Sym•K) ' HomSym•K(E ⊗ Sym•K,E ⊗ Sym•K),
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we can view ϕ as an (Sym•K)-endomorphism of the locally free module E⊗Sym•K.
So it has an obviously well-defined characteristic polynomial χϕ ∈ Γ(X,Sym•K[t])
in the usual sense. We usually write χϕ(t) = t
r + · · ·+ (−1)iaiti + · · ·+ (−1)ran,
where ai ∈ Γ(X,SymiK).
Finally, substituting t by ϕ in χϕ, we get an OX -linear map
χϕ(ϕ) =
r∑
i=0
(−1)iaiϕr−i : E → E ⊗ SymrK,
where ϕi is the OX -linear map E → E ⊗ SymiK obtained by composition
E E ⊗K E ⊗K⊗2 · · · E ⊗K⊗i E ⊗ SymiK.ϕ ϕ⊗id
Now as in the classical case, the Cayley-Hamilton theorem reads as follows.
Proposition 2.3.1. The map
(2.3) χϕ(ϕ) : E −→ E ⊗ SymrK
is the zero map.
2.4. Affine morphisms and finite morphisms. Recall the following standard
results that we will use repeatedly (see e.g., [EGA II, §§1.3–1.4, 1.7, 6.1]).
Proposition 2.4.1. (1) Let f : Y → X be an affine morphism, then the direct
image functor f∗ : QCoh(OY ) ' QCoh(OX , A), N 7→ f∗N , where QCoh(OX , A)
is the category A-modules which are OX-quasicoherent. defines an equivalence of
categories, whose quasi-inverse is denote by M 7→ M˜ .
(2) Let X be a scheme and E a locally free sheaf of finite rank on X. For any
morphism f : T → X, we have
(2.4) HomX(T,V(E)) = HomModOX (E
∨, f∗OT ) = Γ(T, f∗E).
That’s the reason why we define V(E) as the spectrum of the symmetric algebra of
its dual: the sections of V(E) are sections of E, with our notation.
(3) ([EGA II, Prop. 6.1.12], [GW10, Prop. 12.13]) Let f : Y → X be a finite
morphism. Then the equivalence in 1 induces an equivalence of categories
(2.5) f∗ : Vectm(Y ) −→ Vectm(X, f∗OY )
where Vectm(X) stands for the category of locally free sheaves of rank m on X and
Vectm(X, f∗OY ) stands for that of locally free f∗OY -modules on X.
The first two are commonly known but we just record them here for later use.
But one need to take care that last result is not tautological, but rests essentially
on the assumption that f is finite. The latter category consists of objects that are
f∗OY -modules E on X such that there exists a Zariski cover Ui → X, such that
E|Ui ' (OY |f−1(Ui))⊕m for all i; in other words, we can trivialise a vector bundle
on Y using a finer enough covering of X.
3. Local theory: restricted (k,R)-Lie algebras
Let k be a commutative ring (not necessarily a field) and R a commutative
k-algebra. We will also call a Lie algebra over k a k-Lie algebra, to distinguish it
from a (k,R)-Lie algebra introduced below. Moreover, any associative k-algebra is
understood as a k-Lie algebra with the commutator as the bracket, unless otherwise
specified.
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3.1. (k,R)-Lie algebras. Recall [Rin63] that a (k,R)-Lie algebra3 is a triple
(L, [−,−], ρ), where L is a left R-module, (L, [−,−]) is a Lie algebra over k, and
ρ : L→ Derk(R) is a homomorphism of k-Lie algebras and a homomorphism of left
R-modules such that
[x, ry] = r[x, y] + ρ(x)(r)y,
for all x, y ∈ L and r ∈ R. Sometimes we just write x(r) instead of ρ(x)(r) for
simplicity.
Example 3.1.1. (1) A typical example is Derk(R) itself with the bracket defined
by [∂1, ∂2] := ∂1 ◦ ∂2 − ∂2 ◦ ∂1 ∈ Derk(R) for any two k-derivation ∂1 and ∂2 of R,
and the anchor given by ρ := id.
(2) Given a (k,R)-Lie algebra (L, [−,−], ρ) and an element λ ∈ k, we set
λ[x, y] := λ[x, y], and λρ(x) := λρ(x),
for any x, y ∈ L. We can easily verify that (L, λ[−,−], λρ) is again a (k,R)-Lie
algebra, which we will simply write as λL for short. Tautologically, 1L = L (in
particular, 1 Derk(R) = Derk(R)). Note that the R-module structures on L stay the
same for all λL with different λ ∈ k.
(3) Let L be an arbitrary left R-module. The trivial (k,R)-Lie algebra structure
on L is the zero bracket and the zero anchor. One easily verifies all axioms are
satisfied.
3.2. Modules over a (k,R)-Lie algebra. Given a (k,R)-Lie algebra L, an L-
module4 M is an R-module as well as an L-module (where L is viewed as a k-
Lie algebra) in a compatible way. More precisely, writing σR : R → Endk(M),
r 7→ (m 7→ rm := σR(m)) for the R-module structure on M and
σL : L→ Endk(M)
the L-module structure, which is a homomorphism of k-Lie algebras, we then require
that σ to be an R-module homomorphism, and that
(3.1) σL(x)(rm) = ρ(x)(r)m+ rσL(x)(m) ∈M,
for all x ∈ L, r ∈ R and m ∈ M . For simplicity, we sometimes just write x(m)
instead of σL(x)(m).
Analogously to the case of k-Lie algebras, there is a universal enveloping algebra
Uk,R(L) associated to a (k,R)-Lie algebra L, which is a unital associative k-algebra,
together with maps
ιR : R→ Uk,R(L), and ιL : L→ Uk,R(L),
where ιR is a morphism of k-algebras, inducing a left R-module structure on Uk,R(L),
and ιL is a morphism of k-Lie algebras as well as a morphism left R-modules. This
algebra has the following universal property.
Proposition 3.2.1. Let σR : R→ A be a morphism of associative k-algebras (in-
ducing a left R-module structure on A), and σL : L→ A a morphism k-Lie algebras
as well as a morphism of left R-modules, such that [σL(x), σR(r)] = σR(ρ(x)(r)),
for all x ∈ L and r ∈ R, then there is a unique homomorphism µ : Uk,R(L) → A,
3 Other names include Lie-Rinehart algebra, Lie algebroid, differential Lie-R-algebra, pseudo-
alge´bre de Lie or d-Lie ring.
4 Other names include (k,R)-Lie algebra representation of L, (flat) L-connection, L-co-
connection or L∨-connection, where L∨ := HomR(L,R) is the R-module dual of L.
A SIMPSON CORRESPONDENCE FOR ABELIAN VARIETIES IN CHARACTERISTIC p > 0 7
that is a morphism of unital associative k-algebras, a morphism of left R-modules as
well as a morphism of k-Lie algebras, making the following diagrams commutative:
R Uk,R(L)
A,
σR
ιR
µ
L Uk,R(L)
A.
σL
ιR
µ
In particular, applying the universal property to A := Endk(M) for L-modules
M , we obtain the following proposition.
Corollary 3.2.2. Let L be a (k,R)-Lie algebra. Then we have an equivalence
between the category of L-modules and that of left Uk,R(L)-modules.
The construction of Uk,L(R) can be found in [Rin63, §2], which we omit here.5
The universal property follows from the construction and see [Hue90, §1.6] for a
proof.
Example 3.2.3. (1) The maps σR : R → Endk(R) given by homothies and
σL := ρ : L→ Derk(R) ⊆ Endk(M), make R a Uk,R(L)-module.
(2) If L = 0 Derk(R), then Uk,R(L) = SymR L. If L =
1 Derk(R) = Derk(R),
then Uk,R(L) is the ring DR/k of crystalline differential operators in case R/k is
smooth. We will discuss this later in more details in Example 4.0.1.
(3) Suppose that R/k is a smooth algebra of relative dimension d. Then Ω1R/k is
a Zariski locally free R-module of rank d and Derk(R) ' HomR(Ω1R/k, R). Let M be
an R-module and λ ∈ k. Then a λDerk(R)-module structure on M , or equivalently
a Uk,R(
λ(R))-module structure on M , is equivalent to a flat λ-connection on M .
See Example 4.0.1 for more details.
(4) Let L be a left R-module, equipped with the trivial (k,R)-Lie algebra
structure (see Example 3.1.1.3). Then Uk,R(L) = SymR L is the symmetric algebra.
An L-module (a.k.a. Uk,R(L)-module) is sometimes called a L-co-Higgs module.
When L = Derk(R), this reduces to the case mentioned in (3) above.
(5) If R = k[t1, . . . , td] is the polynomial algebra in d variables over k, then
Uk,R
(
λDerk(R)
)
is the λ-twisted d-th Weyl algebra6 λWd(k), i.e., the associative
k-algebra generated by 2d variables t1, . . . , td, ∂1, . . . , ∂d, modulo the two-sided ideal
generated by titj − tjti, ∂i∂j − ∂j∂i and ∂itj − tj∂i − λδij , 1 ≤ i, j ≤ d and δij is
the Kronecker delta.
3.3. Restricted (k,R)-Lie algebras. Suppose that k is moreover of characteristic
p > 0.
Lemma 3.3.1. Let A be a unital associative k-algebra, which can be naturally
viewed as an Lie algebra over k with bracket defined by bracket. Then the following
identity holds:
(x+ y)p = xp + yp +
p−1∑
r=1
sr(x, y),(3.2)
5 However, it is worth to point out that, in many references, Uk,L(R) is incorrectly defined or
refered as a quotient of the universal enveloping algebra of the k-Lie algebra L⊕R. The correct
definition should rather be a subquotient as in [Rin63].
6 This is not a standard terminology. Usually only the case λ = 1 is considered.
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where sr(x, y) (called the universal Lie polynomials) is the coefficient of t
r−1 in the
formal expression ad(tX + Y )p−1(X), divided by r. Suppose moreover that x and
adny (x), n ∈ N mutually commute, then
(xy)p = xpyp + adp−1xy (x)y,(3.3)
= xpyp − x adp−1y (xp−1)y.(3.4)
Proof. These three identities are due to Artin-Zassenhaus ([Zas39, §6]) and Ja-
cobson[Jac37, §2], Hochschild ([Hoc55, Lemma 1]), and Deligne ([Kat70, Proposi-
tion 5.3]7) respectively. See cited literatures for proofs. 
Recall [Jac41] that a restricted k-Lie algebra is a k-Lie algebra (L, [−,−]) together
with a map −[p] : L→ L, called the p-operator, satisfying
(1) Jacobson’s identity (3.2), and
(2) adx[p] = ad
p
x ∈ Endk(L), for all x ∈ L, and
(3) (ax)[p] = apx[p] ∈ L, for all a ∈ k, x ∈ L.
Similarly, a restricted (k,R)-Lie algebra is a quadruple (L, [−,−],−[p], ρ), where
(L, [−,−],−[p]) is a restricted k-Lie algebra and (L, [−,−], ρ) is a (k,R)-Lie algebra,
such that the anchor ρ : L→ Derk(R) is also a homomorphism of restricted k-Lie
algebras, and that the R-module structure and the p-operator are compatible in the
sense that (cf. Hochchild’s identity (3.3))
(rx)[p] = rpx[p] + (ρ(rx))p−1(r)x ∈ L,
for any r ∈ R and x ∈ L. We may sometimes suppress ρ from the notation.
The universal enveloping algebra of a restricted (k,R)-Lie algebra is the universal
enveloping algebra of the underlying (k,R)-Lie algebra (cf. Example 3.3.2.3 below).
Example 3.3.2. (1) For any derivation ∂ ∈ Derk(R), its p-th iteration, as a
k-linear endomorphism of R, is again a derivation, which we denote it by ∂[p]. Then
(Derk(R), [−,−],−[p], id) is a typical example of restricted (k,R)-Lie algebra.
(2) For any given restricted (k,R)-Lie algebra (L, [−,−],−[p], ρ) and λ ∈ k, set
x
λ[p] := λp−1x[p], ∀x ∈ L.
Then one verifies that λL := (L, λ[−,−],−λ[p], λρ) is again a restricted (k,R)-Lie
algebra.
(3) The universal enveloping algebra of a restricted (k,R)-Lie algebra has a
natural restricted (k,R)-Lie algebra structure, where the p-operator is given by the
p-th power map. However, the map ιL : L→ Uk,R(L) is not a morphism of restricted
(k,R)-Lie algebras in general. But as in the case of restricted k-Lie algebras, one
can form the quotient U
[p]
k,R(L) := Uk,R(L)/〈(ιL(x))p− ιL(x[p])〉, called the restricted
universal enveloping algebra of L. Then the composition L→ Uk,R(L)→ U [p]k,R(L)
becomes a homomorphism of restricted (k,R)-Lie algebras. However, in this article,
we will not use it.
Proposition 3.3.3. Let L be a restricted (k,R)-Lie algebra. Let A, σR : R → A
and σL : L→ A be as in Proposition 3.2.1. Then the k-module homomorphism
ψ : L→ A, x 7→ (σL(x))p − σL(x[p]),
7 Note that there is a sign error in the formula in [Kat70, Proposition 5.3].
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which measures how far σL is from being a homomorphism of restricted k-Lie
algebras, satisfies the following properties:
(1) The map ψ is a ϕR-linear map of R-modules, i.e., ψ(rx+y) = r
pψ(x)+ψ(y),
for all x, y ∈ L and r ∈ R.
(2) [σL(L), σR(R)] = 0.
(3) [ψ(L), σL(L)] = 0, hence in particular, [ψ(L), ψ(L)] = 0.
(4) The image ψ(L) lies in the centraliser ZA(σR(R), σL(L)), and that this
centraliser is a commutative subring of A. Hence if in addition that A is
generated as a k-algebra by σR(R) and σL(L) (e.g., A = Uk,R(L)), then
ψ(L) lies in the centre of A.
Proof. The proof is just a routine check using the axioms on restricted (k,R)-Lie
algebras and the identities in Lemma 3.3.1. 
With Proposition 3.3.3, the following two corollaries are immediate.
Corollary 3.3.4. The map ψ in Proposition 3.3.3 induces an R-linear map, resp.
R′-linear map,
ψ′′ : L⊗R,ϕR R→ A, x⊗ r 7→ σR(r)ψ(x),(3.5)
resp. ψ′ : L⊗R,w R′ → A, x⊗ r′ 7→ σR(ϕR/k(r′))ψ(x),(3.6)
where ϕR and ϕR/k are as in introduced in diagram (2.1). Moreover, the image of ψ
′
lies in the centraliser ZA (σR(R), σL(L)) hence induces a morphism of commutative
rings
ψ′ : SymR′(L⊗R,w R′) −→ ZA (σR(R), σL(L)) .
The image of ψ′′ lies in the centraliser of R in A hence induces a morphism of
commutative rings
ψ′′ : SymR′(L⊗R,w R′)⊗R′,ϕR/k R ' SymR(L⊗R,ϕR R) −→ ZA(σR(R)).
Corollary 3.3.5. Let L be a restricted (k,R)-Lie algebra. Then the map
ψ : L −→ Uk,R(L), x 7−→ (ιL(x))p − ιL(x[p])
satisfies the properties in Proposition 3.3.3. Moreover, ψ induces morphisms
ψ′ : SymR′(L⊗R,w R′) −→ ZUk,R(L) (Uk,R(L)) ,(3.7)
and ψ′′ : SymR(L⊗R,ϕR R) −→ ZUk,R(L)(ιR(R)),(3.8)
where ψ′ is a R′-linear and ψ′′ is R-linear.
Next we state an easy lemma for later use.
Lemma 3.3.6. Let L be a restricted (k,R)-Lie algebra and M an L-module. Suppose
moreover that L and M are both finite free as R-modules. By applying (3.5) to
A := EndR(M), we obtain an R-module morphism L⊗R,ϕR R −→ EndR(M), which
is equivalent (since all R-modules are assumed to be free) to an R-module morphism
M −→M ⊗R (L∨ ⊗R,ϕR R).
Then the characteristic polynomial of this map, which a priori has coefficients in
Sym•(L∨ ⊗R,ϕR R), has the form χ′ ⊗R,ϕR 1 = χ ⊗R′,ϕR/k 1, where χ ∈ Sym• L∨
and χ ∈ Sym•R′(L∨ ⊗R,w R′).
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Proof. This actually follows from definition: choose base for the finite free R-modules
M and L respectively and the dual basis for L∨ := HomR(L,R). By writing down
the matrix representation for the map M → M ⊗R (L∨ ⊗R,ϕR R), can we easily
obtain the result. 
3.4. The Weyl algebra in characteristic p > 0. Let k be a commutative ring
of characteristic p > 0. In this section, we study the universal enveloping algebra for
the (k,R)-Lie algebra Derk(R) with R = k[t1, . . . , td], that is, the d-th Weyl algebra
Wd(k) :=
k〈t1, . . . , td, ∂1, . . . , ∂d〉
([ti, tj ], [∂i, ∂j ], [∂i, tj ]− δij)
as mentioned in Example 3.2.3.5. In this situation, we have R′ = k[t′1, . . . , t
′
d] and
that the relative Frobenius is given by ϕR/k : R
′ → R, t′i 7→ tp.
Recall [Bou12, §5] that for a left A-module M , where A is a ring (not necessarily
commutative), the centraliser (or commutant) ZA(M) and the double centraliser
(or bicommutant) Z2A(M) are defined as ZA(M) := ZEndZ(M)(AM ) and Z
2
A(M) :=
ZA(ZA(M)), where AM stands for the subring of EndZ(M) of A-homothies on M .
An A-module M is said to be balanced if AM = Z
2
A(M).
The next result show that Wd(k) is an Azumaya algebra over its centre when
k is of characteristic p > 0. This result appeared in [Rev73, Theorem 2], [van95,
Lemma 1.2] (only for d = 1, but the proof is the same for d > 1) and [BMR08,
Thm. 2.2.3]. Here we want to remark that we do not need to assume that k is an
algebraically closed field, nor even a field for the following theorem to be true.
Theorem 3.4.1. Write D := Wd(k). Then D is naturally a left D
e := (D⊗ZDopp)-
module: (δ ⊗ δ′) · x := δxδ′ for all δ, δ′ and x ∈ D. All the other module structures
on D mentioned below are induced by this one by restriction.
(1) The ring D has centre Z := ZD(D) = k[t
p
1, . . . , t
p
d, ∂
p
1 , . . . , ∂
p
d ] and D is a free
(left and right) Z-module of rank p2d. Moreover, Z is natually an R′-algebra via
R′ → Z, t′r 7→ tpr, for any 1 ≤ r ≤ d.
(2) The centraliser and double centraliser of R in D are both A := ZD(R) =
k[t1, . . . , td, ∂
p
1 , . . . , ∂
p
d ]. Moreover, D is a free (left and right) A-module of rank p
d.
(3) The two maps in (3.7) and (3.8) are isomorphisms. In particular, we have
that A ' Z ⊗R′,ϕR/k R, in other words, a push-out diagram
A Z
R R′
ϕR/k
and that A/Z is faithfully flat and finitely presented since ϕR/k is.
(4) For each maximal ideal m ⊆ Z with κ := κ(m) = Z/m, D ⊗Z κ is a central
simple algebra over m. In other words, the ring D is an Azumaya algebra (central
separable algebra) over Z.
(5) The centraliser and double centraliser of D as a (D ⊗Z A)-module are given
by
ZD⊗ZA(D) ' Aopp ' A, and Z2D⊗ZA(D) = EndA(D).
So the induced left ZD⊗A(D)-module structure on D is the same as the right A-
module structure on D. Hence D is free as a left ZD⊗A(D)-module of rank pd, in
particular, it is finitely generated.
A SIMPSON CORRESPONDENCE FOR ABELIAN VARIETIES IN CHARACTERISTIC p > 011
(6) As a (D⊗Z A)-module D is a balanced. That is to say, the ring of (D⊗Z A)-
homothies of D coincides with the double centraliser Z2D⊗ZA(D) = EndA(D). This
fact also implies that D is an Azumaya algera. We have a commutative diagram of
rings
D ⊗Z A EndA (D) δ ⊗ δ′ (x 7→ δxδ′)
D ⊗Z Dopp EndZ (D) .
∼
∼
(7) As an (A ⊗Z A)-module D is free of rank 1. Let C be any commutative
Z-algebra such that D ⊗Z C ' EndC(P ) for some Zariski locally free C-module P ,
then P viewed as an (A⊗Z C)-module, is Zariski locally free rank 1.
(8) The natural action D → Endk(R) factors through EndR′(R), where R is
viewed as an R′-module via ϕR/k. For any given section Z → R′ of R′ → Z, R is
then naturally an (D ⊗Z R′)-module. The centraliser and double centraliser of R
with such a module structure are given by
ZD⊗ZR′(R) ' (R′)opp ' R′, and Z2D⊗ZR′(R) = EndR′(R).
So the induced left ZD⊗ZR′(R)-module structure on R is the same as the (right,
equivalently the left) R′-module structure on R. Hence R is free as a left ZD⊗ZR′(R)-
module of rank pd, in particular, it is finitely generated.
(9) Given any section Z → R′ of R′ → Z, R is a balanced (D ⊗Z R′)-module,
i.e.,
D ⊗Z R′ ' Z2D⊗ZR′(R) = EndR′(R).
Proof. (1) Clearly, D is a free k-module with basis tI∂J , I, J ∈ Zd, with multi-
index convention
tI = ti11 · · · tidd , ∂I = ∂i11 · · · ∂idd , I = (i1, . . . , id) ∈ Zd,
is used. Note that for every f ∈ R, 1 ≤ r ≤ p− 1, and n ∈ N, we have
f · ∂nr =
n∑
i=0
(−1)i
(
n
i
)
∂n−ir · ∂ir(f), ∂nr · f =
n∑
i=0
(
n
i
)
∂ir(f) · ∂n−ir .
So in particular 1 ≤ r, r′ ≤ d, n ≥ 1, we have
(3.9) [∂nr , tr′ ] = δrr′ · n∂n−1r , and [∂r′ , tnr ] = δrr′ · ntn−1r ,
where δrr′ is the Kronecker delta.
Clearly, Z is contained in the centre. Let x :=
∑
I,J cI,J t
I∂J ∈ D be arbitrary,
cI,J ∈ k. According to (3.9),
(3.10) [x, tr] =
∑
I,J
cI,Jjrt
I∂J−er , and [∂r, x] =
∑
I,J
cI,J irt
I−er∂J ,
where er is the multi-index with r-th position 1 and elsewhere 0. Therefore if x lies
in the centre we must have that ir and jr are multiples of p for all 1 ≤ r ≤ d, i.e.,
x ∈ Z. As an Z-module,
D =
⊕
I,J∈{0,...,p−1}d
Z · tI∂J
is free of rank p2d.
(2) It follows from the same computation as in the first step.
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(3) We know that for each ∂j , its p-th iteration as a derivation is zero. So in this
situation, those two maps are given by
ψ′′ : Derk(R)⊗R,ϕR R→ D, ∂i ⊗ tj 7→ ιR(tj)ψ(∂j) = tj∂pi
and
ψ′ : Derk(R)⊗R,w R′ → D, ∂i ⊗ t′j 7→ ιR(ϕR/k(t′j))ψ(∂i) = tpj∂pi
Then we easily see the induced map are ring isomorphisms.
(4) Fix a maximal ideal m ⊆ Z. It is clear that the centre of D ⊗Z κ is κ as is
proved in the first part.
For any 1 ≤ r ≤ p−1, setXr := (1⊗tr−tr⊗1) ∈ De and Yr = (∂r⊗1−1⊗∂r) ∈ De.
Clearly Xr ·Xs = Xs ·Xr and Yr · Ys = Ys · Yr for any 1 ≤ r, s ≤ p − 1. For any
multi-index I = (i1, . . . , id), write X
I := Xi11 · · · · ·Xidd and Y I := Y i11 · · · · · Y idd as
usual. Then (3.10) implies that
(3.11) XJ · tI∂J = J !tI , and Y I · tI = I!.
Let 0 6= a ⊆ D⊗Zκ be a two sided ideal and 0 6= x =
∑
cI,J t
I∂J ∈ a with cI,J ∈ κ.
Denote by X and Y the image of X and Y in (D⊗Z κ)e. Let J0 be one of the indices
such that |J0| = max{|J | : cI,J 6= 0}. Then XJ0 · x =
∑
I J0!cI,J0t
I ∈ a as a is a
two-sided ideal. Let I0 be one of the indices such that |I0| = max{|I| : cI,J0 6= 0}.
Then Y
I0 ·XJ0 ·x = I0!J0!cI0,J0 , which non-zero since |I0|, |J0| ≤ (p− 1)!d. So 1 ∈ a.
So we conclude that D⊗Z κ is central simple over κ and that D is Azumaya over Z.
(5) Let α ∈ EndZ(D) be (D ⊗Z A)-linear. Then for any x ∈ D, we have
α(x) = α(x · 1 · 1) = x · α(1) · 1 = x · α(1). Hence we get a map ZD⊗ZA(D)→ Dopp,
α 7→ α(1). Moreover, for all a ∈ A, we have α(a) = α(a · 1 · 1) = α(1 · 1 · α),
i.e., a · α(1) = α(1) · a. Hence α(1) ∈ ZD(A) = Z2D(R) = A by the previous
result. Conversely, any A-linear endomorphism of D is clearly (D ⊗Z A)-linear. So
ZD⊗ZA(D) ' A. Then Z2D⊗ZA(D) = EndA(D) follows.
(6) Now we are going to show that D ⊗Z A→ EndA(D), δ ⊗ a 7→ (x 7→ δxa) is
an isomorphism. First observe that both sides, as an A-module, is free of rank p2d.
Thus it suffices to show the surjecitvity. Toward this, it suffices to show for every
maximal ideal m of A, the induced map
D ⊗Z A⊗A κ ' D ⊗Z κ −→ EndA (D)⊗A κ ' Endκ (D ⊗A κ)
is surjective, where κ := κ(m) = A/m is the residue field of A at m. It is easy to see
that D ⊗Z κ is the quotient of Wd(κ) by the two-sided ideal generated by tpr − ar
and ∂pr − br, 1 ≤ r ≤ d, where ar and br are the images of tpr ∈ Z and ∂pr ∈ Z in κ,
under Z → A→ κ, respectively. Similarly, D⊗A is the quotient of the polynomial
ring κ[∂] by the ideal generated ∂pr − br, 1 ≤ r ≤ d. So in particular, as κ-modules,
D ⊗Z κ '
⊕
I,J∈{1,...,p−1}d
κ · tI∂J , and D ⊗A κ '
⊕
I,J∈{1,...,p−1}d
κ · ∂J .
We have already know that D⊗Aκ is finitely generated over the double centraliser
Z2D⊗Zκ(D) = κ from the preceding result. So according to [Bou12, VIII, §5, n◦3,
Cor. 4]. It suffices to show that (D ⊗A κ) is a simple left (D ⊗Z κ)-module. Again
denote by X the image of X in D ⊗Z κ. For any 0 6= x =
∑
cI∂
I ∈ D ⊗A κ,
cI ∈ κ, denote by I0 one of the indices such that |I0| = max{|I| : cI 6= 0}. Then
we have X
I0 · x = I0!cI0 6= 0 thanks to (3.11). So (I0!cI0)−1X
I0 · x = 1. Therefore
(D ⊗Z κ) · x = D ⊗A κ. Hence D ⊗A κ is a simple (D ⊗Z κ)-module.
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Since Z → A is faithfully flat, we can deduce from the fact that D ⊗Z A '
EndA(D) that D is an Azumaya over Z and D ⊗Z Dopp ' EndZ(D).
(7) We already know that Xr ∈ A⊗Z A. We first claim that ∂p−1 := ∂p−11 · · · · ·
∂p−1d generates D as an (A⊗Z A)-module. Acturally, every x ∈ D can be written
as x =
∑
aI∂
I , with I ∈ {1, . . . , p− 1}d. Then because of (3.10),
(3.12)
∑
I
I!
(p− 1)! (aI ⊗ 1)X
p−1−I · ∂p−1 = x.
Therefore, the map A ⊗Z A → D, given by sending α ∈ A ⊗Z A to α · ∂p−1 is a
surjective morphism of (A⊗Z A)-modules. In particular, this morphism reduces to
a morphism of left A-modules, whose source and target are both free of rank pd.
Hence it is an isomorphism.
Now suppose that we are given a commutative Z-algebra C such that D⊗Z C '
EndC(P ) where P is a Zariski locally free c-module of finite rank. Considering the
base change of this isomorphism along the map C → A⊗Z C, taking notice of that
D ⊗Z A ' EndA(D), we obtain a ring isomorphism
EndA⊗ZC(P ⊗C (A⊗Z C)) ' EndA⊗ZC(D ⊗A (A⊗Z C)),
where both sides are endomorphism rings of Zarikski locally free (A⊗Z C)-modules.
In addition we know that D⊗A(A⊗ZC)) is free of rank 1 as an (A⊗ZA)⊗A(A⊗ZC)-
module, i.e., as an (A⊗Z C)⊗C (A⊗Z C)-module. So Morita theorem implies that
P ⊗C (A⊗Z C) is Zariski locally free of rank 1 as (A⊗Z C)⊗C (A⊗Z C). Since
C → A⊗Z C is faithfully flat and finitely presented, we know P is Zariski locally
free of rank 1 as an (A⊗Z C)-module by descent.
(8) Similarly as in the previous result, every (D ⊗Z R′)-linear endomorphism α
of R is completely determined by its image at 1 ∈ R (since R ⊆ D), and that this
image has to be in k[tp] (since 0 = α(0) = α(x(1)) = x(α(1)), for any x = ∂I/I!) or
equivalently, coming from R′ via ϕR/k.
(9) The proof is similar to that of 6. First of all, as R′-modules, both sides
are clearly free of rank p2d. The strategy is to show that for any maximal ideal
m of R′ with κ := R′/m, the reduction D ⊗Z κ → Endκ(R ⊗R′ κ) of the natural
map D ⊗Z R′ → EndR′(R) is an isomorphism. To show this, one shows that
R ⊗R′ κ is a simple (D ⊗Z κ)-module; and for this, one observes that for any
0 6= g ∈ R ⊗R′ κ '
⊕
I∈{1,...,p−1}d κ · tI , there is always one x of the form ∂I/I!,
such that x(g) = 1.

4. Global theory: Lie algebroids and modules over them
Let f : X → S be a smooth morphism of schemes. We will interchangeably write
Der(X/S) and ΘX/S for the tangent sheaf.
In this section, we would like to generalise the previous results to a geomet-
ric setting. To us, an (f−1OS ,OX)-Lie algebra, usually called a Lie algebroid,
is a quasi-coherent OX -modules L, together with maps [−,−] : L × L → L,
and ρ : L → Der(X/S), such that locally over U ⊆ X, (L(U), [−,−], ρ) is an(
(f−1OS)(U),OX(U)
)
-Lie algebra. Moreover, in case S is of characteristic p > 0,
i.e., p ·OS = 0, we similarly have the notion of restricted (f−1OS ,OX)-Lie algebra
or restricted Lie algebroid, (L, [−,−],−[p], ρ), which Zariski locally over U ⊆ X
is a restricted ((f−1OS)(U),OX(U))-Lie algebra. For any section λ ∈ OS(S), we
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can similarly define λL (see Example 3.3.2.2). Moreover, the construction of the
universal enveloping algebra glues. Hence we obtain a sheaf Uf−1OS ,OX (L) of
non-commutative rings, satisfying the universal property as one may expect.
We can also talk about L-modules as in the local case. Precisely, an L-module
structure on a quasi-coherent OX -module E is a morphism σL : L→ Endf−1OS (E),
which is a morphism of left OX -modules as well as a morphism of (f−1OS)-Lie
algebras, and moreover Zariski locally (3.1) holds. Then Corollary 3.2.2 implies
that the category of L-modules is equivalent to the category of left Uf−1OS ,OX (L)-
modules. In particular, we are interested in L-modules that are finite locally free
as OX -modules. Denote by VectX/S,r;L → (Sch/S) the stack of such locally free
sheaves. Moreover, we write LocSysX/S,r := VectX/S,r;Der(X/S), whose objects
are called local systems of rank r on X/S.
Example 4.0.1. We always have the following two cases in mind.
(1) L := K∨ := Hom(K,OX) is a trivial Lie algebroid, i.e., with zero bracket,
zero anchor (and zero p-operator if in characteristic p), where K is a finite
locally free OX -module.
(2) L := λDer(X/S) is the (restricted, if in characteristic p) tangent Lie
algebroid twisted by a section λ ∈ OS(S). Most importantly, we will study
the cases where λ = 0 and λ = 1
In the first case, Uf−1OS ,OX (K
∨) = Sym•K∨ is the symmetric algebra according
to Example 3.2.3.2. In the second case, λDX/S := Uf−1OS ,OX
(
λDer(X/S)) is the
sheaf of λ-twisted crystalline differential operators.8 We will simply write DX/S for
1DX/S , and of course
0DX/S = Sym
•ΘX/S .
Recall that a λ-connection on E is a morphism ∇ : E → E ⊗ Ω1X/S of (f−1OS)-
modules, such that for local sections f of OX and e of E, ∇(fe) = λe⊗ df + f∇(e).
Such a connection extends to a homomorphism ∇ : E ⊗ Ω1X/S → E ⊗ Ω2X/S ,
e⊗ω 7→ λe⊗dω+∇(e)∧ω for local sections e of E and ω of Ω1X/S . A λ-connection
is said to be flat or integrable if the composition E → E ⊗ Ω1X/S → E ⊗ Ω2X/S is
zero. Conventionally, a flat 1-connection is simply called a flat connection and a
flat 0-connection is called a Higgs field.
It is easy to see that a flat λ-connection is the same as an λDer(X/S)-module.
Actually, Ω1X/S is locally free, a λ-connection ∇ gives rise to an OX -morphism
λDer(X/S) → Endf−1OS (E). The flatness condition implies that this map is a
morphism of (f−1OS)-Lie algebras. One then check this makes E and λDer(X/S)-
module. Then by universal property of the universal enveloping algebra flat λ-
connections are also the same as λDX/S-modules.
4.1. K-Higgs Bundles. Fix a locally free sheaf K of rank rk(K) > 0. Equip
L := K∨ with the trivial Lie algebroid structure. Denote by pi the canonical
projection V(K) := SpecX Sym• L → X. For example, we may take K = Ω1X/S
in case X/S is of relative dimension d. Then V(K) = T∗(X/S) is the cotangent
bundle of X/S, and L is 0Der(X/S).
8 We take this as our definition of the sheaf of differential operators. In case λ = 1, this sheaf
is different from the one defined in [EGA IV4, §16], but coincide with the one defined in [Ber74],
where it is called the sheaf of divided power differential operators. Sometimes it is also called the
sheaf of differential operators without divided powers.
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A K-Higgs filed (or an L-co-Higgs field) on a quasi-coherent OX -module E is
just
(1) a (SymK∨)-module structure on E; or equivalently,
(2) an isomorphism E ' pi∗E˜ for some quasi-coherent OV(K)-module; or equiv-
alently,
(3) a morphism σ : K∨ → EndOX (E) of OX -modules, such that σ(x) ◦ σ(y)−
σ(y) ◦ σ(x) = 0 ∈ EndOX (E)(U) for any local sections x and y of K∨ over
U ⊆ X; or equivalently,
(4) a morphism θ : E → E ⊗ K of OX -modules such that the composition
E → E ⊗K θ⊗id−−−→ E ⊗K ⊗K → E ⊗ ∧2K is zero.
A K-Higgs module (E, θ) is an quasi-coherent OX -module E with a K-Higgs
field θ. If in addition E is locally free of rank r > 0, we call it a K-Higgs bundle
of rank r. If K = Ω1X/S , we just call it a Higgs module/bundle. Denote by
HiggsX/S,r;K → (Sch/S) the stack of K-Higgs bundles on X/S of rank r. In other
words, HiggsX/S,r;K := VectX/S,r;0L. Finally, set HiggsX/S,r := HiggsX/S,r;Ω1
X/S
.
4.2. The (generalised) p-curvature of a restrictired Lie algebroid module.
Suppose that S is of characteristic p > 0. Let L := (L, [−,−],−[p], ρ) be a restricted
Lie algebroid and let U(L) := Uf−1OS ,OX (L) be its enveloping algebra with natural
map ι : L→ U(L). Suppose moreover that L is finite locally free.9 Let K := L∨ :=
Hom(L,OX) be its OX -module dual. Then Proposition 3.3.5 implies that we have
a morphism of sheaves of abelian groups
(4.1) ψ : L −→ U(L), ψ(x) = (ι(x))p − ι(x[p])
for any local section x of L. This morphism, according to Corollary 3.3.5, has the
following properties.
(1) It is FrX -linear, hence defines a morphism
Fr∗X L −→ U(L)
of sheaves (left) OX -modules; This map has image in the centraliser of OX inside
U(L). Moreover, this centraliser is a sheaf of commutative rings. Hence we obtain a
map
(4.2) Sym• (Fr∗X L) −→ ZU(L)(OX) ⊆ U(L).
(2) Adjointly (F ∗X/S a FX/S,∗), we have a map of OX′ -modules
w∗L −→ FX/S,∗U(L).
The image of this map lies in the centre of FX/S,∗U(L). Hence it further induces a
map
(4.3) Sym•(w∗L) Z
(
FX/S,∗U(L)
) ⊆ FX/S,∗U(L),ψ
where Z stands for taking the centre of a sheaf of non-commutative rings.
Therefore, given a U(L)-module structure ∇ on a quasi-coherent OX -module
E, by restricting the action of U(L) on E to Sym•(Fr∗X L) via (4.2), we obtain an
(Fr∗X K)-Higgs field on E. This (Fr
∗
X K)-Higgs field is called the p-curvature of ∇.
Similarly, the restriction of the action of FX/S,∗U(L) on FX/S,∗E to Sym
•(w∗L) via
9 This assumption is not essential but makes the exposition simpler.
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(4.3), gives an (w∗K)-Higgs field on FX/S,∗E, which is locally free of rank pd in case
X/S is smooth of relative dimension d. In this way, we obtain morphisms
VectX/S,r;L −→ HiggsX/S,r;Fr∗X K ,(4.4)
and, VectX/S,r;L −→ HiggsX/S,pdr;w∗K ,(4.5)
of stacks over S.
Moreover, (4.3) realises FX/S,∗U(L) a quasicoherent sheaf on V(w∗K), which we
denoted by U (L).
Example 4.2.1. In case L = Der(X/S), we obtain the usual notion of p-curvature
for a flat conneciton, cf., [Kat70, §5]. In case L = λDer(X/S), where λ ∈ OS(S),
we obtain the p-curvature defined by [LP01, Definition 3.1].
4.3. The Hitchin morphism for K-Higgs bundles. Let f : X → S be a smooth
scheme of relative dimension d. So Ω1X/S is a locally free OX -module of rank d.
Let E be a K-Higgs bundle of rank r, with K-Higgs field θ : E → E ⊗K. Such
a Higgs field θ is a K-twisted endomorphism of E in the sense of §2.3. Therefore,
we have the characteristic polynomial
χθ(t) = t
r − a1tr−1 + · · ·+ (−1)rar ∈ Γ
(
X, (Sym•K)[t]
)
, ai ∈ Γ(X,SymiK),
of θ. Define on the site (Sch/S)fppf the presheaf
BX/S,r;K : (Sch/S)
op −→ Set, (T → S) 7−→
r⊕
i=1
Γ
(
XT ,Sym
iKT
)
,
where XT := X ×S T and KT is the pullback of K to XT . This is called the
Hitchin base. We simply write BX/S,r for BX/S,r;Ω1
X/S
. We identify a T -point
χ = (a1, . . . , ar) ∈ BX/S,r;K(T ) as the polynomial
χ(t) = tr + · · ·+ (−1)iaitr−i + · · ·+ (−1)rar ∈ Γ
(
XT , (Sym
•KT )[t]
)
with ai ∈ Γ
(
XT ,Sym
iKT
)
. With this definition, we obtain a morphism
(4.6) cHiggs := cHiggs;K : HiggsX/S,r;K −→ BX/S,r;K
of stacks over S, which sends a K-Higgs bundle to (the coefficients of) the charac-
teristic polynomial of its K-Higgs field.
The following Propositoin is a slight generalisation of [LP01, Prop. 3.2], [Gro16,
Def. 3.16], and [CZ15, Prop. 3.1].
Proposition 4.3.1. Let X/S be a smooth morphism of relative dimension d and
suppose that S is of characteristic p. Let L be a restricted Lie algebroid on X/S
such that the underlying OX-module is finite locally free. Set K := Hom(L,OX).
Fix an integer r > 0. Then there is a map
cdR : VectX/S,r;L → BX′/S,r;w∗K ,
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of stacks, rendering the diagram
HiggsX′/S,pdr;w∗K BX′/S,pdr;w∗K
VectX/S,r;L BX′/S,r;w∗K BX/S,pdr;Fr∗X K
HiggsX/S,r;Fr∗X K BX/S,r;Fr
∗
X K
(4.6)
cHiggs,w∗K
F∗X/S
(4.4)
∃ cdR
(4.5)
F∗X/S
(−)pd
cHiggs;Fr∗
X
K
(4.6)
(−)pd
commutative.
Proof. (1) (The parallelogram on the right commutes) This is obvious.
(2) (Functoriallity) The following arguments works for all T -points. In particular,
we remark that faithful flatness is preserved under arbitrary base change. Hence
XT /T is faithfully flat for all T/S.
(3) (The outer hexagon commutes) Given a rank r locally free sheaf E with an
L-module structure on X/S, we know its p-curvature ψ is a (Fr∗X K)-Higgs field over
E, which is of rank r (resp. ψ′ is a (w∗K)-Higgs field on FX/S,∗E, which has rank
pdr). Denote by χ and χ′ the characteristic polynomials of ψ and ψ′ respectively.
Then we have
(4.7) F ∗X/Sχ
′ = χp
d ∈ BX/S,pdr;Fr∗X K(S),
i.e., the outer hexagon of the diagram commutes. In fact, the characteristic poly-
nomial χ is that of the (F ∗X/S(w
∗K))-module E ⊗ F ∗X/S Sym• w∗K. Meanwhile,
the characteristic polynomial χ′ is that of the (Sym(w∗K))-module FX/S,∗E ⊗
Sym•(w∗K) ' FX/S,∗(E ⊗ F ∗X/S Sym•(w∗K)) (using projection formula for each
degree then taking direct sum), via the natural map
Sym•(w∗) −→ FX/S,∗F ∗X/S Sym•(w∗K).
Then the equality follows from Proposition 2.1.1 and [Bou07, Chaptitre III, §9, n◦4,
Propostion 6] and the fact that Nm respects arbitrary base change ([SP, Tag 0BD2]).
(4) (The dotted arrow exists, making the lower left parallelogram commute) The
fact that χ is a pullback of some χ′ by Fr∗X/S follows from Lemma 3.3.6 by gluing.
More precisely, by the very definition, the characteristic polynomial χ(t) =
tr − c1tr−1 + · · ·+ (−1)ncn of ψ : E → E ⊗ Fr∗X K has coefficients
ci ∈ H0
(
X,Symi Fr∗X K
) ' H0 (X,Fr∗X SymiK) .
By definition/construction, ci respects restriction. That is to say, if the characteristic
polynomial of E → E ⊗ Fr∗X K has coefficients ci ∈ H0(X,Symi Fr∗X K), then for
any open U ⊆ X, the characteristic polynomial of E|U → E|U ⊗OU (Fr∗X K)|U
has coefficients the image of ci under the restriction map H
0(X,Symi Fr∗X K) →
H0(U,Symi Fr∗X K).
Take an affine open cover V of S then take an affine open cover U of X such that
each affine open U in U is mapped into some affine open V in V, and that over U ,
K and E are both trivialised. Set U′ := w∗U, and U ′ = w−1(U) for each U ∈ U.
Then U′ is an affine open cover for X ′ and over each U ′, w∗K is trivialised.
We know from Lemma 3.3.6 that over each U in U, ci|U = Fr∗X γU = F ∗X/Sγ′U ,
for some γU ∈ Γ(U,K) and γ′U = w∗γU ∈ Γ(U ′, w∗K). Moreover, we can
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conclude from (ci|U1)|U1∩U2 = ci|U1∩U2 = (ci|U2)|U1∩U2 that (F ∗X/Sγ′U1)|U1∩U2 =
F ∗X/S(γ
′
U1
|U ′1∩U ′2) = F ∗X/S(γ′|U1∩U2) = F ∗X/S(γ′U2 |U ′1∩U ′2) for U1 and U2 in U. Since
FX/S is faithfully flat, we know that the pullback map K → FX/S,∗F ∗X/SK is injective
([EGA IV2, 2.2.8, 2.2.9]). Therefore, we further conclude that γ
′
U1
|U ′1∩U ′2γ′U2 |U ′1∩U ′2 .
Hence these γ′U ’s, U ∈ U, glue to a section γi ∈ Γ(X ′, w∗K), and F ∗X/Sγ′i = ci. All
these γi defines a χ
′′ ∈ BX/S,r;w∗K(S), such that
(4.8) F ∗X/Sχ
′′ = χ ∈ BX/S,r;w∗K(S)
(5) (The upper left parallelogram commutes) Combining (4.7) and (4.8), and
again the fact that F ∗X/S : w
∗K → FX/S,∗F ∗X/S(w∗K) is injective, we obtain that
(4.9) χ′ = (χ′′)p
d ∈ BX′/S,pdr;w∗K(S).
So we complete the proof. 
Remark 4.3.2. (1) Suppose that X is locally noetherian and regular, for example
it is smooth over Spec k for some field k, then according to Kunz’s theorem ([SP,
Tag 0EC0]), FrX is faithfully flat. Therefore, in the above step 4, we can actually
glue γU ’s to get a global section in Γ(X,K) such that ci is its pullback under FrX .
However, regularity is not preserved by base change. So this procedure does not work
functorially. Hence we cannot produce a map of stacks VectX/S,r;L → BX/S,r;K ,
but only for those T such that XT is regular, a map VectX/S,r;L(T )→ BX/S,r;K(T ).
(2) The existence of cdR is usually proved by Cartier descent ([Kat70, Thm. 5.1]),
using the fact that the p-curvature is horizontal with respect to the canonical
connection. Our proof here avoids using it. Instead the result just follows from an
easy observation Lemma 3.3.6.
4.4. The Spectral cover defined by a K-Higgs bundle. Continue with the
same setting as in the previous subsection. Recall that there is a global section λ ∈
Γ(V(K), pi∗K), corresponding to id ∈ EndX(V(K)), under the identification (2.4),
which is usually called the tautological section. Then the determinant det(λ−pi∗θ) =:
χθ(λ) is a global section of the locally free sheaf Sym
r
OV(K)
(pi∗K) = pi∗ SymrOX K of
rank S(r, rk(K)) over V(K), which is obtained from the characteristic polynomial
χθ(t) of θ by pulling back along pi then substituting t by the tautological section
λ, as described in the general setting in §2.3. The vanishing locus on V(K) of the
section χθ(λ) : OV(K) → pi∗ SymrK is defined by the quasi-coherent sheaf of ideals
(4.10) Iθ := Iχθ := Im
(
(pi∗(SymrK))∨ OV(K)
(χθ(λ))
∨
)
⊆ OV(K).
Denote the corresponding closed embedding by ιθ := ιχθ : Zχθ → V(K). Besides,
the morphism pi ◦ ιθ : Zχθ → X, or just Zχθ , is called the spectral cover of X
associated to (E, θ). Proposition 4.4.3 justifies its name.
Given any T -point χ of BX/S,r;K , So by pulling back this polynomial to V(K)T
and substituting t by the tautological section λ, we can obtain a closed subscheme
Zχ in the same manner. Denote the ideal sheaf of definition ob Zχ by Iχ.
In case BX/S,r;K is representable by a scheme B, we then have an universal
element χuniv ∈
⊕r
i=1 Γ
(
XB ,Sym
iKB
)
corresponding to idB. So there is a corre-
sponding closed subscheme Z := Zuniv of V(KB) = V(K)B . We will call Z/XB the
universal spectral cover. It is universal in the sense that for any χ : T → B over S,
Zχ is the pullback of Zuniv along χ, which follows just from Yoneda.
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Example 4.4.1. In case X/S = X/k is proper over a field k, Γ(X,K) is a finite
dimensional k-vector space, and any map T → Spec k is flat. So flat base change
implies that BX/S,r;K is representable by the affine k-scheme
BX/S,r;K := Spec Sym
•
(
r⊕
i=1
(Γ(X,SymiK)
)∨
(see §2.4 and cf. [Sim95, p. 20]).
Example 4.4.2. Here we give an explicit local equation for Zχ. Simply write B
for BX/S,r;K . To this aim, we may assume that χ ∈ B(S) is an S-point of B,
by observing all the following arguments works functorially. Assume that K is of
rank d (not necessarily equal to the relative dimension of X/S). Moreover, we may
assume that X = SpecR is an affine scheme and the sheaf K is free; otherwise,
replace X by a small enough affine open subscheme U = SpecR over which K|U is
trivialised K '⊕di=1OX · ωi, where ωi ∈ Γ(X,K), 1 ≤ i ≤ d, form a basis for the
free R-module Γ(X,K). This fixed trivialisation induces isomorphisms
pi∗K '
d⊕
i=1
OV(K) · pi∗ωi,
and pi∗OV(K) ' Sym•K∨ ' OX [∂1, . . . , ∂d],
with ∂i ∈ Γ(X,K)∨ = Γ(X,K∨) ⊆ Γ(V(K),OV(K)) being the R-dual of ωi. More-
over, for any 1 ≤ m ≤ r,
(4.11)
SymmK '
⊕
|i|=S(m,d)
OX · ωi, and
pi∗ SymmK '
⊕
|i|=S(m,d)
OV(K) · pi∗ωi,
where the usual multi-index convention is used; that is, for any multi-index i =
(i1, i2, . . . , id), where ij ≥ 0 for all 1 ≤ j ≤ d, we set |i| :=
∑d
j=1 ij and ω
i :=
ωi11 ·ωi22 · · ·ωidd ∈ Γ(X,SymrK). The tautological section in this case can be written
as
(4.12) λ =
d∑
j=1
∂j · (pi∗ωj) ∈ Γ(V(K), pi∗K).
For any 1 ≤ m ≤ r, and any am ∈ Γ(X,SymmK), we can write, according to
(4.11),
am = am1 · ωm1 + am2 · ωm2 + · · ·+ amd · ωmd + (other terms),
where amj ∈ Γ(X,OX) = R, for each 1 ≤ j ≤ d, and (other terms) is a sum of
terms of the form ami · ωi, with ami ∈ R and with |i| 6= 1. Similarly, the equation
(4.12) gives that
λr−m = ∂r−m1 · pi∗ωr−m1 + ∂r−m2 · pi∗ωr−m2 + · · ·+ ∂r−md · pi∗ωr−md + (other terms).
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Therefore, any χ of the form λr − a1λr−1 + · · ·+ (−1)rar of pi∗ SymrK can be then
written as
(4.13)
χ = λr − a1λr−1 + · · ·+ (−1)ar
= (∂r1 − a11∂r−11 + · · ·+ (−1)rar1) · pi∗ωr1
+ (∂r2 − a12∂r−11 + · · ·+ (−1)rar2) · pi∗ωr2
+ · · ·
+ (∂rd − a1d∂r−11 + · · ·+ (−1)rard) · pi∗ωrd
+ (other terms)
=: g1 · pi∗ωr1 + g2 · pi∗ωr2 + · · ·+ gd · pi∗ωrd + (other terms).
In the above equation, (other terms) is a sum of terms of the form gi · pi∗ωi, where
gi ∈ R[∂1, . . . , ∂d] are polynomials of degree r, and for each 1 ≤ m ≤ d, we write
gm instead of gi when |i| = 1 and im = 1.
So we can conclude that Zχ is (Zariski locally over SpecR ⊆ Xdefined by the
ideal (g1, . . . , gd, . . . , gi, . . .) of R[∂1, . . . , ∂d], generated by S(r, d) polynomials; in
other words, Zχ is the spectrum of
(4.14)
R[∂1, . . . , ∂d]
(g1, . . . , gd, . . . , gi, . . .)
We remark that gm ∈ R[∂m] with 1 ≤ m ≤ d are polynomials in only one variable
of degree r.
Proposition 4.4.3. For any χ ∈ BX/S,r;K(T ) with non-empty Zχ, the natural
map Zχ → XT is finite and locally of finite presentation, hence in particular is
proper. Suppose that X/S is proper, and that BX/S,r;K is representable by a scheme
B, then Z/B is proper, where Z/XB is the universal spectral cover. Moreover, if
r = 1 or d = 1, Zχ is always non-empty and Zχ/XT is also flat so finite locally free.
Hence if in addition X/S is flat, so is Z/B.
Proof. Finiteness is a local question. According to Example 4.4.2, for any affine open
U = SpecR ⊆ XT where KT is trivialised, Zχ|U is the spectrum of the R-algebra
given in (4.14). One observe that for each 1 ≤ m ≤ d, gm has a single variable ∂m.
Therefore, (4.14) is a finite R-module, and Zχ/XT is finite. In case X/S is proper
and BX/S,r;K is representable by a scheme B, we have that Z → XB → B is a
composition of proper morphisms hence is also proper. Flatness also follows from
the local description (4.14). 
Remark 4.4.4. The scheme Zχ defined by an arbitrary χ ∈ BX/S,r;K(T ) can be empty.
This can be seen more obviously from the local description (4.14) in Example 4.4.2,
because of the presence of the polynomials gi(∂1, . . . , ∂d), |i| 6= 1. For the same
reason, unless d = 1 or r = 1, Zχ/XT is in general not flat,
More generally, in [CN19, Thm. 5.1 & Conj. 5.2], it was proved that the Hitchin
map (4.6) factors through a closed subscheme of the Hitchin base, and was conjec-
tured that the resulting map is surjective. This phenomenon can already be seen
from Example 4.4.2.
4.5. A BNR corespondence for K-Higgs bundles. We have already known
from the universal property of the universal enveloping algebra that the category of
K-Higgs bundles of rank r on X/S is equivalent to the category of quasi-coherent
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OV(K)-modules whose direct image on X is locally free of rank r. By taking the
spectral cover into consideration, we can get a finer result (cf. [BNR89]).
Proposition 4.5.1 ([Gro16, Theorem 3.2]). Given any T -point χ of BX/S,r;K with
ι : Zχ ↪→ V(K), there is an equivalence of categories between
(HA) the fully faithful subcategory c−1Higgs(χ) of HiggsX/S,r;K , and
(HB) the fully faithful subcategory of QCoh(Zχ) consisting of objects M such that
• (piT ◦ ι)∗M is locally free rank r on XT , and
• the induced Higgs field has characteristic polynomial χ.
Proof. To simplify notations, we only work we T -points. The arguments below work
functorially.
Take an S-point χ of BX/S,r;K , i.e., a polynomial χ(t) = t
r − a1tr−1 + · · · +
(−1)rar ∈ Γ(X,Sym•K[t]) with ai ∈ Γ(X,SymiK). Suppose that (E, θ) is a Higgs
bundle of rank r on X such that the characteristic polynomial χθ(t) of the Higgs
field θ equals to χ(t). Since E is a Higgs bundle, it gives a quasi-coherent sheaf
E˜ on V(K). Then the Cayley-Hamilton theorem (Proposition 2.3) implies that E˜
is supported on the spectral cover Zχ defined by χ. To see this, we only need to
verify that Iθ · E˜ = 0, where Iθ is the sheaf of ideals (4.10) that defines Zχ. In other
words, it suffices to show that the morphism
idE˜ ⊗(χ(λ))∨ : E˜ ⊗OV(K) pi∗(SymrK)∨ −→ E˜
is zero, where λ is the tautological section of pi∗K and χ(λ) = det(λ − pi∗θ) :
OV (K) → pi∗ SymrK. By §2.4 and projection formula, it suffices to show that
(4.15) pi∗(idE˜ ⊗(χ(λ)∨) : E ⊗ (SymrK)∨ −→ E
is zero. One checks easily, for example by local computation, that (4.15) is exactly
(2.3) composed with the evaluation map SymrK ⊗ (SymrK)∨ → OX , hence is zero.
Therefore, the Higgs bundle (E, θ) with characteristic polynomial χ gives rise to a
quasi-coherent sheaf on Zχ ⊆ V(K).
Conversely, suppose that M is a quasi-coherent module on Zχ defined by χ, with
direct image E′ := pi∗ι∗M to X a locally free OX -module of rank r. Then (E′, θ′) is
a Higgs bundle on X, with the Higgs field θ′ given by the OV(K)-module structure
of ι∗M . 
Remark 4.5.2. However, it is not clear to us how the characteristic polynomial of θ′
is related to χ. Besides, E˜ is supported on Zχ, but its scheme-theoretic support can
be “thinner” than Zχ. For example, if θ ≡ 0, then the characteristic polynomial
is tr. In this case, Zχ is “defined by t
n = 0”, but E˜ has scheme-theoretic support
“defined by t = 0”. In other words, the “minimal polynomial” may have lower degree
than the characteristic polynomial.
4.6. A BNR correspondence for L-bundles. Work in the same settings as in
Proposition 4.3.1. In other words, let X/S be smooth of relative dimension d > 0.
Let L be a restricted Lie algebroid and set K := L∨ := Hom(L,OX). Then thanks
to Proposition 4.3.1, we have a similar result to Proposition 4.5.1.
Proposition 4.6.1 (Groechenig). Given any χ ∈ BX′/S,r;w∗K(T ), with ι : Zχ ↪→
V(w∗K) the corresponding closed embedding defined by χ, we have an equivalence
of categories between
(LA) the fully faithful subcategory c−1dR(χ) of VectX/S,r;L, and
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(LB) the fully faithful subcategory of QCoh(Zχ, ι
∗U (L)) consisting of objects M
such that
• the induced OXT -module pi∗ι∗M is locally free of rank r, and
• the induced Higgs filed on pi∗ι∗M has characteristic polynomial χpd .
Proof. Let E be an L-module with cdR(E) = χ, i.e., an object in (LA). Since E
is an U(L)-module, recall §4.2 that FX/S,∗E is then an FX/S,∗U(L)-module and
it restricts to a Higgs-bundle via (4.3), and moreover, by Propositoin 4.3.1, the
characteristic polynomial of this Higgs field is χp
d
. Consider the quasi-coherent
OV(w∗K)-module ˜FX/S,∗E as in the proof of Proposition 4.5.1, which is then a
U (L) := ˜FX/S,∗U(L)-module too. For this module, we have Iχpd · ˜FX/S,∗E by
Cayley-Hamilton. Note that I
χpd
⊆ Ipdχ ⊆ Iχ. Hence Iχ · ˜FX/S,∗E = 0. That is
to say, ˜FX/S,∗E is an object in QCoh(Zχ, ι∗U (L)), satisfying properties listed in
(LB).
Conversely, suppose we have a ι∗U (L)-module M on Zχ as in (LB). Then
pi∗ι∗M is an FX/S,∗U(L)-module (via the natural map FX/S,∗U(L) = pi∗U (L) →
pi∗ι∗ι∗U (L)). Therefore, by considering the affine map FX/S , we know pi∗ι∗M is
a quasi-coherent OX -module as well as an U(L)-module, because ˜(FX/S)∗U(L) =
U(L). So we get an object in (LA).
Of course the above arguments work functorially for any T/S. It is not hard to
check the correspondence given above are mutually quasi-inverse to each other. So
we complete the proof. 
Remark 4.6.2. In [Gro16, Prop. 3.15] and [EG17, Thm. 2.4], they use the Morita
equivalence and the equivalence 4.5.1 to show the existence of χ′′ satisfying (4.9)
and then established the equivalence Proposition 4.6.1.
4.7. Azumaya property of the sheaf of crystalline differential operators.
For a general (restricted) Lie algebroid, we could not say much about their general
properties (see [Lan14] for some of them). However, we know that in case L =
1DerX/S , its universal enveloping algebra DX/S is e´tale locally modelled by the
Weyl algebra. So according to Theorem 3.4.1, we obtain the following key results,
which can be found in [BMR08, Lemma 1.3.2, Lemma 2.2.1, Proposition 2.2.2,
Theorem 2.2.3, Remark 2.1.2 and §2.2.5], with S = Spec k for an algebraically closed
field k.
Theorem 4.7.1. Assume that X/S is smooth of relative dimension d > 0 and that
S is of characteristic p > 0. Then we have the following facts.
(1) The morphism (4.3)
(4.16) ψ : Sym•ΘX′/S −→ Z(FX/S,∗DX/S) ⊆ FX/S,∗DX/S ,
is an isomorphism of OX′-algebras. This isomorphism defines (according to §2.4) a
sheaf DX/S := U (
1DerX/S) of OT∗(X′/S)-algebra on the cotangent bundle of X ′/S.
(2) The morphism (4.2)
(4.17) ψ′ : F ∗X/S Sym
•ΘX′/S −→ ZDX/S (OX) ⊆ DX/S .
is an isomorphism of OX-algebras, where ZDX/S (OX) is the centraliser of OX in
DX/S.
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(3) Moreover, DX/S is an Azumaya algebra of rank p
2d over the cotangent bundle.
Actually, there is an isomorphism of (F ∗X/S Sym
•ΘX′/S)-algebras
(4.18) F ∗X/S
(
FX/S,∗DX/S
) ' EndF∗
X/S(Sym
• ΘX′/S)
(DX/S),
which defines an splitting of the pullback of DX/S to T
∗(X ′/S)×X′,FX/S X. This
Azumaya algebra is nontrivial if the relative dimension dim(X/S) is more than 0.
(4) Let ι : Z → T∗(X/S) be any morphism. Suppose that we have a splitting
ι∗DX/S ' EndOZ (P ).
Then P is a direct image of a rank one locally free sheaf P˜ on Z ×X′,FX/S X.
(5) Let ι : X ′ → T∗(X ′/S) be a section of the projection pi : T∗(X ′/S) → X ′.
Then we have an canonical splitting
ι∗DX/S ' EndOX′ (FX/S,∗OX).
Proof. Actually this problem is local. Using the “e´tale coordinates” (2.2), we can
reduce the problem to the case AdS → S with S affine. Then all of these statements
have been proven in Theorem 3.4.1. 
Remark 4.7.2. For a generalisation of this result to smooth algebraic stacks, see
[CZ17, Appendix B], and for a generalisation to higher level differential operators,
see [GLQ10, Prop. 3.6 and Thm. 3.7].
According to Theorem 4.7.1, we have an Azumaya algebra DX/S on T
∗(X ′/S),
so we have the associated Gm-gerbe SD := SDX/S of splittings over T∗(X ′/S) as
recalled in §2.2.
4.8. A Morita equivalence. By comparing Propositions 4.5.1 and 4.6.1, we may
want to further understand the relation between QCoh(Zχ) and QCoh(Zχ, ι
∗U (L)).
In other words, to understand if OZχ and ι
∗U (L) are Morita equivalent. In case
of L = DerX/S , by virtual of Theorem 4.7.1, we may conclude the following useful
result.
Theorem 4.8.1 (Splitting Principle, [Gro16, Lem. 3.27]). Given χ ∈ BX′/S,r(T ),
denote by ι : Zχ ↪→ T∗(X ′T /T ) and pi : T∗(X ′T /T )→ X ′T as before. Suppose there is
a splitting
ι∗DX/S ' EndOZχ (P ).
Then we have an equivalence of categories between
(HA) the category of Higgs bundles of rank r over X ′T /T , and
(LA) the category of local systems of rank r over XT /T .
Proof. It suffices to check this for T -points. Fix a χ ∈ BX′/S,r(S). According to
Propositions 4.5.1 and 4.6.1, it suffices to show that the corresponding categories
(HB) and (LB) are equivalent. By assumption, a splitting ι∗DX/S ' EndOZχ (P )
exits. So according to Morita theory [GW10, (8.12)], we have an equivalence of
categories
QCoh(Zχ) ∼→ QCoh(Zχ, ι∗DX/S), M 7→ P ⊗OZχ M.
So we only need to show under this equivalence, the extra properties listed above
correspond to each other. We introduce some temporary notations as in the following
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Cartesian diagram
Wχ := Zχ ×X′ X Zχ
X X ′.
ϕ
τ pi◦ι
FX/S
and fix an object M in QCoh(Zχ).
Recall Theorem 4.7.1.4 that the OWχ-module P˜ =: L is locally free of rank 1.
Then we have canonical isomorphisms of OX -modules
˜(pi ◦ ι)∗(P ⊗OZχ M) ' τ∗( ˜P ⊗OZχ M)
' τ∗(L⊗OWχ ϕ∗M) ([EGA In, Corollaire 9.3.9])
' τ∗L⊗τ∗OWχ τ∗ϕ∗M
' τ∗L⊗τ∗OWχ F ∗X/S(pi ◦ ι)∗M.
Note that τ is finite because (τ ◦ ι) is (Proposition 4.4.3). Then, according to (2.5),
τ∗L is an τ∗OWχ-module locally free of rank 1 over X. Therefore, Zariski locally
on X, ˜(pi ◦ ι)∗(P ⊗OZχ M) is isomorphic to F ∗X/S(pi ◦ ι)∗M . Moreover, FX/S is
faithfully flat and locally of finite presentation, hence ˜(pi ◦ ι)∗(P ⊗OZχ M) is locally
free of rank r if and only if (pi ◦ ι)∗M is locally free of rank r. Due to the same
reason, the canonical isomorphism of OX′ -modules
(pi ◦ ι)∗
(
P ⊗OZχ M
)
' (pi ◦ ι)∗P ⊗(pi◦ι)∗OZχ (pi ◦ ι)∗M
implies that Zariski locally over X ′, (pi ◦ ι)∗
(
P ⊗OZχ M
)
is isomorphic to a direct
sum of pd = rkOZχ P copies of (pi ◦ ι)∗M . Therefore, (pi ◦ ι)∗M has characteristic
polynomial χ if and only if (pi ◦ ι)∗
(
P ⊗OZχ M
)
has characteristic polynomial
χp
d
. 
4.9. Further examples. In the following examples, we restricts our attention to
λDer(X/S)-modules with λ = 0 or 1.
Example 4.9.1. In case r = 1, given a χ ∈ BX′/S,1(T ), Zχ ↪→ T∗(X ′T /T ) is
isomorphic to the section X ′T → T∗(X ′T /T )∗ of T∗(X ′T /T )→ X ′T corresponding to
the global section ω determined by (2.4). Recall Theorem 4.7.1.5 that, the Azumaya
algebra DX/S splits over Zχ.
Example 4.9.2. Suppose that X/k is an abelian variety. Then B is representable by
a k-scheme B as in Example 4.4.1. Moreover, we know that Γ(X,OX) = k because
X is proper geometrically reduced and geometrically connected, and that Γ(X,Ω1X/k)
is a k-vector space of dimension d = dimX. Actually Ω1X/k '
⊕d
i=1OX · ωi, where
ωi ∈ Γ(X,Ω1X/k), i = 1, . . . , d, are the invariant differentials. In other words, the
sheaf Ω1X/S is globally trivialised. Denote by ∂i, 1 ≤ i ≤ d the k-dual of ωi. These
ωi’s (resp. ∂i’s) form not only a k-basis for the k-vector space Γ(X,Ω
1
X/k) (resp.
(Γ(X,Ω1X/k))
∨
= Γ(X, (Ω1X/k)
∨
)), but also an OX -basis for the free OX -module
Ω1X/k (resp. (Ω
1
X/k)
∨).
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Then apply the computations in Example 4.4.2, we know that for any χ ∈ B(T ),
we have
(4.19) Zχ = SpecOXT
OXT [∂1, . . . , ∂d]
(g1, . . . , gd, . . . , gi, . . .)
,
with gi has coefficient in Γ(XT ,OXT ) = Γ(T,OT ) (note T/k is always flat). Now
for each χ ∈ B(T ), define
(4.20) Z˜χ = SpecOXT
OXT [∂1, . . . , ∂d]
(g1, . . . , gd)
⊇ Zχ.
It is clear that the association of χ to Z˜χ is functorial, i.e., if χ
′ = χ ◦ ψ with
ψ : T ′ → T , then Z˜χ′ = X˜χ ×T T ′. Note that in this case, Z˜χ is always non-
empty and is finite and flat over X, and Z˜χ/B is proper, for any χ ∈ B(T ), cf.
Remark 4.4.4.
Naturally, for the universal spectral cover Zuniv, we we alse have a larger scheme
Z˜ := Z˜univ ⊇ Zuniv. It has the universal property that for any χ ∈ B(T ), Z˜χ is the
pullback of Z˜.
Example 4.9.3. (1) Suppose that X/S := X/k is a smooth proper scheme over
a field k. Hence Example 4.4.1 applies.
Denote by (ωj)j∈J , the k-basis for
⊕r
i=1 Γ(X,Sym
i Ω1X/k), and by (∂j)j∈J the
corresponding k-dual basis for
⊕r
i=1 Γ(X,Sym
i Ω1X/k)
∨. Then χuniv is actually the
tautological section∑
J∈j
∂j ⊗ ωj ∈
(
Sym•
( r⊕
i=1
Γ(X,Symi Ω1X/k)
)∨)⊗k ( r⊕
i=1
Γ(X,Symi Ω1X/k)
)
.
(2) Suppose moreover that X/k is a connected group scheme (hence geometrically
connected). In other words, X/k is an abelian variety. So Example 4.9.2 applies.
Moreover, using notations in Example 4.4.2, for each m, (ωi)|i|=m form a k-
basis for the k-vector space Γ(X,Symm Ω1X/k) = Sym
m Γ(X,Ω1X/k), as well as the
free OX -module Sym
m Ω1X/k; and (∂
i)|i|=m from a k-basis for the k-vector space
Γ(X,Symm(Ω1X/k)
∨) = Symm Γ(X, (Ω1X/k)
∨). Denote by ∂[i] the k-dual basis for
(Γ(X,Symm Ω1X/k))
∨
= Γ(X, (Symm Ω1X/k)
∨). Note that ∂i and ∂[i] are not the
same unless |i| = 1.
(3) Suppose further that the characteristic of k is larger than the fixed number r
(hence n! 6= 0).
In this case, for each 1 ≤ m ≤ r, we have the following “bad” isomorphism10
(4.21)
Γ
(
X,Symm(Ω1X/k)
∨) (Γ(X,Symm Ω1X/k))∨
∂i
1
i!
∂i = ∂[i]
∼
10 The problem is that for any k-vector space V and and any natural number n, the natural
paring Symn V × Symn(V ∨) −→ k, (v1, . . . , vn, `1, . . . , `n) 7−→
∑
σ∈Sn
∏n
i=1 `i(vσ(i)), is perfect
if the characteristic of k is strictly larger than n. Moreover, the natural map Symn(V ∨) −→
(Symn V )∨ is an isomorphism if and only if n! 6= 0 in k. To avoid this problem, the more natural
way is to use divided power algebras instead of symmetric algebras.
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of k-vector spaces, and 1i!∂
i, |i| = m, form a basis form the S(m, d)-dimensional
k-vector space on the right hand side. Observe that
Γ(XB ,Ω
1
XB/B
) =
(
Sym•
( r⊕
i=1
Γ(X,Symi Ω1X/k)
)∨)⊗k Γ(X,Ω1X/k).
Write µ := ∂1⊗ω1 +∂2⊗ω2 + · · ·+∂d⊗ωd ∈ Γ(XB ,Ω1XB/B). Then using the “bad”
isomorphism (4.21), we can write
χuniv =
r∑
m=1
∑
|i|=m
∂[i] ⊗ ωi
= ∂1 ⊗ ω1 + ∂2 ⊗ ω2 + · · ·+ ∂d ⊗ ωd
+
1
2
∂21 ⊗ ω21 + · · ·+
1
2
∂rd ⊗ ω2d +
∑
1≤i,j≤d,i6=j
∂i∂j ⊗ ωiωj
+ · · ·
=: µ+
1
2
µ2 + · · ·+ 1
r!
µr ∈
r⊕
i=1
Γ(XB ,Sym
i Ω1XB/B),
The corresponding characteristic polynomial then can be written as
χuniv(t) =
r∑
i=0
(−1)i
i!
µitr−i
= tr − µtr−1 + 1
2
µ2tr−1 − · · ·+ (−1)r 1
r!
µr ∈ Γ(XB , (Sym• Ω1XB/B)[t]).
(4) Assume moreover that k is algebraically closed.
Now we can even factorise it as
χuniv(t) = (t− c1µ)(t− c2µ) · · · (t− crµ),
for some constants ci ∈ Γ(X,OX) = k.
Example 4.9.4 (Flat connections on OX and their p-curvatures). It is easy to see
that every flat S-connection on OX has the form d + ω, where d : OX → Ω1X/S
is the universal derivation and ω ∈ Γ(X,ZΩ1X/S)) = Γ(X ′, FX/S,∗(ZΩ1X/S)) is a
closed one form, given by ω = ∇(1). The p-curvature, ψω : OX → F ∗X/SΩ1X′/S of
the flat connection (OX ,d + ω), identified as a section of F ∗X/SΩ
1
X′/S , is given by
(see [Kat72, Proposition (7.1.2)], [Car58, 201, Lemma 4])
F ∗X/S
(
(w∗ − CX/S)(ω)
) ∈ Γ(X,F ∗X/SΩ1X′/S).
Actually, there is an exact sequence of sheaves of abelian groups on X ′e´t ([Mil80,
Proposition III.4.14]),
0 O∗X′ FX/S,∗O
∗
X FX/S,∗(ZΩ
1
X/S) Ω
1
X′/S 0,
F∗X/S d log w
∗−CX/S
where w : X ′ := X×X,FrS S → X is the projection and CX/S is the Cartier operator
in Theorem [Kat70, Theorem 7.2].
Remark 4.9.5. [CZ15, A.7] gave a generalisation for the above example.
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Example 4.9.6. Continue with the previous example and assume that S = Spec k
is the spectrum of an algebraically closed field of characteristic p > 0, and that X/k
is an abelian variety. In this case, w : X ′ → X is an isomorphism, and every global
1-from is closed. So the assignment to flat connection on OX to its p-curvature
reduces to the map11
id−(w−1)∗CX/k : Γ
(
X,Ω1X/k
)
→ Γ
(
X,Ω1X/k
)
.
It is then a classical result on p−1-linear maps, see e.g., [Cha98, Expose´ III, n◦3,
Lemma 3.3] and [SGA 7II, Expose´ XXII, n
◦1, Proposition 1.2], that this map
is surjective. Note there that the map (w−1)∗CX/k is p−1-linear, where in the
mentioned references, p-linear maps are discussed; however, the proof in [Cha98]
runs verbatim for p−1-linear maps, as we assumed that k is algebraically closed.
5. A simpson correspondence for abelian varieties
From now on, assume that X/S := X/ Spec k := X/k is an abelian variety over
an algebraically closed field k of characteristic p > 0. Denote by e : Spec k → X
the zero section. Then X ′/k is again an abelian variety. Recall Example 4.9.2 that,
the Hitchin base B′ := B′r := BX′/k,r is representable by a k-scheme B
′ := B′r :=
BX′/k,r. Moreover, recall Example 4.9.2 that, we have a universal spectral cover
Z/X ′B′ , and a larger scheme Z˜ ⊇ Z. In case of r = 1, Z˜ = Z.
5.1. Rank one case. This result is due to Roman Bezrukavnikov, see [OV07,
Thm. 4.14] and [CZ17, Appendices. B and C]. We reproduce it as follows.
Noting that when r = 1, we know that the Hitchin base
B′ := B′1 = V(Γ(X
′,Ω1X′/k))
is the k-vector space of global sections of Ω1X′/k. Hence a T -point of B
′ is the
same as a one-form ω on X ′T . Any such ω determines a closed subscheme Zω of
the cotangent bundle of X ′T /T . In fact, recall Example 4.9.1 that, the inclusion of
Zω into the cotangent bundle is the same as a section of the projection from the
cotangent bundle to X ′T . In particular, we may identify the inclusion of the universal
spectral cover Z into T∗(X ′B′/B
′) as the section X ′B′ → T∗(X ′B′/B′) determined
by the 1-form χuniv ∈ Γ(X ′B′ ,Ω1X′×B′/B′). Meanwhile, in this case, LocSysX/k,1 is
usually denoted by Pic\X/k. That is, for any k-scheme T , Pic
\
X/k(T ) is the groupo¨ıd
of invertible sheaves with flat T -connections on XT , i.e, of DXT /T -modules that are
invertible as OXT -modules. Let PicX/k be the (relative) Picard stack
12 of invertible
sheaves, i.e., PicX/k(T ) is the groupo¨ıd of invertible sheaves on XT for any T/k.
In other words, PicX/k = f∗(BGm,X) = ResX/k(BGm,X) (see [SGA 4III, Expose´
XVIII, §§1.4.21 and 1.5.1]).
For any scheme T/k, a rigidified invertible sheaf (L,α) consists of an invertible
sheaf L on XT together with an isomorphism α : e
∗
TL ' OT , where eT is the
pullback of the unit section e. A flat connection on (L,α) is just a flat T -connection
11 The map (w−1)∗CX/k is the original Cartier operator considered by Cartier in [Car58, §2.6],
see [Kat72, Remark 7.1.4].
12 Picard stack is sometimes a confusing name: it can refer to a (strictly) commutative group
stack, see [SGA 4III, Expose´ XVIII, §1.4].
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on L. Then there are k-group schemes PicX/k,e and Pic
\
X/k,e over k satisfying that
for any T/k,
PicX/k,e(T ) = {isom. classes of rigidified invertible sheaves (L,α) over XT },
Pic\X/k,e(T ) = {isom. classes of rigidified invertible sheaves
with a flat connection (L,α,∇) over XT }.
The existence of the scheme PicX/k,e (i.e., the representability of the associated
fppf-sheaf of the functor as above) is the classical theory on Picard functors, see
[Kle05] for a detailed exposition; while the existence of the scheme Pic\X/k,e is
discussed in [MM74] and see also [OV07, Proposition 4.11] and [BK09, Appendix B].
Moreover, PicX/k = PicX/k ×kBGm, and Pic\X/k = Pic\X/k ×kBGm. Clearly there
are natural maps Pic\X/k → PicX/k and Pic\X/S,e → PicX/k,e, compatible with the
projections.
Proposition 5.1.1. The map
cdR : Pic
\
X/k −→ B′1
assigning to each invertible sheaf with a flat connection its p-curvature as defined in
Proposition 4.3.1 induces a k-group scheme homomorphism,
cdR : Pic
\
X/k,e −→ B′1.
Moreover, DX/k splits canonically over ZcdR ⊆ T∗(X ′×Pic\ /Pic\). In other words,
once pulled back along the composition of natural maps (with the identification in
Example 4.9.1)
ZcdR ' X ′ ×k Pic\X/k,e X ′ ×k B′ ' Z T∗(X ′ ×B′/B′) T∗(X ′/k),
id×cdR
the Azumaya algebra DX/k splits.
Proof. This scheme version is given [OV07, §4.3] and a stack version is given in [CZ17,
Proposition B.3.4].
Actually, this follows directly from the fact that if A s an Azumaya algebra of
rank r2 as an OX -module, and if M is an A-module locally free of rank r as an
OX -module, then M is a splitting module of A. 
Corollary 5.1.2. There is an equivalence Pic\X/k ' ResZ/B′(SD |Z) of stacks over
B′. And in particular, ResZ/B′(SD |Z) is algebraic.
Proof. This is just a stack version [OV07, Proposition 4.13, 1)], which proved a
rigiedfied version of this proposition. Recall that, for any ω ∈ B′(T ), Pic\X/k(T )
is the category of invertible sheaves on XT with a flat T -connection, and that
ResZ/B′(SD |Z)(T ) is the category of splittings of the pull back of DX/k to Zω ⊆
T∗(X ′ × T/T ). Write ι : Zω ↪→ T∗(X ′ × T/T ) and piT : T∗(X ′ × T/T ) → X ′T for
the inclusion and the projection.
In this case, we have (Example 4.9.1) that piT ◦ ι is an isomorphism. Let M be
OZω , which defines a rank 1 Higgs bundle on X
′. Then according to the arguments
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in the splitting principle in §4.8, we know that
ResZ/B′(SD |Z)(T ) −→ Pic\X/k(T ) = LocSysX/k,1(T )
P 7−→ ˜(piT ◦ ι)∗(P )
is an equivalence.
Algebraicity of ResZ/B′(SD |Z) follows from that Pic\X/k is algebraic. This also
follows from [Ols06, Thm. 1.5], because of the fact that Z/B′ is proper and flat. 
Remark 5.1.3. In [CZ17], It is further proved that X\ ' TD , where
X\ = Pic\X/k ×PicX/kX∨
is the universal (vector) extension of X [MM74], and TD is the stack of tensor
splittings, or multiplicative splittings in the terminology of [OV07].
Proposition 5.1.4. For abelian varieties, the morphism tangent map
cdR : Pic
\
X/k → B′1
is smooth and surjective. In particular, it is formally smooth.
Proof. Smoothness follows from the fact that
dcdR : V(H
1
dR(X/k))→ V(Γ(X ′,Ω1X′/k))
is surjective (see [OV07, Thm. 4.14]). Surjectivity is a consequence of Example 4.9.6.

Corollary 5.1.5 (Bezrukavnikov). The Azumaya algebra DX/S splits over the
formal neighbourhood of each 1-form (cf. [OV07, Thm 4.14]).
Proof. Recall Example 4.9.1 that DX/S splits over the graph of 1-forms. Using
the formal smoothness of cdR in Proposition 5.1.4, as well as the equivalence in
Corollary 5.1.2, we can conclude that the splitting lifts to the formal neighbourhood.

5.2. Higher rank case. Now we deal with the higher rank case. To this aim,
we will mainly use the computations that we have done in Examples 4.4.2, 4.9.2
and 4.9.3. In particular, recall (4.19), for any χ ∈ B′r(k), we know that Zχ is the
closed subscheme of the cotangent bundle of X ′T /T , cut out by the S(r, d) equations
g1, . . . , gd, . . . appeared as coefficients of (pi
∗ωi) in (4.13). And we defined a larger
closed subscheme (4.20) that is cut out by d polynomials g1, . . . , gd, each of which
is a polynomial in only one variable, that has coefficients in Γ(X ′,O ′X) = k. Let
Z/X ′B′ and Z˜/X
′
B′ be the universal families as defined in Example 4.9.2.
Corollary 5.2.1. For any χ ∈ B′r(k), DX/S splits over the formal neighbourhood
of Z˜χ (hence over that of Zχ if Zχ 6= ∅).
Proof. Recall that Z˜χ is cut out by d polynomials gi ∈ k[∂i], 1 ≤ i ≤ d. Since k is
algebraically closed by assumption, each gi factors as a product
∏r
m=1(∂i − ci,m),
ci,m ∈ k. So we can conclude that Z˜χ is a union of (possibly non-reduced) closed
subschemes of the j-th infinitesimal neighbourhood of graphs of some 1-forms, j ≤ r.
Hence, according to Corollary 5.1.5, the Azumaya algebra DX/k splits over the
formal neighbourhood of Z˜χ, a fortiori, over that of Zχ. 
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Proposition 5.2.2. Let S := ResZ˜/B′(SD |Z˜)→ B′ be the stack of splittings DX/k
relative to Z˜/B′. Then the stack S/B′ is algebraic, and it is smooth and surjective
over B′. Moreover, S is a PicZ˜/B′-torsor.
Proof. Recall Remark 4.4.4 that Z˜ is proper and flat over B′. So according to
[Ols06, Thm. 1.5], the Weil restriction S := ResZ˜/B′(SD |Z˜) is algebraic and locally
of finite presentation. Hence, according to [SP, Tag 0DP0], to show that S/B′ is
smooth it suffices to show that S/B′ is formally smooth. Note that B′ is (locally)
noetherian, S/B′ is locally of finite type, and k is algebraically closed, then according
to [SP, Tag 02HY], it suffices to show that the Azumaya algebra DX/k splits over the
formal neighbourhood Zχ for all χ ∈ B′(k), which is exactly Corollary 5.2.1. The
surjectivity also follows. Therefore, e´tale locally on B′, S admits a section, or more
precisely, there is an e´tale surjective morphism U → B′, such that S(U) is non-empty.
Since SD |Z˜ is a Gm,Z˜ -gerbe, i.e., a BGm,Z˜ -torsor, so S := ResZ˜/B′(SD |Z˜) is a pseudo
ResZ˜/B′(BGm,Z˜)-torsor, i.e., a pseudo PicZ˜/B′-torsor. The existence of an e´tale
local section implies that it is actually a torsor. Hence S is an PicZ˜/B′ -torsor. 
5.3. Main result. Recall Proposition 5.2.2 we have an PicZ˜/B′ -torsor
S := ResZ˜/B′(SD |Z˜).
Note moreover that, via the identifications in Proposition 4.5.1 and Proposition 4.6.1,
tensor products define actions
PicZ˜/B′ ×B′ HiggsX′/k,r −→ HiggsX′/k,r,
and PicZ˜/B′ ×B′ LocSysX/k,r −→ LocSysX/k,r
of PicZ˜/B′ on HiggsX′/k,r and LocSysX/k,r respectively over B
′. Verifications
of such actions are well defined, in particular on LocSysX/k,r, are similar to the
arguments in §4.8 (cf. [CZ15, Proposition 3.5]). The formulation of the following
theorem is inspired by that of [CZ15, Theorem 1.2, Remark 3.13].
Theorem 5.3.1. There is a PicZ˜/B′-equivariant isomorphism of stacks
C−1X/k : S×PicZ˜/B′ HiggsX′/k,r −→ LocSysX/k,r
over B′. In particular, there is an e´tale surjective morphism U → B′, such that
HiggsX′/k,r ×B′ U ' LocSysX/k,r ×B′ U.
Proof. The first statement follows from the splitting principle described in §4.8 and
Corollary 5.2.1. In fact the map is given as follows. For any χ ∈ B′(T ), denote by
ι : Zχ Z˜χ T
∗(X ′T /T ),
γ ι˜
the inclusions. For any object (E, θ) in HiggsX′/k(T ), consider via Proposition 4.5.1
the quasi-coherent sheaf E˜ on Zχ. Any object
(χ : T → B′, P, α : ι˜∗DXT /T ' EndOZ˜χ (P ))
in S(T ) defines a splitting module γ∗P of ι∗DXT /T on Zχ. Then the OXT -module
C−1X/k(E) :=
˜
(piT ◦ ι)∗(E˜ ⊗OZχ γ∗P ).
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with the notation as in §4.8, is an DXT /T -module, i.e., an object in LocSysX/S(T ).
Then clearly the assignment ((χ, P, α), (E, θ)) 7→ C−1X/k(E) defines a PicZ˜/B′-
equivariant map S×PicZ˜/B′ HiggsX′/k,r → LocSysX/k,r. This is an isomorphism
follows directly from the discussion in §4.8. The second part follows from Proposition
5.2.2 that there is an e´tale cover U → B′, such that S×B′ U ' PicZ˜χ/B′ ×B′ U . 
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