The ability to read requires learning letter-string representations whose neural codes would be expected to vary depending on the amount of experience that an individual has with reading them. Motivated by sparse coding theories (e.g., Rolls and Tovee, 1995; Olshausen and Field, 1996) , recent work has demonstrated that betterlearned relative to less well-learned neural representations are associated with more strongly differentiated, locally heterogeneous blood oxygenation level dependent (BOLD) responses (e.g., Jiang et al., 2013) . Here we report a novel analysis method we call local heterogeneity regression (Local-Hreg) that quantifies the cross-voxel heterogeneity of BOLD responses, thereby providing a sensitive and methodologically flexible method for quantifying the local neural differentiation of neural representations. In a study of literate adults, we applied Local-Hreg to fMRI data obtained when participants read letter strings that varied in their frequency of occurrence in the written language. Consistent with previous research identifying the left ventral occipitotemporal cortex (vOTC) as a key site for orthographic representation in reading and spelling, we found that the cross-voxel heterogeneity of neural responses in this region varies according to the frequency with which the written letter strings have been experienced. This work provides a novel approach for examining the local differentiation of neural representations, and demonstrates that well-learned words have greater representational differentiation than less well-learned or unfamiliar words.
Introduction
A key aspect of reading is the ability to access stored memories of written words. Amid the extensive literature regarding the neural basis of written language, it has been proposed that the left ventral occipitotemporal cortex (vOTC) contains orthographic neural representations of commonly occurring letter combinations such as frequent bigrams, morphemes, or short words (Dehaene et al., 2002 (Dehaene et al., , 2005 Dehaene and Cohen, 2011) and additionally that well-learned orthographic strings (words) have more selectively tuned representations than less well-learned strings (pseudowords) (Glezer et al., 2009 ). Thus, this area has been found to be sensitive to the experience-dependent properties of orthographic representations.
Recent work suggests that, generally, well-learned neural representations (e.g. of faces or written words) are more neurally differentiated relative to less well-learned or unfamiliar representations (e.g., Jiang et al., 2013; Glezer et al., 2015) . This work has been motivated by sparse coding theories which posit that well-learned neural representations have sharply tuned, sparsely distributed neural codes, i.e. high activation in a relatively small number of neurons (e.g., Field, 1987; Rolls and Tovee, 1995; Olshausen and Field, 1996) . On this basis, the expectation is that sparser representations will have more locally heterogeneous (i.e., uncorrelated) neural responses (e.g., Vinje and Gallant, 2000; Rolls and Treves, 2011) . Furthermore, if one assumes orthographic information is represented in neuronal population codes that are spatially distributed across voxels (e.g., Haxby et al., 2001; Kriegeskorte et al., 2006) , well-learned cross-voxel orthographic representations may be expected to have locally more differentiated and heterogeneous neural responses as compared to words that are not as well-learned.
Early attempts to quantify experience-dependent representations of letter strings examined mean signal intensity and generally reported lower activation for high frequency compared to low frequency or nonword letter strings (Kronbichler et al., 2004; Mechelli et al., 2003 ; but see Carreiras et al., 2006) . Although mean signal measures are useful for identifying the stimulus parameters a region is sensitive to, they do not necessarily provide information regarding the "quality" or local differentiation of the representations. This is because a high mean level of signal may reflect either the responses of a few sharply tuned, high-response neuronal populations, or those of many poorly tuned, low-response populations (e.g., Jiang et al., 2006; Mahon et al., 2007; Riesenhuber, 2007) . Therefore, new approaches that discount mean signal differences and instead focus on quantifying local signal heterogeneity provide a promising direction for quantifying representational differences/changes associated with learning.
Recent approaches for exploring neural representation go beyond examining mean voxel responses, and instead draw inferences from the neural response properties of adjacent voxels. The view that neural representational codes are spatially distributed across adjacent voxels is the basic premise of multi-voxel pattern analysis methods (Haxby et al., 2001; Cox and Savoy, 2003; Kriegeskorte et al., 2008; Haxby, 2012; Mahmoudi et al., 2012) . Support for these approaches stems from multi-unit recording studies, which have identified correlated neural spiking due to horizontal interconnections in local areas of the cortex that can potentially span several millimeters (Ts'o et al., 1986) . Building on this, if we further consider that if neural representations become sparser after learning such that neurons respond more selectively (i.e., to fewer stimuli) after training (Kobatake et al., 1998; Freedman et al., 2006) then we would expect that -the voxel level-responses of well-learned neural representations would involve a smaller set of sharply tuned neurons distributed across adjacent voxels. Furthermore, single-unit electrophysiological research finds that neurons with less similar tuning (i.e., responsive to different stimuli) have less correlated (i.e. more heterogeneous) firing patterns relative to neurons with more similar tuning (Bair et al., 2001; Jermakowicz et al., 2009) . Therefore, it is expected that as neural tuning becomes sharper (i.e. more differentiated) within a set of locally distributed neurons, their firing patterns would be correspondingly less correlated. On these bases, we might expect that, at the voxel level, well-learned representations would involve relatively low correlation of more compact cross-voxel activity while less well-learned representations would utilize a larger set of broadly tuned neurons distributed across voxels and, therefore, higher correlation of cross-voxel activity would be expected. In short, well-learned representations would be expected to have more differentiated cross-voxel neural codes compared to less well-learned representations.
Recent approaches to quantify local neural differentiation (i.e. local heterogeneity) in fMRI have examined response similarity/dissimilarity across adjacent voxels within a brain region much as functional connectivity approaches traditionally examined voxels across different brain regions. For example, Zang et al. (2004) developed a regional homogeneity (ReHo) analysis which calculates a coherence value for each voxel based on the correlations of its time series with those of its nearest neighbors. More recently, Jiang et al. (2013 Jiang et al. ( , 2017 ) developed a similar approach -heterogeneity correlation (Hcorr) -which quantifies local heterogeneity by extracting task-relevant portions of the fMRI time series from adjacent voxels, and then calculates the standard error of the mean of the cross-correlations. The assumption is that well-learned as compared to poorly-learned stimuli recruit a smaller set of sharply tuned neurons, producing relatively more heterogeneous responses across voxels.
In this report, we build upon this previous work by introducing a novel analysis termed "local heterogeneity regression" (Local-Hreg) which provides a measure of the cross-voxel heterogeneity of neural responses in fMRI. We apply Local-Hreg to fMRI data obtained from reading letter strings that vary in terms of how much they have been previously experienced. The Local-Hreg approach introduced here addresses some of the limitations of previous approaches such as ReHo or Hcorr by using a (GLM) regression approach instead of correlation. LocalHreg is an adaptation of the general psychophysiological connectivity analysis (gPPI; McLaren et al., 2012) , which was originally developed to examine task-based functional connectivity across distant brain regions, but here is adapted to examine local, cross-voxel connectivity. As such, it analyzes condition-specific variability across adjacent voxels, providing the following benefits: (1) it leaves the time series intact, identifying the task-relevant aspects of the signal through model interaction terms rather than signal segmentation. (2) By incorporating the mean task-related response into the model, it is able to set it aside, and, in this way, provide a direct method of quantifying local neural heterogeneity independent of mean neural response. This is a key innovation over previous methods (e.g. Hcorr), allowing for a direct comparison of task-specific residuals across adjacent voxels whilst discounting any task-specific mean responses they might share. (3) It accounts for shared noise (e.g., due to motion) across adjacent voxels by the incorporation of motion-specific time-series interaction regressors; these regressors quantify how much signal is shared across adjacent voxels due to motion. (4) It is a flexible method for quantifying local neural heterogeneity. For instance, as a regression approach it is easily implemented in various fMRI designs such as block or event-related. Furthermore, it is easily implemented as a spatial searchlight, allowing for analyses not limited to predefined regions.
Consistent with previous research identifying the left ventral occipitotemporal cortex (vOTC) as a key site for orthographic representation in both reading and spelling (Dehaene et al., 2002; McCandliss et al., 2003; Binder et al., 2006; Gaillard et al., 2006; e.g., Baker et al., 2007; Rapp et al., 2015; Purcell et al., 2017) , in this work we report that the cross-voxel local heterogeneity of neural responses in this region varies according to the frequency with which written letter strings have been experienced (consonant strings, pseudowords, low, middle and high frequency words), with local heterogeneity increasing with increasing experience. Additionally, we compare the results of the Local-Hreg analyses to those obtained from standard GLM and Hcorr analyses. These comparisons reveal that Local-Hreg and Hcorr both measure a similar aspect of the local neural response (i.e. local heterogeneity), which is distinct from mean signal measured via the standard GLM. We also report that Local-Hreg is a more robust analysis for quantifying local heterogeneity relative to Hcorr. These findings demonstrate that Local-Hreg can be used to quantify the experience-dependent heterogeneity of local neural responses, and supports the conclusion that the degree of neural differentiation of written word representations increases with practice and learning.
Materials and methods

Experimental design and statistical analysis
FMRI single-word reading data were acquired as part of data acquisition efforts involving two different studies. We combine the data from the two studies and although the design was similar for each study, differences are described below.
Participants
Combined across the two studies, there were 30 neurotypical righthanded literate adults (15 Male/15 Female; average age ¼ 25 years, standard deviation (sd) ¼ 7.9). Participants did not have contraindications for functional MRI and had normal or corrected to normal vision. Research participation consent was obtained using procedures approved by the Johns Hopkins University Institutional Review Board.
Task stimuli and design
Each study involved two functional runs per participant that included 6 and 12 s fixation periods at the beginning and end of each run, respectively. Each stimulus was presented for 200 msecs with a 1300 msec fixation between stimuli. Stimuli were presented in a mini-block design with blocks of 2-10 stimuli of each type. Each run contained the following conditions: High Frequency words (HF; e.g., stop), Middle frequency (MF; e.g., belt), Low frequency words (LF; e.g. grit), Pseudowords (PW; e.g., cheg), Consonant Strings (CS; e.g., hgnk), and Checkerboards. The HF, MF, and LF words were defined using the MCWord Orthographic Database (Medler and Binder, 2005) to define these word conditions: HF > 35 wpm, MF 5< >35, and LF < 5 words per million (wpm); as reported in Table 1 the average wpm across both studies for HF words ¼ 86, MF words ¼ 19, and LF words ¼ 2. The word conditions had an average of 30 trials per condition per run (a total of 60 trials across both runs), the nonword stimuli had a total of 40 trials per condition per run (at a total of 80 trials across both runs). For each word and pseudoword stimulus we computed orthographic neighborhood frequency (ONF, i.e. cumulative written word frequency of all of the orthographic neighbors), orthographic neighborhood count (ONC, i.e. number of orthographic neighbors) (Medler and Binder, 2005) , and phoneme-grapheme consistency (PGC, i.e. the minimum position specific syllabic phoneme-grapheme mapping) (Hanna et al., 1966) . Given that these parameters were not strictly matched across conditions and studies, they were included as regressors of no-interest in the subsequent GLM in order to better account for neural differences driven by ONF, ONC, or PGC. These parameters are summarized in Table 1 . Stimuli were black on a white background and participants were instructed to fixate on a central cross when present, and to attend carefully to all of the centrally presented stimuli. Word and pseudoword stimuli were presented only once per study, were all in lower case, and had an equal number of stimuli of 4 and 7 letter length. Checkerboard and 7 letter stimuli occupied 2x5 of visual angle and 4 letter stimuli 2x3 .
Imaging parameters
Full-brain functional and structural MRI scans were obtained using a 
Pre-processing
Functional and anatomical data from each study were analyzed in the same manner using an integrated processing pipeline that included BrainVoyager QX2.4, SPM12, and Matlab. Pre-processing steps included correction for motion, high-pass temporal filtering (128 Hz), and resampling to 3 mm 3 . Each participant's functional scans were coregistered to their own structural scans in native space (BrainVoyager). Each structural scan was normalized to MNI space; these parameters were used to normalize individual functional scans. All coordinates are reported in MNI space.
Analytic approaches
In this work, we use three different analysis approaches: (1) a standard general linear model (GLM), (2) Local Heterogeneity Regression (Local-Hreg), and (3) a searchlight Heterogeneity Correlation (Hcorr) analysis. In this section, we describe each approach and its general implementation in this work. Information about specific analyses and comparisons across approaches is provided in the Data Analysis section below.
2.6.1. Approach 1: standard GLM We apply the standard GLM approach which was originally developed as a technique for quantifying the mean BOLD signal within the context of a specific task or condition (Friston et al., 1994) . The pre-processed, normalized data were smoothed with a 6 mm FWHM to account for cross-subject variability. A random effects (by participant) GLM was implemented which included stimulus regressors for the conditions of interest: HF, MF, LF, PW, and CS as well as the Checkerboard condition. Fixation condition time-points were left unmodeled and thus this condition served as an implicit baseline. Each condition regressor was convolved with a canonical HRF. In addition, participant-specific nuisance regressors were derived from the motion parameters (roll, pitch yaw, x, y, z) and Compcor Principle Component Analysis (PCA) components. This PCA analysis was used to estimate physiologically plausible noise (e.g. breathing and heart rate), and was performed on voxels of highly variable signal (i.e., voxels with top 2% variance) and cerebral spinal fluid voxels. Voxels were excluded in the PCA analysis mask if they were related to any of the condition regressors as defined by a fixed effects GLM and using a liberal voxel-wise threshold of p < 0.2 (Soltysik et al., 2015) .
Approach 2: local heterogeneity regression analysis (Local-Hreg)
We developed Local Heterogeneity Regression Analysis (Local-Hreg) for quantifying the relative similarity of BOLD signal across adjacent voxels within the context of a specific task or condition by using a general psychophysiological interaction approach (gPPI; McLaren et al., 2012) .
Local-Hreg is a searchlight analysis that was performed on unsmoothed, pre-processed, MNI normalized data. Each searchlight contained 7 voxels; 1 central voxel and the 6 voxels which shared a face with the central voxel. Within each searchlight, a general psychophysiological interaction model (gPPI) was used to characterize the center voxel of each searchlight using the following equations (adapted from McLaren et al., 2012) :
In equation (1), Y k is the time-series obtained from the center voxel of the searchlight. Y k is used to develop a gPPI model that will be used to predict the time series of each adjacent voxel that shares a face with the center voxel in turn; in a searchlight of seven voxels, there are six adjacent voxels: these are denoted by Y i . Equation (1) essentially corresponds to the linear combination of the mean fit estimates, the interaction (68) 59 (19) 20 (10) 5 (6) 33 (76) 67 (20) 1 (1) 3 (4) 33 (76) 62 (25) 2 (3) 13 (24) 0.2 (0.7) 2 (7) Study 2 78 (41) 2 (4) 15 (46) 65 (19) 18 (10) 4 (5) 17 (30) 58 (24) 2 (1) 5 (5) 31 (78) 58 (29) 3 (4) 18 ( Means and standard deviation in parentheses for: Freq ¼ written word frequency in words per million; orthographic neighborhood count (ONC) and orthographic neighborhood frequency (ONF) ¼ the number of and cumulative written frequency of all one letter different orthographic neighbors for each word (Medler and Binder, 2005) . Phoneme-grapheme consistency (PGC) ¼ the minimum position-specific c phoneme-grapheme consistency mapping for each word (Hanna et al., 1966) .
fit estimates and the error term. In the mean fit estimates portion of the model, Hðg p Þ corresponds to the condition regressor vectors g p (i.e. column vector for the stimulus timing of each condition such as HFW, LFW, PW etc …) convolved with the canonical hemodynamic function H. N corresponds to a matrix of nuisance variables (e.g., motion). β G are the parameter estimates of Y k , the condition regressors and the nuisance regressors; these terms can be considered to estimate the mean response in Y i for each of these regressors. Including Y k allows us to account for physiological based variance in Y i ; i.e. account for any variance that exactly matches the center voxel. Including the condition and nuisance regressors, allow us to account for the mean response to these conditions in Y i . Critically, this mean fit estimates portion of the model permits us to account for and ignore the physiological and psychological shared variance of the center voxel to each adjacent voxel. The interaction fit estimate portion of equation (1), essentially takes each term used in the mean fit estimates portion and multiplies it by the time series of the center voxel Y k . The critical parameter estimates for Local-Hreg are these psychophysiological interaction estimates contained in the β i matrix. These interaction estimates allow us to quantify the amount of shared variance from the center and the adjacent voxel within the context of a particular condition (e.g. reading HF words). Note, that the inclusion of interaction regressors for the nuisance variables (N) is not a characteristic of traditional gPPI analysis (McLaren et al., 2012) , but is particularly relevant to the Local-Hreg analysis as it accounts for shared variance across adjacent voxels due to sources of noise such as motion.
In summary, for each searchlight we obtained a vector of six β i estimates (from each adjacent voxel) for each of the HF, MF, LF, PW, and CS conditions of interest. For each searchlight, the Local-Hreg values correspond to the inverse of the median of these six β i estimates, one for each of the five conditions of interest; Local-Hreg values were assigned to the center voxel of each searchlight. Medians were used (instead of means) in order to avoid assumptions of a normal distribution across the six β i estimates. The inverse was taken for ease of communication, so that higher Local-Hreg values correspond to higher heterogeneity (less similar neural responses across adjacent voxels), and lower Local-Hreg values correspond to lower heterogeneity (more similar neural responses across adjacent voxels). This algorithm was developed and implemented in MATLAB.
Given that this searchlight approach essentially generates a smoothed result (i.e., the value at each voxel is necessarily related to its surrounding voxels), we applied additional smoothing of only 3 mm FWHM to each individual Local-Hreg condition map in order to take into account cross-subject variability. In this manner, the total smoothing of these maps roughly approximates 9-12 mm FWHM. 1 We note that the studies reported on here were part of a larger investigation and that the block design was not selected specifically with Local-Hreg analysis in mind. It is possible that there are other fMRI designs (e.g., event-related designs) that would better capture shared trialto-trial BOLD responses across voxels. However, we expect that just as it has been necessary to optimize other designs such fMRI adaptation or multi-voxel pattern analysis (e.g., Aguirre, 2007; Abdulrahman and Henson, 2016) , further work with Local-Hreg will be needed to identify optimal designs. Nonetheless, we think the mini-block design used here is appropriate given the following considerations:
First, the core algorithm of the Local-Hreg analysis is directly derived from the general PPI analysis (McLaren et al., 2012) . Whereas the PPI analysis was developed to evaluate the similarity of task-dependent responses across spatially distant voxels, Local-Hreg was developed to evaluate the similarity of task-dependent responses across adjacent voxels. Given that both the PPI and Local-Hreg rely on the premise of examining psychological interaction terms in a general linear model, and that the PPI analysis traditionally employed block designs (Friston et al., 1997) , the inferences drawn with respect to local heterogeneity should be just as valid as those drawn from the PPI analyses that used a block design.
Second, specifically with regard to the relationship between block and event-based (e.g., trial-based) designs for Local-Hreg, given that the Local-Hreg analysis evaluates the similarity of signal time-courses across voxels, it necessarily considers each time-point in a block of trials. The cross-voxel similarity in signal at each time point (e.g. mean difference in intensity of at each time point) is inversely proportional to the correlation of the time series such that, for two time series, if there is a mean high difference across time points, there will be a low correlation across the entire time series, and vice versa. This underscores that, in this particular context, event-related and block designs differ only in the extent to which the BOLD time-courses for a set of trials are compressed in time. In either case, the difference in signal at each point across voxels is still proportional to the correlation of the entire time series.
2.6.3. Approach 3: search light heterogeneity correlation analysis (Hcorr; adapted from Jiang et al., 2013) We introduce an adapted version of the Heterogeneity Correlation (Hcorr) analysis (Jiang et al., 2013 , which was originally developed as a technique for quantifying the relative similarity of BOLD signal across adjacent voxels within the context of a specific task or condition. Although the goal of Hcorr is the same as in the Local-Hreg analysis, the technique is algorithmically different in that it does not rely on a GLM (specifically gPPI) approach, but instead segments the BOLD time series and specifically quantifies the variability of local correlations. We include the Hcorr analysis in order to compare the results with those of Local-Hreg. To carry out this comparison, we implemented a searchlight version of heterogeneity correlation (Hcorr) analysis (Jiang et al., 2013) .
The searchlight Hcorr analysis was performed on un-smoothed, preprocessed, MNI normalized data. First, the raw time series data was extracted from each voxel within a searchlight. Second, to appropriately segment the time series, the portions of the time series associated with each condition -(e.g. the trials for HF words) -were first identified. To do this while accounting for time shift of the BOLD response, we first convolved the canonical HRF with that of our design matrix (this is the same standard GLM model used in Analysis1). We then assigned a portion of the time series to a given condition (e.g. HF) if that condition had the highest positive values at these time points in the pre-convolved HRF design matrix. These condition-specific portions of the raw time series were then extracted, mean-normalized (within consecutive time points), and then finally concatenated for each condition separately. We avoided bias due to unequal number of time points per condition by setting the number of time points associated with each condition to the minimum across conditions (e.g., if HF words had 81 time points and the other conditions all had 76 time points, the last 5 time points of the HF time series were excluded). Third, we performed pairwise correlations on the condition-specific portions of the time series between n voxels in the searchlight (i.e. 7 voxels ¼ 21 pairwise correlations). This is noted in equation (2) where r ij is a correlation between condition specific time series across pairs of voxels (i and j) within the searchlight where i and j is an element of the set from 1 to n number of voxels (in this case 7).
Although the Hcorr values in Jiang et al. (2013) corresponded simply to the standard error of the mean (SEM) of the condition-specific correlations, in order to determine if a given condition had higher variability than another did, we calculated an F statistic (F stat ; equation (3)). To do so, and in order to generate maps with both the magnitude and directionality of variance differences, we assigned the F stat value to each voxel 1 To confirm this approximation we calculated the smoothness from an unthresholded group statistical Local-Hreg map (for the HF > PW contrast discussed in analysis 3 below) using the mapestsmooth program in the Neuroelf toolbox; as expected the resulting FWHM values in x, y, z direction was 11.1, 11, and 10.1 mm. and then assigned negative or positive polarity depending on the direction of the comparison. For example, in a comparison of HF > PW, in equation (3) ConditionA can be either HF or PW depending on which has the greatest variance, with the condition with the highest variance placed in the numerator. If HF has the greatest variance then it would be set as the numerator (i.e. ConditionA σ 2 ), and PW would be set as the denominator ðConditionB σ 2 Þ. The Hcorr value assigned to the center voxel would simply be the ratio of these two variances (i.e. the F stat , which is by default a positive value). If, on the other hand, PW has the greatest variance, then the PW variance would be set as the numerator and HF in the denominator, and the F stat value would be multiplied by À1 in order to define the direction in the HF > PW variance comparison (note: although not performed here, in a PW > HF comparison we would multiply the F stat by À1 in searchlights for which HF had the greatest variance). Subsequently, a map is generated with the magnitude and direction of F stat values for the HF > PW comparison. Therefore, in this work, positive Hcorr values indicate greater local heterogeneity for HF relative to say PWs; negative values depict greater local heterogeneity for PW relative to HF words. In this manner, a single Hcorr map can be generated for each contrast in each subject (e.g. a separate HF > PW map).
As in the Local-Hreg analysis, a FWHM 3 mm smoothing kernel was applied to both individual Hcorr contrast maps (e.g. for HF > LF or HF > PW). Group-level one-tailed t-statistical tests were performed (voxel-wise p < 0.05).
Data analysis
We deployed the above analytic approaches to examine the data with four sets of statistical analyses: (1) Identification of an Orthographic Network; (2) Evaluation of parametric stimulus condition effects (standard GLM and Local-Hreg); (3) Local-Hreg identification of the neurotopographic distribution of stimulus condition effects; and (4) comparison of Local-Hreg, Search Light Hcorr, and the Standard GLM.
Analysis 1: identification of the orthographic network
An Orthographic Network was identified from an Orthographic > Fixation contrast. Specifically, this included voxels with significant mean response to Orthographic stimuli (HF, MF, LF, PW, CS) > Fixation (voxel-wise p < 0.01 and cluster-wise p < 0.05). This analysis was constrained to a gray matter mask which included all cortical regions in the Harvard-Oxford atlas (Desikan et al., 2006) . The cluster-wise threshold was obtained by running a Monte Carlo simulation (Forman et al., 1995) via the AlphaSim program in the Neuroelf toolbox estimating the maximal cluster due to chance at an alpha level < 0.05 after 10,000 iterations of simulated random voxel responses that are non-isometric in the x, y, and z dimensions (Eklund et al., 2016) . The final unthresholded group statistical map smoothness was estimated using the mapestsmooth program in the Neuroelf toolbox; the resulting FWHM values in x, y, z direction were 10.4, 10.6, and 9.8 mm, resulting in a cluster threshold of 107 contiguous voxels.
2.7.2. Analysis 2: evaluation of parametric stimulus condition effects (standard GLM and Local-Hreg)
We tested whether there was a linear relationship across the stimulus conditions such that the neural signal in a given voxel was linearly related to the amount of experience participants would be expected to have had with each letter string condition. To do this we used a standard GLM to generate maps for each stimulus condition: HF, MF, LF, PW, and CS. At each voxel within the Orthographic Network mask we tested whether there was a parametric linear relationship across stimulus conditions such that HF > MF > LF > PW > CS. We then repeated this parametric linear relationship analysis with the Local-Hreg analysis. All analyses were carried out within the spatial constraints of the Orthographic Network mask.
To correct for multiple comparisons, a stringent non-parametric permutation test was used (Nichols and Holmes, 2002 ) that involved label-scrambling (i.e., randomly assigning condition labels; in this case, what is the HF, MF, LF, PW or a CS condition) for each of 10,000 iterations. For each iteration, the maximum cluster size was obtained and an extent threshold was identified by identifying the cluster size that occurred in fewer than 5% of random permutations.
2.7.3. Analysis 3: Local-Hreg evaluation of the neurotopographic distribution of stimulus condition effects
In order to explore the robustness of the novel Local-Hreg technique, we performed individual contrasts between the two pairs of conditions that were predicted to have robust differences, i.e. HF > LF and HF > PW. The corrections for multiple comparisons were obtained in the same non-parametric permutation manner as discussed for Analysis 2.
2.7.4. Analysis 4: comparison of Local-Hreg, Search Light Hcorr, and standard GLM
Here a comparison was made between the three analytic approaches (i.e., standard GLM, Local-Hreg, and Search Light Hcorr). This was carried out by first identifying clusters with significant stimulus condition effects, and then by examining the relationship (i.e. correlation) between the values generated by the different analytic approaches within these clusters (e.g. the relationship between Standard GLM β and Local-Hreg values within the same voxels).
As reported below, Hcorr analysis within the Orthographic Network yielded no significant clusters (i.e., for HF > LF or HF > PW, even with a lenient threshold of p < 0.3). To be able to nonetheless compare the three approaches, the comparison was restricted to the left ventral occipital temporal cortex (vOTC) defined by the Harvard-Oxford atlas as including left inferior occipitotemporal, inferior temporal, and fusiform gyri defined within the following y and z plane bounding ranges: y between À80 and À25 and z between À5 and À37. Corrections for multiple comparisons were obtained in the same non-parametric permutation manner as discussed for Analysis 2. In order to directly statistically evaluate the relationship between the values obtained from the three analytic approaches, we first extracted the voxel-level values from reported clusters for the standard GLM β parameter estimates, the LocalHreg, and the Hcorr values. We then report pre-planned correlations (e.g. standard GLM vs Local Hreg) and a linear mixed-effects modeling (LMEM) in order to determine if there was a relationship between the values obtained from these approaches. For the LMEM, the "lme4" library in R[R Core Team, 2013 ] was used; the Satterthwait method was used to estimate the degrees of freedom (Kuznetsova et al., 2017) and calculate p-values.
Results
Identification of the orthographic network
The (HF, MF LF, PW, CS) > Fixation contrast identified a set of left lateralized functional clusters that have typically been associated with reading (e.g., Martin et al., 2015) and which we will refer to as the Orthographic Network. As shown in Fig. 1 and reported in Table 2 , these regions include bilateral inferior frontal gyrus (IFG), bilateral ventral occipitotemporal cortex (vOTC), and left intraparietal sulcal region. This network was used as an inclusive mask for subsequent analyses.
Evaluation of parametric stimulus condition effects (standard GLM and Local-Hreg)
Within the Orthographic Network, the linear parametric analysis with the Standard GLM identified a single cluster (voxel-wise p < 0.05, cluster threshold p < 0.05) in the left vOTC (peak MNI ¼ À47, À66, À14; Cluster size ¼ 222; max z-value ¼ 3.2; corrected p ¼ 0.04; Fig. 2A ). In order to depict this linear relationship across conditions within this cluster, mean β estimates for each condition (i.e. HF, MF, LF, PW, and CS) were extracted for each participant; the means and standard errors across participants are plotted in Fig. 2B . This linear parametric analysis was also performed using the LocalHreg approach. Although we did not find any clusters that survived correction for multiple comparisons, we examined the largest cluster identified at uncorrected voxel-wise p < 0.05 (peak MNI ¼ À51, À69, À19; Cluster size ¼ 36; max z-value ¼ 3.2; Fig. 2C ). The means and standard errors of the Local-Hreg values for each condition were extracted from this cluster and plotted in Fig. 2D. 
Local-Hreg evaluation of the neurotopographic distribution of stimulus condition effects
The contrast of HF with LF words within the Orthographic Network identified a single significant Local-Hreg cluster within the left vOTC (peak MNI ¼ À53, À45, À23; Cluster size ¼ 187; max t(29) ¼ 4.6; corrected p ¼ 0.04; Fig. 3A) . The contrast of HF with PW using the same thresholds identified a single cluster within the left vOTC (peak MNI ¼ À50, À44, À23; Cluster size ¼ 98; max t(29) ¼ 3.4; corrected p ¼ 0.09; Fig. 3B ). These two clusters intersect, sharing 66 voxels. These results reveal significant local heterogeneity differences between betterknown words and less well-known words (LF) or unknown words (PW) within the same part of the left vOTC. In order to depict the relative robustness of these left vOTC clusters we also present the uncorrected contrast maps using a more lenient voxel-wise threshold (p < 0.1) for both the HF > LF and HF > PW contrasts within the Supplementary Materials S1. Fig. 4B , suggesting that although the response is less robust for Hcorr, both approaches identify common regions of where there is greater local heterogeneity for well-known words relative to less well-known or unknown words.
In order to directly examine the relationship between these three analysis approaches we first compared results from Local-Hreg with Standard GLM and then compared Local-Hreg with Hcorr. To start, we identified intersecting voxels from the standard GLM (Fig. 4A) and LocalHreg (Fig. 4B ), extracting and z-scoring (across participants) the β estimates from the standard GLM and the Local-Hreg values. The Pearson correlation coefficients for the standard GLM and the Local-Hreg values across participants for both HF > LF and HF > PW contrasts were not significant (See Fig. 4D ) with r-values < 0.3 and p-values > 0.1: HF > LF r ¼ 0.11, p ¼ 0.6 and HF > PW r ¼ À0.26, p ¼ 0.17. Next, we examined the relationship between standard GLM and the Local-Hreg values across the left vOTC anatomical mask including data from each voxel (1054 voxels; green outline in Fig. 4A-C) and each contrast (HF > LF and HF > PW) within a single LMEM with Local-Hreg as the dependent variable; fixed effects were the GLM β estimates and contrast type. As data from every voxel was included in the model, a fixed effect regressor that quantified the mean-neighboring value of each surrounding voxel (i.e. 6 voxels that share face) was also included to account for spatial correlation across voxels. Random effects were participant, voxel, mean-neighboring value as a random slope by voxel. The results do not indicate a significant relationship between the Local-Hreg and GLM β estimates for the HF > LF and HF > PW contrasts (β ¼ 0.006, t ¼ 1.2, p ¼ 0.24).
To determine if the Local-Hreg and the searchlight Hcorr analysis techniques were quantifying the same aspect of the BOLD response (i.e. local heterogeneity) we extracted and z-scored (across participants) the values from overlapping voxels of the Local-Hreg (Fig. 4B) and Hcorr (Fig. 4C) clusters. Pearson correlation values (Fig. 4E) for both HF > LF and HF > PW were significant with r-values > 0.3 and p-values < 0.1. Next, we examined the relationship between Local-Hreg and Hcorr values across an anatomical left vOTC mask, including data from each (Fig. 1) projected onto left hemisphere ventral surfaces using BrainNet viewer (Xia et al., 2013) Finally, it is worth noting that although we did not observe any near significant results for the HF > MF contrast with any of the three analytic approaches, we did observe, and essentially replicated the findings reported in this section via the HF > CS contrast. These results are reported in the Supplementary Materials S2.
This analysis reveals that both the Local-Hreg and Hcorr quantify similar aspects of the local neural processing that are (1) not detected with the standard GLM analysis, and (2) presumably due to relatively high local heterogeneity/sparseness of HF word representations compared to LF words, PWs, and CSs within the left vOTC.
Discussion
Our primary goal was to determine if there is a relationship between the familiarity of letter strings and the degree of local heterogeneity of task-related BOLD responses across adjacent voxels that are involved in their representation. To achieve this, we developed a novel method for examining local neural heterogeneity: Local-Heterogeneity Regression (Local-Hreg). We report 4 key findings within the left vOTC: (1) In confirmation of previous findings (e.g., Kronbichler et al., 2004 ) that the greater the orthographic frequency of presented alphabetic stimuli (high frequency words, middle frequency, low frequency words, pseudowords and consonant strings) the lower the relative mean BOLD response within the left vOTC. (2) Conversely, via the novel Local-Hreg technique we determined that the greater the orthographic frequency of presented alphabetic stimuli the greater the relative local heterogeneity of local BOLD responses. This provides support for the hypothesis that, with learning, letter strings develop better-differentiated and more compact representations. (3) Although there was spatial overlap in the left vOTC between the results of mean-signal standard GLM and Local-Hreg analyses, the two measures were not correlated. This indicates that Local-Hreg quantifies an aspect of the local BOLD response -local heterogeneity -that is not easily detected via standard univariate approaches. (4) There was a clear relationship between Local-Hreg and Hcorr analysis results. Specifically, there was spatial overlap of the results (although only if a lenient corrected threshold was applied for the Hcorr analysis) and, furthermore, individual participant Local-Hreg and Hcorr values were correlated. These findings support the conclusion that both approaches constitute measures of the local heterogeneity, although Local-Hreg provides a more robust approach for doing so. Combined, these findings demonstrate that there are word frequency-based differences in BOLD heterogeneity within the left vOTC such that of well-learned letter strings exhibit greater local heterogeneity than those of less well-learned or unfamiliar letter strings.
Implications for understanding the neural bases of orthographic representation and processing
A great many neuroimaging findings indicate that the left vOTC encodes orthographic neural representations, and that the neural responses within this region are sensitive to the extent of subjects' experiences with letter strings. For instance, mean BOLD response within this region has been found to be linearly dependent on the written frequency of stimuli (Fiez et al., 1999; Kronbichler et al., 2004) , with well-learned alphabetic stimuli being associated with lower mean BOLD responses within the left vOTC relative to less well-learned stimuli. Furthermore, it has been reported there is a response gradient of increasing string size and familiarity along the posterior to anterior axis of the left vOTC (Dehaene et al., 2005; Vinckier et al., 2007) such that more posterior left vOTC is responsive to less familiar, smaller size alphabetic strings (e.g. infrequent letters or bigrams) and more anterior vOTC is more responsive to more familiar, larger unit sizes (e.g., frequent trigrams and whole words). In addition, fMRI adaptation studies indicate that the more anterior vOTC region includes narrowly tuned representations for words that contrast with more distributed representations for pseudowords (Glezer et al., 2009 (Glezer et al., , 2015 . Also consistent with the orthographic experience-dependent sensitivity of left vOTC, research has found that the responsivity of this region changes with literacy acquisition (Dehaene et al., 2010) and, more specifically, that the precision of the tuning changes during the course of word learning (Glezer et al., 2015) .
The Local-Hreg (and Hcorr) findings reported here support and build on this previous work. This work supports the proposal that there are highly tuned orthographic representations within the left vOTC, because across the orthographic network, it was specifically within the left vOTC that the Local-Hreg analysis identified an area with relatively high local neural heterogeneity for familiar relative to unfamiliar letter strings. The findings significantly extend previous results by furthering our understanding of the nature of the experience-dependent neural code. By quantifying the similarity of neural responses across adjacent voxels, Local-Hreg provides a more direct evaluation of the prediction of the sparse coding hypothesis; i.e., highly-learned representations should yield greater heterogeneity of the local neural response.
A number of previous studies have reported that the left dorsal IFG is relevant to orthographic processing for both reading and spelling (Rapp and Lipka, 2011; Purcell et al., 2017) . However, we did not find experience-dependent sensitivity in this area, as measured by Local-Hreg. One interpretation of the role of the left IFG is that it contains task dependent representations which coordinate orthographic and phonological representations found in more posterior brain areas (e.g. left vOTC) (Mesulam, 1998; Booth et al., 2002; Bitan et al., 2005) . Specifically, this region could be involved in selecting among competing orthographic representations (e.g., Rapp and Lipka, 2011; Purcell et al., 2017 ; for similar claims in speech production see: Thompson-Schill et al., 1998; Schnur et al., 2009) . Given these interpretations, we might not expect to be able to quantify the relative differentiation of representations within the IFG using the same Local-Hreg approach used here (e.g. other approaches could use different search light sizes/shapes, disjoint voxels, or stimulus conditions).
Furthermore, it is worth considering the potential relevance of LocalHreg in examining the neural bases of competing hypotheses regarding orthographic representations that are predicted by current models of reading. For instance, models such as the Dual Route Cascaded model (Coltheart et al., 2001) or the Triangle model (Plaut et al., 1996; Harm and Seidenberg, 2004 ) make different claims regarding the degree to which orthographic representations are local or distributed. Local-Hreg may provide a tool for examining predictions (if any) regarding the nature of the underlying neural representations that might be generated by these models. For example, the degree to which local heterogeneity can be identified in different sizes of searchlight (or regions of interest) could be relevant. The work reported here was limited to the smallest searchlight and explored the clustering of representational heterogeneity across spans of three adjacent voxels; searchlights that cover a larger volume may reveal differences in local heterogeneity for orthographic representations that are relatively more distributed (i.e. that span a larger number of voxels).
Local-heterogeneity may provide a new way to test theories and examine predictions of computational models of reading/spelling as they relate to the brain and, more generally, a novel approach for using functional neuroimaging to inform cognitive models (Coltheart, 2013) .
Local-Hreg and mean BOLD response
Given that there were mean BOLD response differences between the HF, LF, PW and CS in voxels that also exhibited Local-Hreg differences between the same conditions, the question arises regarding whether standard within-voxel, mean signal-based GLM approaches might also be sensitive to the relative heterogeneity of local representations for written words. To address this we explicitly examined the relationship between mean BOLD response differences and Local-Hreg differences in multiple ways. Due to the fact that Local-Hreg analysis incorporates (and removes) the mean BOLD response, as expected we did not observe a significant relationship between mean BOLD response difference values and the Local-Hreg difference values, even when incorporating data from every voxel in a region of interest (left vOTC) into a LMEM that used subject and voxels as random effects. This supports the conclusion that LocalHreg measures an aspect of local neural representation that is not readily detected via traditional within-voxel, mean signal-based approaches. Of course, it is possible that there is still a relationship that was not detected in this work (i.e. a null result does not prove there is no relationship).
Local-Hreg: an adaptation of gPPI
As a regression based approach, gPPI analysis allows for the "selection" of variance associated specific portions of a time series (McLaren et al., 2012) . Critically, the interaction terms quantify the condition-specific activation relationships between a seed region and another target region in a way that is independent of general task-related signal fluctuations and presumed physiologically-based components. Local-Hreg, by implementing gPPI to examine local connectivity, has access to the interaction terms for different stimulus conditions, allowing -in this context -for a comparison of the degree of local, cross-voxel similarity (heterogeneity) associated with letter strings of different frequency. Furthermore, the implementation of Local-Hreg as a searchlight analysis allows for this without the need to identify specific source and target voxels.
Local-Hreg has advantages over previous heterogeneity analysis approaches such as the Hcorr. Whereas Hcorr segments out conditionspecific portions of the time series and then quantifies the variability of their cross-voxel correlations (Jiang et al., 2013) , Local-Hreg uses a regression-based approach to analytically select the condition-specific variance of interest and explicitly model the amount of shared condition-specific variance across voxels. Although both approaches quantify the relative amount of local condition-specific heterogeneity in algorithmically very different ways, high Local-Hreg and Hcorr values were observed in the same left vOTC region and were correlated. This confirms that they both quantify the same aspect of the local BOLD signal (i.e., local heterogeneity), although Local-Hreg is a more robust method for doing so.
Comparison of Local-Hreg to other approaches to investigating neural representation: MVPA and fMRI-A
Multi-voxel pattern analysis (MVPA) assumes that neural representations are spatially distributed across multiple voxels and that the content of these representations can be inferred when cross-voxel patterns distinguish specific representational features/dimensions (Haxby et al., 2001; Cox and Savoy, 2003; Kriegeskorte et al., 2008; Haxby, 2012; Mahmoudi et al., 2012) . Although algorithmically very different from Local-Hreg, one key similarity between the approaches is that both are insensitive to the mean level of activity in a brain region (Davis et al., 2014) since both examine whether neural patterns differentiate two conditions independently of the average neural response. The fundamental difference between the methods is that whereas MVPA first computes the mean BOLD response for each voxel and then statistically evaluates the similarity of the cross-voxel patterns, Local-Hreg first computes cross-voxel similarity (each voxel with its neighbors) and then statistically evaluates these values for each voxel. By first calculating the mean neural response in each voxel via a standard univariate GLM, the MVPA approach reduces the dimensionality of the data from high dimensional voxel time-series to low-dimensional voxel activation values (i.e., GLM beta values). Local-Hreg, instead, quantifies the shared condition-specific similarity of voxel time series prior to reducing the dimensionality of the data. The Local-Hreg approach considers subtle similarities/differences of the neural responses within given conditions over the time-series, although it does not evaluate representational content that may be distributed across voxels.
MVPA classification approaches have also been used to index the integrity or strength of neural representations by considering the classifiability of distributed activation patterns. For example, this has been applied to examine the integrity of visual object representations in schizophrenia (Yoon et al., 2008) , face/object classification in congenital prosopagnosia (Rivolta et al., 2014) and face processing in autism spectrum disorder (Coutanche et al., 2011) . Although a useful tool, it does not provide a clear picture of the basis for the classification performance. For example, in Rivolta et al. (2014) poor classification of face/object cross-voxel neural patterns from congenital prosopagnosics could have occurred because either faces, objects, or both were "poorly" represented; there is no information about the relative differentiability of the categories themselves, only that there is poor differentiation between them. On the other hand, Local-Hreg provides a more direct measure of the representational integrity of individual categories, assuming that higher integrity is associated with greater differentiability/heterogeneity of the local neural representations. Importantly, the two approaches complement each other, with MVPA identifying representational content and Local-Hreg indexing neural differentiability.
Finally, it is worth pointing out that although Local-Hreg was developed to quantify the local differentiation of BOLD responses for different stimulus categories, presumably it could be used to evaluate differentiation across learning/exposure time-points for individual stimuli. For instance, Xue et al. (2010) examined patterns of neural responses across individual items as they were learned, observing that local patterns for better learned items had more similar (more consistent) patterns of BOLD responses across the learning trajectory compared to patterns for poorly learned items. For instance the pattern of BOLD responses associated with learning a specific face stimulus was more similar upon repeated presentations of that specific subsequently well-learned face (Xue et al., 2010) . We would predict that with learning, representations would not only be more consistent across trials, but would also have correspondingly higher local differentiation. It would be important in future work to determine if there is a relationship between the consistency of neural response patterns across time and their degree of differentiation.
FMRI adaptation (fMRI-A) examines neural tuning properties based on the well-established finding in single-unit recording that repeated firing leads to decreased firing rates (Desimone, 1996) . In fMRI-A, the similarity of stimulus features is manipulated and then the degree of adaptation of the BOLD response in a brain area is used to infer its representational content (Grill-Spector and Malach, 2001; Henson and Rugg, 2003; Grill-Spector, 2006; Grill-Spector et al., 2006; Malach, 2012; Barron et al., 2016; Larsson et al., 2016) . For example, based on fMRI-A results, Glezer et al. (2009 Glezer et al. ( , 2015 argued that words have a higher degree of tuning/selectivity than pseudowords. Specifically, they found that neural adaptation for words occurs only for repeated presentations of the same word strings, whereas pseudoword adaptation was observed for word strings that differed by one letter. On this basis, they argued that there are local, highly tuned orthographic word representations in left vOTC. This claim was apparently at odds with the Baeck et al. (2015) MVPA-based finding (2015; see also Stevens et al., 2017) that although the left vOTC can distinguish the categories of words from pseudowords, it cannot make within-category distinctions between individual items. However, we suggest that MPVA may not be well-suited to address this type of question or for quantifying the degree of neural tuning of specific representations because it relies on reducing the BOLD responses to a single beta-value in each voxel, making it less sensitive to more fine-grained within or across-voxel differences, something that both Local-Hreg and neural adaptation techniques are better suited for.
Finally, although successfully used to examine neuronal tuning, the neural basis of the adaptation is not entirely clear; different proposals include: 1) the neuronal fatigue model: the originally responding neurons respond less, 2) the facilitation model: the original responding neurons respond more quickly, or 3) the sharpening model: fewer neurons respond as the neural response becomes more sharply tuned . We propose that the Local-Hreg method could be used to test the sharpening model hypothesis assuming that a key prediction is that heterogeneity should increase with increasing adaptation effects. This is an example of a way in which Local-Hreg could be used to examine and complement fMRI adaptation results.
Limitations and future studies
We have shown that Local-Hreg (similar to other multi-voxel approaches) quantifies a unique aspect of BOLD activity relative to the mean response. Furthermore, the pattern of Local-Hreg results is consistent with the interpretation that representational sparseness increases with learning. However, other accounts of these observations may be possible and further work is required to establish a better understanding of the underlying neural processes that give rise to the observed association of local, cross-voxel heterogeneity with stimulus familiarity. In this regard, further empirical work involving a range of learning situations (e.g., adults and children and relearning after brain injury; see Purcell et al., In Preparation) will be necessary for testing predictions established in this work. Furthermore, computational simulation would be especially important for assessing the viability of a learning-based account that assumes that exposure-based neural changes lead to local heterogeneity at the voxel level. Additionally, simulations incorporating estimates of both mean BOLD and Local-Hreg could help clarify under what, if any, circumstances there is a relationship between these measures. Furthermore, optimal designs for quantifying condition-specific local heterogeneity could be derived from simulations. That is, different designs (e.g. jittered timing, counterbalance schemes) may be optimally suited to quantify one measure or the other (or both simultaneously). Despite these clear limitations in our understanding of the underlying mechanisms of learning-related local heterogeneity, this study provides a strong empirical basis for this future work.
Summary
Local-Hreg constitutes a novel approach for quantifying the similarity of task-based, condition-specific BOLD responses across voxels within a local region. The work reported here specifically supports the claim that the experience-dependent orthographic representations observed in the left vOTC vary in terms of the local heterogeneity of the BOLD response across voxels, which could, in turn, reflect the relative sparseness of their representations. That is, word strings with which we have more experience may yield sparser representations and more heterogeneous response patterns across adjacent voxels. Local-Hreg is an approach that can be used to explore experience-dependent learning across a wide range of cognitive domains, and adds to our analytic toolbox by providing a general method for quantifying local differentiation of neural representations across adjacent voxels.
