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EXPONENTIAL INTEGRABILITY FOR LOG-CONCAVE MEASURES
PAATA IVANISVILI AND RYAN RUSSELL
Abstract. Talagrand observed that finiteness of E e
1
2
|∇f(X)|2 implies finiteness of E ef(X) where
X is the standard Gaussian vector in Rn and f is a smooth function with zero average. However,
in this paper we show that finiteness of E e
1
2
|∇f |2(1 + |∇f |)−1 implies finiteness of E ef(X), and
we also obtain quantitative bounds
log E ef ≤ 10E e
1
2
|∇f |2(1 + |∇f |)−1.
Moreover, the extra factor (1 + |∇f |)−1 is the best possible in the sense that there is smooth f
with E ef =∞ but E e
1
2
|∇f |2(1 + |∇f |)−c <∞ for all c > 1.
1. Introduction
In [2], Bobkov–Go¨tze showed that for sufficiently nice f : Rn → R with Ef(X) = 0 we have
E ef(X) ≤
(
E eα|∇f(X)|
2
) 1
2α−1
for any α > 1/2,(1.1)
for a class of random vectors X in Rn satisfying log-Sobolev inequality with constant 1. In
particular, the estimate (1.1) holds true when X ∼ N (0, In×n) is the standard Gaussian vector in
Rn and In×n is the identity matrix. The inequality implies the measure concentration phenomena
P(f(X) > λ) ≤ e−λ2/2 for all λ ≥ 0 provided that |∇f | ≤ 1 and E f(X) = 0. In [2] it was asked
what happens in the endpoint case when α = 1/2, i.e., does finiteness of E e
|∇f(X)|2
2 imply
finiteness of E ef(X) even for n = 1 and X ∼ N (0, 1)?
Notice that the finiteness of E eβ|∇f(X)|
2
for some β ∈ (0, 1/2) does not imply finiteness of
E ef(X) (consider X ∼ N (0, 1) and f(x) = x2−12 ). Therefore, perhaps
E ef(X) < h
(
E e
1
2
|∇f(X)|2
)
is the “best possible” inequality one can ask for some h : [1,∞)→ [0,∞).
It is not hard to see (see [2]) that Bobkov–Go¨tze’s exponential inequality (1.1) is optimal in
terms of the powers, i.e., one cannot replace 12α−1 with
1
cα−1 for some c < 2, and one cannot
replace eα|∇f |2 with ecα|∇f |2 for some c < 1.
Talagrand observed (see a discussion on page 8 in [2]) that even though (1.1) “fails” at the
endpoint exponent α = 12 , surprisingly, the finiteness of E e
1
2
|∇f(X)|2 still implies finiteness of E ef
for X ∼ N (0, In×n).
In this paper we show that the finiteness of E e
1
2
|∇f |(1 + |∇f(X)|)−1 implies the finiteness of
E ef(X) for all n ≥ 1, and the extra factor (1 + |∇f |)−1 is the best possible in the sense that it
cannot be replaced by (1 + |∇f |)−c for some c > 1. Moreover, we provide quantitive bounds.
Theorem 1.1. For any n ≥ 1 we have
log E ef(X)−Ef ≤ 10E e 12 |∇f(X)|2(1 + |∇f(X)|)−1(1.2)
for all f ∈ C∞0 (Rn) where X ∼ N (0, In×n).
To see the sharpness of the factor (1 + |∇f |)−1 in (1.2) let n = 1, and let f(x) = x22 . Then
E ef(X) = ∞. On the other hand, E e 12 |∇f(X)|2(1 + |∇f(X)|)−c = 1√
2pi
∫
R
dx
(1+|x|)c < ∞ for all
c > 1. It remains to multiply f by a smooth cutoff function 1|x|≤R and take the limit R→∞.
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Using standard mass transportation arguments the exponential integrability (1.2) can be ex-
tended to random vectors X having log-concave densities.
Corollary 1.2. Let X be an arbitrary random vector in Rn with density e−u(x)dx such that
Hessu ≥ R In×n for some R > 0. Then
log E ef(X)−Ef ≤ 10E e 12R |∇f(X)|2(1 +R−1/2|∇f(X)|)−1(1.3)
holds for all f ∈ C∞0 (Rn).
Exponential integrability has been studied for other random vectors X as well. Let us briefly
record some known results where we assume f to be real valued with Ef(Y ) = 0. In all examples
Y is uniformly distributed on the set where it is given.
log E ef(Y ) ≤ E 1
4
|∇S2f(Y )|2, Y ∈ S2 = {‖x‖ = 1, x ∈ R3},(1.4)
log E ef(Y ) ≤ 1 + E 1
16
|∇f(Y )|2, Y ∈ D = {‖x‖ ≤ 1, x ∈ R2},(1.5)
log E ef(Y ) ≤ log E eD(f)2(Y ), Y ∈ {−1, 1}n,(1.6)
log E ef(Y ) ≤ log E e4|∇f |2(Y ), Y ∈ [−1, 1]n, (only for convex f),(1.7)
where in (1.6) by the symbol D(f)2 we denote “discrete gradient” (see [2]). The estimate (1.4),
also known as Mozer–Trudinger inequality (with the best constants due to Onofri), has been
critical for geometric applications [7, 8]. The exponential integrability (1.4) is due to Carleson–
Chang [4]. A slightly weaker version of (1.6), namely, E ef(Y ) ≤ E epi
2
8
D(f)2(Y ) was obtained
by Ben-Efraim–Lust-Piquard [1] (and its Gaussian counterpart, when Y is the standard n-
dimensional Gaussian random vector with i.i.d. entries, follows from Pisier’s inequality [6]).
The proof of the main theorem uses heat–flow arguments. We construct a certain increasing
quantity A(s) with respect to a parameter s ∈ [0, 1]. We will see that
logE ef(X) = A(0) ≤ A(1) ≤ E f(X) + 10E e 12 |∇f(X)|2(1 + |∇f(X)|)−1.
To describe the expression for A(t), let Φ(t) = P(X1 ≤ t) be the Gaussian cumulative distribution
function, and set k(x) = − log(log Φ(t))′. Our main object will be a certain function F : [0,∞)→
[0,∞) defined implicitly as
F (x) =
∫ x
0
ek((k
′)−1(t))dt for all x ∈ [0,∞),(1.8)
where (k′)−1 is the inverse function to k′ (it will be explained in the next section why F is well
defined). For f : Rn → R we consider its heat flow Usf(y) := Ef(y+
√
sX) where s ∈ [0, 1]. Let
g(x) = ef(x), then
A(s) := Us
[
log U1−sg + F
(√
s |∇U1−sg|
U1−sg
)]
(0)
will have the desired properties: A′(s) ≥ 0, A(0) = log E ef(X), and A(1) = E f +EF (|∇f |). The
argument gives the inequality
log E ef−Ef ≤ EF (|∇f |).(1.9)
The last step is to show the pointwise estimate F (s) ≤ 10 e s
2
2 (1 + s)−1 for all s ≥ 0.
The computation of A′(s) is technical and it is done in Section 2.3, where we also explain how
the expression A(t) was “discovered”. We should note that the main reason that makes A′ ≥ 0
is the fact that k′/k′′ > 0, and the inequality
1− k′′ − k′ek ≥ 0,
which for k = − log(log Φ(t))′ serendipitously turns out to be equality.
Sections 2.1 and 2.2 are technical and can be skipped when reading the paper for the first
time. In these sections we show that F ∈ C2([0,∞)) is an increasing convex function with
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values F (0) = F ′(0) = 0, F ′′(0) = 1. Furthermore, the “modified” hessian matrix of M(x, y) :=
log x+ F (y/x) is positive semidefinite(
Mxx +
My
y Mxy
Mxy Myy
)
≥ 0 for all (x, y) ∈ (0,∞)× [0,∞).(1.10)
In Section 2.3 we show that the condition (1.10) implies the inequality
M(Eg(X), 0) ≤ EM(g(X), |∇g(X)|)(1.11)
for all nice g : Rn → (0,∞). At the end of Section 2.3, we deduce Theorem 1.1 and Corollary 1.2
from (1.11).
2. Proof of the main theorem
2.1. Step 1. An implicit function F and its properties. Let
k(x) := − log (log Φ(x))′ = x
2
2
+ ln
(∫ x
−∞
e−
s2
2 ds
)
for all x ∈ R.
Define a real valued function F implicitly as
F (k′(t)) =
∫ t
−∞
k′′(s)ek(s)ds for all t ∈ R.(2.1)
Lemma 2.1. We have
1. k′(−∞) = 0; k′(x) ∼ x as x→∞; k′′ > 0 (and hence k′ > 0);
2. F : [0,∞)→ [0,∞); F (0) = F ′(0) = 0, F ′′(0) = 1; F ′(k′) = ek; F ′′(k′) = k′k′′ ek.
Proof. Let us investigate the asymptotic behavior of k and its derivatives at x = −∞. Let
x < 0. For m ≥ 0, define Im := ex2/2
∫ x
−∞ e
−s2/2s−mds. Integration by parts reveals Im =
−s−(m+1) − (m+ 1)Im+2. By iterating we obtain
e
x2
2
∫ x
−∞
e−
s2
2 ds = I0 = −x−1 + x−3 − 3 · x−5 + 3 · 5 · x−7 + 3 · 5 · 7 · I8
= −x−1 + x−3 − 3x−5 +O(x−7) as x→∞
because |I8| ≤
∫ x
−∞ s
−8ds = O(x−7). Thus, as x→ −∞ we have
ek(x) = I0 = −x−1 + x−3 − 3x−5 +O(x−7), e−k(x) = −x− x−1 + 2x−3 +O(x−5),
k′(x) = x+ e−k(x) = −x−1 + 2x−3 +O(x−5), k′′(x) = 1− k′(x)e−k(x) = x−2 +O(x−4),
k′′(x)ek(x) = −x−3 +O (x−5) , and k′(x)ek(x)
k′′(x)
= 1 +O(x−2).
The claim k′(x) = x+ 1
ex2/2
∫ x
−∞
e−s2/2ds
∼ x as x→∞ is trivial. Next, we show that k′′ > 0.
k′′ = 1− xe
x2/2
∫ x
−∞ e
−s2/2ds + 1
(ex
2/2
∫ x
−∞ e
−s2/2ds)2
=
ex
2
e2k(x)
[(∫ x
−∞
e−s
2/2ds
)2
− xe−x2/2
∫ x
−∞
e−s
2/2ds− e−x2
]
.
If we let h(x) := e−x2/2, and H(x) :=
∫ x
−∞ e
−t2/2dt, then it suffices to show
u(x) := H2 − xhH − h2 > 0.
Clearly H ′ = h, and h′ = −xh. Next
u′ = 2Hh− hH + x2hH − xh2 + 2xh2 = Hh+ x2hH + xh2
= (H + x2H + xh)h =
(
H + h
x
1 + x2
)
(1 + x2)h.
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Let v(s) = H + h x
1+x2
. Then, we have
v′(s) = h− h x
2
1 + x2
+ h
1− x2
(1 + x2)2
=
(
1
1 + x2
+
1− x2
(1 + x2)2
)
h =
2
(1 + x2)2
h > 0.
Since v(−∞) = 0 and v′ > 0, we obtain v(s) > 0 for all s ∈ R. In particular u′ > 0; taking into
account that u(−∞) = 0, we conclude u(s) > 0 for all s ∈ R. The lemma is proved. 
It follows that k′ > 0 and k′ : R → [0,∞). Thus, we may consider the inverse map t 7→ k′(t)
denoted as (k′)−1 : [0,∞)→ R. After making a change of variables in (2.1), we obtain
F (x) =
∫ (k′)−1(x)
−∞
k′′(s)ek(s)ds
s=(k′)−1(u)
=
∫ x
0
ek((k
′)−1(u))du,
which coincides with the expression announced in (1.8).
Lemma 2.2. We have F (x) ≤ 10 ex
2
2 (1 + x)−1 for all x ≥ 0.
Proof. Notice that k′(u) = u + e−k(u) ≥ u (for all u ∈ R) and k′′ > 0. Therefore, u ≥ (k′)−1(u)
for u ≥ 0; so k(u) ≥ k((k′)−1(u)) due to the fact that k′ > 0. Thus
F (x) ≤
∫ x
0
ek(u)du =
∫ x
0
e
u2
2
∫ u
−∞
e−
s2
2 dsdu ≤
√
2π
∫ x
0
e
u2
2 du.
Next, we claim the simple chain of inequalities∫ x
0
e
u2
2 du
(A)
≤ 2x
1 + x2
e
x2
2
(B)
≤ 3
1 + x
e
x2
2 .
Indeed, inequality (A) follows from the fact that it is true at x = 0, and
d
dx
(
2x
1 + x2
e
x2
2 −
∫ x
0
e
u2
2 du
)
= e
x2
2
(
1− 4x
2
(1 + x2)2
)
≥ ex
2
2
(
1− 4x
2
(2x)2
)
= 0.
The inequality (B) is elementary. Therefore, we conclude that
F (x) ≤ 3
√
2π e
x2
2 (1 + x)−1 ≤ 10 ex
2
2 (1 + x)−1 for all x ≥ 0.

2.2. Step 2. Monge–Ampe`re type PDE. Define
M(x, y) = log x+ F (y/x) for all (x, y) ∈ (0,∞)× [0,∞).(2.2)
Clearly M ∈ C2 and My(x, 0) = 0, where Mx = ∂M∂x and My = ∂M∂y . Next, let us consider the
matrix
A(x, y) :=
(
Mxx +
My
y Mxy
Mxy Myy
)
.(2.3)
We claim
Lemma 2.3. For each (x, y) ∈ (0,∞) × [0,∞) the matrix A(x, y) is positive semidefinite with
det(A) = 0.
Proof. Let us calculate the partial derivatives of M . Let t := yx−1. We have
Mx = x
−1 − yx−2F ′(yx−1) = x−1(1− tF ′(t)),
Mxx = −x−2 + 2yx−3F ′(yx−1) + (yx−2)2F ′′(yx−1) = x−2(−1 + 2tF ′(t) + t2F ′′(t)),
My = x
−1F ′(t), Myx = −x−2(F ′(t) + tF ′′(t)),
Myy = x
−2F ′′(t)
Lemma 2.1
> 0.
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To see that A(x, y) is positive semidefinite it suffices (due to the inequality Myy > 0) to check
det(A) = 0. We have
det(A) =MxxMyy −M2xy +
MyMyy
y
= x−4
[
(−1 + 2tF ′ + t2F ′′)F ′′ − (F ′ + tF ′′)2 + F
′F ′′
t
]
= x−4
[
−F ′′ − (F ′)2 + F
′F ′′
t
]
.
Next, for t = k′ by Lemma 2.1 have F ′(k′) = ek and F ′′(k′) = k
′ek
k′′ . Therefore
−F ′′ − (F ′)2 + F
′F ′′
t
= −k
′ek
k′′
− e2k + e
2k
k′′
=
e2k
k′′
(
1− k′′ − k′e−k
)
= 0,
due to the fact that k′(x) = x+ e−k(x) (and hence k′′ = 1− k′e−k). 
2.3. Step 3: the heat-flow argument. First we would like to give some heuristics for how the
flow is constructed. For simplicity consider n = 1. If we succeed in proving the inequality
M(Eg(ξ), 0) ≤ EM(g(ξ), |g′(ξ)|), g : R→ (0,∞),(2.4)
where ξ ∼ N (0, 1), and M(x, y) = log x + F (y/x), then we obtain log Eg + F (0) ≤ E log g +
EF (|g′|/g), which for g = ef coincides with (1.9). So, the question is to prove (2.4). We consider
discrete approximation of ξ, namely, let
~ε = (ε1, . . . , εm),
where εj are i.i.d. symmetric Bernoulli ±1 random variables. By the Central Limit Theorem
ε1 + . . .+ εm√
m
d→ ξ as m→∞.
We hope to prove the “hypercube analog” of (2.4), i.e.,
M(E g˜(~ε), 0) ≤ EM(g˜(~ε), |Dg˜(~ε)|), g˜(~ε) = g
(
ε1 + . . . + εm√
m
)
,(2.5)
for all m ≥ 1, where the “discrete” gradient |Dg˜(~ε)| :=
√∑m
j=1 |Djg(~ε)|2 is defined in a subtle
way as
Dj g˜(ε1, . . . , εm) =
g˜(ε1, . . . , εj , . . . , εm)− g˜(ε1, . . . ,−εj , . . . , εm)
2
for j = 1, . . . ,m.
One can see that after taking the limit m→∞ in (2.5) we recover (2.4) due to the fact that
Dj g˜(~ε) = g
′
(
ε1 + . . . + εm√
m
)
εj√
m
+O
(
1
m
)
and
|Dg˜(~ε)| =
√[
g′
(
ε1 + . . .+ εm√
m
)]2
+O
(
1√
m
)
at least for bounded smooth g with uniformly bounded derivatives.
Next, we take this one step further and consider the inequality (2.5) for all g˜ : {−1, 1}m → R
instead of the specific ones defined in (2.5); in doing so we are ever so slightly enlarging the
class of test functions including those that are not invariant with respect to permutations of
(ε1, . . . , εn). To prove
M(Eh, 0) ≤ EM(h, |Dh|) for all h : {−1, 1}m → (0,∞) and all m ≥ 1,(2.6)
one trivial argument would be to invoke product structure of {−1, 1}m. For example, if we
manage to show an intermediate “4-point” inequality
M(Eε1h, |DEε1h|) ≤ Eε1M(h, |Dh|),(2.7)
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where Eε1 averages only with respect to ε1, then by iterating (2.7) we obtain
M(Eh, 0) =M(Eεm . . .Eε1h, |DEεm . . .Eε1h|) ≤ Eε1 . . .EεmM(h, |Dh|) = EM(h, |Dh|).
Upon closer inspection, we can see that (2.7) follows1 from the following 4 point inequality
2M(x, y) ≤M(x+ a,
√
a2 + (y + b)2) +M(x− a,
√
a2 + (y − b)2)(2.8)
for all real numbers x, y, a, b such that x ± a > 0. To prove (2.8) for one specific M seems to
be a possible task, however, if we take into account that M is defined by (2.2) which involves
implicitly defined F , the four parameter inequality (2.8) becomes complicated (see [5] where one
such inequality was proved for M(x, y) = −ℜ (x+ iy)3/2 by tedious computations involving high
degree polynomials with integer coefficients).
Expanding (2.8) at point (a, b) = (0, 0) via Taylor series one can easily obtain a necessary
assumption, the infinitesimal form of (2.8) i.e.,(
Mxx +
My
y Mxy
Mxy Myy
)
≥ 0.(2.9)
Of course, the infinitesimal condition (2.9) does not necessarily imply its global two-point in-
equality (2.8) (and in particular (2.6)). Also, it may seem implausible to believe that the positive
semidefiniteness (2.9) implies the inequality (2.4) in gauss space. Surprisingly the last guess turns
out to be correct, and perhaps the reason lies in the fact that one only needs to verify (2.5) as
m→∞ (and only for symmetric functions g˜). Let us “take the limit” and see how the heat flow
arises.
Let Ek be the average with respect to the first ε1, . . . , εk, and let E
m−k be the average with
respect to the remaining variables εm−k+1, . . . , εm. Then the 4-point inequality (2.7) implies
k 7→ EkM(Em−k g˜, |DEm−kg˜|) is increasing on 0 ≤ k ≤ m.
Taking k,m→∞ so that km → s ∈ [0, 1] one can conclude
s 7→ UsM(U1−sg,
√
s|U1−sg′|) is increasing on [0, 1],(2.10)
where Us is the heat flow defined as
∂
∂s
Usg =
1
2
∂2
∂x2
Usg, U0g = g.
Luckily we can ignore all the heuristics, just start from the map (2.10) and take its derivative
in s to see when it has nonnegative sign. Slightly abusing the notations we denote D = ∂∂x , and,
for simplicity, let us work with the map s 7→ UsM(U1−sg,
√
sU1−sg′), where we omit the absolute
value in the second argument of M . Let b = U1−sg. Clearly ddsb = −12 D2b. We have
d
ds
UsM(b,
√
sDb) =
=
1
2
D2UsM(b,
√
sDb) + Us
(
−1
2
D2bMx +
(
1
2
√
s
Db−
√
s
2
D3b
)
My
)
=
Us
2
(
D(MxDb+My
√
sD2b)−MxD2b+ My√
s
Db−My
√
sD3b
)
=
Us
2
(
Mxx(Db)
2 + 2Mxy
√
sDbD2b+Myys(D
2b)2 +
My√
s
Db
)
.
And notice that
MxxD
2b+ 2Mxy
√
sDbD2b+Myys(D
2b)2 +
My√
s
Db =
(
Db
√
sD2b
)(Mxx + My√sDb Mxy
Mxy Myy
)(
Db√
sD2b
)
≥ 0.
1In fact they are equivalent provided that y 7→M(x, y) is increasing
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It remains to extend the argument to higher dimensions and put the the absolute value back into
the second argument of M .
Theorem 2.4. Let M : (0,∞) × [0,∞)→ R be such that M ∈ C2 with My(x, 0) = 0, and(
Mxx +
My
y Mxy
Mxy Myy
)
≥ 0.(2.11)
Then the map
s 7→ UsM(U1−sg,
√
s|∇U1−sg|) is increasing on [0, 1](2.12)
for all smooth bounded g : Rn → (0,∞) with uniformly bounded first and second derivatives.
Proof. Let M(x, y) = B(x, y2). Let B1 and B2 be partial derivatives of B. Positive semidefinite-
ness of the matrix (2.11) in terms of B converts to(
B11(x, y
2) + 2B2(x, y
2) 2yB12(x, y
2)
2yB12(x, y
2) 2B2(x, y
2) + 4y2B22(x, y
2)
)
≥ 0(2.13)
for all x > 0, and all y ≥ 0. Next, let G = P1−sg. Clearly ddsG = −∆2 G. We have
d
ds
UsB(U1−sg, s|U1−s∇g|2) =
1
2
Us
[
∆B(G, s|∇G|2)−B1∆G+ 2B2|∇G|2 − 2B2s∇G · ∇∆G
]
.
Next, let Dj =
∂
∂xj
. Then
DjB(G, s|∇G|2) = B1DjG+B2 sDj |∇G|2,
D2jB(G, s|∇G|2) = B11(DjG)2 + 2B12DjGsDj |∇G|2 +B22 s2(Dj |∇G|2)2
+B1D
2
jG+B2 sD
2
j |∇G|2,
and ∆B = B11|∇G|2 + 2B12∇G · s∇|∇G|2 +B22
∣∣s∇|∇G|2∣∣2
+B1∆G+B2s∆|∇G|2.
Notice that ∆|∇G|2 = 2∇G · ∇∆G+ 2Tr (HessG)2. Therefore
∆B(G, s|∇G|2)−B1∆G+ 2B2|∇G|2 − 2B2s∇G · ∇∆G =
B11|∇G|2 + 2B12∇G · s∇|∇G|2 +B22
∣∣s∇|∇G|2∣∣2 + 2B2|∇G|2 + 2B2sTr (HessG)2 ≥
B11|∇G|2 − 2|B12||∇G|
∣∣s∇|∇G|2∣∣+B22 ∣∣s∇|∇G|2∣∣2 + 2B2|∇G|2 + 2B2sTr (HessG)2.(2.14)
We observe the inequality
Tr (HessG)2 |∇G|2 =
n∑
j=1
|∇DjG|2|∇G|2 ≥
n∑
j=1
(∇DjG · ∇G)2 ≥ 1
4
∣∣∇|∇G|2∣∣2 .(2.15)
First we want to consider the case when |∇G| = 0. We recall M(x, y) = B(x, y2). Therefore
B2(x, 0) exists and is equal to
1
2Myy(x, 0) (due to the fact that My(x, 0) = 0). Also
lim
y→0
B12(x, y
2)y =
1
2
Mxy(x, 0),
and
lim
y→0
B22(x, y
2)y2 = lim
y→0
1
4
(
Myy(x, |y|) − 2B2(x, y2)
)
= 0.
Therefore, if |∇G| = 0, then due to the inequality (2.15), the expression simplifies to
2B2(G, 0)sTr (HessG)
2 =
1
2
Myy(G, 0)sTr (HessG)
2 ≥ 0,
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where the last inequality holds true by the assumption (2.11), hence (2.14) is nonnegative.
If |∇G| > 0 then we proceed as follows: the assumption (2.11) implies yMxx +My ≥ 0. In
particular taking y = 0 we obtain My(x, 0) ≥ 0. Also it follows from (2.11) that Myy ≥ 0. Thus
My(x, y) ≥ 0 for all y ≥ 0. In particular B2(x, y2) ≥ 0 for all y > 0 (and also for y = 0 as we
just noticed B2(x, 0) =
1
2Myy(x, 0) ≥ 0). Therefore, using (2.15), we can estimate the last term
in (2.14) from below as B2
|s∇|∇G|2|2
2s|∇G|2 . Finally,
B11|∇G|2 − 2|B12||∇G|
∣∣s∇|∇G|2∣∣+B22 ∣∣s∇|∇G|2∣∣2 + 2B2|∇G|2 +B2
∣∣s∇|∇G|2∣∣2
2s|∇G|2
=
(
|∇G|
√
s|∇|∇G|2|
2|∇G|
)( B11 + 2B2 −2√s|∇G| |B12|
−2√s|∇G| |B12| 4s|∇G|2B22 + 2B2
)( |∇G|√
s|∇|∇G|2|
2|∇G|
)
≥ 0
by the assumption (2.13) and the fact that B is evaluated at point (G, s|∇G|2).

Proof of Theorem 1.1. Notice that Usg(y) = E g(y +
√
sX), therefore, comparing the values of
the map (2.12) at the endpoints s = 0 and s = 1 we obtain
M(Eg(X), 0) = U0M(U1g,
√
0|U1∇g|)(0) ≤ U1M(U0g, |U0∇g|)(0) = EM(g(X), |∇g(X)|).
In particular, for g = ef where f ∈ C∞0 (Rn) we obtain
log E ef(X) ≤ Ef(X) + EF (|∇f(X)|).
Finally, using the pointwise inequality F (x) ≤ 10 ex
2
2 (1+x)−1 from Lemma 2.2 finishes the proof
of Theorem 1.1 
Proof of Corollary 1.2. Let dµ = e−u(x)dx be the density of the log-concave random vector X with
Hessu ≥ R In×n for some R > 0. It follows from [3] that there exists a convex function ψ : Rn → R
such that the Brenier map T = ∇ψ pushes forward the gaussian measure dγn(x) = e−|x|
2/2√
(2pi)n
dx
onto dµ and 0 ≤ Hessψ ≤ 1√
R
In×n. Next, we apply the inequality
log
∫
Rn
ef(x)dγn(x) ≤
∫
Rn
f(x)dγn(x) +
∫
Rn
F (|∇f(x)|)dγn(x)(2.16)
with f(x) = h(∇ψ(x)) for an arbitrary h ∈ C∞0 (Rn). Then notice that
|∇f(x)| = |Hessψ∇h(∇ψ(x))| ≤ 1√
R
|∇h(∇ψ(x))|.
Since F ′ > 0 we conclude that
F (|∇f(x)|) ≤ F
(
1√
R
|∇h(∇ψ(x))|
)
≤ 10 e |∇h(∇ψ(x))|
2
2R (1 +R−1/2|∇h(∇ψ)|)−1.
The last inequality together with (2.16) implies
log
∫
Rn
eh(x)dµ(x) ≤
∫
Rn
h(x)dµ(x) + 10
∫
Rn
e
|∇h(x)|2
2R (1 +R−1/2|∇h(x)|)−1dµ(x)
for all h ∈ C∞0 (Rn). This finishes the proof of Corollary 1.2. 
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