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Abstract
Military transport aircraft typically have a steep upsweep angle to allow for a rear-
loading capability. This larger upsweep angle results in an increased drag coefficient,
due to the formation of a counter-rotating vortex pair and a corresponding reduction
in pressure on the upswept surface. Previous research has focused on the application
of passive methods to control the vortices, to variable success. This thesis describes
an experimental study into an assessment of the potential for blowing-type active flow
control solutions to efficiently reduce the drag coefficient of a slanted-base axisymmetric
cylinder, through the weakening of the afterbody vortex pair.
Results demonstrate that active methods can efficiently lower the drag coefficient of
an upswept afterbody if configured and designed with consideration. Drag reductions
worth around 9% have been achieved, corresponding to energy savings of almost 6%,
from a pulsed high-aspect-ratio jet positioned close to the upstream apex. When di-
rected parallel to the freestream, this resulted in afterbody vortices with smaller cores
and lower circulation, and which were displaced further outboard and away from the
surface. An increased turbulence intensity, due to the fluctuating velocity in the jet
pulse cycle and the periodic displacement of the vortices, caused a large meandering
amplitude. As a result, the time-averaged vorticity was significantly reduced.
Initial experiments using pairs of circular jets on the upswept face, revealed a de-
pendency on blowing direction and location. Drag reductions approached 7% when
blowing outboard, away from the fuselage symmetry plane, at upstream and inboard
locations. The shear layer became wrapped around jet vortices, which restricted shear
layer development and lead to smaller vortex cores. Upstream blowing into the vortices
resulted in rapid diffusion, through a reduction in vorticity and increased meandering.
However, there was a net energy loss for all circular jet cases, owing to the high jet
velocity from the small cross-sectional area of the jets. High-aspect-ratio jets addressed
these inefficiencies by reducing the jet velocity. A continuous blowing jet flap, nearly
parallel to the freestream, achieved drag reductions worth over 9%, equating to en-
ergy savings of around 3%. Jet vortices shortened the shear layer, resulting in weaker
afterbody vortices with smaller cores and lower circulation.
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Outline of Thesis
This thesis describes an experimental study into an assessment of the potential for
blowing-type active flow control solutions to efficiently reduce the drag coefficient of
a slanted-base axisymmetric cylinder, through the weakening of the afterbody vortex
pair.
Chapter 1 presents a short review of the design and development of the military
transport aircraft, before explaining the afterbody drag problem and outlining the
research rationale and objectives.
Chapter 2 describes the salient literature which is pertinent to this research. Ini-
tially, the main mechanisms driving vortex formation and breakdown are explained,
before discussing the influence of instabilities on vortex development and meandering.
Significant research milestones in understanding the upswept afterbody flow field are
then identified, and comparisons are drawn to studies on Ahmed bodies. Potential flow
control solutions are subsequently discussed, covering passive and active types. A gap
in the research is highlighted where active flow control solutions have yet to be applied
to upswept fuselage models.
Chapter 3 describes the equipment and experimental method adopted, including the
design and justification of the simplified slanted-base cylindrical model, and experi-
mental arrangements in a water tunnel for Particle Image Velocimetry and drag force
measurements. An uncertainty analysis is also provided.
Chapter 4 covers a study on analysing the flow field in the near-wake of the upswept
afterbody, which reveals the formation of the counter-rotating vortex pair. Analysis
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of the instantaneous flow field is performed to identify the most dominant modes and
assess the correlation between vortex position, for the purposes of instability analysis.
The flow field effects of introducing a non-zero pitch and yaw angle to the model are
also discussed.
Chapter 5 explores the effects on the flow field, drag coefficient and net energy of
continuous blowing via pairs of circular jets positioned on the upswept surface. The lo-
cation and direction of the jets were varied in order to identify beneficial configurations
for drag reduction.
Chapter 6 presents the results of the efficacy of different designs of high-aspect-ratio
slot jets in order to improve upon the drag reductions measured for circular jets and
to promote energy efficiency.
Chapter 7 describes a study into the benefits of pulsing the jet flow for the most
promising continuous blowing jet configuration. The aims were to reduce the input
energy to the jet, while exploiting any additional favourable jet/vortex interactions
from the unsteady nature of the pulsed jet.
Chapter 8 summarises the conclusions drawn from the previous results chapters, be-






Military cargo aircraft have evolved into multi-functional transporters since their incep-
tion, ninety years ago. Historically used for moving troops, munitions and equipment,
they are now more regularly utilised for peacetime operations, including aerial firefight-
ing and humanitarian aid drop missions. Improvements in storage capacity necessitated
the introduction of a rear-loading ramp. However, this has been shown to incur a drag
penalty on the aircraft, which this research aims to mitigate. In this chapter, a short
review of the design and development of the military transport aircraft is discussed,
before outlining the research rationale and objectives.
1.2 A short history of transport aircraft
The first military cargo aircraft were produced in the 1920s, primarily to relay military
equipment, but also to provide assistance in air-to-air refuelling or as an air ambulance.
The popularity of the military transporter concept grew over the 1930s and some air
forces offset development costs by modifying existing passenger aircraft. The large
cabin spaces of the commercially successful Douglas DC-2 and DC-3 were perfect for
storing cargo, giving rise to the Douglas C-47 ‘Skytrain’. However, as the cabin doors
were originally designed with the requirement to accommodate people, this restricted
the size of cargo items that could be taken.
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Another limitation of early designs was that cargo could not easily be loaded without
sliding, as many aircraft had a conventional landing gear configuration (with a tailwheel
as opposed to a nosewheel), meaning that the floor of the cargo hold was not parallel
with the ground. The German manufacturer, Junkers, had an ingenious solution to the
problem. Termed the ‘Trapoklappe’ (meaning ‘transport flap’), it was a hydraulically
operated ramp which dropped down and simultaneously raised the tail and lowered
the nose to level the aircraft for loading and unloading (Fig. 1-1). Once loaded, the
cargo could be secured before the ramp was raised for takeoff. It was first installed
on prototypes of the Ju-90, and later on the Ju-252 and Ju-290 in the 1940s. The
rear-loading ramp is a common feature of most military transport aircraft today.
Developed from a military transport glider, the Fairchild C-123 was the first to
exhibit a more pronounced ‘upsweep’ on the afterbody (referring to the angle that the
face of the afterbody underside makes with the horizontal). Coupled with a move to a
nosewheel, this allowed for the inclusion of a rear-loading ramp, removing the need for
heavy, powerful hydraulic actuators to raise the tail off the ground. Bulkier equipment,
including light vehicles, could be transported following these additions.
The C-123 paved the way for the ubiquitous Lockheed Martin C-130 ‘Hercules’. Still
utilised by air forces over sixty years since its first flight and serving as the blueprint for
modern transport aircraft design, the ‘Hercules’ has a hold capacity of around 20,000
kg, nearly double that of the C-123. Like the Fairchild design, it too has a steep
upsweep with a rear cargo door to accommodate large cargo items. Of the military
transport aircraft flying today, the ‘Hercules’ has one of the largest upsweep angles, of
approximately 28°, as demonstrated in Fig. 1-2.
1.3 Afterbody drag
Although the storage capabilities of military transport aircraft have increased since
the introduction of a rear door ramp, the drag contribution of the afterbody is likely
to have increased. There is experimental evidence to suggest that the drag coefficient
of a slanted-base cylinder increases with upsweep angle, φ, up to φ ∼ 45° (Fig. 1-
3) (Bearman, 1980). This geometry is an approximation to an aircraft fuselage. The
‘Hercules’ has one of the largest upsweep angles of any aircraft, at around φ = 28°. This
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demonstrates why military transport aircraft in particular are likely to have a larger
afterbody drag contribution, compared to a civilian passenger aircraft, which typically
have shallower upsweep angles in the range 12° < φ < 16°. There are suggestions that
the afterbody drag may account for a significant portion of the total drag - up to 10%
by some estimates (McCluney et al., 1967; Thomas et al., 1985; Smith et al., 2013).
The large form drag associated with this geometry is due to flow separation from
the afterbody, caused by a strong adverse pressure gradient along the upswept surface,
and which results in a region of low pressure in the near wake. This flow separation
manifests itself through the formation of a longitudinal vortex pair, as demonstrated
in Fig. 1-4 (Epstein et al., 1994; Bury et al., 2013). For upsweep angles larger than
φ ∼ 45°, the drag coefficient reduces with increasing φ. This is a result of the flow
regime switching from the counter-rotating vortex structure to a closed recirculating
wake, bound by streamlines from the edges of the upswept surface (Morel, 1978). The
downwash generated by a wing and its trailing-edge flaps may have an effect on the
afterbody flow field. Evidence suggests that the downwash can mitigate the adverse
pressure gradient along the afterbody, weakening the driving mechanism behind vortex
formation (Wortman, 1999). The upswept afterbody models in experiments performed
by Epstein et al. (1994) and Bury et al. (2013) excluded the main wing. The wing
downwash was accounted for by setting the fuselage pitch angle at α = 0°, below the
value experienced in flight conditions.
For the flow regime where φ < 45°, the tangential velocity induced by each vortex is
proportional to its circulation and inversely proportional to the distance from its centre,
according to the simple free vortex model in Equation 1.1, for inviscid flow. Batchelor’s
vortex model shows that the difference between the freestream static pressure and
the static pressure at radius, R from the vortex centre, increases with the square of
the tangential velocity and with the inverse of radius from the centre (Equation 1.2)
(Batchelor, 1964). Therefore, a stronger vortex of greater circulation (i.e. Vθ is large),
which is closer to the upswept face (i.e. R is small), will impart a lower pressure on the
surface, and increase the drag force. Because the slant angle is not orthogonal to the
major axes, the low pressure on the surface will also reduce the lift force. Hence, the
lift-to-drag ratio may be increased if a) the circulation of each vortex is lowered and b)















In addition to causing a reduction in aerodynamic efficiency, the vortices are capable
of disrupting the trajectory of objects during airdrop missions. Therefore, by weakening
these vortices and controlling their formation, this could lead to an increased mission
range, fuel cost savings to the operator, and a higher mission success rate for transport
aircraft.
Several designs of passive vortex control methods have previously been investigated,
but they have shown variable success. In addition, these devices can create operational
difficulties during airdrop missions and the loading/unloading of cargo. An area of
research that has yet to be explored, however, is the use of blowing-type flow control
techniques to the afterbody vortex problem. There are promising examples where wing
tip and Ahmed body vortices have become more diffuse following the adoption of this
type of flow control, and these cases will be discussed in the next chapter.
1.4 Aim and objectives
The aim of this thesis is to assess if there is potential for blowing-type active flow
control methods to reduce the afterbody drag of a slanted-base axisymmetric cylinder
through weakening the afterbody vortex pair. The main objectives of the research are
to:
• Study the vortex physics in the near-wake of a slanted-base cylinder and assess
the effects of a non-zero pitch and yaw angle (Chapter 4).
• Explore the change in drag coefficient and flow physics with the geometry, posi-
tioning and direction of different continuous blowing jet designs on the upswept
afterbody. This is to be quantified in terms of drag reductions and energy savings
(Chapter 5 and Chapter 6).
• Investigate the change in drag coefficient and flow physics caused by pulsed blow-
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Figure 1-1: The ‘Trapoklappe’ in action on the Ju-290 (Wikimedia Commons).




Figure 1-3: Comparison of the effect of upsweep angle upon the drag coefficient between
two data sets [x (Stuart et al., 1977) and o (Morel, 1978)] (Bearman, 1980).






This chapter contains a review of the salient literature which is pertinent to the research
objectives. Initially, the main mechanisms and characteristics driving vortex formation
on lifting surfaces are explained. The critical factors which influence vortex breakdown
are then identified, as its promotion could help to reduce the afterbody drag. Singular
vortex instabilities are then discussed, including how they can manifest themselves
through vortex meandering, which may be an opportunity to weaken the afterbody
vortices. Three-dimensional vortex pair instabilities (namely the Crow and elliptic
instabilities) are explained, and the potential for excitation of these to promote vortex
breakdown is assessed. Significant research milestones in understanding the upswept
afterbody flow field and its influence on the drag force, are explained in detail. Parallels
are drawn with the Ahmed body profile, due to geometric and flow field similarities. A
range of flow control solutions which could modify the afterbody flow field and reduce
drag are then identified and discussed, covering passive and active types. Passive
flow control methods have been more widely applied, but disadvantages include the
possibility of interference with airdrop missions and the parasitic drag of the devices.
Active flow control methods have been successful at diffusing wing tip and Ahmed
body vortices, with drag reductions worth up to 10% in some cases. There is a good
opportunity for active flow control to be applied to the afterbody vortex problem, but
there must be less energy inputted than that which is saved in order for it to be efficient.
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2.2 Vortex formation
Shear layer separation is an important mechanism for vortex formation on lifting sur-
faces, occurring at a wing tip or an edge (such as the leading-edge of a delta wing, or
the edge of a slanted afterbody) at a significant angle to the direction of the freestream
flow. In these cases, the shear layer separates at the wing tip or edge and rolls up into
a vortex.
For delta wing vortices, small and coherent vortical structures have been observed
in the shear layer, emanating from the leading-edge of the wing. These small vortices
are fed into the developing vortex, causing it to grow with streamwise distance. It is
anticipated that there will be similarity in this formation mechanism with afterbody
vortices. These structures were first identified through flow visualisation experiments
on delta wings across a range of Reynolds numbers (Rec = 10
4 to 105), with the natural
shedding frequency found by counting the number of vortices passing a fixed position
per unit of time (Gad-el-Hak et al., 1985). The shedding frequency was found to be
independent of the sweep angle. An empirical relationship was proposed, which shows
that the Strouhal number (St = fc/U∞ - the non-dimensional shedding frequency) is
inversely proportional to the square root of the Reynolds number. A separate study
presents a perturbation analysis on a two-dimensional shear layer, concluding that there
is a perturbation frequency for an input disturbance, which results in a maximum spa-
tial growth rate of the shear layer (Monkewitz et al., 1982). The instability mechanism
is driven by the velocity differential across the shear layer, and is similar to the Kelvin-
Helmholtz instability. A computational study performed at Rec = 5×104 demonstrated
that the optimum shedding frequency from the stability analysis was around the same
vortex shedding frequency observed in delta wing experiments, suggesting that the
small vortical structures are a manifestation of the shear layer instability (Gordnier
et al., 1994). This has since been confirmed in water tunnel experiments at a similar
value of Reynolds number (Cipolla et al., 1998). A representation of the shear layer
instability mechanism is demonstrated in Fig. 2-1.
Vortices formed from lifting surfaces typically contain significant axial flow and
can therefore be represented using Batchelor’s simple vortex model (Batchelor, 1964).
Batchelor’s theory shows that the tangential and axial velocity of the developed vortex
9
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are intrinsically linked with the pressure at the vortex axis. If a 2D representation of
a Batchelor vortex is considered in crossflow by its radial and azimuthal coordinates,









Hence, the pressure within the vortex core is lower than the freestream pressure,
as the square of the tangential velocity is always positive. Through the application
of Bernoulli’s principle to Equation 2.1, Batchelor found the relationship between tan-
gential velocity and axial velocity. This demonstrated that if the tangential velocity
increases with streamwise direction, then a negative axial pressure gradient will arise,
causing an acceleration in the axial velocity.
Another important property of a vortex is its circulation. This can be defined by
the line integral of tangential velocity around the vortex boundary in the crossflow
(or the area integral of vorticity), and describes the magnitude of a vortex’s strength.
Most lifting-body vortices result in a continual growth in circulation along the chord
length, as vorticity from the separated boundary layer feeds into the vortex, causing
the tangential velocity to increase. Equation 2.1 implies that if the tangential velocity
(and therefore circulation) of a vortex is increased, then the pressure at the vortex
centreline will be further reduced. In the case of vortices arising from lifting surfaces,
this lower vortex pressure will influence the surface pressure. Therefore, for delta wing
vortices, circulation will want to be increased to promote lift, while the circulation of
afterbody vortices should be reduced to minimise drag.
2.3 Vortex breakdown and stability
Vortex breakdown is a pertinent phenomenon for this study, which describes the event
where the vortex structure suddenly changes, causing stagnation of the axial flow.
The swirl velocity reduces following vortex breakdown, as does the magnitude of low
pressure within the core (Gursul et al., 2018). Therefore, one possible option to reduce
the afterbody drag is to encourage vortex breakdown to occur further upstream. The
two most common examples of breakdown are the bubble and spiral types, which are
demonstrated in Fig. 2-2. Hall has shown that the ratio of the tangential velocity to
10
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axial velocity, expressed as the swirl angle (φswirl = tan
−1(Vθ/U)), is one important
parameter which influences vortex breakdown (Hall, 1972). There is evidence to suggest
that vortex breakdown occurs when φswirl ≈ 50°. This implies that breakdown can be
promoted further upstream if the tangential velocity (or circulation) is increased, or
the axial velocity is reduced, both of which can be achieved through the application
of flow control, as discussed further on in this chapter. It may be counter-productive
to increase the vortex circulation to achieve breakdown of the afterbody vortex, as
the reduction in pressure at the core may cancel any drag reduction benefits following
vortex breakdown. A sufficiently large external pressure gradient, away from the vortex
axis, can also initiate vortex breakdown (Hall, 1972). Equation 2.1 can be rearranged
to show that the axial pressure gradient is equal to the difference between an external






















Therefore, if a positive pressure gradient away from the vortex is introduced, this
will increase the pressure gradient at the vortex axis, causing axial deceleration, and
leading to earlier vortex breakdown. The pressure gradient at the vortex axis is also
influenced by the proximity of the external positive pressure gradient - the closer this
is to the vortex axis (the smaller the value of r), the larger the pressure gradient at
r = 0.
2.3.1 Single vortex instabilities
There may be an opportunity to excite vortex instabilities to weaken the afterbody
vortices. These instabilities are typically periodic, and their modes are characterised
through either an azimuthal or axial wavenumber (m and k). These modes form the
basis for any perturbations which the vortex undergoes, and can be derived from the
application of the Proper Orthogonal Decomposition (POD) technique, which extracts
modes by order of dominance (Berkooz et al., 1993). Experiments show that for the
most common type of vortex breakdown over wings - the spiral mode - there exists
a dominant helical mode instability in the wake of vortex breakdown (with azimuthal
wavenumber (|m| = 1) (Gursul, 1994). This mode has since been demonstrated on wing
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tip vortices (Del Pino et al., 2011; Chen et al., 2016), delta wing vortices (Zhang et al.,
2017) and inlet vortices (Wang et al., 2012), using flow visualisation, Particle Image
Velocimetry (PIV) and Volumetric Velocimetry, for Re = 1×104 to Re = 4×104. The
mode is shown in Fig. 2-3. The physical representation of this mode is a vortex dipole,
implying helical displacement of the vortex (Fabre et al., 2006). The flow upstream
of breakdown is stable, with no obvious growth of perturbations. There is no known
experimental evidence of the promotion of this instability on flows over lifting surfaces.
There is evidence that unsteadiness does exist before the onset of breakdown, which
could be a result of instabilities within the vortex and shear layer (Menke et al., 1997).
This unsteadiness is sometimes referred to as vortex meandering.
One possible reason for vortex meandering is wake turbulence exciting instabilities
within the vortex core (such as the helical mode instability). It has been proposed that
there are three other possible reasons for vortex meandering: wind tunnel turbulence,
long wave instabilities and unsteadiness caused by surface features on the model (such
as surface roughness) (Jacquin et al., 2001; Roy et al., 2008). The vortex perturbations
caused by initiated flow disturbances may also increase the vortex meandering and ac-
celerate the diffusion process. Large Eddy Simulations (LES) of jet/vortex interactions
show that the promotion of instabilities can increase vortex meandering and advance
vortex diffusion with a reduction in angular momentum (Paoli et al., 2003). The mean-
dering amplitude of tip vortices has been shown to increase with downstream distance
behind a rectangular wing, suggesting a possible instability mechanism (Devenport et
al., 1996). The application of the POD technique to experimental results shows that
the most energetic meandering mode of tip vortices corresponds to the |m| = 1 helical
mode (evidenced by a vortex dipole) meandering at a frequency in the range of 1Hz
to 10Hz (Chen et al., 2016; Edstrand et al., 2016). Therefore, it is likely that the
increase in vortex meandering with streamwise distance is due to the growth of the
helical mode, and other energetic modes. Stability theory results suggest that there is
a perturbation with an optimum axial wavenumber (around k = 1.5) which maximises
the growth of the helical mode for the Lamb-Oseen vortex, which is also independent
of Reynolds number (Antkowiak et al., 2004). This axial wavenumber corresponds to a
Strouhal number of the order of 10−2 to 100 (depending on the characteristic length).
This range of Strouhal number has been achieved in previous active flow control exper-
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iments, which will be discussed further on in this Chapter (Heyes et al., 2004; Joseph
et al., 2012; Gillie´ron et al., 2013).
The main effect of vortex meandering is to expand the time-averaged core radius
and reduce the peak tangential velocity and vorticity (Baker et al., 1974). Because
of these effects, a promotion of vortex meandering, through excitation of instabilities,
could be an important method to weaken the afterbody vortices and reduce drag.
2.3.2 Vortex pair instabilities
There may be opportunity to weaken the afterbody vortex pair in the wake by tak-
ing advantage of three-dimensional instabilities in the counter-rotating vortices. The
axial wavelength of the long-wave, symmetric ‘Crow’ instability has been shown to be
dependent on the vortex separation distance, b, and the radius of the vortex cores, a
(assuming equal strength vortices) (Crow, 1970). The physical manifestation of this
instability results in a symmetric sinusoidal oscillation of the vortex cores, which oper-
ates at around 45° to the horizontal. The amplitude of oscillation increases, until the
vortex cores link together, as demonstrated in Fig. 2-4. Previous experiments purport
that the Crow instability of a tip vortex in the wake of a wing can be promoted through
pulsed spanwise blowing. In one case, the oscillation of meandering was shown to be at
an angle close to 45° to the horizontal (similar to that for the Crow instability) (Heyes
et al., 2004). A second example shows that pulsing spanwise jets at wavelengths within
the range amplified by the Crow instability results in earlier linking of the vortex pair
(Bearman et al., 2006). The optimum growth rate of this instability corresponds to
wavelengths in the range 5 < λ/b < 10 when a/b > 0.2 (Leweke et al., 2016). Previous
research indicates that the afterbody vortex separation distance is approximately one
third of the afterbody length (Epstein et al., 1994; Bury et al., 2013). This gives a
theoretical instability wavelength which is about twice that of the afterbody length, as-
suming that a/b > 0.2. As this research seeks to weaken the vortices in the near-wake,
effort to promote the Crow instability is unlikely to benefit the results in this thesis.
The elliptic instability is a short wave interaction between the vortex pair, which
results in the resonant coupling of two modes (Moore et al., 1975; Leweke et al., 1998).
This instability is present when an external strain field (a tensor field, where the strain
varies with direction and across the coordinate space) deforms the vortex shape, causing
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elliptic rather than circular streamlines. In the case of a vortex pair, this deformation is
caused by the alternate vortex. The maximum growth rate of this instability increases
with a/b for both a co-rotating and counter-rotating vortex pair, while the critical
vortex Reynolds number, is Γ/ν < 103 for a/b > 0.1 (Leweke et al., 2016). Vortex
instabilities can resonate when a strain field is present, and will grow at the maximum
theoretical rate, if the azimuthal wavenumbers of the most energetic modes differ by 2,
that is m1−m2 = ±2 (where subscripts 1 and 2 refer to either vortex) (Roy et al., 2011).
The presence of an axial velocity has been shown to have a strong influence on the
instability characteristics and mode shapes. In some instances, an increase in the axial
velocity can dampen the resonant coupling of the two helical instabilities (m1 = 1 and
m2 = −1, [−1, 1]) (Lacaze et al., 2007; Roy et al., 2011). However, other combinations
of modes become more unstable (such as m1 = −2 and m2 = 0, [−2, 0]). There is
evidence to suggest that an unequal strength counter-rotating vortex pair results in
equal growth of the Crow instability, while the elliptic instability is more dominant in
the weaker vortex (Ryan et al., 2012). For the research presented in this thesis, there
may be slight asymmetry in the generation of the afterbody vortex flow field due to
experimental uncertainty. Although this is expected to have a minimal impact on the
findings, there may be a weaker vortex of the two, which is more susceptible to growth
in the elliptic instability.
2.4 Upswept afterbody flow field
The effect of an upswept aircraft afterbody upon the drag force was first noticed during
the design and development of the Short Belfast freighter (McCluney et al., 1967). The
drag coefficient of the design with an upswept afterbody was shown to be around 10%
greater than that of a symmetric, more streamlined variant. Tuft flow visualisation
experiments were performed on a scaled model of the upswept design in a wind tunnel,
and results suggested the presence of two counter-rotating vortices, caused by flow
separation from the afterbody chine lines. McCluney postulated that the greater drag
coefficient was due to the drag contribution of the vortices. Peake later confirmed the
formation of these vortices on a generic upswept afterbody using dye flow visualisation
in a water tunnel (Peake et al., 1972). Similarities can be drawn to the formation of
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vortices on delta wings, as both types of vortex are formed via a three-dimensional
separated shear layer from a sharp edge. Oil dot flow visualisation in a wind tunnel
suggested flow separation occurring some distance upstream of the chine line, leading
to vortex-roll up and reattachment along the underside centreline of the afterbody.
The influence of upsweep angle was initially commented upon during the optimisa-
tion of the rear roof slant angle of hatchback cars in full-scale wind tunnel experiments
(Hucho et al., 1976). Hucho and Janssen noticed that above a critical slant angle, the
point of flow separation moves from the trailing-edge of the slant to the leading-edge,
but with a corresponding reduction in drag coefficient (Fig. 2-5). The authors argued
that the initial increase in drag coefficient is caused by stronger vortices and that the
change in the flow separation location occurs over a transitional zone for a range of
slant angles. A more detailed drag force study was later performed on generic bodies
with circular and rectangular cross-sections for a range of base slant angles at zero
degree incidence, in a wind tunnel at ReD = 9 × 104 (Morel, 1978). These bodies
are more representative of aircraft fuselages. Morel showed that the drag coefficient
increased almost linearly with slant angle, until a sudden reduction occurs at a critical
angle (in a similar fashion to that previously observed by Hucho and Janssen). Above
the critical angle (which was around φ = 45°), the drag coefficient gradually reduces
with slant angle. Following flow visualisation experiments, Morel proposed two possible
flow regimes occurring either side of this critical angle. For φ > 45°, a closed recir-
culating wake develops, with the streamlines from the edges of the upsweep bounding
the wake and converging to a point shortly downstream of the slant trailing-edge. For
φ < 45°, a longitudinal vortex pair develops close to the slanted face of the after-
body and travels downstream. The two flow regimes are shown in Fig. 2-6, and were
validated by Morel during flow visualisation experiments and pressure measurements.
Both regimes are inherently stable, such that a change ∆φ > 5° is required to switch
between either one when operating close to the critical angle. Although hot-wire mea-
surements indicated wake periodicity in the closed-wake flow regime, periodic vortex
shedding was not observed in the counter-rotating vortex pair flow structure for slant
angles φ < 35°, confirming earlier observations by Peake et. al (1972). Morel’s results
have since been validated in other experimental studies in wind tunnels on slanted-base
cylinders, through direct force measurements (Bearman, 1980; Maull, 1980; Xia et al.,
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1983; Britcher et al., 1991). The tested Reynolds numbers in these studies vary from
ReD = 5× 104 to ReD = 1× 105.
A mathematical model proposed by Sedney argues that the sudden drag reduction
between the two flow regimes is due to vortex breakdown, initiated by the vortex swirl
angle reaching a critical value from a high enough afterbody slant angle (Sedney, 1982).
Another experimental campaign performed concurrently with Morel’s study showed
a discrepancy in the critical slant angle between the two data sets (Stuart et al., 1977).
This was thought to have been caused by small differences in the fuselage pitch angle,
α, introduced during the experimental setup. This supposition was later confirmed by
Maull, who showed that there is a strong dependency of the drag coefficient of a slanted-
base cylinder upon α (Maull, 1980). This effect has since been validated in further
experimental studies at two Reynolds numbers (ReD = 5 × 104 and ReD = 2.5 × 106
(Xia et al., 1983; Coustols et al., 1995), as well as a computational study performed
at flight-representative conditions (Kong et al., 2003b). For a given slant angle, as α
reduces from positive to negative, the drag coefficient increases. Maull suspected that
this was due to stronger longitudinal vortices, as the effective angle that the upsweep
creates with the free stream is increased. Indeed, Kong et al. (2003b) identified a larger
pressure drag contribution when reducing α, suggesting that this is the case. However,
it is currently unknown how the vortex structure changes with varying angle of attack
or yaw angle.
Xia and Bearman also showed that a larger fineness ratio of the forebody caused the
afterbody vortices to weaken slightly (Xia et al., 1983). The fineness ratio is equal to
the length of the body divided by the diameter, in the case of a circular cross-section.
However, the drag coefficient was shown to increase with fineness ratio for a given slant
angle, but this is expected to be due to the greater skin friction drag contribution. A
recent review of experimental drag data for slanted-base models with different fineness
ratios suggests that this parameter only weakly influences the total drag coefficient, if
at all (Bulathsinghala et al., 2016).
Surface pressure measurements taken along the upswept face of an upswept fuselage
model (with a tailplane and wheel pods) suggest that the flow separation leading to
the formation of the afterbody vortex pair is caused by the adverse pressure gradient,
which itself is evidenced in Fig. 2-7 (Epstein et al., 1994). The shape and position
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of the vortices were shown to be similar at four different Reynolds numbers, through
five-hole pressure probe measurements in the near-wake. The size of the largest and
smallest Reynolds numbers tested were separated by one order of magnitude (from
ReD = 8.3× 104 to ReD = 2.4× 105). These results imply that the Reynolds number
bears little influence upon the vortex structure. However, the accuracy and resolution
of the flow velocity (inferred from the pressure measurements) is significantly less than
what can be achieved using modern experimental techniques, such as Particle Image
Velocimetry. This independence of Reynolds number has also been demonstrated by
Bulathsinghala, through a comparison of drag coefficients of several studies undertaken
at a range of Reynolds numbers (Fig. 2-8) (Bulathsinghala et al., 2016). There is
minimal change in drag coefficient for a given slant angle, when varying the Reynolds
number. A portion of this is also expected to be experimental uncertainty. Interestingly,
the same study concluded that the drag coefficient is almost directly proportional to
the vortex circulation.
Higher resolution flow measurements have since been performed using PIV in a
closed-loop wind tunnel at Reynolds numbers of the order of ReD = 1 × 106, which
revealed previously unseen features, including the shear layer and elliptical afterbody
vortex structures (Bury et al., 2013). The vortex circulation is shown to increase until
the trailing-edge of the fuselage before it then reduces. A detailed fuselage model,
comparable to the C-130 ‘Hercules’, is used in the study. The implication is that
results are highly specific to that geometry and cannot be applied more generally. It is
difficult to deduce the influence that each feature (wheel cover, tailplane and variable
upsweep) has upon the flow field. Measurements with the cargo door deployed were
also collected, which showed an induced pair of ramp vortices, rotating in the opposite
direction to the already existing afterbody vortex pair. A stronger upward flow was
also generated in the near-wake with the ramp down.
Computational experiments have been performed to assess the flow field in even
more detail around the afterbodies of complex C-130 ‘Hercules’ geometries (Pang et al.,
2013; Bergeron et al., 2009). The results of the Detached-Eddy Simulation performed
by Bergeron et al. are presented Fig. 2-9 for a model with a horizontal stabiliser,
but without the main wing (as it was constructed to validate an experimental study
performed in parallel). It shows pockets of vorticity initially rolling up around the edge
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of the upswept afterbody, with the model predicting that these detach from the upswept
surface just before the trailing-edge. A counter-rotating vortex is then generated by
the interaction of the afterbody vortex with the horizontal stabiliser, labelled ‘detached
vortex’ in the figure. Small vortices are also generated at the end of the afterbody, which
are labelled ‘tail vortices’.
2.4.1 Ahmed body flow field
Similarities can be drawn between the flow fields of upswept aircraft afterbodies and
the flow fields in the near-wake of scaled-model cars in a wind tunnel, measured via a
multi-hole pressure probe (Ahmed, 1981). Indeed, the effect of varying the rear-roof
slant angle on the drag coefficient is similar to that seen on upswept aircraft afterbodies
when varying the upsweep angle (Ahmed, 1983). The results of Hucho and Janssen
(1976) were further applied to the afterbodies of ground vehicles with a prominent
rear roof slant. Ahmed defined a reference model to describe a typical car geometry
(Ahmed et al., 1984). Now termed an Ahmed body, it consists of a rounded forebody,
a midbody with rectangular cross-section and a slanted afterbody with a vertical base.
Aside from the difference in cross-section, another important difference between an
Ahmed body and a slanted base cylinder is that the upswept surface is rectangular
for an Ahmed body, whereas it is elliptical for a slanted base cylinder. Ahmed body
experiments also typically consider ground effects. The results of Ahmed et al. (1984),
performed at ReD = 4 × 106 for φ = 30°, show that the longitudinal vortices travel
almost parallel to the slant surface. The critical slant angle at which the flow regime
switches occurs above φ = 30° for the Ahmed body geometry, which is less than that
for the slanted-base cylinder. A possible reason for this is that because the longitudinal
Ahmed body vortices remain attached to the surface, the slant angle is a good estimate
for the swirl angle, as demonstrated by Sedney (1982). However, for the non-constant
span width of the slanted base cylindrical model, the vortices separate from the surface
earlier, thereby reducing the swirl angle, and increasing the required slant angle for
vortex breakdown to occur.
There are two counter-rotating vortical structures behind the vertical base and a
region of flow separation on the slant surface, which reattaches downstream similar
to that seen on the flow field for slanted base cylinders. A recirculation bubble is
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found on the vertical base of the Ahmed body. Like with studies on slanted base
cylinders, Ahmed also demonstrated that the strength of the vortices is dependent
upon the slant angle, and is directly responsible for the increase in drag coefficient with
slant angle. A schematic of the Ahmed body flow field is shown in Fig. 2-10. These
characteristics of the flow field in the wake of an Ahmed body have since been replicated
in further experimental (Vino et al., 2005) and computational studies (Guilmineau,
2008; Roume´as et al., 2008). The flow structure was validated, and revealed in greater
detail, by Vino et al. (2005) in a wind tunnel, at a Reynolds number an order of
magnitude smaller than Ahmed et al. (1984), using smoke and oil flow visualisation,
and pressure measurements. Computational studies have reproduced the flow below
the critical slant angle (Roume´as et al., 2008), and above it (Guilmineau, 2008).
Ahmed bodies are of interest to the current study, due to the similarity of the flow
field, and because there have been several successful flow control studies which have
demonstrated weakening of the afterbody vortex pair. There is a possibility that these
could be successfully applied to this research study.
2.5 Flow control
Afterbody drag reduction may be achieved through the application of flow control
methods. Flow control describes any technique that is used to modify the flow field in
order to create more favourable conditions. In this thesis, drag reduction is expected
to be achieved through the weakening and displacement of the afterbody vortex pair.
There are two types of flow control: passive and active. Passive flow control involves
the modification of the flow field without the need for external energy input. This may
include optimising the geometry of the afterbody, promoting flow interactions with
surface features, such as strakes or vanes, or with jets from bleed flow driven by a
natural pressure differential. Active flow control requires an external energy input
to operate, with one major advantage that the input parameters can be controlled,
allowing for the system to be optimised for various stages of flight. However, the
energy savings need to exceed the input energy in order for the device to be efficient.
The mechanism can be operated via an open-loop (predetermined) system, or through
a closed-loop system which optimises the output based on sensor feedback.
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2.5.1 Passive flow control
Passive flow control solutions applied to afterbody vortex flows and Ahmed body flow
fields are initially summarised and evaluated in terms of their effectiveness at drag
reduction, before examining examples applied to wing tip flow fields.
Afterbody flow field
Aside from the upsweep angle, there are several other geometric parameters which
can influence the strength of the afterbody vortex pair and the drag force. These
include the curvature of the afterbody cross-section and the rate of its contraction.
The optimisation of these parameters is considered to be a type of passive flow control.
Boat-tailing is argued to be the most effective way of reducing base drag, if the
geometry of the afterbody can be freely optimised. Boat-tailing refers to the design
process of tapering of the afterbody to make it more streamlined, with the intention
of reducing the pressure drag. Mair found considerable drag reduction via boat-tailing
of the afterbody section (Mair, 1969). There is evidence that streamlining the rear
slant of hatchback type cars can also significantly reduce the total drag if the shape
is optimised effectively (Grosche et al., 2001). Oil flow visualisation in a wind tunnel
indicated the reduction in magnitude of inflow from the side edges of the afterbody
slant, suggesting that the vortex pair was weakened.
The curvature of the afterbody cross-section and the rate of its contraction also
heavily affects the drag characteristics, as revealed by several computational studies
(Kong et al., 2003a; Kong et al., 2003b; Zhang et al., 2010; Wang et al., 2013). The
contraction ratio is equivalent to the ratio of the afterbody diameter at 95% of the
afterbody length to the fuselage diameter. The contraction ratio is a parameter to
describe the extent of boat-tailing on an afterbody - the smaller the contraction ratio,
the more significant the boat-tail. Computational experiments suggest that a more
circular cross-section with a smaller contraction ratio reduces the drag force, due to a
smaller adverse pressure gradient (Zhang et al., 2010). This ensures that the extent of
flow separation is reduced, resulting in a weaker vortex pair. Tail cone extensions have
also reduced the drag coefficient of an upswept afterbody (Webber, 1983). Rounded
corners at the fuselage leading-edge have been show to promote a more gradual flow
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separation, resulting in a weakened vortex pair (Iuso, 1985).
More detailed surface features of the afterbody design have also been explored,
including the addition of circumferential, transverse and streamwise grooves, such as
those in Fig. 2-11. These generate a counter-rotating vortex, which can reduce the drag
coefficient of a conical afterbody as demonstrated in low-speed wind tunnel experiments
(Quass et al., 1981; Howard et al., 1985). The drag reduction mechanism is expected
to be driven by the groove vorticies energising the boundary layer and mitigating the
adverse pressure gradient. These vortices may destructively interact with the afterbody
vortex and re-energise the boundary layer to delay separation (Thomas et al., 1985;
Braden et al., 1988).
In the 1960s, the first example of retrofitted devices for afterbody drag reduction
were installed on the Short Belfast (McCluney et al., 1967). Aft fuselage strakes,
mounted underneath the beavertail, were designed to reduce inflow to the upswept
region, modifying the formation and location of the vortex pair. Although the drag
force reduced by 7%, integration of the surface pressure measurements suggested that
this reduction could have reached 14% had there not been parasitic drag of the strakes
themselves.
There is further evidence that strakes positioned along the afterbody can reduce
the drag force, but this can increase if the strakes extend the full length (Bearman,
1980; Karmondy et al., 2007; Ronzheimer, 2010). Strakes that were surface-normal
to the upswept face, and which extended along the full length of the upsweep edge
on a slanted-base cylinder, were shown to alleviate the suction force on the surface.
Experiments by Bearman (1980) were performed in a wind tunnel (at an unknown
Reynolds number), and static pressure measurements collected spanwise across the
upswept surface were evaluated. However, drag force measurements performed by
Karmondy et al. (2007) on a scaled C-130 model at ReD = 3.4 × 106, showed a drag
coefficient increase of around 6% when strakes were positioned along the full length
of the upsweep edge, suggesting that there may be a parasitic drag penalty. This
echoes findings by McCluney et al. (1967) that the drag reduction from the strakes
can be cancelled by their own profile drag if not positioned correctly. Computational
analysis on short strakes positioned around the mid-point of a representative transport
aircraft fuselage at ReD = 5.2× 106, showed that some configurations can amplify the
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afterbody vortex and increase the drag coefficient (Ronzheimer, 2010). If positioned
optimally, the vortices can be weakened with a drag reduction of around 3%. The use
of strakes has also been successfully applied to the Ahmed model afterbody (sometimes
referred to as a ‘deflector’ or ‘flap’), with results showing weakening of the longitudinal
vortices (Beaudoin et al., 2008; Hanfeng et al., 2016; Tian et al., 2017). Two of these
experimental studies were performed at Reynolds numbers in the order of 106 and
investigated the effect of the strake angle on the drag coefficient, for slant angles of
φ = 25° and 30° (Beaudoin et al., 2008; Tian et al., 2017). They found that for strakes
at an angle of 70 to 80 degrees to the slant surface, the drag reduced by up to 18%,
due to the diffusion of vortices. Velocity measurements in the symmetry plane (in
the streamwise direction) appeared to show that the flow field had transitioned to a
closed-wake type flow regime. There is also experimental evidence that increasing the
height of the strakes can reduce the strength of the Ahmed body vortices and the size
of the separation bubble on the slanted surface (Hanfeng et al., 2016).
Another form of passive vortex flow control is a flat plate vortex generator. The
plate is mounted on a surface and angled to the freestream. It protrudes far enough
into the boundary layer, such that a vortex is created when air passes over it, akin to
wing tip vortex formation. They are commonly used on lifting surfaces, as the vortex
can re-energise the boundary layer and delay stall. If applied to the afterbody scenario,
the generated vortex may interact favourably with the afterbody vortex and weaken it.
One example demonstrates the total drag force reducing by 6% with a pair of counter-
rotating vortex generators positioned on the fuselage underside, just downstream of
the leading-edge of the afterbody, which are shown in Fig. 2-12 (Wortman, 1999;
Wortman, 1991). More recent results suggest that co-rotating vortex generators (i.e.
those which produce vortices rotating in the same direction as the afterbody vortices)
can also weaken the afterbody vortex pair and deflect it away from the upswept surface
(Bulathsinghala et al., 2017). A disadvantage of these types of device is that they
may interfere with airdrop operations if not designed effectively (Telli et al., 2016).
The most recent literature favours arrays of small vortex generators, referred to as
microvanes or finlets (such as those in Fig. 2-13), in order to minimise the risk of
interference (Calarese et al., 1985; Dixon et al., 2004; Smith et al., 2011; Smith et al.,
2013; Telli et al., 2016; McIlwain et al., 2017; Carter, 2017). Microvanes generate a
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vortex, which rotates in the opposite direction to the afterbody vortex, in order to
weaken it. Most microvane studies were performed at flight representative Reynolds
numbers, and indeed, some designs were evaluated at flight test stage, where they
were successful at reducing the drag coefficient (Smith et al., 2013; Carter, 2017).
Experimental and computational results show that the drag savings range from 1% to
7%, and highlight the sensitively of the geometry of the devices and their location. The
resultant vortex generated by the microvanes may be effective at diffusing the afterbody
vortex, as suggested by computational results in Fig. 2-14. The helicity (analogous
to the vorticity), is highlighted by the red and pink colours on the left sub figure of
Fig. 2-14 for the baseline case. The right sub-figure shows the array of microvanes on
the fuselage surface, alongside a smaller afterbody vortex, but it is unclear what flow
mechanism causes this. Additionally, there is limited experimental flow field evidence
of the effect of microvanes on the afterbody flow field.
Base spoilers have also demonstrated afterbody drag reduction, providing drag sav-
ings of up to 5% when the spoiler is placed close to the afterbody trailing-edge, and
perpendicular to the upswept surface (Bulathsinghala et al., 2017). Flow field mea-
surements at Re = 2×105 (shown in Fig. 2-15) reveal symptoms of vortex breakdown,
while the pressure upstream of the spoiler is increased, which corroborates with results
from previous studies (Bearman, 1980). It is likely that this reduction in drag is due
to a combination of vortex breakdown (caused by an increase in the adverse pressure
gradient from the spoiler), and a displacement of the vortices away from the surface.
Positioning the spoiler further upstream results in an increase in drag coefficient, due
to a reduction in surface pressure immediately downstream of the spoiler. The benefits
of spoilers has been extended to Ahmed bodies. Applying the spoiler at the junction
between the roof and rear slant can result in drag reductions of up to 15%, when the
spoiler is almost parallel to the freestream, for an Ahmed body with φ = 25° and at
Reynolds numbers in the order of (105) and (106) (Beaudoin et al., 2008; Fourrie´ et al.,
2011). In this case, the spoiler may deflect streamlines and cause earlier transition to
the closed-wake type flow regime.
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Wing tip flow field
There is evidence that wing tip vortices can be weakened through interactions with
bleed jets ejected perpendicular to the wing surface (as shown in Fig. 2-16), where the
pressure differential between the upper and lower wing surface drives the flow (Hu et al.,
2014). These experiments were performed in a closed-loop wind tunnel at Re = 1×105,
based on the wing chord length. The instantaneous flow field reveals that with bleed
flow, vortical structures, of opposite sign to the wing tip vortex, arise from the shear
layer of the jet. These destructively interact with the tip vortex, resulting in a more
diffused time-averaged vortex.
There are other examples of bleed which have been used to control the formation
of vortices over delta and double delta wings (C¸elik et al., 2017; Zhang et al., 2017).
These experiments were performed with the aim of delaying vortex breakdown and
increasing the lift coefficient. The experiments of C¸elik et al. (2017) were performed
in a low-speed open jet wind tunnel at around Re = 1× 105, while the experiments of
Zhang et al. (2017) were performed in a water tunnel at Re = 3× 104.
Leading-edge flaps on delta wings can change the location of vortex breakdown,
depending on the angle at which they are to the upper surface of the wing (Deng et
al., 1996). As the flap extends towards the horizontal away from the chord, vortex
breakdown moves further upstream, and the vortex displaces away from the surface.
Laser Doppler Velocimetry measurements performed in a water tunnel (Re = 5× 104)
revealed that this is likely to be caused by an increase in the adverse pressure gradient.
However, it is unknown what the additional drag contribution of the flaps is.
2.5.2 Active flow control
There are no known examples of where active flow control is used to weaken the after-
body vortex pair in the near-wake of a fuselage model. This section seeks to explain
some of the available active flow control techniques used in previous vortex control
applications, which may be translatable to this study.
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Turbulence ingestion
Previous research has shown that there is potential for rapid diffusion of wing tip
vortices in the near-wake by means of ingestion of jet turbulence from continuous jets,
such as the example shown in Fig. 2-17 (Phillips et al., 1984; Gago et al., 2002;
Huppertz et al., 2004; Paoli et al., 2003; Margaris et al., 2008). Velocity measurements
collected by Phillips et al. (1984) in a wind tunnel using a hot wire anemometer, revealed
that a jet blowing coaxially with a wing tip vortex results in a weaker tangential velocity
profile, when compared to the case of vortex with no jet. As the jet turbulence becomes
ingested into the vortex core, this can result in rapid diffusion of the tangential velocity,
due to the increase in momentum transfer. More detailed computational experiments
show that perturbations introduced by a coaxial jet, result in instability mechanisms,
leading to rapid diffusion of the vortex, while a jet blowing parallel to the vortex
axis becomes wrapped around the vortex and ingested (Paoli et al., 2003). Several
of these experimental and computational investigations reveal that the jet location,
direction and the velocity ratio, Uj/U∞, have a large influence upon the rate of vorticity
dispersion (Gago et al., 2002; Huppertz et al., 2004; Paoli et al., 2003; Margaris et al.,
2008). In general, the closer the jet to the vortex centre and the larger the velocity
ratio, the more effective the vortex diffusion process is. Margaris et al. (2008) performed
jet/vortex interaction experiments at two different Reynolds numbers (at Re = 1×104
in a water tunnel and up to Re = 1.4 × 105 in a wind tunnel). Velocity profiles,
calculated from PIV measurements, demonstrated that there is no appreciable effect
of Reynolds number upon the diffusion process.
There is also evidence that far-wake interactions of co-rotating vortex pairs can be
affected by turbulence ingestion from blowing (Marles et al., 2008). The position of the
jet relative to the vortices affects the merging process (based on PIV measurements in
a water tunnel at Re = 1.2 × 104). The configuration leading to the most significant
merging was shown to occur when one of the vortices is diffused by the jet, resulting
in the diffused vortex to wrap around the strengthened second vortex.
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Jet/vortex interaction
The interaction of jet vortices with wing tip vortices can cause them to become more
diffuse, but as with turbulence ingestion, the efficacy of the process is highly dependent
on jet location, blowing direction and the jet momentum coefficient, Cµ. The two main
techniques to generate jet vortices are through continuous blowing at an angle to the
freestream direction, and by synthetic jets (which have zero net mass flux).
The formation mechanism of jet vortices has been demonstrated in experiments of
continuous circular jets ejecting surface-normal to the freestream direction (Mahesh,
2013). The interaction of the jet with the freestream flow results in the generation
of a pair of counter-rotating kidney-shaped vortices. A low-speed wind tunnel study
on the jet pitch and yaw angle, shows that the jet penetration into the freestream
was larger when the angle between the jet and freestream is greater (Milanovic et al.,
2004). Lateral wing tip blowing through a high-aspect-ratio slot, also results in a
pair of counter-rotating jet vortices when blowing along the spanwise axis (Lee et al.,
1989). This can result in multiple vortex pairs when blowing off-axis. The experiments
performed in a low-speed wind tunnel at Re = 4× 105 using five-hole pressure probes
to measure the flow velocity, showed that spanwise blowing can also deflect the vortices
away from the surface, and that the magnitude of deflection depends upon the location
and direction of the jet. A spanwise jet which is offset towards the suction surface
of the wing, results in greater deflection of the tip vortex. More recent tip blowing
experiments performed at Re = 1 × 105 in an open-jet wind tunnel revealed that a
jet blowing spanwise from, or surface-normal to the pressure surface results in a more
diffuse tip vortex, as a result of the destructive vortex interactions (Margaris et al.,
2010). An example of this is shown in Fig. 2-18. The baseline case in Fig. 2-18a shows
the tip vortex forming on the suction surface of the wing, while spanwise blowing from
nearer the pressure surface reveals a counter rotating vortex pair, which destructively
interacts with the tip vortex in the near-wake (Fig. 2-18b). Margaris et al. (2010) also
showed that the near-wake vortex structure was sensitive to the tip geometry and the
streamwise positioning of the jet.
The effectiveness of synthetic jets is shown to be comparable with that of continuous
jets for a similar jet momentum coefficient, but there is no evidence of the differences in
energy efficiency between the two methods (Margaris et al., 2006). The experiments,
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which were performed at Re = 1 × 105, showed reductions in the vortex tangential
velocity (evaluated from PIV measurements) for almost all spanwise and surface-normal
blowing cases.
Computational studies suggest that a combination of steady blowing and suction
(which is similar to synthetic jet generation) at the slant apex of an Ahmed body can
reduce the afterbody drag by up to 9%, due to reduced separation on the upswept
surface and the afterbody vortices becoming smaller in size (Wassen et al., 2009). A
further synthetic jet study on an Ahmed body (performed in a wind tunnel at around
Re = 1 × 106, based on the model length) shows that flow separation on the slant
surface can be mitigated if an array of synthetic jets is located close to the slant edge
(Kourta et al., 2013). These experiments resulted in drag reductions of up to around
9%, and suggested that the reduced frequency did not affect the results. Results from
steady spanwise blowing, outboard from a slot parallel to the edge of the upswept face
of an Ahmed body revealed an increase in vortex size, but reduction in axial velocity
(which is indicative of vortex breakdown) (Lehugeur et al., 2010). The experiments were
performed in a water tunnel using PIV measurements to evaluate the flow field, but
drag calculations (found from evaluating the wake momentum integral) suggested an
increase in the drag coefficient when activating spanwise blowing. Continuous blowing
through an array of microjets on the Ahmed body slant, and just downstream of the
slant apex, results in the suppression of the separation bubble, as demonstrated by Fig.
2-19. These experiments (at Re = 3 × 106), also resulted in drag reductions of up to
14%, measured by a six-axis force balance.
Pulsed jets
Pulsing jets at a frequency of between 10 Hz and 50 Hz (between St = 0.07 and
St = 0.34, based on chord length) at a 50% duty cycle has been shown to cause an
equal displacement of wing tip vortices as with continuous blowing (Heyes et al., 2004).
Experiments were performed at Re = 1× 106 in a low-speed wind tunnel. The pulsed
jet was supplied by compressed air, feeding in to a hollow wing, which acted as a
plenum chamber, before ejecting laterally through the tip. Although velocity profiles
were generated for the continuous case using the results of PIV measurements, these
were not presented for the pulsed blowing case, as the frame rate of the PIV system was
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lower than the pulsing frequency. As the duty cycle is less than 100%, it ensures that
the method is more energy efficient at displacing the tip vortex than it is for continuous
blowing. However, the effect on vorticity is unknown. There are no known examples
of where pulsed jets have been more effective at weakening wing tip vortices in the
near-wake when compared to a continuous jet.
The effect of pulsed jets has previously been investigated using Ahmed body profiles,
when blowing perpendicular to the surface at the leading-edge of the upswept profile
(Joseph et al., 2012; Gillie´ron et al., 2013). The experiments performed by Joseph et al.
(2012) investigated the effects of a continuous slot, discontinuous slot, and microjets
close to the apex of the slant surface. The frequency of the pulse was controlled
by an electromagnetic valve. The frequency was varied between 5 Hz and 300 Hz,
corresponding to Strouhal numbers between around St = 0.01 and St = 1.5 (based
on the height of the rear slant). Drag reductions of up to 8% were measured for the
discontinuous slot. This was shown to coincide with an increase in pressure on the top
and middle of the rear slant, perhaps suggesting local suppression of the separation
bubble. The momentum coefficient was found to have a greater influence on drag
savings than the frequency for the discontinuous slot case. However, for the continuous
slot, the frequency was found to be an equally important factor (Joseph et al., 2012).
Gillie´ron et al. (2013) performed pulsed jet experiments through a continuous slot
design next to the apex of the slant surface on an Ahmed body. The frequency of the
pulse was controlled via a solenoid valve. PIV and force measurements were collected
in a wind tunnel at Re = 1.5 × 106. The most significant drag reductions of 20%
were achieved at a Strouhal number of around St = 2.5 (based on slant height). This
coincided with significant diffusion of the longitudinal vortices.
2.6 Concluding remarks
The fundamental theories of vortex formation and Batchelor’s simple vortex model
indicate that the circulation of the afterbody vortices should be reduced when seeking
to minimise the drag coefficient, as the low pressure in the vortex core can influence
the pressure on a nearby surface. As vortex breakdown results in the reduction of swirl
velocity, and hence circulation, its promotion could help to reduce the drag force. This
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could be achieved by either reducing the axial velocity (to increase the swirl angle), or
by subjecting the vortex to an external pressure gradient. It may also be possible to
encourage vortex breakdown through the promotion of instabilities. Even if breakdown
is not achieved, the presence of instabilities has been shown to cause vortex meandering,
the effect of which is to expand the time-averaged core radius and reduce the peak
swirl velocity and vorticity. Therefore, meandering may also be beneficial towards
vortex weakening. Some of these types of instability are three-dimensional, such as the
long-wave ‘Crow’ instability and the short-wave elliptic instability. The growth of the
long-wave instability is not expected to affect the drag savings of experiments in this
thesis, as the theoretical wavelength is nearly twice the afterbody length, meaning that
the vortices may not be weakened until the far-wake. Asymmetries in the flow field
may cause unequal growth in the elliptic instability.
Previous flow field studies on upswept afterbodies have shown that the formation of
the vortex pair is caused by flow separation on the upsweep edge, and this only occurs
when the upsweep angle is below a critical slant angle of around φ = 45°. Below the
critical angle, the afterbody vortex strength and drag coefficient increase with upsweep
angle. Crucially, the drag coefficient is independent of Reynolds number for a given
upsweep angle, meaning that the results could be fairly represented in a low-speed wind
or water tunnel. The literature reveals that finer details of the flow field are dependent
upon the complexity of the afterbody geometry, but the general counter-rotating vortex
structure is similar in all cases. In order to ensure that the results in this study are
applicable more generally, it is appropriate to simplify the design to the axisymmetric
slanted base models used in the fundamental experiments of Morel (1978), Peake et al.
(1972), Bearman (1980), Maull (1980), Britcher et al. (1991) and others. Comparisons
were drawn with the similar flow fields from Ahmed bodies, which too, have a counter-
rotating vortex structure in the near-wake. Ahmed body studies are useful to consider,
as there have been successful flow control applications on these geometries, which could
be translated to axisymmetric slanted base bodies.
The advancement of passive flow control methods on upswept afterbodies has been
covered, with applications ranging from fundamental studies on slanted base cylin-
ders, through to flight tests on military transport aircraft. In general, earlier literature
focuses on the effect of geometric features such as boat-tailing and optimising the
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contraction ratio to reduce the pressure drag. Later studies have considered surface
features that protrude into the flow, such as strakes, spoilers and vortex generators,
which all seek to target the afterbody vortices more specifically. However, a disadvan-
tage of passive methods is the possibility of interference with airdrop missions. Drag
reductions of passive methods are typically between 5% and 10% if designed effectively,
but a major inefficiency is the parasitic drag of the devices themselves.
There is currently little evidence of active flow control being applied to the upswept
afterbody case, but successful examples of the diffusion of wing tip vortices and Ahmed
body vortices have been discussed. Turbulence ingestion is one such example, where
the swirl velocity and circulation can be reduced due to the increase in momentum
transfer from an axial jet. Jet/vortex interactions have been shown to promote the
breakdown of tip vortices and Ahmed body vortices. Drag reductions worth up to 10%
have been measured in some cases, but a disadvantage is that the energy input must
be small in order for it to be efficient. Pulsed jets on Ahmed bodies can be equally
effective at weakening the counter-rotating vortices, with the advantage that the energy
input is reduced.
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2.7 Figures
Figure 2-1: A representation of the shear layer instability leading to vortex formation
(Gursul et al., 2018).
Figure 2-2: A schematic of the bubble and spiral types of vortex breakdown (Gursul
et al., 2018).
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Figure 2-3: Time-averaged vorticity of a wing-tip vortex and the corresponding |m| = 1
helical mode (Chen et al., 2016).
Figure 2-4: Crow instability of a counter-rotating vortex pair showing dye visualisation
in a water tunnel (left) and simulations (right) (Leweke et al., 2016).
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Figure 2-5: Effect of slant angle upon the drag coefficient of hatchback cars (Hucho
et al., 1976).
Figure 2-6: Two types of afterbody flow regimes seen at a), φ > 45° and b), φ < 45°
(Morel, 1978).
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Figure 2-7: Variation of pressure coefficient along the centreline of the afterbody used
in Epstein’s experiments (Epstein et al., 1994).
Figure 2-8: Effect of the slant angle on the drag coefficient for a range of Reynolds
numbers and fineness ratios (Bulathsinghala et al., 2016).
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Figure 2-9: The afterbody flow field generated in computational experiments, show-
ing variation in surface pressure coefficient (red - high pressure, blue - low pressure)
(Bergeron et al., 2009).
Figure 2-10: The afterbody flow field generated in the near-wake of an Ahmed body,
showing the main flow features in one half of the symmetry plane (Ahmed et al., 1984).
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Figure 2-11: An example of transverse terracing on an aircraft afterbody (Braden et al.,
1988).
Figure 2-12: Flat plate vortex generators on the underside of a fuselage model (Wort-
man, 1999).
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Figure 2-13: Array of vortex generators (or microvanes) along the fuselage breakline of
a Lockheed Martin C-130 ‘Hercules’ (Smith et al., 2013).
Figure 2-14: Computational results comparing the strength of the afterbody vortex in
the baseline flow field (left) to that subjected to the effects of the microvane array in
Fig. 2-13 (right) (Smith et al., 2013).
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Figure 2-15: Time-averaged vorticity flow field in the near-wake of a slanted base
cylinder (top-left), compared against that with the mini-spoiler at an upstream location
on the upswept face (middle-left) and downstream location (bottom-left). The time-
averaged velocity is shown on the right for the three cases (Bulathsinghala et al., 2016).
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Figure 2-16: Effect of bleed flow on the time-averaged vorticity of a wing tip vortex
(left - baseline, right - with bleed flow) (Hu et al., 2014).
Figure 2-17: Effect of axial jet on vortex weakening. Horizontal line shows the mid-
plane of the wing and circle shows the jet location (top - baseline, bottom - with jet)
(Margaris et al., 2008).
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Figure 2-18: The diffusion of the wing tip vortex through spanwise blowing from near
the pressure surface (left - baseline, right - spanwise blowing) (Margaris et al., 2010).
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Figure 2-19: Continuous blowing jets reducing the flow separation on the slanted face





In this chapter, the overarching experimental setup, and experimental conditions are
first explained. The rationale behind the fuselage model design and its major pa-
rameters are also presented. The flow control arrangements and jet parameters for
the continuous and pulsed blowing experimental designs are then summarised before
the force balance and Particle Image Velocimetry (PIV) measurement systems are ex-
plained in detail. Finally, an assessment of the main sources of uncertainty within the
PIV and force measurement systems are evaluated and discussed.
3.2 Experimental setup
The setup of the fuselage model in the water tunnel for the force and PIV measurement
systems is shown in Fig. 3-1. The experiments were performed in a free-surface,
closed-loop water tunnel (Eidetics Model 1520) within the Department of Mechanical
Engineering at the University of Bath. The working test area has an internal cross-
section of width 0.381 m and height 0.508 m. The flow velocity can increase to a
maximum of 0.5 m/s and is set through a frequency controller, which regulates the
motor speed. The freestream velocity was calibrated as a function of the frequency
controller setting, through PIV measurements. The calibration was performed with the
laser sheet positioned parallel to the freestream direction, at around the mid-height of
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the water tunnel, with the camera underneath the tunnel and pointing upwards. The
estimated uncertainty in setting the freestream velocity from the calibration graph is
around ±1%. The flow was given a few minutes to reach steady conditions before
each set of data was collected. The freestream turbulence intensity has previously been
measured to be less than 0.5% using Laser Doppler Velocimetry (Heathcote, 2006). It
has been shown experimentally that a freestream turbulence intensity of 2% does not
affect the mean base drag for a slanted base axisymmetric cylinder when compared to
a turbulence intensity of 0.05% (Bearman et al., 1983).
3.2.1 Reynolds number
The Reynolds number of the flow was based on fuselage diameter and fixed at ReD =
2×104, resulting in a freestream velocity of around U∞ = 0.25 m/s. This is significantly
less than the Reynolds numbers experienced in flight for military transport aircraft (for
instance, the Reynolds number of a C-130 at cruise is approximatelyReD = 2×107), but
Epstein noted that the “shape of the vortices did not seem to be a function of the test
Reynolds number”, and that “no clear dependence on Reynolds number was observed in
the results” (Epstein et al., 1994). More recent experiments have also shown little or no
dependency on the Reynolds number for drag coefficient measurements (Bulathsinghala
et al., 2016).
The water temperature in the tunnel was measured before each set of experiments
using a digital thermometer, to an accuracy of ±0.1°C. The water temperature was
used to calculate the dynamic viscosity, µ, and the density, ρ, in order to determine
the tunnel velocity which corresponds to the required Reynolds number.
3.3 Model design
A slanted-base axisymmetric cylinder was used to generate the flow field of interest,
similar in design to those in experiments reviewed by Bearman (1980). The model
and its basic dimensions are presented in Fig. 3-2 and Table 3.1, respectively. The
simplification of the model minimised any complex secondary flows and ensured that
the resultant flow field interactions were purely caused by the afterbody. The geometry
is comparable with previous afterbody flow field studies which used similar designs
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Table 3.1: Model parameters.
(Morel, 1978; Maull, 1980; Xia et al., 1983; Britcher et al., 1991). The model had
an ellipsoidal nose with a 2:1 major to minor axis ratio and an afterbody with a flat
upsweep inclined at φ = 28°, which is within the range of most military transport
aircraft. This upsweep angle is also the mid-point of a range of angles tested in a
parallel study on passive flow control methods in a wind tunnel (Bulathsinghala et al.,
2016). The diameter of the model was D = 89 mm and the afterbody length was
167 mm, giving a total model length of 456 mm and an afterbody fineness ratio of
L/D = 1.88. The nose was manufactured by a 3D printer and connected to a section of
cylindrical tubing for the midbody. Both of these parts were made out of ABS plastic.
The afterbody was manufactured from glass fibre reinforced plastic. The model was
mounted on a support fairing with a NACA 0012 aerofoil cross-section, in order to
ensure a smooth flow and minimise any potential vortices which may emanate from
the support and interfere with the afterbody flow field. The support fairing extended
below the water surface, such that the fuselage model was around the mid-height of
the tunnel.
The blockage of the model and support fairing is approximately 4% when α = 0°,
β = 0°. If the blockage is high, then streamlines around the model may be restricted
and forced to become parallel in the wake, thereby influencing the flow field. As the
blockage for these experiments is small, there is no need to apply a correction factor.
To control the pitch and yaw angle of the fuselage, the model was attached to a
jig, which could rotate about the y and z axes. In most cases, the pitch and yaw angle
were set to α = 0° and β = 0°. The estimated uncertainty in setting the pitch and yaw
angle was ±0.1°.
The energy for the flow control jets was provided by a pressurised air supply. The
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water delivery system fed into a plenum chamber, which was located just behind the
upswept face, and served as a settling chamber before ejecting water out through the
jets. Different jet designs were tested through the use of thin, interchangeable plates,
which sat flush with the upswept surface, and allowed for a quick changeover between
test cases. The general setup for the flow control cases is shown in Fig. 3-3. The
jet velocity was set by a flow controller upstream, drawing water from an upstream
reservoir. The water was taken from the water tunnel, to ensure that the fluid properties
of the jets were the same as the freestream. The pressure for the system was provided
by compressed air, regulated to around 2 bar.
3.4 Jet design parameters
The following section summarises the flow control arrangements for the continuous
and pulsed blowing experimental designs. For all cases, the direction of the jets were
qualitatively verified by ejecting diluted dye through the jet holes in the model, when
mounted in the water tunnel and with U∞ = 0 m/s, and visually confirming that the
direction of the jets closely followed their intended path.
3.4.1 Continuous blowing - circular jets
The direction and position of a pair of circular jets on the upswept surface were first
tested to exploit any beneficial jet/vortex interactions. There is evidence from previous
studies that turbulence ingestion from circular jets can cause rapid vortex diffusion
(Phillips et al., 1984; Huppertz et al., 2004; Margaris et al., 2008). The jets were 1 mm
diameter, and were moulded in 10 mm diameter bushings to allow for simple manual
control of the jet direction. These bushings were symmetric about the z = 0 plane as
demonstrated in Fig. 3-4a for one example jet position on the upswept face. Alongside
the bushings (shown in red), Fig. 3-4a also presents the baseline vortex trajectory, and
a detailed view of the jets.
The chordwise (x′j/c) and spanwise (zj/D) jet locations were varied, in addition to
the jet incidence (αj) and yaw angles (βj). Preliminary flow visualisation measurements
were performed for jets along a variety of chordwise positions, using coloured dye
introduced to the flow upstream of the slant, from small holes on the underside of the
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fuselage. The dye was fluoresced using an Argon laser positioned from the side of the
tunnel, similar to the set-up in Fig. 3-1a. Images were taken using a video camera,
which was positioned downstream of the model looking upstream (in the opposite
direction to the freestream flow). The images indicated that circular jets at locations
further downstream than x′j/c = 0.4 had little effect upon the afterbody vortices.
Therefore, the chosen chordwise jet locations for the main experiments were x′j/c =
0.12, 0.2, 0.3, 0.4. Measurements upstream of x′j/c = 0.12 could not be performed,
due to the diameter of the bushings and the short local span of the upswept face
at this location. The spanwise spacing between the different stations was ∆zj = 5
mm, equivalent to ∆zj/D = 0.056. The jet locations are shown in Fig. 3-4b, with
the majority outboard of the vortex core for the baseline case (shown by the dashed
trajectory), to increase the likelihood of disrupting vortex formation in the shear layer.
The definition of the jet yaw and incidence angles is depicted in Fig. 3-4a and Fig.
3-4c, respectively. The jet incidence angle was tested at αj = 30° and αj = 90°. The
lower incidence angle was limited by the thickness of the plate (3 mm) through which
the jets exited, as well as the length of the local span. The uncertainty in setting the
jet yaw and incidence angles was estimated to be ±2°.
3.4.2 Continuous blowing - slot jets
Three high-aspect-ratio slot jet designs were tested and compared against the results
of the circular jets: surface-normal blowing from the upswept face, spanwise blowing
away from the upsweep edge, and blowing close to the direction of the freestream from
near the upsweep apex.
For surface-normal blowing, a pair of slot jets of width 0.5 mm were positioned on
the upswept face, close to the edge of the upsweep, and symmetric about the z = 0
plane. The jets exited perpendicular to the surface, as shown in Fig. 3-5a. Four
surface-normal jets of differing length and starting location were positioned along the
line defined by the coordinates (x′j/c = 0.1, zj/D = ±0.236) and (x′j/c = 0.25, zj/D =
±0.405). Table 3.2 outlines the location and jet lengths of these cases. The position of
the slots for one example jet case is outlined in Fig. 3-5b. Surface-normal blowing can
be viewed as a fluidic version of strakes, which have successfully shown drag reduction
on both slanted base cylindrical bodies and Ahmed bodies (Bearman, 1980; Karmondy
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et al., 2007; Beaudoin et al., 2008; Ronzheimer, 2010). Surface-normal blowing and
bleed from wing tips has also resulted in the weakening and deflection of the tip vortex
away from the surface (Margaris et al., 2010; Hu et al., 2014).
No. Start (x′j/c) End (x
′
j/c) Length (mm)
1 0.10 0.25 30
2 0.10 0.20 20
3 0.15 0.25 20
4 0.20 0.30 20
Table 3.2: Surface-normal jet locations.
For spanwise blowing, a pair of slot jets of width 0.5 mm were positioned on either
side of the afterbody, parallel to the upsweep edge, and offset from the upswept face by
2.5 mm. The jet was placed and directed with the aim of disrupting the formation of
the shear layer. Table 3.3 outlines the location and jet lengths of the spanwise blowing
cases. Spanwise blowing from a wing tip has previously demonstrated that the tip
vortex can be deflected away from the surface and weakened due to the destructive
interactions with a generated jet vortex (Lee et al., 1989; Heyes et al., 2004; Margaris
et al., 2006). The location of one of the slots and the direction of the jets are shown in
Fig. 3-6a and Fig. 3-6b, respectively.





1 0.05 0.30 0.25
2 0.05 0.20 0.15
3 0.10 0.25 0.15
4 0.15 0.30 0.15
5 0.05 0.15 0.1
6 0.10 0.20 0.1
7 0.15 0.25 0.1
8 0.20 0.30 0.1
Table 3.3: Spanwise jet locations.
A jet flap was positioned close to the upstream apex of the slant at x′j/c = 0.07,
with the aim of minimising flow separation on the upswept face, as has previously been
successfully demonstrated on Ahmed bodies (Aubrun et al., 2011). The jet incidence
angle (defined in Fig. 3-7a) was varied between 15° and 70°. The slot spanned 30 mm
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(∆zj/D = 0.337) and had a width of 0.5 mm. Its location relative to the baseline
vortex trajectory is shown in Fig. 3-7b.
3.4.3 Pulsed blowing
An Alicat liquid flow controller (model LCR-1SLPM-D) was used to enable the gen-
eration of a periodic jet. The controller initially laminarises the flow through a series
of flow elements. The pressure drop across the flow meter is then measured internally,
before the flow rate is calculated using the Hagen-Poiseuille equation. The controller
was accessed remotely from a PC via a serial link, from which a step input demand was
sent and data acquired using a LabVIEW program. Data was transferred between the
PC and the flow controller at a baud rate of 19200, or approximately 40 measurement
points per second. The flow controller was synchronised with the PIV measurement
system to enable the collection of phase-locked data for a given point along the pulsed
jet cycle.
3.4.4 Jet momentum coefficient
The jet momentum coefficient is an important parameter to describe the relative fluid
momentum added to the flow by the jets. The momentum of the jet is normalised by
the dynamic pressure of the freestream, multiplied by the cross-sectional area of the









This can also be rewritten in terms of the total volumetric flow rate through the
jets. As the water source for the jets is the same as that of the freestream, the density







For the continuous blowing cases, the flow rate through the jets was manually
controlled by a variable area flow meter, upstream. The total jet momentum coefficient
was typically set at Cµ = 0.02 (equivalent to Cµ = 0.01 per jet for cases with pairs of
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jets). In experiments where the effect of the jet momentum coefficient was investigated,
the total value was limited to Cµ = 0.025.
For the pulsed blowing cases, a flow controller was used to enable the generation
of a periodic jet. The target peak value of Cµ was Cµ = 0.02 for all cases, while the
pulsing frequency, f , and duty cycle of the square pulse input demand were varied.
An example phase-averaged jet pulse response is shown in Fig. 3-8a. This can be
defined by its frequency, 1/T , the time-averaged jet momentum coefficient, C¯µ, and
the peak-to-peak amplitude, 2Cˆµ. A portion of the raw sample of the response, used
to generate the phase-averaged graph, is shown in Fig. 3-8b. Initially, there is some
overshoot of the peak above the target value of Cµ = 0.02, before greater similarity
between subsequent jet pulses.
Uncertainty
Measurement uncertainties in this thesis are calculated using the Constant Odds Com-
bination methods introduced by Moffat (1988). More detailed calculations are supple-
mented in the Appendix. To determine the overall uncertainty in the jet momentum
coefficient, the uncertainty of each dependent variable in Equation 3.2 is taken in turn
and combined.
The uncertainty in setting the flow rate is around 5 cubic centimetres per minute,
defined by the resolution of the flow meters. For the lowest flow rate tested, this gives
a maximum uncertainty of δQ = ±0.02Q.
The uncertainty in the jet area is based on the jet geometry. For circular jets,
the uncertainty of the jet diameter is estimated to be ±0.05 mm, based on a likely
hole tolerance, resulting in an area uncertainty of δAj = ±0.1Aj . For slot jets, the
uncertainty in the slot width is ±0.05 mm, based on the manufacturing tolerance of the
shim used to mould the slot. The uncertainty in the slot length is approximately ±0.5
mm. For the shortest slot jet, this results in a jet area uncertainty worth δAj = ±0.1Aj .
The uncertainty in the freestream velocity is based upon uncertainty in the gradient
of the calibration curve (constructed from PIV measurements) and the resolution of
the motor speed setting. Combining these uncertainties gives an overall freestream
velocity uncertainty of approximately δU∞ = ±0.01U∞.
The uncertainty in the cross-sectional area of the fuselage model is dependent on
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the uncertainty in model diameter. This is estimated to be ±0.5 mm, giving an area
uncertainty of δS = ±0.01S. Combining these uncertainties together results in an
uncertainty in jet momentum coefficient of δCµ = ±0.11Cµ.
3.5 Force measurements
As the model has a relatively high weight-to-drag ratio, a traditional binocular bending
beam force balance could not accurately measure the low drag forces (∼ 0.1 N) while
also providing a structural support. The required low second moment of area for a
bending beam would result in significant beam deflection (and risk of breakage) even
from small moments caused by the weight of the model. Therefore, the chosen method
of measuring the drag force was a Futek ‘S Beam’ load cell with a capacity of 0.5 N.
This was fixed in-situ on one side, while the other side was free to deflect under load.
The free end was attached to a carriage which was supported by two rails, parallel to
the freestream, each of which passed through a pair of air bearings. The model was
attached to the carriage. The load cell arrangement is presented in Fig. 3-9. Any
moments were absorbed by the bearings, ensuring that the model weight was isolated
during drag force measurements. An end plate was mounted just below the free-surface
of the water tunnel to minimise the transmission of wave oscillations to the load cell.
A zero reading was collected with U∞ = 0 m/s before and after each experiment. The
drift between zero readings was typically measured to be less than 1% of the baseline
measurement, suggesting insignificant friction in the bearings. The signal from the load
cell was measured by a Wheatstone bridge, before being collected by a data acquisition
card in the PC.
For the continuous blowing cases, the force data was collected at a rate of 500 Hz
for 90 seconds, resulting in 45,000 samples. For the pulsed blowing cases, the force
measurement system was synchronised with the flow controller. Data was collected
at a rate of 40 Hz for 90 seconds, giving approximately 3,600 samples. Both of these
sampling rates exceeded the Nyquist frequency of the system mechanical resonance
(around 6-7 Hz). Minimal background motor noise was detected from the load cell
when sampling at 500 Hz, which was confirmed by collecting force data, with the water
tunnel motor on, and with the model unattached. Spectral analysis suggests that the
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mechanical resonance dominates that of the background noise, with the spectral density
of the mechanical resonance component around 50 times that of the 35 Hz motor noise.
Following experiments, the voltage was converted to a force value through a linear
calibration curve. A 15 point calibration was performed daily before experiments in
order to account for any changes in environmental conditions. A total of 3 sets of data
were collected for each experiment to ensure an acceptable level of repeatability.
3.5.1 Drag coefficient
In order to estimate the fuselage drag coefficient for each test case, the drag coefficient of
the NACA 0012 support fairing was subtracted from the total model drag coefficient.
The uncertainty in the drag coefficients of the total model and the support fairing
were 2.5% and 3% respectively. This gives an overall uncertainty in the fuselage drag
coefficient of δCD = ±0.04CD.
The drag change between the baseline and flow control cases is defined as ∆CD =
CD1 − CD0 (where subscripts 0 and 1 are the baseline and flow control conditions,
respectively). Hence, ∆CD is negative for drag reductions. The uncertainty in ∆CD is
typically around δ∆CD = ±0.1∆CD.
Drag savings presented throughout this thesis are normalised with respect to the
baseline drag coefficient, by the notation ∆CD/CD0. Through combining the uncer-
tainty in absolute drag coefficient, with that for the change in drag coefficient, the
uncertainty in drag savings is typically found to be around δ(∆CD/CD0) = ±0.005 for
most cases. Figure 3-10a shows the uncertainty bounds of drag savings for an exam-
ple test case, which encompasses the range of jet momentum coefficients tested and
drag reduction values measured within this thesis. The estimated uncertainty does not
exceed δ(∆CD/CD0) = ±0.01 for the largest values of Cµ and ∆CD/CD0.
3.5.2 Net power savings
Although the drag coefficient is a useful indicator to determine if the flow conditions
are more favourable with flow control, it is important to equate this with the energy
added to the flow to understand if it is a more efficient solution. The power saved due
to drag reduction can be defined as:
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Whilst the fluid in the plenum chamber is non-quiescent (as it has a finite volume),
for the purposes of this research, it is assumed that the fluid is at rest. This will
result in a conservative estimate of the net energy. If it is also assumed that there is a








The energy balance is then considered by the net power savings, Pnet = ∆P + Pin.
















Therefore, the net energy balance is dependent on the drag reduction, jet momen-
tum coefficient and velocity ratio.
The uncertainty of the normalised jet momentum coefficient is at most δCµ/CD0 =
±0.12Cµ/CD0, while the uncertainty of the jet velocity ratio is estimated to be δUj/U∞
= ±0.1Uj/U∞ for both circular and high-aspect-ratio jets. Combining these uncertain-
ties together, results in a typical uncertainty of δ(Pnet/PD0) = ±0.01. Figure 3-10b
shows the uncertainty bounds of net energy for an example test case. The estimated
uncertainty does not exceed δ(Pnet/PD0) = ±0.015 for the largest values of Cµ and
Pnet/PD0.
3.6 PIV measurements
Two-dimensional velocity measurements were collected along three different plane ori-
entations in the near-wake. The majority of these were crossflow measurements taken at
five equidistant stations along the afterbody length (x/L = 0.2, 0.4, 0.6, 0.8, 1.0), with
the laser positioned from the side, generating a sheet perpendicular to the freestream
(Fig. 3-1a). For these cases, the camera was positioned downstream of the model
looking upstream. Velocity data was also collected within the z = 0 plane, with the
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laser positioned underneath the test section, and the camera from the side (Fig. 3-1b).
Lastly, velocity data within a plane parallel to the upswept surface, and offset by 2
mm, was captured with the laser positioned from the side and the camera underneath
the test section (Fig. 3-1c).
The seeding particles used were hollow glass spheres with diameters of 8 µm to 12
µm. The seeding particles needed to accurately follow the streamlines of the flow, in
order for PIV analysis to be a good estimation of the flow field. The difference between
the settling velocity and freestream velocity was used to determine the suitability of
particles. The settling velocity is the velocity of the particles caused by the difference






where dp is the particle diameter and ρp and ρ∞ are the particle and fluid density
respectively. This gives a settling velocity of around Us = 5× 10−6 m/s, which is
approximately 0.002% of the freestream velocity. As the particle settling velocity is
negligibly small in comparison to the freestream velocity, it can be assumed that the
seeding particles accurately follow the streamlines of the flow. Crossflow PIV images
were captured using a 200 mm f/2.8D Nikon lens, whilst for measurements in the z = 0
plane, and within the plane parallel to the upswept surface, a 50 mm f/2.8D lens was
used. In all cases, the lens was attached to a 4MP Powerview Plus 12-bit digital CCD
camera. The seeding particles were illuminated using a 120 mJ dual Nd:YAG pulsed
laser, which generated a laser sheet of approximately 1 mm thickness. The capture
rate of each pair of frames was 15 Hz. The timings of both devices were controlled via
a TSI Model 610034 synchronizer connected to a PC.
The time separation between pairs of images, ∆t, was tuned for each test configu-
ration to ensure that it was long enough to accurately resolve velocity vectors over a
sufficient time period, whilst being short enough to minimise spurious vectors caused
by seeding particles travelling past the laser plane. In practice, this meant starting
at a theoretical maximum ∆t (found from estimating the time taken for a particle
to travel through the 1 mm thick laser sheet, assuming it travelled at the freestream
velocity), and then reducing this until the number of spurious vectors was only around
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2% of the total. For images taken in crossflow, ∆t = 800µs was found to be a suitable
compromise for the baseline case. For images taken in the z = 0 plane and the plane
parallel to the upswept face (the configurations demonstrated in Fig. 3-1b and Fig.
3-1c), ∆t was larger (around ∆t = 1000µs) due to the laser plane oriented towards
the freestream direction. For flow control experiments, crossflow measurements just
downstream of the jet location necessitated a shorter ∆t as the jet velocity was larger
than the freestream velocity. The shortest time separation was ∆t = 500µs.
Time-averaged and phase-averaged results were processed from 500 pairs of images.
Initially, the images were pre-processed by subtracting the average image intensity from
each individual image, to remove any background noise, such as laser reflections off the
model surface (the model was painted matt black to minimise reflectance). The main
processor used the Hart correlation algorithm with an interrogation window of 32 x
32 pixels and 50% overlap, which resulted in a vector resolution of less than 1% of
the model diameter. 500 pairs of images were found to be sufficient to resolve the
time-averaged flow field, as the circulation at the afterbody trailing-edge was shown
to be highly similar when fewer image pairs were chosen (the difference between the
time-averaged vortex circulation of a 500 and 400 image pair sample is of the order
of 0.1%). Through trial and error, a 32 x 32 window size was found to result in
both a good vector resolution and vector quality, while a processing window of 24 x
24 pixels sometimes generated results with a significant number of spurious vectors.
During post-processing, each vector was compared against the global mean. Were the
vector to exceed 5 standard deviations from the global mean, it was deemed spurious.
Choosing a lower standard deviation threshold risked wrongly identifying good vectors
as spurious (especially as the velocity gradient is high in vortex flows), while a higher
standard deviation may not identify some spurious vectors. The number of spurious
vectors was typically less than 2% of the total number of image vectors. Spurious
vectors were replaced with the local mean of the 5x5 vector neighbourhood.
3.6.1 Uncertainty
There are several main sources of uncertainty within PIV measurements (Prasad, 2000):
• Tracking error from the inability of seeding particles to accurately follow the
streamlines of the flow
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• Gradient error from large velocity gradients within the interrogation window
• Bias error from determining the particle displacement to sub-pixel accuracy
• Random error due to image noise and low signal-to-noise ratio
The tracking error has been addressed by ensuring that the settling velocity of the
seeding particles is sufficiently less than the freestream velocity.
Gradient errors cannot be entirely avoided in turbulent flows. If the local velocity
gradient is large (which is to be expected in vortical flows such as in this study),
then the displacement of particles can vary across the interrogation window, resulting
in correlation errors. They were minimised by reducing the size of the interrogation
window to 32 x 32 pixels.
The resolution of the particle displacement, and therefore the correlation field, is
limited to the pixel location. In order to reduce the measurement error, the correlation
field is interpolated using Gaussian curve fitting. The bias error arises when the peak
of the correlation field is attributed to the nearest integer pixel.
Signal-noise ratio
One of the factors that influences the signal-to-noise ratio concerns the thickness of
the laser light sheet. A laser sheet which is too thin, will result in particles moving
in and out of the measurement plane between image pairs, causing the generation of
spurious vectors, due to poor cross-correlation results. A laser sheet which is too thick,
however, will result in the processing of velocity vectors outside the measurement plane
of interest. Through trial and error, it was found that a laser sheet thickness of 1 mm
was a good compromise (equivalent to 0.6% of the afterbody length). It is important
that the depth-of-field is at least the same thickness of the laser light sheet in order to
avoid imaging out-of-focus particles. For this thesis, the depth-of-field is estimated to
be 2 mm, which is around twice the thickness of the laser sheet.
The particle seeding density is another important factor to consider. If the seeding
density is too low, then correlation errors may arise from insufficient particles in the
interrogation window, while a seeding density that is too high may cause over-exposed
images. Before experiments were conducted, seeding particles were gradually added to
the flow, until images could be processed with minimal spurious vectors. In this study,
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the signal-to-noise ratio was high enough such that the number of spurious vectors was
typically less than 2% of the total number of vectors in each snapshot.
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3.7 Figures
Figure 3-1: A schematic of the setup in the water tunnel for PIV measurements a) in
the crossflow, b) along the z = 0 plane, and c) parallel to the upswept face.
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Figure 3-2: Outline of the simplified fuselage model (excluding the support fairing)
showing (a), definitions of the basic dimensions on the side view; (b) and (c), the axes
on the top-down and side views, respectively.
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Figure 3-3: Schematic of the jet supply for the flow control cases.
59
Chapter 3. Experimental Methods
Figure 3-4: Key parameters for the circular jet configurations, showing a) the upswept
face and the vortex trajectory for the baseline case, with one of the jet locations within
the bushings (highlighted red), b) the positions of the different jet locations tested, and
c) the definition of the jet incidence angle.
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Figure 3-5: Definition of the surface-normal slot jets, showing a) the direction of the
jets on the side view of the afterbody, and b) the vortex trajectory for the baseline case
with one of the jet locations for reference.
Figure 3-6: Definition of the spanwise slot jets, showing a) the side view of the afterbody
with one of the jet locations for reference, and b) the direction of the jets viewed from
downstream.
Figure 3-7: Definition of the jet flap, showing a) the incidence angle of the jet on the
side view of the afterbody, and b) the vortex trajectory for the baseline case with one
of the jet locations for reference.
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Figure 3-8: Example measured pulsed jet cycle, showing a) the phase-averaged response
to a square pulse input demand at a frequency of fD/U∞ = 0.62 and duty cycle of 80%.
The pulsed jet cycle can be defined by the time-averaged jet momentum coefficient, C¯µ,
peak amplitude, Cˆµ, and the pulsing frequency, 1/T . A raw sample used to calculate
the phase-averaged response is shown in b).
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Figure 3-9: Schematic of the load cell arrangement in the force measurement system.
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Figure 3-10: Typical uncertainties in the jet momentum coefficient, and a) drag savings,





The flow field downstream of a slanted-base axisymmetric cylinder was studied in order
to understand both the time-averaged and instantaneous flow features in the near-wake.
The time-averaged flow field confirmed the formation of a near-symmetric counter-
rotating vortex pair, which strengthened to 80% of the trailing-edge circulation by
the mid-length of the afterbody. This suggests that there is more potential for drag
reduction when applying vortex control methods further upstream to modify their
formation. The application of Proper Orthogonal Decomposition showed a relatively
even distribution of flow energy across the most energetic modes, with the helical
mode the most dominant mode between 40% and 60% of the afterbody length. The
instantaneous flow field revealed examples of significant vortex asymmetries. Small
correlation coefficients between the vortex pair coordinates suggest weak elliptic and
long wavelength instabilities within the vortices. A low vortex meandering amplitude
of around 10% of the vortex core radius was small enough to ensure that the time-
averaged and ensemble-averaged properties were similar. The effects of introducing a
non-zero pitch and yaw angle to the model were also captured. An increase in pitch
angle resulted in a diffuse vortex pair of lower circulation, which corroborates evidence
in previous literature which shows a lower drag coefficient for this case. A non-zero
yaw angle produced an asymmetric vortex pair, with the stronger and larger of the two
vortices more unsteady due to flow crossing the symmetry plane and feeding into it.
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4.2 Time-averaged flow field
The streamwise development of the time-averaged crossflow vorticity for the baseline
case (α = 0°, β = 0°) is presented in Fig. 4-1. At the furthest forward station of
x/L = 0.2 (Fig. 4-1a), a shear layer develops and feeds vortical flow downwards from
either side of the upsweep edge inboard to where a condensed counter-rotating vortex
pair forms. As the flow within the vortices travels downstream, the upwash generated
by the counter-rotation (demonstrated by the velocity magnitude and streamlines in
Fig. 4-2) displaces them vertically, so that they initially follow the contour of the
upswept face.
Between x/L = 0.2 and x/L = 0.6 (Fig. 4-1a to Fig. 4-1c), the vortices grow
substantially and become elliptic in shape, demonstrated by the streamlines in Fig.
4-2b. The crossflow velocity magnitude increases substantially to over 70% of the
freestream. The vortices experience a simultaneous displacement outboard as they
appear to roll-up back over the shear layer. Small pockets of flow recirculating in the
opposite direction are present in the enclosed region between the vortices and shear
layer. These are due to the secondary vortices produced by the flow separation on
the surface, which are also indicated by the low velocity regions close to the surface
in Fig. 4-2b. At x/L = 0.6, the vortex pair have become more circular and appear
slightly diffuse. The vorticity within the shear layer is weaker, which could be a result
of the narrowing of the afterbody span beyond x/L = 0.5 and the increase in pressure
along the upswept face. The pressure differential between the freestream and upsweep
region has been shown to reduce with streamwise distance for a model with a similar
geometry, as demonstrated in Fig. 2-7 (Epstein et al., 1994). Hence, the driving
mechanism behind shear layer formation becomes weaker. As the spanwise separation
of the vortex pair increases, the influence of one upon the other lessens, such that the
vertical displacement between each station reduces. This causes the pair to move away
from the surface between x/L = 0.6 and x/L = 0.8 (Fig. 4-1d). At x/L = 1.0 (Fig.
4-1e), the vortices are at their most circular, and the pair is almost symmetric about
the y axis.
Figure 4-3 summarises the change in circulation of the vortex pair with streamwise
distance. The circulation is calculated by the area integral of vorticity in each crossflow
66
Chapter 4. Baseline Flow Field




(∇×V ) · dS (4.1)
The starting location for the algorithm is determined by the point where the appli-
cation of the Q Criterion returns a maximum value (Jeong et al., 1995). The circulation
of this point is calculated, before expanding out by one spatial resolution unit at a time
and recalculating the circulation, until the difference between iterations is less than 1%.
The Q Criterion is defined by:




















where Ω is the vorticity tensor and S is the strain rate tensor. These are found
from the decomposition of the second order deformation tensor ∇u. This method finds
regions of vorticity due to rotation rather than shear, thereby ensuring that the starting
point for the algorithm is determined from the maximum vorticity within the rotating
body of the vortex. The shear layer is still captured in the circulation calculation, as this
will contribute towards the surface pressure and drag force. Evaluating the circulation
using this iterative method overcomes any ambiguity associated with choosing a suitable
calculation area in determining the circulation, and the effect of background noise is
minimised due to the imposed 1% change criterion.
The increase in circulation with streamwise distance is initially significant, before
slowing after x/L = 0.6, as shown in Fig. 4-3. Approximately 90% of the vortex
circulation at x/L = 1.0 has already been reached by x/L = 0.6, suggesting that there
is more opportunity for drag reduction by modifying the early vortex flow field before
this point. There is a small discrepancy between the two circulation profiles, indicating
a flow asymmetry, probably due to an uncertainty in the fuselage yaw angle, or because
of geometric irregularities with the model.
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Figure 4-4 shows the flow within a plane parallel to (and 2 mm away from) the
upswept surface, as well as three crossflow velocity measurements at x/L = 0.2, x/L =
0.4 and x/L = 0.6 for the right vortex. The regions of low velocity near the spanwise
outer edges indicate local flow separation and are bounded by the shear layer and
vortex, as evidenced at the crossflow profiles at x/L = 0.2 and x/L = 0.4. As the
vortices move further away from the surface, the region of separated flow is no longer
bounded. The outflow velocity increases noticeably from x/L = 0.5, which indicates
the displacement of the vortices away from the surface. The magnitude of the outflow
velocity is indicative of the strength of the vortices.
4.3 Instantaneous flow field
A comparison of the streamwise development of the time-averaged vorticity with a
selected instantaneous snapshot is presented in Fig. 4-5. It is evident that the instan-
taneous vortex becomes more diffuse with streamwise distance, as the similarity with
the time-averaged vortex lessens and the regions of maximum vorticity become more
dispersed. The interaction of the freestream with the near-wake at the trailing-edge is
noticeable from the broken vorticity in Fig. 4-5e.
It is possible to represent the flow field as a series of orthogonal modes in order
to identify any dominant coherent structures (organised flow features which appear
regularly). The Proper Orthogonal Decomposition (POD) is a technique which achieves
this with optimality - the solution is that of the fewest unique modes which represent
the total flow energy. The approach is covered in more detail by Berkooz, Holmes and
Lumley (Berkooz et al., 1993) but the principle is to solve the eigenvalue problem:
∫
Ω
R(x, x′)Φn(x′)dx′ = λnΦn(x), (4.5)
where Φn are the eigenfunctions and λn are the corresponding eigenvalues. The
correlation matrix is defined:
R(x, x′) = 〈u(x)u∗(x′)〉, (4.6)
for the fluctuating component, u, of each PIV snapshot. λn represents the energy
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contribution that each mode, Φn, gives to the flow field. The modes are ordered by
energy, such that the first mode is the most energetic, and therefore, the most dominant.
Figure 4-6 shows the variation in mode energy with mode number, n, and the
streamwise location for each vortex. It is apparent from Fig. 4-6a and Fig. 4-6b that
the flow is not dominated by one or two modes, but rather the energy is distributed
more evenly. The maximum energy for the first dominant mode is approximately 10%
of the total, which occurs for the furthest upstream stations. In general, the energy
content of the more dominant modes reduces with increasing streamwise distance (Fig.
4-6c and Fig. 4-6d). This suggests that the flow field is becoming less ordered towards
the afterbody trailing-edge. For the right vortex, the energy contribution from the
more dominant modes increases between x/L = 0.2 and x/L = 0.4, possibly because
the vortex is still forming, as evidenced in Fig. 4-1a and Fig. 4-1b. However, this is not
the case for the left vortex, where the most energetic mode is at the furthest upstream
location of x/L = 0.2. This may be indicative of slight asymmetry in the flow, and
coincides with asymmetry in vortex circulation as demonstrated in Fig. 4-3.
The first (n = 1) mode at each streamwise station is presented in Fig. 4-7. The
shear layer is characterised by a pair of narrow bands of vorticity, shown in Fig. 4-7a.
Just downstream of this, at x/L = 0.4 (Fig. 4-7b), where the vortices are further
developed, the first mode is of two vortex dipoles, with azimuthal symmetry of order
|m| = 1. This is the helical instability, and can be viewed as a helical displacement
wave (Fabre et al., 2006). If this mode were added to the time-averaged flow, it will
result in a vortex with one side of a higher vorticity than the other, causing the vortex
to meander. This has been observed as the most dominant mode in studies on inlet
vortices and wing tip vortices (Wang et al., 2012; Chen et al., 2016). This mode also
has the highest energy contribution out of the five streamwise stations, worth λn = 12%
for the right vortex (Fig. 4-6d). At x/L = 0.6 (Fig. 4-7c), the first mode is a stretched
vortex dipole, suggesting a distorted helical wave. At the final two streamwise stations,
primary modes with higher orders of symmetry (|m| = 2) are visible, representing a
double-helix perturbation. This has the effect of flattening the vortex. The mode can
be represented by two vortex filaments intertwining, causing the main core to widen as
a result of the separation of these filaments (Fabre et al., 2006). At the three furthest
upstream planes, the mode shapes are almost symmetric about the y-axis. However,
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this symmetry disappears at x/L = 0.8 and x/L = 1.0, as there is less dominance of
primary modes at these streamwise locations (as evidenced by the lower mode energies
in Fig. 4-6).
Although the time-averaged vortex locations at the trailing-edge appear perfectly
symmetric about the vertical coordinate axis (Fig. 4-8a), the vortices in two instan-
taneous snapshots exhibit asymmetries. There is evidence that the position of one
vortex relative to the other deviates significantly, with two extreme cases presented in
Fig. 4-8b and Fig. 4-8c. The time-averaged flow field smooths the asymmetries and
presents a symmetric vortex pair. It is not clear how the instantaneous “symmetry
breaking” is caused. The ratio of the vortex core radius, a, to the vortex separation
distance, b is around a/b = 0.2. According to Leweke et al. (Leweke et al., 2016), both
the long wavelength and short wavelength instabilities can be amplified for this aspect
ratio. In order to investigate possible time-dependent interactions of the vortex pair,
instantaneous vortex locations in the crossflow plane were analysed. The instantaneous
vortex location was defined by the first order of vorticity, as outlined by Leweke et al.
(Leweke et al., 2016), which provides a method for determining the vortex centroid.
The correlation coefficient between the y coordinate of each vortex was first calculated,
before finding the equivalent for the z coordinate. The variation of vortex correlation
in the streamwise direction is shown in Fig. 4-9 for the vertical and horizontal direc-
tions separately. The magnitude of the correlation coefficient, R, is consistently below
|R| = 0.2 at all streamwise stations, indicating that there is no appreciable correlation
between the two vortex positions. This could be due to weak short wavelength (elliptic)
instabilities and insufficient streamwise distance for the long wavelength instabilities to
develop.
The variation of several key vortex properties are presented as a function of stream-
wise distance in Fig. 4-10 from x/L = 0.4 and downstream. The data for x/L = 0.2 is
not presented as the vortex is still developing at this location. The vortex properties for
the time-averaged and ensemble-averaged vortex are calculated separately. Ensemble-
averaged data is determined by first finding the instantaneous centre of the vortex
for each PIV snapshot (in this instance, determined from the centroid location using
the methods of Leweke (2016)). This returns a vortex displacement vector, measured
relative to the time-averaged vortex location. Each snapshot is then re-centred using
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its associated displacement vector, and the generated data set is then averaged. Sepa-
rate vortex property calculations using these two methods is expected to highlight the
effects of vortex meandering - a vortex experiencing a greater meandering magnitude
should result in a larger discrepancy between the time-averaged and ensemble-averaged
results. The variation of vorticity at the centroid is shown in Fig. 4-10a. The time-
averaged centroid vorticity initially reduces with streamwise distance, before increasing
at the trailing-edge. This is corroborated by the time-averaged vorticity plots in Fig.
4-1 - the darker orange and blue at the vortex centres (indicating larger vorticity mag-
nitudes), appear to fade to lighter shades (indicating smaller vorticity magnitudes),
between x/L = 0.4 and x/L = 0.8. The centroid vorticity then strengthens slightly
at the trailing-edge. The vortex radius also initially reduces, before increasing from
x/L = 0.6 to the trailing-edge (Fig. 4-10b). The initial reduction in radius is likely
to be caused by the shortening of the shear layer between x/L = 0.4 and x/L = 0.6.
There is minimal difference between the time-averaged and ensemble-averaged results
for both parameters, suggesting that any meandering bears little influence on these
vortex properties. Indeed, the root-mean-square (RMS) meandering amplitude results
presented in Fig. 4-10c and Fig. 4-10d for each vortex suggest a meandering amplitude
of around 10% of the core radius. This is relatively low when compared to other studies,
which show wing tip and afterbody vortex meandering amplitudes worth around 30%
to 40% of the core radius in the near-wake (Devenport et al., 1996; Margaris et al.,
2008; Bulathsinghala et al., 2016; Chen et al., 2018). Similarly with the results of
Devenport (1996), the meandering amplitude increases with streamwise distance. As
the dominance of the helical mode reduces with streamwise distance (Fig. 4-6c and
Fig. 4-6d), it is unlikely that the increase in meandering is caused by the perturba-
tion growth of this mode. There are also no appreciably asymmetries in meandering
amplitude between the two vortices.
4.4 Effects of a non-zero pitch and yaw angle
Figure 4-11 compares variations in the baseline flow field (Fig. 4-11a) with two fuselage
incidence angles of α = −2° and α = +2° and a yaw angle of β = +2°. The fuselage
angles are defined in Fig. 3-1. This range of angles encompasses the typical flight
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envelope experienced during a mission. At a negative incidence angle (Fig. 4-11b),
the effective angle that the upsweep creates with the freestream is increased. Because
of this, the vortex pair have gained in strength, indicated by the darker, more intense
colours. The shear layer does not extend inwards by as much as the baseline. The
vortices are also displaced slightly further away from the surface when compared to
the baseline. Conversely, for a positive incidence angle, the vortices appear weaker,
but remain closer to the surface (Fig. 4-11c). The non-zero yaw angle case simulates
the scenario of a crosswind. In this instance, the right vortex shear layer is more
intense than the baseline (Fig. 4-11d). This side has also become more exposed to the
freestream. The vortex then expands rapidly to the point of near-breakdown by the
third measurement plane, where it appears larger but much more diffuse. The vortex
restrengthens slightly by the trailing-edge. The structure and development of the left
vortex appears more comparable to the baseline case.
The vortices at the trailing-edge are presented in Fig. 4-12 to highlight the dif-
ferences in structure. While the vortices are more coherent for the baseline case and
negative incidence angle case (Fig. 4-12a and Fig. 4-12b), a positive incidence angle
results in a more diffuse vortex (Fig. 4-12c). They appear less coherent, as do the
vortices for the positive yaw angle case (Fig. 4-12d). This suggests that the vortices
of the positive incidence angle and non-zero yaw cases may be more susceptible to
instabilities, and therefore meandering.
The total vortex circulation is presented in Fig. 4-13. This is calculated using
the same area integral of vorticity method as previously. Regardless of pitch or yaw
angle, the circulation follows a similar trend - a rapid growth to x/L = 0.6 before
a gradual increase to the trailing-edge. As with the baseline case, the left vortex is
slightly stronger for the non-zero pitch angle cases, likely to be due to a small yaw
offset in the set-up. However, for the negative pitch angle case, the circulation of
both vortices is larger than the baseline at almost all streamwise stations. This is in
agreement with the stronger vortices shown in Fig. 4-11b. Conversely, the circulation
for the positive pitch angle case is less than the baseline. This incidence angle effect
corroborates drag measurements of previous studies, which evidence an increase in drag
coefficient with reducing pitch angle (Maull, 1980; Xia et al., 1983). It now appears
that this drag increase is caused by a strengthening of the afterbody vortices, similar
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to the effect of increasing upsweep angle (Bulathsinghala et al., 2016). It is not known
why the non-zero pitch angle cases cause a greater disparity in the circulation between
the left and right vortices than for the baseline case, but it is likely to be due to
experimental uncertainty when setting the pitch angle. For the non-zero yaw angle
case, the circulation of the left vortex remains similar to the baseline, while the right
vortex increases beyond this to approximately that of the negative pitch angle case.
The time-averaged velocity field, 2 mm away from, and parallel to, the upswept
surface, is shown in Fig. 4-14 for the different fuselage pitch and yaw angles. These are
compared against the baseline case in Fig. 4-14a. With a negative pitch angle (Fig.
4-14b), the regions of flow separation are restricted further outboard than those for
the baseline case (indicated by the small strips of low velocity magnitude), likely due
to higher momentum flow within the boundary layer. This coincides with the shear
layer being restricted further outboard in Fig. 4-11b. The outflow velocity induced by
the developing vortices is larger and begins at a position further upstream than the
baseline. This higher outflow velocity (equivalent to the swirl or tangential velocity)
corresponds with the stronger vortex shown in Fig. 4-11b and the higher circulation.
This is expected to result in a lower pressure on the surface, according to Batchelor’s
simple vortex model. Conversely, with a positive pitch angle (Fig. 4-14c), there exists
a much larger region of flow separation near the upsweep apex, which extends along
the centreline to approximately half the afterbody length. In addition, the magnitude
of the tangential velocity appears slightly less than the baseline, due to the weaker
vortex. Streamlines show that for a positive yaw angle, the flow crosses the centreline
near the leading-edge from left to right, feeding in to the right vortex (Fig. 4-14d).
Consequently, the tangential velocity on the right side is slightly larger, resulting in
the stronger vortex shown in Fig. 4-11d and the higher circulation in Fig. 4-13.
The time-averaged vorticity and streamlines along the z = 0 centreline of the base-
line is compared against the non-zero pitch angle cases in Fig. 4-15. The change in
the vorticity shows that the thickness of the boundary layer increases between x/L = 0
and x/L = 0.5 when the pitch angle is increased from α = −2° to α = +2°. This is
also indicated by the deflection of streamlines away from the upswept surface. This
boundary layer thickening for the positive pitch angle case is thought to be due to flow
separation along the centreline shown in Fig. 4-14c.
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The RMS crossflow velocity of the non-zero pitch and yaw angle cases is shown in
Fig. 4-16 and compared against the baseline (Fig. 4-16a). For the negative pitch angle
case (Fig. 4-16b), the unsteadiness is mainly within the shear layer of each vortex,
while the region of high turbulence extends inwards towards the core for the positive
pitch angle case (Fig. 4-16c). The larger unsteadiness in the vortex shear layer for
the α = −2° case could be indicative of instabilities. Previous studies have shown
that shear layer instabilities result in the formation of small scale vortical structures,
which feed in to the main vortex (Gordnier et al., 1994; Cipolla et al., 1998). This
instability mechanism could be the cause of the stronger shear layer and vortex. The
higher core turbulence for the positive pitch angle case is reflective of an increase in
the meandering amplitude of the vortex centroid when compared to the baseline as
shown in Fig. 4-17a and Fig. 4-17c. Conversely, for the negative pitch angle case,
the meandering amplitude towards the trailing-edge is greatly reduced, likely to be
due to the reduced core turbulence. For the positive yaw angle case, there is much
more unsteadiness in the right vortex compared to the left at stations downstream of
x/L = 0.2 (Fig. 4-16d). Consequently, the RMS meandering amplitude of the right
vortex centroid at the trailing-edge is larger than the left (Fig. 4-17a and Fig. 4-
17b). The positive pitch angle case shows a region of increased turbulence intensity
along the fuselage centreline, which is expected to be a result of the greater region of
flow separation on the surface shown in Fig. 4-14c. This contrasts with the negative
pitch angle case, where the region of separation is much smaller (Fig. 4-14b) and the
turbulence intensity along the centreline is less (Fig. 4-16b).
Although there are noticeable differences in the meandering amplitude across the
different fuselage angles, there is a less discernible difference between the ensemble-
averaged and time-averaged centroid vorticity (Fig. 4-18). In all cases, the ensemble-
averaged vorticity is almost equal to the time-averaged value. Any differences are
likely to be within uncertainty bounds. This can be explained by the relatively small
meandering amplitude as a fraction of the vortex radius (σ/a ∼ 0.1 at x/L = 1.0
from Fig. 4-17b and Fig. 4-17d). The centroid vorticity follows a similar trend with
streamwise distance for all cases - a decrease until x/L = 0.8, after which there is a
small increase to x/L = 1.0. As expected, the centroid vorticity of both vortices for
the negative pitch angle case is increased above the baseline at nearly all streamwise
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stations. The opposite is true for the positive pitch angle case. Interestingly, for the
positive yaw angle case, the centroid vorticity of the right vortex is generally lower than
the left, even though the circulation is larger. This can be explained by the larger core
of the right vortex in Fig. 4-11d.
4.5 Conclusions
The flow field in the near-wake of a slanted base axisymmetric cylinder has been studied
in order to understand the main flow features surrounding the counter-rotating vortex
pair. The effects of a non-zero pitch and yaw angle were also captured to assess the
flow field changes which might occur within a typical flight envelope.
The time-averaged flow field of the baseline case (with the pitch and yaw angles
set to zero) confirmed the formation of a near-symmetric counter-rotating vortex pair,
which closely follow the contour of the upswept face, due to the strong upwash generated
by the vortices. Over 80% of the vortex circulation at the trailing-edge was reached by
the mid-length of the afterbody, which suggests that more significant drag reduction
could be achieved by modifying vortex formation further upstream.
The application of Proper Orthogonal Decomposition on the instantaneous flow
field revealed a relatively even distribution of energy across the most energetic modes,
with the maximum energy of the first mode approximately 10% of the total. In general,
the energy contribution of the most dominant modes reduced with streamwise distance,
indicating that the flow becomes less ordered. The most energetic mode at further up-
stream locations was the helical mode, which had previously been demonstrated in
wing tip, delta wing and inlet vortices. Instantaneous snapshots revealed examples of
significant deviations of one vortex relative to the other at the trailing-edge. However,
separate correlation coefficients between the y and z coordinates of each vortex indi-
cated no appreciable correlation between the two vortex positions, which is expected to
be due to weak elliptic and long wavelength instabilities. The low meandering ampli-
tude (around 10% of the core radius) ensured that the centroid vorticity and core radius
did not vary appreciably between the ensemble-averaged and time-averaged value.
With increasing pitch angle, the vortices appeared more diffuse, less coherent and
were of lower circulation, while the opposite was true for a reduction in pitch angle.
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This flow field evidence corroborated drag measurements of earlier studies in the liter-
ature, which show a reduction in drag coefficient with increasing pitch angle. Surface
flow measurements close to the upswept face revealed larger outflow velocities for the
negative pitch angle case, which matched the stronger vorticity in the crossflow. Larger
turbulence within the vortex cores was measured when the fuselage was at a positive
pitch angle, which caused an increase in the meandering amplitude.
The model at a non-zero yaw angle resulted in a larger, stronger and less coherent
vortex on the right side, which was the side that was open to the freestream. Streamlines
on the upswept surface showed flow crossing the symmetry plane, which then fed in to
the right vortex, causing it to strengthen. As a consequence, the flow within the vortex
became more unsteady, which was evidenced by a higher meandering amplitude.
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4.6 Figures
Figure 4-1: Time-averaged crossflow vorticity of the baseline case. Measurement planes
are located at a) x/L = 0.2, b) x/L = 0.4, c) x/L = 0.6, d) x/L = 0.8 and e) x/L = 1.0.
A 3D plot is shown in f).
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Figure 4-2: Time-averaged crossflow velocity magnitude and streamlines for the base-
line case. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c) x/L = 0.6,
d) x/L = 0.8 and e) x/L = 1.0. A 3D plot is shown in f).
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Figure 4-3: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for the baseline case.
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Figure 4-4: Time-averaged velocity magnitude 2 mm away from, and parallel to, the
upswept surface, in addition to the three furthest upstream crossflow planes showing
the right vortex.
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Figure 4-5: Comparison of the time-averaged crossflow vorticity (left) and instanta-
neous snapshots (right) for the baseline case. Measurement planes are located at a)
x/L = 0.2, b) x/L = 0.4, c) x/L = 0.6, d) x/L = 0.8 and e) x/L = 1.0.
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Figure 4-6: Mode energy of each vortex as a function of, a) and b), mode number, c)
and d), streamwise distance.
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Figure 4-7: The first (n = 1) mode of each vortex for the baseline case at a) x/L = 0.2,
b) x/L = 0.4, c) x/L = 0.6, d) x/L = 0.8 and e) x/L = 1.0.
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Figure 4-8: Demonstration of asymmetry in the vortex pair at x/L = 1.0, showing
a) the time-averaged vortex, b) and c), two examples of differences in instantaneous
vortex location.
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Figure 4-9: Correlation coefficient between instantaneous locations of both vortices.
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Figure 4-10: Various vortex properties as a function of streamwise distance, showing
a) vorticity at the vortex centroid, b) vortex core radius, c) and d) RMS meandering
amplitude as a fraction of the fuselage diameter and vortex core radius, respectively.
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Figure 4-11: Time-averaged crossflow vorticity of a) the baseline case (α = 0°, β = 0°),
b) α = −2°, c) α = +2°, and d) β = +2°.
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Figure 4-12: Time-averaged crossflow vorticity at x/L = 1.0 of a) the baseline case
(α = 0°, β = 0°), b) α = −2°, c) α = +2°, and d) β = +2°.
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Figure 4-13: Development of the time-averaged crossflow vortex circulation with
streamwise distance for the baseline case (α = 0°, β = 0°) and non-zero pitch and
yaw cases.
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Figure 4-14: Time-averaged velocity magnitude 2 mm away from, and parallel to, the
upswept surface, of a) the baseline case (α = 0°, β = 0°), b) α = −2°, c) α = +2°, and
d) β = +2°.
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Figure 4-15: Time-averaged streamwise vorticity and streamlines at z = 0 of a) the
baseline case (α = 0°, β = 0°), b) α = −2°, and c) α = +2°.
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Figure 4-16: Crossflow RMS velocity of a) the baseline case (α = 0°, β = 0°), b)
α = −2°, c) α = +2°, and d) β = +2°.
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Figure 4-17: RMS meandering of the vortex centroid as a ratio of the fuselage diameter
and the vortex core radius, for, a) and b), the left vortex, and c) and d), the right
vortex.
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Figure 4-18: Development of the time-averaged and ensemble-averaged crossflow vor-




Continuous Blowing - Circular
Jets
5.1 Summary
Experiments were performed to assess the efficacy of blowing via pairs of circular jets
on the upswept face to modify the counter-rotating vortices and reduce drag. Drag
reductions were highly dependent on blowing direction and location. Surface-normal
jets, blowing away from the upswept surface, only resulted in drag reductions worth
around 3% of the baseline, as jet vortices did not form close enough to the shear layer
to be able to disrupt vortex formation. Outboard blowing, away from the symmetry
plane, at upstream and inboard locations, achieved a reduction in drag coefficient worth
5%, while streamwise blowing resulted in drag reductions worth almost 7%. For these
cases, the shear layer became wrapped around jet vortices, which restricted shear layer
development and lead to smaller vortex cores displaced further from the surface. The
spanwise separation of the vortices increased following outboard and upstream blowing,
by a distance worth around five times that of the vertical displacement from the surface.
Upstream blowing into the vortex cores produced highly diffuse vortices at the trailing-
edge with a significant reduction in the centroid vorticity, as a result of increased vortex
meandering. There was a small drag increase of 1% associated with upstream blowing,
which can be attributed to the drag penalty of the jet. There was a net energy loss for
all circular jet cases, mainly due to the high jet velocity, which owed itself to the small
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cross-sectional area of the jets.
5.2 Jet parameters
The circular jet parameters were discussed in detail in Chapter 3 and are presented in
Fig. 3-4 for reference. The jet momentum coefficient was fixed at Cµ = 0.01 per jet,
which is typical for flow control studies. The jet velocity was approximately Uj = 1.5
m/s, giving a velocity ratio of around Uj/U∞ = 6.
5.3 Effect of jet position and direction
The effect of the spanwise and streamwise location of the pair of circular jets was first
tested for three different jet directions: αj = 30°, βj = 0° (outboard blowing), αj =
30°, βj = 90° (streamwise blowing) and αj = 90° (surface-normal blowing). Outboard
and surface-normal blowing were expected to disrupt the shear layer, diffuse the vortices
and displace them further from the surface, similar to that seen in studies of wing
tip vortices (Lee et al., 1989; Heyes et al., 2004; Margaris et al., 2010; Hu et al.,
2014). Streamwise blowing allows comparisons to be drawn with turbulence ingestion
experiments, as the jets are almost parallel with the freestream (Phillips et al., 1984;
Huppertz et al., 2004; Margaris et al., 2008).
Figure 5-1 demonstrates the influence of blowing location and the three jet direc-
tions on the reduction in drag coefficient as a percentage of the baseline. The equivalent
net energy plots are shown in Fig. 5-2 and are calculated from Equation 3.5. Out-
board blowing (Fig. 5-1a) was most effective at upstream and inboard locations, where
a drag reduction of ∆CD/CD0 = −4.8% was achieved, but with a corresponding net
energy increase of ∆Pnet/PD0 = +11%. The benefit reduces with further aft and
further outboard jet locations. Blowing in the streamwise direction (Fig. 5-1b) was
more beneficial at further outboard locations, but is less dependent on streamwise po-
sition. Significant reductions of between ∆CD/CD0 = −5% and ∆CD/CD0 = −7%
were demonstrated at several locations. This corresponded with a net energy increase
of around ∆Pnet/PD0 = +10%. Jets blowing perpendicular to the surface (Fig. 5-1c)
were shown to be the least effective at reducing the drag, with a maximum drag re-
duction of ∆CD/CD0 = −2.7% noted and with little variation across the test region.
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The expected drag reduction from the theoretical jet thrust is ∆CD/CD0 = −2.4%,
suggesting minimal benefits due to jet/vortex interactions.
PIV experiments were performed for an example surface-normal blowing case for one
jet location (labelled ‘A’ in Fig. 5-1c and Fig. 5-2c) to assess why vortex modification
was not as significant as previous surface-normal wing-tip vortex studies. At this
location, the drag reduction and net energy were measured to be around ∆CD/CD0 =
−2.5% and ∆Pnet/PD0 = +14%, respectively. The time-averaged crossflow vorticity
plots indicate that blowing perpendicular to the surface initially results in a pair of
counter-rotating jet vortices, which then interact with the shear layer (Fig. 5-3a).
The counter-rotating vortex pair generated by the jet interaction with the upwash
flow has also been observed in previous experiments on jets in crossflow, and these
studies present the jet vortices in a greater level of fidelity than in this thesis (Mahesh,
2013; Figueiredo et al., 2018). The flow field in Fig. 5-3a shows that the jet vortices
pull the tip of the shear layer downward, but the shear layer extends inboard towards
the fuselage centreline by a comparable distance to that of the baseline case. The
residual effects of the perpendicular jets are noticeable in the following crossflow station
at x/L = 0.4, but the structure, strength and position of the vortex is similar to
the baseline (Fig. 5-3b). They remain similar through to the trailing-edge. The
corresponding vortex circulation in Fig. 5-4 shows a highly similar vortex strength to
the baseline from x/L = 0.4 through to the trailing-edge. The reason for this under-
performance may be because the jet vortices form too far from the surface for the
vortex interactions to be effective at diffusing the afterbody vortex (Fig. 5-3a).
5.4 Effect of jet yaw angle
A study into the effect of βj was undertaken to identify if there are additional jet yaw
angles at which further reductions can be achieved on top of those presented in Fig. 5-1
and Fig. 5-2. For these experiments, the jet pitch angle was fixed at αj = 30°. Figure 5-
5 demonstrates the effect of βj at Locations A, B, C and D. The drag reductions at these
stations are compared with the theoretical component of jet thrust in the x-direction
to reveal improvements due to favourable jet/vortex interactions (Fig. 5-5a). The
theoretical jet thrust is determined by resolving the x-component of Cµ and dividing
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through by the baseline drag coefficient, CD0. Blowing outboard from Location B adds
a significant benefit on to the theoretical jet thrust component. The most significant
additional benefit occurs for jets with βj = 270° through to βj = 90°. The greatest
reduction occurs at βj = 30°, where the total drag reduction is ∆CD/CD0 = −6.7%.
At the further outboard and downstream stations of Location A and C, the benefits
of blowing outboard are no longer achieved. The drag reduction matches closely with
the theoretical model for other angles, aside from some cases of upstream blowing.
However, the overall improvement due to upstream blowing is negligible for all stations.
The corresponding net energy is shown in Fig. 5-5b. This is compared against the net
energy if the drag reduction was purely from the theoretical thrust. The net energy
increase ranges from ∆Pnet/PD0 = +9% to ∆Pnet/PD0 = +17% across the test cases.
One reason for the significant energy increase is the high jet velocity.
The time-averaged vorticity field of an outboard blowing case at Location B, αj =
30°, βj = 0°, is compared against the baseline in Fig. 5-6. This location was chosen
as it demonstrates the greatest additional drag reduction on top of the theoretical jet
thrust out of the locations tested for βj = 0° (Fig. 5-5a). The jet interaction with
the afterbody flow field generates a pair of counter-rotating vortices, which initially
prevent the shear layer from developing too far inboard, as shown at x/L = 0.2 (Fig.
5-6a). This example is more successful at shear layer restriction than the surface-
normal blowing case (Fig. 5-3a). As a result, the developing vortices at x/L = 0.4 are
restricted to positions further outboard and with smaller vortex cores (Fig. 5-6b). This
is also the case at x/L = 0.6 and x/L = 0.8, where the vortex centres appear to have
moved further away from the upswept surface (Fig. 5-6c and Fig. 5-6d). The resultant
vortices at the trailing-edge are much more diffuse when compared to the baseline (Fig.
5-6e).
An example of streamwise blowing (αj = 30°, βj = 90°) is presented in Fig. 5-7
when the jets are positioned at Location A. As with the previous two jet directions
tested, a pair of counter-rotating jet vortices form from the interaction of the jets with
the freestream. The shear layer at x/L = 0.2 appears to be wrapped around the
jet vortex of opposite-signed vorticity, restricting its inboard development (Fig. 5-7a).
The strength of the shortened shear layer has increased. The effects on the downstream
vortex development are similar to those seen for the outboard blowing case, but less
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extreme: a slight displacement outboard of the vortex core, and away from the upswept
surface. In addition, the vortex core at x/L = 0.4 is much larger than the equivalent
station for the outboard blowing case (Fig. 5-7b). At x/L = 0.6, the vortex has not
displaced by as much (Fig. 5-7c), and the strength, size and position of the vortex at
the trailing-edge is comparable to the baseline (Fig. 5-7e). The smaller effect on the
vortices is reflected in the lower added drag benefit in Fig. 5-5a when compared to
outboard blowing.
Figure 5-8 presents the time-averaged vorticity field for an upstream blowing case
into the vortex cores, with the direction of the jets opposing the vortex trajectories
(Location D in Fig. 5-5, αj = 30°, βj = 247°). The rationale was to reduce the axial
velocity in the vortex core, and increase the pressure gradient in order to promote
breakdown. At x/L = 0.2 (Fig. 5-8a), the shear layer is greatly weakened, before the
vortices form with smaller cores (Fig. 5-8b and Fig. 5-8c). The vortices are much more
diffuse at further downstream locations of x/L = 0.8 and x/L = 1.0, showing symptoms
of vortex breakdown (Fig. 5-8d and Fig. 5-8e). However, there is a small drag increase
of ∆CD/CD0 = 0.8% (Fig. 5-5a), which is partly expected to be because of the drag
penalty of the jet. Drag increases aside, a potential advantage of upstream blowing
is to dissipate the vorticity, which may alleviate any deviations in the trajectory of
payloads during airdrop missions caused by the swirling flow in the vortices.
The circulation of the time-averaged vortex pair is presented in Fig. 5-9 for the three
jet directions, from x/L = 0.4 through to the trailing-edge. The jet/vortex interactions
cause a small reduction in circulation for all cases at x/L = 0.4 and x/L = 0.6, while the
circulation recovers to baseline levels at the trailing-edge for the outboard blowing and
upstream blowing cases (Fig. 5-9a and Fig. 5-9c). The circulation for the streamwise
blowing case is slightly reduced below the baseline at the trailing-edge (Fig. 5-9b).
The reductions at these upstream stations coincide with the smaller vortex cores in
Fig. 5-6, Fig. 5-7 and Fig. 5-8. The most significant reduction is at x/L = 0.6 for the
upstream blowing case, where the circulation is 10% less than the baseline (Fig. 5-9c).
Another factor which is expected to contribute towards the measured differences
in drag reduction is the vortex centroid location. This will influence the magnitude of
the negative pressure induced by the vortices, as the velocity is theoretically inversely
proportional to the distance of the centroid from the surface, according to Batchelor’s
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vortex model (Equation 1.2). A vortex of the same circulation which is displaced further
from the surface is expected to generate a lower induced velocity on the surface, and
hence a larger pressure, leading to less drag. The position of the centroid is calculated
through the first order moment of vorticity method as explained by Leweke (2016).
The vertical centroid location of the time-averaged vortices, relative to the baseline, is
presented in Fig. 5-10a and Fig. 5-10b for the three flow control cases from x/L = 0.4 to
the trailing-edge. Negative values indicate that the centroid is closer to the surface than
the baseline, while positive values reveal a displacement away from the upsweep. For
the outboard and upstream blowing cases, the change in vertical centroid location with
streamwise distance follows a similar trend for both vortices - an increase in separation
on the baseline, before a reduction to the trailing-edge. The vertical centroid location
remains closer to the baseline for streamwise blowing. However, the magnitude of the
separation is, at most, only an increase of 1% of the fuselage diameter (1 mm) from
the baseline. This is a much lower relative change than that of the circulation, which
resulted in reductions of up to 10%, and suggests that the vertical displacement is
unlikely to cause the differences in drag reduction between the flow control cases. The
variation in spanwise vortex separation with streamwise distance is similar for all three
flow control cases (Fig. 5-10c). The increase in spanwise separation reduces from a
peak of around 5% of the model diameter at x/L = 0.4. The reduction with streamwise
distance is less severe for the streamwise blowing case. For the outboard and upstream
blowing cases, the vortices move closer to the surface than the baseline equivalent,
from x/L = 0.6 through to the trailing-edge. However, as has been demonstrated by
earlier studies, the majority of low pressure on the upswept surface is caused by the
vortices upstream of x/L = 0.6 (Bulathsinghala et al., 2016). This suggests that vortex
modifications downstream of this point will be less influential on the drag coefficient.
Therefore, it is likely that the drag reductions for the outboard and streamwise blowing
cases are caused by a combination of the increased spanwise separation, smaller vortex
cores and reduced circulation.
The centroid vorticity of the time-averaged vortices is plotted against streamwise
distance for the three flow control cases in Fig. 5-11. For the outboard and streamwise
blowing examples, the peak vorticity increases above the baseline at stations upstream
of x/L = 0.8 (Fig. 5-11a and Fig. 5-11b). Although the peak vorticity is increased,
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the circulation at these stations is slightly less, indicative of a reduction in the vortex
core radius. For the upstream blowing case, the centroid vorticity reduces below the
baseline at stations downstream of x/L = 0.6 (Fig. 5-11c). This signifies an increase
in core radius, as the trailing-edge circulation is similar (Fig. 5-9c).
The root-mean-square (RMS) crossflow velocity of the flow field for the baseline
case is compared against the outboard, streamwise and upstream blowing cases in Fig.
5-12. Only the three most upstream stations are shown. For the baseline case, the
majority of turbulence arises from unsteadiness in the shear layer at x/L = 0.4 and
x/L = 0.6 (Fig. 5-12a). For outboard blowing, the jet vortices exhibit a region of
turbulence at x/L = 0.2, slightly outboard of the position of the jets, which indicates
the interaction of the jet with the flow field (Fig. 5-12b). Further downstream, the
RMS velocity within the shear layer is reduced. The unsteadiness caused by the jet
vortices is still evidenced at x/L = 0.4 and x/L = 0.6, inboard of the afterbody vortex
cores. The reduction in turbulence intensity is not as significant for streamwise blowing
at x/L = 0.2 compared to outboard blowing, and appears similar to the baseline at
x/L = 0.4 and x/L = 0.6 (Fig. 5-12c). Upstream blowing generates a much more
intense region of turbulence at x/L = 0.4, which leads to the dissipation of vorticity
further downstream (Fig. 5-12d).
Figure 5-13 presents the RMS meandering amplitude for the vortex pair, following
outboard, streamwise and upstream blowing. With outboard and streamwise blowing,
the meandering is similar to the baseline at x/L = 0.4 and x/L = 0.6, and it reduces
slightly below the baseline at the trailing-edge, suggesting a more stable vortex (Fig. 5-
13a and Fig. 5-13b). With upstream blowing, the meandering amplitude is significantly
increased at x/L = 0.4 and x/L = 0.6 (Fig. 5-13c). This increased meandering is likely
to lead to the rapid vortex diffusion at downstream stations, x/L = 0.8 and x/L = 1.0
(Fig. 5-8d and Fig. 5-8e).
5.5 Conclusions
Experiments were performed to assess the effectiveness of continuous blowing through
pairs of circular jets, in order to weaken the afterbody vortices and reduce drag. These
jets were positioned on the upswept face of the afterbody, and their location and
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direction were varied to identify beneficial configurations for drag reduction.
Surface-normal jets were not effective at reducing drag, with maximum drag reduc-
tions only worth around 3% of the baseline drag coefficient. Flow field analysis revealed
the formation of a pair of counter-rotating jet vortices, but these were not close enough
to the shear layer to be able to disrupt vortex formation.
Outboard blowing, away from the symmetry plane, resulted in drag savings worth
up to 5% when the jets were positioned further inboard, while streamwise blowing
achieved drag reductions close to 7%, with minimal dependency on streamwise loca-
tion. In both cases, the shear layer became wrapped around the stronger jet vortices,
causing the developing afterbody vortices to be displaced further outboard and with
smaller cores. Upstream blowing into the vortex cores, with the aim of reducing the
axial velocity of the vortices, resulted in rapid vortex diffusion alongside a significant
reduction in centroid vorticity. This coincided with an increase in the vortex mean-
dering amplitude at upstream stations. Although there was a small drag increase of
1%, one benefit is the effectiveness at vortex dissipation, which would be beneficial for
airdropping missions by alleviating any potential deviations in trajectory caused by the
swirling flow.
Changes in circulation growth for the outboard, streamwise and upstream blowing
cases were similar, with reductions of up to 10% of the baseline case around the mid-
length of the afterbody. The vortex centroids were displaced away from the surface by
a distance worth 1% of the model diameter, but the increase in spanwise separation was
five times this at upstream locations. Therefore, an increase in the spanwise separation
of the vortices, coupled with a reduction in circulation and smaller vortex cores, is likely
to have lead towards the additional drag saving on the theoretical jet thrust component
for all cases.
However, for all flow control configurations the net energy input was at least
∆Pnet/PD0 = +9%. One of the major reasons is the high jet velocity, owing to the
small cross-sectional area of the jets. The next stage of the research focuses on reducing
the input energy in order to ensure that the flow control solution is energy efficient.
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5.6 Figures
Figure 5-1: Drag reduction from circular jets as a function of jet location for three
different jet directions: a) αj = 30°, βj = 0°, b) αj = 30°, βj = 90°, and c) αj = 90°.
Filled holes indicate collected data. ‘A’ defines the location for an example PIV case
with the jet angled at αj = 90° (presented in Fig. 5-3).
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Figure 5-2: Energy savings from circular jets as a function of jet location for three
different jet directions: a) αj = 30°, βj = 0°, b) αj = 30°, βj = 90°, and c) αj = 90°.
Filled holes indicate collected data.
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Figure 5-3: Time-averaged crossflow vorticity of the baseline case, left, and a surface-
normal blowing case (Location A, αj = 90°), right. Jet positions are indicated by
small, black circles. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c)
x/L = 0.6, d) x/L = 0.8, and e) x/L = 1.0.
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Figure 5-4: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for the surface-normal blowing case.
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Figure 5-5: Effect of circular jet yaw angle, βj , on a) the change in drag coefficient, and
b) net energy for four different jet locations. The theoretical jet thrust is determined by
resolving the x-component of Cµ and dividing through by the baseline drag coefficient,
CD0.
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Figure 5-6: Time-averaged crossflow vorticity of the baseline case, left, and an outboard
blowing case (Location B, αj = 30°, βj = 0°), right. Jet positions are indicated by
small, black circles. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c)
x/L = 0.6, d) x/L = 0.8, and e) x/L = 1.0.
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Figure 5-7: Time-averaged crossflow vorticity of the baseline case, left, and a streamwise
blowing case (Location A, αj = 30°, βj = 90°), right. Jet positions are indicated by
small, black circles. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c)
x/L = 0.6, d) x/L = 0.8, and e) x/L = 1.0.
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Figure 5-8: Time-averaged crossflow vorticity of the baseline case, left, and an upstream
blowing case (Location D, αj = 30°, βj = 247°), right. Jet positions are indicated by
small, black circles. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c)
x/L = 0.6, d) x/L = 0.8, and e) x/L = 1.0.
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Figure 5-9: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for a) the outboard blowing case, b) the streamwise blowing case, and c)
the upstream blowing case.
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Figure 5-10: Time-averaged vortex centroid location presented relative to the baseline
(subscript 0), showing a) and b), vertical displacement of the left and right vortices
respectively, and c) spanwise vortex separation.
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Figure 5-11: Variation of centroid vorticity with streamwise distance for a) the outboard
blowing case, b) the streamwise blowing case, and c) the upstream blowing case.
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Figure 5-12: Crossflow turbulence intensity of a) the baseline case, b) the outboard
blowing case, c) the streamwise blowing case, and d) the upstream blowing case. Jet
positions are indicated by small, black circles. Measurement planes are located at
x/L = 0.2, x/L = 0.4 and x/L = 0.6.
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Figure 5-13: Variation in RMS vortex meandering amplitude with streamwise distance




Continuous Blowing - Slot Jets
6.1 Summary
Experiments were performed to assess the efficacy of continuous blowing via high-
aspect-ratio jets to modify the counter-rotating vortices and reduce drag more efficiently
than the circular jet cases. It was found that surface-normal blowing from the upswept
face, generated a stronger shear layer, while spanwise blowing from the upsweep edge
deflected the vortices away from the surface, but at the expense of increasing the drag
coefficient. A jet flap nearly parallel to the freestream at αj = 30° achieved drag reduc-
tions close to 9%, equating to energy savings of around 3%. The jet flap shortened the
shear layer, resulting in weaker afterbody vortices with smaller cores and lower circu-
lation. Analysis of the instantaneous flow fields revealed less turbulent kinetic energy
in the vortices and along the upswept surface, suggesting reduced flow separation. A
jet flap blowing at αj = 45° resulted in a net energy increase, coinciding with increased
flow separation on the upswept surface when compared to the baseline, and a stronger
centroid vorticity at further upstream locations. The effects of the streamwise loca-
tion and the length of the jet flap were also investigated. With increasing streamwise
position, the drag savings diminished, while they increased with length. Two jet flaps
of the same length but different streamwise location were tested, and showed that for
a flap at a further upstream location, the initial shear layer is weaker, the spanwise
separation of the vortex centroids is greater and the vortex circulation is less.
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6.2 Jet parameters
Continuous blowing via high-aspect-ratio slot jets is explored in this chapter, in or-
der to address the energy inefficiencies measured for circular jets. High-aspect-ratio
jets reduce the jet velocity due to the increase in cross-sectional area, hence lower-
ing the theoretical energy input, according to Equation 3.4. The high-aspect-ratio jet
parameters were discussed in detail in Chapter 3 and are presented in Fig. 3-5 for
the surface-normal jets, Fig. 3-6 for the spanwise jets and Fig. 3-7 for the jet flap.
The total jet momentum coefficient was initially set constant at Cµ = 0.02. The ef-
fect of jet momentum coefficient is explored further on in this chapter for the jet flap
configuration.
6.3 Surface-normal slot jets
Four surface-normal jets of differing length and starting location were positioned along
the line defined by the coordinates (x′j/c = 0.1, zj/D = ±0.236) and (x′j/c = 0.25,
zj/D = ±0.405). The drag reduction varied between ∆CD/CD0 = −0.6% and ∆CD/CD0 =
−1.8%, and the net energy increase between Pnet/PD0 = 2.8% and Pnet/PD0 = 3.6%.
This is summarised for all four cases in Table 6.1. The reduction in drag coefficient is
noticeably less than the ∆CD/CD0 = −2.7% achieved with the pair of circular surface-
normal jets (Fig. 5-1c). The expected drag reduction from the theoretical jet thrust is
∆CD/CD0 = −2.4%, suggesting that there is an adverse effect caused by the slot jets.
No. Start (x′j/c) End (x
′
j/c) Length (mm) ∆CD/CD0 Pnet/PD0
1 0.10 0.25 30 -0.6% +3.6%
2 0.10 0.20 20 -1.5% +3.1%
3 0.15 0.25 20 -1.7% +2.9%
4 0.20 0.30 20 -1.8% +2.8%
Table 6.1: Results for the surface-normal slot jet cases.
The time-averaged vorticity field for Case No. 1 in Table 6.1 is presented in Fig.
6-1. This case was selected, as the discrepancy in drag savings with those for circular
surface-normal jets is largest, and should therefore reveal any adverse effects in the flow
field more clearly. The intersection of the jet with the shear layer is seen at x/L = 0.2
117
Chapter 6. Continuous Blowing - Slot Jets
(Fig. 6-1a) and a secondary shear layer develops from the interaction between the jet
and afterbody flow, similar to that seen on surface-normal bleed flow experiments to
control wing tip vortices (Hu et al., 2014). The vortex has a slightly smaller core at
x/L = 0.4 (Fig. 6-1b), and appears more diffuse at x/L = 0.6 and x/L = 0.8 (Fig.
6-1c and Fig. 6-1d), before re-strengthening at the trailing-edge (Fig. 6-1e). Figure
6-2 shows that there is a small reduction in circulation at x/L = 0.4 and x/L = 0.6,
before it recovers at the trailing-edge. A likely reason for the smaller than expected
drag reductions may be the stronger shear layer at x/L = 0.2 (Fig. 6-1a) inducing a
lower pressure on the upswept surface.
6.4 Spanwise slot jets
Eight spanwise blowing jets were tested, of lengths ranging from ∆x′j/c = 0.1 to
∆x′j/c = 0.25, and which were positioned between x
′
j/c = 0.05 and x
′
j/c = 0.3, paral-
lel to the upswept edge and offset by 2 mm. The increase in drag coefficient ranged
between ∆CD/CD0 = +4.0% and ∆CD/CD0 = +6.8%, with the net energy between
Pnet/PD0 = +8.7% and Pnet/PD0 = +10.7%. This is summarised for all eight cases
in Table 6.2. Generally, with reducing slot length, the drag increase is less significant,
while the net energy increase remains similar due to the increasing jet velocity.





1 0.05 0.30 0.25 +6.3% +8.7%
2 0.05 0.20 0.15 +6.3% +10.2%
3 0.10 0.25 0.15 +5.0% +9.2%
4 0.15 0.30 0.15 +6.8% +10.7%
5 0.05 0.15 0.1 +4.3% +9.0%
6 0.10 0.20 0.1 +4.0% +8.7%
7 0.15 0.25 0.1 +4.8% +9.5%
8 0.20 0.30 0.1 +5.0% +9.7%
Table 6.2: Results for the spanwise slot jet cases.
The time-averaged crossflow vorticity for Case No. 3 in Table 6.2 is presented
in Fig. 6-3. The spanwise blowing from the jets causes two regions of concentrated
vorticity in the shear layer, with the outer edge of the shear layer forming further
outboard, beyond the edge of the upsweep (Fig. 6-3a). The subsequent afterbody
118
Chapter 6. Continuous Blowing - Slot Jets
vortices at x/L = 0.4 (Fig. 6-3b) appear more diffuse and disorganised, particularly
the right vortex. The vortex cores at x/L = 0.4 and x/L = 0.6 (Fig. 6-3c) are deflected
away from the upswept face, as also observed with wing tip vortices following spanwise
blowing from the tips (Heyes et al., 2004; Margaris et al., 2006). The vortices at the
final two stations appear more diffuse than the baseline, and are displaced downwards,
away from the surface. The increase in drag coefficient is partly expected to be a result
of the deflection of streamlines away from the surface of the upsweep in the spanwise
direction, thereby increasing the width of the wake. The strengthening of the shear
layer is also expected to contribute towards an increase in the magnitude of low pressure
on the upswept surface.
The smaller, more diffuse vortices at x/L = 0.4 (Fig. 6-3b) result in the reduction
in circulation demonstrated in Fig. 6-4. However, the total circulation increases down-
stream by a greater rate than the baseline, such that the circulation at the trailing-edge
is higher, despite the vortices appearing more diffuse at x/L = 1.0, due to a larger core
radius.
The effect of the spanwise jets on the RMS velocity is shown in Fig. 6-5. The
turbulence intensity increases significantly at x/L = 0.2 (Fig. 6-5a), highlighting the
unsteadiness in the shear layer. At x/L = 0.4 and x/L = 0.6, the shear layer unsteadi-
ness reduces, but interestingly there is more turbulence inboard of the vortex cores,
which extends further downwards than for the baseline case (Fig. 6-5b and Fig. 6-5c).
This may be caused by the merging of both parts of the broken shear layer.
6.5 Jet flap
6.5.1 Effect of jet flap angle
The effect of the jet flap incidence angle on the drag reduction and net energy is
shown in Fig. 6-6, and compared against the contribution from the theoretical jet
thrust component. Generally, with increasing upsweep angle, the magnitude of drag
reduction lessens. The greatest improvement in the drag coefficient occurs for αj = 30°,
when the jet is almost parallel to the freestream (Fig. 6-6a). At this angle, the drag
reduction totals ∆CD/CD0 = −8.6%, with a corresponding net energy reduction of
around Pnet/PD0 = −3% (Fig. 6-6b). At angles greater than αj = 45°, the measured
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drag and energy reductions are less than the thrust contributions. For larger angles,
there is a risk that the jet is deflecting the streamlines as the flow passes the upstream
apex of the upsweep, thereby increasing the height, and area, of the wake.
Figure 6-7 presents the time-averaged vorticity of the baseline case (Fig. 6-7a) and
three different jet flap angles (αj = 15°, αj = 30° and αj = 45°). Compared to the
baseline, the jet configurations all result in a shear layer which is restricted further
outboard at x/L = 0.2 and with smaller vortex cores at the immediate downstream
plane, x/L = 0.4. However, at x/L = 0.6 and x/L = 0.8, the vortices for the αj = 15°
case (Fig. 6-7b) are more diffuse than the αj = 45° case (Fig. 6-7d). The PIV
results demonstrate that with reducing jet flap angle, the vortices become more diffuse
between x/L = 0.4 and x/L = 0.8, before appearing similar in size and strength to the
baseline case at the trailing-edge. However, most drag reduction is expected to occur
from vortex weakening at further upstream locations. As the vortices travel almost
parallel to the upswept surface, a jet directed closer to the contour of the surface (i.e. a
smaller jet flap angle) is more likely to promote beneficial jet/vortex interactions. The
αj = 30° case is the most beneficial in terms of energy savings, likely to be due to a
balance between the jet thrust and jet/vortex interactions.
Figure 6-8 shows the circulation of the time-averaged vortices following flow control
via the jet flap, for each of the three jet incidence angles presented in Fig. 6-7. The
trend in circulation growth is similar for all cases. Initially, the circulation of the
shear layer at x/L = 0.2 does not change much with flow control, indicating that the
strength of the shear layer is comparable with the baseline, albeit if it is slightly shorter,
as shown in Figs. 6-7b-d. The circulation is significantly lower than the baseline at
the next streamwise station, x/L = 0.4 for all cases, by up to 16% for the αj = 30°
case (Fig. 6-8b). Downstream of x/L = 0.4, the circulation of the flow control cases
increase more rapidly than the baseline, such that it approaches the baseline circulation
towards the trailing-edge.
The time-averaged position of each vortex centroid, relative to the baseline, is shown
in Fig. 6-9. For all jet flap angles, flow control initially causes the shear layer to move
closer to the surface at x/L = 0.2 (Fig. 6-9a and 6-9b). Both the left and right
vortices gradually move away from the surface at a greater rate than the baseline, to
a maximum displacement between x/L = 0.6 and x/L = 1.0. The vortex centroids for
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the αj = 15° and αj = 30° cases are generally further away from the upswept surface
than the αj = 45° case at stations downstream of x/L = 0.4, which may be a small
factor in explaining the greater drag savings for these two cases (Fig. 6-6). There is
little variation in spanwise separation distance of the vortex centroids between each of
the flow control cases (Fig. 6-9c). The variation with streamwise distance is similar -
flow control causes vortex separation to be greater than that of the baseline by around
10% of the fuselage diameter at x/L = 0.2. With increasing streamwise distance, the
separation gradually returns to that of the baseline towards the trailing-edge.
It is worth noting that the change in spanwise separation of the vortex centroids is
greater than that for the vertical displacement by around a factor of 10 at the furthest
upstream station, suggesting that the change in spanwise separation is likely to have
a greater effect on drag reduction than the vertical displacement. However, since the
vortex centroid position does not change appreciably with jet flap angle, it is unlikely
to be causing the measured variation in drag reduction across the three jet flap cases.
The time-averaged vorticity at the vortex centroid is shown in Fig. 6-10. The values
for the developing vortex at x/L = 0.2 are not presented here, as in most cases the
location of the centroid is between the shear layer and upswept surface, at a position of
lower-than-expected vorticity. For all flow control cases, the centroid vorticity increases
at x/L = 0.4, but this is not as significant for the αj = 15° and αj = 30° cases, where
the peak vorticity is around ωD/U∞ = 23 - a slight increase on the baseline vorticity
of ωD/U∞∼20 (Fig. 6-10a and Fig. 6-10b). The αj = 45° case shows the highest
vorticity at x/L = 0.4 (of around ωD/U∞∼26), which is reflected by the more intense
contour plot at the same streamwise station in Fig. 6-7d. Downstream of x/L = 0.4,
the vorticity for the three cases is similar to that for the baseline, while the centroid
vorticity at the trailing-edge reduces below the baseline for the αj = 15° case (Fig.
6-10a).
Although the vortex centroid position does not change appreciably with jet flap
angle, the lower vorticity at x/L = 0.4 for the αj = 15° and αj = 30° cases compared
to the αj = 45° case is likely to result in a lower magnitude of suction pressure, leading
to the more significant drag reduction that was measured for these cases. It is especially
important that the vorticies are weakened at upstream locations, as the suction pressure
on the surface here can be significant (Bulathsinghala et al., 2016).
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The crossflow RMS velocity of the three jet flap angle cases is shown in Fig. 6-11,
and compared to the baseline (Fig. 6-11a). The smaller RMS velocity magnitude on
the upswept surface along the centreline for the αj = 15° case suggests reduced flow
separation when compared to the baseline (Fig. 6-11b). There is also less unsteadiness
in the vortex shear layer, which could be indicative of the suppression of the shear
layer instability. Previous studies have shown that shear layer instabilities result in
the formation of small scale vortical structures, which feed in to the large-scale vortex
(Gordnier et al., 1994; Cipolla et al., 1998). It can be seen that a stronger shear layer
from a jet flap with a larger incidence angle, coincides with a larger turbulence intensity,
suggesting that the two features are indeed dependent (Fig. 6-11d). With increasing jet
flap incidence angle, both the flow separation and the shear layer unsteadiness increase
(Fig. 6-11c and Fig. 6-11d).
The suppression of flow separation, which is induced by the adverse pressure gra-
dient on the upsweep, has previously shown to reduce the drag coefficient of Ahmed
bodies (Pujals et al., 2010; Aubrun et al., 2011; Gillie´ron et al., 2013). The likely
reason for the reduced separation for the αj = 15° case, is through the boundary layer
being re-energised by the jet travelling almost parallel to the upswept surface, thereby
negating the adverse pressure gradient. This is expected to cause an increase in the
surface pressure, which leads to the weakening of the suction effect responsible for
vortex formation, causing the more diffuse vortices shown in Fig. 6-7b.
6.5.2 Effect of jet flap length, position and momentum coefficient
As the αj = 30° case resulted in the most promising drag reduction and energy saving
performance, this angle was fixed during subsequent tests to evaluate the influence of
jet momentum coefficient, jet length and location.
The effect of the jet momentum coefficient on the change in drag coefficient for dif-
ferent slot lengths and streamwise positions is presented in Fig. 6-12. Three different
streamwise jet positions were selected, x′j/c = 0.04, x
′
j/c = 0.07 and x
′
j/c = 0.15. Pre-
vious jet flap experiments were performed at x′j/c = 0.07. The two other locations are
to help identify whether there are additional benefits to be gained at further upstream
or downstream positions. Each sub-figure presents a different slot length, increasing
in equal increments. It was not possible to test all slot lengths for every streamwise
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location, as the length of the local span at further upstream positions was too short to
accommodate some of the longer slots.
Increasing the jet momentum coefficient generally results in a lower drag coefficient
for each tested jet flap. However, for the shortest slot length, this is less noticeable
at x′j/c = 0.15, where the drag savings are also lower than those expected from the
jet thrust alone (Fig. 6-12a). For longer slots at x′j/c = 0.07, the difference between
the theoretical drag saving from the jet thrust and that which is measured, generally
increases with Cµ, suggesting that the jet/vortex interaction is more beneficial at a
higher jet momentum coefficient (Fig. 6-12a-c). Interestingly, the drag savings for jets
at x′j/c = 0.15 do not significantly improve on the theoretical jet thrust for any of the
tested slot lengths and Cµ values, suggesting that this is at a location which is too far
downstream for beneficial jet/vortex interactions to take place.
For the jets at x′j/c = 0.04 and x
′
j/c = 0.07, the drag savings generally improve
with increasing slot length, which is more noticeable at higher values of Cµ. The best
drag saving results are achieved with the slot at x′j/c = 0.07 for all tested jet locations,
reaching over 10% when ∆zj/D = 0.337 and Cµ = 0.025 (Fig. 6-12c). One possible
reason for the slot length effect is jet vortices forming further outboard for longer slot
cases, and restricting vortex development.
The equivalent energy saving results are shown in Fig. 6-13 in the same sub-figure
arrangement. Results for the shortest jet slot do not indicate significant energy savings,
due to the small drag benefits and large jet velocities, which makes this a comparable
example to circular jets (Fig. 6-13a). With increasing slot length, the energy savings
become larger, up to a maximum of around Pnet/PD0 = −3.5% when ∆zj/D = 0.337
and Cµ = 0.02 (Fig. 6-13c), which is the same configuration as that shown in Fig. 3-7.
To evaluate the effect of streamwise location, this best performing case is compared
with a jet flap of the same length, and at the same value of Cµ but at the further
downstream position of x′j/c = 0.15. Energy saving calculations suggest that the net
energy of the further downstream case is Pnet/PD0 = 0%. As before, αj = 30°.
The time-averaged vorticity flow field of the baseline and the two jet flap cases at
different streamwise locations is shown in Fig. 6-14. The energy saving jet flap case
with the slot at x′j/c = 0.07 results in the shear layer being restricted further outboard,
and vortices with smaller cores (Fig. 6-14b). The resultant vortices of the downstream
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slot case appear similar to that of the baseline (Fig. 6-14c).
A more detailed view of the development of the time-averaged crossflow vorticity is
shown in Fig. 6-15 between x/L = 0.1 and x/L = 0.4 for the baseline and flow control
cases. This range of crossflow measurements is selected as it contains the distance
over which a significant portion of the circulation growth occurs, and also because the
low pressure from the vortex footprint is most pronounced here, as demonstrated by
Bulathsinghala et al. (2016). Therefore, this is the range over which flow field changes
are expected to cause the most influence on the drag force. At x/L = 0.1, the shear
layer for the x′j/c = 0.15 case is the most intense of the three (Fig. 6-15a). Although
the shear layer for the x′j/c = 0.07 case also grows in intensity at further downstream
locations, it extends further inboard for the downstream case (Fig. 6-15b and Fig.
6-15c). The vortex cores at x/L = 0.3 and x/L = 0.4 are also noticeably larger for the
downstream jet flap case and extend slightly further inboard, with a stronger secondary
vortex at x/L = 0.3 (Fig. 6-15d and Fig. 6-15e).
The streamwise development of crossflow circulation of the time-averaged vortices
for the two jet flap cases is presented in Fig. 6-16 and compared to the baseline. The
trends in the circulation growth are similar - there is an initial slight increase on the
strength of the shear layer on the baseline (evidenced by the more intense vorticity in
Fig. 6-15a), but then a reduction below the baseline, downstream of x/L = 0.2. The
circulation is lower for the jet flap case at x′j/c = 0.07 (Fig. 6-16a), compared to the
upstream case, where the only significant reduction is at x/L = 0.4 (Fig. 6-16b).
The change in the distance of the vortex centroid from the surface with streamwise
distance is similar for both cases (Fig. 6-17a). The vortices initially move closer to the
surface at further upstream locations, before moving away from the surface downstream
of x/L = 0.4. As the vertical position is similar and because the magnitude of the
displacement is less than 1% of the model diameter, it is unlikely that the change in
vertical position is causing the measured difference in drag reduction. However, the
jet flap case at x′j/c = 0.07 results in vortices with greater spanwise separation, by up
to 12% of the model diameter at x/L = 0.2 (Fig. 6-17b). This compares to the 5%
increase in spanwise separation for the downstream jet flap.
The turbulence intensity and flow separation on the surface is generally reduced for
the flow control cases when compared to the baseline at a given streamwise station,
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as shown in Fig. 6-18. The turbulence intensity increases for the flow control cases
at subsequent stations downstream of the jet flap position (e.g. x/L = 0.15 for the
jet flap at x′j/c = 0.07 and x/L = 0.3 for the jet flap at x
′
j/c = 0.15). Aside from
the slight increase in turbulence intensity at x/L = 0.15 (Fig. 6-18a), the maximum
RMS crossflow velocity for the x′j/c = 0.07 case is less than or similar to that for the
downstream jet flap case. The downstream case also shows a slight increase in the
turbulence intensity (and therefore flow separation), near the upswept centreline (Fig.
6-18c).
6.6 Conclusions
A range of different designs of high-aspect-ratio slot jets have been tested on the up-
swept afterbody in order to improve upon the drag reductions measured for circular
jets and to promote energy efficiency.
Surface-normal slot jets on the upswept surface, comparable to fluidic strakes, re-
sulted in a net energy increase of around 3%. Flow field analysis revealed that the
vortices are similar to the baseline, but the increase in net energy may have been
caused by a stronger shear layer.
Spanwise jets, blowing outboard away from the afterbody, resulted in a net energy
increase of around 10%. Although the resultant vortices appeared more diffuse, and
were displaced away from the upswept surface, the increase in drag coefficient is ex-
pected to be a result of the spanwise deflection of the streamlines, thereby increasing
the width and area of the wake. The strengthening of the shear layer may also have
caused an increase in the magnitude of low pressure on the upsweep.
The jet flap was most effective when directed almost parallel to the freestream at
αj = 30°, reaching energy savings of around 3%. Jet/vortex interactions resulted in
a shortened shear layer, smaller vortex cores and reduced circulation, by up to 16%
on the baseline at further upstream stations. A jet flap with a lower incidence angle
resulted in more diffuse vortices at further upstream stations, with a lower vorticity at
the centroid and reduced flow separation on the surface. The location of the vortex
centroid downstream of the jet flap was not sensitive to the incidence angle of the jet.
Increasing the length of the jet flap was shown to improve the energy savings for
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a given streamwise jet location and with αj = 30°. The jet momentum coefficient
resulting in the most significant energy savings also increased with the slot length. A
jet positioned at x′j/c = 0.07, with a slot length of ∆zj/D = 0.337, resulted in the
best energy savings of around 3%. Compared to a jet flap of the same geometry but
at a further downstream location, the vortex cores were smaller and the reduction in
circulation was more significant. The shear layer was also displaced further outboard,
and the spanwise separation of the vortices was larger at upstream locations. The
turbulence intensity within the vortices and flow separation on the surface was also
slightly less.
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6.7 Figures
Figure 6-1: Time-averaged crossflow vorticity of the baseline case, left, and a surface-
normal slot jet case, right. Jet positions are indicated by black lines on the upswept
face. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c) x/L = 0.6, d)
x/L = 0.8 and e) x/L = 1.0.
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Figure 6-2: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for the surface-normal slot jet case.
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Figure 6-3: Time-averaged crossflow vorticity of the baseline case, left, and a spanwise
slot jet case, right. Jet positions are indicated by black lines on the upsweep edge.
Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c) x/L = 0.6, d)
x/L = 0.8 and e) x/L = 1.0.
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Figure 6-4: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for the spanwise slot jet case.
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Figure 6-5: Crossflow turbulence intensity of the baseline case, left, and the spanwise
slot jet case, right. Jet positions are indicated by black lines on the upsweep edge.
Measurement planes are located at x/L = 0.2, x/L = 0.4 and x/L = 0.6.
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Figure 6-6: Change in drag coefficient and net energy with αj for the jet flap case. The
theoretical jet thrust is determined by resolving the x-component of Cµ and dividing
through by the baseline drag coefficient, CD0.
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Figure 6-7: Time-averaged crossflow vorticity of a) the baseline case, and three jet flap
cases at b) αj = 15°, c) αj = 30° and d) αj = 45°. The location of the jet flap is marked
by a red line.
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Figure 6-8: Development of the time-averaged crossflow vortex circulation with stream-
wise distance for the jet flap case at a) αj = 15°, b) αj = 30° and c) αj = 45°.
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Figure 6-9: Time-averaged vortex centroid location presented relative to the baseline
(subscript 0), showing a) and b), vertical displacement of the left and right vortices
respectively, and c) spanwise vortex separation for the three jet flap angles tested.
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Figure 6-10: Variation of time-averaged centroid vorticity with streamwise distance for
the jet flap case at a) αj = 15°, b) αj = 30° and c) αj = 45°.
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Figure 6-11: Crossflow RMS velocity of a) the baseline case, and three jet flap cases at
b) αj = 15°, c) αj = 30° and d) αj = 45°. The location of the jet flap is marked by a
red line.
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Figure 6-12: Effect of Cµ and slot length on the change in drag coefficient at three
different streamwise jet locations for a) ∆zj/D = 0.112, b) ∆zj/D = 0.225, c) ∆zj/D =
0.337 and d) ∆zj/D = 0.450. αj = 30°.
138
Chapter 6. Continuous Blowing - Slot Jets
Figure 6-13: Effect of Cµ and slot length on the net energy at three different streamwise
jet locations for a) ∆zj/D = 0.112, b) ∆zj/D = 0.225, c) ∆zj/D = 0.337 and d)
∆zj/D = 0.450. αj = 30°.
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Figure 6-14: Time-averaged crossflow vorticity of a) the baseline case, and two jet flap
cases at b) x′j/c = 0.07 and c) x
′
j/c = 0.15. The location of the jet flap is marked by a
red line.
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Figure 6-15: Time-averaged crossflow vorticity of the baseline case, left, jet flap case at
x′j/c = 0.07, middle, and jet flap case at x
′
j/c = 0.15, right. αj = 30°. The location of
the jet flap is marked by a black line. Measurement planes are located at a) x/L = 0.1,
b) x/L = 0.15, c) x/L = 0.2, d) x/L = 0.3 and e) x/L = 0.4.
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Figure 6-16: Development of the time-averaged crossflow vortex circulation with
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Figure 6-17: Time-averaged vortex centroid location presented relative to the baseline
(subscript 0), showing a), vertical displacement of the left and right vortices, and b)
spanwise vortex separation for the two jet flap locations tested.
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Figure 6-18: Crossflow RMS velocity of the baseline case, left, jet flap case at x′j/c =
0.07, middle, and jet flap case at x′j/c = 0.15, right. αj = 30°. The location of the jet
flap is marked by a black line. Measurement planes are located at a) x/L = 0.15, b)





The benefits of pulsed blowing were evaluated for the best performing jet flap case
in order to further enhance the energy efficiency. Additional drag reductions were
achieved on top of those for continuous blowing, and were dependent upon the pulsing
frequency and the time-averaged jet momentum coefficient. These reductions reached
around 9%, equating to energy savings of almost 6% for the best performing case. The
shear layer was restricted further outboard by the jet, resulting in afterbody vortices
with smaller cores and which were displaced further away from the surface when com-
pared to the baseline. This case was also compared against a continuous blowing case
with the same time-averaged jet momentum coefficient and input energy, which was
estimated to result in drag reductions of 5%, and energy savings worth around 2%.
The crossflow vortex circulation for the pulsed blowing case reduced by up to 10%
of the continuous blowing case, while the spanwise separation of the time-averaged
vortex centroids increased with pulsed blowing. Phase-locked analysis of the pulsed
blowing case indicated periodic displacement of the vortices away from the surface,
which coincided with local thickening of the boundary layer. The crossflow RMS ve-
locity increased due to the fluctuating velocity in the jet pulse cycle and the periodic
displacement of the vortices, and caused a significantly higher meandering amplitude
compared to the continuous blowing case. As a result, the time-averaged vorticity at
the vortex centroids was substantially reduced.
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7.2 Jet parameters
As the jet flap case at αj = 30° showed the most promising energy saving results from
continuous blowing, this jet design was used for the subsequent pulsed blowing study.
The motivations for exploring the effects of pulsed blowing were twofold. The first was
to reduce the power supplied to the jet and the second was to exploit any additional
favourable jet/vortex interactions arising from the unsteady effects. As with the pre-
vious studies, direct force measurements were taken to determine the drag reductions
and energy savings, while PIV measurements helped to reveal the flow physics.
The jet flap design is shown in Fig. 3-7 and is the same as the best performing
high-aspect-ratio slot jet case identified in the previous chapter. The peak Cµ was fixed
at Cµ = 0.02 for all pulsed blowing cases, while the pulsing frequency, f , and duty cycle
of the input square pulse was varied.
7.3 Force measurements
The effect of C¯µ and the pulsing frequency on the drag coefficient and net energy savings
is presented in Fig. 7-1. The larger time-averaged jet momentum coefficients for a
given frequency correspond to an input pulse with a higher duty cycle. For almost all
pulsed jet cases, the drag coefficient is less than for the equivalent continuous blowing
case at the same C¯µ (Fig. 7-1a). The same is true for energy savings (Fig. 7-1b).
Drag reductions and energy savings increase with pulsing frequency until fD/U∞ =
0.62, above which, these savings reduce. Frequencies above fD/U∞ = 0.82 could not
be achieved due to the limited response time between the PID controller and flow
meter. The most significant drag reductions and energy savings measured occurred for
a pulsing frequency of fD/U∞ = 0.62. Of the four cases tested at this frequency, a duty
cycle of 80% (giving a pulse with a time-averaged jet momentum coefficient of C¯µ =
0.0125), resulted in drag reductions of almost ∆CD/CD0 = −9% and energy savings of
nearly Pnet/PD0 = −6%. This is a substantial improvement on energy savings of around
Pnet/PD0 = −3% for the best continuous blowing case in the previous study. Drag
reductions for continuous blowing at the same time-averaged jet momentum coefficient,
C¯µ = 0.0125, are estimated to amount to ∆CD/CD0 = −5%, with energy savings worth
around Pnet/PD0 = −2%.
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A 20 second sample of the drag coefficient data is shown in Fig. 7-2 for the baseline
case (Fig. 7-2a) and the flow control case, for when fD/U∞ = 0.62 and C¯µ = 0.0125
(Fig. 7-2b). The variation in drag coefficient across the pulsed blowing sample is
noticeably greater than for the baseline sample, as pulsing the flow introduces unsteady
effects.
7.4 PIV measurements
The pulsed blowing case at fD/U∞ = 0.62, C¯µ = 0.0125, which resulted in the most sig-
nificant drag reductions and energy savings, was selected for PIV experiments. Phase-
locked measurements were collected at four phases along the jet pulse cycle in Fig.
3-8 (t/T = 0, 0.25, 0.5, 0.75) in addition to a data set continuously sampled at 15Hz
(fD/U∞ ∼ 5.5), which was used to generate time-averaged results. A PIV study was
also performed for continuous blowing at C¯µ = 0.0125 to help identify how differences
in the flow physics lead to additional drag savings for the pulsed jet case.
7.4.1 Time-averaged flow field
A comparison of the time-averaged results of the pulsed blowing case to that of the
baseline (with no flow control) is presented in Fig. 7-3. The resultant flow field is similar
to that shown for jet flap results in the previous chapter. The shear layer is initially
restricted further outboard by the presence of the jet, but appears stronger (Fig. 7-3a).
The subsequent vortex cores at x/L = 0.4, 0.6, 0.8 are smaller and displaced away from
the surface. The trailing-edge vortices are consequently slightly weaker (Fig. 7-3e).
The time-averaged crossflow vortex circulation of the pulsed blowing and continuous
blowing cases at C¯µ = 0.0125 is compared against the baseline in Fig. 7-4. Both flow
control cases result in vortices with a larger circulation compared to the baseline at
x/L = 0.15 and x/L = 0.2, but with a lower circulation further downstream. The most
significant reduction occurs at x/L = 0.4. The vortices of the pulsed blowing case have
a slightly lower circulation compared to continuous blowing at all measured streamwise
locations, with the right vortex being weakened the most, possibly due to unintentional
asymmetry in the jet. The most noticeable reductions in vortex circulation caused
by pulsed blowing are further upstream between x/L = 0.15 and x/L = 0.3, where
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the average reduction of both vortices is almost 10% of the equivalent values for the
continuous blowing case.
The locations of the time-averaged vortex centroids, relative to the baseline, are
shown in Fig. 7-5 for both blowing cases. Figure 7-5a shows that initially, the time-
averaged vortices of both blowing cases are closer to the upswept surface than the
baseline case. The vortices of the continuous blowing case gradually move away from
the surface at a greater rate than the baseline, until x/L = 0.6, after which the dis-
placement from the surface returns to baseline values. The same is initially true for
the pulsed blowing case, but the vortices continue to move away from the surface at
a greater rate than the baseline downstream of x/L = 0.6. It is worth noting that
the change in displacement from the upswept surface is, at most, 1% of the diameter
in all instances. The change in spanwise separation of the time-averaged vortices is
more significant (Fig. 7-5b). The trend for both blowing cases is similar – the largest
change in spanwise separation occurs at the furthest upstream station, x/L = 0.2,
where the vortices are spaced further apart than the baseline by around 10% of the
fuselage diameter. It tends to baseline levels towards the trailing-edge. The spanwise
separation of vortices subjected to pulsed blowing is noticeably greater than continuous
blowing at all streamwise stations, with a maximum separation increase of 12% of the
diameter at x/L = 0.2. This increase in spanwise separation is expected to result in a
lower induced velocity on the surface near the centreline, and hence generate a larger
pressure, leading to a reduced drag coefficient.
7.4.2 Phase-averaged flow field
Phase-averaged vorticity of the pulsed blowing case is presented in Fig. 7-6. The five
measurement planes in each 3D plot correspond to x/L = 0.2, 0.4, 0.6, 0.8, 1.0. At the
furthest upstream station, x/L = 0.2, the shear layer appears similar to the time-
averaged case at t/T = 0 and t/T = 0.25 before being deflected away from the surface
at t/T = 0.5 (Fig. 7-6c). This deflection is highlighted in Fig. 7-7a, which presents
the vertical centroid location as a function of time, relative to the time-averaged case.
Figure 7-7b shows that vortex deflection at x/L = 0.3 occurred at the following phase
measurement, t/T = 0.75. For the PIV measurements, at x/L = 0.4, the maximum
vortex displacement is not as significant (Fig. 7-7c), but the vortices appear broken
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and slightly diffuse at t/T = 0.75 (Fig. 7-6d). At x/L = 0.6, the vortices are at their
weakest and most diffuse at t/T = 0 (Fig. 7-6a). At the next phase measurement,
t/T = 0.25, although the vortices have increased in strength slightly, they are deflected
further away from the surface (Fig. 7-7d), before they increase in strength at subsequent
phases. The phase-to-phase variation becomes less noticeable at further downstream
locations. At x/L = 0.8 and t/T = 0, the vortices appear slightly stronger than
subsequent phases and weaken at t/T = 0.25 and t/T = 0.5 (Fig. 7-6b and Fig. 7-6c),
where they are displaced further from the surface (Fig. 7-7e). At the trailing-edge,
x/L = 1.0, the first three phase-locked results of the pulsed blowing case (t/T = 0
to t/T = 0.5) are almost identical, whereas the vortices appear slightly weakened at
t/T = 0.75 (Fig. 7-6d). The centroid displacement achieves a maximum between
t/T = 0.75 and t/T = 0 (Fig. 7-7f).
Figure 7-8 shows the phase-averaged crossflow velocity magnitude and streamlines
at x/L = 0.6 for the pulsed blowing case. This streamwise station is selected as it
shows interesting features in the flow which are not apparent from the vorticity field.
There are instances in the cycle of where the radial velocity of the vortices is outward,
away from the vortex centres, revealed by the outward spiral of the streamlines (Fig.
7-8a). This indicates an expansion of the vortex cores, resulting in the diffuse vortices
shown at the same plane in Fig. 7-6a. The subsequent phase, t/T = 0.25, shows the
vortices experiencing a significant displacement, possibly caused by the weakening of
the vortices earlier in the cycle (Fig. 7-7d). The phase-averaged crossflow velocity
magnitude at x/L = 0.8 is shown in Fig. 7-9. This, too, demonstrates an example
of outward radial flow from the centre of the right vortex at t/T = 0.25 (Fig. 7-9b).
This coincides with the weakened vortex shown at the same phase in Fig. 7-6b. The
vortex is noticeably deflected in the following phase (t/T = 0.5), following a similar
pattern from the previous streamwise station, possibly due to weakening caused by the
outward radial flow.
The vorticity and accompanying streamlines at z = 0 is shown in Fig. 7-10 for
the baseline and both blowing cases. This shows that there is a thicker time-averaged
boundary layer along the upswept centreline for the baseline case (Fig. 7-10a), indicated
by a stronger and larger band of vorticity. The boundary layer is apparently less thick
for the pulsed blowing case (Fig. 7-10c), likely to be due to the turbulent mixing caused
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by the periodic jet. The streamlines also follow the contour of the upswept surface more
closely than the baseline case, indicating reduced flow separation. The phase-locked
measurements reveal the instantaneous location of the jet as it travels downstream.
Although the jet flap is angled at αj = 30°, the jet more closely follows the upswept
surface contour, likely because of the strong upwash of the freestream flow. The jet
is injected within the boundary layer, as shown in Fig. 7-10d by a band of negative
vorticity. As this decelerates downstream, it causes the boundary layer to thicken at
x/L = 0.4. The following phase, t/T = 0.25, (Fig. 7-10e) shows that the thickened
region has convected downstream to approximately x/L = 0.5, accompanied by a small
downward deflection of the streamlines. This is the same phase in the cycle where the
vortices are displaced away from the surface at the nearby crossflow station, x/L = 0.6
(Fig. 7-6b). This suggests that the local thickening of the boundary layer from the jet
pulse influences the displacement of the vortices. The jet then recommences its pulse
cycle at t/T = 0.5 (Fig. 7-10f). The effects of the previous jet pulse can be seen at
around x/L = 0.7 in this phase. Again, a downward displacement in the vortices is
shown at x/L = 0.2 and x/L = 0.8 (Fig. 7-6c) coinciding with the streamline deflection
shown in the symmetry plane. As the front of the jet reaches x/L = 0.3 by t/T = 0.75
(Fig. 7-10g), the effects of this are shown by the vortex displacement from the surface
in Fig. 7-6d.
7.4.3 Instantaneous flow field
The crossflow RMS velocity at three streamwise stations is shown in Fig. 7-11 for
both blowing cases. The unsteadiness in the pulsed blowing case is significantly larger
than the continuous blowing example, due to the fluctuating velocity in the pulsed jet
cycle. This unsteadiness is mostly found within the vortex cores and mainly occurs at
x/L = 0.2 and x/L = 0.4, compared to the continuous blowing case, where the greatest
concentration of unsteadiness appears to be present near the shear layer (Fig. 7-11a
and Fig. 7-11b).
RMS velocity for the phase-locked measurements is shown in Fig. 7-12. This
represents the unsteadiness within a set of measurements at a particular phase - an
increase in RMS velocity signifies intermittent flow behaviour. A significant proportion
of the unsteadiness at x/L = 0.2 occurs around the t/T = 0.5 phase (Fig. 7-12c)
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which coincides with when the jet begins to cross the x/L = 0.2 plane, as shown in
Fig. 7-10f. This unsteadiness leads to the weakened and deflected vortices in Fig. 7-6c.
The increased pulsed blowing turbulence at x/L = 0.4 is mainly caused by higher RMS
velocity at phases t/T = 0.25 and t/T = 0.75 (Fig. 7-12b and Fig. 7-12d). The two
phases of greater unsteadiness occur as the end of one pulse passes the crossflow plane
and the front of a second reaches it, as shown in the symmetry plane measurements
(Fig. 7-10e and Fig. 7-10g). At crossflow stations downstream of x/L = 0.6, the
phase-to-phase variation of RMS velocity is significantly reduced.
Figure 7-13 shows the RMS meandering amplitude of both vortex centroids. Vortex
meandering for the continuous blowing case is slightly larger than the baseline at further
upstream stations, but reduces below the baseline downstream of x/L = 0.6. The
meandering caused by pulsed blowing is significantly increased between x/L = 0.2 and
x/L = 0.4, influenced by the displacement of the vortices in both y and z directions
shown in phase-locked vorticity measurements. In general, meandering of the right
vortex is larger, when subjected to pulsed blowing, which coincides with the higher
crossflow RMS velocity shown in Fig. 7-11a and Fig. 7-11b, probably due to some
directional asymmetry in the jet.
Instantaneous crossflow vorticity snapshots are shown in Fig. 7-14 for the continu-
ous blowing case and two different phases within the pulsed blowing cycle at x/L = 0.4.
The first pulsed blowing snapshot (Fig. 7-14b) shows the vortices to be further away
from the surface when compared to the continuous blowing snapshot (Fig. 7-14a).
The second snapshot (Fig. 7-14c) shows the vortices to be further outboard but closer
to the surface. The outboard displacement between pulsed blowing phases causes the
time-averaged spanwise separation of the vortices to increase (Fig. 7-5b). The large
variation in vorticity distribution contributes towards the increased RMS velocity and
meandering amplitude compared to the continuous blowing case.
The ensemble-averaged and time-averaged vorticity at the centroid of both vortices
is shown in Fig. 7-15 for the baseline and the two blowing cases. The ensemble-averaged
vorticity is significantly increased for the continuous blowing case between x/L = 0.2
and x/L = 0.6, while the time-averaged vorticity is only slightly reduced due to the low
meandering amplitude shown in Fig. 7-13. Although the ensemble-averaged centroid
vorticity for the pulsed blowing case is also increased, the time-averaged value has been
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greatly reduced between x/L = 0.2 and x/L = 0.3, due to the significant increase in
vortex meandering. From x/L = 0.6 through to the trailing-edge, the centroid vorticity
for all three cases is similar, indicating the greater influence that the flow control cases
have upstream of this point.
7.5 Conclusions
Experiments were performed on the best performing jet flap geometry from the previous
continuous blowing study to evaluate the potential benefits of pulsing the flow through
the jet. The rationale was to improve upon the energy efficiency while seeking to
maximise beneficial jet/vortex interactions from unsteady effects.
Drag force measurements revealed further reductions on top of continuous blowing
results for the same time-averaged jet momentum coefficient, C¯µ. These reductions
reached around 9%, equating to energy savings of almost 6%, when pulsing at a fre-
quency of fD/U∞ = 0.62 and C¯µ = 0.0125. The shear layer was restricted further
outboard by the presence of the jet and the subsequent developing vortices had smaller
cores and were displaced further away from the surface when compared to the baseline
case. The pulsed blowing case was also compared against a continuous blowing case
with the same value of C¯µ, which was estimated to result in drag reductions of 5%,
and energy savings worth around 2%. PIV analysis showed that the crossflow vortex
circulation for the pulsed blowing case reduced by up to 10% of the continuous blowing
case at further upstream stations. The vertical locations of the time-averaged vor-
tex centroids were similar to those of the continuous blowing case, while the spanwise
separation of the vortices increased noticeably with pulsed blowing.
Phase-locked analysis indicated periodic displacement of the vortices away from
the upswept surface following pulsed blowing. Measurements in the symmetry plane
revealed local thickening of the boundary layer at streamwise stations which coincided
with larger vortex displacements from the surface at the same phase. The phase-
averaged flow field showed instances where the radial velocity of the vortices spiralled
outward, away from the vortex centres, indicating an expansion of the vortex cores,
and resulted in more diffuse vortices displaced from the surface.
The crossflow RMS velocity within the vortex cores at upstream stations was shown
152
Chapter 7. Pulsed Blowing
to increase noticeably, due to the fluctuating velocity in the pulsed jet cycle and the
periodic displacement of the vortices away from the surface. This coincided with a sub-
stantial increase in the RMS meandering amplitude of the vortex centroids, compared
to the continuous blowing case. The time-averaged vorticity at the vortex centroid
reduced significantly with pulsed blowing at upstream stations, due to the increased
meandering amplitude. The effects of the increased meandering to weaken the time-
averaged vortex, combined with the reduced energy input, contributed towards the
additional benefits measured for the pulsed blowing case.
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7.6 Figures
Figure 7-1: Effect of time-averaged jet momentum coefficient, C¯µ, on a) the change in
drag coefficient and b) net energy, for a range of jet pulsing frequencies. The continuous
blowing results are also presented for comparison.
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Figure 7-2: Comparison of a), a sample of the baseline drag coefficient data (fD/U∞ =
0, with b) a sample of the drag coefficient data for a pulsed blowing case (C¯µ =
0.0125, fD/U∞ = 0.62).
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Figure 7-3: Time-averaged crossflow vorticity of the baseline case (C¯µ = 0), left, and
a pulsed blowing case (C¯µ = 0.0125, fD/U∞ = 0.62), right. The jet flap is marked
by a black line. Measurement planes are located at a) x/L = 0.2, b) x/L = 0.4, c)
x/L = 0.6, d) x/L = 0.8 and e) x/L = 1.0.
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Figure 7-4: Development of the time-averaged crossflow vortex circulation with
streamwise distance for the baseline case (C¯µ = 0), continuous blowing case (C¯µ =
0.0125, fD/U∞ = 0) and pulsed blowing case (C¯µ = 0.0125, fD/U∞ = 0.62).
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Figure 7-5: Time-averaged vortex centroid location for the continuous blowing and
pulsed blowing cases, presented relative to the baseline (subscript 0), showing a) vertical
displacement and b) spanwise vortex separation.
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Figure 7-6: Phase-averaged crossflow vorticity of the pulsed blowing case for a) t/T = 0,
b) t/T = 0.25, c) t/T = 0.5 and d) t/T = 0.75. The location of the jet flap is marked
by a red line.
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Figure 7-7: Phase-averaged vertical vortex centroid location for the pulsed blowing case
(subscript φ), presented relative to the time-averaged location, for a) x/L = 0.2, b)
x/L = 0.3, c) x/L = 0.4, d) x/L = 0.6, e) x/L = 0.8 and f) x/L = 1.0.
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Figure 7-8: Phase-averaged crossflow velocity of the pulsed blowing case at x/L = 0.6
for a) t/T = 0, b) t/T = 0.25, c) t/T = 0.5 and d) t/T = 0.75. The location of the jet
flap is marked by a black line.
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Figure 7-9: Phase-averaged crossflow velocity of the pulsed blowing case at x/L = 0.8
for a) t/T = 0, b) t/T = 0.25, c) t/T = 0.5 and d) t/T = 0.75. The location of the jet
flap is marked by a black line.
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Figure 7-10: Streamwise vorticity and streamlines at z = 0, showing time-averaged
vorticity for a) the baseline case, b) continuous blowing case and c) pulsed blowing
case. Phase-averaged vorticity for the pulsed blowing case is shown in d) – g). The
location of the jet is shown in b) - g) by a filled black circle.
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Figure 7-11: Crossflow RMS velocity of the continuous blowing case, left, and the
pulsed blowing case, right. The jet flap is marked by a black line. Measurement planes
are located at a) x/L = 0.2, b) x/L = 0.4 and c) x/L = 0.6.
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Figure 7-12: Phase-locked RMS velocity of the pulsed blowing case for a) t/T = 0, b)
t/T = 0.25, c) t/T = 0.5 and d) t/T = 0.75. The location of the jet flap is marked by
a red line.
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Figure 7-13: RMS meandering amplitude of the vortex centroid location for a) the left
vortex, and b) the right vortex.
Figure 7-14: Instantaneous crossflow velocity snapshots at x/L = 0.4 for a) the con-
tinuous blowing case, and b) and c), the pulsed blowing case, showing two different
phases in the cycle.
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Figure 7-15: Development of the time-averaged and ensemble-averaged crossflow vor-





Aircraft with a steep upsweep angle, such as military transport aircraft, typically have
a large drag coefficient, due to the formation of a counter-rotating vortex pair and
a corresponding reduction in pressure on the upswept surface. Previous research has
focused on the application of passive methods to control the vortices and reduce drag, to
variable success. In this thesis, the effect of active flow control methods were evaluated
for continuous and pulsed blowing configurations on a slanted-base cylinder, using force
and Particle Image Velocimetry measurements collected in a water tunnel.
The time-averaged baseline flow field confirmed the formation of a quasi-symmetric
counter-rotating vortex pair in the near-wake. The vortices strengthened to 80% of the
trailing-edge circulation by the mid-length of the afterbody, revealing greater potential
for drag reduction if applying flow control at further upstream locations. Decomposition
of the instantaneous flow field showed a relatively even distribution of flow energy across
the most energetic modes, with the helical (‘meandering’) mode the most dominant
mode, at around 10% of the total flow energy. Small correlation coefficients between the
vortex pair coordinates at the trailing-edge implied weak elliptic and long wavelength
instabilities within the vortices. Small vortex meandering amplitudes (worth around
10% of the core radius) ensured that the time-averaged and ensemble-averaged vortex
properties were similar. An increase in pitch angle resulted in a diffuse vortex pair
of lower circulation and increased meandering amplitude, while the opposite was true
for a negative pitch angle. This corroborates the results of previous literature, which
shows a reduction in drag coefficient with increasing pitch angle. A non-zero yaw angle
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produced an asymmetric vortex pair. The stronger and larger of the two vortices was
more unsteady, with a higher meandering amplitude. This was caused by flow feeding
in to the vortex from across the symmetry plane.
Initial flow control experiments considered pairs of circular jets on the upswept
face, symmetric about the centreline. The geometry, direction and position of the flow
control jets was found to have a significant effect on the drag force and flow field.
Outboard blowing, away from the symmetry plane, at upstream and inboard locations,
achieved 5% drag savings, while streamwise blowing resulted in drag reductions worth
almost 7%. For these cases, the shear layer became wrapped around jet vortices, which
restricted shear layer development and lead to smaller vortex cores. The spanwise
separation of the vortices also increased significantly. Upstream blowing into the vortex
cores resulted in a small drag increase worth 1%, but caused highly diffuse vortices at
the trailing-edge together with a reduction in the centroid vorticity and increased vortex
meandering. However, there was a net energy loss for all circular jet cases, mainly due
to the high jet velocity, which owed itself to the small cross-sectional area of the jets.
High-aspect-ratio jets were subsequently considered to address the energy ineffi-
ciencies measured for circular jets, by reducing the jet velocity. Surface-normal and
spanwise blowing cases resulted in an increased net energy. A continuous blowing jet
flap, nearly parallel to the freestream, achieved drag reductions close to 9%, equating
to energy savings of around 3%. Jet vortices shortened the shear layer, resulting in
weaker afterbody vortices with smaller cores and lower circulation. Analysis of the
instantaneous flow fields revealed lower turbulence intensity on the upswept surface,
indicating reduced flow separation. With increasing downstream jet flap position, the
drag and energy savings diminished, while they increased with length. Two jet flaps
of the same length but different streamwise location were tested, and showed that for
a flap at a further upstream location, the initial shear layer is weaker, the spanwise
vortex separation is greater, and the vortex circulation is less.
The benefits of pulsed blowing were evaluated for the best performing jet flap case
in order to further enhance the energy efficiency. Drag reductions of around 9% and
energy savings of almost 6% were achieved for a pulsed jet flap which ejected almost
parallel to the freestream. This resulted in afterbody vortices with smaller cores and
lower circulation, and which were displaced further outboard and away from the sur-
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face when compared to the baseline case. The circulation reduced by around 10% of
an equivalent continuous blowing case at the same time-averaged jet momentum coeffi-
cient, while the vortex spanwise separation increased. Phase-locked analysis indicated
periodic displacement of the vortices away from the surface, which coincided with local
thickening of the boundary layer. Instances of outward radial velocity from the vortex
centres resulted in their diffusion and displacement from the surface. The crossflow
RMS velocity increased due to the fluctuating velocity in the jet pulse cycle and the
periodic displacement of the vortices, and caused a large meandering amplitude. As a
result, the time-averaged vorticity at the vortex centroids was substantially reduced.
In summary, results of this research demonstrate that active flow control solutions
can be effective at efficiently reducing the drag coefficient of an upswept afterbody if
configured and designed with consideration. An iterative design and test process has
lead to significant drag reductions and energy savings, which compare favourably with
existing passive flow control solutions on similar upswept afterbody geometries.
8.1 Suggested future research
There are several opportunities to expand upon the results of this thesis, which include:
• Performing volumetric velocimetry experiments to capture the flow field in three
dimensions; for the baseline case and better performing flow control cases. This
would reveal further insights, including the axial velocity in the vortex, for inves-
tigating instability and breakdown mechanisms. Other features, including flow
separation on the upswept surface and the secondary vortices, would also appear
in more detail.
• Exploring the efficacy of the active flow control methods covered in this thesis on
more complex aircraft geometries, now that the fundamental concept has been
demonstrated. For instance, an interesting geometric feature which could be
explored next is the effect of a rounded upsweep edge, which may influence the
strength of the shear layer.
• Investigating higher jet pulsing frequencies with the jet flap configuration, as this




• Exploring the effect of the magnitude of the jet pulse, as this was fixed for the
experiments in this thesis.
• Collecting static pressure measurements on the upswept surface for the better
performing flow control configurations in wind tunnel experiments, to qualify the
drag reductions measured in this thesis.
• Undertaking active flow control experiments at higher Reynolds numbers, to ex-
plore if there is a Reynolds number effect on the capacity for drag reduction.
• Combining passive and active flow control methods, to see if these methods are
more effective in combination than they are individually.
• Investigating other active flow control techniques to achieve the same drag reduc-
tion mechanisms observed in these experiments. These techniques could include
dielectric-barrier discharge (DBD) plasma actuators, which could be tuned to
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Uncertainties were estimated using the Constant Odds Combination method first
introduced by Kline and McClintock and later validated by Moffat (Moffat, 1982; Mof-
fat, 1988). In practice, this involves applying Equation 8.1 to the n number of variables











The uncertainty is calculated using multiple sources of error ranging from cali-
bration error to measurement repeatability, and includes fixed errors (independent of
the variable of interest) and variable errors (which scale with the variable). If each
measurement uncertainty, δxi, is determined using one confidence level, then the to-
tal uncertainty, δR, will also lie within this same confidence level. The results of the
analysis are based on the premise that the odds of a variable exceeding its uncertainty
bounds are 1 in 20 (equivalent to a 95% confidence interval). This section details
the uncertainty in jet momentum coefficient, drag coefficient, drag reduction and net
energy.
Jet momentum coefficient
The uncertainty in the jet momentum coefficient, Cµ, is first considered. As the water











































The uncertainty in setting the flow rate is dictated by the resolution of the variable area
flow meter and flow controller, and is around 5 cubic centimetres per minute (5 ccm)
for both pieces of apparatus. For the lowest flow rate tested, this gives a maximum
uncertainty of δQ = ±0.02Q.
Jet area
The uncertainty in determining the area of the jet depends upon the geometry of the
jet. For circular jets, the uncertainty of the jet diameter is estimated to be ±0.05 mm,
based on a likely hole tolerance. This means that the uncertainty in the area of the
circular jet is δAj = ±0.1Aj . For slot jets, the uncertainty in the slot width is ±0.05
mm, based on the manufacturing tolerance of the shim used to mould the slot. The
uncertainty in the slot length is approximately ±0.5 mm. For the shortest slot jet, 10
mm, this results in a jet area uncertainty worth δAj = ±0.1Aj .
Jet velocity
The jet velocity is equivalent to Uj = Q/Aj . Therefore, the maximum uncertainty in
calculating the jet velocity is δUj = ±0.1Uj .
Freestream velocity
The velocity is calculated by multiplying a linear calibration constant, mU , with an
input motor setting, X.
U∞ = mUX. (8.4)
185
Appendix
Assuming negligible blockage effects in the tunnel (the blockage of the model and














Each data point used to construct the linear freestream velocity calibration curve
has an associated precision error. The maximum and minimum calibration gradient can
be deduced from the extremes of these errors. A uniform distribution can be assumed,
such that the true calibration gradient has the same probability of falling anywhere
between the calculated maximum and minimum. The standard deviation of such a





A 95% confidence level is equivalent to two standard deviations either side of the





This gave an uncertainty in the calibration curve of around δmU = ±0.1mU The
resolution of the motor setting is δX = ±0.1% of the maximum motor speed. As the
motor setting for the experimental cases was approximately 50% of the maximum speed,
this gives an uncertainty in the input motor setting of δX = ±0.002X. Combining
these uncertainties gives an overall freestream velocity uncertainty of approximately
δU∞ = ±0.01U∞.
Cross-sectional Area
The uncertainty in the cross-sectional area of the fuselage, δS, is determined by the

















Combining the uncertainties in volumetric flow rate, jet area, freestream velocity, and
fuselage cross-sectional area using Equation 8.3 gives an overall maximum uncertainty
in jet momentum coefficient of around δCµ = ±0.11Cµ.
Drag coefficient




























The drag force uncertainty, δFx, and the freestream dynamic pressure uncertainty,
δq, can now be assessed in turn.
Force
The fuselage drag force, Fx, is found by first averaging the collected voltage samples.
This is then multiplied by a calibration constant, mF .
Fx = mF v. (8.11)














There are two main sources of uncertainty within the drag force:
1. Calibration, δmF
2. Measurement, δv





The measurement uncertainties can be combined by summation in quadrature as











The uncertainty in the calibration constant can be determined using a similar approach
for the freestream velocity calibration in Equation 8.7.
δmF =
mF (max) −mF (min)√
3
. (8.14)
In practice, δmF = ±0.005mF .
Measurement voltage






Over the duration of each experiment, the load cell may be affected by small changes
in environmental conditions, causing the output to drift. The uncertainty caused by





Repeatability uncertainty is analogous to a random error. As such, a normal dis-





The Student tmultiplier is found at the corresponding number of degrees of freedom,
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ν and confidence level. The sample standard deviation of average voltage, sv¯ is found
across the number of repeated experiments, n.
Combining measurement uncertainties together using Equation 8.13 gives an over-
all voltage uncertainty of around δv = 0.01v, although this varies slightly between
experiments depending on the quality of data collected.
Summary
Combining the above uncertainties in calibration and measurement voltage using Equa-
tion 8.12, gives an uncertainty in force measurement of around δFx = ±0.01Fx.
Freestream dynamic pressure
















The main contributor to density uncertainty, δρ, is a precision error in temperature
measurement, T . The density is found using an equation of the form:
ρ = aT 3 + bT 2 + cT + d. (8.19)
Approximation errors associated with the model are assumed to be negligible. Ap-




3aT 2 + 2bT + c
)
δT. (8.20)
The uncertainty in the measurement of the water temperature is approximately




Combining uncertainties together using Equation 8.18 gives an overall uncertainty in
freestream dynamic pressure of around δq = ±0.02q.
To find the drag coefficient of the fuselage model, the drag coefficient of the model
mount is subtracted from the total. The overall uncertainty in the drag coefficient of









The drag force uncertainty for the entire model (including mount), is around δFx =
±0.01Fx, while it is slightly higher (δFx = ±0.015Fx) for the model mount in iso-
lation. Using Equation 8.10, this gives drag coefficient uncertainties of δCDtotal =
±0.025CDtotal and δCDmount = ±0.03CDmount . Therefore, from Equation 8.21 the un-
certainty in the drag coefficient of the fuselage model is approximately δCDfuselage =
±0.04CDfuselage .
Drag reduction
















Change in drag coefficient
The change in drag coefficient is equal to:
∆CD = CD1 − CD0 = ∆Fx
qS
. (8.23)



















The uncertainty in the net force (∆Fx) can be calculated using Equation 8.12. The
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uncertainty caused by drift can be assumed to be negligible as the baseline and flow
control data is collected in quick succession. The uncertainty in the voltage differential
is typically around δ∆v = ±0.1∆v, but this can vary case by case. This gives a net force
uncertainty of around δ∆Fx = ±0.1∆Fx. Combining this with previously calculated
uncertainties in freestream dynamic pressure and fuselage cross-sectional area using
Equation 8.24 gives an overall uncertainty in the change in drag coefficient of around
δ∆CD = ±0.1∆CD.
Summary
The uncertainty in the baseline drag coefficient, CD0 , is around δCD0 = ±0.04CD0 .








































By combining uncertainties discussed in previous sections, the uncertainty for the








2U∞ . Typically for the
results of the experiments presented in this thesis, the net energy uncertainty is within
the range δ(Pnet/PD0) = ±0.01 to δ(Pnet/PD0) = ±0.015.
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