Reconfigurable intelligent surface (RIS) has recently been recognized as a promising technology that can enhance the energy-efficiency and spectrum-efficiency of wireless networks. In this paper, we consider an RIS-empowered downlink non-orthogonal multiple access (NOMA) network, where the beamforming vectors at the BS and the phase-shift matrix at the RIS are jointly optimized to minimize the total transmit power, taking into account the user ordering, the users' data rate requirements, and the reflecting elements' unit modulus constraints. However, the formulated problem is highly intractable due to non-convex bi-quadratic constraints. To this end, we present an alternating optimization framework to decouple the optimization variables and transform the quadratic programming problem in each alternating procedure into a fixed-rank matrix optimization problem via matrix lifting. By exploiting the difference between the nuclear norm and the spectral norm, we then propose a difference-ofconvex (DC) function representation for the rank function to accurately detect the feasibility of the non-convex rank-one constraints. Moreover, we develop a novel alternating DC algorithm to solve the resulting DC programming problems and prove the convergence of the proposed algorithm. To reduce the implementation complexity, we further propose a low-complexity user ordering scheme, where the ordering criterion is derived in closed-form. Simulation results demonstrate the effectiveness of deploying an RIS and the superiority of the proposed alternating DC algorithm in reducing the total transmit power.
I. INTRODUCTION
Various technological advances, including massive multiple-input multiple-output (MIMO), millimeter wave (mmWave) communication, and ultra-dense network (UDN), have been proposed to enhance the spectrum-efficiency of the fifth-generation (5G) wireless networks and meet the ever-increasing traffic demand [2] . However, these prominent technologies demand a large amount of radio frequency (RF) chains to operate at mmWave frequencies, which incur excessive energy consumption and lead to high implementation complexity in large-scale cellular networks [3] . To realize a green and sustainable network evolution, it is imperative to develop new techniques that are not only spectrum-efficient but also energy-efficient [4] .
Reconfigurable intelligent surface (RIS), as an emerging cost-effective technology, has recently been proposed to enhance the spectrum-efficiency and energy-efficiency of wireless networks by reconfiguring the propagation environment [5] - [7] . An RIS is a metasurface composed of a large number of passive reflecting elements, each of which is able to independently change the phase shift of the incident signal to be reflected [8] . By adaptively altering the propagation of the reflected signal, the RIS is capable of achieving desired channel responses via constructive signal combination and destructive interference mitigation at the receivers, thereby enhancing the network performance [9] . With recent advancement on micro electromechanical systems and metamaterial [10] , the phase shifts of the passive reflecting elements can be adjusted in a real-time manner, which makes RIS possible.
The research on RIS-empowered wireless networks has recently received considerable attention [11] - [19] . Specifically, the authors in [11] developed a resource allocation framework for RISempowered wireless networks, where the active beamforming at the base station (BS) and the passive beamforming at the RIS are jointly optimized to minimize the total transmit power. This work was then extended in [12] to consider the scenario that the RIS has discrete phase shifts.
By taking into account both the transmit power and the hardware static power, the authors in [13] developed two efficient algorithms based on gradient descent search and fractional programming to maximize the energy efficiency of RIS-empowered wireless networks. Results in [11] - [13] showed that deploying an RIS in wireless networks has the potential to significantly reduce the power consumption. In addition, the authors in [14] developed three low-complexity algorithms to maximize the weighted sum rate of RIS-empowered multi-user networks. By further taking into account the user fairness, the authors in [15] proposed to maximize the minimum signal-to-interference-plus-noise ratio (SINR) of the users in the downlink. Moreover, by leveraging the element-wise optimization and alternating optimization, the authors in [16] studied the secrecy rate maximization problem for a simple scenario with one legitimate receiver and one eavesdropper. For the system with multiple legitimate receivers and multiple eavesdroppers, an iterative algorithm based on the alternating optimization and the path-following algorithm was developed to solve the secrecy rate maximization problem in [17] . Besides, the RIS was also leveraged to boost the performance of over-the-air computation [18] and energy harvesting [19] .
Power-domain non-orthogonal multiple access (NOMA), as another promising technique, can enhance the spectrum-efficiency and improve the user fairness of 5G wireless networks by allowing the BS to serve multiple users in the same physical resource block (PRB) [20] , [21] .
The main idea of downlink power-domain NOMA is to apply superposition coding at the BS and to perform successive interference cancellation (SIC) at the users except the one that is allocated the highest transmit power [22] , [23] . The authors in [24] evaluated the performance of NOMA in practical cellular networks and showed that NOMA with appropriate user pairing and power allocation can achieve better performance than orthogonal multiple access (OMA). The performance gain of NOMA over OMA was also demonstrated in cooperative networks [25] and mmWave networks [26] . The achievable data rates of NOMA with channel condition and qualityof-service (QoS) based user ordering schemes were studied in [27] and [28] , respectively, where a higher transmit power is allocated to the user with a worse channel condition and/or a higher QoS requirement. In addition, the authors in [29] and [30] studied the energy-efficient beamforming design for NOMA networks and demonstrated the effectiveness of NOMA transmission in reducing the energy consumption. Until very recently, the application of RIS in NOMA networks was investigated in [31] - [33] . The authors in [31] analyzed the transmission reliability of RISaided NOMA transmission. For a multi-user single-input single-output (SISO) NOMA network, the authors in [32] optimized the transmit power at the BS and the phase shifts at the RIS to enhance the user fairness. In addition, the authors [33] considered an RIS-aided downlink NOMA network, where both zero-forcing (ZF) beamforming and fixed user pairing were adopted to reduce the computational complexity at the cost of certain performance degradation.
In this paper, we consider the RIS-empowered multi-user multiple-input single-output (MISO) NOMA transmission of a downlink cellular network, where one BS serves multiple users with the assistance of the RIS. Both the transmit beamforming vectors at the BS and the phase-shift matrix at the RIS need to be jointly optimized to minimize the total transmit power, subjecting to the target data rate requirements and the unit modulus constraints. Such a joint optimization problem is highly intractable due to the non-convex bi-quadratic constraints. We present an alternating optimization framework to decouple the optimization variables and reformulate the non-convex quadratically constrained quadratic programming (QCQP) problems in each iteration as rank-constrained matrix optimization problems by leveraging matrix lifting. Although the semidefinite relaxation (SDR) [11] , [32] , [34] technique could be applied to solve this kind of low-rank optimization problems, the returned solution fails to satisfy the rank-one constraints with a high probability, especially when the dimension of optimization parameters is high [18] , [35] . To address this issue, we propose an alternating difference-of-convex (DC) method, which can accurately detect the feasibility of the non-convex rank-one constraints. Furthermore, user ordering plays a critical role in determining the performance of NOMA. The design of user ordering is challenging in RIS-empowered multi-user NOMA networks, as the channel condition between the BS and each user depends not only on the direct and reflected channel responses but also on the phase shifts at the RIS and the target data rates of all users. Hence, we are motivated to develop a low-complexity user ordering scheme taking into account the concatenated channel responses, the phase-shifts, and the target data rates. The main contributions of this paper are summarized as follows:
• We propose the joint design of the beamforming vectors and the phase-shift matrix to minimize the total transmit power, while taking into account the target data rate requirements of each user and the unit modulus constraints of each reflecting element. To reduce the implementation complexity, we also propose a low-complexity user ordering scheme, where the ordering criterion is derived in closed-form and depends on both the concatenated channel conditions and the target data rates.
• To address the limitations of the existing methods for non-convex rank-one constrained matrix optimization problems, we present an unified DC framework, where the rank-one constraint is equivalently represented by the difference between the nuclear norm and the spectral norm. By inducing the rank-one structure, the proposed alternating DC method is capable of accurately detecting the feasibility of non-convex rank-one constraints.
• We develop an efficient alternating DC algorithm to iteratively update the beamforming vectors and the phase shifts in the lifted matrix space. By representing the objective functions of the resulting non-convex DC programming problems in each iteration as the difference of two strongly convex functions, we prove that the proposed alternating DC algorithm always converges.
• Through extensive simulations, we show that the total transmit power of the BS can be significantly reduced by deploying an RIS. The proposed alternating DC method considerably outperforms the existing methods, which demonstrates the superiority of the proposed algorithm. In addition, the proposed low-complexity user ordering scheme is numerically shown to have a comparable performance to the exhaustive search method. Results also show that the practical RIS structure with 3-bit phase resolutions can achieve almost the same performance as the RIS with continuous phase shifts The remainder of this paper is organized as follows. Section II describes the system model and problem formulation. We present an alternating optimization framework, and reformulate the non-convex QCQP problem into the matrix optimization problem via matrix lifting in Section III.
Section IV provides an alternating DC method, which iteratively solves the DC programming problems. In Section V, we present the overall algorithm and prove the convergence of the proposed algorithm. Section VI proposes a low-complexity user ordering scheme with closedform expressions. Section VII presents the numerical results. We conclude this paper in Section VIII.
Notations: Vectors and matrices are denoted by bold-face lower-case and upper-case letters, respectively. C x×y denotes the space of x×y complex-valued matrices. E(·) denotes the statistical expectation. (·) H and (·) T denote the conjugate transpose and transpose, respectively. For a complex-valued vector x, x denotes its Euclidean norm and diag(x) denotes a diagonal matrix with each diagonal entry being the corresponding element in x. For a matrix X, X F , X * , and X 2 denote its the Frobenius norm, the nuclear norm and the spectral norm, respectively. j denotes the imaginary unit. R(·) denotes the real part of a complex number.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
As shown in Fig. 1 , we consider the RIS-empowered NOMA transmission of a downlink single-cell network, where an RIS with N passive reflecting elements is deployed to assist the data transmission from an M -antenna BS to K single-antenna users. To account for the increasing number of users, we consider an overloaded scenario, where the number of users is more than the number of antennas at the BS, i.e., K > M . The RIS can be switched between Fig. 1 . An RIS-empowered downlink NOMA network consisting of one BS, K users, and one RIS. User U k is allocated the k-th highest transmit power, and hence it has to decode and remove the signals intended for users U1, . . . , U k−1 before decoding its own signal. two operational modes, i.e., a receiving mode for channel state information (CSI) estimation and a reflecting mode for incident signal scattering [36] . We denote s k ∈ C and w k ∈ C M as the signal and linear beamforming vector at the BS for user U k , respectively, where k ∈ K with K = {1, 2, . . . , K}. Without loss of generality, signal s k is assumed to have zero mean and unit variance, i.e., E[s k s H k ] = 1, ∀ k ∈ K. In addition, the quasi-static flat-fading model is adopted for all channels. To characterize the theoretical performance gain brought by the RIS, we assume that the CSI of all channels is perfectly known at the BS [11] - [19] . With universal frequency reuse, the signal received at user U k , after transmitted by the BS and reflected by the RIS, is given by
where h d,k ∈ C M , G ∈ C N ×M , and h r,k ∈ C N denote the channel responses from the BS to user U k , from the BS to the RIS, and from the RIS to user U k , respectively, and e k ∼ CN (0, σ 2 ) is the additive white Gaussian noise (AWGN) with σ 2 being the noise power. In addition, Θ = diag(βe jθ 1 , . . . , βe jθ N ) ∈ C N ×N denotes the diagonal phase-shift matrix of the RIS, where θ n ∈ [0, 2π), n ∈ {1, . . . , N } and β ∈ [0, 1] denote the phase shift of element n and the amplitude reflection coefficient on the incident signal, respectively. As each element on the RIS is designed to maximize the signal reflection, we assume β = 1 without loss of generality [11] - [13] , [15] - [19] . Due to the severe path loss, the power of signals that are reflected by the RIS two or more times is assumed to be negligible [11] - [19] .
We consider the multi-user power-domain NOMA transmission in the downlink. According to the decoding principle of NOMA, each user performs SIC to remove the signal(s) being allocated a higher transmit power than its own signal [37] . It has been shown in [27] that the decoding order plays an important role in determining the performance of NOMA and is affected by both the transmit power allocation and the channel conditions. However, in RIS-empowered NOMA networks, the concatenated channel response (h H r,k ΘG + h H d,k ) depends on h r,k , Θ, G, and h d,k , which significantly complicates the user ordering. As there are K! different decoding orders for K users, we denote the set of all possible user orderings as S = {S 1 , . . . , S u , . . . , S K! }, where S u = {1 u , . . . , k u , . . . , K u } denotes the u-th decoding order. For a given user ordering S u , index k u refers to the user which is allocated the k-th highest transmit power. Specifically, user U 1u directly decodes its own signal by treating the signals intended for other users as noise. On the other hand, user U ku , k u ≥ 2, sequentially decodes and removes signals s 1u , . . . , s (k−1) u , until its own signal s ku is decoded. After successfully removing the signals intended for users {U 1u , . . . , U (k−1) u }, the remaining signal at user U lu , where k u ≤ l u ≤ K u , can be expressed as
Ku j=ku w j s j + e lu , ∀ l u = k u , . . . , K u .
As signal s ku is required to be decoded by users U ku , . . . , U Ku , the achievable data rate of user U ku can be written as
where the channel bandwidth is normalized to 1 and the SINR of signal s ku observed at user U lu can be expressed as
B. Problem Formulation
In this subsection, we formulate a total transmit power minimization problem by jointly optimizing the beamforming vectors (i.e., {w k , k ∈ K}) at the BS and the phase-shift matrix (i.e., Θ) at the RIS, taking into account the data rate requirements of all users and the unit modulus constraints of all reflecting elements. For a given decoding order S u , we denote the optimal total transmit power as Ku k=1u w k 2 , where {w k } denotes the solution of the following optimization problem. For notational ease, we omit the decoding order index u in the sequel.
The transmit power minimization problem is formulated as
where w k 2 is the transmit power allocated to user U k and R min k denotes the minimum data rate requirement of user U k . To assist the algorithm design, we rewrite constraints (5) of problem
where γ min k = 2 R min k − 1 is the minimum SINR required to successfully decode signal s k .
Constraints (7) can be further rewritten as
Therefore, problem P 1 can be equivalently rewritten as
subject to constraints (6), (8) .
However, problem P 2 is still highly intractable due to the non-convex bi-quadratic constraints (8) , in which the beamforming vectors and the phase-shift matrix are coupled. To address this challenge, we present an alternating optimization framework to solve problem P 2 in Sections III, IV, and V. The optimal total transmit power P can be obtained by exhaustively searching over all possible decoding orders, i.e., P = min Su∈S Ku k=1u w k 2 . To reduce the computational complexity, we develop a low-complexity user ordering scheme in Section VI, which is shown to achieve almost the same performance as the exhaustive search method in Section VII.
III. ALTERNATING OPTIMIZATION FRAMEWORK
In this section, we present an alternating optimization framework to solve problem P 2 . In particular, the beamforming vectors {w k , k ∈ K} and the phase-shift matrix Θ are optimized alternatively until convergence. Moreover, we transform the resulting non-convex QCQP problem in each iteration of the alternating optimization into a rank-constrained matrix optimization problem via matrix lifting.
A. Beamforming Vectors Optimization
For a given phase-shift matrix Θ, the concatenated channel response h H l = h H r,l ΘG + h H d,l ∈ C 1×M is fixed, and hence problem P 2 can be simplified as the following non-convex QCQP problem minimize
Problem (10) is a non-convex problem due to the non-convexity of the quadratic constraints.
To address these non-convex constraints, a natural way is to reformulate problem (10) as a semidefinite programming (SDP) problem by using the SDR technique [11] , [34] . This is achieved by transforming the resulting non-convex QCQP problem into a rank-constrained matrix optimization problem via matrix lifting, following by dropping the rank-one constraints. If the returned solution of the resulting SDP problem does not satisfy the rank-one constraints, then the Gaussian randomization technique [34] is adopted to obtain a suboptimal solution. Specifically, by lifting vector w k into a positive semidefinite (PSD) matrix W k = w k w H k ∈ C M ×M with rank(W k ) = 1, ∀ k ∈ K, problem (10) can thus be equivalently rewritten as
where H l = h l h H l ∈ C M ×M .
B. Phase-Shift Matrix Optimization
When the beamforming vectors {w k , k ∈ K} are given, we denote b l,k = h H d,l w k and a l,k = diag(h H r,l )Gw k , ∀ k, l = k, . . . , K. |v H a l,j + b l,j | 2 + σ 2 ≤ |v H a l,k + b l,k | 2 , ∀ k, l = k, . . . , K, |v n | = 1, ∀ n = 1, . . . , N.
Problem (12) is non-convex and inhomogeneous due to the non-convexity of the quadratic constraints and the unit modulus constraints. Fortunately, it can be reformulated as a homogenous non-convex QCQP problem by introducing an auxiliary variable t. We rewrite problem (12) as
where
If we obtain a feasible solution, denoted asṽ , to problem (13), then a feasible solution to problem (12) 
Although the SDR technique can solve problems (11) and (15), the probability of the obtained solution satisfying the rank-one constraints becomes small in the high dimensional setting, yielding performance degradation [18] , [35] . To address the limitations of the SDR technique, we shall propose an exact DC representation for the rank-one constraint of the PSD matrix by exploiting the difference between the nuclear norm and the spectral norm in the following section.
IV. ALTERNATING DC METHOD
In this section, we present an exact DC representation for the rank-one constraints, followed by proposing an alternating DC method to solve the original rank-constrained matrix optimization problems.
A. DC Representation for Rank-One Constraint
For a matrix X ∈ C N ×N , the rank-one constraint can be equivalently rewritten as
where σ i (X) is the i-th largest singular value of matrix X, and · 0 is the l 0 -norm of a vector, i.e., the number of non-zero entries. Note that the nuclear norm and the spectral norm are, respectively, given by
σ i (X) and X 2 = σ 1 (X).
We introduce an exact DC representation for the rank-one constraint in the following proposition.
Proposition 1. For a PSD matrix X ∈ C N ×N with Tr(X) > 0, we have rank(X) = 1 ⇔ X * − X 2 = 0. P roof . If matrix X is a rank-one PSD matrix, then the nuclear norm is equal to the spectral norm as σ i (X) = 0 for all i ≥ 2. Hence, X * − X 2 = 0 implies that
Because of Tr(X) > 0, we have σ 1 (X) > 0. Therefore, rank(X) = 1 is equivalent to X * − X 2 = 0.
It is noteworthy that the rank (i.e., rank(X)) is a discontinuous function, whereas the DC representation (i.e., X * − X 2 ) is a continuous function. Moreover, both X * and X 2 are convex functions [38] .
B. Proposed Alternating DC Method
The main idea of our proposed alternating DC method is to first apply the DC representation to reformulate problems (11) and (15) , and then alternatively solve two DC programming problems until convergence.
Given the phase-shift matrix Θ, we solve the following DC programming problem to find K rank-one matrices for problem (11) minimize
where ρ > 0 is a penalty parameter. By enforcing the penalty term to be zero, problem (19) induces K rank-one matrices. After solving problem (19) , we can recover the beamforming vectors w k through Cholesky decomposition, i.e., W k = w k w H k , ∀ k ∈ K, where {W k , k ∈ K} denotes the solution of problem (19) .
Similarly, given beamforming vectors {w k , k ∈ K}, we minimize the following difference between the nuclear norm and the spectral norm to detect the feasibility of problem (15) 
Tr(R l,j V ) + |b l,j | 2 + σ 2 ≤ Tr(R l,k V ) + |b l,k | 2 , ∀ k, l = k, . . . , K, V n,n = 1, ∀ n = 1, . . . , N + 1,
Specifically, when the objective value of problem (20) becomes zero, we obtain an exact rankone feasible solution, denoted as V . Using Cholesky decomposition V =ṽṽ H , we obtain a feasible solutionṽ to problem (13) and in turn obtain a feasible solution to problem (12) as v := [ṽ/ṽ N +1 ] (1:N ) .
V. ALTERNATING DC ALGORITHM WITH CONVERGENCE GUARANTEE
In this section, we propose an efficient alternating DC algorithm to obtain the high quality solutions for the beamforming vectors and the phase-shift matrix with convergence guarantee.
A. An Unified Difference of Strongly Convex Functions Representation
Although the DC programming problems (19) and (20) are still non-convex, they have a good structure that can be exploited to develop an efficient algorithm, which successively solves the convex relaxation of the primal and dual problems of DC programming [39] . In order to establish some important properties of the algorithm, we represent the DC objective function as the difference of two strongly convex functions. Specifically, we equivalently rewrite problem (19) as
and problem (20) as
where C 1 and C 2 denote the PSD cones that satisfy the constraints in problems (19) and (20), respectively, and the indicator function is defined as
We rewrite the DC functions f 1 and f 2 as the difference of two strongly convex functions, i.e., f 1 = g 1 − h 1 and f 2 = g 2 − h 2 , where
Because of the additional quadratic terms (i.e., η 2 K k=1 W k 2 F and η 2 V 2 F ), g 1 , h 1 , g 2 , and h 2 are all η-strongly convex functions. It turns out that problems (21) and (22) have the unified structure of minimizing the difference of two strongly convex functions, i.e., minimize Z∈C m×m
To solve the non-convex DC programming problem, we present a duality-based DC algorithm to construct a sequence of candidates to the primal and dual solutions in the following subsection.
B. Duality-Based DC Algorithm for Problem (27) According to the Fenchel's duality [40] , the dual problem of problem (27) is represented by
where g * i and h * i are the conjugate functions of g i and h i , respectively. The conjugate function
where the inner product is defined as X, Y = R(Tr(X H Y )) according to Wirtinger's calculus [41] in the complex domain and Z denotes Z's feasible solution region. Since the primal problem (27) and its dual problem (28) are still non-convex, the duality-based DC algorithm iteratively updates both the primal and dual variables via successive convex approximation. In the r-th iteration, we have
Based on the Fenchel biconjugation theorem [40] , (30) can be represented as
where ∂ Z r h i is the sub-gradient of h i with respect to Z at Z r . Thus, {W r k , k ∈ K} at the r-th iteration for problem (19) can be obtained by solving the following convex optimization problem
Similarly, V r at the r-th iteration for problem (20) can be obtained by solving the following convex optimization problem
V n,n = 1, ∀ n = 1, . . . , N + 1,
Problems (33) and (34) are convex and can be efficiently solved by using CVX [42] . Note
That ∂ W r−1 k h 1 and ∂ V r−1 h 2 are, respectively, given by
It is worth noting that the sub-gradient of X 2 at X r ∈ C N ×N (i.e., ∂ X r X 2 ) can be efficiently computed according to the following proposition.
Proposition 2. For a PSD matrix X, the sub-gradient of X 2 at X r can be efficiently computed as u 1 u H 1 , where u 1 ∈ C N is the eigenvector corresponding to the largest eigenvalue σ 1 (X r ).
The computationally efficient duality-based DC algorithm with convergence guarantee is developed by successively solving the convex relaxation of the primal and dual problems of DC programming. The overall algorithm, solving problems (19) and (20) in an alternative manner, is referred as the alternating DC algorithm, which is summarized in Algorithm 1. Specifically, Algorithm 1 optimizes {w k , k ∈ K} and Θ alternatively, where the presented duality-based DC algorithm is adopted to obtain the beamforming vectors and the phase shifts in the lifted matrix space that satisfy the rank-one constraints. The alternating DC algorithm terminates when the decrease of the objective value of problem P 2 is smaller than , which is a predetermined convergence threshold. Moreover, we prove the convergence of Algorithm 1 in the following subsection.
C. Convergence Analysis of Proposed Alternating DC Algorithm
Before proving the convergence of the proposed alternating DC algorithm, we present some important properties of the solutions obtained by solving the convex relaxation of the primal and dual problems of DC programming in the following proposition.
Proposition 3. For any r = 0, 1, . . . , the sequence {W r k , k ∈ K} generated by iteratively solving problem (33) has the following properties:
(i) The sequence {W r k , k ∈ K} converges to a stationary point of f 1 in (21) from an arbitrary initial point, and the sequence {f r 1 } is strictly decreasing and convergent. (ii) For any r = 0, 1, . . . , we have
, ∀ k = 1, . . . , K, 
. Likewise, for any r = 0, 1, . . . ,, the sequence {V r } generated by iteratively solving problem (34) has the following properties:
(iii) The sequence {V r } converges to a stationary point of f 2 in (22) from an arbitrary initial point, and the sequence of {f r 2 } is strictly decreasing and convergent.
(iv) For any r = 0, 1, . . . , we have
where f 2 is the global minimum of f 2 .
P roof. Please refer to Appendix A.
Based on Proposition 3, the convergence analysis of Algorithm 1 is presented in the following proposition.
Proposition 4. The objective value of problem P 2 in (9) is decreasing over iterations until convergence by applying the proposed alternating DC algorithm.
P roof. We denote f {w k }, Θ as the objective value of problem P 2 for a feasible solution {w k }, Θ . We denote {w t k }, Θ t as a feasible solution of problem P 2 at the t-th iteration. For a given Θ t , we apply the presented duality-based DC algorithm to obtain a solution {W r k } for problem (19) , based on which we obtain {w t k (w t k ) H } as the intial point for the (t + 1) iteration. Because the presented duality-based DC algorithm can accurately detect the feasibility of rank-one constraints, the solution {w t+1 k } can be obtained via cholesky decomposition, where W r k = w t+1 k (w t+1 k ) H . Hence, we have
According to Proposition 3, the object value of problem (19) is strictly decreasing over iterations. Hence, we have
Based on Algorithm 1, we have
For a given {w t+1 k , k ∈ K}, we also apply the duality-based DC algorithm to solve problem (20) . Based on Algorithm 1, if there exists a feasible solution V t+1 to problem (20) , it is also feasible to problem (12), i.e., {w t+1 k }, Θ t+1 exists. It follows that
where the equality holds as the value of f is independent of Θ but only depends on {w k , k ∈ K}.
Based on (40) and (41), we further have
According to (42) , the objective value of problem P 2 is always decreasing over iterations.
Therefore, the proposed alternating DC algorithm converges, which completes the proof.
VI. LOW-COMPLEXITY USER ORDERING SCHEME
Solving optimization problem P 2 K! times by exhaustive search to obtain the optimal total transmit power is computationally prohibitive. In this section, we develop a low-complexity user ordering scheme to determine the decoding order of the users.
In general, the BS allocates a higher transmit power to the user that has a lower channel gain toward the BS and/or a higher target data rate, which can achieve an excellent performance [43] .
Motivated by this observation, we order the users according to the minimum transmit power required to meet the target data rate requirement of each user, when the intra-cell interference is temporarily ignored. Specifically, the minimum transmit power required at the BS to serve user U k can be obtained by solving the following problem
Note that problem (43) is a non-convex optimization problem due to the coupled the optimization variables w k and Θ. To tackle the non-convexity, we leverage the alternating optimization technique presented in Section III to decouple w k and Θ.
For a given phase-shift matrix Θ, it can be verified that the optimal transmit beamforming solution to problem (43) can be obtained by maximum-ratio transmission (MRT) [44] . As a result, we have
where p k is an auxiliary variable. Substituting w k into problem (43) yields the following opti-
It is straightforward to obtain the optimal transmit power as
As such, minimizing the transmit power is equivalent to maximizing the combined channel power gain, which is given by
Similar to problem (12) , by introducingṽ, problem (47) can be rewritten as
Problem (48) has a concave objective function with non-convex unit modulus constraints.
Hence, it is NP-hard. A suboptimal solution can be obtained by leveraging the SDR technique as in [32] . In order to further reduce the computational complexity, we relax the unit modulus constraints in problem (48) as a norm constraint, i.e., ṽ 2 = N + 1. Such a relaxation yields a closed-form expression of Θ, which is suboptimal to problem (48). The relaxed optimization problem is given by
Problem (50) is an eigenvalue problem and its optimal solution is given bỹ
where u 1 ∈ C N +1 is the eigenvector corresponding to the largest eigenvalue σ 1 (Q k ) of matrix Q k . Thus, the optimal objective value of problem (50) is σ 1 (Q k )(N + 1). The objective value of the original problem (43), i.e., w k 2 is approximated byp k = γ min k σ 2 σ 1 (Q k )(N +1) . We order K users in the descending order of powerp k . Specifically, the user with the largest value ofp k decodes its own signal first, while the user with the smallest value ofp k needs to decode all other users' signals before decoding its own signal.
The ordering criterion of the proposed user ordering scheme is derived in a closed form. Hence, the proposed user ordering scheme enjoys low computational complexity. Numerical results in the next section show that the proposed user ordering scheme achieves almost the same performance as the SDR-based user ordering scheme, which needs to solve K SDP problems and suffers from much higher complexity. What's more, the proposed user ordering scheme only suffers slight performance degradation compared to the exhaustive search scheme.
VII. NUMERICAL RESULTS
In this section, we present the numerical results of the proposed alternating DC method in RIS-empowered downlink NOMA networks. We consider a three-dimensional (3D) coordinate system, where the BS is located at (0, 0, 10) meters. The RIS is placed at (50, 50, 15) meters. In addition, the users are randomly distributed in the region of (−50, 50, 0) × (60, 160, 0) meters. The path loss model under consideration is
where T 0 = −30 dB is the path loss at reference distance d 0 = 1 meter, d is the link distance, and α is the path loss exponent. The path loss exponents for the BS-user link, the BS-RIS link, and the RIS-user link are set to 3.5, 2, and 2.2, respectively [12] , [18] . Each antenna at the AP is assumed to have an isotropic radiation pattern with 0 dBi antenna gain, while each reflecting element of RIS is assumed to have 3 dBi gain, since each RIS reflects signals only in its front half-space [45] . All channels are assumed to suffer from Rayleigh fading [12] , [13] , [18] . We denote d k BU , d k IU , and d IB as the distances between user U k and the BS, between user U k and the RIS, and between the BS and the RIS, respectively. Hence, the corresponding channel coefficients are given by 
A. Performance Comparison of Different Methods
We compare the proposed alternating DC method with the following two state-of-the-art methods:
• Alternating SDR: This method leverages the SDR technique to solve problems (11) and (15) alternatively using CVX by dropping the rank-one constraints. Gaussian randomization technique is further applied when the solution obtained by the SDR method does not satisfy the rank-one constraints.
• Random phase shift: With this method, the phase-shift matrix Θ is randomly chosen and keeps fixed when solving the transmit power minimization problem (19) . by the alternating SDR method is greater than that obtained by the alternating DC method at the first iteration when the same initial phase-shift matrix is given. This is because removing the rank-one constraints of problem (11) incurs performance degradation, while the proposed alternating DC method ensures the rank-one constraints hold. Furthermore, it can be observed that the alternating SDR method with Gaussian randomization fails to return a feasible solution to problem (12) after the forth iteration. In contrast, the proposed alternating DC method is able to induce exact rank-one solutions, and hence accurately detects the feasibility of problem (12) . M increases, which indicates that more antennas at the BS lead to a better performance by achieving a higher diversity gain. In addition, both the proposed alternating DC method and the alternating SDR method significantly outperform the random phase shift method. It demonstrates the necessity of jointly optimizing the beamforming vectors at the BS and the phase-shift matrix at the RIS. Furthermore, due to the superiority of the proposed DC representation, the proposed alternating DC method consumes much less transmit power than the alternating SDR method. Fig. 4 illustrates the impact of the number of passive reflecting elements at the RIS (i.e., N ) on the total transmit power when M = 4 and K = 5. For all the three methods under consideration, the total transmit power decreases quickly as the value of N increases. This is because an RIS with more reflecting elements contributes more receiving power at the users. Therefore, a larger number of passive reflecting elements leads to higher energy-efficiency in communications. 
B. Performance Comparison of Different User Ordering Schemes
We compare the performance of the proposed user ordering scheme with that of other benchmarks, which are listed follows:
• Direct link quality based user ordering: With this user ordering scheme, the users are ordered according to the quality of the BS-user link, e.g., h d,k 2 .
• Exhaustive search based user ordering: This user ordering scheme finds the optimal decoding order that achieves the best performance by exhaustively searching over all K! possible decoding orders.
• Proposed user ordering: The proposed user ordering scheme with closed-form solutions is presented in Section VI, where the users are ordered according to the qualities of the BS-user link, the BS-RIS link, and the RIS-user link, as well as the target data rate.
• SDR-based user ordering: Different from the proposed user ordering scheme, the SDRbased user ordering scheme obtains the ordering criterion by solving problem (47) using the SDR technique [32] . It is observed that the performance gaps between the optimal user ordering scheme and other three user ordering schemes increase as the number of users increases.
However, the optimal user ordering scheme needs to exhaustively search all K! possible decoding orders, and its computational complexity is extremely high. Although the direct link quality based user ordering scheme has the lowest complexity, it suffers from larger performance degradation than the proposed and the SDR-based user ordering schemes. When K = 5, the transmit powers of the direct link quality based, the proposed, and the SDR-based user ordering schemes are 2.04 dBm, 0.72 dBm, and 0.72 dBm higher than the optimal user ordering scheme, respectively.
Moreover, as shown in Fig. 6 , the proposed user ordering scheme achieves almost the same performance as the SDR-based user ordering scheme. However, the SDR-based user ordering scheme needs to solve K SDP problems for K users, the complexity of which is much higher than the proposed user ordering scheme with closed-form solutions. 
C. Performance Comparison of Discrete and Continuous Phase Shifts
In practical systems, the RIS with a large number of passive elements has finite phase resolution, which depends on the number of quantization bits, denoted as B [46] , [47] . We numerically investigate the effect of RIS's finite phase resolution on the total transmit power consumption at the BS. In simulations, each optimized continuous phase shift θ n is quantized to its nearest discrete value in the set 0, 2π 2 B , . . . , 2π×(2 B −1) 2 B
. Fig. 7 plots the total transmit power consumption of the proposed alternating DC method versus the number of RIS elements for different phase quantization bits when K = 6, M = 5, and R min k = 2 bits per channel use. We observe that the total transmit power consumption of the network with a discrete phase-shift RIS is greater than that of the network with a continuous phase-shift RIS. As the value of B increases, the total transmit power consumption decreases.
With 1 or 2-bit phase shifters, the performance gap between the continuous and distrete phase shifts increases as the number of passive elements increases. Moreover, 3-bit phase shifters is practically sufficient to achieve almost the same performance as the continuous phase shifters.
VIII. CONCLUSIONS
In this paper, we proposed an alternating DC method to minimize the total transmit power of an overloaded RIS-empowered NOMA network, where the beamforming vectors at the BS and the phase-shift matrix at the RIS are jointly optimized. Specifically, we first presented an alternating optimization framework that solves two non-convex QCQP problems alternatively to decouple the optimization variables. We then transformed the non-convex QCQP problems into fixed-rank matrix optimization problems via matrix lifting, followed by introducing an exact DC representation for rank-one constraint. We developed an efficient alternating DC algorithm with convergence guarantee to solve the resulting DC programming problems. Furthermore, we proposed a low-complexity user ordering scheme, which achieves a comparable performance to the exhaustive search method. Simulation results demonstrated that the proposed alternating DC method outperforms the state-of-the-art methods in terms of the total transmit power. Moreover, results also showed that the RIS with low phase resolution can achieve almost the same performance as the RIS with continuous phase shifts. For future studies, the resource allocation framework developed in this paper will be extended to the scenario with multiple BSs, while taking into account channel estimation for practical implementations.
APPENDIX
A. Proof of Proposition 3
Without loss of generality, we shall only present the proofs of properties (i) and (ii), while properties (iii) and (iv) can be proved with the same merit.
We first present the proof of property (i). For the sequence {W r k , k ∈ K} generated by iteratively solving problem (33), we denote the dual variables as Y r k ∈ ∂ W r k h 1 . Due to the strong convexity of h 1 , we have h r+1
where ∆ r W k = W r+1 k − W r k . By adding g r+1 1 to both sides of (53), we obtain
where f r+1
For the update of primal variable {W k , k ∈ K} according to (31) , we have Y r k ∈ ∂ W r+1 k g 1 , which implies that
Similarly, by subtracting h r 1 from both sides of (56), we have
By subtracting (57) from (54), we have
where (f * 1 ) r = (h * 1 ) r − (g * 1 ) r . After combing (55) and (59), we have
Similarly, after combining (58) and (59), we have
Based on (60) and (61), we conclude that
Therefore, the sequence {f r 1 } is non-increasing. Since f 1 ≥ 0 always holds, we conclude that the sequence {f r 1 } is strictly decreasing until convergence, i.e.,
When the sequence {f r 1 } is converged at limit point {W k , k ∈ K} , for every limit point, the distances between W 
Based on inequalities (61) and (62), the following equalities hold, i.e., f r+1
Based on the definitions of f 1 and f * 1 , we have f r+1
1 and (f * 1 ) r = (h * 1 ) r − (g * 1 ) r . Therefore, it follows that (h * 1 ) r + h r+1 1 = (g * 1 ) r + g r+1 1 .
(66)
By combining (57) and (66), we obtain
Because h 1 is a closed and convex function, we have
Therefore, we have
It is concluded that {W r+1 k } is a critical point of f 1 = g 1 − h 1 .
Then, we present the proof of property (ii). Based on the above analysis, we have
We denote the optimal value of f 1 as f 1 . Since inequality f 1 ≤ f r+1 1 holds, we have
According to (70) and (71), we conclude that property (ii) holds, i.e.,
, ∀ k = 1, . . . , K.
