Abstract. We prove a quenched functional central limit theorem (quenched FCLT) for the sums of a random field (r.f.) along a 2d-random walk in different situations: when the r.f. is iid with a second order moment (random sceneries), or when it is generated by the action of commuting automorphisms of a torus. We consider also a quenched version of the FCLT when the random walk is replaced by a Lorentz process in the random scenery.
Introduction
Let X = (X ℓ ) ℓ∈Z d , d ≥ 1, be a strictly stationary real random field (r.f.), where the X ℓ 's have zero mean and finite second moment. The r.f. can be represented in terms of dynamical system as X ℓ = T ℓ f , where (E, A, µ) is a probability space, T 1 , ..., T d are commuting measure preserving maps on (E, A, µ) and f is in L 2 (E, A, µ).
Let w = (w n ) n≥1 be a sequence of weights (or summation sequence), that is for each n a function ℓ ∈ Z d → w n (ℓ) ∈ R, with 0 < ℓ∈Z d |w n (ℓ)| < +∞. A natural question is the asymptotic normality in distribution of the self-normalized sums
w n (ℓ) T ℓ f 2 and the estimation of the normalization factor. A stronger property, for some models, is the validity of a functional central limit theorem (FCLT).
Previously ( [4, 5] ), we have considered quenched central limit theorems for summation along a random walk, as well as summation on a sequence of sets in Z d . In a forthcoming paper, the FCLT for summation over sets will be presented.
The present paper is about the random walk case and specially the 2-dimensional random walk, the case of d-dimensional random walks being easier for d > 2. We show a FCLT in different models for the sums along a r.w. for almost all realizations of the r.w. (quenched FCLT).
One of these models is the random walk in random sceneries, i.e., the sums along a r.w. of a 2-d random field of iid r.v.s with a moment of order 2. This improves a result of [17] which uses a slightly stronger moment condition. Our proof is short and self-contained. The same method can be used when the usual random walk is replaced by a plane Lorentz process (generated by a periodic billiard with dispersive obstacles) as in [25] . A key step in the proof is then the law of large numbers shown in [26] for the self-intersection of the billiard map. The random sceneries can be also replaced by a random field which is no more iid, but generated by an algebraically defined Z 2 -dynamical system. In this framework, we consider algebraic actions on tori by commuting automorphisms.
Tightness of the process is one of the main step of the proof of a FCLT. In the framework of sums along a random walk, our purpose is to present two different situations, independent case and algebraic case, as an illustration of two methods: one relying on the maximal inequality for associated r.v.s as shown by Newman and Wright [24] , the other on norm estimates for the maximum of partial sums as in Billingsley [1] , Móricz [22] and others authors.
In Section 1 we gather results about the variance for the sums along a random walk. The independent case is presented in Section 2. Some facts on cumulants are recalled in Section 3, then applied to moving averages in Section 4 and to algebraic models in Section 6. For the tightness in the latter case, we use a method based on a moment inequality for maxima, which is presented in Section 5. If the maps are not invertible, using stationarity the random field can be extended to a strictly stationary random field indexed by Z d .
Summation along a r.w. and variance
Everywhere we assume (or prove) the absolute summability of the series of decorrelations:
an hypothesis which implies existence and continuity of the spectral density associated to f , i.e., existence of a function ϕ f ∈ C(T d ) such that
A method of summation is given by random walks (r.w.). If (Z n ) n≥0 is a random walk starting from 0 on Z d , the associated "ergodic sums" along the orbits of the random walk are
w n (ω, ℓ) T ℓ f, with w n (ω, ℓ) = #{k < n : Z k (ω) = ℓ}.
Remark. Summation along the orbits of the random walk differs from summation over the range of the random walk. It has been shown ( [13] ) that the range of the random walk (Z n ) has the Følner property, so that summation over the range of the random walk yields a CLT. Nevertheless, a functional CLT for summation over the range is a question.
1.1.
Variance. First let us recall some results on the variance E | ℓ∈Z d w n (ℓ) T ℓ f | 2 dµ which will be useful for the FCLT. Its computation is based on the normalized non-negative kernel
We say that w = (w n ) is ξ-regular, where ξ is a probability measure on T d , if (K(w n )) n≥1 weakly converges to ξ: lim n→∞ T d K(w n ) ϕ dt = ξ(ϕ) for every continuous ϕ on T d , or equivalently if
Under Condition (1), the asymptotic variance for f is then
In what follows, we will deal with examples which are δ 0 -regular. For examples of summation along a random walk which are ξ-regular with ξ = δ 0 , see for instance [4] .
Question of non-degeneracy
Condition (1) implies that, for any δ 0 -regular summation sequence, the following conditions are equivalent: nullity of the asymptotic variance,
A function f is called a mixed coboundary if there exists measurable functions
In the example of a Z d -action by commuting algebraic automorphisms of a torus, for a class of regular function, the nullity of the asymptotic variance occurs if and only if f is a mixed coboundary. (See [3] ).
Sums along random walks.

Definitions and notations.
Let (ζ i , i = 0, 1, ...) be a sequence of i.i.d. random vectors on a probability space (Ω, P) with values in Z d . The corresponding random walk (r.w.) Z = (Z n ) in Z d starting from 0 is defined by Z 0 := 0, Z n := ζ 0 + ... + ζ n−1 , n ≥ 1. We suppose Z to be aperiodic 3 , with 0 mean, finite variance and (nonsingular) covariance matrix Σ. (For random walks, see [28] .)
The r.v.s ζ i can be viewed as the coordinate maps on (Ω, P) obtained as (Z d ) Z equipped with a product measure and with the shift θ acting on the coordinates. We have ζ i = ζ 0 • θ i and the cocycle relation
Given a random field
, we form the process on (E, µ) obtained by summing along the r.w. (Z n ). We denote these sums, for a fixed ω, by
If the random field is represented as X ℓ = T ℓ f , the sums read:
Summing along the random walk amounts to fix ω in the ergodic sums of the "skew product":
, for an observable f on E, we get that the ergodic sums of F for T ζ 0 read:
If we consider the r.v. S n F (ω, x) as defined on Ω × E endowed with the probability P × µ, a limit theorem is sometimes called annealed. We can also fix ω ∈ Ω. A limit theorem in distribution (with respect to the measure µ on E) obtained for P-a.e. ω is called quenched.
We will consider the case where Z is a r.w. in Z 2 . In this case, (Z n ) is recurrent and a non standard normalization occurs in the CLT for sums along Z n as recalled below.
1.2.1.
On the number of self-intersections of a r.w.
is non negative and increases when I or J increases for the inclusion order.
We write simply V (ω, I, p) for I = J, V (ω, I) for V (ω, I, 0) and
For d = 2, there are C 0 , C finite positive constants 6 such that the following laws of large numbers hold (see: [2] Lemma 2.6 for (10), [21] step 1 in the proof of Proposition 1.4 for (11), and [4] Theorem 3.13 for (12)):
We denote by Ω 0 the set of full probablity of ω's for which (11) and (12) hold. We have
Recall that (12) shows the δ 0 -regularity of the summation sequence along the random walk Z for a.e. ω (cf. [4] ): if f has a continuous spectral density ϕ f ,
5 For simplicity, in the formulas below, we write nA, nB instead of ⌊nA⌋ or ⌊nA⌋ + 1, ⌊nB⌋, θ t instead of θ ⌊t⌋ . The equalities are satisfied up to the addition of quantities which are bounded independently from A, B, n.
6 If the r.w. is strongly aperiodic, C 0 = (π √ det Σ) −1 . For a general aperiodic r.w. in Z 2 , see for instance Theorem 5.1 in [4] .
Before a preliminary lemma, let us introduce some more notations. For J ⊂ N, we put: 
Therefore, for every ε > 0, there is C(ω) = C(ω, m, ε) such that
There exists a positive integrable function C 3 such that
Proof. Since the terms in the sum (16) with equality between indices can be treated by induction, it suffices to bound
Using independence and the local limit theorem for the random walk, we find the bound
By (20) and similar bounds for the others configurations, we have
Let p n be such that: 2 pn−1 ≤ n < 2 pn . Since W n is increasing with n, we obtain:
The same method shows that, for m ≥ 1, there is a positive integrable function K m such that
Study of the variance for the finite dimensional distributions
The following lemma will be applied to the successive return times of a point ω into a set under the iteration of the shift θ. Lemma 1.3. Let (y(j), j ≥ 1) be a sequence with values in {0, 1} such that lim n 1 n n j=1 y(j) = a > 0. If (k r ) is the sequence of successive times such that y(k r ) = 1, then, for every δ > 0, there is n(δ) such that, for n ≥ n(δ), k r+1 − k r ≤ δn, for all r ∈ [1, n].
Proof. Since r = kr j=1 y(j), we have:
If n(δ) ≥ n 1 (δ) is such that k r+1 − k r ≤ δn(δ) for r ≤ n 1 (δ), we get the result of the lemma. Lemma 1.4. Let Λ be a measurable set in Ω of positive measure. Let k r = k r (ω) be the successive times such that θ kr ω ∈ Λ. For a.e. ω, for every positive small enough δ, there is n(δ) such that for n ≥ n(δ)
2) there are integers v < 2/δ and 0 = ρ
δn, for i = 1, ..., v.
Proof. Since θ is ergodic on (Ω, P), Birkhoff ergodic theorem implies lim n 1 n n−1 0
e. ω and k n /n → P(Λ) −1 . Hence Lemma 1.3 implies 1). For 2), we select an increasing sequence of visit times to the set Λ satisfying the prescribed conditions by eliminating successive times at a distance < 1 2 δn.
Asymptotic orthogonality of the cross terms
We show the asymptotic orthogonality of the cross terms: for 0 < A < B < C < D < 1, p ∈ Z,
The above integral is the non negative self-intersection quantity: V (ω, [nA, nB], [nC, nD], p). By (9), V (ω, I, J, p) increases when I or J increases. Hence, it suffices to show (22) for the intervals [1, nA] , [nA, n], for 0 < A < 1. The proof below is based on (12) and (14) . Lemma 1.5. There is a setΩ ⊂ Ω such that P(Ω) = 1 and for all ω ∈Ω, the following holds:
We will apply Lemma 1.4 to Λ(L(δ j ), δ j ) for each j, where (δ j ) is a sequence tending to 0, therefore getting a set ω's of full P-measure. The setΩ is the intersection of this set with the set Ω 0 (of full measure) for which the law of large numbers holds for (V n (ω)). Let ω ∈Ω.
2) Proof of (23). We have
Claim: for an absolute constant C 1 depending on A and p, for every δ, for n big enough,
Upper bound: The law of large numbers for V n (ω, p) implies, with |ε n |, |ε
Lower bound: We apply Lemma
We have, with |δ
).
As V (ω, J, p) increases when the set J increases, we have by the choice of n A and n
Therefore, for n such that ln(nB) ≥ 2, we have
This shows the lower bound. Altogether with the upper bound, this proves the claim (26).
3) Proof of (24) . Let δ > 0. According to (25) and (26), for n big enough, we have
For the asymptotic variance for
.., a s are real numbers and 0 = t 0 < t 1 < ... < t s−1 < t s = 1 is a subdivision of [0, 1], we will use the following lemma, to which we will refer for the processes (S ω,X n ) considered later. Lemma 1.6. Assume that f has a continuous spectral density ϕ f . For a.e. ω we have
Proof. 1) Recall that proving (27) amounts to prove
1) First suppose that ϕ f is a trigonometric polynomial ρ, which allows to use (22) for a finite set of characters e −2πi p,u . Using (15) for the asymptotic variance starting from 0, we have (C 0 n ln n)
Expanding the square and using that the cross terms are asymptotically negligible, we have
This shows (27) for trigonometric polynomials.
2) For a general continuous spectral density ϕ f , for ε > 0, let ρ be a trigonometric polynomial,
Therefore we have:
By the remark, the above quantity inside [ ] is less than (
, which is bounded uniformly with respect to n. Therefore we can conclude for a general continuous spectral density by step 1). Remarks 1.7. 1) In Lemma 1.4, the dynamical system (Ω, θ, P) can be replaced by any ergodic dynamical system.
2) If the spectral density is constant (i.e., when the X k 's are pairwise orthogonal), (22) and (27) are a consequence of the law of large numbers for the number of self-intersections, that is Vn(ω) C 0 n ln n → 1. The law of large numbers for V n (ω, p), p = 0, is not needed. Let (W (t), t ∈ [0, 1]) be the Wiener process on [0, 1]. To show a functional limit theorem (FCLT) for (Y n (t)), t ∈ [0, 1]), i.e., weak convergence to the Wiener process, it suffices to prove the two following properties (denoting by =⇒ the convergence in distribution):
1) Convergence of the finite dimensional distributions.
a property which follows by the Cramér-Wold theorem [9] 
2) Tightness of the process. The condition of tightness reads:
Now, let (Z n ) be a 2-dimensional centered random walk with a finite moment of order 2 as in Subsection 1.2. Let X = (X ℓ ) ℓ∈Z 2 be a strictly stationary real random field, where the X ℓ 's have zero mean and finite second moment. A quenched FCLT is satisfied by the r.f. X if, for a.e. ω, the functional central limit theorem holds for the process (cf. Notation (6))
When (X ℓ ) is an iid random field, the model is the so-called random walk in random scenery (RWRS). In the next section we consider first this independent case, before other non independent models in the last sections.
2. Independent random field 2.1. Random walk in random scenery.
) ℓ∈Z 2 be a 2 dimensional random field of centered i.i.d. real variables with E(X 2 0 ) = 1 and mean 0 on a space (E, µ). We consider the random walk in random scenery S ω,X n (x) and the process defined by (30). It was shown by E. Bolthausen [2] that this process satisfies an annealed FCLT, that is: with respect to the probability P × µ, the law of Y n converges weakly to the Wiener measure. [17] , based on [2] , a result of E. Bolthausen and A-S. Sznitman (2002) and a truncation argument.
In this section, we give a direct proof of the quenched FCLT for an iid r.f. (and for moving averages of an iid r.f. in Section 4), assuming only the existence of a moment of order 2 for the r.f. As in [2] for the annealed FCLT, our proof follows the method of Newman and Wright [24] for associated r.v.s. Definition 2.1. (cf. [14] ) Recall that real random variables X 1 , . . . , X n are associated if, for every n, for all non-decreasing (in each coordinate) functions f, g : R n → R, we have, if the covariance exists: Cov(f (X 1 , . . . , X n ), g(X 1 , . . . , X n )) ≥ 0. A collection X 1 , X 2 , . . . of variables is said to be associated if every finite sub-collection is associated.
It is known that every subset of an associated family is associated. Moreover, every collection of non-decreasing functions of a family of associated random variables are associated. It follows that if (X k ) is an associated family, in particular independent, then (X Z k (ω) ) is an associated family for every ω ∈ Ω.
Proof. 1) For the convergence of the finite dimensional distributions, the proof, relying on Cramér-Wold's theorem and Lindeberg's CLT, is as in Bolthausen ([2]). Another proof, based on truncation and cumulants, is like the more general case of moving averages in Section 4.
2) Tightness of the process (Y n ). The following is shown in the proof of Theorem 3 in [24] :
. . be centered associated random variables with finite second order moment. Put
Then, for every λ > 0 and n ≥ 1, we have
Inequality (31) can be applied to U j = X Z j (ω) for every fixed ω, as well as to the sums
Let C 1 be a constant > 0 such that µ{ω : K(ω) ≤ C 1 } > 0. Using Lemma 1.4, for n big enough and δ ∈]0, 1[, there are times 0 = ρ 1 < ρ 2 < ... < ρ v ≤ n < ρ v+1 , with v < 2/δ, such that K(θ ρ i ω) ≤ C 1 and
δn, for i = 1, . . . , v.
There is C such that, by (13) and (32),
Using (31), we get, with
, by Chebyshev's inequality (for moment of order 4):
(n δ log(nδ))
We have used that λ i is big if δ is small. Observe now that (cf. [1] )
Hence we get
Since we have still sums of associated random variables, all what we have done above (including (31) holds for both sums, except that for the unbounded part of the truncation we only have a moment of order 2. We use Chebyshev's inequality (for moment of order 2) to control the unbounded truncated part:
Hence, for n and λ big enough, the sum over i is comparable for some constant
Allying the inequality µ(|f
, we obtain the bound:
We need, for fixed ε > 0, lim
η.
A model based on the Lorentz process.
In this subsection we sketch briefly how to obtain an version of a FCLT where the random walk is replaced by the movement of a particle in a dispersing periodic billiard. We refer to [25] and [26] for more details on this model.
Let be given a "billiard table" in the plane, union of Z 2 -periodically distributed obstacles with pairwise disjoint closures. We consider a point particle moving in the complementary Q of the billiard table in R 2 with unit speed and elastic reflection off the obstacles. By sampling the flow at the successive times of impact with the obstacles, we obtain a Poincaré's section of the billiard flow, the billiard transformation.
We suppose (dispersing billiard) that the obstacles are strictly convex with pairwise disjoint closures and boundaries of class C r+1 with curvature > 0 (Sinai's billiard or Lorentz's process). Moreover we assume a finite horizon (the time between two subsequent reflections is uniformly bounded).
Suppose that to each obstacle is associated a real random variable with zero expectation, positive and finite variance, independent of the motion of the particle and that the family of these r.v.s is i.i.d.
Like in an infinite "pinball" with random gain, at each collision with an obstacle, the particle wins the amount given by the random variable associated with the obstacle which is met. Let W n be the total amount won by the particle after n reflections occur. An annealed FCLT for To extend the result to a quenched version, we use [25, Proposition 7] , in place of Inequality (18) for the r.w., and [26, Corollary 4] (the main and most difficult step), which gives a law of large numbers for the self-intersections of the billiard transformation replacing (11). Then, Remarks 1.7 and the preceding method for the r.w. in random sceneries yield the quenched version of the FCLT for this model.
Cumulants and CLT
For the models of r.f. in Sections 4 and 6, we need to introduce some tools. In the section, we recall the method of cumulants.
The method of cumulants recalled below can be helpful to prove the CLT in dynamical systems. In 1960, Leonov ([18] , [19] ) applied it to a single algebraic endomorphism of a compact abelian group. In [5] , [4] , it was applied to multidimensional actions by algebraic endomorphisms.
Moments and cumulants
In this subsection, the random variables are assumed to be uniformly bounded and centered.
Let (X 1 , ..., X r ) be a random vector. For
A definition of the cumulant of (X 1 , ..., X r ) using the moments is
where Π = {I 1 , I 2 , ..., I p(Π) } runs through the set P of partitions of {1, ..., r} into nonempty subsets and p(Π) is the number of elements of Π.
For example, if r = 4, the cumulant of centered r.v.s is
Putting s(I) := C(X i 1 , ..., X ip ) for I = {i 1 , ..., i p }, we have 
is a stationary random field, we put C f (ℓ 1 , ..., ℓ r ) = C(X ℓ 1 , ..., X ℓ r ).
Let us recall a criterium in terms of cumulants for the CLT (as well as for the convergence of the normalised moments toward those of the normal law) (cf. [19, Th. 7] , [4, Th. 6.2]).
Theorem 3.1. If (w n ) n≥1 is a summation sequence on Z d which is ξ-regular (cf. Subsection 1.1), the condition
The following result (cf. [4, Lemma 6.6]) gives a sufficient condition for the asymptotic nullity of the cumulants.
-measure preserving action on a probability space (E, µ). If it is mixing of order r ≥ 2, then, for any f ∈ L ∞ 0 (X), lim
Remark that (38) does not give the quantitative estimate needed in (36). Nevertheless, it will suffice in Section 6 for an action by automorphisms of a compact abelian group which is mixing of order r ≥ 2, in particular on a torus and f is a trigonometric polynomial.
Array of sequences and finite dimensional distributions
Using Theorem 3.1, we are going to deduce from the following two conditions the asymptotic normality (after normalization) of the vectorial process
-asymptotic orthogonality:
-convergence to 0 of the normalized cumulants of order ≥ 3:
.., i r ) ∈ {1, ..., s} r , ∀r ≥ 3, (40) Proposition 3.3. Let (w n,j ) n≥1 , j = 1, ..., s, be ξ j -regular summation sequences, where the ξ j 's are probability measures on T d . Under Conditions (39) and (40), the vectorial process
is asymptotically distributed as N (0, J s ), where J s is the s-dimensional diagonal matrix with diagonal ξ j (ϕ f ).
Proof. The hypothesis (39) implies
For s non zero real parameters a 1 , ..., a s , let (w a 1 ,...,as n ) n≥1 be defined by w a 1 ,...,as n (ℓ) = a 1 w n,1 (ℓ) + ... + a s w n,s (ℓ).
By the Cramér-Wold theorem, for the conclusion of the theorem, it suffices to show that the process ℓ∈Z d w a 1 ,...,as n (ℓ) T ℓ f after normalization satisfies the CLT:
By (40), the sum
.., X ℓ r ) satisfies (36) and the result follows from Theorem 3.1.
The following lemma will be useful in the proof of the asymptotic normality for the finite dimensional distributions.
Proof. Let (ε k ) be a sequence of positive numbers tending to 0, such that ϕ f −f k ∞ ≤ ε k . Let us consider the processes defined respectively by
By the ξ-regularity of (w n ), we have:
We can suppose ξ(ϕ f ) > 0, since otherwise the limiting distribution is δ 0 . We have ξ(ϕ f −f k ) → 0 (cf. Remark 1.1). It follows that ξ(ϕ f k ) = 0 for k big enough.
The hypotheses imply
U k n =⇒ n→∞ N (0, ξ(ϕ f k )) for every k. Moreover, since lim n |U k n − U n | 2 2 dµ = lim n T dw n ϕ f −f k dt = ξ(ϕ f −f k ) ≤ ε k , we have lim sup n µ[|U k n − U n | > δ] ≤ δ −2 lim sup n |U k n − U n | 2 2 dµ → k→∞ 0, for every δ > 0. Therefore the conclusion U n =⇒ n→∞ N (0, ξ(ϕ f )) follows from [1, Theorem 3.2].
Moving averages of iid random variables
Let (X ℓ ) ℓ∈Z 2 be a r.f. of centered i.i.d. real random variables such that X 0 2 = 1. Let (a q ) q∈Z 2 be an array of real numbers such that q∈Z 2 |a q | < ∞ and let (Ξ ℓ ) ℓ∈Z 2 be the random field defined by
The correlation is ϕ Ξ (ℓ) =
The continuous spectral density of the process (Ξ ℓ ) ℓ∈Z 2 is ϕ Ξ (t) = | a q e 2πi q,t | 2 . We assume that the asymptotic variance is > 0, a condition equivalent to q∈Z 2 a q = 0.
Using the method of associated r.v.s we obtain a quenched FCLT for S ω,Ξ ⌊nt⌋ (cf. Notation (6)). An annealed FCLT can be shown with a proof along the same lines. ⌊nt⌋ (x) √ n log n t≥0 satisfies a quenched FCLT with asymptotic variance
Proof. 1) Convergence of the finite dimensional distributions a) First assume the random variables are bounded. Moreover suppose first that the series reduces to a finite sum F = s∈S a s X s , where S is a finite subset of Z 2 . The case of the series, Ξ 0 = s∈Z 2 a s X s , will follow by an approximation argument.
We use Proposition 3.3. Conditions (39) follows from Lemma 1.6. Let us check (40).
there is a random variable T ℓ i 1 F which is independent from the others in the collection
The right hand side is less than a finite sum of sums of the form ℓ∈Z d r k=1 w n (ω, ℓ + j k ) with {j 1 , ..., j r } ∈ Z 2 .
By (17), for every ε > 0, there is C ε (ω) a.e. finite such that (40) is satisfied.
Using Lemma 3.4, the result can be extended to any sum s∈S a s X s , with s∈S |a s | < ∞.
b) Now if we assume only the condition X 0 2 < ∞, we use a truncation argument and apply again Lemma 3.4.
2) Tightness Let a + q = max(a q , 0), a − q = max(−a q , 0). Observe that the random variables q∈Z 2 a + q X ℓ−q (x), for ℓ ∈ Z 2 , are associated, as well as
Therefore tightness can be proved separately for both processes. The proof is like the proof of tightness in Theorem 2.2
A sufficient condition for tightness
We present now a method for tightness based on the 4th-moment. It will be used for random fields generated by algebraic automorphisms.
Let (W k ) be a sequence of real or complex r.v.s on a probability space (E, µ). With the notation
we recall a result of Móricz as it is used here. 
Then, with the constant C max = (1 − 2
Let X = (X ℓ ) ℓ∈Z 2 be a strictly stationary real random field on a probability space (E, µ), where the X ℓ 's have zero mean and finite second moment, and let
The maximal inequality (45) gives a criterium of tightness for the sums along a random walk: Proposition 5.2. Let G(ω, ., .), H(ω, ., . ) be super-additive functions such that for a parameter γ and K 1 (ω), K 2 (ω) a.e. finite functions on (Ω, P),
Suppose that the r.v.s X ℓ are bounded and satisfy
The integer ν n will be chosen of order δn. We can write, with the convention that
WithÂ n andÃ n respectively the first and the second term above, this implies
ForÃ n , since the X ℓ 's are bounded (uniformly in ℓ by strict stationarity), (it suffices that max 1≤k≤∆n−1 | u∆n+k−1 j=u∆n
ForÂ n we will apply Theorem 5.1 to W r = (r+1)∆n−1 j=r∆n
which implies by (45) of Theorem 5.1:
Putting K(ω) := max(K 1 (ω), K 2 (ω)) and using (46), we get the bound
2) For M > 0 big enough, the set Ω M := {ω : K(ω) ≤ M} has a probability P(Ω M ) ≥ . We apply Lemma 1.4 to Ω M . There is N 2 (δ) such that for n ≥ N 2 (δ), we can find a sequence 0 = ρ 1,n < ρ 2,n < ... < ρ v,n ≤ n < ρ v+1,n of visit times of θ k ω in Ω M under the iteration of the shift θ, such that
] (so that L i,n ∆ n ≤ δn), we deduce from the upper bound (51) (for n big enough and using 0 ≤ ln(δn) ≤ ln n, if n ≥ δ −1 ):
This implies forÂ n (cf. (49)), for i = 1, ..., v, for a constant C:
Putting t i = ρ i,n /n, we obtain (48), i.e., for n ≥ N(δ) with N(δ) big enough,
Remark 5.3. 1) Let be given for s in a set of indices S a process X s = (X s ℓ ) ℓ∈Z 2 satisfying the hypotheses of the proposition for each s, with the same uniform bound and the same G, H, γ. Then, if X ℓ = s a s X s ℓ with s |a s | ≤ 1, the r.f. X = (X ℓ ) satisfies these conditions of the proposition and therefore the conclusion (48).
This follows from Minkowski inequality. We have for (47):
2) If the r.v.s X ℓ are not bounded, the conclusion of the proposition holds under the condition
6. Algebraic models
We consider a second type of example, generated by the action of two commuting automorphisms on tori. For the tightness, in this example we use Proposition 5.2. This method could be used also in the independent model, but with a strengthening of the moment hypothesis.
6.1. Algebraic actions, automorphisms of the torus. Let G be a compact abelian group with Haar measure µ. The group of characters of G is denoted byĜ or H and the set of non trivial characters byĜ
Every surjective endomorphism B of G defines a measure preserving transformation on (G, µ) and a dual injective endomorphism onĜ. For simplicity, we use the same notation for the actions on G and onĜ.
Let (T 1 , ..., T d ) be a finite family of d commuting surjective endomorphisms of G and
which is totally ergodic if and only if the dual action is free. The composition with a function f defined on G is denoted T ℓ f .
We assume that the action on G is mixing of all orders (this holds if it is totally ergodic and G is connected, which is the case of a totally ergodic action on a torus).
Let AC 0 (G) denote the class of real functions on G with absolutely convergent Fourier series and µ(f ) = 0, endowed with the norm: f c := χ∈Ĝ |c f (χ)| < +∞.
Proposition 6.1. If f is in AC 0 (G), the spectral density ϕ f is continuous on T ρ and ϕ f ∞ ≤ f 2 c . For every ε > 0 there is a trigonometric polynomial P such that ϕ f −P ∞ ≤ ε. Proof. Since the characters T ℓ χ for ℓ ∈ Z d are pairwise distinct, we have the inequalities
Therefore, if f is in AC 0 (G), then ℓ∈Z d | T ℓ f, f | < ∞, the spectral density is continuous and ϕ f ∞ ≤ ε. By this inequality, we can take for P the restriction of the Fourier series of f to a finite set E inĜ, where E is such that ϕ f −P ∞ ≤ ( χ∈Ĝ\E |c f (χ)|) 2 ≤ ε.
Matrices and automorphisms of the torus
Now we will restrict to the special case of matrices and endomorphisms of the torus G = T ρ .
Every A in the semigroup M * (ρ, Z) of non singular ρ × ρ matrices with coefficients in Z defines a surjective endomorphism of T ρ and a measure preserving transformation on (T ρ , µ). It defines also a dual endomorphism of the group of characters H = T ρ identified with Z ρ (this is the action by the transposed of B, but since we compose commuting matrices, for simplicity we do not write the transposition). When A is in the group GL(ρ, Z) of matrices with coefficients in Z and determinant ±1, it defines an automorphism of T ρ . Recall that A ∈ M * (ρ, Z) acts ergodically on (T ρ , µ) if and only if A has no eigenvalue root of unity.
For our purpose, we consider the case of automorphisms and d = 2. Let (A 1 , A 2 ) be two commuting matrices in GL(ρ, Z) with determinant ±1 and
, which is totally ergodic if and only if A ℓ has no eigenvalue root of unity for ℓ = 0.
The composition with a function f defined on T ρ will be denoted
Denote byÃ j the corresponding linear operators on C ρ . Let α i,j , i = 1, ..., ρ, be the set of eigenvalues of A j (with multiplicity). We write α ℓ i for α
Explicit examples of totally such ergodic Z 2 -actions can be computed like the example below (cf. the book of H. Cohen on computational algebraic number theory [8] ):
Spectral density and rate of decorrelation for automorphisms of the torus A sufficient condition for f to be in AC 0 (T ρ ) is the following decay of its Fourier coefficients:
For compact abelian groups which are connected ( [4] ) or which belong to a special family of non connected groups ( [5] ), a CLT has been shown for summation either over sets or along a random walk. Our aim is to extend this last result at least in the case of automorphisms of a torus to a functional CLT.
Number of solutions
We use the following result on S-unit equations ( [27] N(a 1 , . .., a r , Γ) of solutions x = (x 1 , ..., x r ) ∈ Γ r of the equation
such that no proper subsum of a 1 x 1 + ... + a r x r vanishes, is finite and satisfies the estimate
There is a decomposition of E = C ρ into vectorial subspaces C ρ = ⊕ k E k which are simultaneously invariant byÃ i , i = 1, ..., d, and such that there is a basis B k in whichÃ i restricted to E k is represented in a triangular form with an eigenvalue ofÃ i on the diagonal. This follows easily from the fact that the commuting matrices A i have a common non trivial space W of eigenvectors, and then from an induction on the dimension of the vector space, applying the induction hypothesis to the action of the mapsÃ i on the quotient E/W .
Let us now consider on the torus T ρ a character χ γ , x → exp(2πi γ, x ), where γ ∈ Z ρ \ {0}. There is k 0 such that the component γ 0 of γ in E k 0 is = 0. Let δ 0 be the dimension of E k 0 . In the basis B k 0 = {e k 0 ,1 , ..., e k 0 ,δ 0 } of E k 0 , we denote the coordinates of γ 0 by (γ , ℓ) , ∀ℓ ∈ Z, where α k 0 ,j is an eigenvalue of A j and where w(j, ℓ) belongs to the subspace generated by {e k 0 ,δ ′ 0 +1 , ..., e k 0 ,δ 0 }. By the total ergodicity of the action, we can choose
We will apply Theorem 6.2 to the multiplicative group generated by α k 0 ,j , j = 1, 2.
Random walks and quenched CLT.
Our aim is to replace the model of i.i.d. variables (X(ℓ), ℓ ∈ Z 2 ) discussed in Section 2 by X ℓ = A ℓ f = f • A ℓ , ℓ ∈ Z 2 generated by an observable f on a torus T ρ under the action of commuting automorphisms.
More precisely, we consider ℓ → A ℓ a totally ergodic Z 2 -action by algebraic automorphisms of T ρ , ρ > 1, defined by commuting ρ × ρ matrices A 1 , A 2 with integer entries, determinant ±1 such that the eigenvalues of A ℓ = A satisfies a FCLT holds.
Proof. 1) Convergence of the finite dimensional distributions 1a) First suppose f is a trigonometric polynomial. Let f = k∈Λ c k (f ) χ k , where (χ k , k ∈ Λ) is a finite set of characters on T ρ , χ 0 the trivial character.
We use Proposition 3.3: (39) follows from (22) and Lemma 1.6; for (40), we have to show that, for a.e. ω,
w n (ω, ℓ) T ℓ f ) = o((n ln n) r/2 ), ∀r ≥ 3.
We apply Theorem 3.1. Let us check (36). For r fixed, the function (n 1 , ..., n r ) → m f (n 1 , ..., n r ) := X T n 1 f · · · T n r f dµ takes a finite number of values, since m f is a sum with coefficients 0 or 1 of the products c k 1 ...c kr with k j in a finite set. The cumulants of a given order take also a finite number of values according to (35). Taking into account Remark 5.3, it suffices to consider for f a character and show that the bound is uniform, independent of the character.
So we consider on the torus T ρ a character χ v : x → exp(2πi v, x ), where v ∈ Z ρ \ {0}. 
This number is bounded by #{(i 1 , i 2 , i 3 , i 4 ) ∈ J 4 : (α
u )v 0 = 0}, where v 0 is some non zero component of v in a suitable basis in which A 1 , A 2 have a simultaneous triangular representation (cf. the previous subsection). The notation is: α u = α u,1 α u,2 , with α u,1 (resp. α u,2 ) an eigenvalue of A 1 (resp. A 2 ) and α For H, up to a permutation of indices, we can assume that i 4 < i 3 < i 2 < i 1 . We may write up to a constant factor:
H(ω, b, k) = #{b ≤ i 4 < i 3 < i 2 < i 1 ≤ b + k : α
By Theorem 6.2, the set of triples ℓ 1 , ℓ 2 , ℓ 3 ∈ Z 2 (without vanishing proper sub-sum) solving the equation α We can now apply (19) in Lemma 1.2: there exists a positive integrable function C 3 such that for W n (ω, ℓ 1 , ℓ 2 , ℓ 3 ) defined by (16), W n (ω, ℓ 1 , ℓ 2 , ℓ 3 ) ≤ C 3 (ω) n (ln n) 5 , ∀n ≥ 1.
Remark that the bounds do not depend on the character, but only on A 1 , A 2 .
The tightness property follows now from Proposition 5.2 with γ = 5.
