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Generalising an analysis of Corvino and Schoen, we study surjectivity properties of the con-
straint map in general relativity in a large class of weighted Sobolev spaces. As a corollary we prove
several perturbation, gluing, and extension results: we show existence of non-trivial, singularity-
free, vacuum space-times which are stationary in a neighborhood of i0; for small perturbations
of parity-covariant initial data suciently close to those for Minkowski space-time this leads to
space-times with a smooth global I ; we prove existence of initial data for many black holes which
are exactly Kerr { or exactly Schwarzschild { both near innity and near each of the connected
components of the apparent horizon; under appropriate conditions we obtain existence of vacuum
extensions of vacuum initial data across compact boundaries; we show that for generic metrics the
deformations in the Isenberg-Mazzeo-Pollack gluings can be localised, so that the initial data on
the connected sum manifold coincide with the original ones except for a small neighborhood of
the gluing region; we prove existence of asymptotically flat solutions which are static or stationary
up to r−m terms, for any xed m, and with multipole moments freely prescribable within certain
ranges.
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1 Introduction
In a recent signicant paper [?] Corvino has presented a new gluing construction of scalar flat met-
rics, leading to the striking result of existence of non-trivial scalar flat metrics which are exactly
Schwarzschildian at large distances; see also [?]. Extensions of the results in [?] have been announced
in [?], and those results should be available1 in a near future [?]. A reading of the proofs in [?]
reveals that the arguments there can be simplied or streamlined using known techniques for PDE’s
in weighted Sobolev spaces (cf., e.g. [?, ?, ?, ?, ?, ?]). Further, the methods introduced by Corvino
and Schoen can be applied in other contexts to obtain new classes of solutions of the general rela-
tivistic constraint equations. The object of this paper is to present an abstract version, in a large
class of weighted Sobolev spaces, of the arguments of Corvino and Schoen. Specic results on com-
pact manifolds with boundary (as considered by Corvino), or on asymptotically flat manifolds, or on
asymptotically hyperboloidal manifolds, can then be obtained by an appropriate choice of the weight
functions. More precisely, we develop a general theory of mapping properties of the solutions of the
linearised constraint operator in a class of weighted Sobolev spaces, assuming certain inequalities. The
class of weighted Sobolev spaces includes those of Christodoulou | Choquet-Bruhat [?], appropriate
in the asymptotically Euclidean context, as well as an exponentially weighted version thereof, and
distance{weighted spaces near a boundary, or an exponentially weighted version thereof; the latter
two classes are relevant near a compact boundary, or in an asymptotically hyperboloidal context. We
establish the required inequalities in all the spaces just mentioned. An appropriate version of the
inverse function theorem allows one to produce new classes of solutions of interest. One application is
that of existence of space-times which are Kerrian near spatial innity; this has already been observed
in [?]. We apply our techniques to produce two further large classes of initial data sets with controlled
asymptotic behavior at spatial innity. The rst class is obtained by gluing any asymptotically flat
initial data with data in the exterior region which are exactly stationary there. This leads to a large
class of space-times which are exactly stationary away from the domain of influence of a compact set.
The second class consists of initial data which are approximately stationary in the asymptotic region,
with the non-stationary part decaying at a prescribed (as high as desired) order in terms of powers
of r. On the other hand the stationary part is controlled by a set of multipole moments which are
freely prescribable within certain ranges. Such initial data are relevant to the program of [?,?]. Yet
another application is an extension result for initial data near the Minkowskian ones, which leads to
asymptotically simple space-times, or to new \many black hole" space-times. Our nal application
here is a gluing construction for generic CMC initial data sets, in which the perturbation of the metric
is localised in a small neighborhood of the points where the gluing is performed. This makes use
of, and renes, the recent gluing construction of Isenberg, Mazzeo and Pollack [?, ?]. Some further
applications, involving local extensions near positively or negatively curved space forms, or concerning
the construction of initial data with controlled Bondi functions, will be discussed elsewhere.
We note that all the results in Section 3 are valid when M is a compact manifold without boundary
by setting all the weight functions to one, ’ =  =  = 1, and by taking the compact set K appearing
in Proposition 3.1 and elsewhere equal to M .
2 The constraints map
The aim of this section is to establish some algebraic-dierential properties of the constraints map,
and some elementary properties of the associated dierential operators in a class of weighted Sobolev
spaces. The reader is referred to Appendix A for the denition of the latter.
Initial data (g;K) for the vacuum Einstein equations belong to the zero level set of the constraints




1A (K; g) :=
0@ 2(−rjKij +ri trK)





These are the general relativistic constraint equations whatever the space-dimension n. As Equa-
tions (2.1) are trivial in space-dimension zero and one, in the remainder of this paper we shall assume
that n  2.




−2rjQij + 2ri trQ− 2(riKpq −rqKpi)hpq
−(trh) + div divh− hh;Ric (g)i + 2KplKqlhpq
−2hK;Qi + 2trK(−hh;Ki + trQ)
1CCCCA : (2.2)
Remark 2.1 We note that for any real numbers a and b it holds
P (aK; bg) =
0@ (a− b)J(K; g)
−bR(g) + 2(b − a)[jKj2 − (trK)2]
1A : (2.3)




which can be written in the Agmon-Douglis-Nirenberg form (cf., e.g. [?, p. 210])
s1 + t1 s1 + t2
s2 + t1 s2 + t2

;
with s1 = −1, s2 = 0, t1 = t2 = 2; here it is understood that an operator of order 0 is also an operator
of order 2 with vanishing coecients in front of the rst and second derivatives. It follows that the
symbol P 0 of the principal part of P in the sense of Agmon-Douglis-Nirenberg reads
P 0(x; )(Q;h) =

2(−sti + igst) −Kpqi + 2Kqip −K lilgpq






while the formal L2-adjoint of P takes the form
P (Y;N) =
0BB@
2(r(iYj) −rlYlgij −KijN + trK Ngij)
rlYlKij − 2K l(irj)Yl +KqlrqY lgij −Ngij +rirjN
+(rpKlpgij −rlKij)Y l −NRic (g)ij + 2NK liKjl − 2N(tr K)Kij
1CCA : (2.4)
From this we obtain the Agmon-Douglis-Nirenberg symbol P 0 of the principal part of P ,
P 0(x; )(Y;N) =

2((ilj) − lgij) 0
Kij






Remark 2.2 Recall that the formal adjoint P  is dened by the requirement that for all smooth
(Q;h)’s and for all compactly supported smooth (Y;N)’s we have
hP (Y;N); (Q;h)iL2(g)L2(g) = h(Y;N); P (Q;h)iL2(g)L2(g) :
It is easily seen by continuity and density arguments that this equation still holds for2 all (Q;h) 2
H1loc H2loc and for all (Y;N) 2 H1;  H2; .
2See Appendix A for the denitions of the function spaces we use.
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We wish to check ellipticity of PP , for this we need the following:
Lemma 2.3 Suppose that dimM  2, then P 0(x; ) is injective for  6= 0.
Proof: We dene a linear map  from the space S2 of two-covariant symmetric tensors into itself
by the formula
(S) = S − (trS)g : (2.6)
Let  6= 0, if (Y;N) is in the kernel of P 0(x; ) then
((iYj)) = 0 ;
so that (iYj) = 0, and Y = 0. It follows that
(ij)N = 0 ;
which implies N = 0. 2
The lemma implies:
Corollary 2.4 The operator L := PP  is elliptic in the sense of Agmon-Douglis-Nirenberg (cf.,
e.g. [?, Denition 6.1.1, p. 210]).






s1 + t1 s1 + t2
s2 + t1 s2 + t2

;











where tX denotes the transpose of X. Let  6= 0; by Lemma 2.3 tA and tD are injective (hence A
and D are surjective), which implies that tE is injective (hence E is surjective). This shows that
E tE is bijective: indeed, E tEX = 0 implies tXE tEX = 0, which is the same as jtEXj2 = 0, hence
X = 0. It is straightforward to check that the Agmon-Douglis-Nirenberg symbol of PP , dened as
the symbol built from those terms which are precisely of order si + tj, equals





and its bijectivity for  6= 0 follows. This is precisely the ellipticity condition of Agmon, Douglis, and
Nirenberg, whence the result. 2
We note the following simple fact:2
Lemma 2.5 Let k 2 Z, k  −2. Suppose that3 g 2W k+3;1loc and that
Ric (g) 2 −2W k+2;1 ; (2.7)
3The local dierentiability conditions follow from the requirement that the k+ fourth covariant derivatives of N
and the k+ third ones of Y can be dened in a distributional sense; both of those conditions are fullled by a metric
g ∈ W k+3,1loc | the reader should note that the rst covariant derivatives of N do not involve the Christoel symbols of
g since N is a function.
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K 2W k+3;1 \ −2W k+2;1 : (2.8)
If (A.2) holds with 0  i  k + 2, then the linear operators
P  : Hk+3;  2 Hk+4; −! Hk+2;  Hk+2; ; k  −2 ;
P :  2(Hk+2;  Hk+2; ) −!  2(−1 Hk+1;  −2 Hk; ); k  0 ;
are well dened, and bounded.





which shows that under (2.8) we have K 2 −1W k+2;1 ; this is used to control the K2 terms in P 
and in P . 2
We dene a map  by
(x; y) := (x; 2y) : (2.9)
As before, we have the
Lemma 2.6 Let k 2 Z. Suppose that g 2W k+3;1loc and that
Ric (g) 2 −2W k+2;1 ; (2.10)
K 2 −1W k+3;1 : (2.11)
If (A.2) holds with 0  i  k + 2, then the linear operators
P  : Hk+3;  Hk+4; −! Hk+2;  Hk+2; ; k  −2 ;
 −2P 2 : Hk+2;  Hk+2; −! Hk+1;  Hk; ; k  0 ;
are well dened, and bounded.
Let us establish now some estimates satised by P :
Lemma 2.7 Suppose that g 2W 1;1loc , that (A.2) holds with 0  i  2, and that
Ric (g) 2 −2L1 ; (2.12)
K 2W 1;1 \ −2L1 : (2.13)
Then for any C1 vector eld Y and C2 function N , both compactly supported on M , we have
C

kP (Y; 2N)kL2ψ + kY kL2ψ + kNkH1φ,ψ + jb( Y )j
1=2






(riYjY i −riY iYj)j :
6
Proof: Throughout this work the letter C denotes a constant which might change from term to
term and line to line. The leading order terms in P  are of the form
P (Y; 2N)− sub-leading terms =:









and this denes the bP 1 , bP 2 and  operations (recall that  has been dened in (2.6)). Invertibility of
 shows that













and Stokes’ theorem givesZ
M































[(riYj)Y i − (riY i)Yj ]j):
We have thus showed that for C2 compactly supported vector elds we have
jb(Y )j+ k2(r(iYj))kL2 + kRic (Y; Y )kL1  CkrY kL2 ; (2.16)
and it should be clear that this remains true for vector elds which are only dierentiable once. To
continue, we use (2.16) with Y replaced with  Y ; the hypothesis that Ric (g) 2 −2L1 allows us to
write
jb( Y )j+ k2(r(i( Yj)))kL2 + k Y kL2  ckr( Y )kL2 :
We have
k2(r(i(Yj)))kL2ψ = k2( r(i(Yj)))kL2
= k2(r(i( Yj)))− 2((r(i )Yj)))kL2
 k2(r(i( Yj)))kL2 − Ck(r(i )Yj)kL2
 Ck(r( Y )kL2 −Cjb( Y )j − Ck Y kL2
−Ck(r(i )Yj)kL2
 Ck(r( )Y +  rY kL2 − Cjb( Y )j
−Ck Y kL2 −Ck(r(i )Yj)kL2
 Ck rY kL2 − Ckr( )Y kL2 − Cjb( Y )j
−Ck Y kL2 −Ck(r(i )Yj)kL2 ; (2.17)
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which nally gives
jb( Y )j+ kY kL2ψ + k2(r(i(Yj)))kL2ψ  Ck rY kL2 : (2.18)
Invertibility of  leads us to
k(rr(2N))kL2ψ  Ckrr(
2N)kL2ψ




k(rr(2N))kL2ψ + kNkH1φ,ψ  Ck
2rrNkL2ψ : (2.19)
Using the hypothesis that K 2W 0;1 we obtain
k(rirj(2N))kL2ψ = k bP 2 (Y; 2N)− (ri(Yj))kL2ψ
 k bP 2 (Y; 2N)kL2ψ + k(ri(Yj))kL2ψ
 k bP 2 (Y; 2N)kL2ψ + Ckri(Yj)kL2ψ
 k bP 2 (Y; 2N)kL2ψ + Ck bP 1 (Y; 2N)kL2ψ
+CkY kL2ψ + Cjb( Y )j ;
and in the last step we have used (2.18). The lower order terms are controlled using the hypotheses
K 2W 1;1 \ −2W 0;1 and Ric (g) 2 −2W 0;1 (compare the proof of Lemma 2.5), leading to (2.14).
C(kP (Y; 2N)kL2ψ + kY kL2ψ + kNkH1φ,ψ + jb( Y ))j  krY kL2ψ + k
2rrNkL2ψ :
2
We have the following equivalent of Lemma 2.7 for the map considered in Lemma 2.6:
Lemma 2.8 Suppose that g 2W 1;1loc , that (A.2) holds with 0  i  2, and that
Ric (g) 2 −2L1 ; (2.20)
K 2 −1W 1;1 : (2.21)
Then for any C1 vector eld Y and C2 function N , both compactly supported on M , we have
C

kP (Y;N)kL2ψ + kY kL2ψ + kNkH1φ,ψ + jb( Y )j
1=2






(riYjY i −riY iYj)j :
Proof: The proof is essentially identical with that of Lemma 2.7, with the inequality (2.17) replaced
by
k2(r(iYj))kL2ψ  Ck rY kL2 − Ckr( )Y kL2 − Cjb( Y )j
−Ck Y kL2 − CkY(irj)( )kL2 ;






In this section, we assume that we have a solution (K0; g0) to the constraint map, with possibly
a non-trivial kernel for the associated operator P 0 , dened as P
 with (K; g) replaced by (K0; g0).
We present here a general abstract method to construct \solutions-up-to-kernel" to the constraint
equations which are close to (K0; g0); our argument is a straightforward generalisation of [?]. (In
particular if the kernel is trivial we obtain solutions.)
Proposition 3.1 Under the hypotheses of Lemma 2.7 with (K; g) = (K0; g0), let K0 be the kernel of
P 0  : H
1
; (g0) H2; (g0) −! L2 (g0) L2 (g0);
and let K0?g0 be its L2 (g0)L2 (g0)-orthogonal. Assume there exists a compact set K M such that
for all H1; (g0) vector elds Y and H
2
; (g0) functions N , both supported in M nK we have
CkP 0 (Y;N)kL2ψ(g0)  kY kL2ψ(g0) + kNkH1φ,ψ(g0) : (3.1)
Then there exists a constant C 0 such that for all (K; g) close to (K0; g0) in (W
1;1
 (g0)\−2L1(g0))
W 2;1 (g0) norm, and for all (Y;N) 2 K?g0 \ (H1; (g)  H2; (g)) it holds that
C 0kP (Y;N)kL2ψ(g)  kY kH1φ,ψ(g) + kNkH2φ,ψ(g) : (3.2)
Remark 3.2 The conclusion still holds if (3.1) is replaced by
C

kP (Y; 2N)kL2ψ + k(Y; 
2N)kX

 kY kL2ψ + kNkH1φ,ψ ; (3.3)
where X is a normed space such that we have a compact inclusion H1;  2 H2;  X; however,
(3.1) is sucient for our purposes.
Proof: For (K; g) = (K0; g0), this is proved by a standard argument, compare [?, ?]: assuming
that the inequality fails, there is a sequence (Yn;Nn) 2 (H1; (g0)  H2; (g0)) \ K0?g0 with norm 1
such that kP 0 (Yn;Nn)kL2ψ(g0) approaches zero as n tends to innity. One obtains a contradiction
with injectivity on (H1; (g0)  H2; (g0)) \ K0?g0 by using the Rellich-Kondrakov compactness on
a conditionally compact open set O  K , applying (2.14) with b( Y ) = 0, and (3.1), to Y and
N multiplied by suitable cut-o functions; we simply note that (2.14) holds without the boundary
term for smooth compactly supported elds4 , hence on K0?g0 \ (H1; (g0)  H2; (g0)) by density.
Increasing C 0 if necessary, the inequality at (K0; g0) together with straightforward algebra shows that
the inequality remains true for (K; g) close to (K0; g0). 2
Similarly one obtains:
Proposition 3.3 Under the hypotheses of Lemma 2.8 with (K; g) = (K0; g0), let K0 be kernel of
P 0 : H
1
; (g0) H2; (g0) −! L2 (g0) L2 (g0);
and let K0?g0 be its L2 (g0)L2 (g0)-orthogonal. Assume there exists a compact set K M such that
for all H1; (g0) vector elds Y and H
2
; (g0) functions N , both supported in M nK we have
CkP 0 (Y;N)kL2ψ(g0)  kY kL2ψ(g0) + kNkH1φ,ψ(g0) : (3.4)
4We use the analysts’ convention that a manifold M is always open; thus a manifold M with non-empty boundary
∂M does not contain its boundary; instead, M := M ∪ ∂M is a manifold with boundary in the dierential geometric
sense. Unless explicitly specied otherwise no conditions on M are made | e.g. that ∂M , if non-empty, is compact |
except that M is a smooth manifold; similarly no conditions e.g. on completeness of (M, g), or on its radius of injectivity,
are made.
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Then there exists a constant C 0 such that for all (K; g) close to (K0; g0) in −1W
1;1
 (g0)W 2;1 (g0)
norm, and for all (Y;N) 2 K?g0 \ (H1; (g) H2; (g)) it holds that
C 0kP (Y;N)kL2ψ(g)  kY kH1φ,ψ(g) + kNkH2φ,ψ(g) : (3.5)
Set
L; :=  −2P 2P  :
We denote by K?g0
the L2 (g) projection onto K?g0 . We are ready now to prove:
Theorem 3.4 Let k  0, g0 2W k+4;1loc , suppose that (A.2) holds with 0  i  4 + k, and that
Ric (g0) 2 −2W k+2;1 (g0) ;
K0 2W k+3;1 (g0) \ −2W k+2;1 (g0) :
We further assume that the weights  and  have the scaling property, cf. the end of Appendix A
and Appendix B. If there exists a compact set K M such that for all H1; (g0) vector elds Y and
H2; (g0) functions N , both supported in M nK , the inequality (3.1) holds, then for all (K; g) close
to (K0; g0) in (W
k+3;1
 (g0) \ −2W k+2;1 (g0))W k+4;1 (g0) norm, the map
K?g0
L; : K?g0 \ (Hk+3; (g)  Hk+4; (g)) −! K
?g
0 \ (Hk+1; (g)  Hk; (g)) (3.6)
is an isomorphism such that the norm of its inverse is bounded independently5 of (K; g).
Remark 3.5 It is easily seen (see Equation (3.8) below and Remark 2.2) that, in our context, the
image of L; is orthogonal to the kernel of P . We emphasise, however, that the projection K?g0
in (3.6) is on the orthogonal to the kernel of P 0 , and not on that of P .
Proof: For (J; ) 2 K?g0 \ (L2 (g)  L2 (g)) let F be the following (continuous) functional dened












We claim that F is coercive: indeed, Proposition 3.1 and the Schwarz inequality give
F(Y;N)  C(kY kH1φ,ψ(g) + kNkH2φ,ψ(g))
2 − k(Y;N)kL2ψ(g)k(J; )kL2ψ (g)
 C(kY kH1φ,ψ(g) + kNkH2φ,ψ(g))
2 − (kY kH1φ,ψ(g) + kNkH2φ,ψ(g))k(J; )kL2ψ (g) :
Standard results on convex, proper, coercive, l.s.c. (cf., e.g., [?, Proposition 1.2, p. 35]) functionals
show that F is achieved by some (Y;N) 2 K?g0 \ (H1; (g) H2; (g)) satisfying
8 (Y; N) 2 H1; (g)  H2; (g)Z
M
hP (Y;N); P (Y; N)ig − h(Y; N); (J; )ig ) 2dg = 0:
(3.7)
5The bound on the norm might depend upon (K0, g0).
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It follows that (Y;N) 2 K?g0 \ (H1; (g)  H2; (g)) is a weak solution of the equation
 −2P 2P (Y;N) = (J; ):
The variational equation (3.7) satises the hypotheses of [?, Section 6.4, pp. 242-243] with sj , tk as
in Corollary 2.4, and with m1 = 1, m2 = 2, h0 = −2. By elliptic regularity [?, Theorem 6.4.3,
p. 246] and by standard scaling arguments (cf. the discussion at the end of Appendix A) for (J; ) 2
Hk+1; (g)Hk; (g), we have (Y;N) 2 Hk+3; (g)Hk+4; (g), and surjectivity follows. To prove bijectivity,
we note that the operator K?g0
L; is injective: indeed, if (Y;N) 2 K?g0 is in the kernel of K?g0 L; ,
then (see Remark 2.2)
0 = hL; (Y;N); (Y;N)iL2ψ (g)L2ψ(g) = hP
(Y;N); P (Y;N)iL2ψ(g)L2ψ(g) ; (3.8)
so (Y;N) = 0 from inequality (3.2). 2
There is yet another operator which is of interest in our context,
L; :=  −2P 2P  : (3.9)
Similarly to Theorem 3.4, using Proposition 3.3 instead of 3.1, we have:
Theorem 3.6 Let k  0, g0 2W k+4;1loc , suppose that (A.2) holds with 0  i  4 + k, that
Ric (g0) 2 −2W k+2;1 (g0) ;
K0 2 −1W k+3;1 (g0) ;
and that the weights  and  have the scaling property, cf. end of Appendix A. If there exists a compact
set K  M such that for all H1; (g0) vector elds Y and H2; (g0) functions N , both supported in
M nK , the inequality (3.4) holds, then for all (K; g) close to (K0; g0) in −1W k+3;1 (g0)W k+4;1 (g0)
norm, the map
K?g0
L; : K0?g \ (Hk+3; (g)  Hk+4; (g)) −! K?g0 \ (Hk+1; (g) Hk; (g))
is an isomorphism such that the norm of its inverse is bounded independently of (K; g).
2
Whenever the weighted Sobolev spaces are such that the constraints map is dened and dieren-
tiable we obtain:
Theorem 3.7 Under the hypotheses of Theorem 3.4, if the map
K?g0 \ (Hk+3; (g) Hk+4; (g)) −! K
?g
0 \ (Hk+1; (g) Hk; (g))














is dierentiable in a neighborhood Uk of zero, then it is bijective in a (perhaps smaller) neighborhood
Vk of zero. In particular there exists  > 0 such that for all (K; g) close to (K0; g0) in (W
k+3;1
 (g0) \
−2W k+2;1 (g0)) W k+4;1 (g0), and for all pairs (J; ) 2  2−1

Hk+1; (g)  Hk; (g)

with norm























Remark 3.8 The question of dierentiability of the map (3.10), or even of its existence, will depend
upon the weight functions  and  , and requires a case-by-case treatment.
Proof: We apply Proposition G.1 with A a neighborhood of (K0; g0) in (W
k+3;1
 (g0) \
−2W k+2;1 (g0))  W k+4;1 (g0), x = (K; g), x = (K; g), Vx =  2(Hk+2; (g)  Hk+2; (g)), Wx =
















We also have the following analogue of Theorem 3.7, with an identical proof, based on Theorem 3.6:
Theorem 3.9 Under the hypotheses of Theorem 3.6, if the map
K?g0 \ (Hk+3; (g) Hk+4; (g)) −! K?g0 \ (Hk+1; (g) Hk; (g))














is dierentiable in a neighborhood of zero, then it is bijective in a (perhaps smaller) neighborhood of
zero. Thus, there exists  > 0 such that for all (K; g) close to (K0; g0) in −1W
k+3;1
 (g0)W k+4;1 (g0),
and for all pairs (J; ) 2  2

Hk+1; (g)  Hk; (g)

with norm less than , there exists a solution






















The last results allow us to construct solutions of the nonlinear equation in weighted Sobolev
spaces. The drawback of working in such spaces is that the dierentiability of the perturbative
solutions is considerably worse than that of the starting data (K0; g0), even when solutions with zero
sources are considered. In the usual analysis of nonlinear PDE’s with implicit-function techniques the
higher regularity is obtained by bootstrap arguments. In our set-up this does not work, because the
coecients of the equations do not have enough regularity for the bootstrap. It has been shown by
Corvino [?] that there exists a (non-standard) way of getting a partial improvement on the regularity
of solutions. This carries over to the general weighted spaces setting considered here provided some
further properties of the weights are assumed:
1. First, note that (A.2) can be rewritten as  2 C‘−1
;−1,  2 C‘−1; −1 , ’ 2 C‘−1;’−1. When dealing
with Ho¨lder spaces one also needs to assume Ho¨lder continuity of the derivatives of the weights,
so (renaming ‘− 1 to ‘) we will assume:
 2 C‘;
;−1 ;  2 C
‘;
; −1 ; ’ 2 C
‘;
;’−1 : (3.15)
2. As discussed in Appendix B, the following conditions are useful for deriving the scaling property:
Let us denote by Bp the open ball of centre p with radius (p)=2. We assume that there exist
constants C1; C2; C3 > 0 such that for all p 2M and all y 2 Bp, we have
C−11 (p)  (y)  C1(p) ; (3.16)
C−12 ’(p)  ’(y)  C2’(p) ; (3.17)
C−13  (p)   (y)  C3 (p) : (3.18)
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3. Since the tool to handle non-linearities in this paper is the inverse function theorem, we need to
make sure that the changes in the initial data are small as compared to the data themselves. A
necessary condition for that is that the new metric be uniformly equivalent to the original one.
For example, in the setting of Theorem 3.6, one way of ensuring this is
 22Ck;;’(g0)  Ck;;1 (g0) : (3.19)
This will hold under the following condition:
Proposition 3.10 The inequality
 22’−1  C : (3.20)
implies (3.19).
In order to check this the reader might wish to prove rst that the conditions imposed so far
imply that
Lemma 3.11 If u 2 Ck;;’1(g) and v 2 C
k;
;’2
(g), with one of the ’a’s satisfying (3.17) and 
satisfying (3.15) with ‘  k, then uv 2 Ck;;’1’2(g).
Lemma 3.11 can be used to show an equivalent of Lemma 2.5 in weighted Ho¨lder spaces.
4. The last condition will be the contents of Denition 3.12 that follows. We emphasise that all
the conditions spelled out here will be satised in all the applications we have in mind.
Definition 3.12 We will say that an operator L from H3;  H4; to H1;  H0; satises
the weighted elliptic regularity condition if there exists a constant C such that for all (Y;N) in










Armed with those conditions we can pass to an existence theorem in weighted Ho¨lder spaces:
Proposition 3.13 (Existence of solutions in weighted Ho¨lder spaces, I) Let k 2 N, 0 <  < 1, as-
sume that (3.15) with ‘  k + 4 holds, and that (3.16)-(3.18) and (3.20) hold, together with
 2’−1  C : (3.22)
In addition to the hypotheses of Theorem 3.7, suppose that g0 2 Ck+4;, and that
Ric (g0) 2 −2Ck+2;;1 (g0) ; K0 2 Ck+3;;1 (g0) \ −2Ck+2;;1 (g0) :
We further assume that the weights , ’ and  have the scaling property, cf. the end of Appendix A
and Appendix B. Suppose, next, that we have the continuous inclusion
 2Ci;
;’2
(g)  H i; (g) (3.23)
for i = k; k + 1, with the inclusion norms uniformly bounded for g close to g0 in C
k+4;
;1 (g0). Assume
nally that L; (K; g) satises the weighted elliptic regularity condition, with a uniform constant C in
(3.21) for (K; g) close to (K0; g0) in

Ck+3;;1 (g0) \ −2Ck+2;;1 (g0)

Ck+4;;1 (g0). If the source (J; )
is in  2−1(Hk+1; (g) Hk; (g))\ 2−1(Ck+1;;’ (g)Ck;;’(g)), with suciently small norm, then the
solution obtained in Theorem 3.7 is in
 2(Hk+2; (g)  Hk+2; (g)) \  2(Ck+2;;’ (g) Ck+2;;’ (g)) :
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Proof: We start with a lemma, which we leave as an exercise to the reader (here Lemma 3.11 together
with Equations (3.20) and (3.22) are useful):
Lemma 3.14 Under the conditions of Proposition 3.13, the map
Ck+3;;’ (g) Ck+4;;’ (g) −! Ck+1;;’ (g)  Ck;;’(g)













is smooth in a neighborhood Uk of zero.
Returning to the proof of Proposition 3.13, we use the notations of the proof of Theorem 3.7 and
we apply Proposition G.2 with Ex =  2(C
k+2;
;’ (g) Ck+2;;’ (g)), Fx = Ck+1;;’ (g) Ck;;’(g),









and with A | a neighborhood of (K0; g0) in [W
k+3;1
 (g0) \ −2W k+2;1 (g0)  W k+4;1 (g0)] \
[Ck+3;;1 (g0) \ −2Ck+2;;1 (g0) Ck+4;;1 (g0)]. We have continuous inclusions Gx  Fx and Gx Wx by
(3.23). The condition 1. of Proposition G.2 holds by the hypothesis that L; satises the weighted
elliptic regularity condition, and the form of the right inverse used here. Condition 2. and 3. there hold
because J and  are twice-dierentiable (actually smooth) functions of their arguments by Lemma 3.14.
2
Remark 3.15 There is an intriguing mismatch between the order of dierentiability of the initial data
set (K; g) at which the inverse function theorem is being applied, and the order of dierentiability of
the nal data (K + K; g + g). This seems unavoidable in our setup, and leads to several unpleasant
features such as dependence of the neighborhoods on which we can solve the equations upon the degree
of dierentiability, or failure to produce a Banach manifold structure for the set of solutions, etc. In
a forthcoming publication we will give a partial cure to this problem [?].
We continue with Ho¨lder continuous solutions in the setup of Theorem 3.9:
Proposition 3.16 (Existence of solutions in weighted Ho¨lder spaces, II) Let k 2 N, 0 <  < 1, as-
sume that (3.15) with ‘  k + 4 holds, and that (3.16)-(3.18) and (3.20) hold. In addition to the
hypotheses of Theorem 3.9, suppose that g0 2 Ck+4;, and that
Ric (g0) 2 −2Ck+2;;1 (g0) ; K0 2 −1Ck+3;;1 (g0) :
We further assume that the weights , ’ and  have the scaling property, cf. the end of Appendix A
and Appendix B. Suppose, next, that we have the continuous inclusions
 22Ci;
;’2
(g)  H i; (g) (3.25)
for i = k; k + 1, with the inclusion norms uniformly bounded for g close to g0 in C
k+4;
;1 (g0). Assume
nally that L; (K; g) satises the weighted elliptic regularity condition, with a uniform constant C
in (3.21) for (K; g) close to (K0; g0) in −1C
k+3;
;1 (g0)  Ck+4;;1 (g0). If the source (J; ) is in
 2(Hk+1; (g)  Hk; (g)) \  2(Ck+1;;’ (g)  Ck;;’(g)), with suciently small norm, then the solution
obtained in Theorem 3.9 is in
 2(Hk+2; (g) 2 Hk+2; (g)) \  2(Ck+2;;’ (g) 2Ck+2;;’ (g)) :
2
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Propositions 3.13 and 3.16 give existence of Ho¨lder continuous solutions. We can apply the usual
bootstrap arguments to those solutions to obtain smoothness, when all the objects at hand are smooth
(however, as already pointed out, the bootstrap does not appear to work for solutions in Sobolev
spaces):
Proposition 3.17 (Higher regularity) Let k 2 N,  2 (0; 1), assume that (3.15) with ‘  k+ 4 holds,
and that (3.16)-(3.18) and (3.20) hold. Suppose moreover that the scaling property, as spelled out at
the end of Appendix A, holds. Assume that (K; g) 2 Ck+3;Ck+4; and (Y;N) 2 C3;;’(g)C4;;’(g).









[(K; g)] 2  2−1(Ck+1;;’ (g)  Ck;;’(g)) ; (3.26)
then (Y;N) 2 Ck+3;;’ (g)  Ck+4;;’ (g), and thus










[(K; g)] 2  2(Ck+1;;’ (g)  Ck;;’(g)) ; (3.27)
then (Y;N) 2 Ck+3;;’ (g)  Ck+4;;’ (g)), thus
(K; g) 2  2(Ck+2;;’ (g) 2Ck+2;;’ (g)) :
Proof: It suces to rewrite the rescaled non-linear elliptic equation (3.27) for (Y;N) as a linear
elliptic equation for (Y;N) and freeze coecients (depending on (K + K; g + g) hence on (Y;N)).
The interior Ho¨lder estimates [?, Theorem 6.2.5, p. 223] on the sets Ω^ appearing in the denition of
scaling property give the local regularity, and the scaling property gives the global weighted regularity.
2
In situations in which P  has trivial kernel the above theorems produce solutions of the constraint
equations. As made clear by the analysis of Corvino [?], solutions can be obtained even when a
non-trivial kernel is present in the following circumstances: Suppose that the kernel K00 of P  at
(K0; g0) is non-trivial, set k = dimK00. Assume we are given a family of pairs (KQ;; gQ;), where
 2 [0;1[ and Q 2 U , where U is an open in Rk, such that xQ; := (KQ;; gQ;) goes to (K0; g0) in



















goes to zero in Hk+1; (gQ;) Hk; (gQ;) when  goes to innity, uniformly in Q 2 U . If in the setup
























is less than  for all Q 2 U . So, in the setup of Theorem 3.7, we
can solve








while in the setup of Theorem 3.9 we omit the  factor in (3.28); recall that fx has been dened in
(3.12). Let e(i), i = 1; : : : ; k, be any basis of K0, we dene the family of maps



















assuming that we are in the context of Theorem 3.7. In the case of Theorem 3.9 the  factor should
be removed from (3.29). We note the following result:
Lemma 3.18 Let U and V be open sets in Rn, suppose that G is a homeomorphism from U to V , and
consider a family fGg2R of continuous functions from U to Rn which converge uniformly to G when
 goes to innity. Then for all y in V , if  is large enough, there exists x 2 U such that
G(x) = y :
Proof: Consider the family of maps u := Id−G G−1 from V to Rn, the u’s converge uniformly
to 0 when  goes to innity. Let y in V and let r > 0 be such that the closed ball B(y; r) is included
in V . If  is large enough, max
z2B(y;r) ju(z)j  r, then the map z 7! y + u(z) is a continuous map
from B(y; r) to B(y; r). From the Brouwer xed point theorem (cf., e.g. [?]) there exists y 2 B(y; r)
such that y = y + u(y), we then set x = G−1(y). 2
If there exists a function h() such that G := h()F satises the condition of Lemma 3.18, and










It is important to emphasise that if (KQ;; gQ;)−(K0; g0) is not in VxQ,λ , then (xQ;+xQ;) 6= (K0; g0),
i.e., we have constructed a solution dierent from the original one. Summarising, we have shown:
Theorem 3.19 Under the hypotheses just described, the projection operators K?g0
in (3.11) and (3.14)
can be removed for all  large enough.
2
4 An asymptotic inequality
The isomorphism theorems of the previous section all rely on the asymptotic estimate (3.1). The
object of this section is to reduce the proof of that estimate to two simpler estimates, one involving
only Y and the other involving only N . It turns out that some decay conditions are needed for that:
Definition 4.1 We will say that (M;g;K; ) satisfy the asymptotic condition a) if there exists a
sequence Ui M of open relatively compact sets such that U i  Ui+1 (closure in M , not in M) with
M = [1i=1Ui ; (4.1)
and
limi!1 kKkL1(MnUi) = limi!1 k2KkL1(MnUi) = limi!1 krKkL1(MnUi) = 0 ;
(4:2a)
limi!1 k2Ric (g)kL1(MnUi) = 0: (4:2b)
We will say that (M;g;K; ) satisfy the asymptotic condition b) if (4.1) and (4:2b) hold and if
instead of (4:2a) we have
lim
i!1
kKkL1(MnUi) = limi!1 k
2rKkL1(MnUi) = 0 ; (4:3a)
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For any vector eld Y set
S(Y )ij := r(iYj) =
1
2
(riYj +rjYi) : (4.4)
We can now give a sucient condition for (3.1):
Lemma 4.2 Under the hypotheses of Lemma 2.7, assume that (M;g;K; ) satises the asymptotic
condition a). Then (3.1) is equivalent to the requirement that there exists a compact set and a constant
C such that for all smooth (Y;N) supported outside this compact set we have
CkS(Y ))kL2ψ (g0)  kY kL2ψ (g0) ; (4:5a)
Ckrr(2N)kL2ψ (g0)  kNkH1φ,ψ (g0) : (4:5b)
Proof: Setting Y = 0 or N = 0 in (3.1) one obtains (4.5) by straightforward manipulations (replacing
the compact set K of Proposition 3.1 by a larger compact set if necessary). In order to prove the
reverse implication let us start by establishing the inequality
kY kH1φ,ψ(g0) + kNkH1φ,ψ(g0)  CkP
(Y; 2N)kL2ψ(g0) ; (4.6)







from Equation (2.4) one nds
k − 2(S(Y )) + P 1 (Y; 2N)kL2ψ(g0)  Ck
2KkL1kNkL2ψ(g0) ; (4.7)
where  is as in (2.15). Equation (4:5a) together with Equation (2.18) (with b = 0 there) yield
ckY kH1φ,ψ(g0)  2kY kL2ψ(g0) + 2k(S(Y ))kL2ψ(g0)
 CkS(Y )kL2ψ(g0) + 2k(S(Y ))kL2ψ(g0)  C
0k(S(Y ))kL2ψ(g0)
= C 0k(S(Y )) + P 1 (Y; 2N)− P 1 (Y; 2N)kL2ψ(g0)
 C 0









From Equation (2.4) we have
k(rr(2N))− P 2 (Y; 2N)kL2ψ(g0)
 C
 
kKkL1((MnUi))kr(Y )kL2ψ(g0) + krKkL1((MnUi))kY kL2ψ(g0)
+







kY kH1φ,ψ(g0) + kNkL2ψ(g0)

; (4.10)











Adding (4.8) and (4.11), and choosing i large enough | so that  is small enough | one obtains
Equation (4.6). We note that from (4.6) by similar manipulations one can further obtain
kY kH1φ,ψ(g0) + kNkH2φ,ψ(g0)  CkP
(Y; 2N)kL2ψ(g0) ; (4.12)
but this is irrelevant for our purposes. 2
An identical calculation yields:
Lemma 4.3 Under the hypotheses of Lemma 2.8, assume that (M;g;K; ) satises the asymptotic
condition b). Then (3.4) is equivalent to the requirement that for all smooth (Y;N) supported outside
a compact set we have
CkS(Y ))kL2ψ (g0)  kY kL2ψ (g0) ;
Ck2rrNkL2ψ(g0)  kNkH1φ,ψ (g0) :
2
5 Compact boundaries
Let us justify the inequality (4:5a) in a neighborhood of a compact boundary @M . We assume that
the metric is as in Appendix C, in particular Equation (C.3) holds. We start with the following:
Proposition 5.1 Let s 6= −1=2 and suppose that
jHess (x)j = o(x−1) :
Then there exists a neighborhood Os of @M such that for every C1 vector eld with compact support
in Os n @M we have Z
x2sjY j2  C
Z
x2s+2jS(Y )j2 ; (5.1)
for some constant C, where S is dened by Equation (4.4).
Remark 5.2 The restriction s 6= −1=2 is sharp, which can be seen by considering the family of vector
elds n(1−n0)Y , n  n0, where Y is a Killing vector which does not vanish on @M , and where the
cut-o functions n are dened as n(x) = 1 for x  1=n, n(x) = ln(2nx)= ln 2 for 1=(2n)  x  1=n,
n(x) = 0 otherwise. The resulting n’s are not C1, but this is enough to invalidate (5.1); in any case,
a small smooth perturbation of n will yield the required C1 example.
Proof: The result is a straightforward consequence of Corollary D.4. 2
We shall consider metrics which can be quite singular near the boundary; this is mainly moti-
vated by the applications to conformally compactiable metrics, see Section 6 below. To control the
boundary behavior of g we thus introduce the following denition:
Definition 5.3 Let k 2 N and let W be a space of symmetric tensors on M . We shall say that g has
an (W; k){behavior at @M if there exists a metric gM on M of class Ck(M ) such that g − gM 2 W.
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In the remainder of this section we assume that M is a compact manifold with boundary. We take
the weight function  as
 := x ;




The labeling of the spaces here is motivated by the following decay property (cf., e.g., [?])
f 2 Hk(g) ; k > n=2 =) f = o(x) : (5.3)
We also have
x 2 Hsk(g) i  > s+ (n− 1)=2 :




When studying boundary behavior of solutions of PDE’s near boundaries, alternative useful classes
of weighted spaces are obtained as follows: in a collar neighborhood of @M one introduces coordinate
systems (x; vA), with @M being given by the equation fx = 0g. Instead of adding a weight factor x for
each derivative, one adds x factors to the @x derivatives only. Functions in such weighted spaces have
more tangential regularity, as compared with functions in the H spaces or C spaces. However, some
of the simple scaling arguments which we have been using so far do not apply, and considerably more
work is required (see, e.g., [?]) to obtain a-priori estimates in such spaces. While those alternative
spaces could probably be used in our context here, leading to improved regularity of solutions, we
have not attempted to carry through a systematic study.
We start with the following:
Theorem 5.4 Let M be a compact manifold with boundary, let k  0, and suppose that g0 is a metric
on M which has (W k+4;1x ; k + 4){behavior at @M , with
x2jRic (g0)jg0 !x!0 0 ; (5:4a)
xjrrxjg0 !x!0 0 ; (5:4b)
K0 2 x−1W k+3;1x (g0) ; xjK0jg0 + x2jrK0jg0 !x!0 0 : (5:4c)
Then for all s 6= (n−1)=2; (n−3)=2 and all (K; g) close to (K0; g0) in x−1W k+3;1x (g0)W k+4;1x (g0)
norm, the map
K?g0
Lx;xs−n/2 : K?g0 \ (H−sk+3(g)H−sk+4(g)) −! K
?g
0 \ (H−sk+1(g) H−sk (g))
is an isomorphism such that the norm of its inverse does not depend on (K; g).
Remark 5.5 Conditions (5:4a)-(5:4b) will hold if there exists  > 0 such that g has (xW k+4;1x ; k+4){
behavior at @M .
Proof: We wish to apply Theorem 3.6, in order to do that we need to establish the inequality (3.4)
for Y ’s and N ’s supported outside of a suciently a large ball. For s 6= (n − 1)=2, Proposition 5.1
yields
kY kH−s0  CkxS(Y )kH−s0 ; : (5.5)
Applying Proposition C.3 twice we nd that for s 6= (n− 1)=2; (n − 3)=2 it holds that




where  is as in (2.6). Now (M;g;K; x) satisfy the asymptotic condition b) of Denition 4.1 with
Ui = fx > 1=ig, and Lemma 4.3 shows that we can apply Theorem 3.6. 2
Our rst main application of the abstract results of the previous sections is surjectivity up to kernel
of P  of the constraint map. In particular surjectivity is obtained if no kernel is present; a case with
kernel will be analysed in Section 8.1.
Theorem 5.6 Under the hypotheses of Theorem 5.4 with s  n − 2, s > 1 if n = 3 , k > n=2, the
map
K?g0 \ (H−sk+3(g) H−sk+4(g)) −! K
?g
0 \ (H−sk+1(g)H−sk (g))














is bijective in a neighborhood of zero. More precisely, there exists  > 0 such that for all (K; g) in
x−1W k+3;1x (g0)W k+4;1x (g0) for which
k(K −K0; g − g0)kx−1W k+3,1x (g0))W k+4,1x (g0) < 
and for all pairs (J; ) 2 Hs−nk+1(g) Hs−nk (g) satisfying
k(J; )kHs−nk+1 (g)Hs−nk (g) < 























Proof: The conditions s  n− 1 and k > n=2 ensure that the map of Equation (5.7) is well dened
and dierentiable in a neighborhood of zero; a relatively straightforward though lengthy check of that
can be done using weighted Moser inequalities (see [?] for proofs in a slightly dierent context; the
arguments there adapt to the current setting in a straightforward way). The result follows then from
Theorem 3.9. 2
We also have solutions with Ho¨lder regularity:
Proposition 5.7 Let M be a compact manifold with boundary, let k  k0 := bn=2c + 1 (the smallest
integer strictly larger than n=2),  2 (0; 1), and suppose that g0 is a metric on M which has (C0k+4;; k+
5){behavior at @M , with
x2jRic (g0)jg0 !x!0 0 ; (5:9a)
xjrrxjg0 !x!0 0 ; (5:9b)
K0 2 C−1k+3;(g0) ; xjK0jg0 + x2jrK0jg0 !x!0 0 : (5:9c)
There exists  > 0 such that if (K; g) in C−1k+3;(g0) C0k+4;(g0), and if
k(K −K0; g − g0)kx−1W k0+3,1x (g0)W k0+4,1x (g0) < 
k(J; )kCtk0+1,α(g)Ctk0,α(g) + k(J; )kHtk0+1(g)Htk0 (g) < 
for some t  −2, t > −2 if n = 3, then the solution (K; g) given by Theorem 5.6 (with s = t+ n)
is in Ct+1k0+2;(g)  Ct+2k+2;(g). If moreover (J; ) 2 Ctk+1;(g)  Ctk0;(g) then the solution given by
Theorem 5.6 is in Ct+1k+2;(g)  Ct+2k+2;(g).
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Remark 5.8 All the hypotheses in Proposition 5.7 will hold if g0 has (C

k+4;; k+ 5) behavior at @M ,
for some  > 0, with K0 2 C−1k+3;; in particular they will hold if (K0; g0) 2 Ck+4(M ) Ck+5(M).
Proof: Under the current hypotheses all the conditions of Proposition 3.16 with k there equal to k0 are
met. (The weighted elliptic regularity condition of Denition 3.12 is satised by the calculation (B.4),
Appendix B.) The higher Ho¨lder regularity follows from Proposition 3.17. 2
A useful class of solutions is obtained by taking the weight to decay exponentially at the boundary:
the weighting functions are then chosen to be  = x2 and  = es=x. The main interest of this class of
spaces stems from the inclusion
\k2NCk+x2;es/x  C1(M ) ;
which holds on a compact manifold with boundary M for any s > 0. Here the space C1(M ) denotes
the space of tensor elds which extend smoothly to @M , together with all their derivatives; in fact
all elds belonging to the left-hand-side of the inclusion above can be smoothly extended by a zero
tensor eld. It is shown at the end of Appendix B that the spaces Hk
x2;es/x
satisfy the hypotheses of
Lemma B.1; the latter asserts that the scaling property holds for those spaces. This gives:
Theorem 5.9 Let M be a compact manifold with boundary, let s > 0, k > n=2 and suppose that g0 is
a metric on M which has (W k+4;1
x2
; k + 4){behavior at @M , with
x4jRic (g0)jg0 !x!0 0 ; (5:10a)
xjrrxjg0 !x!0 0 ; (5:10b)
K0 2 x−2W k+3;1x2 (g0) ; x2jK0jg0 + x4jrK0jg0 !x!0 0 : (5:10c)
There exists  > 0 such that for all (K; g) in x−2W k+3;1
x2
(g0)W k+4;1x2 (g0) for which











































Proof: As before, we apply Theorems 3.6 and 3.9. We rst show the inequality (3.4) for Y ’s and N ’s
supported in a suciently small neighborhood of @M . For s 6= 0, consider the equality in Corollary D.5.
































The inequality (3.4) is then satised. Now (M;g;K; x) satisfy the asymptotic condition b) of Deni-
tion 4.1 with Ui = fx > 1=ig, and Lemma 4.3 shows that we can apply Theorem 3.6. The conditions
s > 0 and k > n=2 ensure that the map of Equation (3.13) is well dened and dierentiable in a
neighborhood of zero. (Here one should use weighted Moser inequalities, which can be established by
the methods of [?] together with the scaling arguments of Appendix B.) The result follows then from
Theorem 3.9. 2
It is easy to check that the spaces Hk
x2;es/x
in Theorem 5.9 can be replaced by the spaces Hk
x2;x2aes/x
,
for any a 2 R, we leave the details to the reader. The need for such a generalisation arises when wishing













and leads to the following proposition, the details are left to the reader:
Proposition 5.10 Let M be a compact manifold with boundary, let k  k0 := bn=2c+1 (the smallest
integer strictly larger than n=2), and suppose that g0 is a metric on M which has (C
k+4;
x2;1
; k + 5){
behavior at @M . Assume that (5.10) holds. Then there exists  > 0 such that if (K; g) in
x−2Ck+3;
x2;1
(g0) Ck+4;x2;1 (g0) with






































Choose some  > 0 and dene the Frechet spaces C1
x2;es/x
(g) as the collection of all functions
or tensor elds which are in Ck;
x2;es/x





; k 2 Ng. We then have:










(g)  C1(M ) C1(M ) :
In fact (K; g) can be smoothly extended by zero across @M .
2
6 Conformally compactiable initial data
A Riemannian manifold (M;g) will be said to be conformally compactiable if
1. M = M [ @M is a compact manifold with non-empty boundary;
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2. let x be any dening function for @M , then the tensor eld x2g extends by continuity to a
continuous Riemannian metric g on M .
This denition encompasses Riemannian manifolds such as hyperbolic space. The associated initial
data are occur in the context of space-times which are asymptotically flat in lightlike directions [?,?,?],
or in that of asymptotically anti-de Sitter space-times [?,?].
The topological setup here is thus identical to that of the previous section, but the metrics g dier
from the ones used there by a rescaling factor x2. It turns out that there is a simple correspondence of
the functional spaces Hk from the previous section with a class of natural weighted spaces associated
to conformally compactiable metrics: since g = x−2g on M we obviously have
L2 (g) = L
2
x−n/2 (g) :
Further, assuming that (A.2) holds for 0  i  k with  = x and g there replaced by g (recall that
this will hold if g has (W k;1x ; k){behavior at @M in the sense of Denition 5.3, in particular that will
be the case if g is Ck(M)) it is simple to check that
Hk1; (g) = H
k
x;x−n/2 (g)
for tensors; 0  i  k − 1 in (A.2) would suce for functions. It is therefore natural (see (5.2)-(5.3))
to dene
Hsk(g) := Hk1;x−s(g) = Hsk(g) : (6.1)
Let us dene in the same way
Csk;(g) := Ck;x;x−s(g) = Csk;(g):
We note that
x 2 Hsk i  > s+ (n− 1)=2 :
Similarly to (5.3) we have
f 2 Hk (g) ; k > n=2 =) f = o(x) : (6.2)
We will be mainly interested in conformally compactiable metrics such that x2g has (Hk ; k){ or Csk;{
behavior at the conformal boundary,  > 0; such metrics arise naturally when solving the constraint
equations via the conformal method [?,?].
We will need some estimates on P (Y;N) extending those of Section 4, when
K = g + L;
where  is a uniformly bounded function on M . We will further assume that
jLjg = o(x−2) and jrLjg = o(x−3) :








2(r(iYj) −rlYlgij − gijN + n Ngij) + o(x−2)N
2(rlYlgij −r(iYj)) +−Ngij +rirjN −NRic (g)ij
+2N2gij − 2Nn2gij + o(x−2)(rY ) + o(x−3)(Y ) + o(x−2)N
1CCA ; (6.3)
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where o(x) denotes a tensor the g{norm of which is o(x). We then have
P 1 (Y;N) + P

2 (Y;N) = −Ngij +rirjN −NRic (g)ij
+o(x−2)(rY ) + o(x−3)(Y ) + o(x−2)N: (6.4)
If we prove that for all (Y;N) supported in a neighborhood O of @M ,
kS(Y )kHs0  CkY kHs0 ; (6:5a)
k −Ng +rrN −NRic (g)kHs0  CkNkHs1 : (6:5b)
then we will have from (6:5a) and (2.18):
kY kHs1  C(kY kHs0 + kS(Y )kHs0)  C
0kS(Y )kHs0  C
00(kP 1 (Y;N)kHs0 + kNkHs0) ; (6.6)
and from (6:5b) and (6.4),
kkL1kP 1 (Y;N)kHs0 + kP

2 (Y;N)kHs0  CkNkHs1 − kY kHs1 ; (6.7)
where  is arbitrary close to zero, reducing O if necessary. Finally (6.6)+(6.7) gives
(kkL1 + 1)kP 1 (Y;N)kHs0 + kP

2 (Y;N)kHs0  CkNkHs1 ;
then for  small, we obtain the asymptotic inequality (3.4) (with  = id) for P :
(kkL1 + 1)kP 1 (Y;N)kHs0 + kP

2 (Y;N)kHs0  CkY kHs0 + CkNkHs1 :
Let us justify the inequality (6:5a) in a neighborhood of a compact boundary @M . We have the
following:
Proposition 6.1 Let s 6= (n− 1)=2; (n+ 1)=2. Then there exists a neighborhood Os of @M such that
for every C1 vector eld with compact support in Os n @M we haveZ
x2sjY j2 dg  C
Z
x2sjS(Y )j2 dg ; (6.8)
for some constant C, where S is dened by Equation (4.4).
Remark 6.2 The argument given in Remark 5.2 shows that the restriction s 6= (n + 1)=2 is sharp.
We suspect that the restriction s 6= (n − 1)=2 can be removed.
Proof: This is just a rewriting of Corollary D.12. 2
Theorem 6.3 Let M be a compact manifold with boundary, let k  0, and suppose that g0 is a
conformally compact metric on M such that g0 = x−2g0, with g0 having (W
k+4;1
x ; k + 4){behavior at
@M . Assume that
K0 = 0g0 + L0; L0; 0 2W k+3;11 (g0) ; jL0jg0 !x!0 0; jrL0jg0 !x!0 0 : (6.9)
Then for all s 6= (n − 3)=2; (n − 1)=2; (n + 1)=2 and all (K; g) close to (K0; g0) in the W k+3;11 (g0)
W k+4;11 (g0) norm, the map
K?g0
L1;xs : K?g0 \ (H−sk+3(g) H−sk+4(g)) −! K
?g
0 \ (H−sk+1(g)H−sk (g))
is an isomorphism such that the norm of its inverse does not depend upon (K; g).
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Proof: We wish to apply Theorem 3.6. It follows from the discussion above that we only need to
establish the inequality (6.5) for Y ’s and N ’s supported outside of a suciently a large compact set.
For s 6= (n − 1)=2; (n + 1)=2, Proposition 6.1 yields
kY kH−s0  CkS(Y )kH−s0 : (6.10)
Applying Proposition D.13 we nd that for s 6= (n− 3)=2; (n − 1)=2; (n + 1)=2 it holds that
kNkH−s1  Ck −Ng +rrN −NRic (g)kH−s0 ; (6.11)
which is what had to be established. 2
A proof identical to that of Theorem 5.6 yields:
Theorem 6.4 Under the hypotheses of Theorem 6.3 with s  0, s 6= (n − 3)=2; (n − 1)=2; (n + 1)=2,
k > n=2, the map














is bijective in a neighborhood of zero. Thus, there exists  > 0 such that for all (K; g) close to (K0; g0)
in W k+3;11 (g0)W k+4;11 (g0), and for all pairs (J; ) 2 Hsk+1(g)Hsk(g) with norm less than , there





















Remark 6.5 For metrics which are suciently regular at the conformal boundary it can be shown
that any non-trivial solution of the equation P (Y;N) = 0 satises jN j+ jY jg  1=x near x = 0. This
shows that if 0  s < (n+ 1)=2, then K0 = f0g, so that no projection operator is necessary in (6.13).
Proof: The conditions s  0 and k > n=2 ensure that the map of Equation (6.12) is well dened
and dierentiable in a neighborhood of zero; a relatively straightforward though lengthy check of that
can be done using weighted Moser inequalities (see [?] for proofs in a slightly dierent context; the
arguments there adapt to the current setting in a straightforward way). The solvability of the equation
6.13 follows then from Theorem 3.9. 2
A proof identical to that of Proposition 5.7 gives solutions with Ho¨lder regularity:
Proposition 6.6 Let M be a compact manifold with boundary, let k  k0 := bn=2c + 1 (the smallest
integer strictly larger than n=2),  2 (0; 1), and suppose that g0 is a conformally compact metric on
M such that g0 = x−2g0, with g0 having (C0k+4;; k + 5){behavior at @M . Assume that
K0 = 0g0 + L0; L0; 0 2 C0k+3;(g0) ; jL0jg0 !x!0 0; jrL0jg0 !x!0 0 : (6.14)
Then for all t  0, t 6= (n − 3)=2; (n − 1)=2; (n + 1)=2 there exists  > 0 such that if (K; g) in
C0k+3;(g0) C0k+4;(g0), and if
k(K −K0; g − g0)kW k0+3,11 (g0)W k0+4,11 (g0) < 
k(J; )kCtk0+1,α(g)Ctk0,α(g) + k(J; )kHtk0+1(g)Htk0 (g) <  ;
then the solution (K; g) given by Theorem 6.4 (with s = t) is in Ctk0+2;(g)Ctk0+2;(g). If moreover
(J; ) 2 Ctk+1;(g)  Ctk;(g) then the solution given by Theorem 6.4 is in Ctk+2;(g) Ctk+2;(g).
2
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One has very similar results in exponentially weighted Ho¨lder and Sobolev spaces as at the end of
Section 5, the details are left to the reader.
7 Asymptotically flat initial data
Definition 7.1 Let W be a space of symmetric tensors on Rn n B(R0), R0  1, where B(R0) is an
open coordinate ball of radius R0 in Rn. We shall say that (M;g) is W{asymptotically flatif there
exists a set K M and a dieomorphism −1 : M nK ! Rn nB(R0) such that
(g)ij − ij 2W :
The region Mext := M nK will be called an end of M . M will be said to have compact interior if K
is compact.
In the above denition we have assumed that M has only one end, there is an obvious natural
generalisation of the above notion to any nite number of ends; the results below generalise without
any diculties to such cases. We emphasise that in Denition 7.1 the manifold M is allowed to have
a compact boundary. We will often use the symbol r to denote a function f on M such that f  
coincides with the radius r on Rn nB(R) for R large enough. The requirement R0  1 has been made
for notational convenience, to guarantee that the function r, which will be used as a weight on Mext ,
is strictly positive there.
The simplest choice for the W spaces above are the Ck Ho¨lder spaces, dened as the spaces of
functions such that
kfkCαk := k(1 + r2)−=2fkC0k <1 ; (7.1)
where k  kC0k is the sum of sup norms of f and its derivatives up to order k, with each derivative
entering with a supplementary factor of r. If
f = f i1:::ik j1:::j`@i1 ⊗ : : :⊗ @ik ⊗ dxj1 ⊗ : : : dxj`
is a tensor eld, then (7.1) should be used for each entry f i1:::ik j1:::j` of f , with respect to the natural
coordinates xi on Rn, and a sum over the ip’s and jq’s of the norms kf i1:::ik j1:::j`kCαk should be made.
Somewhat sharper results can be obtained when working with manifolds for which W is a weighted
Sobolev space. We shall say that f 2 rW k;1r if (1 + r2)−=2f 2 W k;1r . This is equivalent to the
requirement that f 2 Ck−1, and that the distributional k’th derivatives of f satisfy a weighted Lipschitz
condition. The metrics, solutions of the constraint equations which are obtained by our methods, are
(r−W k+2;1r + Hkr;r−σ){asymptotically flat with some ;  > 0, k  2.
It is convenient to relabel the Hkr;rα spaces as follows: for k 2 N and  2 R we set
H k := H
k
r;r−n/2−β ; (7.2)
so that the H k spaces are the weighted Sobolev spaces of (A.1) with  = r  −1 and  a power of
r  −1; the labeling here follows [?], and is motivated by the simple inclusions [?]
C
0
k  H k ; 0 <  ; H k  Cbk−n=2c ; k > n=2 : (7.3)
In fact [?]
f 2 H k ; k > n=2 =) f = o(r) : (7.4)
In order to apply Theorem 3.6 we need to establish the inequality (3.4) for tensor elds with
compact support in the asymptotic region, and we will use Lemma 4.3 for that. In addition to (C.7),




(ji − ninj) + o(r−1) : (7.5)
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(Equation (7.5) will clearly hold without the error term for a flat metric; similarly (7.5) will hold for
metrics which are C1 -asymptotically flat, for some  > 0; we note that (7.5) implies (C.8).) For the
convenience of the reader we restate Proposition D.9:
Proposition 7.2 Let S be dened by Equation (4.4). Assume that g 2W 1;1loc , that
jgij − ijj   on fr  Rg ; (7.6)
and that (7.5) holds. Then for s 2 R n f0; 1g there exist constants R = R(s) and Cs such that for all
dierentiable vector elds Y compactly supported outside of a ball of radius R we haveZ
r−2s−njY j2  Cs
Z
r−2s−n+2jS(Y )j2 : (7.7)
2
Remark 7.3 The result is sharp, compare the argument in Remark 5.2.
Proposition 7.2 gives, in essence, the inequality needed in Theorem 3.6 for s 62 f0; 1g. This leads to
the following rewording of Theorem 3.6 in the asymptotically flat context (there is also an equivalent
of Theorem 3.4 here, we leave the transcription to the reader):
Theorem 7.4 Let g0 be r−W
k+4;1
r {asymptotically flat for some  > 0 and k 2 N, suppose that
K0 2 r−1W k+3;1r ; K0 = o(r−1) : (7.8)
Then for all  2 R n f0; 1g and for all (K; g) close to (K0; g0) in r−1W k+3;1r (g0)W k+4;1r (g0) norm,
the map
K?g0
Lr;r−n/2−σ : K?g0 \ ( H k+3(g) H k+4(g)) −! K?g0 \ ( H k+1(g) H k(g))
is an isomorphism such that the norm of its inverse does not depend upon (K; g).
Before passing to its proof, we note that Theorem 7.4 immediately implies:
Corollary 7.5 Under the hypotheses of Theorem 7.4, the space of linearised elds (K; g) 2
H −n−+1k+1  H −n−+2k+2 splits as a direct sum KerP  B, with the restriction of the linearisation P
of the constraint map to B being an isomorphism of B and of
K?g \

H −n−k+1  H −n−k

:
In particular if there are no solutions (Y;N) 2 H 1  H 2 of the equation P (Y;N) = 0, then the map
H −n−+1k+2  H −n−+2k+2 3 (K; g) ! (J; ) := P (K; g) 2 H −n−k+1  H −n−k
is surjective.
2
Proof of Theorem 7.4: We wish to apply Theorem 3.6, in order to do that we need to establish
the inequality (3.4) for Y ’s and N ’s supported outside of a suciently a large ball. For  6= 0; 1,
Proposition 7.2 yields
kY k H σ0  CkS(Y )k H σ−10 ; : (7.9)
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Applying Proposition C.5 twice we nd that for  6= 0; 1 it holds that
kNk H σ1  CkrNk H σ−10  C
2krrNk H σ−20  C
3k(rrN)k H σ−20 ; (7.10)
where  is as in (2.15). Now (M;g;K; r) satisfy the asymptotic condition a) of Denition 4.1 with
Ui = (−1)−1(B(i) n B(R0)) [ U , where U is a relatively compact open neighborhood of K (, R0
and K as in Denition 7.1), and Lemma 4.3 shows that we can apply Theorem 3.6. 2
Elements in the kernel of P  are called Killing initial data (KIDs) [?]. Existence of non-zero
KIDs implies existence of non-zero Killing vectors in the associated vacuum space-time (see [?,?] and
references therein). We have the following corollary of Theorem 7.4:
Corollary 7.6 Let g0 be r−W
k+4;1
r {asymptotically flat for some  > 0 and k 2 N and suppose
that Equation (7.8) holds.
1. If   0, or if
2.  62 f0; 1g and the set of nontrivial KIDs is empty,
then the conclusions of Theorem 7.4 hold without any projection.
Proof: There are no nontrivial KIDs in H 1  H 2 for   0, then K0 = f0g. 2
Theorem 7.7 Let g0 be r−W
k+4;1
r {asymptotically flat for some  > 0 and k > n=2, suppose that
K0 2 r−1W k+3;1r ; K0 = o(r−1) : (7.11)
Then for all   2− n,  62 f0; 1g the nonlinear map
K?g0 \ ( H k+3(g) H k+4(g)) −! K?g0 \ ( H k+1(g) H k(g))














is bijective in a neighborhood of zero. Thus, there exists  > 0 such that for all (K; g) close to (K0; g0)
in r−1W k+3;1r (g0)W k+4;1r (g0), and for all pairs (J; ) 2 H −n−k+1 (g) H −n−k (g) with norm less
than , there exists a solution (K; g) = r−n−22P (Y;N) 2 H −n−+1k+2 (g)  H −n−+2k+2 (g)), close





















Proof: The conditions   2−n and k > n=2 ensure that the map of Equation (7.12) is well dened
and dierentiable in a neighborhood of zero. The result follows then from Theorem 3.9. 2
Clearly, the projection operator in (7.13) is not needed when the hypotheses of Corollary 7.6 are
satised.
We also have solutions with Ho¨lder regularity:
Proposition 7.8 Let g0 be C−k+4;{asymptotically flat for some  > 0,  2 (0; 1), and k  k0 :=
bn=2c + 1 (the smallest integer strictly larger than n=2), suppose that
K0 2 C−1k+3; ; K0 = o(r−1) : (7.14)
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Then for all t  2, t 62 fn; n+ 1g there exists  > 0 such that if (K; g) in C−1k+3;(g0)C0k+4;(g0), and
if
k(K −K0; g − g0)kr−1W k0+3,1r (g0)W k0+4,1r (g0) < 
k(J; )kC−tk0+1,β(g)C−tk0,β(g) + k(J; )k H −tk0+1(g) H −tk0 (g) < 
then the solution (K; g) given by Theorem 7.7 (with  = t − n) is in C−t+1k0+2;(g)  C−t+2k0+2;(g). If
moreover (J; ) 2 C−tk+1;(g)  C−tk;(g) then the solution given by Theorem 7.7 is in C−t+1k+2;(g) 
C−t+2k+2;(g).
Proof: Under the current hypotheses all the conditions of Proposition 3.16 with k there equal to k0 are
met. (The weighted elliptic regularity condition of Denition 3.12 is satised by the calculation (B.4),
Appendix B.) The higher Ho¨lder regularity follows from Proposition 3.17. 2
Remark 7.9 One has very similar results in exponentially weighted Ho¨lder and Sobolev spaces as at
the end of Section 5, the details are left to the reader. However, the exponentially weighted conditions
seem dicult to verify in the current case, unless one is in a setting where the results of Section 5 can
be applied. In such a case sharper results are obtained by using the theorems of that section.
8 Applications
In this section we will give several applications of the general results proved so far. It should be clear
that a key role in this approach is played by the kernel of P . As already mentioned in the previous
section, elements of this kernel will be called Killing Initial Data (KIDs). Thus, a KID is a pair (Y;N)
such that
P (Y;N) = 0:
Our rst application of the techniques developed so far concerns the construction of initial data
which are exactly Kerrian outside of a compact set:
8.1 Space-times that are Kerrian near i0
(A version of) the following result has been announced in [?]; we assume that the initial data manifold
is three-dimensional:
Theorem 8.1 Let g be r−W k+4;1r {asymptotically flat for some  > 1=2 and 2  k 2 N, with
K 2 r−−1W k+3;1r , and suppose that (K; g) satises the vacuum constraint equations. We further
assume that (K; g) satisfy the 3 + 1 equivalent of the parity conditions (E.9),
jg−ij j+ rj@k(g−ij)j+ rjK−ij j  C(1 + r)−− ; − >  ; + − > 2 ; (8.1)
so that all Poincare charges of (K; g) are nite and well dened, with the ADM four-momentum being
timelike. Then there exists R1 <1 such that for all R  R1 there exists an initial data set
(K^R; g^R) 2 Ck+2  Ck+2
satisfying the vacuum constraint equations everywhere such that (K^R; g^R) coincides with (K; g) for
r  R, and (K^R; g^R) coincides with initial data for some Kerr metric for r  4R. If K and g are
smooth, then (K^R; g^R) is smooth.
Remark 8.2 A family of (n + 1){dimensional generalisations of the Kerr metric has been found by
Myers and Perry [?], we expect that it can be used to prove a corresponding result in (n+1) dimensions.
The argument below carries over to any dimension, the only element missing is an equivalent of
Proposition F.1 for the family of translated, rotated, and boosted Myers-Perry metrics.
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Remark 8.3 The factor 4 has been chosen for deniteness; an identical result holds with (K^R; g^R)
being Kerr for r  R for any constant  > 1.
Remark 8.4 The ADM momentum and angular momentum of (K^R; g^R) converges to that of (K; g)
as R tends to innity.
Proof: The required initial data will be constructed by a gluing procedure, on an annulus, using a
method due to Corvino [?,?], together with Theorem 3.19. Let e(i), i = 1; : : : ; 10, be any basis of the
space of KIDs for Minkowski space-time, let Q(i) denote the Hamiltonian charge Q(Y(i);N(i);K; g) of
(K; g) as given by (E.26) with (Y(i);N(i)) = e(i). Let, as in Appendix F, Ki0 denote the set of initial
data for boosted, rotated, and translated Kerr metrics, and let (KQ; gQ) denote an initial data set
in Ki0 with Hamiltonian charge Q = (Q(i)) 2 R10. For R 2 [R0;1) let the scale-down map R be
dened as
R : Γ(R; 4R) := B(0; 4R) nB(0; R) ! Γ(1; 4) ;
x 7! x=R : (8.2)
Let  2 C1(R3) be a spherically symmetric cut-o function such that 0    1,   1 on Γ(1; 2),
and   0 on Γ(3; 4). On Γ(1; 4) set
gQ;R = R−2 (Rg + (1− )RgQ) ;
KQ;R = R−1 (RK + (1− )RKQ) :
Then the gQ;R’s form a family of metrics that converge, as R tends to innity, in weighted Sobolev
topologies with arbitrary decay (at the boundary) index t > 1, to the Euclidean metric g0 on Γ(1; 4),
while the KQ;R’s converge to K0  0:
kgQ;R − g0kHtk+2 + kKQ;RkHt−1k+2  Cs;k;QR
− ;  := min (; 1) (8.3)
(recall that the weighted Sobolev spaces used here have been dened in (5.2)). Further the convergence
is uniform in Q on any compact set of Q’s. We shall write x for (K; g), xQ for (KQ; gQ), etc. We
choose the index t to be larger than or equal to k + 5 | say t = k + 6, in particular initial data in
the space Ht−1k+2 Htk+2 vanish on @Γ(1; 4), as well as their rst derivatives. Further, this ensures the
continuous embedding Ht−1k+2  Hk+2.
It follows from (8.3) that for R suciently large we have
kJ(xQ;R)kHt−2k+1 + k(xQ;R)kHt−2k  CR
− ; (8.4)
and Theorem 5.6 with s = t− 1 provides a solution xQ;R 2 Ht−1k+2 Htk+2 of Equation (5.8) satisfying
kxQ;RkHt−1k+2Htk+2  CR
− : (8.5)
Set J = J(xQ;R + xQ;R),  = (xQ;R + xQ;R), let the parameter  in Theorem 3.19 be equal to R,



































(xQ;R + xQ;R)dS +O(R−2) ;
(8.6)
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with the error term O(R−2) being uniform in Q whenever Q ranges over a compact set. Now, on
S(0; 1) all the initial data considered coincide | up to a rescaling | with (g;K) together with their









where Q0(i) denotes the Hamiltonian charge of (K; g), for some  > 0. Similarly, on S(0; 4) all the























This implies that, up to an additive constant, the maps F converge as  = R tends to innity to the
map Q of Proposition F.1; that last map is a homeomorphism, as desired. The conclusion is obtained
now from Theorem 3.19 by taking V  R10 to be a ball around (Q0(i)) of a radius small enough so that
V is included in the image of the map Q of Proposition F.1, with U = Q−1(V ).
Finally, if g and K are smooth, then smooth solutions can be obtained by using the exponentially
weighted spaces of Proposition 5.10, compare Corollary 5.11. In the construction above one should
choose the cut-o function  to be constant in a neighborhood of the boundary of the annulus Γ(1; 4).
2
8.2 Gluing asymptotically flat initial data sets
The gluing technique used in Section 8.1 does apply to much more general situations, as follows: a
family of vacuum initial data f(K! ; g!)g!2Ω will be called a reference family if the following holds:
1. There exists R > 0 such that all the data sets (K!; g!) are dened on R3 nB(0; R).
2. The metrics g! are r−W
k+4;1
r {asymptotically flat for some !-independent constant  > 1=2
and 2  k 2 N, with K! 2 r−−1W k+3;1r , and with the norms in those spaces being bounded
independently of ! 2 Ω.
3. The parity conditions (8.1) hold with g and K there replaced by g! and K!, for some !-
independent constants − and C.
4. The map which to (K!; g!) assigns its Poincare charges (p(!); J(!)) is a dieomorphism
between Ω and an open subset of R10:
UΩ := f(p(!); J(!))g!2Ω  R4  R6 : (8.8)
There is an obvious equivalent of the denition above in the time symmetric context: in this case
one assumes that K!  0, and one requires UΩ to be an open subset of R4, with one parameter
corresponding to mass, and three parameters corresponding to the centre of mass.
It is proved in Appendix E that the collection of initial data obtained from boosted and space-
translated Kerr space-times provides an example of a reference family. More generally, consider any
one parameter family of vacuum initial data sets (K; g) on R3 nB(0; R),  2 (−; ), which satises
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the decay and parity conditions of the denition of a reference family. For deniteness we shall suppose
that the ADM four-momentum p() of (K; g) is a -independent timelike future pointing vector,
and that the length squared J ij()Jij() of the ADM angular momentum J ij() of (K; g) varies
smoothly in some open interval as  changes. Then scaling (xi ! axi, g ! a−2g for a 2 R+),
translating, and rotating the initial data, and boosting the initial data hypersurface in the associated
maximal globally hyperbolic development, leads to a reference family such that the associated Poincare
charges form a neighborhood of (p(0); J(0)); this follows from the boost theorem [?, ?] together
with the analysis in Appendix E (here one needs to apply the boost theorem rst to the full metric,
and then to its odd part).
Similarly, in the time symmetric context, an example of a reference family is provided by translated
Schwarzschild initial data. More generally, if g is a scalar flat metric on R3 n B(0; R) which satises
the decay and parity conditions of the denition of a reference family and which has non-vanishing
ADM mass, then scaling and translating provides a time-symmetric reference family.
A repetition of the proof of Theorem 8.1 gives:
Theorem 8.5 Under the hypotheses of Theorem 8.1, consider any reference family f(K! ; g!)g!2Ω
such that the associated set UΩ dened by (8.8) forms a neighborhood of the Poincare charge (p; J)
of (K; g). Then the conclusion of Theorem 8.1 holds with the new initial data set coinciding in the
asymptotic region with one of the members of the reference family rather than with one of the members
of the Kerr family.
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The point of Theorem 8.5 is that it provides large families of initial data with well controlled
asymptotic behavior. As an example of application, let the reference family consist of stationary
metrics. Such metrics have well understood asymptotic behavior (cf., e.g., [?]), and large families of
non-trivial solutions (dened and smooth outside of a compact set) have been constructed in [?,?,?].
Theorem 8.5 allows one to modify an arbitrary initial data set in the asymptotic region so that it
coincides with exactly stationary, but not necessarily Kerrian, data there. Further, there is a rather
large freedom available. Now, a signicant result of Dain, Damour and Schmidt [?, ?] implies that
the resulting vacuum space-time will have a smooth I + complete to the past. Thus, initial data so
constructed do have reasonably well controlled maximal globally hyperbolic developments. We will see
in Section 8.6 below how to construct initial data that produce space-times with a complete smooth
I , by using a variation of the technique above.
Another possibility is to choose as the reference family appropriate subsets of the set of \almost
stationary" metrics constructed in Section 8.3 below, see Theorem 8.9. The metrics there are station-
ary (or static, in the time-symmetric case) to an order as high as desired in an asymptotic expansion,
without being exactly stationary outside of a compact set, which further increases the freedom avail-
able. One expects (compare [?]) that some of those metrics will also admit complete, or past-complete,
conformal completions with a reasonably high degree of dierentiability, but no rigorous statements
of this kind are known so far.
All the constructions described so far can be repeated by specialising to the time-symmetric case,
setting
Y  K  0
throughout. In this context Theorem 8.5 can be rephrased as:
Theorem 8.6 Let g be r−W k+4;1r {asymptotically flat for some  > 1=2 and 2  k 2 N, , and
suppose that
R(g) = 0:
We further assume that g satises the parity conditions
jg−ij j+ rj@k(g−ij)j  C(1 + r)−− ; − >  ; + − > 2 ; (8.9)
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so that the mass m and the centre of mass ~c of g are nite and well dened, with m 6= 0. Consider
any time-symmetric reference family f(K!  0; g!)g!2Ω such that the associated set UΩ of masses and
centres of mass forms a neighborhood of (m;~c). Then there exists R1 < 1 such that for all R  R1
there exists a scalar flat metric
g^R 2 Ck+2
such that g^R coincides with g for r  R, and g^R coincides with a member of the reference family for
r  4R. If g is smooth, and the g!’s are smooth, then g^R can be chosen to be smooth.
2
8.3 Initial data which are stationary to high asymptotic order
The results in Section 7 can be used to construct large classes of asymptotically flat vacuum initial
data sets with controlled asymptotic behavior. As an illustration, let (K; g) be a solution of the
stationary constraint equations dened on R3 n B(0; R) for some R. Recall that such solutions are
uniquely determined [?] by an innite collection of Hansen multipole moments fPm(K; g)gm2N, as
dened in [?, Equation (3.5)], see also [?]. We will assume that the reader is familiar with [?] and
we will use notation from there. In that reference it has been shown how to construct approximate






(m) which satisfy the reduced Einstein equations [?, Equations (3.1){(3.4)] to
order O(r−(m+3)). We wish, rst, to show that this implies existence of initial data (K(Pm); g(Pm))
satisfying the stationary | or static | Einstein equations up to terms O(r−m−3), provided that the
NUT charge vanishes; in particular this will imply, in the notation of [?],0@ J

1A (K(Pm); g(Pm)) =
0@ O1(r−m−3)
O1(r−m−3)
1A 2 H −(m−)−3k ;  > 0 ; k 2 N : (8.10)
We will say that the moments are static to order m if the associated twist function !(m) vanishes. In
this last case the proof of (8.10) is straightforward: we set K(Pm) := 0, and (8.10) follows immediately
from the equations in [?] with  = ! = 0 there. In the general case some more work is required, we
start with a lemma:
Lemma 8.7 (Approximate Poincare Lemma) Let  = Ady ^ dz +Bdz ^ dx+Cdx^ dy be a two form
on R3, with coecients of order o(r−2), such that
d = (@xA+ @yB + @zC)dx ^ dy ^ dz = O(r−(m+3))dx ^ dy ^ dz ;
with m > 0. Then there exists a one form  such that
d =  +O(r−(m+2)):
Proof: In the proof that follows we use the notation X = (x; y; z) and r =
p
x2 + y2 + z2. Let us




































zt2O((tr)−(m+3))dt = C(X) +O(r−(m+2)):
A similar calculation for the remaining terms gives the result. 2
Remark 8.8 If e is another two form satisfying conditions of Lemma 8.7 such that e− = O(r−(m+2)),
then if we dene e as in the preceding proof we will have
e −  = O(r−(m+1)):
This shows in particular that in a stationary vacuum metric the approximate solution (m) as dened
below will dier from the exact one by O(r−(m+1)).




K , and γ
(m) be as in [?, Theorem 2], then Beig &
Simon’s equations (2.8) and (2.9) are satised modulo O(r−(m+3)). In particular their equation (2.8)
with  = (m)K − (m)M gives
γ(m)(
−1) = 2 (m)−1 +O(r−(m+3)) ; (8.11)
where   (m) is obtained from (m)M , (m)S , and (m)K by inverting [?, Equation (2.6)] with M there
replaced with (m)M , etc.; we dene !  !(m) in a similar way. Using again Beig and Simon’s Equation
(2.8) with  = (m)S gives
γ(m)(
−1!) = 2 (m)−1! +O(r−(m+3)) : (8.12)
Developing (8.12), and inserting (8.11) in the result one obtains
ri(−2@i!) = O(r−(m+3)):
Here r  r(γ(m)) is the connection of the metric γ(m). Then, if we dene   (m) := −−2 γ(m) d!,
we have
d = O(r−(m+3)):
Recall, now, that the coecient of the power r−1 in the expansion of ! is proportional to the NUT
charge of the resulting space-time; usual asymptotic flatness forces the vanishing thereof. From now
on we assume that this is the case; then ! = O(r−2) thus  = O(r−3) so from Lemma 8.7 there exists
a one form (m), solution of [?, Equation (2.4)] modulo O(r−(m+3)) at the right-hand-side. Set
g(m) := (m)(dt+ (m)i dx
i)2 − ((m))−1γ(m)ij dxidxj : (8.13)
It then follows e.g. from [?, Section 16.2] that the Ricci tensor of the stationary space-time metric g(m)
has coordinate components which are O(r−(m+3)). By projecting on the initial data surface ft = 0g
one obtains (8.10).
In order to continue, note that the collection Pm of multipole moments up to order m can be
viewed as an element of RN(m), for some N(m) (the exact value of which is irrelevant for our purposes);
this leads to an obvious way of measuring the norm of Pm.
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Next, it should be clear that ten multipole moments out of the whole set Pm correspond to the
global Poincare charges of the space-time metric. For example, the 1=r coecient in the asymptotic
expansion of (m) is related to the ADM mass of g(m). We denote by PQ the relevant multipole
moments, and by Pm the remaining ones, so that
Pm = (PQ;Pm) :
We have the following:
Theorem 8.9 Let m 2 N and let (K0; g0) be a stationary solution of the vacuum Einstein equations
dened on R3nB(R0) with timelike ADM momentum and with multipole moments up to order m equal
to Pm := Pm(K0; g0). There exists  > 0 such that for any
jPmj < 
there exists PQ and a smooth vacuum initial data set (K; g) (not necessarily stationary) dened on
R
3 nB(R0) such that
(K; g) − (K(Pm + Pm); g(Pm + Pm)) 2 C−m−2+1  C−m−1+1 (8.14)
for any  > 0. In particular the rst m coecients in an asymptotic expansion of g in terms of inverse
powers of r, and m+ 1 coecients in that of K, coincide with those of the Simon{Beig approximate
solution (K(Pm + Pm); g(Pm + Pm)). An identical result holds in the class of time-symmetric
initial data sets if one restricts oneself to moments associated to static space-times, provided that
K0  0.
Remark 8.10 The initial data set (K; g) will coincide with (K0; g0) in a neighborhood of S(0; R0).
Remark 8.11 We emphasise that one is not free to choose the Poincare charges Q of the nal initial
data set (K; g), those charges are determined by the original stationary initial data set and by the
Pm’s in a highly implicit manner. Further, we will have Q−Q0 = O(2), where Q0 are the Poincare
charges of (K0; g0).
Remark 8.12 It follows from the calculations of [?, Theorem 3], together with the properties of the
weighted spaces in (8.14), that the \orbit space manifold" (S ; γ), with γ related to g as in (8.13) with
the \(m)’s" removed, admits a one-point conformal compactication with a Cm; conformally rescaled
metric. In particular in the static case (S ; g) has such a compactication.
Remark 8.13 Using the Schwarzschild initial data as (K0 = 0; g0) one obtains a large family of static
initial data with any arbitrarily prescribed nite set of small static multipole moments, except for
the mass which is implicitly determined by the seed mass and the remaining multipoles. One has an
obvious analogue of this result using the Kerr initial data as the reference family. Further, using Weyl
metrics as (K0 = 0; g0) one obtains large classes of time-symmetric initial data sets where the higher
order multipoles are not necessarily small.
Proof: The proof is essentially identical to that of Theorem 8.1. For deniteness we choose  = 1=2,
the proof applies for any 0 <  < 1. Let Zm−1=2k denote a space of functions on R3 n B(0; R0 + 1=2)
which are exponentially weighted near the interior boundary S(0; R0 + 1=2) as in Proposition 5.10
with t there equal to one, and which are weighted at innity as in Theorem 7.7, with  there equal to
m − 1=2. (Thus, functions in Zm−1=2k behave as functions in H m−1=2k for r large.) Let  2 C1(R3)
be a spherically symmetric cut-o function such that 0    1,   1 on Γ(R0; R0 + 1), and   0
on R3 nB(0; R0 + 2). Choose any PQ satisfying
jPQj  
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and on R3 nB(0; R0) set
gP = g0 + (1− )g(P + P) ;
KP = K0 + (1− )K(P + P) :
We shall write xP for (KP ; gP), x0 for (K0; g0), etc. Set  = 1=2, choose some k large enough so
that the existence and Ho¨lder regularity results proved in the previous sections apply, it follows from
(8.10) that we have
kJ(xP)kZ−(m−1/2+3)k+1 + k(xP)kZ−(m−1/2+3)k  C : (8.15)
The arguments given in the proofs of Theorems 5.9 and 7.7 show that the hypotheses of Theorem 3.9
hold, and for  small enough we obtain a solution xP 2 Z−(m−1=2+2)k+2 Z−(m−1=2+1)k+2 of Equation (5.8)
satisfying
kxPkZ−(m−1/2+2)k+2 Z−(m−1/2+1)k+2  C : (8.16)
Set J = J(xP + xP),  = (xP + xP). By Corollary 5.11 xP extends smoothly to
R




















We use the divergence identity (E.16) with (K0; g0) as the background (instead of (0; ), as was the















(xP + xP)dS +O(2) :
(8.17)
Now, the initial data coincide with (g0;K0) in a neighborhood of S(0; R0), so thatZ
fr=R0g
U
dS = 0 :
On the other hand, the limit as R goes to innity of the integral over S(0; R) givesZ
fr=1g
U
dS = Q ;
where Q is calculated from PQ; we emphasise that xP does not give a contribution to this integral









Let F (PQ) denote the left-hand-side of (8.18). Now, the map PQ ! Q is a linear isomorphism.
Further, it should be clear that F is a dierentiable function of PQ. The existence of a PQ such









and the existence of the required solution follows from Lemma 3.18.
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One can repeat the construction of the proof with m replaced by m + 1, varying Pm+1 while
keeping Pm xed, obtaining a nite dimensional family of distinct solutions with the same Pm +
Pm; this might require decreasing . By induction, one can obtain a family of arbitrarily high
dimension of distinct solutions with the same Pm + Pm, for Pm suciently small.
The above initial data are dened only on R3 nB(R0); however, one can now use Theorem 8.5 to
construct initial data on R3, or on other asymptotically flat complete manifolds, which will coincide
with the data constructed in Theorem 8.9 in the asymptotic region.
8.4 Space-times that are Kerrian near I +
Space-times that are Kerrian in a neighborhood of a subset ofI + are of course obtained by evolution of
data which are Kerrian in a neighborhood of i0. In some situations it might, however, be convenient to
be able to construct such space-times starting directly from a hyperboloidal initial data hypersurface.
It is not too dicult to adapt the original Corvino-Schoen technique to the hyperboloidal initial
data setting, using the analysis above together with the relative mass identities of [?,?]; this will be
discussed elsewhere.
8.5 Bondi-type asymptotic expansions at I +.
Recall that Bondi et al. [?,?] have proposed a set of free functions parameterising a certain asymptotic
expansion of the metric at I +. It is of interest to enquire whether one can construct hyperboloidal
initial data sets which would lead to space-times with a prescribed set of those functions. The results
in Section 6 can be used to give perturbational answers to such questions, in the spirit of Theorem 8.9;
this will be discussed elsewhere.
8.6 Local and global extensions of initial data sets
In this section6 we address the extension problem, that is, the following question: let us be given a
vacuum initial data set (M;K; g), where M = M [ @M has a compact boundary @M , with the data
(K; g) extending smoothly, or in Ck(M ), to the boundary. Does there exist an extension across @M
of (K; g) which satises the constraint equations? In the case where K vanishes and @M is mean
convex an armative answer can be given by using a method7 due to Smith and Weinstein [?], which
proceeds as follows: In a neighborhood of @M we can write the metric in the form
g = u2dr2 + e2vγAB(^Adr + rdA)(^Bdr + rdB); (8.19)
where (1; 2) are local coordinates on @M , γAB is a xed (independent of r) metric on @M , and
^ = ^A@A is the \shift vector". Further r is a coordinate on a M -neighborhood of @M which is, say,
negative and vanishes precisely on @M ; to obtain (8.19) one needs further to assume that the mean
extrinsic curvature H of @M has no zeros. We can extend the functions v and ^B to positive r in
an arbitrary way preserving their original dierentiability. When H > 0, the requirement that the
extended metric be Ricci-scalar flat becomes then a semi-linear parabolic equation for u on @M [?]:
r@ru = Γu2/u+   r/u+Au−Bu3; (8.20)
6A sketchy presentation of the analysis given in this section has been given in [?].
7Smith and Weinstein actually assume that ∂M is a two-sphere, but this hypothesis is irrelevant for the discussion
here.
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where the objects above are dened as follows: we set γAB := e2vγAB, we write / = r2e2v/γ for the
respective Laplacians of γ and γ, r/u is the tangential component of the gradient of u, Γ = e−2v= H,
A = A= H and B = B= H, while
 = ru = (1 + rvr)γ −=2 ;
H = ruH = 2 + 2rvr − e−2v divγ  ;






B = e−2v(1−/v) ;
with  = L^γ | the deformation tensor of ^ and  | the second fundamental form of the level
sets of r. It follows from the results in [?] that Equation (8.20), with the obvious initial value, can
always be solved for a small interval of r’s when the initial metric and its extension are in, say, C3(M ),
obtaining a scalar-flat extension of (M; 0; g). Similarly the results in [?] can be used to show that u
will be of class Ck+1 on the extended manifold if the remaining functions there are in C2k+1 (thus
smooth if the initial metric is smooth up to boundary, and if the free functions above are smooth).
Our aim here is to prove two alternative extension results under smallness conditions, without
the hypothesis that K vanishes. Thus, assume we have a solution (K; g) 2 (Ck+3;  Ck+4;)(M ),
 2 (0; 1), of the vacuum constraints on a manifold M with compact boundary. Let M0 be another
manifold such that @M0 is dieomorphic to @M , and let M 0 be the manifold obtained by gluing M
with M0 across @M . Let x be any smooth function dened in a neighborhood W of @M on M 0, with
@M = fx = 0g, with dx nowhere vanishing on @M , and with x > 0 on M0. It is convenient to choose
V := W \M0 to be dieomorphic to @M  [0; x0], with x being a coordinate along the [0; x0] factor
Suppose, next, that there exists on M0 a solution (K0; g0) of the vacuum constraint equations which
is in (Ck+3;Ck+4;)(M 0); we emphasise that we do not assume that (K; g) and (K0; g0) match across
@M . We rst extend (K; g) to a pair (K1; g1) dened on to M0 with the requirement that (K1; g1)
remains in Ck+3;Ck+4;; we do of course not assume that the extension is vacuum. For the purposes
below it is convenient to make the extension so that kg1 − g0kCk+4,α(V ) + kK1 − K0kCk+3,α(V ) is as
small as possible. While we are not aware of an optimal prescription, a possible procedure which
at least controls that norm is as follows: First, by using a partition of unity subordinate to a nite
cover of a neighborhood of @M0 the problem is reduced to that of extending functions. Given that,
Corollary 3.3.2 of [?] with
fi = @ixgj@M − @ixg0j@M ; i = 0; :::; k + 4;
shows that there exists a Ck+4; tensor eld f on M0 such that @ixf = fi on @M0. On M0 we dene
g1, a Ck+4; extension of g, by
g1 − g0 := f;
then @ixg1 = @
i
xg for all i = 0; :::; k+ 4. The proof of Lemma 3.3.1 and Corollary 3.3.2 in [?] show that
kg1 − g0kCk+4,α(V )  C
k+4X
i=0
k@ixgj@M − @ixg0j@MkCk+4−i,α(@M): (8.21)
The same procedure applies to extend K to a Ck+3; tensor eld K1 satisfying @ixK1 = @
i
xK for all
i = 0; :::; k + 3 on @M , and
kK1 −K0kCk+3,α(V )  C
k+3X
i=0
k@ixKj@M − @ixK0j@MkCk+3−i,α(@M): (8.22)
Let  be any smooth function on M 0 which equals one on M and on a small neighborhood U  V 
@M  [0; x0] of @M in M0, and vanishes away of V . On V we set
K 0 = K1 + (1− )K0 ; g0 = g1 + (1− )g0:
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Since J(K; g), (K; g) vanish on M , while J(K0; g0), (K0; g0) vanish on M0, we will have
j(K 0; g0)j+ jJ(K 0; g0)jg0  C

kg1 − g0kCk+4,α(V ) + kK1 −K0kCk+3,α(V )

xk+2 ;
for points at which  = 1 the inequality is justied by Taylor expanding in x at @M and using the fact
that (K1; g1) satises the vacuum constraints on M ; elsewhere this is justied by Taylor expanding 
and J in (K; g) around (K0; g0) and using the fact that (K0; g0) satises the vacuum constraints. In
fact, one has
j(r0)(i)(K 0; g0)jg0 + j(r0)(i)J(K 0; g0)jg0
 C

kg1 − g0kCk+4,α(V ) + kK1 −K0kCk+3,α(V )

xk+2−i+ ;
for all 0  i  k + 2, with an analogous inequality holding for the Ho¨lder quotient. So we have
k(K 0; g0)kCk+2+αk+2,α (g0;V ) + kJ(K
0; g0)kCk+2+αk+2,α (g0;V )
 C

kg1 − g0kCk+4,α(V ) + kK1 −K0kCk+3,α(V )

:
Assume, rst, that there are no (Y;N)’s such that P (Y;N) = 0 on V . If (K1; g1) is suciently
close to (K0; g0) in (Ck+3;  Ck+4;)(V ) norm | equivalently, if (K; g) and its derivatives up to
appropriate order, as in (8.21)-(8.22), are suciently close to (K0; g0) and its derivatives on @M , then
for any 0 <  the norm
k(K 0; g0)kHk+2+α0−(n−1)/2k+2 (g0;V ) + kJ(K
0; g0)kHk+2+α0−(n−1)/2k+2 (g0;V )
will also be small. If k  [n2 ] + 1 we can use Proposition 5.7 on V with t = k + 2 + 0 − (n− 1)=2, to
conclude that there exists a solution
(K; g) 2 Ck+3+0−(n−1)=2k+2; (g0;V ) Ck+4+
0−(n−1)=2
k+2; (g
0;V )  (Ck0+2;  Ck0+2;)(V ) ;
with all derivatives up to order k0 + 2 vanishing on @V , close to zero, of the vacuum constraint
equations. Here k0 is any integer satisfying
k0  k ; k0  k + 1 + 0 − − (n− 1)=2 < k + 3=2 − n=2 :
The above construction has a lot of if’s attached, but it does provide new non-trivial extensions
in the following, easy to achieve, situation:
1. (K; g) belongs to a one-parameter family of solutions (K; g) of the vacuum constraint equations
on M ,
2. the vacuum initial data set (K0; g0), assumed above to be dened on M0, arises from a vacuum
initial data set dened on M 0, still denoted by (K0; g0), with
3. (K; g) converging to (K0jM ; g0jM ) as  tends to zero in (Ck+3;  Ck+4;)(M ) .
(Replacing M by a neighborhood of @M , it is of course sucient for all the above to hold in a small
neighborhood of @M .) In such a set-up, proceeding as above one obtains an extension for  small
enough when P  has no kernel on V .
The situation is somewhat more complicated when a kernel is present, though results can be
obtained whenever the set-up of Theorem 3.19 applies. As an illustration, we consider a situation
where M is a smooth compact submanifold, with smooth boundary, of M 0 = R3. This involves no
generality in the following sense: any two dimensional manifold can be embedded into R3, and so can
a tubular neighborhood thereof (this will of course not be an isometric embedding in general). We
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allow M to have more than one connected component. We will only be interested in a component of
@M which is two-sided, with one side thereof corresponding to M , and the other corresponding to an
unbounded component of R3 nM (we assume that such a component exists). A component of @M
with this property will be called an exterior boundary, and will be denoted by @extM . We assume
K0  0, and we let g0 be the Euclidean metric on R3. Replacing M by a tubular neighborhood
(−x0; 0]  @extM we can thus identify M with a subset of R3. We note that the closure of M in R3
will then have a boundary with two components, f−x0g@extM and f0g@extM , but we will ignore
f−x0g  @extM if occurring, and consider only f0g  @extM , which is the exterior boundary of the
new M . From now on we write @M for f0g  @extM . We assume that (K; g) are close to (K0; g0):
kg − g0kCk+4,α(M) + kK −K0kCk+3,α(M) <  ; (8.23)
such metrics can be constructed by the conformal method. We now repeat the construction of the proof
























It follows from (8.23) that there exist a constant C > 0 such that jQ0j  C. We restrict ourselves to
Q’s such that




dS = Q(i) +O(
2) ;










For  small enough one would like to conclude as before. There is, however, a diculty which arises
here because the map of Proposition F.3 degenerates at m = 0, as is made clear by the need of
dividing by m in (F.6) when one wishes to determine ai from J0i. This leads to further conditions
if one wishes the argument to go through: roughly speaking, one needs to assume that m is of
order of , that the ratio j~pj=m is strictly bounded away from one, and that the ratio J=m is o();
if that is the case, we can use the Lemma 3.18 with U = V = B(0; 1) , x = (Q − Q0)=,  = 1=,
G(x) = 1 (Q−Q0 +O(2)) = x+O() and y = 0 to conclude. Rather than making general statements
along those lines, with hypotheses which appear dicult to control, we shall assume that the antipodal
map
xi ! −xi (8.26)
preserves g and maps K to −K; clearly (K1; g1) can be constructed as to preserve this property, and
we will only consider such extensions. Such data will be referred to as parity-covariant.8 Nontrivial
8One of the purposes of the parity conditions here is to ensure vanishing of the centre of mass. This last property
also holds when both g and K are even. However, for even K and small m there arise some diculties with non-zero
angular momentum, essentially identical to those of non-zero centre of mass; see Section 8.9 for an analysis of one such
example.
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parity covariant initial data (K; g), as close to the Euclidean metric as one wishes, can be easily
constructed by the conformal method | we do this, for completeness, in Appendix H.
Assume, rst, thatK | and henceK1 | vanishes. Now, the construction of Theorem 5.6 preserves
all symmetries of initial data, so that gluing together \up to kernel" g1 with (neither boosted nor
translated) Schwarzschild metrics gm will lead to sets (K1 + KQ = 0; g1 + gQ) still being covariant
under the antipodal map (8.26). One then obtains, by parity considerations,
J(K1 + KQ; g1 + gQ) = 0 ; (8.27)
similarly, the left-hand side of (8.25) vanishes for those projections which are associated with the
J ’s. Then, the only possibly non-zero component of the projection on the kernel is the one which
corresponds to the mass. In that case no diculties with the crossing of m = 0 arise, and we can use
on Mext the family of Schwarzschild metrics gm with m 2 (− ; ), with any   min(1; 1=R). Rather
than invoking the Brouwer xed point theorem we note that if the reference Schwarzschild metric
gm has mass m = −min(C; ) we obtain9 a strictly negative value of the projection (8.25) when 
is small enough. The value m = m0 +  leads to a strictly positive value of the projection in (8.25)
(decreasing  if necessary); since the left-hand-side of (8.25) depends continuously upon m there exists
m 2 (−C;m0 + ) such that the left-hand side of (8.25) vanishes.
The case of non-vanishing parity-antisymmetric K’s is handled as follows: let 0   < 1 and
consider the set of (K; g) satisfying
j~p0j  m0 : (8.28)
Equation (8.27) still holds, so that the only projections on the kernel which are non-zero are those
associated with the mass and the momentum. Since the charges in (8.25) are smaller than , while the
error term is one order higher, an argument along lines similar to those of Lemma 3.18 gives existence
of a solution when  is small enough
Summarising, we have proved:
Theorem 8.14 Let k  [n2 ] + 3, and let k0 be the largest integer strictly smaller than k + (3 − n)=2.
Consider parity-covariant vacuum initial data sets (K; g) 2 Ck+2  Ck+3 on a compact smooth sub-
manifold M of R3, and let Ω be any parity invariant bounded domain with smooth boundary containing
M . If (8.28) with some  < 0 holds, then there exists  > 0 such that if (8.23) holds, then there exists
a vacuum Ck
0Ck0 extension of (K; g) across the exterior component of @M , with the extension being
a (perhaps boosted) Schwarzschild solution outside of Ω.
2
Identical results can be similarly obtained when the source elds  and J are prescribed a priori,
rather than arising from some eld theoretical model which has its own constraint equations. It is also
clear that the arguments generalise to Einstein-Maxwell electro-vacuum constraint equations, though
we did not attempt to carry through the details of such a construction.
8.7 Localised Isenberg-Mazzeo-Pollack gluings
In important recent papers, Isenberg, Mazzeo and Pollack have introduced a conformal gluing method
for initial data sets [?,?]; this generalises previous work of Joyce [?] which treats the purely Rieman-
nian case. The problem addressed is the following: let (M;K; g) be a vacuum initial data set on a
not-necessarily connected manifold M ; for simplicity we assume in this section that all the elds are
smooth, though the results below can be stated under nite dierentiability conditions. One also
9At this stage one could use harmonic coordinates, and invoke the small data calculations of Bartnik [?] to conclude
that the mass m0 as dened by Q
0 must be positive, so that restricting oneself to the family of Schwarzschild metrics
with m ≥ 0 suces. However, this is not necessary, and positivity of m0 is actually a consequence of the positive energy
theorem and of our argument here, regardless of the coordinate systems used, for data close enough to Minkowski ones.
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assumes that either M is compact, or (M;K; g) is asymptotically Euclidean, or (M;K; g) is asymp-
totically hyperboloidal; on any compact component a non-degeneracy condition has moreover to be
imposed. Let pi 2 M , i = 1; 2, and for t small let M^t be a manifold obtained by cutting from M
two geodesic balls B(pi; t) of radius t centred at pi, and gluing the left-over manifolds by adding
a neck. It is shown in [?] that when trK is constant over the B(pi; t)’s, then one can construct a
one-parameter family of new initial data sets (M^t; K^t; g^t), t 2 (0; t0) with the property that (Kt; gt)
converges uniformly, in any Ck; norm, on any compact subset of M n fp1; p2g, to (K; g). In fact,
(K^t; g^t) are conformal deformations of (K; g) on M n (B(p1; t1) [B(p2; t1)) for t < t1. The technique
will be referred to as the IMP gluing.
Let us show that in generic situations the gluing can be performed so that the new initial data
coincide with the original ones away from a small neighborhood of the pi’s:
Theorem 8.15 Let t0 be small enough so that the geodesic spheres S(pi; t) are smooth manifolds
for t  2t0. Suppose that there exists 0 < t1  t0 such that the set of KIDs on Γpi(t1; 2t1) :=
B(pi; 2t1) n B(pi; t1) is trivial. Then there exists t2  t1 and a family of smooth vacuum initial data
sets (M^t; ~Kt; ~gt), t  t2 such that
( ~Kt; ~gt) = (K; g) on M n (B(p1; 2t1) [B(p2; 2t1)) :
Remark 8.16 For generic metrics the set of KID’s on Γpi(t1; 2t1) will be trivial for all t1.
Remark 8.17 The initial data set ( ~Kt; ~gt) will coincide with the IMP data set (K^t; g^t) in the neck
region.
Remark 8.18 Suppose that M has two connected components M1 and M2, with each of the pi’s lying
in a dierent component, say p1 2 M1 and p2 2 M2. If the set of KIDs on Γp1(t1; 2t1) is trivial,
then the construction below clearly gives ( ~Kt; ~gt) = (K; g) on M1 nB(p1; 2t1) for t  t2, regardless of
whether or not there are KIDs on annuli on the other component.
Proof: Let  be a positive smooth radial cut-o function equal to 1 in a neighborhood of t1 and
equal to zero in a neighborhood of 2t1. On Γp1(t1; 2t1) set
Kt = K^t + (1− )K ;
gt = g^t + (1− )g :
Then (Kt;gt) coincides with the IMP data (K^t; g^t) in a neighborhood of S(p1; t1), and coincides with
the original data (K; g) in a neighborhood of S(p1; 2t1). It follows that (Kt;gt) and J(Kt;gt) are
supported away from the boundary in Γp1(t1; 2t1). Since the IMP data converge uniformly to the
original ones on Γp1(t1; 2t1) we will have
lim
t!0
(Kt;gt) = 0 = lim
t!0
J(Kt;gt) :
Theorem 5.9 and Corollary 5.11 provides 0 < t2  t1 such that for all 0 < t  t2 there exists a solution
(Kt;gt) of the vacuum constraint equations which is smoothly extended by (K^t; g^t) across S(p1; t1)
and by (K; g) across S(p1; 2t1), as desired. 2
8.8 Vacuum space-times with a smooth global I
The results proved so far can be used to establish existence of a reasonably large class of small-data,
vacuum space-times with a global smooth I . While we refer the reader to [?] for the overall details
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of this construction, we note the following here: rst, in [?] we did not claim that the resulting space-
times will have a smooth I , as we did not realise by then10 that Corollary 5.11 holds. We note that
the argument of Theorem 8.14 does not seem to work with k = 1. However, for the construction
of the space-times with a smooth I + one can proceed as follows: in the setting of the proof of
Theorem 8.14, choose some k large enough so that the previous existence and regularity results apply,
let g1 be an extension as in (8.21). A small smoothing will lead to an extension which is C1. One
then continues the construction as in Section 8.6 using an exponentially weighted Sobolev space, where
the exterior region has been slightly increased, so that its boundary has been moved from @M to the
set fx = −g, for some small positive . The remaining arguments remain unchanged. Instead of
obtaining a smooth extension of the initial data on M one will have a smooth extension of the initial
data on M n f−  x  0g, but this dierence is irrelevant for the purpose of constructing some
examples.
In Theorem 8.14 we have used the family of boosted Schwarzschild metrics in the exterior region.
It should be clear that any parity-covariant reference family of stationary metrics can be used there.
This, together with arguments identical to those of [?], establishes existence of asymptotically simple
parity-covariant space-times which are stationary near i0, with metrics which are not necessarily
Schwarzschild near i0.
A generic metric so constructed will have no KID’s. Whenever that occurs, we can use the
conformal method to slightly deform the initial data on B(0; R) so that the new initial data are not
parity symmetric, and then use Theorem 5.9 and Corollary 5.11 to obtain perturbed initial data on
B(0; R+1) which will not satisfy any parity conditions, and which will coincide with the starting ones
on R3 nB(0; R). Making all perturbations small enough one will obtain a maximal globally hyperbolic
development with a global I , and with a metric which does not satisfy any parity conditions. In
particular asymptotically simple space-times which are Kerrian near i0, with non-vanishing angular
momentum, can be obtained in this way.
8.9 \Many Kerr" initial data
A noteworthy application of the techniques of Section 8.6 is the construction of initial data containing
black-hole regions with exactly Kerrian geometry both near the apparent horizons, and in the asymp-
totic region. This generalises a construction of [?], which leads to \many Schwarzschild" black holes.
More precisely, let I 2 N, we will construct initial data for a vacuum space-time with the following
properties:
1. There exists a compact set K such that (K; g) are initial data for a Kerr metric with some
mass parameter m and some angular momentum parameter a on each connected component of
M nK (in general dierent (m;a)’s for dierent components);
2. let S denote the usual marginally trapped sphere within the Carter extension of the Kerr solution,
then M contains I such surfaces, with the space-time metric being exactly a Kerr metric in a
neighborhood of each S.
In fact, (M;g) will be obtained by gluing together I Kerr initial data with small masses. The resulting
space-time (M;g) will contain can be thought as having I black holes: Indeed, the results in [?] show
that for several congurations the intersection of the black hole region in the associated maximal
globally hyperbolic development of the initial data will have at least I connected components.
Let us pass to the construction: Let N be the integer part of I=2, choose two strictly positive radii
0 < 4R1 < R2 <1, and for i = 1; : : : ; 2N let the points
~xi 2 Γ0(4R1; R2) := B(0; R2) nB(0; 4R1)
10We are grateful to J. Corvino for pointing out that Corollary to us.
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(B(~a;R) | open coordinate ball centred at ~a of radius R) and the radii ri be chosen so that the balls
B(~xi; 4ri) are pairwise disjoint, all included in Γ0(4R1; R2). Set





We shall further assume that Ω is invariant under the parity map ~x! −~x. Let
~Q = ((m;a; ~!); (m0; a0; ~!(0)); (m1; a1; ~!(1)); : : : ; (m2N ; a2N ; ~!(2N))
be a set of numbers and unit vectors satisfying 2m < R1, 2m0 < R1, 2mi < ri. If I = 2N we require
a0 = m0 = 0. Whenever one of the m’s is zero the associated vector ~! is irrelevant, and then we forget
it altogether. Let (K ~Q; g ~Q) be constructed as follows:
1. If I = 2N +1 then on Γ0(R1; 2R1) the initial data (K ~Q; g ~Q) are the initial data for a Kerr metric




























+O(m0a0(a20 +m0 + a
2
0m0)) : (8.30)
In the third line of (8.30) the covariant derivative rl(‘jkxj) is understood as that of a vector
eld with vector index k, at ‘ xed. (To obtain the estimate for the error term we are using
Boyer-Lindquist coordinates as discussed in Appendix F. Recall that K is a linear combination
of space-covariant derivatives of (F.7), which leads to K = O(a0m0). Next, (F.1) gives the
estimate Γijk = O(a20+m0+a
2
0m0) for the space Christoel symbols in asymptotically Euclidean
coordinates, leading to (8.30).) If I = 2N then we take (K ~Q; g ~Q) = (0; ) on Γ0(R1; 2R1);




the initial data (K ~Q; g ~Q) are the initial data for a Kerr metric







j((trK)gkl −Kkl)dSl +O(ma(a2 +m+ a2m)) ; (8.31)
3. on Γ0(2R1; 3R1) the tensor elds (K ~Q; g ~Q) interpolate between the two Kerr initial data already
dened above using a usual cut-o function;
4. on the annuli Γ~xi(ri; 2ri) := B(~xi; 2ri) n B(~xi; ri) the initial data (K ~Q; g ~Q) are the initial data
for a Kerr metric with mass m, with angular momentum aimi~!(i), centred at ~xi. The vanishing





























5. on the annulus Γ~xi(2ri; 3ri) the tensor elds (K ~Q; g ~Q) interpolate between the initial data already
dened above using a usual cut-o function;
6. all the parameters are so chosen, and the gluings are so performed, that the resulting initial data
set is symmetric under the parity map ~x! −~x; note that the Kerr initial data are exactly parity
symmetric in the Boyer-Lindquist coordinates, compare the discussion at the end of Appendix F.
Clearly g ~Q=0 is the flat Euclidean metric on Ω, in particular it is vacuum. For j ~Qj  1 this implies
j(K ~Q; g ~Q)j  Cj ~Qj :
By construction we also have








Similar inequalities hold for derivatives of J and .
Suppose that
j ~Qj   ; (8.33)
Theorem 5.9 and Corollary 5.11 show that there exists 0 <   1 such that for all Q satisfying
(8.33) there exists a set of C1 tensor elds (K^ ~Q; g^ ~Q) dened on Ω which agrees with (K ~Q; g ~Q) in
a neighborhood of @Ω, and which satises the constraint equations except for the projection on the
kernel of P . (Here one should use Theorem 5.9 on a domain strictly included in the interior of Ω; a
similar comment applies whenever we are referring to that theorem below.) Uniqueness implies that
the solution will be even. Parity shows that both the centre of mass and the total momentum vanish,





(K^ ~Q; g^ ~Q) = m−
2NX
i=0










aimi!(i)‘ +O(2) : (8:34b)
Now, one would like to apply a xed point theorem to conclude the existence of a solution, but this
does not seem to work directly because the error term in (8:34b) is too large. Instead, we proceed as
follows: Suppose, rst, that
a = a0 = a1 = : : : = a2N = 0 ;
and write g ~M and g^ ~M for the resulting g ~Q and g^ ~Q. We then have K ~Q = K^ ~Q = 0, so that the
left-hand-side of (8:34b) vanishes identically. Fix any set of mi’s, i = 0; : : : ; 2N , satisfying
2NX
i=0
jmij  =4 :
If  is small enough the right-hand-side of (8:34a) with m = =2 will be strictly positive; it will be
strictly negative with m = −=2, by continuity there exists m such that g^ ~M will be Ricci scalar flat.
To continue, suppose that the ~xi’s have mi  00, with at least onemi > 0, and they are not aligned.
Then the vacuum initial data set (0; g^ ~M ) on Ω has no KIDs.
11 We can therefore use Theorem 5.9 and
11In the case K = 0 the KID equations decouple, so if (N, Y ) is a KID, then so are (0, N) and (Y, 0). The existence
of a KID with Y = 0 would lead to a vacuum static space-time with a non-connected black hole with all horizons
non-degenerate, which is not possible by [?]. Thus N = 0. By [?] the only remaining possibility is a single Killing vector
eld Y which is a non-trivial rotation in the region where the metric is Schwarzschild, which is clearly only possible if
all the ~xi’s are aligned.
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Corollary 5.11 around (0; g^ ~M ) to construct an initial data set (g;K), which coincides with (K ~Q; g ~Q)




jaij <  ; (8.35)
when  is small enough. For further purposes we impose   .
Suppose, nally, that all the ~xi’s are aligned along an axis, say the z-axis. Then the vacuum initial
data set (0; g^ ~M ) on Ω has exactly one KID (Y; 0), where Y is the Killing vector associated with the





we use the Ricci scalar flat metric g^ ~M , g^ ~M and in points 3. and 5. above
g^ ~Q is taken as a combination with cut-o functions of the relevant Kerr metric and of g^ ~M . Assuming
(8.35), we will have
kg^ ~Q − g^ ~MkCk  C(k) ; kK^ ~QkCk  C(k)
We need a somewhat more precise version of the calculation in (8.30). By hypothesis the vector eld
Yk := zklxk = @=@’ is a Killing vector of the metric g ~M , so that
rkYl +rlYk = rkYl + rlYk + 2CrklYr = 2CrklYr ; (8.36)
where r is the covariant derivative of g ~M , while Crkl is the dierence of the Christoel symbols of g ~Q
and g ~M . It follows that
rkYl +rlYk = O() :
Applying the divergence theorem on R3 n ([iB(~xi; ri) [ B(0; R1)) as in the second and third lines of










aimi!(i)‘ +O(2 + 2) : (8.37)
Here the  integral, as well as the integrals (8.37) with ‘ = x and ‘ = y are already identically zero,
so that the only remaining obstruction is the integral at the left-hand-side of (8.37) with ‘ = z. We
choose the exterior Kerr solution so that !z 6= 0. At this stage we might need to decrease  to conclude,
so we suppose that we are working in a family of mass parameters (m;mi) so that =m is uniformly

















+ ) : (8.38)













j < =8 :
We then require  to be small enough so that
jO()j < =16 ;




)j < =16 ;
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for ’s small enough. If a = −=2 the right-hand-side of (8.38) will be negative, it will be positive if
a = =2, and continuity shows existence of an a that leads to a solution of the full constraint equations.
Equation (8:34a) shows that m will be close to
P2N
i=0mi, which gives the desired control of the
ratio =m if all the mi’s are of the same sign. It follows that the previous construction applies in this
case. Clearly the sign condition is not necessary, and there exist several other families of m parameters
which will give the desired control.
We can now repeat the whole previous construction by gluing boosted Kerr initial data centred on
the ~xi’s, with a small boost parameter, to the solution (K; g) just obtained with the same remaining
parameters. If (K; g) has no KID’s, then we will obtain a new smooth solution from Theorem 5.9 and
Corollary 5.11 provided that the boost parameters are small enough. We note that the initial data
(K; g) will have no KID’s except when all the ~xi’s are aligned along, say, the z-axis, with all the ~!(i)’s
pointing in the @z direction. One expects that a variation of the above arguments would still give
existence of solutions, but we have not investigated this point any further.
The mass of the solutions obtained above, as seen from the end r  R2, might be very small. One
can now make a usual rescaling m! m, r ! r, g~m ! −2g~m, to obtain any value of the nal mass
m.
We emphasise that the mass parameters mi and m0 are only restricted in absolute value, so
solutions (0; g ~M ) with some of the mi’s negative or zero, and/or m0 negative or zero, and m negative,
can be constructed. For instance, a zero value of mi will correspond to metrics which can be Ck
matched to a flat metric on B(~xi; ri). One can actually also obtain a = 0, or m = 0, or both: it
suces to repeat the above argument with prescribed values am = 0 and mi, i = 1; : : : ; 2N , adjusting
m0 and/or a0 rather than m and a. Arguing as before one can obtain a family of non-trivial vacuum
initial data which are Minkowskian on an exterior region R3 n B(0; R). (Clearly m = 0 implies that
at least one of the mi’s, i  0, is negative, unless they all vanish.)
A Weighted Sobolev and weighted Ho¨lder spaces
Let  and  be two smooth strictly positive functions4 on M . For k 2 N let Hk; (g) be the space of











is nite, where r(i) stands for the tensor r:::r| {z }
i times
u, with r | the Levi-Civita covariant derivative of
g; we assume throughout that the metric is at least W 1;1loc ; higher dierentiability will be usually
indicated whenever needed. For k 2 N we denote by Hk; the closure in Hk; of the space of Hk
functions or tensors which are compactly (up to a negligible set) supported in M , with the norm
induced from Hk; . The H
k
; ’s are Hilbert spaces with the obvious scalar product associated to the
norm (A.1). We will also use the following notation







so that L2  H0 := H01;1. We set
W k;1 := fu 2W k;1loc such that ijr(i)ujg 2 L1g ;
with the obvious norm, and with r(i)u | the distributional derivatives of u.
12The reader is referred to [?,?,?] for a discussion of Sobolev spaces on Riemannian manifolds.
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For  and ’ | smooth strictly positive functions on M, and for k 2 N and  2 [0; 1], we dene
Ck;;’ the space of C














We will only consider weight functions with the property that there exists ‘ 2 N[f1g such that13
for 0  i < ‘ we have
ji−1r(i)jg  Ci ; ji −1r(i) jg  Ci ; (A.2)
for some constants Ci. This implies that for 0  i < ‘ and for all k 2 N it holds that
ji−kr(i)kjg  Ci;k ; ji −kr(i) kjg  Ci;k : (A.3)
It follows that for m; s 2 N and for 0  i+ k < ‘ the maps
 −mi−sr(i)(s m) : Hk+i; 7−! Hk; ;
 −mi−sr(i)(s m) : W k+i;1 7−!W k;1 ;
 −m−sr(i)(i+s m) : Hk+i; 7−! Hk; ;
 −m−sr(i)(i+s m) : W k+i;1 7−! W k;1 ; (A.4)
are continuous and bounded. If the function ’ satises the same condition (A.3) as  , then we can
replace Hj; by C
j;
;’ in (A.4).
The following situations will be of main interest to us:
 If @M is compact, smooth, and non-empty (see section 5), we will use for  = x a function which
is a dening function for the boundary, at least in a neighborhood of the boundary; that is, any
smooth non-negative function on M such that @M is precisely the zero-level set of x, with dx
without zeros on @M . Then  will be a power of x on a neighborhood of @M . Condition (A.2)
will hold if g has (W ‘−1;1x ; l − 1){behavior at @M in the sense of Denition 5.3 below.
 If M contains an asymptotically flat region (see Section 7),  will behave as r and  will behave
as a power of r in the asymptotically flat region; (A.2) will hold if g is W ‘−1;1r {asymptotically
flat.
 If M contains a conformally compactiable region (see Section 6), then in a neighborhood of the
conformal boundary  will be taken to be 1, while  will be a power of the dening function of
the conformal boundary.
 Exponentially weighted versions of the above will also be considered.
In all those situations one can obtain elliptic estimates in weighted spaces for the equations consid-
ered here by covering and scaling arguments together with the standard interior elliptic estimates on
compact balls (cf., e.g. [?,?,?,?,?,?]). We will refer to this as the scaling property.
More precisely, we shall say that the scaling property holds (with respect to some weighted Sobolev
spaces with weight functions  and , and/or weighted Ho¨lder spaces with weight functions ’ and ,
whichever ones are being used will always be obvious from the context) if there exists a covering of M
by a family of sets Ω, for  in some index set I, together with scaling transformations  : Ω ! Ω^ on
13Conditions (A.2) will typically impose ` restrictions on the behavior of the metric and its derivatives in the asymptotic
regions; it is therefore essential to allow ` < ∞ if one does not wish to impose an innite number of such conditions.
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each of the sets Ω, such that the transformed elds (K^; g^) on Ω are in14 in W 3;1(Ω^)W 4;1(Ω^),
and such that the usual interior elliptic estimates on the Ω^’s can be pieced together to a weighted
estimate, such as (3.21), for the original elds. Some sucient conditions for the scaling property
are discussed in Appendix B. We note that the scaling transformation of the elds on Ω^, (K; g) !
(K^; g^), will typically consist of a pull-back of the elds, accompanied perhaps by a constant conformal
rescaling. The \scaling property" is a condition both on the metric g, the extrinsic curvature tensor K,
and on the weight functions involved: indeed, both the metric coecients, the connection coecients,
as well as their derivatives, etc., which appear in our equations must have appropriate behavior under
the above transformations so that the required estimates can be established.
B Sucient conditions for the scaling property
In this section we present some sucient conditions to the functions  and ’ which guarantee that the
spaces Ck;;’(g) satises the scaling property. We give some examples of such spaces. We assume that
the manifold M is an open subset of Rn, and that the elliptic operator we work with is an operator on
functions. The result generalises to tensor elds on manifolds by using coordinate patches, together
with covering arguments.
We assume that  and ’ verify (A.2). For all p 2 M , we denote by Bp, the open ball of centre p
with radius (p)=2. We require that15 for all p 2M ,
B(p; (p)) M : (B.1)
For p 2M , we dene
’p : B(0; 1=2) 3 z 7! p+ (p)z 2 Bp:
For all functions u on M and all multi-indices γ we have
@γz (u  ’p) = (p)jγj(@γu)  ’p:
Let P (p; @) be a strictly elliptic (e.g., in the sense of Agmon-Douglis-Nirenberg) operator of order m
on M and set
(Pu)(p) := [P (; @)u](p);
note that in our context P will be elliptic uniformly degenerate whenever (p) approaches zero in
some regions. We assume that the coecients of P are in Ck;;1 (M). For all p 2 M , we dene the
elliptic operator Qp on B(0; 1=2) by
Qp(z; @) := P (’p(z); ((p))−1  ’p(z)@);
we then have
Qp(u  ’p) = (Pu)  ’p:
We assume that there exist a constant C1 > 0 such that for all p 2M and all y 2 Bp, we have
C−11 (p)  (y)  C1(p): (B.2)
Then the Ck;(B(0; 1=2)) norm of the coecients of Qp are bounded by the C
k;
;1 (M) norm of the
coecients of P . On other hand, Qp is strictly elliptic and by the usual interior elliptic estimates,there
14It is conceivable that in some situations less a priori regularity on the (K^α, g^α)’s can be assumed, but this is the
setup which seems to play the most important role in our paper; the reader should be able to adapt the dierentiability
conditions to his needs if required.
15It suces to assume that there exists µ > 0 such that for all p ∈ M , B(p, µφ(p)) ⊂ M , as changing φ to µφ for a
positive constant µ leads to equivalent norms. This is actually the condition needed in the asymptotically flat case, as
(B.1) will typically not be satised there. For convenience we assume in (B.1) that any such rescalings have already been
done.
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exist C > 0 which does not depend on p and v such that for all functions v 2 L2(B(0; 1=2)), such that
Qpv is in Ck;(B(0; 1=2)) we have v 2 Ck+m;(B(0; 1=4)) and
kvkCk+m,α(B(0;1=4))  C(kQpvkCk,α(B(0;1=2)) + kvkL2(B(0;1=2))):
So if u is in L2
’−n/2(M) with Pu 2 C
k;
;’(M), then u 2 Ck+m;loc . Now, we assume that there exist a
constant C2 > 0 such that for all p 2M and all y 2 Bp, we have
C−12 ’(p)  ’(y)  C2’(p): (B.3)
For p 2 M , we dene B0p the ball of centre p and radius (1=4)(p). It follows from (B.2) that there
is a p{independent number N such that each Bp is covered by N balls B0pi(p), i = 1; : : : ;N . We then














































+ kukL1ϕ (M)) :
A similar scaling calculation, together with a summation over a set of Bpi ’s forming an appropriate
covering of M , gives the corresponding inequality in weighted Sobolev space. We thus obtain:
Lemma B.1 If  and ’ satisfy the condition (A.2) with  replaced by ’, together with (B.1),(B.2) and
(B.3), then the spaces Ck;;’ verify the scaling property.
As already mentioned, near a compact boundary a standard example of functions satisfying the
above requirement with x | a dening function for the boundary,  = x, and ’ | a power of x.
Another example is ’ = e−s=x, where s 2 R, and  = x2. In fact in that context, x is equivalent to
d(; @M). For suciently regular metrics (e.g., g 2 C‘) we have (A.2), while the choice of  guarantees
(B.1). For (B.2) we compute for all q 2 Bp: by the triangle inequality,
d(p; @M) − d(p; q) < d(q; @M)  d(p; @M) + d(p; q) :
Then, since d(p; q) < x(p)2=2 for q 2 Bp,
d(p; @M)− x(p)2=2 < d(q; @M)  d(p; @M) + x(p)2=2 :
From (B.1) we have that x(p)2 < d(p; @M), giving
d(p; @M)=2 < d(q; @M)  3d(p; @M)=2 ;
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and as x is equivalent to d(:; @M) we obtain (B.2). Now for all q 2 Bp,
e−s=x(p)es=x(q) = e−s(x(p)−x(q))=x(p)x(q);
but jx(p) − x(q)j is bounded by some constant times x(p)2 and x(p)x(q) is equivalent to x(p)2 so we
obtain (B.3).
We note that if ’1 and ’2 satisfy (B.3), then ’1’2 also will. It follows that ’ = xes=x can also
be used as a weighting function in our context with  = x2 for all ; s 2 R.
In asymptotically flat regions the standard choice is ’ = r, for some  2 R, and  = r. Another
one is  = 1 and ’ = esr, where s 2 R; in that case (B.1), (B.2) and (B.3) are evident.
C Weighted Poincare inequalities
We start with some general inequalities on an open manifold M , then we will apply them to all the
cases of interest to us. All the integrals are always calculated with respect to the natural Riemannian
measure d = dg = d(g) with respect to the metric at hand, in local coordinates d =
p
det gij dnx.
We start with a lemma:
Lemma C.1 Let u be a C1 compactly supported tensor eld on M , and let w be a C2 function dened





(−jrwj2 + w)juj2 : (C.1)
Proof: Z
M
jruj2 + jrwj2juj2 + 2uriuriw =
Z
M
jru+ (rw)uj2  0 :
(By an abuse of notation, here and below we write uriuriw for h(u;rrwu), where h is the metric,
constructed using g, on the tensor bundle relevant to the tensor character of u.) An integration by
parts leads to Z
M






−jrwj2juj2 + wjuj2 :
2
Proposition C.2 Let u be a C1 compactly supported tensor eld on M , and let w; v be two C2







v + w + jrvj2 − jrwj2 juj2 :
Proof: Returning to the proof of Lemma C.1, with u replaced by evu givesZ
M







e2v(−jrwj2 + w)juj2 :
(C.2)




[jruj2 + jrvj2juj2]−vjuj2 − 2jrvj2juj2} ;
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v + w + jrvj2 − jrwj2 juj2 :
2
C.1 Application: compact boundaries
Let x be any twice-dierentiable dening function for @M . We shall consider metrics g which are in
W 1;1loc on M and continuous on M . We shall further suppose that the Hessian Hess x := rrx of x
satises
jHess xj = o(x−1) : (C.3)
Equation (C.3) will obviously hold if g is smooth on M ; it is, however, natural to consider metrics of
lower dierentiability class when @M corresponds to a conformal boundary at innity. (Actually, in
this section it would suce to assume that x = o(x−1); however, the stronger hypothesis (C.3) will
be required in our further considerations.)
We will work in a neighborhood of @M small enough so that jdxj is bounded away from zero there.
The following result is well known (compare [?, Lemma 1, Section 3.2.6]), we give a proof since we
need to control the constant in Equation (C.4) below; the calculation can be traced back to those
in [?]:
Proposition C.3 For any  > 0 and s 6= −1=2 there exists x;s > 0 such that for any dierentiable
tensor eld u with compact support in f0 < x < x;sg we haveZ
M
x2s+2jruj2d  (s+ 1=2)2 − }Z
M
x2sjuj2jdxj2d : (C.4)
Proof: We use Proposition C.2, choosing v = (s+ 1) ln(x) one has dv = (s+ 1)dx=x and
v = −(s+ 1)jdxj2=x2 + (s+ 1)x=x = −(s+ 1 + o(1))jdxj2=x2 : (C.5)
It follows that
jdvj2 + v = ((s + 1)2 − s− 1 + o(1))jdxj2=x2 :
Choosing w = −12 ln(x) we have that
−jdwj2 + w = (1=4 + o(1))jdxj2=x2 :
2
Proposition C.4 For any  > 0, t; s 2 R there exists x;s;t > 0 such that for any dierentiable tensor
eld u with compact support in f0 < x < x;s;tg we haveZ
M
e−2s=xx2tjruj2d  s2 − }Z
M
e−2s=xjuj2x2t−4jdxj2d : (C.6)
Proof: We again use Proposition C.2 with v = −s=x + t lnx and w = 0, one then has dv =
sdx=x2 + tdx=x and
v = −2sjdxj2=x3 + sx=x2 − tjdxj2=x2 + t(x)=x = o(1)jdxj2=x4 :
It follows that
jdvj2 + v = (s2 + o(1))jdxj2=x4 :
then we obtain (C.6). 2
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C.2 Application: asymptotically flat metrics
We shall also need a weighted Poincare inequality for metrics g dened on R3 n fr  Rg for some R,
satisfying the following requirement: for every  > 0 there exists R <1 such that
jgij − ij j   on fr  Rg : (C.7)
We shall also require that
r − (n− 1)jrrj2=r = o(1) (C.8)
(recall that the right-hand-side above is zero for a flat metric). One then has the following [?,?]; we
give a proof for completeness16:
Proposition C.5 Suppose that (C.7)-(C.8) hold. Then for any s 2 R and  > 0 there exists Rs; <1
such that for any C1 tensor eld u with compact support included in fr > Rs;g it holds thatZ
r−2s−n+2jruj2d  (s2 − )
Z
r−2s−njuj2d : (C.9)
Proof: We use Proposition C.2 with v = (−s+ 1− n=2) ln r and w = [(n− 2) ln r]=2. We just recall
that when f = c ln r, we have
rf = crr=r
and
f = cr=r − cjrrj2=r2 = c(n − 2)jrrj2=r2 + o(1=r):
So
v + jrvj2 = (s2 − (n − 2)2=4)jrrj2=r2 + o(1=r);
and
w − jrwj2 = ((n− 2)2=4)jrrj2=r2 + o(1=r):
2
Proposition C.6 Suppose that (C.7)-(C.8) hold. Then for any  > 0 there exists Rs; <1 such that
for any C1 tensor eld u with compact support included in fr > Rs;g it holds thatZ
e−2srjruj2d  (s2 − )
Z
e−2srjrrj2juj2d : (C.10)
Proof: We use Proposition C.2 with v = −sr and w = 0. Then rv = −srr and v = −sr =
−s(n− 1)jrrj2=r + o(1) = o(1)jrrj2: So
v + jrvj2 = (s2 + o(1))jrrj2:
2
16Actually the case n = 2 does not seem to have appeared in the published literature so far.
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C.3 Application: conformally compact manifolds
Here, as elsewhere, n denotes the dimension of M . We recall that we have g = x−2g then
(Γ− Γ)kij = −x−1(2k(irj)x− gijr
k
x): (C.11)
In particular, we have
rirjx = rirjx+ x−1(2rixrjx− gijjdxj2g): (C.12)
Throughout this section we use the symbol j  j for j  jg, but we write explicitly j  jg when the g metric
is involved.
Proposition C.7 For any  > 0 and s 2 R, there exists x;s > 0 such that for any dierentiable
tensor eld u with compact support in f0 < x < x;sg we haveZ
M
x2sjx−2r(xu)j2d  [s− (n+ 3)=2]2 − }Z
O
x2s−2juj2jdxj2gd : (C.13)
Proof: We use Proposition C.2, choosing v = (s− 2) ln x one has dv = (s− 2)dx=x and
v = (s − 2)[−jdxj2=x2 + x=x] = (s− 2)(1 − n)jdxj2=x2 + o(1) :
It follows that
jdvj2 + v = [(s− 2)2 + (s− 2)(1 − n) + o(1)]jdxj2=x2 :
Choosing w = [(1− n) lnx]=2 we have that
−jdwj2 + w = [−(1− n)2=4 + (1− n)2=2 + o(1)]jdxj2=x2 :
2
D Weighted estimates for vector elds
In this section we give some estimates for the operator S which associates to a vector eld Y one half
of the Lie derivative of the metric along Y :
S(Y )ij = (LY g)ij := 12(riYj +rjYi):
As it will be often used, we recall that
tr (S(Y )) = divY = riYi:









rV (Y; Y ) + 1
2
div (V )jY j2:
Proof: We integrate by parts the two terms on the right-hand side of the equality
S(Y )ijY iV j =
1
2
(riYjY iV j +rjYiY iV j):
2
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Proposition D.2 For all functions u, all vector elds V and all vector elds Y with compact support










e2u f rV (Y; Y ) + 1
2
div (V )jY j2 + hdu; V ijY j2 + 2hdu; Y ihV; Y i g :









e2u f [S(Y ) + 1
2








e2u f [S(Y ) + 1
2
tr (S(Y ))g](Y; V ) +
1
2
hdu; V ijY j2 + hdu; Y ihV; Y i g :
Proposition D.3 For all vector elds Y with compact support and functions u and v supported in a








e2uhdv; Y i hdv; Y i(jdvj2 + vv + 2vhdv; dui) +2vrrv(Y;rv)] :








2hdv; Y i [rrv(Y;rv) +rY (rv;rv)] ve2u
+hdv; Y i2 vve2u + 2vhdv; duie2u} ;
and rY (rv;rv) = S(Y )(rv;rv): 2
D.1 Application: compact boundaries
We use here the notations of Section 5. Similarly to Section C.1 we assume that (C.3) holds.
Corollary D.4 For all s 2 R and all  > 0 there exists xs; > 0 such that for all vector elds Y with





















Proof: We apply Proposition D.2 with the vector eld V = rx=x and the function u = s ln(x), so
that du = sdx=x and rru = −srxrx=x2 + srrx=x = −srxrx=x2 + o(x−2).
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Corollary D.5 For all s; t 2 R and all  > 0 there exists xs;t; > 0 such that for all vector elds Y













jdxj2jY j2 + 2hY;rxi2

+ o(1)jY j2 )
i
:
Proof: We apply Proposition D.2 with the vector eld V = rx=x2 and the function u = −s=x+t lnx,
so that we have du = −sdx=x2 + tdx=x and rV = o(x−4). 2
D.2 Application: asymptotically flat metrics
In this section we assume that (C.7) holds, while (C.8) will be strengthened to
rrrr =  −rrrr + o(1=r) : (D.1)












(s− 1)jY j2 + (2s + n)hY;rri2 + o(1)jY j2 : (D.2)
Proof: We apply Proposition D.2 with the vector eld V = rr=r = r(ln(r)) and the function
u = (−s − n=2 + 1) ln(r), then du = (−s − n=2 + 1)rr=r and rru = (−s − n=2 + 1)(−rrrr=r2 +
rrr=r) = (−s− n=2 + 1)(−2rrrr=r2 + =r2) + o(r−2), recall that limr!1 jrrj2 = 1. 2











s(jY j2 + 2hY;rri2) + o(1)jY j2 : (D.3)
Proof: We apply the Proposition D.2 with the vector eld V = rr and the function u = −sr.
Corollary D.8 For all vector elds Y with compact support , we haveZ
M
r−2s−n+1S(Y )(rr;rr)hdr; Y i =
Z
M
r−2s−n(s+ o(1))hdr; Y i2:
Proof: We use Proposition D.3 with v = r and u = (−s− n=2) ln r, together with the fact that
rrrr = −rrrr+  + o(1);
and jdrj2 = 1 + o(1). 2
We obtain nally the desired inequalities:
Proposition D.9 For all s 6= 0; 1, there exist Cs > 0 and R(s) such that for all vector elds Y with
compact support in fr > R(s)g, we haveZ
M














r−2s−njrrj2hdr; Y i2 
Z
M
r−2s−n(jsj+ o(1))hdr; Y i2:
We conclude by using Corollary D.6 and the inequality
j[S(Y ) + 1
2
tr (S(Y ))g](Y;rr=r)j  a
2
jS(Y ) + 1
2
tr (S(Y ))gj2 + 1
2a
r−2jY j2jdrj2;
for all a > 0, together with the inequality




D.3 Application: conformally compact manifolds
We recall that we have g = x−2g. Equation (C.12) gives
rirj(x−1) = 2x−3rixrjx− x−2rirjx = x−3gij jdxj2g − x−2rirjx
= x−1jdxj2ggij + l.o. (D.4)
where \l.o." denotes terms which are small compared to the remaining ones.
















− s)jdxj2g)jY j2 − (2s + 1)hdx=x; Y i2jdxj2g + o(1)jY j2

:
Proof: We apply Proposition D.2 with the vector eld V = r(x−1) = −x−2rx and the function
u = (s+ 1=2) ln(x), using (D.4) one then has rV = rr(x−1) = x−1jdxj2gg + o(x−3). 2




x2sS(Y )(rx=x;rx=x)hdx=x; Y i =
Z
M
x2s(n− 2s− 1 + o(1))hdx=x; Y i2jdxj2g :
Proof: We apply Proposition D.3 with v = x−1, u = (s+ 2) ln x, making use of (D.4). 2
Proposition D.12 For all s 6= (n + 1)=2; (n − 1)=2 there exist constants Cs > 0, x(s) > 0 such that
for all dierentiable vector elds Y with compact support in fx < x(s)g we haveZ
M
x2sjS(Y )j2 dg  Cs
Z
M
x2sjY j2 dg :













x2s(jn− 1− 2sj+ o(1))hdx=x; Y i2jdxj2g:
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We conclude by using Corollary D.10 and the inequality
j[S(Y ) + 1
2
tr (S(Y ))g](Y;rx=x)j  a
2
jS(Y ) + 1
2
tr (S(Y ))gj2 + 1
2a
jY j2jdx=xj2;
for all a > 0, together with




From the last result we also get an inequality governing the Hessian operator:
Proposition D.13 For all s 6= (n + 1)=2; (n − 1)=2; (n − 3)=2 there exist constants Cs > 0 and x(s)
such that for all dierentiable functions N with compact support in fx < x(s)g, we haveZ
M
x2sjrrN −Ng −N Ric gj2 dg  Cs
Z
M
x2s(jN j2 + jrN j2) dg :
Proof: We will use Proposition D.12 with
Y = x−1rN −Nr(x−1) = x−2r(xN):
By (D.4) we have
r(iYj) = x−1rirjN −Nrirj(x−1) = x−1(rirjN −N jdxj2gg) +Nx−2rirjx ;
then
S(Y )− divY g = x−1
h
rrN −Ng + (n− 1)N jdxj2gg +N(x−1rrx− x−1gxg)
i
:
On the other hand we have
Ric g = Ric g + x−1[(n− 2)rrx+ (x)g]− (n− 1)jdxj2gx−2g
= −(n− 1)jdxj2gg + l:o:
Finally, we obtain
S(Y )− divY g = x−1[rrN −Ng −N(Ric g + l:o:)] :
Now, we use the inequality
jS(Y )− trS(Y )gj2 = jS(Y )j2 + (n − 2)(tr S(Y ))2  jS(Y )j2;
and Proposition D.12 with s there replaced by s+ 1 yieldsZ
x2s






The result follows now from the following calculation, where Proposition C.7 with s there equal to
s+ 1 is used when going from the second to the third line:
kxs−1r(xN)kL2 = kxs−1r(xN)kL2 + (1− )kxs−1r(xN)kL2
 kxsrNkL2 − kxs−1NrxkL2 + (1− )kxs−1r(xN)kL2
 kxsrNkL2 − kxs−1NrxkL2 + (1− )ckxsNkL2




LetS be an n-dimensional spacelike hypersurface in a n+1-dimensional Lorentzian space-time (M ; g),
n  2. Suppose that M contains an open set U with a global time coordinate t (with range not
necessarily equal to R), as well as a global \radial" coordinate r 2 [R;1), leading to local coordinate
systems (t; r; vA), with (vA) | local coordinates on some compact n−1 dimensional manifold M . We
further require that S \U = ft = 0g. Assume that the metric g approaches (as r tends to innity,
in a sense which is made precise below) a background metric b. The Hamiltonian analysis of vacuum
general relativity in [?] (see also [?, Section 5] or [?, Appendix A]) leads to the following expression
for the Hamiltonian associated to the flow of a vector eld X, assumed to be a Killing vector eld of
the background b:17



























jdet b j : (E.4)
(The question of convergence of the right-hand-side of (E.1) will be considered shortly. The last term
in (E.2) is actually identically zero for asymptotically Euclidean hypersurfaces, but does not vanish
for hyperboloidal hypersurfaces and is necessary there to ensure convergence of the integral.) The
form (E.1) is most convenient when trying to establish formulae such as (E.14) below, expressing the
Poincare{covariance of the Hamiltonians.
E.1 Initial data asymptotically flat in spacelike directions
Consider, to start with, Lorentzian metrics which are asymptotically flat in the following sense: there
exists a coordinate system x covering a set which contains
S0 := fx0 = 0 ; r(x) :=
qX
(xi)2 > Rg ;
and assume that the tensors g := g(@; @) and b := b(@; @) satisfy along S0
b =  := diag(−1;+1; : : : ;+1) ; (E:5a)
jg − b j  Cr− ; j@g j  Cr−−1 ; n=2− 1 <   n− 2 : (E:5b)
If one further assumes that the energy-momentum tensor T of g is in L1(S0), then the ADM energy-
momentum vector dened as
p(S0) := H(S0; g; b; @) (E.6)
is nite and well dened [?,?,?]. The niteness of the Lorentz charges,
J(S0) := H(S0; g; b; x@ − x@) ; (E.7)
17The integral over ∂S should be understood by a limiting process, as the limit as R tends to innity of integrals





y dx0 ∧ · · · ∧ dxn, with y denoting contraction; g stands for
the space-time metric unless explicitly indicated otherwise. Further, a semicolon denotes covariant dierentiation with
respect to the background metric b.
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where x := x , requires further restrictions { there are various ways to proceed [?, ?, ?, ?], the
following is convenient for our purposes: let Ω  R1;n be invariant under the transformation
x ! −x ; (E.8)




(f(x) + f(−x)) ; f−(x) = 1
2
(f(x)− f(−x)) :
We shall henceforth only consider metrics dened on domains of coordinate systems which are invariant
under (E.8), and we will assume that in addition to (E.5) we have
jg− j  C(1 + r)−− ; j@(g−)j  C(1 + r)−1−− ; − >  ; + − > n− 1 : (E.9)
We note that in dimension n+1 = 3+1 , Equations (E.5) and (E.8) hold for the Schwarzschild metric
in the usual static coordinates, with  = 1 and − | as large as desired. Similarly (E.5), (E.8) hold
for the Kerr metric in the Boyer-Lindquist coordinates, discussed in Section F below, with  = 1 and
− = 2.
Recall that a boost-type domain ΩR;T;  R1;n is dened as
ΩR;T; := fr > R ; jtj < r + Tg ; (E.10)
with  2 (0;1]. We have the following:
Proposition E.1 Let g be a Lorentzian metric satisfying (E.5) and (E.9) on a boost-type domain










jT j  C(1 + r)−n− ; jT − j  C(1 + r)−n−1− ;  > 0: (E.12)
Let S  ΩR;T; be the hypersurface fy0 = 0g \ΩR;T;, where the coordinates y are obtained from the
x’s by a Poincare transformation,
x ! y := x + a ; (E.13)
so that  is a constant-coecients Lorentz matrix, and a is a set of constants, set S0 := fx0 = 0g.
Then:
1. The integrals dening the \Poincare charges" (E.6)-(E.7) of S and S0 converge.
2. We have
(p(S ); J(S )) = (p(S0);J(S0)
+ap(S0)− ap(S0)) : (E.14)
Here  :=  and p(S0) = H(S0; g; b; @=@x), while p(S ) = H(S ; g; b; @=@y), simi-
larly for J .





















where Q is a quadratic form in rg , and Qγ is bilinear in rg and g − b , both with



































0 ) : (E.19)
Passing to the limit R!1 one obtains convergence of p(S0) and of J(S0). For further reference



























Because Lorentz transformations commute with the antipodal map (E.8) the boundary conditions (E.5)
and (E.9) are preserved under them, and convergence of the Poincare charges of S for transformations
of the form (E.13) with a = 0 follows. In order to establish point 2., still for a = 0, we use Stokes’
theorem on a set TR dened as
TR = fr = R; 0  t  −(00)−10ixig [ fr = R; 0  t  −(00)−10ixig ; (E.21)
so that the boundary @TR has two connected components, the set S0\fr = Rg and the set S \fr =











The boundary conditions ensure that the integral over TR vanishes in the limit R!1 (for p this is
again straightforward, while for J this follows again by parity considerations), so that
H(S ; g; b;X) = H(S0; g; b;X) : (E.23)
We consider nally a translation; Stokes’ theorem on the n{dimensional region
fy = x + sa ; s 2 [0; 1] ; x 2 S ; r(x) = Rg
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leads again | in the limit R!1 | to (E.23), in particular H(S ; g; b;X) converges. The transfor-
mation law (E.14) follows now from (E.23) by the following calculation:
J(S ) := H(S ; g; b; y @@yν − y @@yµ )
= H(S0; g; b; y @@yν − y @@yµ )
= H(S0; g; b; (x + a) @@xβ − (x + a) @@xβ ) :
2
It is convenient to have a n + 1 version of (E.1), in the asymptotically flat vacuum case this is
easily implemented as follows: let (S ;K; g) be an asymptotically flat vacuum initial data set, if the
data are suciently dierentiable there exists a vacuum development (M; n+1g) of the data so that S
can be isometrically identied with a hypersurface t = 0 in M , with K corresponding to the second
fundamental form of S in (M; n+1g). We can introduce Gauss coordinates around S to bring n+1g
to the form
n+1g = −dt2 + gt
where gt is a family of Riemannian metrics on S with g0 = g. We then set
b = −dt2 + e ;
where e is the Euclidean flat metric equal to diag(+1; : : : ;+1) in asymptotically flat coordinates on
S . Let nb be the future directed b-unit normal to S and let (Y;N) be the KID determined on S by
the b-Killing vector X; by denition,
X = Nnb + Y ; b(nb; Y ) = 0 along S : (E.24)
Since the future pointing g-unit normal to S , say ng, coincides with nb, we also have
X = Nng + Y ; g(ng; Y ) = 0 : (E.25)
We dene the Poincare charges Q by the formula
Q((Y;N); (K; g)) := H(S ; n+1g; b; V N + Y ) : (E.26)
It is well known that the integrand of (E.26) can be expressed in terms of K, g, as well as the rst


















where q is a quadratic form in gij − ij, @kgij , and Kij , with uniformly bounded coecients whenever
gij and gij are uniformly bounded. This follows immediately from (E.15)-(E.16), together with the
n+ 1 decomposition of the energy-momentum tensor density (E.11), and of the error term in (E.16).
One can also work directly with the n + 1 equivalents of the boundary integrals in (E.27) | cf.,
e.g., [?] | but those are somewhat cumbersome when studying behavior of the charges under Lorentz
transformations.
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F The reference family of Kerr metrics
Let us denote byKi0 the family of Cauchy data (g;K) obtained as follows: let 4g be a Kerr metric with
m 6= 0, a 2 R; in Boyer-Lindquist coordinates (t; r; ; ’) we have [?, p. 100] (see also http://grdb.org)
4gtt = −1 + 2mr2 ; 4gt’ = −2mra sin
2 
2
; 4grr = 
2
4 ;
4g = 2 ;
4g’’ = sin2 







2 = r2 + a2 cos2  ; 4 = r2 − 2mr + a2 :
Introduce a \quasi-Minkowskian" coordinate system (x) = (t; xi) by setting
x1 = r sin  cos’ ; x2 = r sin  sin’ ; x3 = r cos  ;
which brings 4g to the form  + O(r−1) for x’s in a set r  R0 for some R0, and apply to
it a Poincare transformation (E.13). We further assume that ( ; a) belongs to the connected





for some R = R(m;a; ; a) by extracting the gravitational initial data out of the metric 4g on the
hypersurface y0 = 0. The function R(m;a; ; a) can be chosen to be continuous, in particular for
any set (m0; a0;0 ; a





chosen independently of (m;a; ; a) 2 O0. We equip Ki0 with the topology of uniform convergence
on relatively compact open sets; any weighted Sobolev topology on the set of initial data will lead, by
restriction, to this topology on Ki0 .
We wish to show that the setKi0 can be uniquely parameterized18 by the Poincare charges (p; J)
dened in (E.6)-(E.7) , with p ranging over the set of timelike vectors I(0) in the Minkowski space-
time R1;3, and J ranging over all anti-symmetric two-covariant tensors. In other words:
Proposition F.1 The map
Q : Ki0 3 (g;K) ! (p; J) 2 I(0)  R6  R4  R6 (F.3)
is a continuous bijection.
Proof: Let (g;K) be the Cauchy data on fx0 = 0; r  R0g for a Kerr metric as above with some
parameters m 2 R and a 2 R, we then have
p = (m; 0; 0; 0) ; J = 2ma1[
2
] : (F.4)
The transformation law (E.14) shows that for any vector ni 2 R3 satisfyingPi(ni)2 = 1 we can obtain
a pair (p; J) of the form
p = m0 ; J0i = 0 ; Jij = maijknk ; (F.5)
by
 either performing a rotation by an angle less than or equal to =2 in the plane Span(@z; ni@i)
which brings ni@i to @z, then we choose the sign +, or
18The construction of the set Ki0 involves twelve free parameters, however two of them are redundant because of the
existence of the two-parameter group of isometries of the Kerr metric.
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 we perform a rotation by an angle less than or equal to =2 in the plane Span(@z ; ni@i) which
brings ni@i to −@z, then we choose the sign −.
In the overlapping case ni@i ? @z the choice does not matter because the resulting metrics (and thus
initial data) are identical \modulo gauge" | the corresponding transformation a! −a, (t; r; ’; ) !
(t; r;−’;  − ) is an isometry of the Kerr metric. Next, a space-translation ai 2 R3 produces out of
(F.5) a pair (p; J)
p = m0 ; J0i = −mai ; Jij = maijknk : (F.6)
It follows that any set (p = m0; J) can be obtained in a unique way by calculating the charges
(E.6)-(E.7) using initial data in Ki0 by the operations just described. Now, for any timelike p
there exists precisely one boost transformation  in the plane Span(0; p) which maps m0 to p,
provided m is suitably chosen, and we conclude by noting that, at xed  , the map
R
6 3 J ! J 2 R6
is a linear isomorphism. 2
We end this section by verifying that the initial data for the Kerr metric in Boyer-Lindquist
coordinates are parity symmetric. First, we note that gij is obviously even. Next, we have
4gtidx





(xdy − ydx) ; (F.7)
so that the coordinate components of the shift vector are odd. Now, the lapse function is symmetric
under parity. Further, the derivatives of an even function are odd and vice-versa; in particular the
Christoel symbols are odd while the partial derivatives of the coordinate components of the shift
vector are even. The usual formula for Kij in terms of the derivatives of the shift vector yields the
result.
G Uniform local invertibility
Proposition G.1 Let (Vx; k  kVx)x2A and (Wx; k  kWx)x2A be two families of Banach spaces. Let
r > 0 and let ffx : BVx(0; r) !Wxgx2A be a family of dierentiable functions such that:
1. Dfx(0) : Vx −!Wx has a right inverse for all x 2 A which is bounded independently of x 2 A.
2. kfx(v + h) − fx(v) −Dfx(v)hkWx=khk2Vx is bounded independently of x 2 A, v 2 BVx(0; r) and
h 2 V such that v + h 2 BVx(0; r).
3. kDfx(v + h) − Dfx(v)kL(Vx ;Wx)=khkVx is bounded independently of x 2 A, v 2 BVx(0; r) and
h 2 V such that v + h 2 BVx(0; r).
Then there exists  > 0 and C > 0 such that for all x 2 A and all f 2 Wx, kfkWx < , there exists
a solution x 2 Vx of the equation
fx(x)− fx(0) = f;
which satises kxkVx  CkfkWx.
Proof: From 1), there exist a constant C1 such that for all x 2 A and all w 2Wx, the equation
Dfx(0)h = w ;
has a solution h 2 Vx such that
khkVx  C1kwkWx :
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From 2) and 3), there exist constants C2 and C3 such that for all x 2 A, all v 2 BVx(0; r) and all
h 2 V ,
kfx(v + h)− fx(v)−Dfx(v)hkWx  C2khk2Vx ;
kDfx(v + h)−Dfx(v)kL(Vx;Wx)  C3khkVx :
Let x 2 A and f 2 Wx. We will construct a Picard sequence fhng such that
P
hn converges to a
solution when f is small enough. From 1), we have a solution h0 2 Vx of
Dfx(0)h0 = f;
which satises kh0kVx  C1kfkWx : Let x1 := h0 which is in BVx(0; r) if kfkWx is small enough.
Let us now dene the sequence hi+1, solution of
Dfx(0)hi+1 = fx(0) − fx(xi+1) + f ;
where xi+1 = xi +hi (we assume that xi+1 2 BVx(0; r), it will be justied at the end of the proof).
We have that
Dfx(0)hi+1 = fx(0) − fx(xi) + fx(xi)− fx(xi+1) + f





+[Dfx(xi)hi + fx(xi)− fx(xi + hi)] ; (G.1)











Choose any  2]0; 1[, let  be small enough so that
KC1 < 1 ;
(KC1)1−
1− (KC1)  1 ;
and such that for all t 2 [0; [,
C1t
1− (KC1t)  2C1t < r;
and let C := 2C1. If kfkWx  ; from Lemma G.3 with ai = khikVx , the sequence xn+1 :=
Pn
i=0 hi






 CkfkWx < r:
Note that for all n  0, kxn+1kVx < r. On the other hand, as hi+1 goes to zero in Vx we have that
fx(0)− fx(xi)− f = Dfx(0)hi+1 goes to zero in Wx. 2
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The following result is needed to be able to obtain weighted Ho¨lder regularity of the solutions
obtained, to start with, in weighted Sobolev spaces. In our applications the spaces Ex will be the
weighted Ho¨lder spaces Ck+2;;’ Ck+2;;’ , the Fx’s will be Ck+1;;’0  Ck;;’0 , the Gx’s will correspond to
Ck+1;;’00 Ck;;’00 , for appropriate weights ’;’0; ’00, see the proof of Proposition 3.13. Finally, A should
be thought of as a neighborhood of x0 = (K0; g0) in (C
k+3;
;1  Ck+4;;1 ) \ (W k+3;1 W k+4;1 ).
For the following result we shall denote by
Dfx(0)−1r
the right inverse of Dfx(0), the existence of which has been assumed in point1. of the preceding
proposition.
Proposition G.2 Under the hypotheses of Proposition G.1, consider three families of Banach spaces
(Ex; k  kEx)x2A, (Fx; k  kFx)x2A and (Gx; k  kGx)x2A such that Gx is continuously embedded both in
Fx and in Wx, with the norms of the embeddings uniformly bounded in x 2 A. Assume there exist a
r0 > 0 such that ffx : BEx(0; r0) ! Fxgx2A is dened, dierentiable and veries:
1. if h is in the image of Dfx(0)−1r and Dfx(0)h 2 Fx then h 2 Ex and
khkEx  C(khkVx + kDfx(0)hkFx);
where C does not depend on x 2 A.
2. kfx(v + h) − fx(v) −Dfx(v)hkGx=khk2Ex is bounded independently of x 2 A, v 2 BEx(0; r0) and
h 2 Ex such that v + h 2 BEx(0; r0).
3. kDfx(v + h) − Dfx(v)kL(Ex ;Gx)=khkEx is bounded independently of x 2 A, v 2 BEx(0; r0) and
h 2 V such that v + h 2 BEx(0; r0).
Then there exists  > 0 and C 0 > 0 such that for all x 2 A and all f 2Wx \ Fx satisfying
kfkWx + kfkFx < 
there exists a solution x 2 Ex satisfying
kxkEx  C 0(kfkWx + kfkFx) :
Proof: The constant C which appears in the proof may change from term to term and line to line.
The solution is constructed by the same method as in the proof of Proposition G.1. Let, thus, hi be
the sequence dened there, by hypothesis 1. for all i  −1 we have hi+1 2 Ex and
khi+1kEx  C(khi+1kVx + kDfx(0)hi+1kFx)
 C(kDfx(0)hi+1kWx + kDfx(0)hi+1kFx)  CkDfx(0)hi+1kGx ;
which is clearly true regardless of whether or not the last term is nite. On the other hand, from





So from Lemma G.3 with ai = khikEx , if f is suciently small in Fx norm, then the sequence
Pi
k=0 hk
is convergent in Ex to some element x 2 Ex, with
kxkEx  Ckh0kEx  C(kh0kVx + kDfx(0)h0kFx) = C(kfkWx + kfkFx):
2
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G.1 A sequence adapted to the Picard method
Lemma G.3 Let K > 0,  2]0; 1[, and let fangn2N be a sequence with non-negative terms which





If a0 is small enough to verify
Ka0 < 1 and
(Ka0)1−
1− (Ka0)  1;
then the sequence Sn(a0) :=
Pn
i=0 ai is convergent to a limit denoted S(a0) which satises
0  Sn(a0)  S(a0)  a01− (Ka0) ;
in particular, S is continuous at 0.





We will show by induction that
bn  b1+n0 : (G.2)





























H Small initial data on a bounded domain in R3
Let Ω be a bounded domain in R3 with smooth boundary, and let eg be any smooth up-to-boundary
Riemannian metric on Ω such that
1
2
e(X;X)  eg(X;X)  2e(X;X) ; (H.1)
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where e is the Euclidean metric. It can be seen that there are no conformal Killing vectors which
vanish on @Ω (cf., e.g. [?, Proposition 6.2.2]) which implies that the operator
H2 3 X ! eDi eDiXj + eDjXi − 23 eDkXkegij

2 L2
has no kernel ( eD | the Levi-Civita connection of eg), and can thus be used to construct eg-transverse
( eDiLij = 0) traceless (egijLij = 0) tensors Lij on Ω in the usual way. When ~g is parity-symmetric,
then parity-antisymmetric Lij’s can be obtained by replacing Lij with (Lij(x)−Lij(−x))=2. Let, thus,
any parity-antisymmetric, transverse, traceless, Lij be given, for  2 [0; 1] consider the Lichnerowicz
equation:
8eg−R(eg)+ 2jLj2eg−7 = 0 ; (H.2)
which we rewrite as
Lu := (eg + s)u = F (u) ; (H.3)




One will obtain a solution
(Kij := −2Lij; gij := 4egij)
of the vacuum constraint equations using the inverse function theorem in, e.g., weighted Ho¨lder spaces,
if one can show that the operator L appearing at the left-hand-side of (H.3) has no kernel. In order
to show that this is indeed the case for g − e small enough in C2(Ω), and for  small enough, let CP
be the constant appearing in the Poincare inequality for Ω:







it follows from (H.1) that we also have





det eg d3x  4p2CP Z
Ω
jduj2egpdet eg d3x ; (H.5)
If Lu = 0, by integration by parts one obtainsZ
Ω
(−jdu2jeg + su2pdet eg d3x = 0 ;














det eg d3x ; (H.6)
hence u = 0 if kskL1(Ω) is small enough, and the inverse function theorem applies. Clearly the
resulting (K; g) will be non-trivial as soon as eg is not conformally flat.
Let (m; ~p) be the ADM four-momentum of (K; g) obtained by integrating U given by (E.2) (ex-
pressed in terms of g and K) over @Ω; here b should be taken as the Minkowski metric, and space
coordinates harmonic for g should be used | such coordinates can be found globally on Ω if g is close
enough to e. At  = 0 we have ~p = 0, while it follows from the calculations in [?] that m > 0 (choosing
g closer to e if necessary). Continuity then shows that choosing  small enough we will obtain
j~pje  12m :
The initial data set (K; g) will then fulll all the requirements set forth in Theorem 8.14.
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