ABSTRACT Aiming at the power optimization control problem of front-end speed regulation (FESR) wind turbine, when the wind speed above rated wind speed, an optimal control strategy of variable pitch and variable torque based on improved NSGA-II algorithm is proposed. For this strategy, the reverse learning mechanism was used to initialize and evolve, and the crossover probability and mutation probability were adjusted dynamically based on the exponential distribution. A fuzzy comprehensive evaluation was used to get the best solution from the non-inferior solutions. The objective function was established upon the goals of the constant output speed for hydraulic speed converter and the smoothness of FESR's output power. And pitch angle and vane opening angle were optimized by the improved NSGA-II algorithm. Afterward, the optimization control algorithm has been validated through simulation experiment to a 2 MW FESR. The simulation results show that the output power of FESR was smoothed, and the speed fluctuation and power fluctuation of FESR were also reduced, better control performance is thus achieved. Therefore, it is feasible and effective to optimize the control of FESR by the improved NSGA-II algorithm proposed in this paper.
I. INTRODUCTION
Wind power is a new energy source with the most largescale development conditions and commercial development prospects. Wind power has been vigorously developed recently. The annual average coverage load ratio of wind power is increasing progressively. The access of wind power makes power system more and more complex. The requirements for continuity, stability, and safety of electrical energy are increasing as well [1] . Wind turbine is an important part of wind power-connected power system. The safe, stable and reliable operation of wind turbine plays a very important role in improving the power quality and ensuring the safe and reliable operation of wind power-connected power system. At present, there are two main types of grid-connected wind turbines, one is the back frequency-stabilized wind turbine,
The associate editor coordinating the review of this manuscript and approving it for publication was Lasantha Meegahapola. such as doubly-fed induction generator (DFIG) wind turbine and direct-drive synchronous generator (DDSG) wind turbine; the other is front-end speed regulation (FESR) wind turbine. The back frequency-stabilized wind turbine is coupled to the power grid via a converter [2] , [3] . Due to the existence of the converter, its further development is under the influence of many restrictions [4] - [6] . FESR is a new type of wind turbine that is different from DFIG and DDSG. It uses the hydraulic speed converter to adjust the speed at the front of the unit, and it uses electrically excited synchronous generator (EESG) to couple with power grid directly. It overcomes the shortcomings of conventional wind turbine [7] , [2] . However, the FESR is coupled with a variety of physical systems such as aerodynamic systems, mechanical systems, electrical systems, hydraulic systems, control systems and protection systems. It has the characteristics of nonlinearity, distributedparameter, multi-variable and strong coupling. Coupled with the intermittent and unstable wind energy, wind turbine and wind farm are in a constant dynamic process of adjustment, which makes the control and optimization of FESR very difficult.
From an international point of view, the application of FESR has just started. DeWind 8.2, a prototype using Windrive technology, was successfully connected to the power grid in Cuxhaven, Germany in January 2007, and it has obtained DEWI-OCC certification in the same year. In January 2008, DeWind installed a test fan in the Veladero Plateau mountain, which is 4200m above sea level in the Argentinean Sea Andes. It has been running steadily for three years with diesel generating units, which has fully verified its reliability under extreme operating conditions. Little Pringle of Texas, USA, introduced 10 DeWind 8.2 models in 2010, that made it become the world's first wind farm to fully adopted FESR. By the end of 2010, 16 units have been put into operation in Europe and America. China started late, Guodian United Power and Lanzhou Electric Co., Ltd., Lanzhou Jiaotong University, other universities and research institutes conducted research in this area and already have achieved some results.
In 2014, a wind farm with 25 FESRs was set up in Hongshagang, Minqin, Gansu Province, and connected to the power grid in August 2015, which laid the foundation for the promotion and development of FESR in China.
At present, the research on FESR mainly focuses on the following aspects. Firstly, the new transmission chain using the hydraulic torque converter. Secondly, the characteristics of FESR in normal operation. Thirdly, the low voltage ridethrough (LVRT) characteristics of FESR. Reference [8] studied the structural parameters optimization of the hydraulic transmission system and designed the corresponding control system. Reference [9] studied the main parameters of the hydraulic transmission and its influence on the performance of the wind power generation system. Reference [10] studied the reactive power control of FESR, established a simplified model of FESR, and calculated the voltage value of EESG by using optimal control. Reference [11] studied the gridconnected characteristics of a new type wind turbine with synchronous generator and torque converter coupled to the power grid directly, according to the power system's classification criteria for power grid connection stability analysis and the impact of conventional wind turbines on the access system. References [12] , [13] , [15] , [16] analyzed and simulated the grid-connected stability of FESR from three aspects, such as transient power angle stability, voltage stability and frequency stability. Reference [17] studied the LVRT control strategy of FESR and the LVRT characteristics of wind turbine under different voltage drop conditions, and verified the effectiveness of the control strategy through simulation.
The above literatures have studied and obtained some results from different aspects. However, during the process of research, independent and discrete modeling is adopted for FESR, and the unified hybrid system model of FESR is not established, which is not conducive to the study of the control performance of FESR. And the existing intelligent optimization control method is only for a certain subsystem in the FESR, such as pitch system, torque system, excitation system, etc. But it has not considered the coordinated optimization control between multiple subsystems.
FESR contains continuous dynamic systems under specific operating conditions and discrete events, such as start/stop, parallel/off-network, etc., that means it is a typical hybrid system. Moreover, the working mode of FESR will change frequently with the change of wind speed, and the tasks of the control system in each working mode are also discrepant. The throwing/dropping of auxiliary systems increases the complexity of control system. Therefore, FESR is used as a hybrid system to analysis and research, which can effectively solve the problem of modeling and controlling of FESR. For complex systems with nonlinear uncertainties, multi-objective and multi-constraint conditions, the intelligent optimization control method could realize the coordinated control of multiple subsystems such as pitch control system, hydraulic speed converter and excitation system. It would achieve a better performance of the whole system. This paper focused on the division of state space in hybrid systems, established a hybrid automata control structure of FESR, and used the improved NSGA II algorithm to achieve optimal control of FESR.
II. STRUCTURAL ANALYSIS AND MODELING OF FESR A. STRUCTURE OF FESR
The structure diagram of FESR is shown in Fig.1 . The components include wind wheel, speed-increasing gear box, hydraulic speed converter and the EESG. The main transmission consists of a fixed-shaft gear and a planetary row. The ring gear of planetary row is settled, and the main shaft enters the planet carrier of the planetary gear train through the fixed-axis gear. The hydraulic speed converter consists of two planetary rows and a vane adjustable hydraulic torque converter. There are pump wheels, turbines and guide wheels in the working chamber of hydraulic torque converter. Pump wheel is connected to input shaft. The turbine is connected to output shaft. Guide wheel does not rotate, which guides liquid. On the left is the first-stage planetary speed-increasing gear train. When the power of main shaft is input from the ring gear of first planetary row, the planetary gear (connected with the gearbox input shaft) drives sun gear (connected with the generator shaft) to rotate. The solar wheel drives pump wheel, and then drives the turbine to rotate. The turbine is connected with solar wheel through a sleeve. The sun gear drives the right inner ring gear through a fixed planetary wheel. The inner gear ring on the right side drives inner gear ring on the left side to rotate in the direction which is opposite to the rotation direction of the planetary wheel. The connecting method introduced above increases the speed of solar wheel and realizes the power confluence. Adjustment of the guide wheel's angle can adjust the torque of pump wheel, thereby adjust the cycle power. Thus, the output torque and speed are changed. That is, variable speed input and constant the speed output can be realized [18] , [19] . In order to derive the mathematical model of the FESR, the structure of FESR is shown in Fig.2 .
B. MATHEMATICAL MODEL OF WIND WHEEL
The wind wheel can only absorb part of the wind power, and C p (the wind energy utilization coefficient) is usually used to measure the amount of energy that the wind turbine absorbs from the natural wind. The definition of C p is as follows, and the maximum value known from the Betz limit is 0.593.
where P w is the power absorbed by the wind turbine; P is the kinetic energy of the wind when it reaches the sweeping surface of a wind wheel. In order to describe the movement state of wind wheel at different wind speeds, the ratio of peripheral speed to the wind speed at tip of wind turbine blade is defined as the tip speed ratio λ.
where R is the radius of wind wheel; n w is the speed of wind wheel; v is the wind speed; v tip is the wind speed at tip of wind turbine blade. So far, it is difficult to obtain an exact expression for the change of C p . In order to study the problem, it is necessary to approximate C p [20] . By consulting the literature, the current general expression of C p can be approximated as (3) . Generally, there are three kinds of fitting relationships, this paper chooses one of the methods to calculate C p , and the expression is (4) .
The power and torque absorbed by the wind wheel are described as:
where ρ is the air density; T w is wind turbine torque; C p is the function of tip speed ratio λ and pitch angle β.
C. MATHEMATICAL MODEL OF DRIVE CHAIN
The transmission device is composed of a main transmission gear box and a hydraulic speed converter. In the process of calculation, it is assumed that the input shaft of synchronous generator moves in the counterclockwise direction, the positive direction of angular velocity is calibrated according to the right hand rule. At the same time, the counterclockwise torque is positive while the clockwise torque is negative.
1) MATHEMATICAL MODEL OF MAIN DRIVE GEARBOX
The main drive gearbox is used to increase the speed of the drive transmission and reduce its torque. The expressions of output speed, power, and torque are described as:
where i 1 is the main drive gearbox speed increase ratio; n w is the wind wheel speed; η 1 is the transmission efficiency of the main drive gear, η 1 = 0.975; n 1 is the output speed of the main drive gear box; P 1 is the output power of the main drive gearbox; T 1 is the output torque of the main drive gearbox.
2) MATHEMATICAL MODEL OF HYDRAULIC SPEED CONVERTER
The input of hydraulic speed converter is connected to the output of the main drive gearbox, and the output is connected to the input of the synchronous generator. According to the connection relationship shown in Fig.2 , the relationship between the speed and the torque of the hydraulic torque converter can be deduced. a)Speed relationship:
where n 0 is the output speed of hydraulic speed converter; α 1 and α 2 are structural parameters of the first planetary row and VOLUME 7, 2019 the second planetary row,
and Z t1 are the numbers of teeth of first planetary gear ring and sun gear; Z q2 and Z t2 are the numbers of teeth of second planetary gear ring and sun gear; i TB is the rotational speed ratio of guide vane adjustable torque converter, i TB = n T/ n B ; n B is the speed of the pump wheel; n T is the speed of the turbine. b) Calculation of torque converter speed ratio:
c) Torque relationship: (10) where T 0 is the output torque of hydraulic speed converter; K TB is the torque ratio of hydraulic speed converter,
T B is the torque of pump wheel of hydraulic speed converter; T T is the torque of turbine of hydraulic speed converter; T T is the input torque of hydraulic speed converter. d) Power relationship:
where P 0 is output power of hydraulic speed converter. Mechanical friction is not considered in the torque transmission relationship. Therefore, it is necessary to correct the output torque and power of entire hydraulic speed converter. It is assumed that the correction coefficient is constant. The corrected torque and power are as follows.
where η m is the mechanical friction correction factor of hydraulic speed converter, η m = 0.97. It can be seen from (12) and (13) that: T G and P G are functions of K TB and i TB , K TB and i TB are functions of wind speed v, pitch angle β and guide vane opening coefficient x. Therefore, T G and P G can be described as functions of wind speed v, pitch angle β and guide vane opening coefficient x. 
D. SYSTEM MODEL OF SYNCHRONOUS GENERATOR EXCITATION
The FESR adopts an EESG. The excitation system of EESG mainly has three forms: DC exciter excitation, static rectifier excitation and rotary rectifier excitation (brushless excitation system). In large-capacity synchronous generators, a rotary rectifier excitation system that does not require a brush and a collector ring is usually employed [21] , [22] , [24] . The synchronous generator in FESR adopted a three-stage brushless excitation system, and its structure was shown in Fig.3 . The excitation power source comes from the auxiliary exciter, which is an uncontrollable rectification excitation system whose power comes from the auxiliary exciter.
E. MATHEMATICAL MODEL OF SYNCHRONOUS GENERATOR
There are two types of synchronous generators: salient pole type and hidden pole type. The hidden pole type structure can be regarded as a special case of the salient pole type structure. In the synchronous generator structure, the rotor direct axis (d-axis) has an objective excitation winding f and an equivalent damper winding D. On the quadrature axis (q-axis) there are two equivalent damper windings: winding Q and winding g [25] . This paper establishes a mathematical model in the dq0 coordinate system of asynchronous generator. The voltage equation and the flux linkage equations (16) and (17), as shown at the bottom of the next page, where dq0 is the winding in two-phase coordinate system, corresponding to the winding under abc three-phase coordinate system before coordinate transformation. After the dq0 transformation, the inductance matrix in the flux linkage equation becomes a constant matrix, and the mutual inductance between d-axis and q-axis becomes zero. Electromagnetic torque and torque balance equations are:
T m = T e + B m ω r + Jpω r (19) where B m is the rotational resistance coefficient of generator; ω r is the mechanical angular velocity of rotor. Active power and reactive power of generator output are:
F. DIVISION OF OPERATING MODE OF FESR
The FESR operating mode is shown in Fig.4 , it can be divided into six working modes (assuming that the wind turbine is always facing the wind direction, and the yaw process is not considered): standby mode; start mode, maximum wind energy capture mode (constant C p Mode), constant speed mode, constant power mode and shutdown protection mode. The multi-mode control strategy of FESR is determined for the control objectives of different control modes. In standby mode, since the wind speed is less than cut-in wind speed, the cost performance of wind energy utilization is low. Therefore, the wind turbine is shut down. In start mode, the wind speed is less than rated wind speed, but greater than cut-in wind speed, and has been maintained a certain period of time, the brake device is released. Wind turbine enters start mode from standby mode, and starts to generate power. At this time, the main control objective is to achieve the speed up and the power grid connection. In the maximum wind energy capture mode (constant C p mode), the wind turbine is integrated into power grid. The wind speed is still less than rated wind speed, so as to track the optimal wind turbine speed and ensure the maximum wind energy utilization coefficient, and achieve maximum wind energy captured. In the constant speed mode, the rotor speed reaches its limit speed, and the rotor speed no longer changes with wind speed, but the wind turbine power continuously increase. In constant power mode, the wind speed is less than cut-out wind speed, but greater than the rated wind speed and has been maintained a certain period of time. At this time, the speed and the power of generator are kept constant to achieve constant power output of FESR. In the shutdown protection mode, the wind speed is higher than cut-out wind speed, limited by the electrical and mechanical strength, the wind turbine brakes are activated, and wind turbine is shut down to ensure the safety of FESR.
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G. HYBRID AUTOMATIC MACHINE MODEL OF FESR
According to the division modes of FESR, the hybrid automaton model established in this paper is shown in Fig.5 [26]- [28] . In Fig.5 , v in is cut-in wind speed; v r is rated wind speed; v out is cut-off wind speed; time1 and time2 are time constants; w Wm in is the minimum value of wind wheel speed; w Wm ax is the maximum value of wind wheel speed. CutIn is a grid-connected event; w G is synchronous generator speed. q1 · · · q6 represent different working areas of the system. FESR has 6 discrete states. The possible discrete migration E has been clearly marked in the figure. Each enabled set of discrete migration is represented in the transition arc between two discrete states respectively. The sub-model x = f n (x) in different states is a continuous system model which is obtained according to the state.
III. OPTIMIZATION CONTROL OF FESR BASED ON IMPROVED NSGA II A. HIERARCHICAL CONTROL STRUCTURE OF FESR
In this paper, a hierarchical control structure is used to coordinate and optimize the active power. The control of FESR is divided into two layers. The upper layer is power optimized control system. The lower layer is pitch control subsystem and hydraulic speed converter subsystem. The system structure is shown in Fig. 6 .
The pitch control subsystem adjusts the power through the pitch angle. The hydraulic speed converter subsystem adjusts the power through the guide vane opening coefficient. Through the coordination of the two subsystems, the optimal control of power is realized. The upper layer gives the control parameters of the two subsystems, namely the pitch angle and the guide vane opening coefficient, through the optimization control algorithm, and transmits them to each subsystem in real time. The two subsystems are controlled according to the control parameters given by the upper layer.
B. OBJECTIVE FUNCTION AND CONSTRAINT CONDITION
In this paper, a multi-objective optimization objective function is constructed based on the stability of output speed and the smoothness of output power. The objective function of FESR is as follows: (22) and (23) . f 01 (β, x) and f 02 (β, x) take the minimum value to satisfy the requirements of output speed and output power.
where ω ref = 1500 rpm is the rated speed of synchronous generator, ω G is the actual output speed of hydraulic speed control system, P ref = 2000 kW is the rated output power of FESR, P G is the actual output power of FESR, v is the input variable, β and x are parameters to be optimized.
C. PROBLEMS IN NSGA II
NSGA-II algorithm is an improved algorithm by adding elite retention strategy, congestion calculation and fast nondominated sorting strategy. It solved the problems of difficult parameter selection and low operation efficiency of original algorithm. It has been proved that NSGA-II is better than other representative algorithms. The main components of NSGA-II algorithm include generating coding, initializing groups, assessing fitness, fast non-dominated sorting, computing congestion, selection, crossover and mutation. NSGA-II algorithm has the following problems. Genetic algorithm (GA) is highly depended on the initial population. Because the randomness is too large in the initial group determination process, the differences between initial groups is great, which directly affects the convergence algebra. It makes the deviation between convergence algebras of each operation larger. Therefore, the process of initial population's determining can be considered to be improved.
The NSGA-II algorithm is the same as traditional GA, the crossover probability and mutation probability use fixed parameters. Using a constant crossover probability value will make the solution fall into local optimum or premature.
The elite strategy adopted by NSGA-II algorithm is: firstly, the parent population A and the offspring population B are merged into a population C, whose size is 2N. Then, the population C is sorted by using the fast non-dominated. The virtual fitness is calculated. The top N better individuals from the combined population C are selected to form a new parent population A. However, since the repeating individuals have same non-dominated layer number, elite strategy may select a large number of repeating individuals into the new parent population, this will reduce the diversity of population and will affect the search ability of algorithm.
D. IMPROVED NSGA II ALGORITHM
In view of the above-mentioned problems of NSGA-II algorithm, the improvement measures proposed in this paper were as follows:
1) GENERATION OF INITIAL POPULATION BASED ON REVERSE LEARNING
The reverse learning mechanism is applied to the population initialization process. It considered both the population A and the inverse population A * , so it has a greater probability of approaching the optimal goal of the problem compared to pure random initialization [29] . The process of reverse learning initialization is as follows:
a) Random initialization of individuals of population A:
where N is the population size; D is the dimension of solution space; x ij (0) is j-th dimensional variable value in i-th individual of initial population A; U j and L j represent the upper and lower bound of j-th dimension variable value in solution space. b) Calculate individuals in the reverse population A * :
c) Select N best individuals from population A and reverse population A * as the initial population.
2) IMPROVEMENT OF CROSSOVER PROBABILITY AND MUTATION PROBABILITY
In this paper, initialization of crossover probability and mutation probability are upper and lower bound of the change in its optimization process. The crossover probability and mutation probability are dynamically adjusted by means of evolutionary algebra and population information, in order to improve the search ability for an optimal solution [30] . In early stage of evolution, crossover probability and mutation probability adopt larger values, which contributes to the initial global search ability of the algorithm. In later stage of evolution, crossover probability and mutation probability are relatively adjusted to small values, which contributes to the local search ability of the algorithm and are beneficial to the search of the optimal solution set. Referring to the probability density function of exponential distribution, the set values of crossover probability and mutation probability in this paper are:
P c = P c max × e −3g(Pc max−Pc min ) G (27) where: G is the largest evolutionary algebra; g is the current generation; P m is the mutation probability; P mmax and P mmin are the maximum value and minimum value of the mutation probability; P c is the crossover probability; P cmax and P cmin are the maximum value and minimum value of crossover probability.
3) IMPROVEMENT OF ELITE STRATEGY
Applying the reverse learning mechanism to elite strategy, in each generation of evolutionary process, the parent population A and its generated child population B are combined to C, the inverse population C * of C is calculated. They compete together to produce the next generation. However, in later stage of the algorithm, the population C has formed a certain rule, which is close to the optimal solution area. Therefore, it is of little significance to calculate the inverse population in the later stage of the algorithm and slow down the running speed of the algorithm. Thus, the following method is designed: in each generation of the evolutionary process, its population C is calculated with a certain probability O r (opposite rate), and in the process of evolution, O r is exponentially decreased, that is: in the early stage of the algorithm, the inverse population is obtained in a large proportion. In middle and later stages of the algorithm, the inverse population is obtained in a small proportion. With the increase of the evolutionary algebra, the proportion of reverse population is getting smaller and smaller. In later period, the basic population is no longer sought. The proportion is defined as follows:
where O rmax is the maximum value of O r . In this way, the application of reverse learning mechanism can accelerate the convergence of the algorithm. At the same time, the diversity of the population can be maintained.
E. SEEKING THE SATISFACTORY SOLUTION
The goal of goal optimization is to find an optimal solution, but absolute optimality is often difficult to find. Usually, aiming at the actual problems, we find a satisfactory solution that has practical significance and meets certain accuracy requirements after repeated verification. Currently, there are two common ways to find a satisfactory solution. One way is to transform a multi-objective problem into a single-objective problem; the other one is to use fuzzy mathematics theory to select the best solution. Among them, fuzzy comprehensive evaluation method is to make an overall evaluation of the objects restricted by various factors through fuzzy mathematics. It has the advantages of systematic and clear results in solving various uncertain problems. In this paper, fuzzy comprehensive evaluation method is used to find a satisfactory solution from the Pareto solution set obtained by improved NSGA-II. The process of solving is as follows: (1) determining the factor set of the evaluation object; (2) determining the evaluation set; (3) establishing the fuzzy evaluation matrix; (4) determining the weight coefficient; (5) comprehensive evaluation. In this paper, rate change of pitch angle and rate change of guide vane opening coefficient are VOLUME 7, 2019 mainly considered as factor set of the evaluation object. There are 5 elements in the evaluation set, which are: very good, good, average, poor, very poor. The weighting coefficient is determined by analytic hierarchy process.
F. EVALUATION INDEX OF ALGORITHM PERFORMANCE
Unlike the performance evaluation method for singleobjective optimization problems, describing the definition of performance in a multi-objective problem is a complex problem. Generally, two aspects are considered. One is the distance between non-dominated solution set and Pareto frontier, the other is the distribution of non-dominated solution set. This paper selects the generation distance (GD) index proposed by Van Veldhuizen and Lamont, and the diversity metric (DM) index proposed by Deb to evaluate the convergence and distribution of the algorithm respectively [31] .
1) GD
GD is used to indicate the distance between PF known and PF true , this index is used to evaluate the convergence of algorithm, the calculation formula is as follows:
where n is the number of vectors in PF know ; p = 2; d i represents the Euclidean distance between each dimension vector and the nearest vector of PF true in the target space. If the result is 0, it means PF know = PF true and other values indicate the extent that PF know deviates from PF true , the smaller the indicator, the better the performance.
2) DM
DM is used to evaluate the distribution of individuals in the approximate solution set in target space, the evaluation function is defined as follows:
where the parameters d f and d l are the Euclidean distances between the extreme solutions and the boundary solutions of the obtained nondominated set. The parameter P m max = 0.9 is the average of all distance d i , i = 1, 2, . . . , (N − 1), assuming that there are N solutions on the best nondominated front. With N solutions, there are (N-1) consecutive distances. The denominator is the value of the numerator for the case when all N solutions lie on one solution. The ideal solution set is that all distances are equal to the average distance, so the smaller the indicator, the better the performance.
IV. SIMULATION ANALYSIS A. SIMULATION ANALYSIS OF TEST FUNCTION
To verify the performance of improved NSGA-II algorithm, the classic ZDT series functions (ZDT1, ZDT2, ZDT3, ZDT6) are selected as test functions. The test results are evaluated from the aspects of convergence and distribution using GD and DM. The experimental parameter settings: population size is 100, maximum algebra is 200, crossover probability is 0.9, and mutation probability is 0.1. The upper and lower bounds of mutation probability and crossover probability in the improved NSGA-II are P mmax = 0.9, P mmin = 0.2, P cmax = 0.9, P cmin = 0.2, and the maximum proportion of inverse population is calculated as O rmax = 0.8.
The experimental result is the average of 10 operations. The statistical data of final operation results are shown in Table 1 . From Table 1 , the improved NSGA-II algorithm is superior to NSGA-II algorithm in both convergence and diversity among four test functions. Therefore, the improvement measures for the NSGA-II algorithm are effective.
B. SIMULATION ANALYSIS OF ACTUAL EXAMPLE
Based on the actual operation data of FESR, the simulation experiment of whole system is carried out by using MATLAB software according to the above theoretical analysis. The basic parameters of the wind turbine are shown in Table 2 .
1) ANALYSIS OF PARETO SOLUTION AT CONSTANT WIND SPEED
Constant wind speed is 13 m/s. The basic parameters of algorithm are set as follows: initial population size is N=100, maximum iteration algebra is 200, mutation probability and crossover probability adopt dynamic adjustment strategy, among them: P mmax = 0.9, P mmin = 0.2, P cmax = 0.9 and P cmin = 0.2, the maximum proportion of reverse population is O rmax = 0.8.
In order to compare the convergence and distribution of NSGA-II and improved NSGA-II algorithms, when the algorithm satisfies conditional and stops optimization, the improved NSGA-II algorithm and NSGA-II algorithm Pareto frontier comparison graph are shown in Fig.7 . It can be seen from Fig.7 that: the improved NSGA-II algorithm has a better convergence speed than NSGA-II algorithm, and the improved NSGA-II algorithm also has a great improvement in diversity. In order to make a more intuitive comparison, the improved NSGA-II and NSGA-II algorithms were analyzed 10 times, and the mean and standard deviation of GD and DM are calculated respectively. The calculation results are shown in Table 3 . It could be seen from Table 3 that the improved NSGA-II algorithm is significantly better than NSGA-II algorithm. It can be proved that the improved NSGA-II algorithm is feasible and effective for the optimal control of FESR. Fig.8 is a wind speed sample in which the wind speed is higher than rated wind speed. Fig.9 is a comparison chart between the optimized output speed and the measured output speed of FESR at an unoptimized time. From Fig.9 , it can be seen that the maximum instantaneous amplitude of the actual speed before optimization exceeds the rated value by 1.1 r/min. After using improved NSGA-II and fuzzy comprehensive evaluation, the maximum instantaneous amplitude of output speed exceeds the rated value by 0.5 r/min. The fluctuation range of synchronous generator speed is 1499.6 r/min∼1500.5 r/min, and the frequency range of generator is 49.98 Hz∼50.02 Hz. The optimal control method proposed in this paper has greatly improved the speed fluctuation of FESR. Figure 10 is a comparison chart between the optimized output power and the measured output power of FESR at an unoptimized time. From Fig.10 , it can be seen that the output power of the FESR varies with the wind speed. Before optimization, the output power of the FESR fluctuates greatly, VOLUME 7, 2019 and the maximum instantaneous amplitude exceeds the rated value by 55 kW. After optimization, the power fluctuation is small, and the maximum instantaneous amplitude exceeds the rated value by 14 kW. In reference [32] , differential evolution algorithm is used to optimize power, and simulation under similar conditions is carried out. From the simulation results in [32] , it can be seen that the power fluctuation decreases after optimization, and the maximum instantaneous amplitude exceeds the rated value of 25 kW. The power fluctuation is smaller after using the optimal control method in this paper, and the maximum instantaneous amplitude exceeds the rated value by 14 kW. Compared with the differential evolution method proposed in [32] , the optimization method presented in this paper achieves a better optimization effect.
2) SIMULATION ANALYSIS OF OUTPUT POWER AND OUTPUT SPEED

V. CONCLUSION
According to the characteristics of FESR wind turbine, a hybrid automaton model of FESR was established in this paper. On this basis, the improved NSGA-II algorithm and the fuzzy comprehensive evaluation method were applied to the power optimization of FESR wind turbine. The simulation study of FESR was carried out. The simulation results show that when the wind speed is higher than the rated wind speed, the improved NSGA-II algorithm proposed in this paper can greatly reduce the speed fluctuation and power fluctuation of FESR wind turbine. Compared with the optimization methods adopted in the existing literatures, the optimization method proposed in this paper can obtain a better optimization result. In this paper, the optimal control of active power in FESR wind turbine has been studied and achieved some results, but there are still some problems that have not been deeply studied, which need to be further considered and perfected: (1) More detailed analysis and more precise modeling of flexible transmission chain of adjustable hydraulic speed converter are needed; (2) Fault traversing of FESR wind turbine need to be studied in order to improve the fault traversing ability of FESR wind turbine.
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