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Mehrere Medien, mehrere Codes,
mehrere Sinneskanäle?
"Multimedia":
multiple media, multiple codes, multiple modalities?
Der Begriff,, Multimedia
"
hat seine technische Bedeutung (Kombination von techni¬
schen Mittlern) immer mehr verloren. Heute bezeichnet man mitMultimedia in erster
Linie Vielfalt von Codierungen und Vielfalt von angesprochenen Sinnesmodalitäten.
Der Beitrag analysiert diesen Wandel und stellt psychologische Ansätze zur Rolle
von Codierungen und Modalitäten beim Lernen dar. Aus unterrichtswissenschaftli¬
cher Sicht wird dann die Frage diskutiert, ob man von multimedialer Vielfalt auch
mehr Lernen erwarten kann. Dabei wird die Bedeutung der Steuerung des Lernpro¬
zesses durch die Lerner herausgestellt.
During the last years the concept of„ multimedia
"
has continuously lost its technical
meaning (in the sense ofa combination oftechnical means to convey Information). To¬
day the term multimedia mainly describes a multitude of codes and the respectively
addressed sensory modalities. This article analyses the undergoing change in the defi-
nition ofthe term „ multimedia
"
and describes psychological findings on the influen¬
ce ofcodes and sensory modalities on learning. From an educational viewpoint it will
be discussed whether a greater variety in the use ofmultimedia may lead to better lear¬
ning. Consequently, the importance ofthe learner's control and regulation ofhis or
her learning processes will be emphasized.
1. „Multimedia":
mehrere Medien, mehrere Codes, mehrere Sinneskanäle?
Für die empirische Unterrichtsforschung ist der Begriff „Multimedia" unge¬
eignet (Weidenmann 1996 a). Die enge Wortbedeutung „mehrere Medien"
führt direkt in die Problematik des Begriffs „Medium". In der Medienwissen¬
schaft wird Medium traditionellerweise als „Mittler" zwischen einem Sender
und Empfänger verstanden. Für Lasswcll (1948) geht es darum, „in which
Channel" ein Inhalt transportiert wird. Dieses ingcnieurwissenschaftlichc Pa¬
radigma einer Übertragung von Information ist durch Forschungen im Be¬
reich der Medienwissenschaft ebenso fragwürdig geworden wie im Bereich
der Unterrichtsforschung. Es zeigte sich nämlich, daß das technische Medium
keineswegs ein neutraler, passiver „Mittler" ist, sondern sowohl die Botschaft
wie die Rezeption beeinflußt. Außerdem stellte sich heraus, daß der „Empfän¬
ger" ein höchst aktives, von Erwartungen beeinflußtes und sinnkonstruieren¬
des Individuum darstellt, dessen Rezeptionstätigkeit kaum zu prognostizieren
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ist. In der Medienwissenschaft wurde daher der simple „Wirkungsansatz"
durch den „Nutzenansatz" (Blumler & Katz 1974) abgelöst. In der Unterrichts¬
wissenschaft und Pädagogischen Psychologie rückten in der Folge der „kogni¬
tiven Wende" die Lernenden und ihre informationsverarbeitenden Aktivitäten
in den Mittelpunkt, während die Rolle des Mediums immer mehr in den Hin¬
tergrund trat. Suchte man noch in den 70er Jahren Mcdientaxonomien zu er¬
stellen, um beim instruktionalen Design bestimmten Lernzielen bestimmte
Medien zuordnen zu können (Heidt und Schwittmann, 1976), so verlagerte
sich das Interesse nach der kognitiven Wende zunehmend auf die Interaktion
zwischen „medienspezifischen Angebotsweisen" und Merkmalen der Rezi¬
pienten (Sturm 1989). Damit waren vor allem die „Symbolsysteme" und
„Codes" (Olson, 1976) gemeint, in denen eine Botschaft als Text, Bild oder
Film präsentiert wurden. Der Supplantationsansatz von Salomon (1979) po¬
stuliert, daß Symbolsysteme kognitive Prozesse „modellieren". Die kognitiv
orientierten Medienpsychologen suchten herauszufinden, welche Symbolsy¬
steme von den Lernern wie verarbeitet wurden und welche „literacy" bzw. „Vi¬
sual literacy" als Kompetenz im Umgang mit diesen Symbolsystemen erfor¬
derlich sei. Clark (1983) sprach den Medien jede Bedeutung für das Leinen
ab; Medien sind in seiner Sicht lediglich Vehikel. Lcrnrelcvant sei lediglich
die Methode, nach der das Lernmaterial strukturiert sei. Insgesamt hat also das
technische Medium in der Analyse des Lernprozesses seine dominierende Po¬
sition verloren. An seine Stelle tritt das Konzept des „medialen Lernangebo¬
tes" (Abb.l aus Weidenmann, 1996 b, S. 335).
Abb. 1: Elemente eines medialen Lernangebotes
Möglichkeiten der Nutzung
Ein mediales Lernangebot besteht zum einen aus einer instruktionalen Bot¬
schaft, die entstanden ist aus der spezifischen Codierung und Stukturicrung ci-
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nes Inhalts. Die Codierung zeigt sich in Sprache, Bilder, Zahlen usw. Die Struk¬
turierung betrifft Aspekte wie Reihenfolge der Anordnung, Fragen und Aufga¬
ben, Feedback usw., also Merkmale der didaktischen Methode. Zum anderen
wird diese Botschaft medial kommuniziert, z.B. als Text in einem Buch oder
aufeinem Computer-Bildschirm. Jedes Medium zeichnet sich aus durch ein ei¬
genes Profil hinsichtlich der Möglichkeiten, Codierungen und Strukturierung
zu realisieren. So sind die Möglichkeiten des Computers den Möglichkeiten
des bedruckten Papiers überlegen. Die bisherige Darstellung verdeutlicht, daß
„Multimedia" im Sinne von „mehrere Medien" ein Konzept ist, das für die Ana¬
lyse des Lernens mit multimedialen Angeboten wenig taugt. Im Alltag meint
man mit „Multimedia" denn auch weniger mehrere Medien, sondern eine Mi¬
schung von Text, Bildern und Ton. Das sind jedoch Merkmale des medialen
Lernangebotes. Wissenschaftler wie Olson oder Salomon (s.o.) würden aller¬
dings zu Recht bemängeln, daß Text und Bild Sysmbolsysteme darstellen, Ton
jedoch eine Sinncsmodalität bezeichnet. Es zeigt sich, daß auch bei einem er¬
weiterten Multimedia-Begriffein erhebliches Klärungsdefizit besteht. Weiden¬
mann (1995,1996 a) hat deshalb vorgeschlagen, zur Beschreibung multimedia¬
ler Angebote ein Raster von mindestens drei Dimensionen zu verwenden (s.
Abb.2, aus Weidenmann 1995, S.67).





• PC und Bildschirm
Codierung monocodal multicodal:
• nur Text • Text mit Bildern
• nur Bilder • Graphik mit
• nur Zahlen Beschriftung
Sinnesmodalität monomodal: multimodal:
• nur visuell (Text, • audiovisuell (Video,
Bilder) CBT-Programm mit
• nur auditiv (Rede, Ton)
Musik)
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Die Kategorie „Medium" soll demnach für die technische Dimension der Pro¬
duktion, Speicherung, Präsentation und Nutzung des medialen Angebotes ver¬
wendet werden. „Multimedial" hieße dann, daß bei einem medialen Angebot
mehr als eine Technik/Technologie beteiligt ist. Die Kategorie „Codierung"
(oder Symbolsystem) bezeichnet die Art und Weise der Verschlüsselung der in¬
struktionalen Botschaft eines medialen Angebotes. Die in unserer Kultur vor¬
herrschenden Kommunikationscodes bei medialen Lernangeboten sind Spra¬
che (Text und gesprochene Sprache), Bilder (Abbilder, Diagramme, bewegte
Bilder usw.) und Zahlen. Multicodal ist ein mediales Angebot dann, wenn meh¬
rere dieser Codierungen verwendet wurden.
Die Kategorie „Sinncsmodalität" fokussiert auf die physiologischen Rczcp-
tionssysteme, die von einem medialen Lernangebot angesprochen werden.
Multimodal ist z.B. ein Video, weil es Augen und Ohren stimuliert. Die Be¬
zeichnung „Sinneskanal" entspringt wie die Kategorien „Sender" und „Emp¬
fänger" einer veralteten und unangemessenen technischen Konzeption von
Kommunikation (s.o.).
Daß dieses Begriffsraster davor schützt, Äpfel mit Birnen in einen Topf zu wer¬
fen, zeigt die beliebte Tabelle zu den Lernerfolgen bei Lesen, Hören, Sehen,
Nachcrzählcn,Tun. Es zeigt sich, daß Lesen und Nacherzählen den Umgang
mit einer Codierung bezeichnen; es handelt sich um Aktivitäten mit dem verba¬
len Symbolsystem, einmal mit Text, einmal mit Sprcchsprachc. Gleichzeitig
sind aber auch unterschiedliche Sinnesmodalitäten involviert; Lesen ist visu¬
ell, Nacherzählen auditiv. Das Raster macht weiter darauf aufmerksam, daß Le¬
sen und Sehen keine getrennten Kategorien sind; Lesen ist Sehen (visuelle Mo¬
dalität). Der Gewinn dieses Rasters liegt auch darin, daß Forschungslinien er¬
kennbar werden. Man sollte demnach nicht „Multimedia" oder „multimediale
Angebote", sondern die Wirkung von unterschiedlichen technischen Mittlern,
von unterschiedlichen Codierungen und von unterschiedlichen Sinncsmodali-
täten untersuchen. Ansatzweise ist dies bereits erfolgt (s. nächster Abschnitt).
Die Befunde sind jedoch noch spärlich und wurden selten an medialen Lernan¬
geboten erhoben wie sie in der Praxis vorkommen.
2. Zur Rolle von Codierungen und Modalitäten
Die Bedeutung von Codierungen und Sinnesmodalitäten für den Lernprozeß
hängt davon ab, ob der kognitive Apparat überhaupt code- und modalitätsspczi-
fisch arbeitet. Diese Voraussetzung wird heute von der Forschung bestätigt,
wenn es auch unterschiedliche Annahmen und Modelle dazu gibt, wie dies im
einzelnen geschieht.
Zur Rolle der Codierungen, die in einem medialen Angebot präsentiert wer¬
den, haben vor allem die Arbeiten von Paivio und sein Dual-Codc-Modcll
(1986) die Diskussion bestimmt. Paivio postuliert zwei mentale Systeme, de¬
ren eines für verbal codierte Informationen, das andere für bildhaft codierte In¬
formationen spezialisiert ist. Beide Systeme stehen miteinander in Verbin¬
dung. Günstig für das Behalten von Informationen wirkt sich nach Paivio aus,
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wenn beide Systeme maximal beteiligt sind; er spricht dann von „Doppelcodie¬
rung" im Gehirn. Die Untersuchungen zur Hemisphärenspezialisierung (Sprin¬
ger & Deutsch 1995) lassen sich mit den Annahmen von Paivio vereinbaren;
demnach sind Zentren der linken Hemisphäre besonders für die Verarbeitung
von Sprache verantwortlich, während Zentren der rechten Großhirnhälfte vor¬
rangig die Verarbeitung von Bildern leisten. Verschiedene Modelle gehen da¬
von aus, daß nach einer codespczifischcn Erstverarbeitung der Informationen
das Gehirn mit zunehmender Verarbeitungstiefe die Codegebundenheit ver¬
läßt und die Informationen in abstraktere Formate verschlüsselt, was dann wie¬
derum eine flexible Übertragung in Codes erlaubt, wenn z.B. ein Lerner das Ge¬
wußte sprachlich oder bildhaft wiedergeben soll (vgl. das Gedächtnismodell
von Engclkamp, 1990).
In der Unterrichtspraxis dominieren verbal codierte Lernangebote, obwohl die
meisten Praktiker der Ansicht sind, Bilder seien besonders lernförderlich. Tat¬
sächlich haben Studien wie die von Paivio einen „Bildüberlegenhcitseffckt"
dokumentiert; die Befunde sind aber kaum auf die Unterrichtswirklichkeit zu
übertragen, weil sie mit Listen von isolierten Worten und einfachen Strich¬
zeichnungen gewonnen wurden und vor allem das Wiedererkennen geprüft
wurde. Zwar haben zahlreiche Studien zum Wissenserwerb mit Bildern (vgl.
Levie 1987, Weidenmann 1994) auch bei komplexerem Material gezeigt, daß
Bilder das Verstehen und Behalten von Texten deutlich unterstützen können.
Doch diese Befunde sprechen nur für die Wirksamkeit sinnvoller Text-Bild-
Kombinationcn, nicht für eine prinzipielle Überlegenheit bildhafter Codierun¬
gen. Bilder scheinen nach Engclkamp (1990) allerdings „konzeptnäher" verar¬
beitet zu werden als Sprache; das sollte jedoch nur für Abbilder gelten. Für das
Design von multicodierten Lernangeboten sind die Untersuchungen von Salo-
mon (1984) zu beachten, denen zufolge bei den Lernern zum verbalen Code an¬
dere Einstellungen existieren als zum imaginalen. Text z.B. gilt als „schwer",
Bilder als „leicht" und entsprechend unterschiedlich sind oft die Verarbeitungs¬
weisen. Bilder laufen daher Gefahr, von den Lernenden unterschätzt zu wer¬
den, während man sich bei Text mehr anstrengt.
Die Rolle der Sinnesmodalitäten ist im Kontext von Lehren und Lernen kaum
erforscht. Insoweit sind die Ergebnisse physiologischer Laborforschung z.B.
zur Leistungsfähigkeit der Sinncssystcmc kaum auf die Lernpraxis zu bezic¬
hen. Außerdem sprechen die oben genannten Untersuchungen dafür, daß es
vor allem die Codierungen sind, die den Prozeß der Informationsverarbeitung
beeinflussen. Ob z.B. eine verbal codierte Information visuell (Lesen) oder au¬
ditiv (Hören) dargeboten und perzipiert wird, scheint für das Lernen und Behal¬
ten ein marginaler Aspekt zu sein, weil es in beiden Fällen die Sprachzentren
sind, die die Botschaft verarbeiten. Allerdings gibt es Befunde, wonach gehör¬
te und gelesene Spräche den Rczcptionsprozcß doch spezifisch zu beeinflus¬
sen scheinen. Rickhcit & Strohncr (1983) kommen nach einer Analyse mehre¬
rer Studien zu dem Ergebnis, daß bei anspruchsvollen Botschaften ein gelese¬
ner Text besser reproduziert wird als die auditiv präsentierte Version. Hron u.a.
(1985) fanden hinsichtlich des Verstehens und Erinnerns ebenfalls bessere Re¬
sultate bei der visuellen Präsentation (Lesen). Die Autoren nennen als mögli-
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che Erklärung für diesen Befund, daß es beim Lesen leichter fällig „semanti¬
sche Makrostrukturen" zu bilden als beim Hören. Beim Zuhören ist man dage¬
gen fortlaufend damit beschäftigt, die nächsten eingehenden Informationen zu
verarbeiten. Mit dieser einleuchtenden Erklärung des Unterschiedes sind je¬
doch Merkmale der Rezeptionsituation - sclbstbcstimmes Tempo versus vorge¬
gebenes Tempo, sclbstbcstimmtc Strukturicrung versus vorgegebene Struktu-
ricrung usw. - beschrieben, nicht Unterschiede, die den Sinncsmodalitätcn Se¬
hen oder Hören eigen sind. Als wenig ergiebig haben sich übrigens auch die
Versuche erwiesen, Lerner nach Präferenzen der Sinnesmodalitäten in Typen
zu klassifizieren (z.B. Vester 1984 oder neuerdings in der NLP, vgl. Bandler &
Grinder 1980).
Beim Design von multimedialen Lernangeboten spricht jedoch aus wahrneh¬
mungspsychologischen Gründen manches dafür, die Informationen gezielt
auf die auditive und visuelle Modalität zu verteilen. Sollen die Lerner z.B. ein
komplexes Bild analysieren, so ist es besser, die Erläuterung auditiv als eben¬
falls visuell darzubieten (Paechter 1993). Außerdem zeigt sich, daß eine sinn¬
volle Abwechslungvon auditiv und visuell präsentiertem Material von den Ler¬
nenden als angenehm erlebt wird und die Akzeptanz erhöht.
3. Vielfalt des Angebotes verlangt mehr Steuerung
durch die Lernenden
In Abb.l wird neben der Codierung auch die Struktur der instruktionalen Bot¬
schaft als wesentliches Merkmal genannt. Zusammen mit den Möglichkeiten
des jeweiligen Mediums bestimmt diese Struktur vor allem, wie die Lernenden
mit dem Lernangebot interagieren. Bei multimedialen Lernangeboten -im Sin¬
ne von Multicodierung und Multimodalität- sind die Interaktionsformen typi¬
scherweise vielfältiger als bei den klassischen Instruktionsformen wie z.B.
Lchrvortrag und Lerntext. Als zentrales Strukturmcrkmal für die Qualität des
Lernprozesses erweist sich das Ausmaß an Steuerung, die der Lernende aus¬
üben kann. Das Design multimedialer Lernangebote hat in den letzten Jahren
diesem Aspekt zunehmend Beachtung geschenkt und die Stcucrungsmöglich-
keiten für die Nutzer erweitert und ausdifferenziert. Daß Selbststeuerung gera¬
de bei multimedialen Lernangeboten so relevant erscheint, hängt zusammen
mit den besonderen Anforderungen, die hier an die Lernenden gestellt werden.
Je vielfältiger -im Hinblick auf Codierungen, Modalitäten, Inhalte, Strukturcn-
ein mediales Angebot ist, desto größer ist die Gefahr, daß die Lernenden überla¬
stet werden und die Vielfalt zu Oricnticrungs- und Konzcntrationsproblcmcn
führt. Man denke an das Phänomen des „cognitive overload" (Swcllcr u.a.
1990), an die negativen Auswirkungen eines „Mismatch" von Text und Bild
(Peeck 1994), an „Text-Bild-Scheren" bei Videos (Wember 1976), an die
Orientierungsprobleme von Lernenden in komplexen Hypertextstrukturen (Jo-
nasson & Mandl 1990). Diese Probleme reduzieren sich erheblich, wenn der
Nutzer die Mögichkcit hat, z.B. das Präsentationstempo von Audio oder Video
selbst zu steuern (stop, vor, zurück), zu einzelnen Textpassagen oder Bildern
Hilfen oder Zusatzinformationen abzurufen, bestimmte Stellen durch Suchbc-
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fehle rasch aufzufinden, Querverbindungen nachgehen zu können usw. Moder¬
ne Lernangebote zeichnen sich dadurch aus, daß sie ein hohes Maß an derarti¬
ger Steuerung durch die Lernenden ermöglichen. Die traditionellen CBT-Tuto-
rials weisen demgegenüber die starre Struktur einer „guided tour" auf, die den
Lernenden lediglich den Zeitpunkt des Weitcrblätterns auf die nächste Bild-
schirmscitc steuern läßt. Didaktisch bzw. pädagogisch-psychologisch gese¬
hen ist ein hohes Ausmaß an Eingriffsmöglichkeiten in das mediale Angebot
unabdingbar, wenn man sich vom Paradigma des „Lernens als Konstruktion"
leiten läßt. Diese nicht erst im Konstruktivismus (vgl. Dubs 1993, Gerstenmai¬
er& Mandl 1995), sondern bereits im Kognitivismus (etwa Aebli 1981) entwik-
kelte Konzeption betont die Individualität jedes Lernprozesses, vor allem
wenn es um highcr-lcvcl-Lcrncn wie dem Verstehen komplexerer Zusammen¬
hänge und um den Aufbau mentaler Modelle geht (Winn 1990). Individualität
des Lernens bedeutet für das Design von Lernangeboten, ausreichend Möglich¬
keiten bereitzustellen, daß die Lernenden aktiv in die Präsentationsweisen ein¬
greifen können. Wenn Lerner intentional steuernd mit dem medialen Lernange¬
bot umgehen, ist diese Aktivität nicht nur wegen der besseren Passung zwi¬
schen Angebot und Lerner von Vorteil; darüber hinaus ist dieses Steuern auch
eine Aktivität, die eigene Lernerfahrungen vermittelt, z.B. das Erlernen und
Anwenden von Lern- und Problcmlöscstratcgien (Friedrich & Mandl 1995).
Lerner, die solche Strategien in ihrer Lernbiographie noch nicht genügend ent¬
wickeln konnten, müssen im Umgang mit den Intcraktionsmöglichkcitcn un¬
terstützt werden. Selbststeuerung gekoppelt mit Feedback und Coaching er¬
weist sich als eine lernwirksame Kombination beim Design multimedialer
Lernumgebungen (Fischer u.a. 1994).
4. Mehr Vielfalt, mehr Lernen?
Die Bcfundlagc der Unterrichtsforschung zu dieser Frage ist noch schmal und
keineswegs so einheitlich bejahend wie die Ansicht der meisten Praktiker. Die
vielen Studien zum Vergleich Computcrlcrncn versus konventionelles Lernen
zeigen meistens keine Unterschiede im Verstehen und Behalten, allerdings ei¬
nen Zeitgewinn beim Lernen mit dem Computer (Kulik, Kulik & Cohen 1980,
Kulik, Bangert et al 1983). Generell beobachtet man auch im Feld „Lernen mit
Multimedia" das Phänomen, daß die neuen und zumeist attraktiveren Lernan¬
gebote vor allem „schwächeren" Lernern entgegenkommen, also Lcrneruntcr-
schiede tendenziell nivellieren. „Gute" Lerner lernen dagegen erfolgreich rela¬
tiv unabhängig von Merkmalen des Lcmmatcrials. Ungeachtet dieser wenig
überraschenden Befunde ist die These von der „Nicht-Evaluicrbarkcit von
Multimedia" ernstzunehmen (Schulmeister 1996). Bei multimedialen Lernan¬
geboten sind Inhalte,' Struktur, Codierungen, Merkmale des technischen Medi¬
ums usw. so miteinander verflochten, daß jede systematische Variation eines
Elements das Ganze verändert. Ein Lernangebot ist in der Kombination dieser
Merkmale so spezifisch, daß man zum gleichen Inhalt kaum zwei Lernpro¬
gramme miteinander vergleichen kann. Verallgemeinerungen von Ergebnis¬
sen der Lernarbeit mit einem speziellen Lernangebot auf eine ganze Klasse
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von Lernangeboten (Hypertext, Tutorial usw.) sind angesichts der „eigenen
Chemie" jedes Lernprogramms nicht zu rechtfertigen. Noch komplexer ist die
Lernerseite. Warum ein Lerner gerade mit diesem Lernangebot erfolgreicher
lernt als mit einem anderen, hängt von einer spezifischen Mischung aus kogniti¬
ven, motivationalen, situativen Variablen ab, so daß auch hier verallgemeinern¬
de Aussagen zwar statistisch zu errechnen, analytisch aber unergiebig sind.
Dazu kommt, daß viele Lernervariablcn sich von einem Zeitpunkt zum ande¬
ren in unvorhersehbarer Weise verändern können. Schulmeister (a.a.O.) zieht,
wie andere Medienforscher, die Konsequenz, sich künftig mit formativer Eva¬
luation zu bescheiden und die bisherigen Versuche aufzugeben, die Überlegen¬
heit einer Klasse von medialen Lernangeboten gegenüber anderen empirisch
und verallgemeinernd nachweisen zu wollen. Stattdessen gelte es, mit didakti¬
scher Phantasie „Leminhaltc einzelnen Lernern anschaulicher, motivierender
und aktivierender als über andere Lernmethoden" zu vermitteln (a.a.O.,
S.392). Wenn ein solches Lernangebot entwickelt ist, gilt es, sorgfältig zu beob¬
achten, wie Lerner damit arbeiten, um daraus wieder Anregungen für die Er¬
stellung einer besseren Version oder für das Design der nächsten Anwendun¬
gen zu gewinnen. Daß es umso mehr über das Lernangebot und über die Lerner
zu lernen gibt, je vielfältiger die Optionen sind, die ein Lernangebot bietet,
liegt auf der Hand. Deshalb ist zu erwarten, daß formative Evaluationen gerade
bei multimedialen, multicodalen und multimodalcn Lernangeboten die Untcr-
richtswissenschaft mit fruchtbaren und interessanten Erkenntnisse bereichern
werden.
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