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Résumé
This paper presents the basi ideas and properties of ellipti fun-
tions and ellipti integrals as an expository essay. It explores some of
their numerous onsequenes and inludes appliations to some pro-
blems suh as the simple pendulum, the Euler rigid body motion and
some others integrable hamiltonian systems.
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e.
Les fontions elliptiques interviennent dans des domaines très divers. Le
but de e travail est de montrer quelques résultats fondamentaux sur es
fontions et de les appliquer à des situations onrètes.
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1 Fontions elliptiques
Soient ω1 et ω2 deux nombres omplexes, R-linéairement indépendants
('est-à-dire tels que ω2 n'est pas nulle et que le quotient
ω1
ω2
ne soit pas réel
ou e qui revient au même que la partie imaginaire Im
ω1
ω2
du rapport
ω1
ω2
n'est
pas nulle). On onsidère le réseau
Λ = Zω1 ⊕ Zω2,
= {ω ≡ mω1 + nω2 : m,n ∈ Z},
'est un sous-groupe disret de C et il forme un ensemble de parallélo-
grammes.
Dénition 1.1 On appelle parallélogramme fondamental engendré par ω1
et ω2 tout parallélogramme Π de sommets d'axes z0, z0 + αω1, z0 + αω2,
z0 +αω1 + βω2 ave z0 ∈ C, 0 ≤ α, β ≤ 1. Autrement dit, il est déni par le
ompat
Π = {z0 + αω1 + βω2 : z0 ∈ C, α, β ∈ [0, 1]}.
Le quotient de C par la relation d'équivalene déterminée par Λ :
z1, z2 ∈ C, z1 ∼ z2mod.Λ⇐⇒ z1 − z2 ∈ Λ,
est un tore noté C/Λ. Celui-i est homéomorphe à S1 × S1, visualisable par
le reollement deux à deux des tés d'un arré ou parallélogramme.
Dénition 1.2 On dit qu'une fontion f de C dans C est doublement pé-
riodique de périodes ω1 et ω2, si et seulemnt si,
f(z + ω1) = f(z),
f(z + ω2) = f(z).
Autrement dit, si et seulement si,
f(z + ω) = f(z), ∀ω ∈ Λ.
On dit aussi que f est Λ-périodique.
Remarque 1.1 Les éléments ω1 et ω2 ne sont pas uniques. Plus préisé-
ment, si ω1 et ω2 sont deux périodes de f, alors −ω1 et −ω2 sont également
deux périodes de f et toute période de f s'érit sous la forme
ω = mω1 + nω2, m, n ∈ Z.
En eet, pour les entiers positifs 'est évident. Pour les entiers négatifs, on
a pour k = 1, 2 :
f(z − ωk) = f((z − ωk) + ωk),
= f(z).
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Dénition 1.3 On dit qu'une fontion f de C dans C est elliptique si et
seulemnt si elle est méromorphe et doublement périodique.
Proposition 1.4 Il n'existe pas de fontion elliptique f non onstante qui
soit holomorphe sur C. Autrement dit, toute fontion elliptique f n'ayant pas
de ples est une onstante.
Démonstration : Si f n'a pas de ples, alors elle est bornée dans le paral-
lélogramme fondamental Π ar elui-i est ompat. Or la fontion f est
doublement périodique, don elle est bornée sur C ar tout point de C se
ramène à un point de Π en lui appliquant une translation du réseau. Par
onséquent, f est onstante en vertu du théorème de Liouville. 
Remarque 1.2 On déduit de la proposition préédente qu'une fontion el-
liptique non onstante possède au moins un ple dans le parallélogramme
fondamental.
Proposition 1.5 Toute fontion elliptique non onstante a un nombre ni
de ples et un nombre ni de zéros dans un parallélogramme fondamental.
Démonstration : Rappelons qu'un point a ∈ Ω ⊂ C est un point d'a-
umulation s'il existe une suite (zn)n∈N d'éléments de D \ {a} telle que :
limn→∞ zn = a. Soit P (f) ≡ f−1({∞}) l'ensemble des ples de la fontion
f : D −→ C = C ∪ {∞}.
Comme f est méromorphe, alors l'ensemble P (f) n'admet pas de point d'a-
umulation. Don f a un nombre ni de ples ar sinon P (f) doit ontenir
le point limite (point d'aumulation) et elà est impossible ar le point
d'aumulation des ples est une singularité essentielle. Soit maintenant
Z(f) = {b ∈ D : f(b) = 0},
l'ensemble des zéros de f . Comme f n'est pas onstante, l'ensemble Z(f)
n'admet pas de point d'aumulation. Dès lors, pour tout point b ∈ Z(f), il
existe un unique entier positif N tels que :
f(z) = (z − b)Ng(z),
où g est une fontion holomorphe sur D ave g(b) 6= 0. En fait l'ensemble
Z(f) est au plus dénombrable. 
Remarque 1.3 Comme remarque, notons que le nombre de zéros et de ples
d'une fontion elliptique non onstante est dénombrable. En eet, l'ensemble
des parallélogrammes fondamentals forme un reouvrement dénombrable de
C et le résultat déoule de la proposition préédente.
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Proposition 1.6 Soit f une fontion elliptique et désignons par b1, ..., bm
les ples de f (haque ple étant ompté ave multipliité), alors
m∑
k=1
Rés(f, bk) = 0.
Démonstration : Soit γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 la frontière du parallélogramme
fondamental Π relativement au réseau Λ, ave
γ1 = [z0, z0 + ω1],
γ2 = [z0 + ω1, z0 + ω1 + ω2],
γ3 = [z0 + ω1 + ω2, z0 + ω2],
γ4 = [z0 + ω2, z0].
Supposons tout d'abord que f n'a pas de ples sur la frontière γ. D'après le
théorème des résidus, on a
m∑
k=1
Rés(f, bk) =
1
2pii
∫
γ
f(z)dz,
=
1
2pii
(
∫
γ1
f(z)dz +
∫
γ2
f(z)dz +
∫
γ3
f(z)dz +
∫
γ4
f(z)dz).
En vertu de la périodiité de f et des sens opposés de l'intégrale de f sur γ1
et γ2, on a ∫
γ3
f(z)dz =
∫
[z0+ω1+ω2,z0+ω2]
f(z)dz,
=
∫
[z0+ω1,z0]
f(u+ ω2)du, u ≡ z − ω2,
=
∫
[z0+ω1,z0]
f(u)du,
= −
∫
[z0,z0+ω1]
f(u)du,
= −
∫
γ1
f(z)dz.
De même, on a ∫
γ4
f(z)dz = −
∫
γ2
f(z)dz,
et par onséquent
m∑
k=1
Rés(f, bk) = 0.
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Passons maintenat au as où il y'a des ples sur la frontière γ du parallé-
logramme fondamental Π. Alors dans e as, on onsidère un autre paral-
lélogramme prohe de Π ontenant tous les ples se trouvant dans Π et de
telle façon que sa frontière ne ontienne plus de ples. On peut toujours,
d'après la proposition 1.5, obtenir e parallélogramme (et don sa frontière)
par translation du sommet d'axe z0 de Π. Le reste onsiste à utiliser un
raisonnement similaire au préédent. 
Remarque 1.4 Notons que d'après la remarque 1.3 et la proposition préé-
dente, il n'existe pas de fontion elliptique de premier ordre, i.e., une fontion
elliptique ne peut pas avoir un ple simple dans un parallélogramme fonda-
mental. Elle doit avoir au moins deux ples simples ou au moins un ple non
simple dans un parallélogramme fondamental. En eet, ave les notations de
la proposition préédente, si m = 1 alors elà signie que la fontion f a un
ple simple dans le parallélogramme fondamental, e qui ontredit le résultat
de la proposition.
Remarque 1.5 L'ensemble des fontions elliptiques par rapport à Λ est un
sous orps du orps des fontions méromorphes (la somme, le produit et le
quotient de deux fontions elliptiques de mêmes périodes est une fontion
elliptique). En dérivant l'expression
f(z + ω) = f(z), ∀ω ∈ Λ,
on obtient
f (n)(z + ω) = f (n)(z), ∀ω ∈ Λ,
e qui montre que la dérivée nième d'une fontion elliptique est aussi une
fontion elliptique.
Proposition 1.7 Soit f une fontion elliptique non onstante. Désignons
par a1, ..., al les zéros de f de multipliité n1, ..., nl respetivement et par
b1, ..., bm les ples de f de multipliité p1, ..., pm respetivement. Alors
l∑
k=1
nk =
m∑
k=1
pk.
Autrement dit, le nombre de zéros d'une fontion elliptique non onstante est
égal au nombre de ses ples dans le parallélogramme fondamental.
Démonstration : D'après le prinipe de l'argument, on a
Nombre de zéros def −Nombre de ples def = 1
2pii
∫
γ
f ′(z)
f(z)
dz,
=
m∑
k=1
Rés(
f ′
f
, bk),
= 0,
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en vertu de la proposition 1.6 ar d'après la proposition préédente
f ′(z)
f(z) est
une fontion elliptique et a les mêmes périodes que f(z). Par onséquent,∑l
k=1 nk =
∑m
k=1 pk. 
Proposition 1.8 Soit f une fontion elliptique. Désignons par a1, ..., al les
zéros de f de multipliité n1, ..., nl respetivement et par b1, ..., bm les ples
de f de multipliité p1, ..., pm respetivement. Alors
l∑
k=1
nkak −
m∑
k=1
pkbk = période.
Démonstration : Rappelons que si une fontion ϕ(z) est holomorphe dans
un domaine D ⊂ C et ontinue sur D, alors
1
2pii
∫
γ
ϕ(z)
f ′(z)
f(z)
dz =
l∑
k=1
nkϕ(ak)−
n∑
k=1
pkϕ(bk).
On pose dans la suite ϕ(z) = z et on utilise les mêmes notations et arguments
de la preuve de la proposition 1.7. Don
l∑
k=1
nkak −
n∑
k=1
pkbk =
1
2pii
∫
γ
z
f ′(z)
f(z)
dz,
=
1
2pii
4∑
j=1
∫
γj
z
f ′(z)
f(z)
dz.
On a∫
γ1
z
f ′(z)
f(z)
dz +
∫
γ3
ζ
f ′(ζ)
f(ζ)
dζ =
∫
γ1
z
f ′(z)
f(z)
dz −
∫
γ1
ζ
f ′(ζ)
f(ζ)
dζ, ζ ≡ z + ω2,
=
∫
γ1
(z − ζ)f
′(z)
f(z)
dz,
= −ω2
∫ z0+ω1
z0
f ′(z)
f(z)
dz,
= −ω2 ln f(z0 + ω1)
f(z0)
,
= 2piin′ω2, n′ ∈ Z.
De même, on trouve∫
γ2
z
f ′(z)
f(z)
dz +
∫
γ4
ζ
f ′(ζ)
f(ζ)
dζ = 2piinω2, n ∈ Z.
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Par onséquent
l∑
k=1
nkak −
m∑
k=1
pkbk = nω1 + n
′ω2,
= ω,
= période.

Proposition 1.9 Soient f et g deux fontions elliptiques ayant mêmes pé-
riodes. Alors, il existe une relation algébrique de la forme
P (f(z), g(z)) = 0,
où P est un polynme à deux indéterminées et à oeients onstants.
Démonstration : Soient ak, 1 ≤ k ≤ m, les points du parallélogramme fonda-
mental en lesquels f et (ou) g ont des ples d'ordre maximum pk, 1 ≤ k ≤ m.
Soit Q(Z,W ) un polynme sans terme onstant, de degré n par rapport à Z
et W . L'idée de la preuve est la suivante : On onstruit le polynme Q de
telle fàçon que les hypothèses de la proposition 1.4 onernant la fontion
F (z) = Q[f(z), g(z)],
soient satisfaites. La fontion F (z) se réduit don à une onstante C et il sut
de hoisir P = Q−C. En eet, la fontion F (z) est elliptique ave les mêmes
périodes que les fontions f(z), g(z) et ne peut admettre de ples qu'aux
points ak. Les développements des fontions f et g en séries de Laurent au
voisinage de ak ne ontiennent que des termes en
1
(z−ak)j ave j ≤ pk. La
fontion F (z) ne peut avoir des ples qu'aux points ak et son développement
en série de Laurent au voisinage de ak ne ontient que des termes en
1
(z−ak)j
ave j ≤ p où n est le degré du polynme Q et p = p1 + ... + pm est la
somme des ordres maximaux des fontions f, g aux points ak. On hoisit
les oeients du polynme Q de manière à e que les parties prinipales
de son développement en série de Laurent au voisinage de ak soient nulles.
Autrement dit, de sorte que le développement en question ne ontient pas
des termes en
1
(z−ak)j ave j ≤ p. Don l'élimination des ples de la fontion
F (z) fournira un système homogène de np équations linéaires par rapport
aux oeients du polynme Q. Ce dernier étant de degré n et omme il est
supposé sans terme onstant, on aura don
n(n+3)
2 oeients. En prenant
n(n+3)
2 > np, on en déduit que le nombre des oeients (inonnues) est
supérieur à elui des équations. Par onséquent, le système en question admet
au moins une solution non triviale (i.e., non nulle). Finalement d'après la
proposition 1.4, la fontion F (z) = Q[f(z), g(z)], est une onstante C et il
sut de hoisir P = Q−C. 
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Corollaire 1.10 Toute fontion elliptique f(z) satisfait à une équation dif-
férentielle de la forme
P (f(z), f ′(z)) = 0,
où P est un polynme à deux indéterminées et à oeients onstants.
Démonstration : D'après la remarque 1.5, la dérivée f ′(z) de la fontion
elliptique f(z) est aussi une fontion elliptique et il sut de poser g(z) =
f ′(z) dans la proposition préédente. 
2 Fontions de Weierstrass
Dans ette setion on étudiera tout d'abord la fontion ℘ de Weierstrass ;
'est une fontion elliptique d'ordre 2 qui a un ple double à l'origine en
tout point du parallélogramme fondamental. Ensuite on introduit les deux
autres fontions de Weierstrass : la fontion ζ et la fontion σ. Contrairement
à la fontion ℘, la fontion ζ est une fontion méromorphe ave un ple
simple dans le parallélogramme fondamental tandis que la fontion ζ est
une fontion holomorphe partout. Les fontions de Weierstrass interviennent
souvent lors de la résolution de problèmes théoriques.
2.1 Fontion ℘ de Weierstrass
La fontion ℘ de Weierstrass est dénie par
℘(z) =
1
z2
+
∑
ω∈Λ\{0}
(
1
(z − ω)2 −
1
ω2
), (2.1)
où Λ = Zω1 ⊕ Zω2, est le réseau engendré par deux nombres omplexes ω1
et ω2 diérents de 0 tels que : Im
(
ω2
ω1
)
> 0.
Proposition 2.1 La série (2.1) onverge normalement sur tout ompat ne
renontrant pas le réseau Λ, i.e., sur tout ompat de C\Λ.
Démonstration : On montre que la série onverge normalement sur tout
disque ompat {z : | z |≤ r}. Notons que tout disque fermé ne ontient
qu'un nombre ni d'éléments
1
de Λ et que la nature de la série ne hange
évidemment pas si on enlève es éléments. Pour | ω | susamment grand, on
hoisit | ω |≥ 2r pour tous les ω sauf un nombre ni ; eux qui sont dans le
disque. On a
| 1
(z − ω)2 −
1
ω2
|= | z || ω3 | .
| 2− z
ω
|
| 1− z
ω
|2 .
1
Notons que | xω1+yω2 | est une norme sur R2. Comme elle est équivalente à
p
x2 + y2,
on peut don trouver un c > 0 tel que : | mω1 + nω2 |≥ c
√
m2 + n2, ∀m,n.
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Or
| z | ≤ r,
| 2− z
ω
| ≤ 5
2
,
| 1− z
ω
| ≥ 1
2
,
don
| 1
(z − ω)2 −
1
ω2
|≤ 10r| ω |3 ,
et il sut de prouver que la série
∑
ω∈Λ\{0}
1
| ω3 | ,
onverge. Pour elà, onsidérons le parallélogramme
Λk = {xω1 + yω2 : sup{| x |, | y |} = k},
où n est un entier. Sur le parallélogramme Λ1 de otés 2ω1 et 2ω2 dont le
entre est 0, il y a 8 points de Λ. Soit d la plus ourte distane du point z = 0
aux points de Λ1. Pour haun de es 8 points, la distane à 0 est ≥ d, d'où
1
| ω |3 ≤
1
d3
,
et ∑
ω∈Λ1\{0}
1
| ω |3 ≤
8
d3
.
Sur le parallélogramme Λ2 (image de Λ1 dans l'homothétie de entre 0, de
rapport 2), il y a 8× 2 = 16 points de Λ. Soit 2d la plus ourte distane du
point z = 0 aux points de Λ2. Pour haun de es 8 points, la distane à 0
est ≥ 2d, d'où ∑
ω∈Λ2\{0}
1
| ω |3 ≤
8× 2
23d3
=
8
22d3
.
En général sur le parallélogramme Λk (image de Λ1 dans l'homothétie de
entre 0, de rapport k), il y a 8k points de Λ et pour haun de es points,
la distane à 0 est ≥ kd. Dès lors,
∑
ω∈Λk\{0}
1
| ω |3 ≤
8k
k3d3
=
8
k2d3
.
Ainsi la série ∑
ω∈Λ\{0}
1
| ω3 | ,
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est majorée par la série onvergente
8
d3
∞∑
k=1
1
k2
,
et par onséquent elle onverge aussi en vertu du ritère de omparaison. 
Proposition 2.2 ℘(z) est une fontion elliptique de périodes ω1 et ω2. Elle
est paire et admet des ples doubles aux points ω ∈ Λ, dont le résidu est nul.
En outre, ℘′(z) est une fontion doublement périodique et elle est impaire.
Démonstration : Notons tout d'abord que la fontion ℘(z) est paire :
℘(−z) = 1
z2
+
∑
ω∈Λ\{0}
(
1
(z − (−ω))2 −
1
(−ω)2 ),
= ℘(z),
ar il sut de remplaer ω par −ω. La dérivée de la fontion ℘(z) est
℘′(z) = − 2
z3
− 2
∑
ω∈Λ\{0}
(
1
(z − ω)3 ,
= −2
∑
ω∈Λ
(
1
(z − ω)3 .
La fontion ℘′(z) est doublement périodique de périodes ω1 et ω2. En eet,
on a
℘′(z + ω1) = −2
∑
ω∈Λ
(
1
(z − (ω − ω1))3 ,
= ℘′(z), (2.2)
ar ω − ω1 est aussi une période. De façon analogue, on montre que
℘′(z + ω2) = ℘′(z), (2.3)
et don
℘′(z + ω) = ℘′(z), ∀ω ∈ Λ.
En outre la fontion ℘′(z) est impaire :
℘′(−z) = −℘′(z).
Montrons maintenant que ℘(z) est une fontion elliptique de périodes ω1 et
ω2. En intégrant les relations (2.2) et (2.3), on obtient
℘(z + ω1)− ℘(z) = C1,
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et
℘(z + ω2)− ℘(z) = C2,
où C1 et C2 sont des onstantes. Posons z = −ω12 et z = −ω22 (rappelons
que es points ne sont pas des ples de ℘(z)) dans la première et seonde
équation respetivement :
℘(
ω1
2
)− ℘(−ω1
2
) = C1,
℘(
ω2
2
)− ℘(−ω2
2
) = C2.
Or on a vu i-dessus que la fontion ℘(z) est paire, don C1 = C2 = 0 et par
onséquent
℘(z + ω1) = ℘(z),
℘(z + ω2) = ℘(z),
i.e., la fontion ℘(z) est doublement périodique de périodes ω1 et ω2. D'après
la proposition 2.1, la série (2.1) de fontions méromorphes onverge norma-
lement sur tout ompat de C\Λ et par onséquent sa somme ℘(z) est une
fontion méromorphe sur C. On en déduit que ℘(z) est une fontion elliptique
de périodes ω1 et ω2. Notons enn qu'au voisinage de z = ω, on a
℘(z) =
1
(z − ω)2 + fontion holomorphe,
e qui signie que les points ω ∈ Λ sont des ples doubles dont le résidu est
nul. 
Proposition 2.3 Le développement de ℘(z) en série de Laurent au voisi-
nage du point 0 est donné par
℘(z) =
1
z2
+
∞∑
k=1
(2k + 1)G2k+2z
2k,
où
Gk ≡ Gk(Λ) =
∑
ω∈Λ\{0}
1
ωk
, k ≥ 4
et Gk = 0 pour k impaire.
Démonstration : Au voisinage de z = 0, on a
℘(z) =
1
z2
+ f(z),
où f(z) est une fontion holomorphe. On a
f(z) =
∑
ω∈Λ\{0}
(
1
(z − ω)2 −
1
ω2
),
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ave f(0) = 0. Comme ℘(z) est une fontion paire, alors au voisinage de
z = 0 le développement de f(z) en série de Laurent a la forme
f(z) = a2z
2 + a4z
4 + ...+ a2kz
2k + ...,
ave
a2 =
g′′(0)
2
= 3
∑
ω∈Λ\{0}
1
ω4
,
a4 =
g(4)(0)
4!
= 5
∑
ω∈Λ\{0}
1
ω6
,
.
.
.
a2k =
g(2k)(0)
(2k)!
= (2k + 1)!
∑
ω∈Λ\{0}
1
ω2k+2
,
Don au voisinage de z = 0, ℘(z) admet un développement en série de
Laurent :
℘(z) =
1
z2
+
∞∑
k=1
(2k + 1)G2k+2z
2k,
ave
Gk ≡ Gk(Λ) =
∑
ω∈Λ\{0}
1
ωk
, k ≥ 4.

Remarque 2.1 Nous allons donner une autre preuve similaire à la préé-
dente. Rappelons que :
1
1− z =
∞∑
k=0
zk, | z |< 1,
et
1
(1− z)2 = (
1
1− z )
′,
=
∞∑
k=1
kzk−1,
=
∞∑
k=0
(k + 1)zk, | z |< 1.,
Don pour | z |< ω, on a
1
(z − ω)2 −
1
ω2
=
1
ω2
[
1
(1− z
ω
)2
− 1],
=
∞∑
k=1
k + 1
ωk+2
zk.
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Dès lors
℘(z) =
1
z2
+
∑
ω∈Λ\{0}
∞∑
k=1
k + 1
ωk+2
zk.
En tenant ompte du fait que la fontion ℘(z) est paire et que ette double
série est absolument onvergente, on obtient
℘(z) =
1
z2
+ 3z2
∑
ω∈Λ\{0}
1
ω4
+ 5z4
∑
ω∈Λ\{0}
1
ω6
+ ...
Dénition 2.4 Les deux nombres omplexes g2 et g3 dénis par les séries
(dites d'Eisenstein) :
g2 = 60
∑
ω∈Λ\{0}
1
ω4
,
g3 = 140
∑
ω∈Λ\{0}
1
ω6
,
s'appellent invariants (de Weierstrass) de la fontion ℘(z).
Proposition 2.5 La fontion ℘(z) est solution dans Λ de l'équation dié-
rentielle :
(℘′(z))2 = 4(℘(z))3 − g2℘(z)− g3, (2.4)
où g2 et g3 sont les invariants de la fontion ℘(z).
Démonstration : En utilisant les notations g2 et g3 introduites dans la dé-
nition 2.4, on rérit la fontion ℘(z) sous la forme
℘(z) =
1
z2
+
g2
20
z2 +
g3
28
z4 + ...
Les onditions de dérivation terme à terme de ette série étant satisfaites,
on obtient
℘′(z) =
−2
z3
+
g2
10
z +
g3
7
z3 + ...
En élevant ℘′(z) au arré et ℘(z) au ube, on obtient
(℘′(z))2 =
4
z6
(1− g2
10
z4 − g3
7
z6 + ...),
et
(℘(z))3 =
1
z6
(1 +
3g2
20
z4 − 3g3
28
z6 + ...).
Dès lors,
(℘′(z))2 − 4℘(z))3 + g2℘(z) = −g3 + g
2
2
20
z2 +
g2g3
28
z4 + ...
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La fontion
(℘′(z))2 − 4℘(z))3 + g2℘(z) + g3 = g
2
2
20
z2 +
g2g3
28
z4 + ...
est holomorphe au voisinage de z = 0 et elle est nulle en e point. Or ette
fontion est doublement périodique, don elle est holomorphe au voisinage
de tout point du parallélogramme fondamentale et par onséquent elle est
holomorphe dans tout C. Comme elle n'a pas de ples, elle est bornée dans le
parallélogramme fondamentale (un ompat) et don bornée dans C. D'après
le théorème de Liouville, ette fontion est onstante et puisqu'elle est nulle
en 0, elle est don identiquement nulle. 
Proposition 2.6 La fontion ℘′(z) sannule au point a ∈ C tel que : −a ≡ a
mod. Λ, i.e, 2a ∈ Λ, a /∈ Λ. Autrement dit, modulo Λ, ℘′(z) a trois zéros
simples :
ω1
2 ,
ω2
2 ,
ω1+ω2
2 . En outre, en posant
e1 = ℘(
ω1
2
), e2 = ℘(
ω2
2
), e3 = ℘(
ω1 + ω2
2
),
on obtient
e1 6= e2 6= e3,
et 

e1 + e2 + e3 = 0,
e1e2 + e2e3 + e3e1 = − g24 ,
e1e2e3 =
g3
4 .
Démonstration : En tenant ompte du fait que la fontion ℘′(z) est impaire
et qu'elle est doublement périodique, on obtient
℘′(
ωk
2
) = −℘′(−ωk
2
),
= −℘′(−ωk
2
+ ωk),
= −℘′(ωk
2
),
où k = 1, 2 et don ℘′(ωk2 ) = 0. De même, on a
℘′(
ω1 + ω2
2
) = −℘′(−ω1 + ω2
2
),
= −℘′(−ω1 + ω2
2
+ ω1 + ω2),
= −℘′(ω1 + ω2
2
),
et don ℘′(ω1+ω22 ) = 0. D'après la proposition 2.5, on a
(℘′(z))2 = 4(℘(z))3 − g2℘(z)− g3,
= 4(℘(z) − e1)(℘(z) − e2)(℘(z) − e3).
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Montrons que : e1 6= e2 6= e3. En eet, on a vu que la fontion ℘(z)−ej , (j =
1, 2, 3), est elliptique, possède un ple double et un zéro double. Dès lors, les
relations : ℘(ω12 )−e1 = 0 et ℘′(ω12 ) = 0 signient que la fontion ℘(z)−e1 a un
zéro double en
ω1
2 e qui implique que : e1 6= e2 et e1 6= e3 ar sinon la fontion
℘(z) aurait plus d'un zéro double, e qui ontredit la multipliité. Pour les
points
ω2
2 et
ω1+ω2
2 il sut de faire un raisonnement similaire au préédent.
Par onséquent, e1 6= e2 6= e3. Les autres relations entre les oeients de
l'équation (2.4) et ses raines, déoulent immédiatemment des propriétés des
raines des équations algébriques. 
Remarque 2.2 En posant w = ℘(z), l'équation (2.4) s'érit
(
dw
dz
)2 = 4w3 − g2w − g3.
Or z → 0 lorsque w→∞, don
z =
∫ w
∞
dw√
4w3 − g2w − g3
. (2.5)
Autremant dit, la fontion w = ℘(z) s'obtient par inversion de l'intégrale
(2.5) (dite intégrale elliptique sous forme de Weierstrass). Réiproquement,
si le polynme 4w3−g2w−g3 n'a pas de zéros multiples (i.e., son disriminant
est non nul : g32 − 27g23 6= 0), alors l'inversion de l'intégale (2.5) onduit à la
fontion ℘(z) de Weierstrass.
Proposition 2.7 L'appliation
C/Λ −→ CP2, z 7−→ [1, ℘(z), ℘′(z)], z 6= 0,
0 7−→ [0, 0, 1],
est un isomorphisme entre le tore omplexe C/Λ et la ourbe elliptique E
d'équation ane :
y2 = 4x3 − g2x− g3. (2.6)
Démonstration : Il sut de poser x = ℘(z), y = ℘′(z) et d'utiliser l'équation
diérentielle (2.4). 
Proposition 2.8 Soient u, v /∈ Λ et u±v /∈ Λ, alors la fontion ℘(z) vérie
la loi d'addition
℘(u) + ℘(v) + ℘(u+ v) =
1
4
(
℘′(u)− ℘′(v)
℘(u)− ℘(v) )
2,
ainsi que la formule de dupliation
℘(2z) =
1
4
(
℘′′(z)
℘′(z)
)2 − 2℘(z).
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Géométriquement, si P1 et P2 sont deux points distints de la ourbe elliptique
E d'équation ane (2.6), alors E a trois points d'intersetion ave la droite
séante L = P1P2 qui passe par P1 et P2. Dans le as où P1 = P2, alors L
est la tangente à la ourbe au point P1 = P2. Les oordonnées du 3
ème
point
d'intersetion s'expriment omme fontions rationnelles des deux autres.
Démonstration : Considérons la ourbe elliptique E d'équation ane
y2 = 4x3 − g2x− g3.
Soient P1 et P2 sont deux points distints de E , ayant pour oordonnées
(x1 = ℘(u), y1 = ℘
′(u)) et (x2 = ℘(v), y2 = ℘′(v)) respetivement. Soit
y = ax+ b l'équation de la droite séante L = P1P2 qui passe par P1 et P2.
Cette droite oupe la ourbe E de telle façon que :
y2 = 4x3 − g2x− g3 = (ax+ b)2,
ou e qui revient au même
ϕ(x) ≡ 4x3 − g2x− g3 − (ax+ b)2 = 0.
Considérons maintenant la fontion elliptique
f(z) = ℘′(z)− a℘(z)− b.
Comme ℘′(z) a un ple d'ordre 3 à l'origine, il en est don de même pour
f(z). Cette fontion a don trois zéros dont deux sont onnus : z = u, z = v et
un troisième que nous noterons provisoirement z = t. D'après la proposition
1.7, la somme des ples est égale à elui des zéros, d'où
0 + 0 + 0 = u+ v + t, (mod.Λ),
et don t = −u− v. Dès lors,
0 = f(u) = ℘′(u)− a℘(u)− b,
0 = f(v) = ℘′(v)− a℘(v)− b, (2.7)
0 = f(−u− v) = −℘′(u+ v)− a℘(u+ v)− b,
en tenant ompte du fait que ℘(z) est paire et ℘′(z) est impaire. On déduit
immédiatement des deux premières équations que :
a =
℘′(u)− ℘′(v)
℘(u)− ℘(v) ,
b =
℘′(v)℘(u) − ℘′(u)℘(v)
℘(u)− ℘(v .
16
En remplaçant es expressions dans la troisième équation du système (2.7),
on obtient la relation
℘′(u+ v) = −℘
′(u)− ℘′(v)
℘(u)− ℘(v) ℘(u+ v)−
℘′(v)℘(u) − ℘′(u)℘(v)
℘(u)− ℘(v) . (2.8)
Par ailleurs, on a
ϕ(℘(z)) = 4℘3(z) − g2℘(z)− g3 − (a℘(z) + b)2,
= 4℘3(z) −−a2℘2(z)− (g2 + 2ab)℘(z) − g3 − b2,
et puisque
ϕ(℘(u)) = ϕ(℘(v)) = ϕ(℘(u + v)) = 0,
alors
℘(u) + ℘(v) + ℘(u+ v) =
a2
4
.
En remplaçant a par sa valeur obtenue préédemment, on obtient
℘(u) + ℘(v) + ℘(u+ v) =
1
4
(
℘′(u)− ℘′(v)
℘(u)− ℘(v) )
2. (2.9)
Rappelons que la ourbe E a deux points d'intersetion P1 de oordonnées
(x1 = ℘(u), y1 = ℘
′(u)) et P2 de oordonnées (x2 = ℘(v), y2 = ℘′(v)) ave
la droite séante L = P1P2 passant par P1 et P2. On sait qu'il existe un
troisième point unique P3 ∈ E ∩ L de oordonnées (x3 = ℘(w), y3 = ℘′(w)).
D'après le système (2.7), les oordonnées (x3, y3) s'expriment en fontion de
(x1, y1) et (x2, y2) omme suit
x3 = −(x1 + x2) + 1
4
(
y1 − y2
x1 − x2 )
2,
y3 = ax3 + b,
= (
y1 − y2
x1 − x2 )[−(x1 + x2) +
1
4
(
y1 − y2
x1 − x2 )
2] +
y2x1 − y1x2
x1 − x2 .
Dans la formule (2.9), divisons le numérateur et le dénominateur par u− v,
℘(u) + ℘(v) + ℘(u+ v) =
1
4
[
℘′(u)−℘′(v)
u−v
℘(u)−℘(v)
u−v
]2.
En faisant tendre u et v vers z, on obtient
℘(2z) =
1
4
(
℘′′(z)
℘′(z)
)2 − 2℘(z),
et les oordonnées (x3, y3) du troisième point P3 ∈ E ∩ L deviennent
x3 = −2x1 + 1
4
(
12x21 − g2
2y1
)2,
y3 = −y1 + 1
4
(
12x21 − g2
2y1
)(x1 − x3).

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Remarque 2.3 Notons que nous avons hoisi a et b de telle façon que :
0 = f(u) = ℘′(u)− a℘(u)− b,
0 = f(v) = ℘′(v)− a℘(v)− b.
Il faut don que
det
(
℘(u) 1
℘(v) 1
)
= ℘(u)− ℘(v) 6= 0.
Evidemment si ℘(u)− ℘(v) = 0, alors il sut de déplaer u et v légérement
de façon à avoir ℘(u)− ℘(v) 6= 0. Le système (2.7) s'érit
 ℘′(u) ℘(u) 1℘′(v) ℘(v) 1
−℘′(u+ v) ℘(u+ v) 1



 1a
b

 = 0,
et omme le déterminant i-dessus est 6= 0, alors on obtient la ondition
det

 ℘′(u) ℘(u) 1℘′(v) ℘(v) 1
−℘′(u+ v) ℘(u+ v) 1

 = 0,
i.e., la relation (2.8) obtenue préédemment.
Soit EΛ l'ensemble des fontions elliptiques. Cet ensemble est un espae
vetoriel (et même un orps). On note C(X) l'ensemble des fontions ration-
nelles d'une variable.
Proposition 2.9 On a EΛ = C(℘,℘′), i.e., toute fontion elliptique pour Λ
est une fontion rationnelle de ℘(z) et ℘′(z). Plus préisement, l'appliation
C(X)×C(X) −→ EΛ, (g, h) 7−→ f(z) = g(℘(z)) + ℘′(z)h(℘(z)),
est un isomorphisme entre espaes vetoriels.
Démonstration : Soit f ∈ EΛ. On peut évidemment érire f omme une
somme d'une fontion paire et d'une fontion impaire :
f(z) =
f(z) + f(−z)
2
+
f(z)− f(−z)
2
.
La fontion ℘′(z) étant impaire, on réerit la fontion f sous la forme :
f(z) =
f(z) + f(−z)
2
+ ℘′(z)(
f(z) − f(−z)
2℘′(z)
).
Comme les fontions
f(z)+f(−z)
2 et ℘
′(z)(f(z)−f(−z)2℘′(z) ) sont paires, il sut don
de démontrer que le sous-orps des fontions elliptiques paires par rapport à
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Λ est engendré par ℘(z). Soit don f une fontion elliptique paire telle que :
f 6= 0, f 6= ∞ aux points du parallélogramme des périodes (i.e., f n'a ni
ple, ni zéro sur le réseau). Si z est un point tel que : f(z) = 0, alors omme
f est paire, f(−z) = 0 et on aura un ordre pair. Dès lors, on peut toujours
hoisir des points : z1, ..., zk ,−z1, ...,−zk qui sont des zéros de f et des points
p1, ..., pk,−p1, ...,−pk qui sont des ples de f . Considérons la fontion
g(z) =
k∏
j=1
℘(z)− ℘(zj)
℘(z)− ℘(pj) .
La fontion ℘(z) étant paire, alors les zéros (resp. ples) de g(z) sont z = zj
(resp. pj) et z = −zj (resp. −pj). La fontion elliptique g(z) a les mêmes
ples et les mêmes zéros que f(z). Dès lors, la fontion g(z)
f(z) n'a pas de ples
et n'a pas de zéros et d'après le théorème de Liouville elle est onstante. Par
onséquent,
f(z) = Cg(z), (C = onstante),
= C
k∏
j=1
℘(z)− ℘(zj)
℘(z)− ℘(pj) ,
= fontion rationnelle de ℘(z).
Notons que si f a un ple ou un zéro dans le parallélogramme des périodes,
alors pour se débarasser du ple ou du zéro, il sut de multiplier f(z) par
(℘(z))j . Autrement dit, la fontion f(z)(℘(z))j est paire, sans ples, ni zéros
en (0, 0) et 'est une fontion rationnelle de ℘(z). 
Remarque 2.4 Posons E+Λ = {f ∈ EΛ : fpaire}. Dans la preuve préédente,
on a montré que : E+Λ = C(℘), i.e., le sous-orps des fontions elliptiques
paires par rapport à Λ est engendré par ℘(z).
Remarque 2.5 D'après la proposition 2.9, pour aratériser le orps des
fontions elliptiques on forme l'anneau quotient C[X,Y ] par l'idéal prinipal
orrespondant à l'équation
Y 2 = 4X3 − g2X − g3.
Plus préisement, on a
EΛ = C(℘,℘′) ≃ C[X,Y ]/(Y 2 − 4X3 + g2X + g3),
où ℘ = X et ℘′ est identiée à l'image de Y dans le quotient.
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2.2 Fontion ζ de Weierstrass
La fontion ζ de Weierstrass2 est dénie par
ζ(z) =
1
z
−
∫ z
0
(℘(z)− 1
z2
)dz. (2.10)
Notons que la dérivée de ette fontion est
ζ ′(z) = −℘(z). (2.11)
En remplaçant ℘(z) par (2.1) et après intégration on obtient
ζ(z) =
1
z
+
∑
ω∈Λ\{0}
(
1
z − ω +
1
ω
+
z
ω2
). (2.12)
Proposition 2.10 a) La fontion ζ(z) est impaire.
b) ζ(z) n'est pas une fontion elliptique.
) La fontion ζ(z) n'est pas périodique et on a
ζ(z + ωk)− ζ(z) = τk, (k = 1, 2) (2.13)
où τk sont des onstantes.
d) Les nombres ωk et τk sont liés par la relation de Legendre :
τ1ω2 − τ2ω1 = 2pii.
Démonstration : a) En utilisant (2.11) et la parité de ℘(z), on obtient
(ζ(z) + ζ(−z))′ = ζ ′(z)− ζ ′(−z),
= −℘(z) + ℘(z),
= 0.
D'où
ζ(z) + ζ(−z) = C,
où C est une onstante. En remplaçant ζ(z) par son expression (2.10), on
obtient ∫ z
−z
(℘(z) − 1
z2
)dz = C,
et
0 = lim
z→0
∫ z
−z
(℘(z) − 1
z2
)dz = C.
Par onséquent ζ(z) = −ζ(−z), i.e., la fontion ζ(z) est impaire.
b) En eet, ζ(z) a des ples simples en ω et d'après la remarque 1.4, il
2
A ne pas onfondre ave la fontion ζ de Riemann.
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n'existe pas de fontion elliptique de premier ordre.
) D'après (2.11) et le fait que ℘(z) est doublement périodique, on a
(ζ(z + ωk)− ζ(z))′ = −℘(z + ωk) + ℘(z),
= −℘(z) + ℘(z),
= 0,
et par onséquent ζ(z+ωk)− ζ(z) = τk, (k = 1, 2) où τk sont des onstantes.
d) Comme dans la preuve de la proposition 1.6, soit γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 la
frontière du parallélogramme fondamental Π relativement au réseau Λ, ave
γ1 = [z0, z0 + ω1], γ2 = [z0 + ω1, z0 + ω1 + ω2], γ3 = [z0 + ω1 + ω2, z0 + ω2] et
γ4 = [z0+ω2, z0]. Supposons que l'unique ple z = 0 de ζ(z) soit à l'intérieur
de e parallélogramme, sinon on peut toujours en vertu de la proposition 1.5
hoisir un autre parallélogramme prohe du préédent de façon à e que le
ple en question soit à son intérieur. Le résidu de ζ(z) au point z = 0 étant
égal à 1, on déduit du théorème des résidus que :
4∑
j=1
∫
γj
ζ(z)dz = 2pii. (2.14)
Notons que∫
γ2
ζ(z)dz =
∫
[z0+ω1,z0+ω1+ω2]
ζ(z)dz,
=
∫
[z0,z0+ω2]
ζ(u+ ω1)du, u ≡ z − ω1,
=
∫
[z0,z0+ω2]
ζ(z + ω1)dz,
et ∫
γ3
ζ(z)dz =
∫
[z0+ω1+ω2,z0+ω2]
ζ(z)dz,
=
∫
[z0+ω1,z0]
ζ(v + ω2)du, v ≡ z − ω2,
= −
∫
[z0,z0+ω1]
ζ(z + ω2)dz.
En remplaçant es expressions dans (2.14), on obtient∫
[z0,z0+ω1]
(ζ(z)− ζ(z + ω2))dz +
∫
[z0,z0+ω2]
(ζ(z + ω1)− ζ(z))dz = 2pii,
et d'après (2.13),∫
[z0,z0+ω1]
(−τ2)dz +
∫
[z0,z0+ω2]
τ1dz = 2pii,
i.e., τ1ω2 − τ2ω1 = 2pii. 
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2.3 Fontion σ de Weierstrass
La fontion σ de Weierstrass est dénie par
σ(z) = ze
R z
0
(ζ(z)− 1
z
)dz , (2.15)
et sa dérivée logarithmique est
(ln σ(z))′ =
σ′(z)
σ(z)
= ζ(z). (2.16)
En remplaçant ζ(z) par son expression (2.12), on obtient
σ(z) = z
∏
ω∈Λ\{0}
(1− z
ω
)e
z
ω
+ 1
2
( z
ω
)2 . (2.17)
Proposition 2.11 a) σ(z) est une fontion impaire.
b) La fontion σ(z) vérie la relation
σ(z + ωk) = −eτk(z+
ωk
2
).σ(z), (k = 1, 2),
où τk sont des onstantes.
Démonstration : a) D'après (2.17), on a
σ(−z) = −z
∏
ω∈Λ\{0}
(1 +
z
ω
)e−
z
ω
+ 1
2
( z
ω
)2 ,
= −z
∏
ω∈Λ\{0}
(1− z
η
)e
z
η
+ 1
2
( z
η
)2
, η ≡ −ω,
= −σ(z).
Une autre preuve onsiste à utiliser l'autre dénition (2.15) de σ(z). On a
σ(−z) = −ze
R
−z
0
(ζ(u)− 1
u
)du,
= −ze−
R z
0
(ζ(−v)+ 1
v
)dv , v ≡ −u
= −ze−
R z
0
(−ζ(v)+ 1
v
)dv , (ζest impaire)
= −ze
R z
0
(ζ(v)− 1
v
)dv,
= −σ(z).
b) On a
σ′(z + ωk)
σ(z + ωk)
= ζ(z + ωk), d'après(2.16)
= ζ(z) + τk, d'après(2.13)
=
σ′(z)
σ(z)
+ τk. d'après(2.16)
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En intégrant, on obtient
lnσ(z + ωk) = lnσ(z) + τkzCk, Ck ≡ onstante
d'où
σ(z + ωk) = e
τkz+Ck .σ(z).
Pour z = −ωk2 , on a
σ(
ωk
2
) = e−
τkωk
2 eCkσ(−ωk
2
).
Or σ(z) est impaire, don
eCk = −e τkωk2 ,
et par onséquent σ(z + ωk) = −eτk(z+
ωk
2
).σ(z), (k = 1, 2). 
Proposition 2.12 Soit f une fontion elliptique d'ordre n. Désignons par
a1, ..., an (resp. b1, ..., bn) les zéros (resp. ples) de f dans le parallélogramme
des périodes. Ii tous les zéros et les ples sont omptés ave leurs ordres de
multipliités. Alors
f(z) = Cσ(z +
n∑
j=2
aj −
n∑
j=1
bj)
∏n
j=2 σ(z − aj)∏n
j=1 σ(z − bj)
,
où C est une onstante.
Démonstration : D'après la proposition 1.8, on a
n∑
j=1
aj −
n∑
j=1
bj = période ≡ ω.
D'où
n∑
j=2
aj −
n∑
j=1
bj = ω − a1.
Considérons la fontion
g(z) = σ(z + ω − a1)
∏n
j=2 σ(z − aj)∏n
j=1 σ(z − bj)
.
D'après la proposition 2.11 (point b)), on a
σ(z + ωk) = −eτk(z+
ωk
2
).σ(z), (k = 1, 2),
et omme σ(z) est une fontion impaire, alors
g(z + ωk) = e
τk(
Pn
j=1 bj−a1+ω−
Pn
j=2 aj)σ(z + a1 + ω)
∏n
j=2 σ(z − aj)∏n
j=1 σ(z − bj)
,
= g(z).
La fontion
f(z)
g(z) n'a pas de ples dans le parallélogramme des périodes.
Puisque ette fontion est doublement périodique, alors elle est bornée sur
C et par onséquent, elle est onstante en vertu du théorème de Liouville. 
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3 Intégrales elliptiques et fontions de Jaobi
Dans ette setion, on va étudier les fontions de Jaobi. Ce sont des
fontions elliptiques du seond ordre qui ont deux ples simples dans le
parallélogramme des périodes. Ces fontions interviennent souvent lors de la
résolution de problèmes pratiques.
On appelle en général intégrale elliptique une intégrale de la forme∫
R(s,
√
P (s))ds,
où R est une fontion rationnelle à deux variables et P (s) un polynme de
degré 3 ou 4 ave des raines simples. En général, ette intégrale ne s'ex-
prime pas au moyen de fontions élémentaires 'est-à-dire elles que l'on
obtient en appliquant à la variable s les opérations algébriques (addition,
soustration, multipliation, division) en nombre ni, ainsi que les fontions
logarithmiques, trigonométriques et leurs inverses. Nous verrons que les fon-
tions inverses de es intégrales elliptiques sont des fontions elliptiques. On
montre qu'à l'aide de transformations élémentaires, une intégrale elliptique
se ramène à l'une des formes anoniques (de Legendre) :∫
ds√
(1− s2)(1− k2s2) ,∫ √
1− k2s2
1− s2 ds,∫
ds
(1 + ls2)
√
(1− s2)(1− k2s2) ,
où k et l sont des onstantes. La première de es intégrales est dite intégrale
elliptique de première espèe, la seonde intégrale elliptique de seonde espèe
et la troisième intégrale elliptique de troisième espèe. On peut érire es
intégrales sous une forme un peu diérente, en posant s = sinϕ, et les
intégrales préédentes s'érivent∫
dϕ√
1− k2 sin2 ϕ
,∫ √
1− k2 sin2 ϕdϕ,∫
dϕ
(1 + l sin2 ϕ)
√
1− k2 sin2 ϕ
.
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En général, on adopte les notations suivantes :
F (k, ϕ) =
∫ sinϕ
0
ds√
(1− s2)(1 − k2s2) =
∫ ϕ
0
dϕ√
1− k2 sin2 ϕ
,
E(k, ϕ) =
∫ sinϕ
0
√
1− k2s2
1− s2 ds =
∫ ϕ
0
√
1− k2 sin2 ϕdϕ,
Π(k, l, ϕ) =
∫ sinϕ
0
ds
(1 + ls2)
√
(1− s2)(1− k2s2) =
∫ ϕ
0
dϕ
(1 + l sin2 ϕ)
√
1− k2 sin2 ϕ
.
On renontre souvent des intégrales où la borne supérieure est ϕ = Π2 . Dans
e as, on érit
F (k) =
∫ 1
0
ds√
(1− s2)(1 − k2s2) =
∫ Π
2
0
dϕ√
1− k2 sin2 ϕ
,
E(k) =
∫ 1
0
√
1− k2s2
1− s2 ds =
∫ Π
2
0
√
1− k2 sin2 ϕdϕ,
et es intégrales sont dites intégrales elliptiques omplètes respetivement de
première et de seonde espèe. On montre que
F (k) =
Π
2
(1 + (
1
2
)2 + (
1.3
2.4
)2k4 + (
1.3.5
2.4.6
)2k6 + ...),
E(k) =
Π
2
(1− (1
2
)2 − (1.3
2.4
)2
k4
3
− (1.3.5
2.4.6
)2
k6
5
− ...).
Considérons des intégrales elliptiques de la forme
t =
∫ s
0
ds√
(1− s2)(1− k2s2) , 0 ≤ k ≤ 1
et voyons ave un peu plus de détail les propriétés de ette intégrale de
première espèe tout en sahant que les propriétés des autres intégrales s'ob-
tiennent de façon similaire. Nous avons vu i-dessus que le hangement de
variable s = sinϕ, ramène ette intégrale à la forme
t =
∫ ϕ
0
dϕ√
1− k2 sin2 ϕ
.
Nous envisagerons tout d'abord le as où k 6= 0 et k 6= 1. La fontion t(ϕ)
dénie par ette intégrale est stritement roissante et dérivable. Elle possède
don un inverse, qu'on appelle amplitude de t et qui se note
ϕ = amt = am(t; k).
Notons que si k = 0, alors
t =
∫ s
0
ds√
1− s2 = arcsin s,
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d'où s = sin t. Pour k 6= 0, on note par analogie la fontion inverse de
l'intégrale en question par
s = snt = sn(t; k),
que l'on nomme fontion elliptique de Jaobi (Lire s, n, t en détahant les
lettres). Le nombre k est appelé module de la fontion. Lorsqu'il n'y a pas
ambiguité sur le module k, on érit tout simplement snt au lieu de sn(t; k).
La fontion ϕ = amt est une fontion impaire stritement roissante de t.
Elle satisfait à
am(0) = 0,
∂am
∂t
(0) = 1.
Comme s = sinϕ, on peut don érire s = snt = sin(amt).
La deuxième et troisième fontion elliptique de Jaobi sont dénies respe-
tivement par
cnt = cn(t; k) = cos amt,
et
dnt = dn(t; k) =
√
1− k2sn2t.
Pour cnt, lire , n, t en détahant les lettres. De même, pour dnt, lire d,
n, t en détahant les lettres. Là aussi lorsqu'il n'y a pas ambiguité sur le
module k, on érit tout simplement cnt (resp. dnt) au lieu de cn(t; k) (resp.
dn(t; k)).
Proposition 3.1 On a
sn
2t+ cn2t = 1,
dn
2t+ k2sn2t = 1.
Démonstration : En eet, on a
cnt = cos amt,
=
√
1− sin2 amt,
=
√
1− sn2t.
De même, on a
dnt =
√
1− k2sn2t,
=
√
1− k2(1− cn2t),
=
√
1− k2sn2t.

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Remarque 3.1 Les périodes de la fontion snt sont 4K et 2iK ave
K =
∫ 1
0
ds√
(1− s2)(1− k2s2) = F (k),
et
K ′ =
∫ 1
k
0
ds√
(s2 − 1)(1 − k2s2) =
∫ 1
0
ds√
(1− r2)(1 − k′2r2) = F (k
′),
où k′ =
√
1− k2 et s = 1√
1−k′2r2 . De même, les périodes de cnt sont 4K et
2K + 2iK ′ et elles de dnt sont 2K et 4iK ′.
Proposition 3.2 On a
sn(0) = 0, cn(0) = 1, dn(0) = 1.
La fontion snt est impaire tandis que les fontions cnt et dnt sont paires :
sn(−t) = −snt, cn(−t) = cnt, dn(−t) = dnt.
Démonstration : En eet, les trois premières relations sont évidentes. En e
qui onerne les autres, par dénition si
t =
∫ s
0
ds√
(1− s2)(1 − k2s2) ,
alors s = snt. Dès lors,
−t =
∫ −s
0
ds√
(1− s2)(1 − k2s2) ,
autrement dit, sn(−t) = −s = −snt. Des relations sn2t + cn2t = 1 et
dn
2t+ k2sn2t = 1, on déduit aisément que
cn(−t) =
√
1− sn2(−t) =
√
1− sn2t = cnt,
et
dn(−t) =
√
1− k2sn2(−t) =
√
1− k2sn2t = dnt.

Proposition 3.3 Les dérivées des trois fontions elliptiques de Jaobi sont
données par
d
dt
snt = cnt.dnt,
d
dt
cnt = −snt.dnt,
d
dt
dnt = −k2snt.cnt.
27
Démonstration : En eet, par dénition si
t =
∫ s
0
ds√
(1− s2)(1− k′2s2) ,
alors s = snt et on a
d
dt
snt =
√
(1− sn2t)(1− k′2sn2t) = cnt.dnt.
Comme sn
2t+ cn2t = 1, alors
snt
d
dt
snt+ cnt
d
dt
cnt = 0,
sntcntdnt+ cnt
d
dt
cnt = 0,
sntdnt+
d
dt
cnt = 0.
De même, de la relation dn
2t+ k2sn2t = 1, on déduit que
dnt
d
dt
dnt+ k2snt
d
dt
snt = 0,
d
dt
dnt+ k2sntcnt = 0.

Proposition 3.4 Les fontions elliptiques de Jaobi vérient les équations
diérentielles :
(
d
dt
snt)2 = (1− sn2t)(1− k2sn2t),
(
d
dt
cnt)2 = (1− cn2t)(k′2 + k2cn2t),
(
d
dt
dnt)2 = (1− dn2t)(dn2t− k′2),
où k′ =
√
1− k2.
Démonstration : En eet, la première équation a été obtenue dans la preuve
de la proposition préédente. Conernant les deux autres équations, on a
(
d
dt
cnt)2 = sn2t.dn2t, (proposition 3.3)
= (1− cn2t)(1− k2sn2t), (proposition 3.1)
= (1− cn2t)(1− k2(1− cn2t)), (proposition 3.1)
= (1− cn2t)(k′2 + k2cn2t),
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et
(
d
dt
dnt)2 = k4sn2t.cn2t, (proposition 3.3)
= k2(1− dn2t)(1− sn2t), (proposition 3.1)
= (1− dn2t)(k2 − (1− dn2t)), (proposition 3.1)
= (1− dn2t)(dn2t− k′2).

Corollaire 3.5 Les fontions elliptiques de Jaobi : snt, cnt et dnt s'ob-
tiennent par inversion respetivement des intégrales :
t =
∫ w
0
dw√
(1− w2)(1− k2w2) ,
t =
∫ w
0
dw√
(1− w2)(k′2 + k2w2) ,
t =
∫ w
0
dw√
(1− w2)(w2 − k′2) .
où k′ =
√
1− k2.
Démonstration : En posant w = snt dans la première équation diérentielle
(proposition 3.4), on obtient
dw
dt
=
√
(1− w2)(1− k2w2),
et il sut de noter que :
w(0) = sn(0) = 0, (proposition 3.2)
dw
dt
(0) = sn′(0),
= cn(0).dn(0), (proposition 3.3)
= 1. (proposition 3.2)
De même, en posant w = cnt dans la seonde équation diérentielle (propo-
sition préédente), on obtient
dw
dt
=
√
(1− w2)(k′2 + k2w2),
et il sut de noter que :
w(0) = cn(0) = 1, (proposition 3.2)
dw
dt
(0) = cn′(0),
= −sn(0).dn(0), (proposition 3.3)
= 0. (proposition 3.2)
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Et enn, en posant w = dnt dans la troisième équation diérentielle (pro-
position préédente), on obtient
dw
dt
=
√
(1− w2)(w2 − k′2),
et il sut de noter que :
w(0) = dn(0) = 1, (proposition 3.2)
dw
dt
(0) = dn′(0),
= −k2sn(0).cn(0), (proposition 3.3)
= 0. (proposition 3.2)

Examinons enn le as où k = 0 et k = 1.
Proposition 3.6 a) Quand k = 0, on a
am(t; 0) = t, sn(t; 0) = sin t, cn(t; 0) = cos t, dn(t; 0) = 1.
b) Lorsque k = 1, on a
sn(t; 1) = tanh t, cn(t; 1) =
1
cosh t
, cn(t; 1) =
1
cosh2 t
.
Démonstration : En eet, les deux premières relations s'obtiennent direte-
ment en utilisant la dénition de es intégrales tandis que les autres déoulent
des relations sn
2t+ cn2t = 1 et dn2t+ k2sn2t = 1 (proposition 3.1).
b) En eet, pour k = 1 on a
t =
∫ s
0
ds
1− s2 =
1
2
ln(
1 + s
1− s) = arg tanh s, s
2 < 1,
et alors s = snt = tanh t. Pour les autres relations, on a
cn(t; 1) =
√
1− sn2(t; 1) =
√
1− tanh2 t = 1
cosh t
,
et
dn(t; 1) = 1− sn2(t; 1) = 1− tanh2 t = 1
cosh2 t
.

Proposition 3.7 Les fontions snt, cnt, dnt satisfont respetivement aux
formules d'addition suivantes :
sn(t+ τ) =
sntcnτdnτ + snτcntdnt
1− k2sn2tsn2τ ,
cn(t+ τ) =
cntcnτ − sntsnτdntdnτ
1− k2sn2tsn2τ ,
dn(t+ τ) =
dntdnτ − k2sntsnτcntcnτ
1− k2sn2tsn2τ .
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Démonstration : Considérons l'équation d'Euler
ds√
P (s)
+
dr√
P (r)
= 0,
où P (ξ) = (1 − ξ2)(1 − k2ξ2), 0 < k < 1. L'intégrale de ette équation peut
s'érire sous la forme
t+ τ = C1, (3.1)
où C1 est une onstante et
t =
∫ s
0
ds√
P (s)
, τ =
∫ r
0
dr√
P (r)
,
ave s = snt et r = snτ . Considérons maintenant le système diérentiel
ds
dz
=
√
P (s), (3.2)
dr
dz
=
√
P (r).
On a
d2s
dz2
= s(2k2s2 − 1− k2),
d2r
dz2
= r(2k2r2 − 1− k2),
et
r
d2s
dz2
− sd
2r
dz2
= 2k2sr(s2 − r2),
r2(
ds
dz
)2 − s2(dr
dz
)2 = (r2 − s2)(1− k2s2r2).
Notons que
d
dz
(r ds
dz
− s dr
dz
)
(r ds
dz
+ s dr
dz
)(r ds
dz
− s dr
dz
)
=
r d
2s
dz2
− s d2r
dz2
r2(ds
dz
)2 − s2(dr
dz
)2
,
don
d
dz
(r ds
dz
− s dr
dz
)
r ds
dz
− s dr
dz
=
2k2sr
k2s2r2 − 1(r
ds
dz
+ s
dr
dz
).
En intégrant, on obtient
d
dz
ln(r
ds
dz
− sdr
dz
) =
d
dz
ln(k2s2r2 − 1),
d'où
r
ds
dz
− sdr
dz
= C2(1− k2s2r2),
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où C2 est liée à C1 par une relation de la forme : C2 = f(C1) ave f une
fontion à déterminer. En tenant ompte de (3.2), on obtient
r
√
P (s) + s
√
P (r) = C2(1− k2s2r2). (3.3)
Or √
P (s) =
√
(1− s2)(1− k2s2),
=
√
(1− sn2t)(1− k2sn2t),
= cntdnt, (proposition 3.1)√
P (s) = cnτdnτ,
don l'équation (3.3) devient
sntcnτdnτ + snτcntdnt = C2(1− k2sn2tsn2τ).
Rappelons que C2 = f(C1) = f(t+ τ) (d'après (3.1)). Dès lors pour τ = 0,
on a f(t) = snt. Don
sntcnτdnτ + snτcntdnt
1− k2sn2tsn2τ = sn(t+ τ).
Pour les deux autres formules, il sut d'utiliser un raisonnement similaire
au préédent. 
Remarque 3.2 En un ertain sens, les fontions elliptiques de Jaobi snt
et cnt généralisent les fontions trigonométriques sinus et osinus.
4 Appliations
4.1 Le pendule simple
Le pendule simple est onstitué par un point matériel suspendu à l'extré-
mité d'un l (ou une tige théoriquement sans masse) astreint à se mouvoir
sans frottement sur un erle vertial. On désigne par l la longueur du l (i.e.,
le rayon du erle), g l'aélération de la pesanteur et x l'angle instantané
du l ave la vertiale. L'équation du mouvement est
d2x
dt2
+
g
l
sinx = 0. (4.1)
Posons θ = dx
dt
, l'équation (4.1) s'érit
θdθ +
g
l
sinxdx = 0.
En intégrant, on obtient
θ2
2
=
g
l
cos x+ C,
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où C est une onstante. Pour déterminer ette dernière, notons que lorsque
t = 0, x = x0 (angle initial), alors θ = 0 (la vitesse est nulle), d'où
C = −g
l
cos x0.
Par onséquent
l
2g
(
dx
dt
)2 =
l
2g
θ2 = cos x− cos x0. (4.2)
Nous allons étudier plusieurs as :
a) Considérons le as d'un mouvement osillatoire, i.e., le as où la masse
passe de x = x0 (le plus grand angle atteint par le pendule ; il y orrespond
une vitesse θ = 0) à x = 0 (vitesse maximale). Comme cos x = 1− 2 sin2 x2 ,
alors l'équation (4.2) devient
l
4g
(
dx
dt
)2 = sin2
x0
2
− sin2 x
2
. (4.3)
Posons
sin
x
2
= sin
x0
2
sinϕ,
d'où
1
2
cos
x
2
dx = sin
x0
2
cosϕdϕ,
1
2
√
1− sin2 x
2
dx = sin
x0
2
√
1− sin2 ϕdϕ,
1
2
√
1− sin2 x0
2
sin2 ϕdx = sin
x0
2
√
1− sin2 ϕdϕ,
et don
dx =
2 sin x02
√
1− sin2 ϕ√
1− sin2 x02 sin2 ϕ
dϕ.
Par substitution dans (4.3), on obtient
(
dϕ
dt
)2 =
g
l
(1− k2 sin2 ϕ),
où
k = sin
x0
2
,
est le module et
x0
2 l'angle modulaire. Notons que pour x = 0 on a ϕ = 0 et
dès lors
t = ±
√
l
g
∫ ϕ
0
dϕ√
1− k2 sin2 ϕ
.
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D'après la setion 3, on a don
ϕ = ±am
√
g
l
t,
sinϕ = ± sin amg
l
t = ±sn
√
g
l
t,
et par onséquent
sin
x
2
= ± sin x0
2
sn
√
g
l
t.
b) Considérons le as d'un mouvement irulaire. On érit l'équation (4.2)
sous la forme
l
2g
(
dx
dt
)2 = 1− 2 sin2 x
2
− cos x0,
= (1− cos x0)(1− k2 sin2 x
2
),
où
k2 =
2
1− cos x0 ,
ave k positif et 0 < k < 1. En tenant ompte de la ondition initiale
x(0) = 0, on obtient
dt = ±
√
2l
g(1− cos x0)
∫ ϕ
0
dϕ√
1− k2 sin2 ϕ
, ϕ =
x
2
.
Don
ϕ = ±am
√
g(1− cos x0)
2l
t,
et
x = ±2am
√
g(1− cos x0)
2l
t.
) Considérons enn le as d'un mouvement asymptotique. C'est le as où
x0 = ±pi et l'équation (4.2) s'érit
l
2g
(
dx
dt
)2 = cos x+ 1 = 2 cos2
x
2
.
D'où
t = ±1
2
√
l
g
∫ x
0
dx
cos x2
,
= ±
√
l
g
ln tan(
x
pi
+
pi
4
),
et
x = 4arctan e±
√
g
l
t − pi.
On vérie que x→ ±pi quand t→∞.
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Remarque 4.1 Pour des petites osillations, on peut approher sinx par x
et l'équation (4.1) se ramène à une équation linéaire,
d2x
dt2
+
g
l
x = 0,
dont la solution générale est immédiate :
x(t) = C1 cos
√
g
l
t+ C2
√
l
g
sin
√
g
l
t,
où C1 = x(0) et C2 =
dx
dt
(0). Pour des petites osillations la période du
pendule (le temps néessité pour une osillation omplète ; un aller-retour) est
2pi
√
l
g
. Par ontre, dans le as des osillations qui ne sont pas néessairement
petites, la période vaut d'après e qui prééde 4
√
l
g
∫ pi
2
0
dx√
1−k2 sin2 x
ave k =
sin x02 .
4.2 Le orps solide d'Euler
Les équations d'Euler
3
du mouvement de rotation d'un solide autour
d'un point xe, pris omme origine du repère lié au solide, lorsqu'auune
fore extérieure n'est appliquée au système, peuvent s'érire sous la forme

dm1
dt
= (λ3 − λ2)m2m3,
dm2
dt
= (λ1 − λ3)m1m3,
dm3
dt
= (λ2 − λ1)m1m2.
(4.4)
où (m1,m2,m3) est le moment angulaire du solide et λi ≡ I−1i , I1, I2 et I3
étant les moments d'inertie. Ces équations admettent deux intégrales pre-
mières quadratiques :
H1 =
1
2
(
λ1m
2
1 + λ2m
2
2 + λ3m
2
3
)
,
et
H2 =
1
2
(
m21 +m
2
2 +m
2
3
)
.
Nous supposerons que λ1, λ2, λ3 sont tous diérents de zero
4
. Dans es ondi-
tions, H1 = 0 entraine m1 = m2 = m3 = 0 et don H2 = 0 ; le solide est
au repos. Nous éartons e as trivial et supposons dorénavant que H1 6= 0
et H2 6= 0. Lorsque λ1 = λ2 = λ3, les équations (4.4) montrent évidemment
3
On parle aussi de mouvement d'Euler-Poinsot du solide
4
'est-à-dire que le solide n'est pas réduit à un point et n'est pas non plus onentré
sur une droite.
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que m1, m2 et m3 sont des onstantes. Supposons par exemple que λ1 = λ2,
les équations (4.4) s'érivent alors
dm1
dt
= (λ3 − λ1)m2m3,
dm2
dt
= (λ1 − λ3)m1m3,
dm3
dt
= 0.
On déduit alors que m3 = onstante ≡ A et
dm1
dt
= A (λ3 − λ1)m2,
dm2
dt
= A (λ1 − λ3)m1.
Notons que
d
dt
(m1 + im2) = iA(λ1 − λ3)(m1 + im2),
on obtient m1 + im2 = Ce
iA(λ1−λ3)t, où C est une onstante et don
m1 = C cosA(λ1 − λ3)t, m2 = C sinA(λ1 − λ3)t
L'intégration des équations d'Euler est déliate dans le as général où λ1, λ2
et λ3 sont tous diérents ; les solutions s'expriment à l'aide de fontions ellip-
tiques. Dans la suite nous supposerons que λ1, λ2 et λ3 sont tous diérents
et nous éartons les autres as triviaux qui ne posent auune diulté pour
la résolution des équations en question. Pour xer les idées nous supposerons
dans la suite que : λ1 > λ2 > λ3. Géométriquement, les équations
λ1m
2
1 + λ2m
2
2 + λ3m
2
3 = 2H1, (4.5)
et
m21 +m
2
2 +m
2
3 = 2H2 ≡ r2, (4.6)
représentent respetivement les équations de la surfae d'un ellipsoide de
demi-axes :
√
2H1
λ1
(demi grand axe),
√
2H1
λ2
(demi axe moyen),
√
2H1
λ3
(demi
petit axe), et d'une sphère de rayon r. Don le mouvement du solide s'eetue
sur l'intersetion d'un ellipsoide ave une sphère. Cette intersetion a un
sens ar en omparant (4.5) à (4.6), on voit que
2H1
λ1
< r2 < 2H1
λ3
, e qui
signie géométriquement que le rayon de la sphère (4.6) est ompris entre le
plus petit et le plus grand des demi-axes de l'ellipsoïde (4.5). Pour étudier
l'allure des ourbes d'intersetion de l'éllipsoïde (4.5) ave la sphère (4.6),
xons H1 > 0 et faisons varier le rayon r. Comme λ1 > λ2 > λ3, les demi-
axes de l'ellipsoïde seront
2H1
λ1
> 2H1
λ2
> 2H1
λ3
. Si le rayon r de la sphère est
inférieur au demi petit axe
2H1
λ3
ou supérieur au demi grand axe
2H1
λ1
, alors
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l'intersetion en question est vide ( et auum mouvement réel ne orrespond
à es valeurs de H1 et r). Lorsque le rayon r est égal à
2H1
λ3
, alors l'intersetion
est omposée de deux points. Lorsque le rayon r augmente (
2H1
λ3
< r < 2H1
λ2
),
on obtient deux ourbes autour des extrémités du demi petit axe. De même
si r = 2H1
λ1
, on obtient les deux extrémités du demi grand axe et si r est
légérement inférieur à
2H1
λ1
, on obtient deux ourbes fermées au voisinage de
es extrémités. Enn, si r = 2H1
λ2
alors l'intersetion en question est onstituée
de deux erles.
Proposition 4.1 Les équations diérentielles (4.4) d'Euler, s'intégrent au
moyen de fontions elliptiques de Jaobi.
Démonstration : A partir des intégrales premières (4.5) et (4.6), on exprime
m1 et m3 en fontion de m2. On introduit ensuite es expressions dans la
seonde équation du système (4.4) pour obtenir une équation diérentielle
en m2 et
dm2
dt
seulement. De manière plus détaillée, on tire aisément de (4.5)
et (4.6) les relations suivantes
m21 =
2H1 − r2λ3 − (λ2 − λ3)m22
λ1 − λ3 , (4.7)
m23 =
r2λ1 − 2H1 − (λ1 − λ2)m22
λ1 − λ3 . (4.8)
En substituant es expressions dans la seonde équation du système (4.4),
on obtient
dm2
dt
=
√
(2H1 − r2λ3 − (λ2 − λ3)m22)(r2λ1 − 2H1 − (λ1 − λ2)m22).
En intégrant ette équation, on obtient une fontion t(m2) sous forme d'une
intégrale elliptique. Pour réduire elle-i à la forme standard, on peut sup-
poser que r2 > 2H1
λ2
(sinon, il sut d'intervertir les indies 1 et 3 dans toutes
les formules préédentes). On réerit l'équation préédente, sous la forme
dm2√
(2H1 − r2λ3)(r2λ1 − 2H1)dt
=
√
(1− λ2 − λ3
2H1 − r2λ3m
2
2)(1−
λ1 − λ2
r2λ1 − 2H1m
2
2).
En posant
τ = t
√
(λ2 − λ3)(r2λ1 − 2H1),
s = m2
√
λ2 − λ3
2H1 − r2λ3 ,
on obtient
ds
dτ
=
√
(1− s2)(1− (λ1 − λ2)(2H1 − r
2λ3)
(λ2 − λ3)(r2λ1 − 2H1)s
2),
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e qui suggère de hoisir omme module des fontions elliptiques
k2 =
(λ1 − λ2)(2H1 − r2λ3)
(λ2 − λ3)(r2λ1 − 2H1) .
Les inégalités λ1 > λ2 > λ3,
2H1
λ1
< r2 < 2H1
λ3
et r2 > 2H1
λ2
montrent qu'ee-
tivement 0 < k2 < 1. On obtient don
ds
dτ
=
√
(1− s2)(1 − k2s2).
Cette équation admet la solution
5
τ =
∫ s
0
ds√
(1− s2)(1− k2s2) .
La fontion inverse s(τ) onstitue l'une des fontions elliptiques de Jaobi :
s = snτ, qui détermine également m2 en fontion du temps, i.e.,
m2 =
√
2H1 − r2λ3
λ2 − λ3 · snτ.
D'après les égalités (4.7) et (4.8), on sait que les fontions m1 et m3 s'ex-
priment algébriquement à l'aide de m2, don
m1 =
√
2H1 − r2λ3
λ1 − λ3 ·
√
1− sn2τ ,
et
m3 =
√
r2λ1 − 2H1
λ1 − λ3 ·
√
1− k2sn2τ .
Compte tenu de la dénition des deux autres fontions elliptiques (voir se-
tion 3)
cnτ =
√
1− sn2τ , dnτ =
√
1− k2sn2τ ,
et du fait que τ = t
√
(λ2 − λ3)(r2λ1 − 2H1), on obtient nalement les for-
mules suivantes :

m1 =
√
2H1−r2λ3
λ1−λ3 cn(t
√
(λ2 − λ3)(r2λ1 − 2H1)),
m2 =
√
2H1−r2λ3
λ2−λ3 sn(t
√
(λ2 − λ3)(r2λ1 − 2H1)),
m3 =
√
r2λ1−2H1
λ1−λ3 dn(t
√
(λ2 − λ3)(r2λ1 − 2H1)).
(4.9)
Autrement dit, l'intégration des équations d'Euler s'eetue au moyen de
fontions elliptiques. 
5
on onvient de hoisir l'origine des temps telle que m2 = 0 pour t = 0.
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Remarque 4.2 Notons que pour λ1 = λ2, on a k
2 = 0. Dans e as, les
fontions elliptiques snτ, cnτ,dnτ se réduisent respetivement aux fontions
sin τ, cos τ, 1. Dès lors de (4.9), on tire aisément que

m1 =
√
2H1−r2λ3
λ1−λ3 cos
√
(λ1 − λ3)(r2λ1 − 2H1)t,
m2 =
√
2H1−r2λ3
λ1−λ3 sin
√
(λ1 − λ3)(r2λ1 − 2H1)t,
m3 =
√
r2λ1−2H1
λ1−λ3 .
On retrouve les solutions établis préédemment ave A =
√
r2λ1−2H1
λ1−λ3 et C =√
2H1−r2λ3
λ1−λ3 .
4.3 Une famille de systèmes intégrables
On onsidère un système diérentiel non-linéaire sur R
4
déni par le
hamiltonien
H =
1
2
[x21 + x
2
2 + a(y
2
1 + y
2
2) + b(y
2
1 + y
2
2)
2 + c(y21 + y
2
2)
3], (4.10)
où a, b, c, sont des onstantes. Dans e as, le système dynamique hamiltonien
assoié à H s'érit
dy1
dt
= x1,
dy2
dt
= x2, (4.11)
dx1
dt
= −[a+ 2b(y21 + y22) + 3c(y21 + y22)2]y1,
dx2
dt
= −[a+ 2b(y21 + y22) + 3c(y21 + y22)2]y2.
Ces équations donnent un hamp de veteurs sur R
4
.
Proposition 4.2 Le système (4.11) admet une intégrale première quadra-
tique qui détermine ave H(4.10) un système intégrable au sens de Liouville.
En outre, la linéarisation 'est-à-dire la desription des niveaux ommuns des
intégrales et les ots dont ils sont pourvus s'eetue sur une ourbe elliptique.
Démonstration : Dans notre as, l'existene d'une seonde intégrale première
indépendante et en involution ave H1 ≡ H, sut pour que le système soit
intégrable au sens de Liouville (voir appendie). Le système diérentiel (4.11)
implique
d2y1
dt2
+ [a+ 2b(y21 + y
2
2) + 3c(y
2
1 + y
2
2)
2]y1 = 0,
d2y2
dt2
+ [a+ 2b(y21 + y
2
2) + 3c(y
2
1 + y
2
2)
2]y2 = 0,
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d'où
y2
d2y1
dt2
− y1d
2y2
dt2
= 0.
Dès lors
d
dt
(y2
dy1
dt
− y1dy2
dt
) = 0,
de sorte que la fontion (le moment)
H2 = x1y2 − x2y1,
est une intégrale première. Les fontions H1 et H2 sont en involution
{H1,H2} =
2∑
i=1
(
∂H1
∂xk
∂H2
∂yk
− ∂H1
∂yk
∂H2
∂xk
) = 0.
Don ette seonde intégrale première, détermine ave H1 un système inté-
grable au sens de Liouville. Soit
{x ≡ (y1, y2, x1, x2) ∈ R4 : H1(x) = c1,H2(x) = c2},
la surfae invariante où (c1, c2) n'est pas une valeur ritique. En substituant
y1 = r cos θ, y2 = r sin θ,
dans les équations
H1 =
1
2
[x21 + x
2
2 + a(y
2
1 + y
2
2) + b(y
2
1 + y
2
2)
2 + c(y21 + y
2
2)
3] = c1,
H2 = x1y2 − x2y1 = c2,
on obtient
(
dr
dt
)2 + r2(
dθ
dt
)2 + ar2 + br4 + cr6 = 2c1,
r2
dθ
dt
= −c2.
D'où
(r
dr
dt
)2 + ar4 + br6 + cr8 − 2c1r2 + c22 = 0,
et par onséquent
w2 + az2 + bz3 + cz4 − 2c1z + c22 = 0,
où w = r dr
dt
, z = r2. La ourbe algébrique
C = {(w, z) : w2 + az2 + bz3 + cz4 − 2c1z + c22 = 0},
est une ourbe elliptique. On a une seule diérentielle holomorphe
ω =
dz√
az2 + bz3 + cz4 − 2c1z + c22
,
et la linéarisation s'eetue don sur ette ourbe elliptique ; autrement dit
les équations diérentielles (4.11) s'intégrent au moyen de fontions ellip-
tiques. 
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4.4 Équations aux dérivées partielles ouplées non-linéaires
de Shrödinger
Considérons les équations ouplées non linéaires de Shrödinger :
i
∂u
∂s
=
∂2u
∂t2
+ (|u|2 + |v|2)u, (4.12)
i
∂v
∂s
=
∂2v
∂t2
+ (|u|2 + |v|2)v.
Les fontions u(s, t) et v(s, t) dépendent des variables s et t. On herhe les
solutions de (4.12) sous la forme
u(s, t) = ζ(t) exp(ias),
v(s, t) = η(t) exp(ias),
où ζ(t) et η(t) sont deux fontions réelles et a une onstante arbitraire, e
qui implique omme onséquene qu'on aura
d2ζ
dt2
+ (a+ ζ2 + η2)ζ = 0,
d2η
dt2
+ (a+ ζ2 + η2)η = 0.
En posant
y1 = ζ, y2 = η, x1 =
dζ
dt
, x2 =
dη
dt
,
on obtient
dy1
dt
= x1,
dy2
dt
= x2, (4.13)
dx1
dt
= −(a+ y21 + y22)y1,
dx2
dt
= −(a+ y21 + y22)y2.
Ces équations donnent un hamp de veteurs sur R
4
et il apparait ainsi que
la résolution du système se trouve ramenée à la reherhe des solutions d'un
système dynamique hamiltonien de la forme (4.10) ave b = 12 et c = 0.
On peut don utiliser le résultat obtenu dans la proposition 4.2. Cependant,
nous allons proéder diéremment et montrer que le système en question pos-
sède une seonde intégrale première quartique et la résolution du problème
s'eetue aussi en terme de fontions elliptiques. Nous allons utiliser la théo-
rie des déformations isospetrales 'est-à-dire laissant invariant le spetre
d'opérateurs linéaires ontenant une indéterminée rationnelle. Les équations
à étudier peuvent être exprimées en termes de relations de ommutation
(paire de Lax). Plus préisement, on a le résultat suivant :
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Proposition 4.3 Le système diérentiel (4.13) admet une paire de Lax de
sorte que la fontion
H2 =
a
2
(x21 + x
2
2 + a(y
2
1 + y
2
2) +
1
2
(y21 + y
2
2)
2) +
1
4
(x1y2 − x2y1)2,
est une intégrale première quartique et la linéarisation s'eetue à l'aide de
fontions elliptiques.
Démonstration : Considérons la forme de Lax
d
dt
Ah = [Bh, Ah] ≡ BhAh −AhBh,
où Ah et Bh sont des matries dépendant d'un paramètre omplexe h (para-
mètre spetrale). Les oeients du polynme aratéristique det(Ah − λI),
ne dépendent pas du temps et e sont des intégrales premières en involution.
En outre, d'après la méthode de linéarisation de van Moerbeke-Mumford
[18, 13] le ot se linéarise sur un tore algébrique omplexe. Celui-i étant en-
gendré par le réseau dénit par la matrie des périodes de la ourbe spetrale
d'équation ane
P (h, λ) ≡ det(Ah − λI) = 0, (4.14)
et ette équation dérit une déformation isospetrale. Dans le as de notre
système, on hoisit
Ah =
(
Uh Vh
Wh −Uh
)
, Bh =
(
0 1
Rh 0
)
,
ave
Uh =
1
2
(
x1y1 + x2y2
a+ h
),
Vh = −1− y
2
1 + y
2
2
2(a+ h)
,
Wh =
1
2
(
x21 + x
2
2
a+ h
)− h+ 1
2
(y21 + y
2),
Rh = h− y21 − y22.
Expliitement, l'équation (4.14) fournit
w2 = h3 + 2ah2 + (a2 −H1)h−H2, (4.15)
où
w = λ(h+ a),
H1 =
1
2
(x21 + x
2
2) +
a
2
(y21 + y
2
2) +
1
4
(y21 + y
2
2)
2,
H2 =
a
2
(x21 + x
2
2 + a(y
2
1 + y
2
2) +
1
2
(y21 + y
2
2)
2) +
1
4
(x1y2 − x2y1)2,
= aH1 +
1
4
(x1y2 − x2y1)2.
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Les deux intégrales premières H1 et H2 sont évidemment en involution et le
système en question est intégrable au sens de Liouville (voir appendie). Le
ot se linéarise sur la ourbe elliptique d'équation ane (4.15). Autrement
dit, la linéarisation s'eetue à l'aide de fontions elliptiques. 
4.5 Le hamp de Yang-Mills ave groupe de jauge SU(2)
Soit Fkl le hamp de Yang-Mills dans l'algèbre de Lie TeSU(2) du groupe
SU(2). C'est une expression loale du hamp de Jauge ou onnexion Ak
dénissant la dérivée ovariante de Fkl à l'aide de l'expression :
▽kFkl =
∂Fkl
∂τk
+ [Ak, Fkl] = 0, Fkl, Ak ∈ TeSU(2), 1 ≤ k, l ≤ 4,
ans laquelle [Ak, Fkl] est le rohet des deux hamps dans l'algèbre de Lie du
groupe de Lie SU(2) et
Fkl =
∂Al
∂τk
− ∂Ak
∂τl
+ [Ak, Al] .
Dans le as qui nous intéresse, on a
∂Al
∂τk
= 0, (k 6= 1) ,
A1 = A2 = 0,
A3 = n1U1 ∈ su (2) ,
A4 = n2U2 ∈ su (2) ,
où
n1 = [n2, [n1, n2]], n2 = [n1, [n2, n1]],
engendre su (2) et le système de Yang-Mills devient
∂2U1
∂t2
+ U1U
2
2 = 0,
∂2U2
∂t2
+ U2U
2
1 = 0,
ave t = τ1. En posant U1 = q1, U2 = q2,
∂U1
∂t
= p1,
∂U2
∂t
= p2, les équations
de Yang-Mills s'érivent sous la forme d'un hamp de veteurs hamiltonien
ave H = 12
(
p21 + p
2
2 + q
2
1q
2
2
)
l'hamiltonien. Celui-i joue un rle important
en théorie des hamps. En utilisant la transformation sympletique
p1 =
√
2
2
(x1 + x2) ,
p2 =
√
2
2
(x1 − x2) ,
q1 =
1
2
(
4
√
2
)3
(y1 + iy2) ,
q2 =
1
2
(
4
√
2
)3
(y1 − iy2) ,
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on réerit le hamiltonien i-dessus sous la forme
H =
1
2
(
x21 + x
2
2
)
+
1
4
(
y21 + y
2
2
)2
,
lequel oinide évidemment ave (4.10) pour a = c = 0, b = 12 ou e qui
revient au même ave le système diérentiel orrespondant (4.13) ave a = 0.
Don ii aussi l'intégration du problème en question s'eetue en termes de
fontions elliptiques.
4.6 Appendie
Les équations anoniques de Hamilton s'érivent sous la forme
dy1
dt
=
∂H
∂x1
,
.
.
.
dyn
dt
=
∂H
∂xn
, (4.16)
dx1
dt
= −∂H
∂y1
,
.
.
.
dxn
dt
= −∂H
∂yn
,
où (x1, ..., xn) ∈ Rn et (y1, ..., yn) ∈ Rn, sont des oordonnées dans l'espae
de phase R
2n
. Ce sont 2n équations diérentielles du premier ordre qui sont
onnues lorsqu'on onnait la fontion H appelée hamiltonien du système.
Le système (4.16) est intégrable au sens de Liouville lorsqu'il possède n
intégrales premières H1 ≡ H, H2, . . . ,Hn en involution ('est-à-dire que les
rohets de Poisson
{Hi,Hj} =
n∑
k=1
(
∂Hi
∂xk
∂Hj
∂yk
− ∂Hi
∂yk
∂Hj
∂xk
), 1 ≤ i, j ≤ n.
s'annulent deux à deux) et qu'en outre les gradients gradHi sont linéaire-
ments indépendants. Pour des onstantes génériques c = (c1, . . . , cn), l'en-
semble de niveau ommun aux intégrales H1, . . . ,Hn :
Mc = {x ≡ (y1, ..., yn, x1, ..., xn) ∈ R2n : H1(x) = c1, . . . ,Hn(x) = cn},
forme une variété de dimension n. D'après le théorème d'Arnold-Liouville
[6, 14], si la variété Mc est ompate et onnexe, alors elle est diéomorphe
à un tore de dimension n :
T n = Rn/Zn = {(ϕ1, . . . , ϕn)mod2pi},
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sur lequel le problème se linéarise. En outre, on démontre l'existene d'une
transformation anonique vers de nouvelles oordonnées, dites variables ation-
angle, les oordonnées ation étant des onstantes du mouvement et les o-
ordonnées angle des fontions linéaires dans le temps. Le point
(y1(t), . . . , yn(t), x1(t), . . . , xn(t)),
représentant la solution du système (4.16) a un mouvement quasi-périodique,
'est-à-dire en oordonnées angulaires (ϕ1, . . . , ϕn), on a
dϕ
dt
= ω, ω = ω(c) = constante.
Don, en prinipe, la transformation anonique fournit les positions et les
moments en fontion du temps et le problème est résolu. La résolution expli-
ite de plusieurs équations (notamment en méanique) des ots hamiltoniens
assoiés aux fontions H1, ...,Hn se fait à l'aide d'intégrales elliptiques. Au-
trement dit pour une ompatiation appropriée, on a M c ≃ Jac(C) ≃ C
où C est une ourbe elliptique à déteminer et le système en question s'intégre
en terme de fontions elliptiques.
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