ABSTRACT In many non-convex optimization-based signal recovery tasks, a good initial point is essential for the performance of the optimization process. One seeks to start the point from a small local region surrounding the targeted signal. Then an efficient iterative refinement procedure can help recover the wanted signal. Motivated by this fact, we introduce two efficient and robust estimators to find reasonably good initial points for non-convex phase retrieval algorithms. The proposed estimators can provide high quality initial guesses for phase retrieval even with a number of samples that is close to the information-theoretic limit. The average relative error reduces exponentially as the oversampling ratio grows, which can improve the performance of existing non-convex optimization methods. The experimental results clearly demonstrate the superiority of two introduced estimators, which not only obtain a more accurate estimate of the true solution but also outperform the existing methods in terms of noise robustness when measurements are contaminated with noise.
I. INTRODUCTION
The task of recovering a signal or image from its phaseless measurement, known as phase retrieval or phaseless recovery, arises in many areas in engineering and science, including crystallography [1] , diffraction imaging [2] , Quantum information [3] , etc. Most of existing phase retrieval problem can be formulated via a general form as find x ∈ C ⊂ C n such that h(F x) j = y j ,
where the h(·) is a (possibly random) link function [4] , such as h(x) = |x| for amplitude measurement [5] and h(x) = |x| 2 for intensity measurement [6] , the mapping F : C n → C m is linear and y j ∈ R for all j = 1, . . . , m and = 1, . . . , L, the set C is certain prior constraint like sparse [7] and low rank [8] , [9] . Unfortunately, the problem in (1) is non-convex and NP hard [5] . The model (1) includes many commonly encountered issues of signal recovery problem as special cases.
A variety of phase retrieval algorithms have been proposed over the past few years. The earliest algorithms of phase retrieval are the Gerchberg-Saxton algorithm [10] and its variant, error reduction [11] , which is an alternating
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projection algorithm without rigorous theoretical guarantee. Relying upon the lifting trick, semidefinite programming (SDP) based convex approaches PhaseLift [12] and PhaseCut [13] are proposed for phase retrieval problem with sound theoretical guarantee. These frameworks transform all phaseless data into linear forms with a new rank-1 matrix variable and the signal of interest is then mapped to a high dimensional space. Due to these operations, the PhaseLift-based methods and PhaseCut incur relatively high computational complexity.
To avoid this drawback, many approaches focus on alternative formulations in the natural parameter space and solve the non-convex optimization problem. The non-convex optimization-based phase retrieval methods are derived from the error reduction and its variant [14] . There is a recent surge of activities in designing non-convex methods for phase retrieval, including alternating minimization algorithm [15] , gradient descent variants like Wirtinger flow [6] , [16] , Kaczmarz method [17] , [18] , approximate message passing method [19] , [20] . prox-linear procedure via composite optimization [21] , [22] and a number of other approaches [5] , [23] - [33] . Furthermore, recently, an effective convex relaxation called PhaseMax is independently proposed by two groups of authors [34] - [36] . They relax the quadratic equations of phaseless measurements to inequality constraint and hence reformulate the original problem as a linear programming by utilizing a suitable anchor vector. However, its empirical performance is not competitive with SDP relaxation-based methods and non-convex approaches. All these non-convex approaches and PhaseMax-based methods require an initial guess to guarantee the starting point of the algorithm fall in a basin of attraction of unknown signal.
Spectral algorithms are widely used to find the initial point, which computes the leading eigenvector of a certain matrix constructed by data samples and set it as the start point of the corresponding iterative algorithm. This two-stage approach has been proven to be efficient in terms of computational efficiency and statistical accuracy, spurring a growing list of problems, e.g., matrix completion [37] - [39] , blind deconvolution [40] , [41] , phase synchronization [42] , and joint alignment [43] .
Along the lines of two-stage approach applied in phase retrieval problem or solving quadratic equations (1), this paper proposes two efficient and robust initialization estimators named T -modified null initialization and orthogonal spectral initialization for non-convex phase retrieval. Compared with null vector method and other state-of-theart spectral initialization methods, both of two initialization estimators can provide a high quality initial guess for phase retrieval when the number of samples is close to the information-theoretic limit. The idea of our work is motivated by the pre-processing trick and cheap orthogonal constraint [30] , [44] . Gao and Xu derived a very appealing pre-processing trick for phaseless recovery [29] , and we borrow their trick for our null vector method. However, there is important difference between our setting and that in [29] . We consider the case in which the sampling vectors are in isometric form and the pre-processing is for the complement of the "weaker" signals. It should be noted that some other excellent pre-processing function [45] , [46] also can be used for our setting. The cheap orthogonal constraint can be beneficial to significant reduce the relative error of the initial vector. Indeed, as our results show we can obtain far smaller relative error of initial vector in such a situation.
Moreover, inspired by the fact that Nesterov's accelerated scheme can escape saddle points and has faster convergence rate than gradient descent in the non-convex setting [47] , this paper also introduces a fast generalized gradient-like framework for phase retrieval. The fast generalized gradientlike framework not only can accelerate the convergence of existing phase retrieval methods but also improves the performance of the existing methods.
The remainder of this paper is organized as follows: Section II introduced two initialization method: i) T -modified null initialization; ii) orthogonal spectral initialization. Section III introduces fast gradient-like method for phase retrieval. In Section IV, simulation results demonstrating the performance of the proposed algorithms are given, and the conclusion is given in Section V.
Notation: The capital italic bold letters denote matrices, e.g., A ∈ C m×n and lowercase italic bold letters denote column vectors, e.g., u ∈ C n . The ceiling operator m returns the least integer greater than or equal to the given real number. The symbol represents the element-wise product, |I | returns the number of elements in set I . The operator (·)
H , · , ∪ and E {·} used in this paper denote inverse, transpose, conjugate transpose, ceiling function, union, and expectation, respectively. |.| and , stand for the elementwise absolute operation and inner product, respectively. · 2 denotes the 2 norms for a given vector and · F denotes the Frobenius norm of a matrix.
II. THE PROBLEM OF PHASE RETRIEVAL
We focus on the model that the measurements only preserve the phaseless information of measurement vectors, where one is faced to recover the unknown signal x ∈ C n . Then the phase retrieval problem or solving quadratic equations (1) for this case is formulated in the form of:
where sensing vectors {a i } m i=1 ∈ C n×m are known, and e i ∈ R for i = 1, . . . , m represents the additive white Gaussian noise.
By the least-square criterion, the problem of (2) can be naturally recast as the following empirical loss minimization.
where the loss function (x; y i ) is selected based on the data measurements and the noise model. For intensity-based measurement one can choose the model with intensity-based loss function (x; y i ) ( [24] ; To explore the benign geometric structure [48] , one can chose the amplitude-based ones (x; y i )
, [27] . However, the empirical loss function L(x) is non-convex, owing to the phaseless term. Minimizing non-convex objectives is NP-hard in general due to existence of many stationary points [49] . Fortunately, the empirical loss often enjoys benign geometry in a small local region surrounding the global optimum. Specially, starting with a carefully designed initial guess that is in a basin of attraction of x, a sequence of gradient-like iterations without leaving the basin is successive refinement. This two-stage approach often leads to very efficient algorithms that run in time proportional given data dimension. If one has a proper learning rate µ and a high quality initial point x (0) ∈ C n , and then a sequence {x (k+1) ⊆ C n } is generated via the iteration
where x (k) denotes the estimate returned by the algorithm at the k-th iteration, µ (k) > 0 is the step size, and ∇ i (x (k) ; y i ) is defined as the (generalized) gradient 1 of the intensity-or modulus-based least-squares loss function at x (k) [5] . The set H (k+1) represents certain selected index set affecting each iteration.
We consider the amplitude-based loss function in the paper because the amplitude-based loss function is a lower-order polynomial of | a i , x | compared with intensity-based loss function. It is noted that our results also work in intensitybased loss function, which is verified in the section of numerical evaluation. The lower-order amplitude-based loss function is expected to have better curvatures around the global optimum and more amenable to fast computation [27] . The landscape of expected amplitude-based loss function and intensity-based loss function can be found in Fig. 1 . It can be seen that the expected amplitude-based loss function has better curvature (more steep) than intensity-based loss function around the global optimizers, which justifies that the amplitude-based loss function is apt to converge to the optimum from the geometrical prospect.
However, the amplitude-based loss function L(x) is not only non-convex but also non-smooth and hence it is nondifferentiable. Exploiting the generalized gradient defined in [50] or [51] , the generalized gradient of amplitude-based loss function L(x) with respect to x can be written as
In light of this, if one can find a high quality initial guess which is in a local basin of attraction of x, an iterative refinement procedure would find the wanted solution of (3). This simple algorithm is remarkably efficient under Gaussian measurements in conjunction with carefully-designed initialization estimators and step-size rules. It is clear that using the simple gradient-like method (4) might be trapped by the saddle points of (3), especially when the number of measurements is close to the information-theoretic limit, which motivates us to develop 1 since L(x) is a mapping from C n to R, it is not holomorphic and hence not complex-differentiable. However, it is still viewed as a gradient based on Wirtinger derivatives in [6] efficient and robust initialization estimators that can provide high quality initial guess.
III. INITIALIZATION
A key to the success of general non-convex optimization methods is an effective initialization. The quality of the start point for the non-convex optimization method may significantly affect the performance of iterative searching process. Several effective initialization strategies have been proposed for two phase optimization of phase retrieval algorithms. In this part we introduce two efficient and robust initialization methods for non-convex phase retrieval. Both of the two initialization estimators are inspired by the cheap orthogonal constraint [30] , [44] and the pre-processing function trick [29] and our weighted null vector initialization [44] . We find that the orthogonal matrix can help us obtain a good initial guess, which is because the orthogonal measurement vectors provide more information of unknown signal when there exist sufficient data. This geometric insight plays a key role in the formulation of the modified initialization estimators proposed in this paper.
be a full-rank matrix and then A can be decomposed via QR decomposition as
where Q is isometric and R is an invertible upper-triangular square matrix. We define u Rx
Therefore, the original generalized phase retrieval problem can be transformed to the isometric form:
When a solution u 0 of problem (8) is obtained and then the targeted signal can be recovered via x = R −1 u 0 . Similar to the null vector method [30] , one can assume I as a subset of {1, . . . , m} and I c as its complement such that y i ≤ y j for all i ∈ I , j ∈ I c . The vectors {y i : i ∈ I } are considered to be the "weaker" signals. Let Q I and Q I c be the sub-row matrices of Q with the index sets I and I c , respectively. Clearly, the following equation are established.
and y I = |Q I u|,
A I and Q I have a trivial null space and preserve the information of x if carinality of set |I | ≥ n and [30] provides a choice of |I | as
We take the choice for |I | = √ mn for all our experiments.
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Because y I = Q I u is "weak", the rows of Q I are nearly orthogonal to u and then
where q i , i ∈ I is the ith row of Q I . Then we have
Therefore, it is natural to linearize the weak components of phase retrieval problem and formulate it as variational principle
Due to the isometry property we have
The equivalent variational principle for the null vector can be obtained from its dual form:
Similar to the spectral initialization [6] , [15] , we compute the initial guess as the eigenvector corresponding to the largest eigenvalue of the Hermitian matrix as
where T : R → R is a pre-processing function [45] that intends to extract information from the large values of
and q i is the i-th row vector of Q, i ∈ I c . Under a suitable choice of the pre-processing function T , we expect the principal eigenvector u 0 close to the true signal Rx. We extend the pre-processing function used in [29] to the null vector case and show that the variant of the pre-processing trick significantly improves the quality of initial guess compared with null vector method and state-of-the-art spectral initialization methods. The pre-processing function T (·) firstly derived in [29] is defined as
where p ∈ (0, 1] (we choose p = 1 through the paper) and the constant c 1 is defined as
The normalized constant is
The positive part of pre-processing function T (y i ), i ∈ {1, . . . , m} is used to extract useful information from the large values of {y i } m i=1 . Small y i , i ∈ {1, . . . , m} is regarded as "weak" signal in which the sensing vector a i , i ∈ {1, . . . , m} is basically orthogonal with the targeted signal. To preprocess "weak" signal, pre-processing function T (y i ) may have some large negative part, which can be considered as a penalty to the "weak" signal and hence preserving the information of unknown signal x. Now, the new optimization problem for null vector method is reformulated as
(22) intends to improve the benign structure of the surrogate matrix D I c in (18), which boosts the large coefficient of (y i ), i ∈ I c that would contribute more information to the construction of the null vector. Moreover, the negative part of T (y i ), i ∈ I c will penalize the smaller value y i , i ∈ I c and hence further preserves the information of unknown signal x. Therefore, it is reasonable to change the weight based on the contribution used for the construction of null vector and hence we formulate the new optimization problem (22) to replace (17) . This is a step toward exploring the more information of unknown signal x when the measurements are not enough and especially when it is close to the informationtheoretic limit. The problem of (22) can be solved by the computationally efficient power or Lanczos method. Then the initial vector of x is obtained via x (tni) = R −1 u (tni) . For clarity, we summarize our T (y) pre-processing null vector method named as T -modified null initialization (TNI) in algorithm 1.
Algorithm 1 T -Modified Null Initialization (TNI)
and data {y i } m i=1 ; Parameters: The cardinality of I is |I | = m/2 ; Initialize: z (0) . 1) compute matrix Q and R via (6); 2) update initial point u (0) = Rz (0) ; 3) while (not meet the stop criterion) do a) updateǔ (k) ← Q H T (y) 1 c Qu (k) , where the indicator function 1 c is defined as
(tni) .
Thanks to a one iteration of error's reduction trick [11] used in [30] we can further enhance the result of Algorithm 1 with the full information of y through the following error's reduction iteration procedure:
where denotes the Hadamard product and
|Qũ (tni) | is the component-wise division defined as
and then the initial guess is given asx (tni) = R −1ũ
B. ORTHOGONAL SPECTRAL INITIALIZATION
Inspired by the T -modified null initialization in Algorithm 1, and weighted null initialization [44] , one can see that cheap orthogonal constraints in spectral initialization would significantly improve the accuracy of initialization for phase retrieval problem given enough data. In T -modified null initialization, the sub-rows of isometric matrix Q are used to compute the initial point, which may lose some useful information of the targeted signal especially when the number of measurements is close to information theory-limit.
To alleviate this defect, we seek to use the full isometric matrix Q information in the surrogate matrix (18) and then the initial guess is computed as the eigenvector corresponding to the largest eigenvalue of the new Hermitian matrix as
where T : R → R is a pre-processing function defined the same as (19) but the index i ∈ {1, .., m}. The parameters of T is now defined similar to (21) and (20) Remarks: Our introduced orthogonal spectral initialization can be considered as a generalization of the initialization method in [29] . Notice that in [29] , the data matrix D is constructed directly by the sampling vectors {a i } m i=1 , whereas it is treated as the isometric vectors {q i } m i=1 and its derived from the QR decomposition of our model. This generalization explored the elegant pre-processing function of [29] boosts the performance of null vector method when the number of samples is close to the information limit measurements and keeps the excellent performance of null vector method when data is enough. As discussed in numerical evaluation section, such orthogonal spectral initialization can be conducive to further decrease the relative error of initial vector when the number of samples is close to the information limits measurements while maintaining similar relative error as null vector method and its variants with enough measurement data.
Therefore, the new optimization problem about finding initial point is formulated similar (22) (26) s.t.|Qu 2 = y 2 Similar to the T -modified null initialization, the optimization problem (26) can be approximately solved by the computationally efficient power or Lanczos method and then the initial vector of x is obtained via x (osi) = R −1 u (osi) . For clarity, we summarize orthogonal spectral initialization method as in Algorithm 2.
Algorithm 2 Orthogonal Spectral Initialization (OSI)
and data {y i } m i=1 ; Initialization: z (0) ; 1) compute matrix Q and R via (6); 2) update initial point
The one iteration of error's reduction trick (23) can also be used to further boost the performance of orthogonal spectral initialization in Algorithm 2.
IV. OPTIMIZATION ALGORITHM
The two initialization methods provide the high quality and robust initial guess and an efficient iterative refinement procedure is introduced in this section. We use the computationally efficient generalized gradient-like iterative algorithm (4) to solving phase retrieval problem.
A. FAST GENERALIZED GRADIENT-LIKE METHOD
Although the gradient-like iterative algorithm is computationally efficient method, the convergence rate of gradientlike method is O(1/k). Since the cost function (3) is nonconvex, accelerated tricks of convex method can't be directly applied in this problem. Recently, Nesterov's accelerated scheme is proven to be able to escape the saddle points and has faster convergence rate than gradient descent in the non-convex problems [47] . Therefore, we apply a Nesterov's accelerated scheme based method proposed in [52] to the generalized gradient-like method (4) to solve the phase retrieval problem.
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The (k + 1)-th iteration of fast generalized gradient-like method is shown as
with
and η 1 is set to be 1. Unlike gradient-like method, accelerated schemes are not guaranteed to be monotone in the loss function. Restarting the accelerated algorithm from the current iteration is a common technique for accelerated approaches. We would suggest an elegant approach named adaptive restart technique [53] to implement Algorithm 3. The restarting operation is activated whenever
Algorithm 3 Fast Generalized Gradient-Like Method
Input: A, y, T , learning rate µ. Initialization: x 1 is obtained from Algorithm 2/1,
1) update x k+1 according to (27) .
2) update η k+1 from (29) and (30) .
3) z k+1 from (28).
4) until meet the stop condition. end
For clarity, we summarize our algorithm in Algorithm 3. It is noted that step 1 of the Algorithm 3 could be replaced by the gradient update trick of the existing phase retrieval approaches. For example, we use the truncated amplitude gradient and truncated wirtinger gradient to update the step 1 of the Algorithm 3 in Fig. 7(a) and Fig. 7(b) .
In practice, the incremental version or stochastic version of gradient descent using batch setting boosts the performance of non-convex phase retrieval both statistically and computationally. Similar to the incremental or stochastic gradient method used for phase retrieval in [27] , [54] , [55] , Algorithm 3 can also be implemented with a batch setting. The two initialization estimators Algorithm 1 and Algorithm 2 still work for batch setting and Algorithm 3 with batch setting would be further decrease the computation cost. 
V. NUMERICAL EVALUATION
We conduct a number of experiments to evaluate the performance of introduced two null initialization estimators and compare them with other state-of-the-art (non-convex) methods for the phase retrieval problem. For fairness, all procedures are implemented with their suggested parameter values. We take a Gaussian measurement matrix
and generate a signal x ∈ C n from an independent standard multivariate normal distribution x ∼ CN (0, I n ). The model errors is assumed to be incurred by the additive white Gaussian noise in this paper, which is measured in terms of signal to noise ratios (SNRs) defined as SNR (dB) 10 log 10
where a i , x, σ 2 and m denote the sensing vectors, targeted signal vector, noise variance, and the number of measurements, respectively. the relative error is adopted as the performance evaluation metric defined as
Relative error min
in which x is the original signal vector and z is the reconstructed signal vector. All simulations were conducted on a desktop computer with 4-core 3.4GHz processor, 8 GB RAM and Matlab R2016b. All simulation results reported in this paper are averaged over 100 trials. Each non-convex method obtained its initial guess based on 200 power iterations. Fig. 2 shows the case where no noise is involved and the measurements are under the real Gaussian model. The average relative error of the T -modified null initialization (TNI) (Algorithm 1) and orthogonal spectral initialization (OSI) (Algorithm 2) are compared with spectral initialization of WF denoted as "SI_WF" [6] , truncated spectral initialization of TWF denoted as "TSI_TWF" [24] , orthogonality promoting initialization introduced of TAF denoted as "OP_TAF" [5] , the initialization of RAF denoted as "RAF" [28] , the initialization of Gaussian-Newton [29] denoted as "Gaus-Newton", and null initialization [30] denoted as"NI". For sake of brevity we consider real Gaussian model for x ∈ R n×1 with n = 256 and varying oversampling ratio m/n within the range [1.8, 8 .0]. We focus on the scenario when m/n >= 2 under real Gaussian model, because the necessary condition for injectivity of phase retrieval problem are m > 2n − 1 for real case [56] and m > 4n − 4 for generic frames in the complex case [57] , [58] . The results in Fig. 2 demonstrate the superiority of the TNI and OSI initialization. We observe that our proposed TNI and OSI initialization yield a lower average relative error and perform on par with NI from the oversampling ratio m/n > 2. Especially, the isometric formbased initialization estimators TNI, OSI, NI significantly outperforms the existing spectral initialization algorithms as the oversampling ratio m/n grows. This is because the isometric measurement vector preserves more information of unknown signal when data is enough.
Next, we examine the performance of our proposed TNI and OSI estimators with fixed oversampling ratio m/n under noiseless real Gaussian model. Fig. 3(a) and Fig. 3(b) depict the average relative error of respective initialization estimators versus the dimension of signal ranging from 500 to 4000, where the oversampling ratio m/n = 2 is within the information-theoretic limit in the Fig. 3(a) while the oversampling ratio is m/n = 2.1 in the Fig. 3(b) . We see that our proposed OSI estimator is on par with the initialization of "Gaus-Newton"when m = 2n and significantly outperforms the other eight methods across the whole m/n region. The proposed TNI estimator is on par with the best spectral initialization of "RAF "when m = 2n. It is also worth stressing that the average relative error of proposed TNI and OSI estimators exponentially reduce as the oversampling ratio m/n grows.
We also consider the two phase TAF method [5] and TWF method [24] with respective default initialization and denoted them as TAF, TWF. When the two phase TAF method and TWF method starting with OSI estimator, we denoted them as OSI-TAF, OSI-TWF. Similarly, we define the TNI-TAF, TNI-TWF and NI-TAF, NI-TWF for the methods starting with TNI or NI estimator, respectively. Fig. 4 further compares the convergence speed of the TAF method and TWF method that start with default initialization, NI, TNI, and OSI estimator for x ∈ R n×1 with n = 1000. The oversampling ratio m/n is fixed with 3 for Fig. 4 (a) and 2.4 for Fig. 4(b) . Evidently, TAF and TWF starting with OSI estimator converge faster than that with default initialization. Also, the advantage of TAF and TWF with TNI initiator is clearly shown. Fig. 5(a) and Fig. 5(b) show the empirical success rate of various schemes versus oversampling ratio m/n for x ∈ R n×1 with n = 256 under the Gaussian model, where a success is claimed if the estimate has a relative error less than 10 −5 . When fast generalized gradient-like method 3 used the truncated sub-gradient rule similar TAF [5] , we denote it as FTAF and when it used the truncated wirtinger gradient rule similar TWF [24] , we name it as FTWF. The FTWF and FTAF methods starting with OSI initialization and TNI initialization are denoted as OSI-FTWF, TNI-FTWF, OSI-FTAF, TNI-FTAF, respectively. We observe that our fast generalized gradient-like method can further improve the success rate of TAF estimator and TWF estimator. Especially, the success rate of TWF scheme is significantly improved for TWF method start with our OSI and TNI initialization estimators. Due to injectivity conditions for phase retrieval, we focus all the results for m/n > 2 for real Gaussian measurements in Fig. 5(a) . Fig. 6 illustrates the performances of all algorithms in the 40dB and 50dB (defined in the (32)) additive white Gaussian noise case, respectively. We plot the average relative error of all algorithms as oversampling ratio m/n varies within the range [2.0, 6.0]. The figure not only corroborate the superior experimental performance of the proposed OSI and TNI initialization estimators over the original TWF and TAF algorithm but also show our methods with robust noise stability result. Finally, we present simulation results to verify fast generalized gradient-like method Algorithm 3 explored truncated sub-gradient rule for x 1000×1 under noise real Gaussian model. We apply TNI initialization and OSI initialization for implementing Algorithm 3, respectively. Fig. 7(a) and Fig. 7(b) illustrate the average relative error versus SNR varying from 5dB to 45 dB under the oversampling ratio m/n ∈ {3, 4, 5}. We observe that the two fast generalized gradient-like methods in 3 scale inversely proportional to SNR and can be robust under bounded additive noise.
VI. CONCLUSION
In this paper, we propose two efficient and robust initialization estimators for non-convex phase retrieval problem. Both of the two initialization estimators can provide high quality initial guess for phase retrieval even at the informationtheoretic limit number of samples. The average relative error of two initialization estimators reduces exponentially as the oversampling ratio grows, which can improve the performance of existing two phase non-convex phase retrieval method. Moreover, we introduce a fast gradient-like method for phase retrieval and it not only can accelerate the convergence of existing phase retrieval method but also improves the performance of the existing methods. Experimental results clearly demonstrate the superiority of two introduced estimators, which not only achieve a lower relative error of initialization but also outperform the existing methods in terms of noise robustness when measurements are contaminated with noise.
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