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Abstract. In addition to CO2, the climate impact of avia-
tion is strongly influenced by non-CO2 emissions, such as
nitrogen oxides, influencing ozone and methane, and water
vapour, which can lead to the formation of persistent con-
trails in ice-supersaturated regions. Because these non-CO2
emission effects are characterised by a short lifetime, their
climate impact largely depends on emission location and
time; that is to say, emissions in certain locations (or times)
can lead to a greater climate impact (even on the global av-
erage) than the same emission in other locations (or times).
Avoiding these climate-sensitive regions might thus be bene-
ficial to climate. Here, we describe a modelling chain for in-
vestigating this climate impact mitigation option. This mod-
elling chain forms a multi-step modelling approach, starting
with the simulation of the fate of emissions released at a cer-
tain location and time (time-region grid points). This is per-
formed with the chemistry–climate model EMAC, extended
via the two submodels AIRTRAC (V1.0) and CONTRAIL
(V1.0), which describe the contribution of emissions to the
composition of the atmosphere and to contrail formation, re-
spectively. The impact of emissions from the large number of
time-region grid points is efficiently calculated by applying
a Lagrangian scheme. EMAC also includes the calculation
of radiative impacts, which are, in a second step, the input
to climate metric formulas describing the global climate im-
pact of the emission at each time-region grid point. The result
of the modelling chain comprises a four-dimensional data
set in space and time, which we call climate cost functions
and which describes the global climate impact of an emis-
sion at each grid point and each point in time. In a third step,
these climate cost functions are used in an air traffic simula-
tor (SAAM) coupled to an emission tool (AEM) to optimise
aircraft trajectories for the North Atlantic region. Here, we
describe the details of this new modelling approach and show
some example results. A number of sensitivity analyses are
performed to motivate the settings of individual parameters.
A stepwise sanity check of the results of the modelling chain
is undertaken to demonstrate the plausibility of the climate
cost functions.
1 Introduction
The anthropogenic origin of a substantial contribution to ob-
served climate change is well established (e.g. IPCC, 2007).
The challenge is how to deal with climate change and to
find and evaluate mitigation strategies. Air traffic has a sig-
nificant contribution to total anthropogenic climate change
(IPCC, 1999; Berntsen and Fuglestvedt, 2008; Lee et al.,
2010; Burkhardt and Kärcher, 2011) and a significant part
of its contribution arises from non-CO2 emissions, e.g. from
changes in ozone, methane, cloudiness and others.
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These non-CO2 effects are characterised by a high tem-
poral and spatial variability; that is, their impact on cli-
mate depends not only on the amount of emitted species,
as in the case of CO2, but also on the time and region
where the emissions take place. The formation and persis-
tence of contrails depend on both aircraft and fuel parame-
ters and meteorological conditions (Schumann, 1996), such
as ice supersaturation. These ice-supersaturated regions are
locally and temporarily very confined and show a large vari-
ability (Spichtinger et al., 2003; Gierens and Spichtinger,
2000) and a dependence on the prevailing weather conditions
(Irvine et al., 2012). Contrails may persist for a long time
under favourable weather conditions (Minnis et al., 1998;
Burkhardt and Kärcher, 2009). The variability of the climate
impact from NOx emissions with respect to weather condi-
tions has not been investigated yet. Climatological studies
(Grewe and Stenke, 2008; Köhler et al., 2008; Frömming
et al., 2012) show a distinct altitude and latitude variability.
For an individual weather situation this variability is prob-
ably enlarged for all non-CO2 effects. For example, NOx
emissions which take place in a region with cloud forma-
tion and rain will have a significantly lower impact than an
emission taking place in a region with upwelling, increasing
the lifetime of the emitted species.
Within the EU project REACT4C (http://www.react4c.eu/;
for abbreviations see Table A1), we quantify this variabil-
ity and use it to develop possible strategies whereby aircraft
are routed to minimise their total climate impact. It is likely
that the fuel consumption increases for these aircraft trajec-
tories, because in general (although not always) aircraft cur-
rently take routes that are close to the minimum fuel (and
hence minimum CO2 emission) route. In the case of climate-
optimal routing, the gain from non-CO2 effects counteracts
the CO2 induced warming, at least to some extent. How
strong the compensating gain from the avoidance of non-CO2
climate effects needs to be also depends on the objective. It
will need to be stronger if the objective is on long-term cli-
mate change, since CO2 effects are then more pronounced.
Thereby the choice of climate-optimal route depends on the
chosen time frame (or time horizon) and the adopted indica-
tor of climate change.
Basically this optimisation is based on two major steps,
i.e. the calculation of
1. climate cost functions and
2. aircraft trajectories optimised on the basis of the cli-
mate cost functions,
where the climate cost functions (CCF) are specific climate
metrics, i.e. climate impacts per unit emission. The idea
of weather-specific re-routing of air traffic for the benefit
of climate has been addressed before (Sausen et al., 1994;
Mannstein et al., 2005; Schumann et al., 2011; Sridhar et al.,
2012). However, none of these studies included such a broad
range of effects, as addressed in this study: contrails, carbon
dioxide, ozone, methane, ozone from methane changes, and
water vapour. The changes in ozone arising from changes of
its precursor methane are also called primary-mode ozone
(PMO).
The idea of REACT4C (Matthes, 2012; Matthes et al.,
2012) is first to concentrate on frequently occurring daily
weather patterns (Irvine et al., 2013), for which a detailed
analysis is performed with a new modelling approach, which
we describe here in detail. Results will be published in com-
panion papers. The methodology is outlined in Figs. 1 and 2.
As a first step, we are concentrating on the North Atlantic re-
gion, including most of Europe and North America. For this
region a weather classification is performed taking into ac-
count specific air traffic routes (Irvine et al., 2013). For each
type of weather pattern a representative weather pattern is
selected. For this 1-day weather pattern, a time-region grid
(Fig. 3) is defined and for each time-region grid point the
global climate impact of an emission is calculated for dif-
ferent emission times. The time-region grid covers the flight
tracks over the North Atlantic and the main cruise levels.
The climate cost functions are calculated with the
chemistry–climate model EMAC (version 2.42), which addi-
tionally includes two important submodels: ATTILA, a La-
grangian transport scheme (Reithmeier and Sausen, 2002)
and AIRTRAC (version 1.0, Frömming et al., 2013; see
Supplement), which calculates contributions from additional
emissions to concentrations based on ATTILA. The EMAC
submodel AIRTRAC is specifically developed for this study
and described in Sect. 3. The determination of the climate
cost functions (Fig. 1, highlighted box in the left column) in-
cludes first the calculation of the contributions of additional
emissions to atmospheric concentrations (nitrogen oxides,
ozone, methane, contrails, water vapour, carbon dioxide) and
contrail properties, and second the calculation of the radiative
impact over a time period of weeks leading to an approxi-
mate annual mean instantaneous radiative forcing. Third, we
use a correlation between instantaneous and adjusted radia-
tive forcing to obtain the latter as a more reliable basis for
the expected climate change (Sect. 3.4). This is eventually
used as input to climate response formulas to obtain a set of
metrics per unit emission, i.e. climate cost functions, which
is interpolated back to the original EMAC grid.
In Sect. 3.5 we relate individual metrics to political objec-
tives and optimisation problems. The climate cost functions
are used in the next step (Fig. 1) by a flight planning tool
(SAAM) to obtain aircraft trajectories and respective emis-
sions as well as the reduction in the climate impact due to
the operational changes in aircraft trajectories. The climate
cost function approach aims at reducing the contribution of
air traffic on climate. The results for individual weather pat-
terns can be multiplied by their frequencies to obtain an es-
timate of the total climate impact reduction as a result of the
REACT4C re-routing strategy. Since this leads to changes
in the background concentration and production efficiencies,
e.g. ozone production per NOx molecule, other emitters such
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Fig. 1. Illustration of the model chain. Models are given in the ovals. Data and definitions are given in rectangles. Climate cost functions are
highlighted (dark blue), as are major results (green). The light-blue box at the bottom indicates a possible extension of the modelling chain,
which is not covered here.
as industry or traffic might have a larger climate impact
(Grewe et al., 2012a). This can be investigated by applying
atmospheric–chemistry models to obtain the total mitigation
gain (Fig. 1, green boxes). This is planned in the project RE-
ACT4C, but is not part of this publication (light-blue box in
Fig. 1).
The whole methodology is based on operational models
which were extended. The operational models are briefly in-
troduced in Sect. 2, and the new modelling approaches are
described in detail in Sect. 3 (climate cost functions). In
Sect. 4 we provide a comparison to other studies and a sanity
check of our modelling approach.
2 Base models
The REACT4C modelling approach is based on a number
of models which have been applied many times previously.
These models are combined with new approaches. Therefore
we only briefly describe the base models and concentrate on
a detailed description of the new approaches in Sect. 3.
2.1 Atmosphere: EMAC
The ECHAM/MESSy Atmospheric Chemistry (EMAC)
model (here version 2.42) is a numerical chemistry and cli-
mate simulation system that includes submodels describ-
ing tropospheric to middle-atmospheric processes and their
www.geosci-model-dev.net/7/175/2014/ Geosci. Model Dev., 7, 175–201, 2014
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Fig. 3. Latitude–longitude grid of the climate cost function (CCF)
and EMAC grid (black) and location of the time-region centres (red
triangles). Air parcel trajectories started from the EMAC grid cell
in which the time-region grid point is located; these trajectories are
given in magenta for one grid point only. Two flight options are
shown as examples in blue and green. Inlay: the climate cost func-
tion calculation is shown as an example for one air parcel trajectory.
interaction with oceans, land and human influences (Jöckel
et al., 2006). Here we use the second version of the Mod-
ular Earth submodel System (MESSy2) to link the individ-
ual physical and chemical processes described in submodels
(Jöckel et al., 2010). The MESSy interface also provides
standard and well-tested routines, such as those for data ex-
traction and grid remapping, which facilitates the implemen-
tation of new submodels. We run the model in a T42L41 reso-
lution, which is approximately 2.8◦× 2.8◦ latitude–longitude
resolution and 41 layers in the vertical from the surface to an
upper layer centred at 5 hPa.
The core model for the atmosphere is the fifth genera-
tion European Centre Hamburg general circulation model
ECHAM5 (Roeckner et al., 2006). The chemistry is de-
scribed by the submodel MECCA (version 3.2) (Sander
et al., 2011). More detailed information, including refer-
ences, about the model system is available from http://www.
messy-interface.org.
2.2 Aircraft routing and emissions
The simulation of the flow of air traffic is performed with the
System for traffic Assignment and Analysis at a Macroscopic
level (SAAM) to which the Advanced Emission Model
(AEM) is coupled. An overview on the simulation system
SAAM and AEM is given in Fig. 2 and discussed in more
detail in Sect. 2.2.3.
2.2.1 SAAM
The integrated system SAAM, version 4.2.0 (Eurocon-
trol, 2012), is built for wide or local design, evaluation,
analysis and presentation of air traffic airspace scenarios
(http://www.eurocontrol.int/nm-services/saam-system-
traffic-assignment-and-analysis-macroscopic-level). It
allows for the creation, change and design of air traffic route
networks with their possible associated constraints (e.g.
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Fig. 4. Different SAAM grid resolutions for route generation.
restrictions from the route availability document – RAD or
flight level constraints). From any traffic demand (basically
worldwide airport origins and destinations, aircraft types
and departure times), a set of full 4-D aircraft trajectories
(space and time) is generated.
The best choice of these 4-D aircraft trajectories is made
using optimisation with an objective function minimising a
mathematical cost that can be based on either economical
values derived from flight time and aircraft operating cost
or on the climate impact (see below). Constraints concern-
ing conflict avoidance between all 4-D aircraft trajectories
can be switched on or off in the optimisation model. Cli-
mate impact minimisation has not been performed before
with SAAM, but other optimisation problems were consid-
ered, for instance a balancing of the air traffic controller’s
work load (Champougny et al., 2001).
Aircraft performance included in SAAM uses Base of Air-
craft Data (BADA) version 3.9 (see http://www.eurocontrol.
int/services/bada), which also provides fuel flow based on
aircraft-engine characteristics and assumptions like mean air-
craft load and weight.
2.2.2 AEM
The advanced emission model (AEM 2.5.0) has been de-
veloped to estimate the mass of fuel burnt, and emissions
produced by a specific aircraft-engine configuration for a
specific 4-D aircraft trajectory (Eurocontrol, 2013). Emis-
sions are calculated for CO2, H2O, NOx, SOx, CO and
unburned hydrocarbons (HC), e.g. benzene (see also http:
//www.eurocontrol.int/services/advanced-emission-model).
2.2.3 Application of SAAM with AEM
Figure 2 shows, in more detail, the information flow and cou-
pling of SAAM and AEM. First, flights are selected from
a database – including the city pair connection, departure
time and aircraft and a reference aircraft trajectory calculated
– based on minimum costs. Second, routes are generated
randomly. Here we apply a procedure which generates al-
ternative routes by blocking of air space areas in addition
to a randomly changed cruise altitude. Three different grid
sizes (Fig. 4) for the blocking of the air space were tested.
The SAAM standard grid size (grid 0) leads to significant
deviations from the great circle, whereas the smaller cells
only provide small deviations. Hence, the resolution with
the larger grid cells (grid 0) is better suited for the genera-
tion of alternative routes and taken for the optimisation. This
procedure leads to a randomly chosen variation of 16 addi-
tional routes in the horizontal with 4 additional options for
the cruise altitude (3 below the original cruise level and 1
above) and hence 84 (17×5−1) alternative routings for each
reference flight (i.e. city pair connection for a specific time).
The number of the blocked grid cells has been varied to test
the sensitivity of this parameter to the optimisation process.
We found that an increase in the number of blocked cells to
18 only shows a minor change in the optimal solution with
differences well below 1 %.
The third step (Fig. 2) is the calculation of the 4-D air-
craft trajectory, which includes a performance calculation
and takes into account wind fields. This is followed by the
fourth step, namely the calculation of the emissions by us-
ing the AEM model. This leads to a large set of aircraft tra-
jectories. Based on these data, an optimal air traffic flow is
determined. The optimisation is either done with respect to
economic or climate costs (climate impact). In the case of
ignoring any conflicts, the optimisation simply chooses the
minimum among the alternative routes for every reference
flight (i.e. city pair connection at a specific time). In the case
of conflict avoidance, the routes depend on each other and a
linear programming is applied:
www.geosci-model-dev.net/7/175/2014/ Geosci. Model Dev., 7, 175–201, 2014
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min
∑
i,j
RijCij (1)
subject to
CMijkl ≤ 0 ∀i,j,k, l conflict avoidance, (2)
n∑
i
Rij = 1 ∀j one route option per flight, (3)
Rij ∈ {0,1} ∀i,j route option variable, (4)
with the flight index i (and k, respectively): 1≤ i ≤ n (n is
the number of city pair connections), j (l, respectively) the
route option index (≤ 85; see above), the precalculated con-
flict matrix CM≥ 0 (i.e. number of conflicts) and the costs
Ci,j . These costs are either defined for economic optimisa-
tion or climate optimisation. For economic optimisation the
costs are
Ci,j = Fi,jCfuel + Ti,jCtime, (5)
with Fi,j and Ti,j the fuel consumption and flight time
on route option (i,j ) in [kg] and [min], respectively, and
Cfuel =EUR 0.75 kg−1, Ctime =EUR 25 min−1. For climate
optimisation the costs are defined as
Ci,j =
∑
m
[
MAiC(xm) Dm (6)
+MO3(xm) Nm
+MCH4(xm) Nm
+MPMO(xm) Nm
+MH2O(xm) Fm
+MCO2(xm) Fm
]
,
where the aircraft trajectory of route option (i,j ) is divided
into flight legs with index m, which is of the order of 103.
Each flight leg has a centre location xm, a distance flown
Dm [km], fuel consumption Fm [kg], and a NOx emission
Nm [kgN], which are multiplied by the respective climate
cost functions with a certain metric Mspecies for the individ-
ual species (AiC is aircraft-induced cloudiness, i.e. contrails
and contrail cirrus). See also next section for climate cost
functions and metrics.
3 Methodology: climate cost functions
In this section we describe the calculation of the climate
cost functions, starting with the Lagrangian approach and
then followed by the definition of the time-region grid points
and the chemistry and microphysics of the atmospheric pro-
cesses, radiation changes and the climate impact calcula-
tions. A summary is presented in Sect. 3.6 and Table 1. The
atmospheric process modelling is performed in the EMAC
submodels AIRTRAC and CONTRAIL. Further documenta-
tion of the program structure, subroutines and namelists is
given in the Supplement.
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3.1 A Lagrangian approach: trade-off between
computational efficiency and process accuracy
The calculation of climate cost functions requires a calcu-
lation for each of the predefined time-region grid points.
Hence, the desired resolution of the climate cost function in
time and space determines the number of climate cost func-
tion calculations. We denote the number of time-region grid
points by NTR and denote the individual time-region grid
points by TRi (i = 1, . . . ,NTR).
We chose a Lagrangian approach since it allows the inclu-
sion of a multitude of cost function calculations in a single
EMAC simulation. Each air parcel trajectory is characterised
by its position at any time and includes an arbitrary number
of properties P . We assign for each time-region grid points
TRi a set of n properties, i.e. P((i− 1) · n+ 1), . . . ,P (i · n).
Figure 5 shows examples for five time-region grid points
(each coloured differently) a set of eight properties, namely
the contribution of the emissions to the chemical species NO,
NO2, HNO3, O3, CH4, and H2O and contrail coverage (see
Supplement for a complete list of the 13 (nlgtrac= 13)
properties).
The Lagrangian approach is based on detailed modelling
of the background processes within EMAC and an additional,
and to some degree simplified, simulation of the contribu-
tions from emissions taking place in the respective time re-
gions. Information from the detailed modelling is transferred
to the air parcel trajectories and the contributions are calcu-
lated based on the results from the detailed process modelling
within EMAC.
In principle two modelling approaches are applicable:
(1) the Lagrangian approach introduced above and (2) a
perturbation approach, which includes a base case simula-
tion as well as an additional full simulation with the base
model (here EMAC) for each time region, including addi-
tional emissions from the time region. Here we chose the
Lagrangian approach since it better meets our objective: ob-
viously the Lagrangian approach has the advantage of being
numerically efficient, since many time regions are calculated
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in parallel. The approach further calculates the contribution
of an emission in the time region and separates it from com-
pensating effects through changes in contribution from other
sectors caused by non-linear processes, e.g. chemical satura-
tion effects. On the other hand, the processes for the calcu-
lation of the time-region contributions are less detailed than
the representation of the background processes in the base
model EMAC.
The overall objective of our modelling approach is to min-
imise the contribution of air traffic to climate change. It is
important to stress that the contribution calculation (Grewe
et al., 2010) is much better suited to address this objective
than the perturbation method, since it does not lead to mis-
interpretations of the results due to non-linear compensation
effects in the chemistry (Grewe et al., 2012a).
Changes from the time-region emissions do not feed back
to the base model processes. This ensures an identical back-
ground meteorology and chemistry for all time-region sim-
ulations; that is, we perform quasi-chemical-transport model
(QCTM) simulations (Deckert et al., 2011).
The second approach, perturbation simulations for each
time region, would have the advantage of having the same de-
gree of detail in the description of background processes and
the perturbation. However, it is extremely time- and resource-
consuming, and only its total impact is calculated, not the
contribution of the time region (see above and also Grewe
et al., 2010, 2012a; Grewe, 2013).
3.2 Time regions and emissions
3.2.1 Definition
Figure 3 shows the various grids used in our approach. The
EMAC grid has a resolution of approximately 2.8◦ longi-
tude× 2.8◦ latitude (black). On this grid we overlay the time-
region grid (red triangles), covering the North Atlantic region
for the area where the optimisation with SAAM is performed
(see Sect. 2.2.3). It consists of six longitudes, seven lati-
tudes and four pressure levels for three points in time (see
Table 2 for details). This comprises 504 grid points, mean-
ing 504 calculations for the impact of emissions on the at-
mosphere have to be performed. We take into account wa-
ter vapour emissions and nitrogen oxide emissions (see Ta-
ble 3). The emissions are released for one time step (15 min)
in the EMAC gridbox, in which the respective time-region
grid point is located. Additionally, we consider properties of
conventional present-day aircraft and fuel, such as the air-
craft’s overall propulsion efficiency, the combustion heat and
the water vapour emission index (see Table 3).
For each time-region grid point, emissions are partitioned
on 50 air parcel trajectories (see also inlay in Fig. 3),
which are randomly distributed in the EMAC grid box in
which the time-region grid point is located. Technically this
is handled via the submodel TREXP and controlled by a
namelist (Jöckel et al., 2010). Then the impact of emissions
Table 2. Definition of the time-region grid.
Dimension Number Unit Values
Longitude 6 ◦ W 75, 60, 45, 30, 15, 0
Latitude 7 ◦ N 30, 35, 40, 45, 50, 60, 80
Pressure 4 hPa 400, 300, 250, 200
Time 3 UTC 6, 12, 18
is calculated by the AIRTRAC submodel (box model on the
air parcel trajectories), the radiative forcing calculated and
the climate impact (measured by climate metrics; see also
Fig. 1) is associated with the time-region grid point. Finally
these climate impact data on the time-region grid are interpo-
lated to the EMAC grid, which is then the final climate cost
function grid (Fig. 3).
3.2.2 Sensitivity to the number of air parcel trajectories
Here we investigate the number of air parcel trajectories at
each emission point that are required in order to obtain un-
ambiguous results. If the number of air parcel trajectories is
too low, then only a few possible paths for the air parcels
carrying the emission will be considered, and thus the results
can become very noisy and random.
For this sensitivity study, 50 air parcel trajectories were
released for 24 of the time-region grid points, located at
200 hPa at 45◦ N and 50◦ N and at 400 hPa at 40◦ N and
35◦ N. For each of these time-region grid points, the mean
NOx (NO+NO2) mixing ratio over the first month of inte-
gration (i.e. January) was calculated over all 50 air parcel tra-
jectories. We tested how strongly the results differ when less
(between 2 and 48) air parcel trajectories were released. For
each number of air parcel trajectories (between 2 and 48) 100
sub-samples out of the total 50 air parcel trajectories were
randomly generated. For each sub-sample, the mean NOx
mixing ratio was calculated and compared to the mean over
all 50 air parcel trajectories. The relative deviations for these
sub-samples as a function of number of air parcel trajecto-
ries is shown for one time-region grid point in Fig. 6 (top,
left). Mean NOx values differ by up to 40 % from the result
for all 50 air parcel trajectories if only 2 air parcel trajectories
are used. With an increasing number of air parcel trajectories,
the deviations decrease and converge towards the mean value
over 50 air parcel trajectories. The same diagnostic is shown
for the corresponding mean ozone mixing ratios (Fig. 6, up-
per right). This diagnostic shows a similar behaviour to NOx,
but with a smaller initial spread in the results for small num-
bers of air parcel trajectories. In the bottom panel of Fig. 6,
the standard deviation as a function of the number of air par-
cel trajectories shows a sharp decrease of the NOx and ozone
standard deviation from around 20 % to 5 % and 12 % to 4 %,
respectively, up to an air parcel trajectory number of around
20. This figure confirms that the deviation in the results of
ozone is smaller than in the NOx values also for the mean
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Table 3. Emissions and aircraft/fuel parameters.
Parameter Units Value Comment
NOx emission kg(NO) 5× 105 Equals 2.33× 105 kg(N) and takes place
during a 15 min time step
H2O emission kg 1.25× 107 Takes place during a 15 min time step
Overall propulsion efficiency − 0.31 See Schumann (2000)
H2O emission index kg(H2O) (kg(fuel))−1 1.25 Schumann (2000)
Kerosene combustion heat Jkg−1 43.2× 106 Schumann (2000)
over the 24 time-region grid points at different locations.
While the mean standard deviation of the results is almost
20 % for NOx and 12 % for ozone when using only 2 air par-
cel trajectories, it drops quickly with an increasing number
of air parcel trajectories and both the mean values and the
extremes lie below 10 % for more than 20 air parcel trajec-
tories. Thus, this analysis suggests that the potential error in
the results for NOx and ozone almost converged for 50 air
parcel trajectories and is lower than 10 % if 20 or more air
parcel trajectories are used.
3.2.3 Sensitivity to temporal and horizontal resolution
We have tested the impact of the temporal and horizontal res-
olution of the time-region grid on the climate cost functions.
For the test of the temporal resolution, we included an emis-
sion time at 09:00 UTC in addition to the standard emission
times at 06:00 UTC and 12:00 UTC at 250 hPa and between
45◦ N and 50◦ N. The interpolated values are compared to
the simulated 09:00 UTC values. The NOx and ozone masses
vary by roughly ±40 % and ±25 %.
Concerning the horizontal resolution we have added emis-
sion locations in between the chosen grid, i.e. a latitudinal
shift of 2.5◦ and longitudinal shift of 7.5◦ at 250 hPa and
12:00 UTC. The results show a variability of the order of
50 % and 35 % for NOx and ozone, respectively.
Hence the horizontal interpolation is more critical than the
temporal interpolation. The intercomparison further shows
that the resolution of the climate cost function is crucial to
the optimisation of the air traffic system with respect to its
climate impact. However, the variation of the climate impact
from NOx emissions varies by one order of magnitude and is
hence larger than the possible interpolation error.
3.3 Atmospheric changes
3.3.1 Chemistry: NOx, O3 (+PMO), OH, CH4
We consider a NOx emission of 5× 105 kg for each time-
region grid point. This influences ozone production and loss
as well as the HOx partitioning and hence methane loss.
From the detailed modelling in EMAC, we obtain rele-
vant production (P) and loss (L) terms. Those terms are then
used in the following tagging approach. A prerequisite of this
tagging approach is a complete and disjunct partitioning of
the emissions into categories. Here we consider two emis-
sion categories, a background (b) and the additional emission
(e) for calculation of the climate cost function. For this emis-
sion category e the contribution of this category to the ozone
production via the reaction
HO2 +NO −→ OH+NO2 (R1)
is calculated (according to Grewe et al., 2010):
P eO3 = P bO3 ·
1
2
(
HOe2
HOb2
+ NO
e
NOb
)
, (7)
where the superscripts b and e indicate background val-
ues and values specific for the tagged emission category,
respectively. PO3 denotes the ozone production rate in
[mol mol−1 s−1]. All species are given in mixing ratios
[mol mol−1]. The reaction rate for loss terms of tagged
species is determined in the same manner, e.g. for the re-
action
NO2 +O3 −→ NO+ 2O2 (R2)
the loss term LeO3 is
LeO3 = LbO3 ·
1
2
(
NOe2
NOb2
+ O
e
3
Ob3
)
. (8)
Note that the first term in brackets includes the loss of
background ozone by NOe2 and that Eqs. (7) and (8) only
represent the contributions from an emission e for the Re-
actions (R1) and (R2) without any further assumptions, e.g.
without any linearisation of chemical processes.
For our approach we now introduce simplifications. First
we combine background nitrogen species (all N-compounds
except NO, NO2 and HNO3) to a family and calculate the
contributions of time-region emissions according to this fam-
ily concept, with the assumption that the emissions are small
enough that the specific reaction rates are unchanged, i.e.
P bO3
HOb2 ·NOb
= P
b
O3 +P eO3
(HOb2 +HOe2)(NOb +NOe)
. (9)
Further, we regard the ozone production as primarily NOx-
dependent and split the ozone destruction into two parts
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Fig. 6. Top: deviations [%] of possible results of the monthly mean January NOx mixing ratio (left) and ozone mixing ratio (right) for
emissions at 200 hPa and 50◦ N, 45◦ W as a function of the number of air parcel trajectories simulated. The deviation is relative to the result
using 50 air parcel trajectories. Bottom: standard deviations [%] of the results for NOx and ozone shown as a function of the number of air
parcel trajectories used for 24 different time-region grid points (shading: grey for NOx and blue for ozone) and the mean of the standard
deviation over the 24 points (upper black line for NOx, lower dark-blue line for ozone).
driven by two different chemical families: one based on NOx,
the other taking into account all other loss processes, which
leads to the following differential equation for ozone:
d
dt
Oe3 =
P bO3
NObx
NOex −
1
2
DbO3,1
(
NOex
NObx
+ O
e
3
Ob3
)
−DbO3,2
Oe3
Ob3
. (10)
This implicitly includes the assumption that the NO-to-
NO2 ratio of the NOx emitted in the time region is equal
to the ratio of the background NOx. After NOx is emitted,
we take into account an exchange with HNOe3, which will
eventually be washed out.
Figure 7 shows the evolution of the contributions to the at-
mospheric burden [kg] of various species as an example for
an emission at 200 hPa, 30◦ N and 75◦ W. Nitrogen oxides
are completely washed out within a month. Ozone increases
as long as enough NOx molecules are available and is subse-
quently destroyed when this is no longer the case.
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An analogous approach is used for methane. We take into
account the most relevant reactions regarding the concentra-
tion of OH and HO2:
Production of OH:
H2O+O(1D) −→ 2OH (R3)
HO2 +O3 −→ OH+ 2O2 (R4)
HO2 +NO −→ OH+NO2. (R5)
Loss of OH:
OH+O3 −→ HO2 +O2 (R6)
OH+CO O2−→ HO2 +CO2 (R7)
OH+RH O2−→ RO2 +H2O (R8)
OH+CH4 O2−→ CH3O2 +H2O (R9)
OH+HO2 −→ H2O+O2. (R10)
Production of HO2 in addition to Reactions (R6) and (R7):
RO2 +NO O2−→ HO2 +R′CHO+NO2. (R11)
Loss of HO2 in addition to Reactions (R4), (R5) and (R10):
RO2 +HO2 −→ ROOH+O2 (R12)
HO2 +HO2 −→ H2O2 +O2. (R13)
We are not considering aircraft contributions for H2O, CO,
RH and CH4 for this approach, since their effects on OH
are considered to be small. The production and loss of OHe,
i.e. OH of the respective emission category, follow in analogy
to Eq. (7):
P eOH = P bR3
Oe3
Ob3
+ 1
2
P bR4
(
HOe2
HOb2
+ O
e
3
Ob3
)
(11)
+1
2
P bR5
(
HOe2
HOb2
+ NO
e
x
NObx
)
(12)
and
LeOH =
1
2
LbR6
(
OHe
OHb
+ O
e
3
Ob3
)
(13)
+LbR7
OHe
OHb
+LbR8
OHe
OHb
+LbR9
OHe
OHb
(14)
+1
2
LbR10
(
OHe
OHb
+ HO
e
2
HOb2
)
. (15)
In an analogous way, we derive the production and loss
terms for HOe2 and obtain differential equations for OHe and
HOe2, which easily can be solved as follows:
d
dt
OHe = P eOH −LeOH (16)
= A0 +A1 HO
e
2
HOb2
+A2 OH
e
OHb
(17)
= 0 (18)
d
dt
HOe2 = P eHO2 −LeHO2 (19)
= B0 +B1 HO
e
2
HOb2
+B2 OH
e
OHb
(20)
= 0 (21)
OHe = OHbA0B1 −A1B0
A1B2 −A2B1 (22)
HOe2 = HOb2
A2B0 −A0B2
A1B2 −A2B1 (23)
with
A0 =
(
P bR3 +
1
2
P bR4 −
1
2
LbR6
) Oe3
Ob3
+ 1
2
P bR5
NOex
NObx
(24)
A1 = 12
(
P bR4 +P bR5 −LbR10
)
(25)
A2 = −12L
b
R6 −LbR7 −LbR8 −LbR9 −
1
2
LbR10 (26)
B0 = 12
(
LbR6 −P bR4
) Oe3
Ob3
+
(
P bR11 −
1
2
P bR5
)
NOex
NObx
(27)
B1 = −12P
b
R4 −
1
2
P bR5 −
1
2
LbR10 −P bR12 −P bR13 (28)
B2 = 12L
b
R6 +LbR7 −
1
2
LbR10. (29)
The methane loss caused by the contribution of aircraft
emissions to the OH concentration is then
LeCH4 = LbR9
OHe
OHb
= LbR9
A0B1 −A1B0
A1B2 −A2B1 . (30)
Figure 7 shows, in addition to NOx and O3, the evolution
for methane. Methane decreases first because of an increase
in OH via Reaction (R1). When NOx is removed from the
atmosphere, the increase in ozone concentrations leads to an
enhanced methane reduction.
3.3.2 Aircraft-induced cloudiness
Contrails form in the atmosphere when the ambient air
at flight levels is sufficiently cold and moist (Schmidt–
Appleman criterion, SAC; Schumann, 1996). Once formed,
contrails may persist if the air is supersaturated relative to ice
and evolve into contrail cirrus, i.e. they lose their line-shaped
structure. Here we generally refer to contrails and do not dis-
tinguish between line-shaped contrails and contrail cirrus.
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We determine the atmospheric ability to form persistent
contrails, i.e. the potential contrail coverage, instantaneously
within the climate model at each time step following the ap-
proach of Burkhardt et al. (2008) and Burkhardt and Kärcher
(2009). The potential contrail coverage, bco, is the fraction
of an EMAC grid box which can be maximally covered by
contrails. It is calculated as the difference between the maxi-
mum possible coverage of both contrails and cirrus (bco+ci),
and the coverage of natural cirrus alone (bci):
bco = bco+ci − bci, with (31)
bci = 1−
√
r − rci
rsat − rci , and (32)
bco+ci =
{
r−rco
rsat−rci − bci(1− bci) for rco ≤ r ≤ r∗
1 for r > r∗.
(33)
Here, r denotes the EMAC grid mean relative humidity. rci
and rco are critical relative humidities above which a frac-
tion of the EMAC grid box is covered by cirrus and is
ice-supersaturated, respectively; rsat = 1 is the relative hu-
midity at saturation. The relative humidity r∗ = rsat − (rci −
rco)
2/(rsat− rci) (see Burkhardt et al., 2008, and supplemen-
tary material therein).
The critical relative humidity for contrail formation, rco, is
calculated via
rco
rci
= rSAC
a rnuc
, (34)
with rSAC being the relative humidity over ice at which the
Schmidt–Appleman criterion is fulfilled during the mixing of
aircraft exhaust gases and ambient air, and rnuc being the ho-
mogeneous freezing threshold. As contrails often form prior
to the formation of natural cirrus a = 0.9 is chosen (follow-
ing Burkhardt et al., 2008).
The potential contrail coverage is transferred to the air par-
cel trajectories. Then the actual contrail coverage is calcu-
lated depending on whether air traffic is actually taking place
in the respective EMAC grid box. Further physical processes
such as contrail spreading, sedimentation of ice particles, wa-
ter uptake and sublimation are parameterised. Contrails are
described by their coverage (b) and water mixing ratio (m).
The prognostic equation for the contrail coverage is the
sum of newly formed contrails and the spreading of pre-
existing ones:
db
dt
=
(
db
dt
)
new
+
(
db
dt
)
spread
, (35)
with the following boundary conditions that the resulting
contrail coverage b fulfils:
b ≤ bco (36)
b = 0 for m<mthres. (37)
The newly formed contrails cover an area according to the
initial contrail dimensions, such as the width W0 and the
length of the contrail in the EMAC grid box (D; see also
Table 4). We assume a flown distance
D = √A, and hence an initial contrail length of (38)
L = D bco, (39)
where A is the gridbox area. The resulting new contrail cov-
erage tendency is then(
db
dt
)
new
= W0 L
A1t
= W0 bco√
A1t
. (40)
The spreading of the contrails is parameterised according
to Burkhardt and Kärcher (2009) depending on the vertical
wind shear:(
db
dt
)
spread
= c
√(
∂u
∂z
)2
+
(
∂v
∂z
)2
H L
A
. (41)
The prognostic equation for the contrail ice mass mixing
ratio m includes the formation of new contrails, sedimenta-
tion (or precipitation) of ice mass, deposition of water vapour
on the contrail ice particles, and sublimation (Burkhardt and
Kärcher, 2009):
dm
dt
=
(
dm
dt
)
new
+
(
dm
dt
)
sed
+
(
dm
dt
)
dep/subl
. (42)
Similar to Ponater et al. (2002) we assume that the newly
formed contrail ice water mixing ratio depends on the con-
densation rate in the contrail-covered part of the EMAC grid
box cco, which is defined analogously to the condensation
rate for natural clouds ccl:(
dm
dt
)
new
= ccl. (43)
Extending over Ponater et al. (2002), however, contrail ice
is also subject to physical sinks: the sedimentation rate of ice
particles in the contrail is parameterised according to Heyms-
field and Donner (1990) based on the vertical divergence of
the flux of ice particles F in [kgm−2 s−1]:(
dm
dt
)
sed
= 1
ρ
dF
dz
,F = νmρ,ν = α(ρm)β , (44)
where ν is the falling velocity [ms−1] of ice particles, which
are parameterised with α = 3.29 and β = 0.16, and ρ is the
air density in [kg m−3].
The sublimation and growth is parameterised according to
a relative decrease or an increase of the potential contrail cov-
erage, resulting from a decrease or increase of the relative
humidity, respectively:(
dm
dt
)
dep/subl
= 1
bco
dbco
dt
m= dlnbco
dt
m. (45)
Note that the potential contrail coverage is available at a
higher resolution than the RF calculated on the time-region
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Table 4. Parameters of the contrail parameterisation.
Parameter Value Unit Description
W0 200 m Initial contrail width
A variable m2 EMAC grid box area
D
√
A m Flown distance in the EMAC grid box
L D bco m Initial contrail length
1t 900 s Time step (15 min)
H 200 m Initial contrail thickness
c 0.72 − Scaling factor for contrail spreading
mthres 10−10 kgkg−1 Water vapour mixing ratio
threshold for contrail coverage
grid points. This information is used after the mapping from
the lower resolution of the time-region grid to the higher res-
olution EMAC and CCF grid (Fig. 3) to ensure that contrail
climate cost functions differ from zero only where contrails
form in EMAC.
3.3.3 H2O and CO2
For every time region, a water vapour emission is taken
into account (Table 3). This emitted water vapour (H2O in
[molmol−1]) is transported via Lagrangian transport, like the
other tracers. Only loss processes are considered:
dH2O
dt
= − pr
H2Otot
H2O, (46)
where pr is the precipitation rate, i.e. the water vapour loss in
[mol mol−1 s−1] in the respective EMAC gridbox due to rain
and snowfall, and H2Otot is the respective EMAC grid box
total water vapour in [mol mol−1].
Carbon dioxide emissions are assumed to lead to a well-
mixed enhancement of the carbon dioxide mixing ratio be-
cause of its long perturbation life time. The temporal evolu-
tion of the concentration change (decay) is given for a unit
of fuel used CO2(t) in [kg(CO2) (kg(fuel))−1] following Fu-
glestvedt et al. (2010) and Forster et al. (2007):
CO2(t) = EICO2
3∑
i=0
aie
− t
αi (47)
(see Table 5 for details).
3.4 Radiative forcing
Table 6 gives an overview on the RF calculation for the in-
dividual species. The RF calculation for CO2 is based on
Fuglestvedt et al. (2010) and includes a simple linearised
conversion factor between the change in its atmospheric
mass and the RF of 1.82×10−12 mW m−2 (kg(CO2))−1. The
contrail RF is derived from the global mean radiation flux
changes F at the tropopause:
RFcontrail = 1
T
t0+T∫
t0
F(t)dt, (48)
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Fig. 8. Relation between change in atmospheric water vapour
[Tg] and adjusted radiative forcing [mWm−2] for a fixed emis-
sion at different locations. Note that this relation is only valid if
a constant emission is taken at different locations, which results
in both different mass changes and different RFs. Data are from
Grewe and Stenke (2008). The line represents a fit with RF=
4.38× 10−13 Wm−2 kg−1.
where T =1 yr.
Ozone RF is calculated analogously, except that the in-
stantaneous RF is converted into the adjusted RF (details are
described in the Appendix) via an analytical formula:
RFadj = f1(t)× f2(p)×RFinst. (49)
The unitless functions f1 and f2 describe the relation be-
tween RFadj and RFinst for various times of the year (f1, sea-
sonal cycle) and various perturbation altitudes (f2) and are
derived from additional idealised simulations.
Methane RF is derived from the methane mass changes
calculated explicitly (Sect. 3.3.1) by applying the respective
IPCC formula (Shine et al., 1990). PMO radiative forcing is
derived from the methane radiative forcing by a constant fac-
tor of 0.29 (Dahlmann, 2012). Water-vapour-adjusted RF is
calculated based on results from Grewe and Stenke (2008,
see Fig. 8). Grewe and Stenke (2008) investigated the con-
sequences of sustained water vapour emissions at different
atmospheric locations between the surface and 50 hPa and
between the North Pole and the tropics. The results show that
the adjusted RF depends on the lifetime of the perturbation
and a linear relationship between the resulting atmospheric
mass change and RF (Fig. 8). Note that Fig. 8 does not show
a direct correlation between the water vapour mass changes
and the RF, but does show that a given emission leads to a
change in both the atmospheric mass and a RF, which both
depend on the location where the emission takes place. Here,
we have the same assumption, which is a constant emission
at different locations (i.e. time-region grid points) and calcu-
late the mass change explicitly (Sect. 3.3.3) so that we can
use the mass–RF relationship (Fig. 8).
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Table 5. Parameters of the CO2 parameterisation.
Parameter Value Unit Description
EICO2 3.16 kg(CO2) (kg(fuel))−1 CO2 emission index
ai 0.217; 0.259; 0.388; 0.186 − Weighting factors
αi ∞; 172.9; 18.51; 1.186 yr Lifetime
Table 6. Overview on radiative forcing calculation for various species. “A” and “I” stand for adjusted and instantaneous radiative forcing in
the column “RF type”.
Species Concentration RF type Radiative forcing
CO2 Response formula (Eq. 47)a A 1.82× 10−12 mWm−2 kg(CO2)−1)a
O3 EMAC (Eq. 10) A EMAC
CH4 EMAC (Eq. 30) A IPCC formulab
PMO − A −0.29 RF(PMO)/RF(CH4)c
H2O EMAC A 4.38× 10−13 Wm−2 kg(H2O)−1)d
Contrails EMAC I EMAC
a Fuglestvedt et al. (2010). b Shine et al. (1990). c Dahlmann (2012). d Based on data from Grewe and Stenke (2008).
3.5 Climate metrics and emission scenarios for the
REACT4C objective
We are aiming at minimising the air traffic’s climate impact
by alternative routings. However, the wording “climate im-
pact” or “climate change” is not well defined and incorpo-
rates a variety of possible interpretations. Hence, we clarify
our objectives and from that derive adequate climate met-
rics and emission scenarios (Grewe and Dahlmann, 2012).
There is no uniquely applicable climate metric, so we im-
plement several possible choices (climate objectives) in or-
der to examine the implications on routing for each of them.
Our approach differs only slightly from previous consider-
ations, which stress the importance of choices on the emis-
sions, metrics and time horizons (see e.g. Shine et al., 2005;
Fuglestvedt et al., 2010). Here, we move the focus slightly:
we spell out three political questions and group appropriate
combinations of emissions, metrics and time horizons. Still,
choices have to be made. The emissions, metrics and time
horizons are those which are frequently used: pulse (P), sus-
tained (S) and future emission scenarios (F); absolute global
warming potential (AGWP); absolute global temperature po-
tential (AGTP); and average temperature response (ATR) for
time horizons of 20, 50, and 100 yr.
We aim at reducing the climate impact of air traffic by in-
troducing a new routing strategy (more details in Sect. A2).
That implies that this strategy is applied everyday for air traf-
fic. We interpret climate change as the global mean temper-
ature change. The definition of the strategy and the focus on
global mean temperature change as a climate change indica-
tor implies an emission scenario and a climate metric (see
Table 7): the first question (Q1) is “what is the short-term
climate impact of the REACT4C re-routing strategy?”. The
appropriate emission scenario is a best estimate for the future
air traffic, and the average temperature response (ATR) for a
20 yr time horizon, H = 20, is a suitable climate indicator,
which is abbreviated as F-ATR20 (Future emission-scenario-
based Averaged Temperature Response on a 20 yr time hori-
zon):
ATRH = 1
H
t0+H∫
t0
dT (t)dt. (50)
Since estimates of the future air traffic are naturally uncer-
tain, one can argue that a sustained emission is an adequate
assumption (abbreviated as S-ATR20). A third option is to
replace the mean temperature change over the time horizon
H with the temperature change at the time horizon H , i.e. the
absolute global temperature potential for sustained emis-
sions (S-AGTP20) (see Supplement and Fuglestvedt et al.,
2010). Furthermore, as a last option, with the assumption
that the climate sensitivities are equal to 1 K (Wm−2)−1 for
all species (see Eq. A1), the absolute global temperature po-
tential for the time horizon H = 20 can be approximated by
the integrated radiative forcing for a pulse emission, i.e. P-
AGWP20.
The second objective, i.e. the second question (Q2) is
“what is the long-term climate impact of the REACT4C re-
routing strategy?”. This changes the focus from the near fu-
ture to longer term effects, and hence, except for the time
horizon (H = 100), the emission scenarios and metrics are
the same as for Q1.
For reasons of completeness, we add here the third ques-
tion (Q3): “what is the medium-range climate impact of
a present-day REACT4C re-routing decision?”. Here, a
medium (H = 50) time horizon of 50 yr is addressed, but
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Table 7. Overview of objectives and implied emission scenarios and climate metrics or indicators. “F”, “S” and “P” indicate assumptions on
emissions: future emission scenario, sustained emissions and pulse emissions, respectively. ATR is the average temperature response, AGTP
the absolute global temperature potential, and AGWP the absolute global warming potential; the number after the metrics gives the time
horizon in years.
Q1: What is the short-term climate impact Q2: What is the long-term climate impact Q3: What is the medium-range climate impact
of the REACT4C re-routing strategy? of the REACT4C re-routing strategy? of a present-day REACT4C re-routing decision?
Emission Metric Emission Metric Emission Metric
Future air traffic scenario F-ATR20 Future air traffic scenario F-ATR100 Pulse emission P-ATR50
Sustained emissions S-ATR20 Sustained emissions S-ATR100 Pulse emission P-AGTP50
Sustained emissions S-AGTP20 Sustained emissions S-AGTP100
Pulse emission P-AGWP20 Pulse emission P-AGWP100
Role of atmospheric processes
Short-term atmospheric effects are Short- and long-term atmospheric effects Long-term atmospheric effects are
important are important important
Focus on contrails and ozone Focus on all species Focus on carbon dioxide
more importantly only the present-day routing change and
not a change in the strategy is addressed. Hence a pulse emis-
sion in combination with ATR50 or AGTP50 are adequate
choices of the combination of emission scenario and metrics.
The choice of the objective has a consequence on the im-
portance of individual atmospheric processes (Table 7). From
question Q1 to Q3 the focus shifts from short- to long-term
effects and hence from contrails and ozone impacts to CO2
only. In order to restrict future analysis to both a minimum
of metrics and a maximum in the range of uncertainties from
the metrics, we suggest focusing on the metrics F-ATR20, F-
ATR100, P-GWP20 and P-GWP100 in future applications.
3.6 Summary on climate cost function calculation
We have set up a modelling approach linking potential
emissions at locally and temporarily confined regions to their
climate impact, measured with climate metrics. This proce-
dure follows previous approaches (e.g. IPCC, 1999; Grewe
et al., 2007; Grewe and Stenke, 2008; Lee et al., 2010); how-
ever, it differs in some details, taking into account new find-
ings. Table 1 shows the main features of this modelling chain.
We used different grids (see also Fig. 3), starting from the
grid of the base model EMAC, in which we included 504 se-
lected time-region grid points which cover the North-Atlantic
region. From the area immediately around each of the time-
region grid points, we started 50 air parcel trajectories each
and allocated the resulting climate impact to this grid point.
An interpolation to the original EMAC grid provides the final
climate cost function grid. The impact of the interpolations
and definition of the time-region grid is tested in Sect. 3.2
(see also Table 1).
Physical and chemical processes are calculated on the air
parcel trajectories by extracting process information from the
detailed EMAC model. The temporal evolution of chemical
species, their lifetimes and relations between, for example,
ozone and methane radiative forcing are analysed and com-
pared to other studies in more detail in Sects. 4.1 and 4.2.
The climate impact metrics are derived by standard formu-
las (see e.g. Fuglestvedt et al., 2010) and a sanity check
given in Sect. 4.3. An overall evaluation of the metrics
is given in Sect. 4.3 by intercomparing the P-AGWP20
metrics derived from this work with results obtained with
the climate–chemistry response model AirClim (Grewe and
Stenke, 2008; Grewe and Dahlmann, 2012).
4 Verification
We have set up a complex modelling scheme, combining new
methods for calculating the contribution of aviation on atmo-
spheric processes with an air traffic model. A validation of
this specific model application is not possible, since most of
the effects are not yet measured or are per se not measurable,
such as the effect of a local NOx emission at 200 hPa on the
temperature change after 50 yr. Instead, we compare our re-
sults with earlier modelling studies. Even this is extremely
difficult, since the focus of these studies is different and no
direct intercomparison is possible. Hence we are more focus-
ing on the soundness of the data (sanity check) rather than a
verification or validation. An overview is given in Table 1.
The limited possibilities to directly compare the results of
our modelling approach to either observational data or other
model results emphasises the need to include sensitivity stud-
ies in future investigations on the changes in air traffic rout-
ing when optimising with respect to climate impact. This
can be achieved by targeted manipulation of the climate cost
functions with respect to, for example, the ratio of the impact
from individual compounds, their variability or pattern and
their consequences on the climate optimal routing changes.
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Fig. 9. Temporal evolution of global mean masses of NOx [103 kg(NO)], O3 [106 kg], H2O [105 kg] and CH4 [105 kg]. For every time-
region grid point (see Table 2), 50 air parcel trajectories are started and the temporal evolution of the global mean over these 50 air parcel
trajectories is presented; that is, each coloured line (in total 504) represents the temporal evolution of species caused by an emission at the
respective time-region grid point. The white lines indicate results from Stevenson et al. (2004) scaled by the factor 6.94×10−3 to derive the
same initial NOx perturbation. Note that values by Stevenson et al. (2004) are monthly means.
4.1 Chemistry
We have computed climate cost functions for one specific
day in December. The underlying weather pattern represents
a strong zonal jet, which represents winter pattern 1 accord-
ing to Irvine et al. (2013). For each cost function grid point
(see Table 2), the mean over all 50 air parcel trajectories
is calculated. Figure 9 shows the temporal development of
NOx, ozone and H2O as well as loss of CH4 of these mean
values for each time-region grid point.
A NOx and ozone lifetime of 20 ± 11 days and 72 ±
26 days, respectively, is calculated which is roughly in
agreement with findings by Stevenson et al. (2004), who
found a decrease of a NOx pulse emission from roughly
110 Gg(NO2) to 20 Gg(NO2) within a month, which repre-
sents a lifetime of approximately 25 days and a decrease of
ozone from around 10 Tg to 1.5 Tg within 2 months, repre-
senting a lifetime of approximately 50 days (see also Fig. 9).
The temporal evolution of NOx, ozone and methane changes
for a January pulse emission calculated by Stevenson et al.
(2004) (white lines in Fig. 9) is well within the range of our
results.
The relation between the NOx emission and ozone
contribution as a mean over all time-region grid points
is 7.8± 2.4 DU(TgN a−1)−1. Dahlmann et al. (2011),
Frömming et al. (2012) and Grewe et al. (2002) cal-
culated values for the whole air traffic and annual
emissions of 1.4 DU(TgN a−1)−1, 0.8 DU(TgN a−1)−1 and
0.7 DU(TgN a−1)−1, respectively. However, those studies
consider a whole air traffic scenario, with a large contri-
bution of emissions from lower altitudes and lower ozone
impacts. In our study, the ratio between the NOx enhance-
ment and the ozone change is 2400 kg(O3) per kg(N) with
a range of 270 to 300 000 kg(O3) per kg(N). Grewe et al.
(2002) calculated a value of 300 kg(O3) per kg(N); thus our
result is again at the lower end for the same reason. The re-
spective RF value is 41 mWm−2 DU−1 (this study) and com-
pares well with 31 mWm−2 DU−1 calculated by Dahlmann
et al. (2011). The emission-specific ozone RF calculated
here ranges from 15 to 2800 mWm−2 TgN−1 with a mean
value of 250 mWm−2 TgN−1. Dahlmann et al. (2011) and
Fuglestvedt et al. (2008) give mean values for the whole air
traffic of 41 mWm−2 kgN−1 and 45 mWm−2 kgN−1, respec-
tively, which are well within the simulated range.
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The relation between the ozone and methane RF is in the
range of −0.5 to −1.3. Lee et al. (2010) and Holmes et al.
(2011) summarised previous model simulations and found
relations which amount to −1.65± 0.36 and −1.70, respec-
tively. However, these values refer to the global air traffic,
whereas we consider here emissions in the upper troposphere
and lower stratosphere of the northern Atlantic region during
winter. Grewe and Stenke (2008) give a value of around −1
at those altitudes and latitudes.
To summarise, the lifetime of simulated NOx and O3, the
ratio between the NOx emission and ozone contribution, the
resulting specific RF, and the ratio between the ozone and
methane RF show large variabilities between the individual
time-region grid points, and values published in the literature
are well within this range.
The water vapour specific emission RF is 5.5×
10−11 mW m−2 (kg(H2O)a−1)−1 ranging from 0.5 to 20×
10−11 mWm−2 (kg(H2O)a−1)−1. For a fleet with 170 Tg of
fuel used per year this leads to an RF of 12 mWm−2 with a
range of 1–43 mWm−2. Here the value of Lee et al. (2010)
of 3 mWm−2 is also well within this range. The recent esti-
mate by Wilcox et al. (2012) of 0.9 mWm−2 with a range of
0.3 to 1.4 mWm−2 is at the lower end or slightly below of
our extrapolation. Note again that their calculations were for
the entire global fleet rather than for emissions in a particular
latitude–height region, as is the case here.
4.2 Contrails
A variety of studies have investigated the properties of con-
trails (Lee et al., 2010; Heymsfield et al., 2011). Observations
of contrails cover an age spectrum from seconds to hours and
were performed by in situ measurement techniques and re-
mote sensing, e.g. from satellite platforms. Here we focus on
some climate-relevant contrail properties, such as ice water
content and optical depth in the visible spectral range, and
show a model-to-model radiative forcing benchmark test.
Both modelling and observational data vary by orders of
magnitude (e.g. Kärcher et al., 2009; Schumann, 2012). In
addition, direct intercomparisons are often challenging for
many reasons, e.g. different environmental conditions, dif-
ferent sampling periods and different detection limits. For
example, modelling studies often simulate a wide range of
optical thickness of contrails, which, for example, cannot be
detected from satellite (Marquart et al., 2003; Kärcher et al.,
2009). For all these reasons, the comparison of contrail prop-
erties such as ice water content and optical thickness for a
limited number of simulations can just be seen as a san-
ity check rather than a hard benchmark test (Grewe et al.,
2012b).
Figure 10a shows observed and simulated ice water con-
tent in contrails as a cumulative probability density func-
tion. In-situ measurements from Voigt et al. (2011) (blue)
and Schröder et al. (2000) (green) include 14 and 12 con-
trails, respectively, but nevertheless show a large variability.
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Fig. 10. Intercomparison of observed and simulated distributions of
contrail properties. Estimated cumulative probability density func-
tions of contrail ice water content [mg m−3] (a) and (b) visible
optical depth.
Our simulations (88 regions of contrail formation, red) cover
a similar range and show a similar distribution to Voigt et al.
(2011). Kärcher et al. (2009) simulated a wide range of en-
vironmental conditions for contrail formation and found a
median ice water content of 0.6 mgm−3 in their modelling
study, which is close to our results of 0.2 mgm−3.
Note that the location and time of year differ in these stud-
ies. Data from Voigt et al. (2011) are obtained at 220 hPa to
300 hPa in central Europe in November and Schröder et al.
(2000) include data in the altitude range from 300 hPa to
200 hPa also over central Europe, but in April/May and Oc-
tober, whereas here we investigate simulated contrail proper-
ties from 200 hPa to 400 hPa over the North Atlantic in De-
cember. We find that 88 out of 504 situations where a contrail
forms, and take values of ice water content and optical prop-
erties when the contrail is fully evolved. In addition, the sam-
pling frequency and representativity of the data with respect
to the contrail area largely differs between the studies.
The cumulative probability density function of the contrail
optical depth for wavelengths in the visible of these is pre-
sented in Fig. 10b. Satellite measurements (Iwabuchi et al.,
2012) obligatorily deviate from in situ measurements, such
as Voigt et al. (2011) and modelling studies such as Kärcher
et al. (2009) and Frömming et al. (2011), because they can-
not detect subvisible or thin contrails, not to mention that the
sampling periods and areas are substantially different. In gen-
eral, we find smaller optical depths for our specific simulated
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Fig. 11. Geographical distribution of the annual mean all-sky net
radiative forcing at the top of the atmosphere for a homogeneous
1 % contrail cover simulated with EMAC according to the bench-
mark test by Myhre et al. (2009).
day than the studies by Kärcher et al. (2009) and Frömming
et al. (2011), which cover a much broader range of environ-
mental parameters. Kärcher et al. (2010) compared simulated
optical depths with a cloud model for the United States and
found a median visible optical depth of 0.02, which is closer
to our simulated median visible optical depth.
We performed the RF-contrail benchmark test by Myhre
et al. (2009), where a globally uniform 1 % contrail coverage
with an optical depth of τ = 0.3 in the visible spectrum at
11 km is prescribed. The results are shown in Fig. 11 and 12.
EMAC and ECHAM4 (E4) fall well within the variability of
the all models (for details on this test for E4, see Frömming
et al., 2011). EMAC has an increased number of spectral in-
tervals compared to E4: 4 and 16 bands in the short- and
longwave, compared to 2 and 6, respectively. The difference
in the longwave part of the RF between E4 and EMAC is
small, but it differs significantly for the shortwave net forc-
ing. However, both models are well within the overall range,
which is encouraging, as four of the five radiative transfer
models of Myhre et al. (2009) are much more sophisticated
than the simplified schemes that have to be used in 3-D mod-
els.
4.3 Metrics
Here we compare the results for three common climate met-
rics (AGWP20, AGWP100 and AGTP50) for ozone and
methane (see Sect. 3.5) with results presented in Fuglestvedt
et al. (2010). They analysed the GWP and GTP of ozone and
methane (i.e. the AGWP and AGTP of ozone and methane
normalised with the related AGWP and AGTP of CO2) for
different time horizons for a 1 yr pulse emission of NOx. We
normalise the values with the respective metric for CO2 (Ta-
ble 8) to obtain the respective GWP and GTP values. For all
metrics the ozone values are well within the range of previous
Fig. 12. Global means for the longwave (top), shortwave (mid) and
net RF (bottom) for the contrail RF benchmark test (see text for
details). Figure is adapted from Myhre et al. (2009).
studies. As already reported in Sect. 4.1, the regarded region
(mid- to high latitudes in the tropopause region) is charac-
terised by a stronger methane loss per ozone enhancement
than for the whole air traffic (Grewe and Stenke, 2008).
Hence the methane metric values are at the lower end of the
values reported in Fuglestvedt et al. (2010).
To obtain an overall assessment of the metric results (here
P-AGWP20), we take the transatlantic air traffic emissions,
calculated with the SAAM model for the minimum economic
cost, and compare these results with an AirClim simulation
based on the same emission data. AirClim is a fast climate–
chemistry response model (Grewe and Stenke, 2008; Grewe
and Dahlmann, 2012) which takes into account annual mean
emissions and their regional different effects (basically lati-
tudes and altitudes) based on a number of precalculated cases
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Table 8. Comparison of simulated GWP20, GWP100 and GTP50 values for ozone (short-lived only) and methane for emissions of NOx in
the domain indicated in Table 2 with results from three different studies published in Fuglestvedt et al. (2010), abbreviated as F10.
GWP20 GWP100 GTP50
Ozone Methane Ozone Methane Ozone Methane
F10 670/1100/1800 −460/− 490/− 850 190/300/510 −160/− 170/− 320 33/52/88 −75/− 85/− 190
200 hPa 1050 −880 300 −310 51 −150
250 hPa 760 −1060 220 −370 37 −180
300 hPa 890 −1110 250 −390 43 −190
400 hPa 860 −1060 240 −370 42 −180
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Fig. 13. Comparison of the pulse absolute global warming poten-
tial (P-AGWP20) in [µW/m2] for emissions of CO2 (red), con-
trail cirrus (green), NOx (blue) and H2O (magenta). Note that the
H2O values are multiplied by 100 for presentational purposes. The
emissions from the minimum economic cost one-day transatlantic
air traffic, which are calculated with SAAM, are multiplied with
the climate cost functions (REACT4C, left) and taken as annual
mean emissions for the climate–chemistry response model AirClim
(right).
with complex chemistry–climate modelling. Note that in RE-
ACT4C the climate response takes the specific weather situ-
ation into account, whereas in the case of the AirClim sim-
ulation, the emissions are assumed to occur everyday at the
same place, i.e. identical for all weather situations through-
out a year. The results (Fig. 13) show almost identical values
for all emission components, except for contrail cirrus, which
is reasonable, since the day-to-day variability of the contrail
effects are highly variable and a one-day simulation cannot
be expected to be representative of the whole year. However,
the comparison shows that the overall results are comparable
in magnitude.
4.4 Aircraft trajectory
As an illustration, Fig. 14 shows various flight options for one
city pair connection (Washington to Vienna). The flight on
that day (light brown) clearly follows the jet stream (arrows).
We have performed an optimisation of the whole transatlantic
air traffic with respect to short-term climate impacts (ques-
tion Q2 in Table 7, with option 3 GWP20) and costs, and we
obtain a different aircraft trajectory for the above-mentioned
city pair (blue), which more closely follows the jet stream.
However, when the traffic is cost-optimised and includes
conflict avoidance, as in reality, then the real route (light
brown) and the cost-optimal (cheapest) route within conflict-
free traffic (dark brown) are much closer. The difference in
distance and time is around 1 % and in fuel about 3 %.
For this city pair, the climate optimal routes (with and
without conflict avoidance) with respect to short-term cli-
mate impact (see above) are located further north and at
lower flight altitudes (FL330 and FL310). The conflict-free,
climate-optimised route (green) avoids more contrails and
leads to a decrease in contrail AGWP20 by 16 % and a de-
crease in NOx AGWP20 by 4 % with an increase in fuel con-
sumption by 14 %, which is related to an increase in GWP20
from CO2 by 1 %.
This is one essentially random example for a particular
weather pattern, a particular city pair and a particular choice
of climate metrics. Beyond the fact that “climate-friendly”
routes can indeed differ from the least-cost routes, no gen-
eral conclusions can be drawn from this one example. It is
the aim of REACT4C to produce a more systematic analysis
across weather conditions and metrics.
5 Conclusions
We have developed a simulation framework for investigat-
ing climate change mitigation options for air traffic routing
by avoiding climate-sensitive regions. It includes three ma-
jor steps: the calculation of climate cost functions, the sim-
ulation and optimisation of air traffic according to these cli-
mate cost functions, and the estimation of the total mitiga-
tion gain. The climate cost functions describe the air traffic’s
contribution to climate change, which is caused by an emis-
sion at a certain time and location in the atmosphere. The
processes we are regarding are ozone formation, methane
loss, methane-induced ozone change, contrails (including the
spread into cirrus), water vapour and carbon dioxide.
The simulation of physical and chemical processes is de-
scribed using the chemistry–climate model EMAC, which
we extended via two submodels AIRTRAC and CONTRAIL.
They are described in detail in the Supplement (Frömming
et al., 2013). By using the Lagrangian transport scheme
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KIAD
Washington Dulles
LOWW
Vienna
FL370; cheapest, but conflicts FL370; cheapest, no conflicts
FL330; climate friendly, but conflicts
FL310; climate friendly, no conflicts
(same route different altitude)
Fig. 14. Examples of climate-optimised flights. The optimisation was performed with respect to question Q1 (short-term climate impacts,
AGWP20, see Table 7) for one particular winter weather pattern (zonally strong jet). The selected city pair connection is Washington to
Vienna. The real flight at that day is shown in light brown. The economic optimal flights without conflict avoidance is given in blue and
the conflict avoidance is given in dark brown. The climate optimal flights are shown in green. In this case the aircraft trajectories with and
without conflict avoidance differ only in cruise altitude. Arrows indicate the wind field at flight level 380, i.e. 38 000 ft.
ATTILA, we were able to simulate a climate cost function
at a multitude of grid points in one simulation. We used
state-of-the-art chemistry and microphysics for the simula-
tion. New is the way in which the model is used and how the
climate cost functions are calculated, which required a few
new considerations, e.g. regarding the calculation of the ra-
diative forcing. We developed a parameterisation, which re-
lates the radiation changes caused by a 15 min pulse emission
to an adjusted radiative forcing for ozone.
We demonstrated the methodology for one specific simu-
lated day in December which was characterised by a strong
zonal jet stream over the Atlantic. We calculated the 4-D cli-
mate cost function data set and optimised the transatlantic
air traffic with respect to economic costs and climate impact.
Unfortunately a validation is hardly possible, since observa-
tional data for relations between emissions at flight altitude
and climate impact is not available. Instead, we performed
a sanity check of our calculated data and compared our re-
sults to previous studies, knowing that the comparison is very
crude. In detail, we compared our calculated contribution of
an emission at a very specific location and time to published
results based on global and mostly annual air traffic emis-
sions. Nevertheless, the ranges of, for example, contribution
of NOx emissions to ozone and RF, contrail properties, etc.,
compare well with values from the literature.
It is important to note that uncertainties are associated
with the calculation of the climate cost functions. For the
optimisation, the absolute values of the climate costs are
less important. More important is the relation of the climate
impact of individual components and the spatial and tempo-
ral variability. In general, the uncertainty of a mean value
and of any sensitivity is not necessarily correlated. Steven-
son et al. (2006) showed in a multi-model intercompari-
son that the simulated ozone burden and methane lifetime
have quite some variability but that the models very consis-
tently simulate sensitivities. Grewe and Dahlmann (2012) in-
tercompared results of the effect of flight altitude changes
on ozone, water vapour and contrails based on Grewe and
Stenke (2008), Köhler et al. (2008) and Rädel and Shine
(2008) and found similar sensitivities for ozone and contrails,
but larger ones for water vapour and methane.
The calculated climate cost functions will form the basis
for a detailed analysis of the climate change mitigation po-
tential of the air traffic system. First results indicate that a
large potential already exists at present to significantly re-
duce the contribution of air traffic to anthropogenic climate
change. In future publications we will investigate this poten-
tial in more detail. The optimisation with respect to climate
might be an extreme scenario. Nonetheless, small changes
to the air traffic system, i.e. the change in routing of a few
very climate-sensitive flights, might already yield a large re-
duction of the air traffic’s climate impact through reduction
of contrail and NOx effects and with only small increases in
fuel consumption. However, such conclusions are influenced
greatly by the overall objective or, in other words, the aim of
any climate change policy, which in turn controls the choice
of the climate emission metric and the choice of time horizon
for those metrics. Some choices would put a greater value on
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reducing the forcing due to short-lived components such as
contrails and NOx, whilst others would put a greater value
on reducing the forcing due to the longer-lived emissions,
notably CO2. A necessity for the operational implementation
of the methodology would be a reliable forecast of weather
conditions in advance of the route-planning procedures and
confidence that specific conditions, such as the occurrence of
regions of ice supersaturation, could be forecast at the neces-
sary level of detail.
Appendix A
Calculation of the adjusted radiative forcing for ozone
In this section we provide a methodology to calculate ra-
diative forcings which will serve as an input to the climate
metric calculations (Sect. 3.5). Since we are considering rel-
atively short pulse emissions, previous approaches have to
be adapted. For all species, except for contrails, we consider
the adjusted radiative forcing (e.g. Hansen et al., 1997). For
ozone this requires new considerations, which are presented
in the following sections. For contrails the difference be-
tween instantaneous and adjusted radiative forcing is small
(Marquart, 2003) and neglected here.
A1 General approach for adjusted radiative forcing for
ozone
Radiative forcing is the common metric to intercompare the
global mean impacts of various components contributing
to total climate change. As emphasised in previous works
(Hansen et al., 1997; Stuber et al., 2001), the so-called
stratosphere-adjusted radiative forcing (also known as the
fixed dynamical heating approximation; Forster et al., 1997)
is generally a better quantification than the instantaneous
forcing for the climate impact that is to be expected from an
ozone perturbation near or above the tropopause. Other def-
initions of radiative forcing are available (see e.g. Gregory
et al., 2002), but these require lengthy climate model calcu-
lations and are not easily applicable to the relatively small
radiative forcings due to aviation. The basic equation is
1T
eq
surf = λ RFadj, (A1)
which relates the global mean stratosphere-adjusted radiative
forcing RFadj in [W m−2] linearly to the global mean equi-
librium surface temperature response 1T eqsurf in [K]. RFadj is
the radiative imbalance (at the tropopause or at the top of
the atmosphere) induced by the forcing perturbation, deter-
mined after the stratosphere has re-adjusted to thermal equi-
librium. λ in [K (W m−2)−1] is the climate sensitivity pa-
rameter which has been assumed, initially, to be a universal
constant, independent of the nature or the distribution of the
perturbation. If the instantaneous forcing RFinst instead of
RFadj is used in Eq. (A1), λ becomes strongly perturbation-
dependent and even the sign of the radiative forcing may
become inconsistent with the resulting surface temperature
response in the case of an ozone perturbation at higher al-
titudes (e.g. around 20 km) (Hansen et al., 1997). The ne-
cessity to quantify perturbations in terms of RFadj poses a
specific problem for the methodology used in the present
study: RFadj cannot be directly calculated for a pulse per-
turbation, as such a perturbation is not stationary, meaning
that the stratospheric temperature cannot adjust to a new
equilibrium. In contrast, RFinst could easily be determined,
even in such a case, at any location of the parcel in space
and time, as no temperature adjustment is needed for calcu-
lating the instantaneous radiative flux change induced by a
changing absorber. However, because we regard each of our
short-lived perturbations as part of aviation climate impact
as a whole (when stratospheric temperature adjustment are
non-negligible), it has to be assessed by a metric consistent
with RFadj. In the following we will discuss a thought experi-
ment that illustrates the problem. The general idea is to trans-
late an instantaneous radiative forcing RFinst resulting from
a pulse emission into an equivalent stratosphere-adjusted ra-
diative forcing RFadj by means of an analytical formula:
RFadj = f1(t)× f2(p)×RFinst. (A2)
The unitless functions f1 and f2 describe the relation be-
tween RFadj and RFinst for various times of the year (f1, sea-
sonal cycle) and various perturbation altitudes (f2) and are
derived from additional idealised simulations.
A2 Thought experiment
Let us assume we consider two alternative flight routings,
implying emissions in two different time regions. We want
to answer the following question: “which routing induces
the lower climate impact?” Let us further assume we had
the same meteorology everyday. The constraint from this
thought experiment is then that the decision on the prefer-
able routing is identical everyday.
We now investigate two different assessment approaches,
which both should lead to the same choice of routing. Fig-
ure A1 shows RFinst (green) of a short pulse emission, e.g. as
originating from NOx emissions of one individual flight. The
pulse is short compared to the temperature adjustment time
of the stratosphere and a temperature adjustment is not yet
achieved. One can regard this period as a spin-up for RFadj,
during which the adjusted and instantaneous RFs are still
equal. Both RFinst and RFadj are positive in this case. A se-
quence of individual pulses (flights), occurring every 0.005
time units, will also lead to a positive, though higher, RFinst
(blue). In this case, however, the continuous sequence of
pulses gradually induces stratospheric temperature adjust-
ment, reducing RFadj with respect to RFinst over time until
it eventually becomes – in this example, which is geared to
ozone effects – negative (−2 RF units, magenta). Thus, the
assessment of an individual flight as part of a sequence of the
same flights, and with the same meteorology everyday, has to
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Table A1. Abbreviations.
AEM Advanced Emission Model
ATTILA Atmospheric Tracer Transport in a Lagrangian Model
BADA Base of Aircraft Data
CCF Climate cost function
GFED Global Fire Emissions Database
ECHAM ECMWF general circulation model – Hamburg version
ECMWF European Centre for Medium-Range Weather Forecasts
EMAC ECHAM/MESSy Atmospheric Chemistry
PMO Primary-mode ozone
RAD Route availability document
REACT4C Reducing emissions from aviation by changing trajectories for the benefit of climate
RETRO REanalysis of the TROpospheric chemical composition over the past 40 yr
RF Radiative forcing
SAAM System for traffic Assignment and Analysis at a Macroscopic level
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Fig. A1. Schematic view of the radiative forcing due to ozone as a
result of a pulse emission of NOx compared to a sequence of pulse
emissions (i.e. sustained emissions). Instantaneous and adjusted RF
of a short pulse emission are identical (green). Instantaneous RF of
a sequence of pulse emissions (blue) is calculated as the sum of the
instantaneous RF of pulse emissions. Adjusted RF of a sequence of
pulse emissions (magenta) is calculated similarly, i.e. as the sum of
the RF of a sequence of pulse emissions, where the cooling effect
of preceding pulses is parameterised (red).
reflect this negative RF. Its time developing radiative impact
consists of contributions of varying strength and sign, and it
contains an additional tail of negative values (red line). This
contribution must be included for the assessment of the flight
in terms of its time-averaged RF.
As mentioned, such an equivalent RFadj cannot be gained
directly from the individual pulse simulation. We overcome
this dilemma by calculating a response function (Eq. A2) to
obtain a parameterised RFadj, transferring RFinst to RFadj by
means of precalculated temperature adjustment effects from
various types of pulse perturbation. The terms of the response
functions can be obtained from idealised simulations that cal-
culate RFadj and the associated stratospheric temperature ad-
justment from a limited number of typical ozone perturba-
tions located at various altitudes and latitudes, and under var-
ious conditions of insolation.
A3 Simulation setup
Three idealised ozone perturbation patterns (see Supple-
ment) are considered, which were adopted from previous
simulations evaluating a number of emissions, located in var-
ious latitude–height bands (Fichter, 2009). The NOx emis-
sions basic to the ozone patterns discussed here occurred at
altitudes of 200, 160 and 130 hPa, within the Northern Hemi-
sphere extratropics (see Supplement for more details). Ra-
diative forcing calculations were performed with EMAC for
each perturbation pattern over a 1 yr period, preceded by a
3-month spin-up for the adjustment of stratospheric temper-
atures. The simulations include a calculation of the adjusted
as well as the instantaneous RF. Each of the 12 months is in-
terpreted as an individual pulse, and the RFinst and RFadj that
it induces can be directly compared from the simulation, and
the difference between RFinst and RFadj can be determined
for each calender month.
Additionally, we have extended the simulation by four
simulations for the second year, where we have successively
switched off the ozone perturbation after January, April, July
and October. These simulations are used to quantify the con-
tribution of the adjusted stratospheric temperatures to the RF
calculations after the perturbation has faded out. As soon as
the perturbation pattern is removed in the respective (sec-
ond simulation) month, the only contribution to the RF arises
from the remaining stratospheric temperature changes, which
revert to the unperturbed situation rather fast. It turned out
that this contribution to RFadj is only of minor importance
and thus we could omit it for the sake of simplicity.
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Fig. A2. Annual cycle of the radiative forcing due to ozone change
of a pulse emission of NOx. The NOx emission which produces the
monthly change pattern, is located at 130 hPa (L11, red), 160 hPa
(L13, blue) and 200 hPa (L15, green). Dashed lines refer to instan-
taneous RF and solid ones to adjusted RF. (a) Seasonal cycle of RF.
(b) as (a), but normalised to the individual August value. (c) Rela-
tive difference [%] of the adjusted RF and the scaled instantaneous
RF. The scaling factor is the quotient of the respective August val-
ues. The black line shows a sine fit f1 (see Eq. (A3)).
A4 Separation of height and time dependencies
Figure A2a shows the seasonal cycle of the radiative forcing
(both RFinst and RFadj) as caused by a NOx pulse emission
over one month (see Supplement for the respective ozone
pattern). As explained in Sect. A3, RFadj values imply the
assumption that preceding emissions induced a stratospheric
temperature adjustment before the considered pulse was ini-
tiated. A distinct annual cycle is obvious, reflecting the inso-
lation variation that directly effects the shortwave component
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Fig. A3. Height dependence of the relation between instanta-
neous and adjusted RF for annual mean RF values of changes in
ozone. Data are taken from Stuber (2003) and Fichter (2009). Ozone
changes are mainly found in the Northern Hemisphere (see also the
Supplement).
of the radiative forcing. The contribution of the stratospheric
temperature adjustment to RFadj also displays a seasonal cy-
cle, as heating due to solar absorption by stratospheric ozone
forms an important component of the adjustment. There is a
general increase of RF with the altitude of the pulse emission.
For pulses emitted at 130 hPa and 160 hPa, RFadj is larger
than RFinst, whereas the opposite is true for an emission at
200 hPa.
Following our approach to derive a scaled instantaneous
forcing serving as a proxy for RFadj, we normalise all sea-
sonal cycles to the respective August value (Fig. A2b).
The ratio between these August reference values of RFadj
and RFinst is 1.56, 1.18 and 0.97 for 130 hPa, 160 hPa and
200 hPa, respectively. The relative time development be-
comes much more unique, and the normalised, adjusted RF
is always lower than the normalised, instantaneous RF, al-
lowing for the rescaling of RFinst to yield the required proxy
RFadj (Eq. A2). The relative difference displays a clear sea-
sonal cycle (Fig. A2c) with largest differences in winter
(about 15 %), which can be approximated by a sine function
(black line):
f1(t) = fmean1
[
sin
(
2 pi
t − 7.5
12
+ pi
2
)
− 1
]
, (A3)
with fmean1 = 0.08 being the amplitude describing the devia-
tion of peak values at summer and winter from the mean and
t being the month of the year. It is obvious from Fig. A2c that
the approximation is largely independent of the emission al-
titude, justifying the approach of decomposed functions in
Eq. (A2).
The altitude dependency of the relation between RFinst and
RFadj can be described from the three examples in Fig. A2a
(based on simulations by Fichter, 2009, as mentioned) and
five further perturbation examples of similar type previously
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Fig. A4. Schematic of the relation between instantaneous (green bar) and adjusted RF (magenta bar) for ozone changes for four situations:
unperturbed, tropospheric perturbation, tropopause perturbation and stratospheric perturbation (from left to right). The perturbation pattern is
given as a red line, the instantaneous upward and downward net flux changes are given as black arrows. Net flux means the sum of longwave
and shortwave fluxes. The adjusted stratospheric temperatures are shown as a blue line, and the resulting net flux changes as blue arrows. For
details characterising the different cases, see the text.
evaluated by Stuber (2003). The fifth data point is at 50 hPa,
and hence out of the region of interest, but used for the fit
forming the parameterisation. Note that the experimental de-
signs of Fichter (2009) and Stuber (2003) are both North-
ern Hemisphere ozone changes at different altitudes, though
they differ in detail, especially for the prescribed ozone pat-
tern. The results are displayed in Fig. A3. In cases where
the ozone increase is exclusively located in the troposphere
(i.e. below approximately 200 hPa), RFadj is smaller than
RFinst, since the stratospheric temperature adjustment im-
plies a cooling caused by the blanketing effect of the pertur-
bation. In the tropopause region and in the lowermost strato-
sphere, an ozone increase induces a dipole-like stratospheric
temperature adjustment, with warming by solar absorption
where the stratospheric part of the perturbation peaks and
cooling above that. The cases are also characterised by a
positive instantaneous forcing at the tropopause, with long-
wave and shortwave contributions adding constructively (for
tropospheric ozone changes), or with the positive longwave
contribution dominating over a negative shortwave contribu-
tion (lowermost stratosphere). In cases where the ozone in-
crease takes place at even higher altitudes (between 150 hPa
and 50 hPa), RFinst at the tropopause becomes negative, be-
cause the effect of shortwave absorption dominates the in-
stantaneous longwave cooling (Hansen et al., 1997; Stuber
et al., 2001). RFadj continues to be positive, however, as the
warming of the stratosphere by the absorption of the up-
welling longwave radiation and downwelling shortwave radi-
ation provides an additional downward longwave flux, which
for lower tropospheric ozone perturbations is strong enough
to overcompensate for the instantaneous net effect. In those
cases the ratio between RFadj and RFinst is negative (Stuber,
2003). The fit resembles the overall structure well:
f2(p) = C−A Ep−D
B(Ep−D)2 + 1 , (A4)
with A= 1.1, B = 2.0, C = 1.05, D = 3.4, E = 1/60.
A summarising sketch is provided in Fig. A4: the instan-
taneous upward and downward net flux (net means sum of
shortwave and longwave) are balanced (black arrows) in the
unperturbed case (left). When introducing a tropospheric per-
turbation (second left, red line) the downward fluxes remain
basically unchanged, but the upward longwave flux (and
hence the upward net flux) is reduced. This instantaneous
flux imbalance (green arrow) equals a positive instantaneous
radiative forcing (green bar). This leads to a stratospheric
cooling (blue line) and hence to a reduced downward long-
wave flux, shown as an upward net flux (blue arrow). The
combination of the instantaneous radiative forcing and this
flux change yields the adjusted radiative forcing, which is
hence smaller than the instantaneous RF.
A perturbation near tropopause altitudes (second right, red
line) is much more effective than a pure tropospheric per-
turbation, leading to a stronger flux imbalance (green arrow)
and instantaneous RF (green bar). The adjusted stratospheric
temperature, however, has a cooling and warming component
(blue line) and may result in an additional longwave down-
ward flux (blue arrow) and hence a larger adjusted RF than
instantaneous RF. A pure stratospheric perturbation (right)
leads to a reduced shortwave downward flux and hence a re-
duced net flux (black arrow). The instantaneous RF is there-
fore negative, while the resulting adjusted stratospheric tem-
peratures are positive (blue line). This leads to a strong long-
wave downward flux (blue arrow), which overcompensates
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for the flux imbalance (green arrow) and yields a positive ad-
justed RF.
Supplementary material related to this article is
available online at http://www.geosci-model-dev.net/7/
175/2014/gmd-7-175-2014-supplement.zip.
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