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Introduction
Analysis of reaction-diffusion systems (RDSs) in the context of pattern formation is a widely studied topic [J. D. Murray , 2013; L. E. Keshet , 2005; A. M. Turing , 1952; M. A. J. Chaplain, M. Ganish, I . G. Graham activator-depleted, the methodology can however serve as a framework for developing a bifurcation analysis, parameter spaces and computational methods, that could be utilised for general reaction-diffusion systems. The lack of a self-contained complete methodology that combines all the known distinct aspects of exploring this topic creates a credible argument for the importance of this work.
The content of this work is structured such that in Section 2 the model equations for activator-depleted reaction-diffusion system are stated in polar coordinates in non-dimensional form with the corresponding initial and boundary conditions. Section 3 consists of a detailed analytical method to explicitly derive eigenfunctions and the corresponding eigenvalues satisfying the boundary conditions prescribed for activatordepleted reaction-diffusion system in Section 2. Furthermore, an application of spectral approach on polar coordinates using chebyshev and Fourier grid method is presented [L. N. Trefethen , 2000 ] to demonstrate and verify the analytical derivation of the eigenfunctions as well as the stability matrix and the corresponding characteristic polynomial for a linearised approximation of the original system. Section 4 presents analytical results on the relationship of domain-size (radius of disk) with different types of bifurcations in the dynamics. Section 5 is devoted to the parameter space classification in light of the bifurcation analysis of the uniform steady-state of the system. A numerical method for computing the partitioning curves for such classification is presented in detail. The shift of parameter spaces as a consequence of changing reaction-diffusion rates is investigated and theorems are proven that rigorously establish the relation of the radius of the disk with the corresponding types of diffusion-driven instabilities. A full classification of the admissible parameter space in terms of stability and types of the uniform steady state of the system is also presented where it is shown that if the radius of a disk-shape domain satisfies certain inequalities in terms of reaction-diffusion rates, then the admissible parameter space allows or forbids certain types of bifurcations in the dynamics of the reaction-diffusion system. Section 6 presents numerical simulations of an activator-depleted reaction-diffusion system using the finite element method to verify the proposed classification of parameter spaces and the theoretically predicted behaviour in the dynamics. Due to the curved boundary of the domain a non-standard technique called distmesh [O. Persson , 2015; A. Schnepf, D. Leitner , 2009; G. Strang, P. O. Persson , 2004 ] is used to obtain mesh discretisation for use by the finite element method. Section 7 presents the conclusion and possible extensions of the current work.
Model equations
Two chemical species u and v are modelled by the well-known activator-depleted reaction-diffusion system, where both species are coupled through nonlinear reaction terms. The system assumes independent diffusion rates for both of the species. The RDS is considered on a two dimensional circular domain denoted by Ω ∈ R 2 , defined by Ω = {(x, y) ∈ R 2 : x 2 + y 2 < ρ 2 }. This forms a two dimensional disk-shape domain with a circle forming its boundary denoted by ∂Ω, which contains the points given by ∂Ω = {(x, y) ∈ R 2 : x 2 + y 2 = ρ 2 }. The RDS with activator-depleted reaction kinetics in its non-dimensional form in polar coordinates has the form = 0, (r, θ) ∈ ∂Ω, t ≥ 0, u(r, θ, 0) = u 0 (r, θ), v(r, θ, 0) = v 0 (r, θ), (r, θ) ∈ Ω, t = 0,
where p denotes the Laplace operator in polar coordinates written as p u(r, θ) = 1 r ∂ ∂r r ∂u ∂r + 1 r 2 ∂ 2 u ∂θ 2 .
In (1), u and v depend on polar coordinates (r, θ) obtained through the transformation x = r cos θ and y = r sin θ, The functions f and g are defined by f (u, v) = α − u + u 2 v and g(u, v) = β − u 2 v. In the above, α, β, γ and d are strictly positive real constants. The positive parameter d denotes the non-dimensional ratio of diffusion rates given by d =
Dv
Du , where D v and D u are the independent diffusion rates of v and u respectively. The non-dimensional parameter γ is known as the scaling parameter which quantifies the strength of the reaction rates. The boundary of Ω under the current study assumes homogeneous Neumann boundary conditions (also known as zero flux boundary conditions), which means that the chemical species u and v can neither escape nor enter through ∂Ω.
Stability analysis of the reaction-diffusion system
Let u s and v s denote the uniform steady state solution satisfying system (1) with activator-depleted reaction kinetics in the absence of diffusion and these are given by (u s , v s ) = (α + β, Murray , 2013; L. E. Keshet , 2005; W. Sarfaraz, A. Madzvamuse , 2017; A. Madzvamuse, A. H. W. Chung, C. Venkataraman , 2015] . For linear stability analysis, system (1) is perturbed in the neighbourhood of the uniform steady state (u s , v s ) and the dynamics of the perturbed system are explored i.e. (u, v) = (ū + u s ,v + v s ), wherē u andv are assumed small. Taylor expanding system (1) in functions of two variables up to and including the linear terms with the higher order terms discarded leads to the linearised version of system written in matrix form as ∂ ∂t
What remains is to compute the eigenfunctions of the diffusion operator namely p , which will require to find the solution to an elliptic 2-dimensional eigenvalue problem on a disk that satisfies homogeneous Neumann boundary conditions prescribed for system (1). The solution of eigenvalue problems on spherical domains is a well studied area [H. E. William , 1931; N. N. Lebedev , 1965; A. G. Brown, H. J. Weber , 2001] , with the majority of research focused on problems with boundary-free manifolds such as circle, torus and/or sphere. Considering the restriction imposed from the boundary conditions prescribed for the current problem, entails that the case requires explicit detailed treatment to rigorously find the eigenfunctions satisfying these boundary conditions. For the sake brevity, we omit a step-by-step demonstration of the process, instead we only submmarise the key parts of this derivation. The eigenvalue problem we want to solve is of the form
where p is the diffusion operator in polar coordinates defined by (2), on a disk with radius ρ. Application of separation of variables to problem (4) requires a solution of the form w(r, θ) = R(r)Θ(θ), which is substituted into problem (4) to obtain
Using anzats of the form Θ(θ) = exp(inθ) and a change of variable x = ηr is applied to (5). Taking the usual steps of Frobenius method it can be shown that the general solution R(x) satisfying (5) takes the form R(x) = R 1 (x) + R 2 (x), where R 1 (x) and R 2 (x) are respectively given by
and
Series solutions (6) and (7) are referred to as the Bessel functions of the first kind [J. Spanier, K. B. Oldham , 1987; A. G. Brown, H. J. Weber , 2001] . Noting that x = ηr, the general solution to problem (4) can be written in the form w(r, θ) = R(x(r))Θ(θ). A straightforward application of the chain rule yields
. Let a j and b j denote the coefficients corresponding the jth term in the infinite series for R 1 (x) and R 2 (x) respectively, defined by
Then R(x) can be written in the form R(x) = ∞ j=0 a j x n+2j +b j x −n+2j . Differentiating R(x) with respect to x and equating it to zero, on substituting x = ηρ and using the chain rule we obtain the equation
which holds true if and only if both of the summations in (10) are independently zero. Let F j and S j denote the jth terms of the first and second summations in (10) respectively, then for (10) to hold true, F j + F j+1 = 0 and S j + S j+1 = 0 must be true for all j ∈ N. The full expressions for F j and F j+1 can be written as
For the first (j = 0, j = 1), second (j = 2, j = 3) and third (j = 4, j = 5) successive pairs, independently equating the sum of the expressions (11) and (12) to zero yields that η 2 n,k can be written as
This leads us to state the following theorem whose proof is sketched above.
Theorem 1. Let w(r, θ) satisfy problem (4) with homogeneous Neumann boundary conditions. Given that the order n of the associated Bessel's function belongs to the set R\ 1 2 Z, [see Remark 3.1] then for a fixed n there exists an infinite set of eigenfunctions of the diffusion operator p as defined in (2), which is given by
with the explicit expressions for R 1 n,k (r) = R 1 (η n,k r), R 2 n,k (r) = R 2 (η n,k r) and Θ n (θ) = exp(inθ), where for the kth successive pair η n,k satisfies (13), when ever j = 2k.
Remark 3.1. The restriction on the order of the corresponding Bessel's equation namely n ∈ R\ 1 2 Z in Theorem 1 can be relaxed by employing Bessel's function of the second kind [H. E. William , 1931; A. G. Brown, H. J. Weber , 2001; J. Spanier, K. B. Oldham , 1987] and imposing on it the homogeneous Neumann boundary conditions. Therefore, for the purpose of the current study, the order of the corresponding Bessel's equation is precluded from becoming a full or half integer. Bear in mind that the proposed choice of n ∈ R\ 1 2 Z makes the set of eigenvalues η 2 n,k a semi discrete infinite set. The spectrum is discrete with respect to positive integers k and continuous (uncountable) with respect to n.
Numerical experiments using the spectral method
Let R n,k (r) denote the expression R 1 n,k (r) + R 2 n,k (r), then the full set of eigenfunctions to problem (4), can be written as w(r, θ) = ∞ k=0 R n,k (r)Θ n (θ). For numerical demonstration of Theorem 1, the spectral method [L. N. Trefethen , 2000 ] is employed on a unit disk centred at the origin of the x, y coordinates. A spectral mesh in polar coordinates is constructed on a unit disk Ω = {(r, θ) ∈ R 2 : r ∈ [0, 1], θ ∈ [0, 2π]}, where a periodic Fourier grid is applied to the angular axis θ and a non-periodic chebyshev grid is applied to the radial axis r [L. N. Trefethen , 2000] . In order to tackle the singularity at r = 0, chebyshev discretisation is applied to the whole of the diameter of Ω, which means that −1 ≤ r ≤ 1 is used instead of 0 ≤ r ≤ 1. The interval [−1, 1] is discretised in the form r i = cos( Fig. 1 shows a refined mesh using N = 95 and M = 90 with angular step-size of 4°, on which all the simulations for eigenfunctions w(r, θ) are performed to visualise the corresponding nodal lines and surfaces. Colour encoded plots, corresponding to nine different modes k = {1, 2, 3, 5, 6, 7, 9, 12, 15} are simulated on the mesh using a technique presented in [E. Wegert , 2013] . For full details on the implementation of this process the reader is referred to [E. Wegert , 2013] . Fig. 3 shows a colour encoded representation of nine different modes, each of which corresponds to one of the nine nodal line depictions of w n,k (r, θ) in Fig. 2 . Note that in Fig. 2 different modes namely modes 2 and 3 result in the same eigenvalues that correspond to a different orientation of the nodal line depiction for k = 2 and k = 3. Similarly, one may find that there are a lot of such pairs of positive integers k and k + 1, that correspond to different orientations of the same nodal line depiction. This occurs, when the multiplicity of an eigenvalue η n,k is 2, and in fact there are numerous such pairs of w n,k (r, θ) and w n,k+1 (r, θ), that correspond to the same η n,k , but for different orientation of eigenmodes. However applying the colour encoded representation using the (HSV) colour scheme indicates a distinction between the plots corresponding to each integer value for k as shown in Fig. 3 .
Stability matrix and the characteristic polynomial
The solution to system (1) using separation of variables, can be written (with bars omitted fromū and v) as the product of the eigenfunctions of the diffusion operator p and T (t) in the form u(r, θ, t) =
, where U n,k and V n,k are the coefficients associated with the mode of the eigenfunctions in the infinite expansion. Substituting this form of solution in (3) and the steady state values in terms of the parameters α and β for (u s , v s ), one obtains the fully linearised form of (1) as a system of two algebraic equations. By defining T (α, β) and D(α, β) to denote, respectively, the trace and determinant of the stability matrix of the linearised system, it can be shown straightforwardly that the dispersion relation is a quadratic polynomial of the form
where
The roots of equation (15) in terms of T and
. Stability of the uniform steady state (u s , v s ) is determined by the signs of the real part of the two roots namely σ 1,2 , whether these are complex 
Parameter spaces and bifurcation analysis
Bifurcation analysis of system (1) is better conducted when the parameter plane (α, β) ∈ R 2 + is appropriately partitioned for both of the cases when σ 1,2 ∈ C\R as well as when σ 1,2 ∈ R. To obtain such a partition on the parameter plane, it is required to find the equations of the partitioning curves and these can be found through a detailed analysis of the expression for σ 1,2 , which in turn requires to explore the domains of T and D.
Equations of the partitioning curves
Starting with the curve on the parameter plane (α, β) ∈ R 2 + that forms a boundary for the region that corresponds to eigenvalues σ 1,2 containing non-zero imaginary part. It must be noted that the only possibility through which σ 1,2 can have a non-zero imaginary part is if the inequality T 2 − 4D < 0 is true. It means that those parameter values α and β satisfying the equation T 2 (α, β) = 4D(α, β) must be lying on a partitioning curve that determines the boundary between the region on the parameter plane that corresponds to eigenvalues with non-zero imaginary part and that which corresponds to a pair of real eigenvalues. We therefore, state that the set of points on the parameter plane (α, β) ∈ R 2 + satisfying the implicit equation
forms the partitioning curve between the region that corresponds to a real pair of σ 1,2 and that corresponding to a complex conjugate pair of σ 1,2 . For the solution of (17) refer to Section 5, where a numerical method is employed to find combinations of α, β ∈ R + on the plane (α, β) ∈ R 2 + satisfying (17). The second curve that partitions the bifurcation plane (α, β) ∈ R 2 + satisfies
with the assumption that D(α, β) > 0. This partition occurs within the region corresponding to σ 1,2 containing non-zero imaginary part, because Equation (18) entails that Re(σ 1,2 ) = 0.
Analysis for the case of complex eigenvalues
Before determining the region with complex eigenvalues on the admissible parameter plane (α, β) ∈ R 2 + using a numerical treatment of (17), the real part of σ 1,2 is investigated analytically, when it is a complex conjugate pair. It can be noted that σ 1,2 can only become a pair of complex roots, if (α, β) satisfies the inequality
Given that (19) is satisfied, then the stability of the uniform steady steady state (u s , v s ) is decided purely by the sign of the real part of σ 1,2 , which is the expression
If the sign of the expression given by (20) is negative, simultaneously with assumption (19) satisfied, then it can be predicted that no choice of parameters can cause temporal instability in the dynamics of system (1). Therefore, under the assumption (19), if the dynamics of system (1) do exhibit diffusion-driven instability, it will be restricted to spatially periodic behaviour only, which uniformly converges to a temporal steady state, consequently one obtains spatial pattern that is invariant in time. The sign of the expression given in (20) is further investigated to derive from it, relations between the parameter ρ controlling the domain size and reaction-diffusion rates denoted by γ and d respectively. Given that assumption (19) is satisfied then the sign of expression (20) is negative if parameters α, β, γ and d satisfy the inequality
with η 2 n,k defined by (13). Note that the expression on the left hand-side of (21) is a bounded quantity by the constant value of 1 [W. Sarfaraz, A. Madzvamuse , 2017] , for all the admissible choices of (α, β) ∈ R + , therefore, substituting for η 2 1,2 in expression (13) and rearranging, it can be obtained that for inequality (21) to remain true, it induces a restriction on the value of ρ 2 , which is of the form
Inequality (22) conversely implies that so long as the radius ρ of the disk shape domain Ω satisfies (22), then the dynamics of system (1) is guaranteed to exhibit global temporal stability, which also means that any possible instability in the dynamics must be restricted to spatial periodicity or spatial pattern. The formal proof of this claim is presented in Theorem 2. This type of instability concerning space and not time is referred to as Turing instability [J. D. Murray , 2013; L. E. Keshet , 2005] . On the other hand assuming that (19) is satisfied and using the upper bound of the quantity on the left hand-side of (21) with η 2 n,k as defined in (13), it can be shown that a necessary condition for the sign of expression (20) to become positive is for ρ to satisfy the inequality
Conditions (22) and (23) both have quantitative influence on the location and topology of the partitioning curves obtained from the numerical solutions of (17) and (18) in the admissible parameter plane, namely (α, β) ∈ R 2 + . System (1) is restricted from any type of temporal bifurcation if the radius ρ of the disk shape domain Ω is related to the reaction-diffusion parameters γ and d, through inequality (22). It also means that on a disk shape domain Ω with radius ρ satisfying (22), the dynamics of system (1), either exhibit spatially periodic pattern or no pattern at all, both of which are globally stable in time. If the dynamics of a system become unstable along the time axis and exhibits temporal periodicity, then the system is said (1) is guaranteed to forbid Hopf and transcritical bifurcations, only allowing for Turing instability to occur. If system (1) allows only Turing type instability to occur under condition (22), it indicates that the eigenvalues σ 1,2 only become positive, when they are a pair of real values with zero imaginary parts. Therefore, it is also an indication that diffusion-driven instability is still possible, but it just becomes strictly spatial with (22) . Let u and v satisfy the non-dimensional reaction-diffusion system with activator-depleted reaction kinetics (1) on a disk-shape domain Ω ⊂ R 2 with radius ρ and positive real parameters γ, d, α and β. For the system to exhibit Hopf or transcritical bifurcation in the neighbourhood of the unique steady state (u s , v s ), the necessary condition on the radius ρ of Ω ⊂ R 2 is that it must be sufficiently large satisfying (23) where n ∈ R\ 1 2 Z is the associated order of the Bessel's equations and k is any positive integer.
Proof. Consider the real part of σ 1,2 , which is precisely given by 1 2 T (α, β) under the assumption that the admissible choice of parameters α, β ∈ R + satisfy (19). When σ 1,2 ∈ C\R, then the stability of the uniform steady state (u s , v s ) is precisely determined by the sign of T (α, β), which is given by
System (1) undergoes Hopf or transcritical bifurcation if T (α, β) ≥ 0, given that the strict inequality (19) is satisfied, which can only hold true if D(α, β) > 0. In (24) η 2 n,k is given by η 2 n,k = 4(2k + 1)(n + 2k + 1)(n + 4k)
where n ∈ R\ 1 2 Z is the order of the associated Bessel's equation and k ∈ N is any positive integer. To show the condition on ρ for Hopf or transcritical bifurcation, one may substitute (25) into (24) and requiring the resulting quantity to be non-negative, which yields the inequality
Noting that the left hand-side of (26) can be written as the difference between two non-negative functions f 1 (α, β) and f 2 (α, β) in the form γ f 1 (α, β) − f 2 (α, β) , where f 1 and f 2 are given by
In order to find what this inequality induces on the relationship between parameters γ, d and ρ, it is essential to analyse the supremum and infemum of f 1 (α, β) and f 2 (α, β) within their respective domains which is
It can be easily shown that f 1 (α, β) is bounded below and above in the domain (α, β) ∈ [0, ∞) × [0, ∞) with sup α,β∈R + f 1 (α, β) = 1, and inf α,β∈R + f 1 (α, β) = 0 for all α, β ∈ R + . Similarly considering the expression for f 2 (α, β), then the sup α,β∈R + f 2 (α, β) = ∞, and the inf α,β∈R + f 2 (α, β) = 0, for all α, β ∈ R + . Since the ranges of both f 1 (α, β) and f 2 (α, β) are non-negative within their respective domains, therefore the supremum of their difference is determined by the supremum of the function with positive sign, which is sup α,β∈R + f 1 (α, β) = 1. Therefore, inequality (26) takes the form
which by rearranging and writing the inequality for ρ in terms of everything else, yields the desired statement of Theorem 2, which is condition (23).
Analysis for the case of real eigenvalues
The eigenvalues σ 1,2 are both real if
The equal case of (29) is looked at first, where we have
hence the roots are repeated real values of the form σ 1 = σ 2 ∈ R, given by
The repeated root is positive provided that ρ satisfies
Otherwise the expression given by (31) can be easily shown to be negative if the radius ρ of the disk-shape domain Ω does not satisfy the strict inequality (32). To ensure that the radius ρ of Ω is not compared against an imaginary number, we impose the following restriction
It must be noted that (23) is a sharper version of (32) in the sense that the curve satisfying (30) subject to condition (32) must be the one forming the boundary of the region on the admissible parameter plane, that corresponds to complex eigenvalues σ 1,2 with positive real parts, which is the region for Hopf bifurcation. Next we state and prove Theorem 3 associated with diffusion-driven instability.
Theorem 3 [Turing type diffusion-driven instability]. Let u and v satisfy the non-dimensional reactiondiffusion system with activator-depleted reaction kinetics (1) on a disk-shape domain Ω ⊂ R 2 with radius ρ and positive real parameters γ, d, α and β. Given that the radius ρ of domain Ω ⊂ R 2 satisfy ρ < 2 (d + 1)(2k + 1)(n + 2k + 1)(n + 4k)
where n ∈ R\ 1 2 Z is the associated order of the Bessel's equations and k is any positive integer, then for all α, β ∈ R + in the neighbourhood of the unique steady state (u s , v s ) the diffusion driven instability is restricted to Turing type only, forbidding the existence of Hopf and transcritical bifurcations.
Proof. The strategy of this proof is through detailed analysis of the real part of the eigenvalues of the linearised system, when the eigenvalues are a complex conjugate pair. This can be done through studying the surface T (α, β), and finding that it has a unique extremum point at (0, 0). The method of the second derivative test and Hessian matrix is used to determine the type of this extremum. Upon finding its type, then the monotonicity of T (α, β) is analysed in the neighbourhood of the extremum point in both directions α and β. The monotonicity analysis and the type of the extremum leads to proving the claim of the theorem. For the sake of brevity, we omit the technical details and refer the reader to [W. Sarfaraz, A. Madzvamuse , 2017 ] where a similar approach was used for rectangular domains.
It must be noted that if both eigenvalues are negative real values and distinct, then the system is spatially as well as temporally stable, the dynamics will achieve no patterns, hence the system returns to the uniform constant steady state (u s , v s ) as time grows, [see Section 6 Fig. 11 (a) ] with no effect from diffusion. If the eigenvalues are both real with different signs, then the type of instability caused by diffusion is spatially periodic or oscillatory in space, this case corresponds to the steady state becoming a saddle point. If both eigenvalues are positive real values and distinct, then the dynamics are expected to exhibit a spatially periodic pattern, in the form of stripes or spots.
Numerical solution of the partitioning curves and numerical verification
This section mainly focuses on simulating the numerical solutions of (17) and (18), furthermore, a pictorial representation of the implicit curves satisfying (17) and (18) on the admissible parameter plane (α, β) ∈ R 2 + is obtained in light of which the full classification of the admissible parameter plane is presented. Numerical solutions of the implicit partitioning curves satisfying (17) and (18) are computed subject to conditions respectively given by (23) and (34) on the radius ρ of Ω in terms of parameters d and γ. The relationship between radius ρ of the domain and parameters d and γ is shown to be in agreement with theoretical predictions presented.
Using algebraic manipulation, expanding the brackets and rearranging one can easily show that equation (17) can be written as a six degree implicit polynomial in the variable β, where the coefficients of such polynomial depend on all the remaining parameters namely α, d, γ and the eigenvalues η 2 n,k of the diffusion operator p . Let ψ(α, β) denote the six degree polynomial obtained from manipulating and rearranging (17), then the curve satisfying ψ(α, β) = 0 partitions the bifurcation plane (α, β) ∈ R 2 + into regions corresponding to real and complex eigenvalues σ 1,2 of the stability matrix corresponding to system (1). The algorithm presented in [G. Dimitriu, R. Stefanescu , 2008 ] is employed and executed for five different values of d to obtain the solutions of (17) and (18) under conditions (23) and (34) on the radius ρ. The shift and existence of the partitioning curves satisfying (17) and (18) are analysed subject to the variation of parameter d. This relation is in agreement and is a numerical demonstration of the conditions for diffusiondriven instability presented in [A. Madzvamuse, A. H. W. Chung, C. Venkataraman , 2015; W. Sarfaraz, A. Madzvamuse , 2017; J. D. Murray , 2013; L. E. Keshet , 2005] . A trial and error method is used to identify which side of the partitioning curves in Fig. 4 , corresponds to complex σ 1,2 , where the shift of such regions in the parameter space subject to the same respective variation of d is presented in Fig. 5 . Investigating the regions corresponding to complex values for σ 1,2 in Fig. 5 , using the numerical solution of the cubic polynomial in β with α fixed, it was found that a sub-partition only exists if the value of ρ satisfies condition (23), with respect to the values of d and γ. This is a numerical verification of Theorem 2. If the values of d and/or γ are changed such that ρ no longer satisfies condition (23), it causes to vanish the existence of a sub-partition, within the region corresponding to complex eigenvalues σ 1,2 , which is in agreement with Theorem 3. Under such choices of d and γ, the region of the parameter space corresponding to complex σ 1,2 has no stability partition, therefore, everywhere on this region the real part of σ 1,2 is negative. If parameters α and β are fed into system (1), then the dynamics are expected to exhibit global temporal stability. Fig. 6 shows the regions on the admissible parameter spaces corresponding to complex σ 1,2 ∈ C\R with negative real part. It can be noted that the right hand-side of Fig. 6 portrays exactly the same spaces as shown in the right hand-side of Fig. 5 , which is a further verification of Theorem 3. If a condition on ρ is set so that it is large enough to exceed the value on the right hand-side of condition (34), i.e. ρ satisfying (23), only then a sub-partition can emerge within the admissible parameter space corresponding to a complex pair of σ 1,2 . This can be observed by comparing the left hand-side of Fig. 6 with the left hand-side of Fig. 5 . Fig. 7 shows regions and curves on the bifurcation plane that correspond to temporal periodicity in the dynamics. The plot on left hand-side of Fig. 7 shows the spaces on the admissible parameter plane that correspond to (17), where ρ is used according to conditions (23) and (34) of Theorems 2 and 3 respectively. Hopf bifurcation, whereas the spaces in right hand-side of Fig. 7 correspond to transcritical bifurcation in the dynamics of (1). Fig. 8 shows the shift in the regions that correspond to real pair of σ 1,2 as a consequence of varying d. Bear in mind that the union of spaces given in Fig. 8 and 5 form the top right quadrant of the cartesian plane. The outer partitioning curves of the regions corresponding to complex eigenvalues in Fig. 4 , indicate the choice of α and β for which the eigenvalues σ 1,2 is a pair of real repeated negative values, therefore, parameter spaces bounded by these curves corresponds to a pair of distinct negative real values. Parameter choice from these regions corresponds to a global spatio-temporally stable behaviour of the dynamic of system (1). Fig. 9 shows the shift of these spatio-temporal stable regions on the admissible parameter space. Any choice of α and β from these regions will result in the dynamics of system (1) to exhibit global stability in space and in time. The remaining spaces to analyse are those corresponding to diffusion-driven instability of Turing type under conditions (23) and (34) on ρ, when σ 1,2 are a pair of real values with at least one of them positive. This region corresponds to Turing type instability and under both conditions on ρ these regions exist. We know that the diffusion-driven instability can also happen when either σ 1 or σ 2 are positive real. Fig. 10 shows the shift of those regions corresponding to Turing type instability and it can be observed that as d increases, the region in the parameter space enlarges. a a a a a a a a a a a a a a a a
Finite element solutions of RDS
To verify numerically the classification of parameter spaces proposed by Theorems 2 and 3, the reactiondiffusion system (1) Persson , 2015; A. Schnepf, D. Leitner , 2009] . For details on how to generate meshes using distmesh we refer the interested reader to the paper by Persson and Strang [O. Persson , 2015; A. Schnepf, D. Leitner , 2009; G. Strang, P. O. Persson , 2004] . Using the distmesh algorithm, a unit disk Ω was discretised to obtain a uniform triangulation. Each simulation in this section is performed on a unit disk centred at the origin of cartesian plane, which is discretised by 6327 triangles consisting of 3257 nodes. The initial conditions for each simulation are taken to be small random perturbations in the neighbourhood of the steady state (u s , v s ) of the form [J. D. Murray , 2013; L. E. Keshet , 2005; W. Sarfaraz, A. Madzvamuse , 2017; A. Madzvamuse, A. H. W. Chung, C. Venkataraman , 2015] u 0 (x, y) = α + β + 0.0016 cos(2π(x + y)) + 0.01
(35) The choices of parameters α and β are verified from each of the four regions where the dynamics of system (1) exhibit diffusion-driven instability. It proves computationally expensive to vary ρ, therefore in order to satisfy conditions (23) and (34), hence in all our simulations, it suffices to vary the values of d and γ to ensure that a particular condition on the domain size in terms of reaction-diffusion rates is satisfied, whilst keeping the value of radius ρ = 1 fixed, which allows us to keep constant the well refined number of degrees of freedom for the mesh. The actual numerical values for each simulation are presented in Table 2 . All the simulations were executed for long enough time such that the discrete time derivative of solutions u and v decays to a threshold of 5 × 10 −4 in the discrete L 2 norm. We use this measure to study the temporal behaviour of the numerical solutions.
Global spatio-temporal stability
Before demonstrating diffusion-driven instability, a pair of parameter values α and β from the spatiotemporally stable region indicated in Table 1 is used to demonstrate, in Fig. 11 (a) , how the dynamics overcome small perturbations and reach the uniform steady state (u s , v s ) without evolving to any pattern. The uniform convergence to the constant steady state (u s , v s ) is shown in Fig. 11 (b) , through the convergence of the discrete L 2 norm of the discrete time derivatives of the solutions u and v.
6.1.1. Turing instability for small and large radii Fig. 12 shows the evolution of a spatial pattern as a consequence of choosing (α, β) from the Turing region under condition (34) indicated in Fig. 10 . Fig. 13 presents a series of three snapshots to show how the spatially periodic pattern is evolved to a Turing type steady state, when parameters α and β are chosen from Turing region and ρ satisfying condition (23), with respect to d and γ. For simulations shown in Fig.  13 , parameters α and β are chosen from regions presented in Fig. 10 (a) ; the dynamics within these regions evolve to a spatial pattern with global temporal stability. It can be noted from Fig. 13 (d) , that after the initial pattern is formed, the system is uniformly converging to the spatially periodic steady state. Turing instability is a domain independent phenomena, and only depends on the choice of parameters and the initial conditions. At t = 6 the required threshold on the discrete L 2 norm of the discrete time derivatives of the solutions u and v is reached, which can be observed in Fig. 13 (d) . The remaining two unstable regions in the admissible parameter space presented in Fig. 7 correspond to spatio-temporal periodicity. Table 2 ) according to condition (34), then no choice of (α, β) outside Turing-space can trigger instability in the dynamics, hence no pattern emerges. Table 2 ) according to condition (34), then the only admissible pattern is a spatially periodic pattern for (α, β) from the Turing-space.
Hopf bifurcation
Regions presented in Fig. 7 (a) are those corresponding to a complex conjugate pair of eigenvalues with non-zero positive real part. These regions emerge in the admissible parameter space under condition (23) on ρ. Choosing parameters from regions in Fig. 7 (a) admits temporal periodic behaviour in the dynamics of system (1) as shown in Fig. 14 . The initial pattern in Fig. 14 (a) is in fact achieved earlier than at t = 1, therefore, the temporal gap between the initial and second pattern in Fig. 14 (b) is relatively smaller than the temporal gaps that exist between the second, third and fourth temporal periods. It is worth noting that the temporal period between the successive transitional temporal instabilities from one type of spatial pattern to another grows larger with time. The initial pattern is obtained at around t ≈ 1, which becomes unstable during the transition to the second temporal period at t ≈ 5 in Fig. 14 (b) . At t ≈ 8 the system undergoes a third period of instability and reaches a different spatial pattern at t ≈ 12 shown in Fig. 14 (c) . The fourth period of temporal instability is reached at t ≈ 20, which converges to the fourth temporallylocal but spatially periodic steady state at t ≈ 28 presented in Fig. 14 (d) . It follows that when parameters Table 2 ) according to condition (23), then the dynamics admit spatial diffusion-driven instability for (α, β) from the Turing-space. are chosen from the Hopf bifurcation region then the temporal gaps in the dynamics of system (1) between successive transitional instabilities from one spatial pattern to another is approximately doubled as time grows. It is speculated that the temporal period-doubling behaviour is connected to the analogy of unstable spiral behaviour in the theory of ordinary differential equations (ODEs) [L. Perko , 1996] . If the eigenvalues of a dynamical system modelled by a set of ODEs is a complex number with positive real part, then the cycles of the corresponding unstable spiral grow larger as time grows. The long-term evolution of temporal instability depends on the magnitude of the real part of σ 1,2 . If parameters (α, β) are chosen such that the trace of the stability matrix in (3) is large and yet the discriminant is negative, then the dynamics exhibit long-term temporal periodicity, which means that the frequency of temporal cycles will become smaller. A decaying frequency in temporal cycles means that locally on the time axis, the dynamics may exhibit similar behaviour to that of a temporally stable system, therefore, to observe temporal transition from one spatial pattern to another, we solve the model system for a long time. Fig. 14 (e) shows a visualisation of the transition of such temporal periodicity with a decaying frequency.
Transcritical bifurcation
As stated in Theorem 2, when ρ satisfies condition (23) with respect to d and γ, given that the parameters (α, β) chosen from the curves t i for i = 1, ..., 8 as indicated in Fig. 7 (b) , then one may expect the dynamics of system (1) to exhibit spatio-temporal periodic pattern, through a transcritical bifurcation. This kind of Table 2 ) according to condition (23), then the dynamics admit spatio-temporal diffusion-driven instability for (α, β) from Hopf bifurcation region presented in Fig. 7 (a) .
behaviour in the dynamics is also known as the limit cycles [L. Perko , 1996] . Fig. 17 shows this spatiotemporal periodic behaviour in the evolution of the numerical solution of system (1). This is the case corresponding to parameters that ensure the eigenvalues to be purely imaginary, therefore, it can be observed that the temporal instability occurs with approximately constant periods along the time axis, which verifies the theoretical prediction of the transcritical bifurcation. It is also observed that during the transitional instability from spots in Fig. 17 (a) to the angular stripes in Fig. 17 (b) the peak of the discrete L 2 norm of the discrete time-derivative of the activator u is bigger than that of the inhibitor v. However, when the transitional temporal instability occurs to turn the angular stripes in Fig. 17 (b) into spots in Fig. 17  (c) , then the discrete L 2 norm of the time-derivative of the inhibitor v exceeds in magnitude than that of the activator u. This alternating behaviour can be clearly observed in Fig. 17 (e) , where in the annotated legend U and V denote the discrete solutions of the activator u and that of the inhibitor v. It can further be understood from Fig. 17 (e) , that if (α, β) are chosen from the curves of the transcritical bifurcation given in Fig. 7 (b) , then the frequency of temporal periods is predicted to remain constant for all times, resulting in a constant interchanging behaviour between different spatial patterns.
Conclusion
Analytical methods were used to derive conditions (23) and (34) on the radius of a disk-shape domain in the context of bifurcation analysis. It was found that Turing instability occurs independent of the size of the radius, whereas temporal bifurcation in the dynamics are domain dependent, in particular under condition (23). The relationship between reaction-diffusion rates and the radius of a disk-shape domain was established and analytically proven in Theorems 2 and 3. The full parameter space was classified with respect to the stability and types of the uniform steady state. Parameter values from all of the regions were tested and the predicted bifurcation in the dynamics was verified using the finite element method. Spatio-temporal periodicity of Hopf and transcritical types were shown and the corresponding plots of the discrete L 2 norms of the time-derivative of the solutions were obtained to demonstrate the temporal periods of limit cycles and Hopf bifurcation. It was further verified that under certain conditions on the radius of a disk with respect to the reaction-diffusion rates, the instability in the dynamics is restricted to Turing-type only forbidding the existence of a region for temporal bifurcation. A distinction between the transcritical and Hopf bifurcations was numerically established by analysing the temporal periods between transitional instabilities in the dynamics from one spatial pattern to another. The methodology used in the current paper sets an exclusive framework for a strategy to investigate general reaction-diffusion systems on arbitrary geometries. The current work brings together two important and routinely used approaches namely linear stability theory and the numerical computation to obtain robust and complete insight on the parameter spaces and the influence and role of domain size on the bifurcation theory. We are currently extending this theoretical framework to study bifurcation analysis for reaction-diffusion systems with cross-diffusion [S. Ghorai, S. Poria , 2016; A. Madzvamuse, H. S. Ndakwo, R. Barreira , 2016] . We want to study or investigate whether the existence of cross-diffusion has any influence on the conditions derived for the domain size in the context of bifurcation analysis with independent diffusion rates. The strategy used in this paper can also be applied to study bulk-surface reaction-diffusion systems on three dimensional domains [A. A. Madzvamuse, A. H. W. Chung, C. Venkataraman , 2015; by investigating how the surface area and the volume of three dimensional domains influence the spatio-temporal behaviour of the system. Furthermore, our theoretical and conceptual framework allows us to investigate how continuous domain and surface growth and evolution influences the bifurcation behaviour of the system [M. A. J. Chaplain, M. Ganish, I. G. Graham , 2001 ; R. Barreira, C. M. Elliot, A. A. Madzvamuse , 2008; C. Venkataraman, O. Lakkis, A. Madzvamuse , 2012; A. Madzvamuse , 2006; C. Venkataraman , 2011] . The strategy of the current work motivates us to investigate whether conditions (23) and (34) continue to influence the dynamics in the presence of continuous domain and surface growth and evolution, or whether beyond a certain threshold of the domain or surface size, these conditions can be invalidated. Here, analytical theory on non-autonomous partial differential equations must be exploited appropriately. Table 2 ) according to condition (23), then the dynamics of (1) can also admit spatio-temporal diffusion-driven instability for (α, β) from the transcritical birfucation curves indicated in Fig. 7 (b) . and the European Union's Horizon 2020 research and innovation programme under the Marie Sklodowska
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