We derive general sufficient conditions for the existence of Riemann-
Introduction
The paper contributes to the theory of stochastic integration w.r.t. stochastic processes that are not semimartingales. We study conditions under which the integral ş b a Y dX exists as a limit of forward or ordinary Riemann-Stieltjes sums.
Deep results concerning Riemann-Stieltjes integrals belong to Young [15] , [16] . In [16] , Young showed that the convergence of f dg for any f, g with no common discontinuities and of bounded φ-and ψ-variations on ra, bs, respectively. Here φ, ψ P V with V being the class of continuous strictly increasing functions ϕ on R`with ϕpR`q " R`, and the ϕ-variation of a function f " f ptq on ra, bs is defined by V ϕ pf ; ra, bsq " sup
ϕp|f pt i q´f pt i´1 q|q, where the supremum is taken over all partitions a " t 0 ă t 1 ă . . . ă t n " b.
If φpxq " x p and ψpxq " x q for some p, q ą 0, we get p-and q-variations, respectively, and (1) holds whenever 1{p`1{q ą 1.
Dudley and Norvaiša [5] provided an extensive list of results concerning ϕ-variations of stochastic processes and described different applications of
Young's and related results in probability and statistics (see Chapter 12) . In [10] , Ruzmaikina studied Riemann-Stieltjes integrals with Hölder continuous functions, a special case covered by Young's results, and used upper bounds on such integrals to prove the existence and uniqueness of solutions of ordinary differential equations with Hölder continuous forcing. Related problems were also studied by Lyons and his collaborators in the context of the rough path theory (e.g., see [8] ).
However, the Young theorem does not cover many cases of interest in stochastic calculus, in particular, certain integrals w.r.t. a fractional Brownian motion B H " B H ptq, t ě 0, with the Hurst index H ą 1{2. The most prominent example is ş 1 0 IpB H ptq ą 0qdB H ptq. This integral arises in nonsemimartingale models of the stock market (see [1] ). It is hard to check its existence by referring to (2), since, by the self-similarity of B H , the process Xptq " IpB H ptq ą 0q has unbounded ϕ-variation on r0, 1s for any ϕ P V in any sense (see Proposition 3.2 below). 2 The latter motivated a number of studies [1] , [3] , [12] , where similar stochastic integrals were defined as generalized Lebesgue integrals introduced by Zähle [17] and further studied by Nualart and Rȃşcanu [9] . It was also shown in [1] , [3] , [12] that these integrals coincide with the Riemann-Stieljes integrals under certain assumptions.
The purpose of the present paper is to extend condition (1) in a simple and natural way to cover the cases of interest involving a fractional Brownian motion or similar stochastic processes. Our arguments are close to those in ordinary calculus as in Chapter 3 of Dudley and Norvaisa [5] . In particular,
we don't use any fractional derivatives (as in [1] , [3] , [12] ).
The paper is structured as follows. Main results are presented in Section 2. Section 3 deals with applications. Proofs are given in Section 4 and an Appendix.
Main results
Let X " Xptq and Y " Y ptq be stochastic processes on ra, bs and let there exist a function f " f ps, tq, a ď s ď t ď b, such that, for all s ă u ă t,
where p ě 1 and }ξ} p is the L p -norm. In principal, one can use any other norm or a subadditive functional on the space of random variables. If X " Xptq and Y " Y ptq are deterministic, then }¨} p should be replaced by the absolute value |¨|. Let also f " f ps, tq be non-increasing in s and non-decreasing in t and f pt, tq " 0.
Let us introduce the key quantity
for f " f ps, tq and a ă b. For a given partition a " t 0 ă t 1 ă . . . ă t n " b, define a forward integral sum by
Let also maxtt i´ti´1 : 1 ď i ď nu be the mesh of a partition tt i u n i"0 . In what follows all limits of integral sums will be taken over all sequences of partitions with mesh tending to zero. 
where gps, tq " f ps, tqIpt ă s`3dq, s ď t, and d is the mesh of tt i u n i"0 .
The proof is based on the following inequality for forward integral sums. 
for all s ă t and u, w P ps, tq. This can be seen by inspecting the proofs.
Remark 2. The L p -norm }¨} p , p ě 1, in Theorems 2.1 and 2.2 can be replaced by }¨} 0 defined by }ξ} 0 " Er|ξ|{p1`|ξ|qs for each random variable ξ.
The latter is a subadditive functional determining convergence in probability,
i.e. }ξ`η} 0 ď }ξ} 0`} η} 0 for any ξ, η and
These are the only properties of }¨} p used in the proofs of Theorems 2.1 and 2.2. Note also that, by Jensen's inequality, for all p ě 1 and ξ,
The "norm" }¨} 0 can be more useful than }¨} p . In the typical case with f ps, tq " Cpt´sq α s´β in (2) for some C ą 0, p ě 1, α ą 1, and β P p1, αq,
we have I f p0, 1q " 8. But it can be checked that I g p0, 1q ă 8 for
Applications
Let us first discuss the relation of our results to the Young theorem stated in the Introduction. To do it, we need some preliminary facts.
Note that any forward (or Riemann-Stieltjes) integral sum over ra, bs stays the same when changing the time t Ñ s " ϕptq for an increasing continuous function ϕ. That is,
. . , n. Thus, Theorem 2.1 will still hold if we change the time s " ϕptq and replace f " f ps, tq by f ϕ " f pϕ´1psq, ϕ´1ptqq
and ra, bs by rϕpaq, ϕpbqs.
Fix ra, bs Ă R. As above, let V be the class of continuous increasing functions ϕ on R`with ϕpR`q " R`and, for p ě 1 and ϕ P V, define
where V ϕ,p is defined as V ϕ in the Introduction with |¨| replaced by }¨} p . and }X} φ,q , }Y } ψ,r ă 8, then there is an increasing continuous function ϕ on ra, bs such that (5) holds for f ps, tq " }X} φ,q }Y } ψ,r φ´1pϕptq´ϕpsqqψ´1pϕptq´ϕpsqq.
Now, it can be readily seen that Proposition 3.1 and Theorem 2.1 extend the Young theorem (see the Introduction) at least in the case of continuous processes. To ease the presentation, we won't consider the case of processes with no common discontinuities.
Let us apply our results to integrals w.r.t. a fractional Brownian motion B H " B H ptq, t ě 0, with the Hurst index H P p1{2, 1q. Namely, we are interested in the existence of the Riemann-Stieltjes integrals
for T ą 0 and a given function F " F pxq.
In general, the Young theorem doesn't guarantee the existence of such integrals. In the special case F pxq " Ipx ą 0q, the latter follows from the next proposition.
Proposition 3.2. Let ϕ P V, H P p1{2, 1q, and Xptq " IpB H ptq ą 0q, t ě 0.
Then X " Xptq has infinite ϕ-variation on r0, 1s a.s. and in any norm }¨} on the space of random variables p}ξ} depends only on the distribution of ξq.
We will further consider only non-decreasing F . For any such F , there is a σ-finite measure µ on the Borel σ-algebra in R such that
µpduq at any continuity point x P R of F .
We also have the following. 
for some C " Cpp, q, T, H, F q and any q P pp, H{p1´Hqq.
Taking p " 1 and q close enough to p in Theorem 3.4, we derive
when T, ε ą 0 and H ą 1{2 are fixed, and d is the mesh of tt i u However, as it is discussed in [3] , the proofs in [1] and [12] contain some gaps that are covered in [3] . Another related result is Theorem 2.2 in [11] , where discrete approximations (in L p ) of forward integrals ş t 0 XdB H are studied for X " Xptq of finite integral q-variation (for details, see [11] ).
In the proof of Theorem 3.4, the following inequality plays a key role.
Proposition 3.5. There exists an absolute constant C ą 0 such that
for all H P r1{2, 1q and 0 ď s ă t. can be written as
Hence, by Theorem 2.2,
Replacing tt i u 
To prove it, we need the following lemma (for the proof, see the Appendix).
Lemma 4.1. Let a ď t 0 ă . . . ă t n ď b and d " maxtt i´ti´1 : 1 ď i ď nu.
If d ă 1{6 and gps, tq " f ps, tqIpt ă s`3dq, s ď t, then
If I f pa, bq is finite, then (7) follows from Lemma 4.1 and the absolute continuity of Lebesgue's integral. We obtain the bound (3) by taking a limit over ts i u m i"0 in (6) and applying Lemma 4.1. This proves the theorem.1
Proof of Theorem 2.2. For simplicity, let ra, bs Ď r0, 1s and T " tt i u n i"0 . Define j by 1{2 P rt j , t j`1 q if such j exists otherwise put j " n for t n ă 1{2 and j " 0 for t 0 ą 1{2. Denoting the integral sum in (4) by I, we can write
where any sum over the empty set is zero and the remainder is defined by R " rY pt j q´Y pt 0 qs rXpt j`1 q´Xpt j qs`rY pt j`1 q´Y pt 0 qs rXpt n q´Xpt j`1 qs.
By (2) and the monotonicity of f , }R} p ď 2f p0, 1q. By construction, T 0 " tt 0 , . . . , t j u Ď r0, 1{2s and T 1 " tt j`1 , . . . , t n u Ď r1{2, 1s, where tt i , . . . , t k u is empty if i ě k. By the same arguments, we can write the integral sum over each T i as a sum of two integral sums over some T i,0 Ď rp2iq{4, p2i`1q{4s and T i,1 P rp2i`1q{4, p2i`2q{4s and a reminder R i such that }R 1 } p`} R 2 } p ď 2f p0, 1{2q`2f p1{2, 1q.
Continuing this procedure until each integral sum is over a two-point set or over the empty set, we get, for s
since such integral sums are zeros. By the monotonicity of f , V φ,q pX; ra, tsq ě V φ,q pX; ra, ssq`V φ,q pX; rs, tsq.
Hence, by Hölder inequality, for all s ă t and u, w P ps, tq, }pY puq´Y psqq pXptq´Xpwqq} p ď }Y puq´Y psq} q }Xptq´Xpwq} r ď ψ´1pψp}Y puq´Y psq}φ´1pφp}Xptq´Xpwq} rď ψ´1pV ψ,r pY ; rs, tsqq φ´1pV φ,q pX; rs, tsqq ď ψ´1pϕptq´ϕpsqq φ´1pϕptq´ϕpsqq ": f ps, tq,
where, for any a ď t ď b, ϕptq " ϕ 1 ptq`ϕ 2 ptq`pt´aq{pb´aq, ϕ 1 ptq " V ψ,r pY ; ra, tsq and ϕ 2 ptq " V φ,q pX; ra, tsq.
Since X " Xptq and Y " Y ptq are continuous in L q and L r respectively, ϕ is a continuous strictly increasing function. Moreover, ϕpaq " 0 and ϕpbq ď 3 (since }X} φ,q " 1 and }Y } ψ,r " 1). Set gps, tq " f pϕ´1psq, ϕ´1ptqq " φ´1pt´sqψ´1pt´sq,
we also have that
We finish the proof by noting that I g pϕpaq, ϕpbqq ď 9I`φ´1p3qψ´1p3q. Q.e.d.
Proof of Proposition 3.2.
By the self-similarity of B H ,
are identically distributed and non-degenerate. For any fixed ϕ P V, ϕpxq ą 0 when x ą 0 and ϕp8q " 8. Therefore, if the norm }ξ} depends only on the distribution of a random variable ξ, then
Thus, Xptq " IpB H ptq ą 0q has unbounded ϕ-variation on r0, 1s in }¨}.
Let us also show that ř 8 n"0 ϕp|∆ n |q " 8 a.s., i.e. X " Xptq has infinite ϕ-variation on r0, 1s a.s. To see it, note that, for H ą 1{2,
uniformly in t P rt 0 , 1s for t 0 ą 0 as s Ñ 0. In addition, by the self-similarity of B H , the spectral norm }Varpξ t q´1 {2 } " Ct´H for all t ą 0, ξ t " pB t , B t{2 q, and C " }Varpξ 1 q´1 {2 }. Hence, by (9),
uniformly in t P rt 0 , 1s for t 0 ą 0 as s Ñ 0, where we have used the fact that
|a ij | for any 2ˆ2 matrix A " pa ij q 2 i,j"1 . By the Gebelein inequality for Gaussian vectors in R 2 (see Theorem 3.4 and formula (3.1) in [14] ),
for an absolute constant C ą 0. Hence, there exists a sequence pn k q 8 k"1 such that n k Ò 8 as k Ò 8 and each n l , l ą 1, is chosen in a way that
given n 1 , . . . , n l´1 . By the Erdös-Renyi theorem, if
where i.o. means infinitely often. Taking A k " t|∆ n k | " 1u, we get
for p " Pp|∆ 1 | " 1q ą 0. This yields ř 8 n"1 ϕp|∆ n |q " 8 a.s. Q.e.d. Proof of Proposition 3.3. Assume w.l.o.g. that F p0q " 0. As a result,
µpduq for any continuity point x of F. Write further B t instead of B H ptq. Fix t ą 0. We have E|F pB t q| " EF pB t qIpB t ą 0q´EF pB t qIpB t ă 0q.
By the Fubini-Tonelli theorem,
where ξ " N p0, 1q. It is straightforward to check (see (15) ) that
for all u ą 0 and some C ą 0. The term EF pB t qIpB t ă 0q can be analysed similarly. Taking ε " t´2 H or ε " t´2 H {2, we see that paq and pbq are equivalent. Q.e.d.
Proof of Theorem 3.4. Write B t instead of B H ptq and define Y ptq " F pB t q
and Xptq " B t , t ě 0. Fix s, u, w, t with s ă t and u, w P ps, tq. For any r ě 1, there is C r ą 0 such that }Xptq´Xpwq} r " C r pt´wq H . For fixed q ą p ě 1, define r ą p from 1{r`1{q " 1{p. By Hölder's inequality, }pY puq´Y psqq pXptq´Xpwqq} p ď }Y puq´Y psq} q }Xptq´Xpwq} r ď C r }Y puq´Y psq} q pt´sq H .
Since F " F pxq is continuous in x " B t a.s., we have
Therefore, }Y puq´Y psq} q ď }I 1 } q`} I 2 } q , where
Since p´B t q tě0 has the same distribution as pB t q tě0 , we will estimate only }I 1 } q . Fix ε ą 0 and set A ε " ş R expt´εv 2 uµpdvq. By Lyapunov's inequality,
By Proposition 3.3 and the monotonicity of gpuq " pu´sq{u on rs, ts,
As a result,
for C " C 0 A c and C 0 " C 0 pp, q, Hq ą 0.
Let us show that
First, let F be smooth. It is well known that B H " B H ptq has zero quadratic variation on r0, T s a.s. when H ą 1{2. As it was shown in [6] ,
exists as a limit of forward integral sums a.s. and, as a result, it coincides with the limit in L p . Thus, (10) holds for smooth F .
The general case with can be obtained by taking a limit over smooth F n tending to F. Let pF n q 8 n"1 be a sequence of smooth non-decreasing functions with F n pxq Ñ F pxq in all continuity points x of F , then, by the Lebesgue dominated convergence theorem,
To prove (10), we only need to show that
For any fixed partition tt i u m i"0 of r0, T s with the mesh d ą 0,
since F " F pxq is continuous in x P tB H pt i qu n i"0 a.s. As it is shown above,
2 udF n puq with c given above, C 1 " C 1 pp, q, T, Hq, and the last term appears as an estimate of }F n p0q∆B H pt 1 q} p . The same bound holds for pI n , F n , A n c q replaced by pI, F, A c q. These bounds show that the above integrals can be uniformly approximated by integral sums whenever A n c " Op1q. By (11) and (12) , the latter will yield (10) .
To finish the proof, we need to choose smooth F n such that A n c " Op1q and F n pxq Ñ F pxq for all continuity points x of F . This is true for
ϕpzqF px`z{nq dz where ϕ " ϕpzq be a C 8 -density whose support is r0, 1s. Q.e.d.
Proof of Proposition 3.5. Fix H P r1{2, 1q and t ą s ą 0 (the case s " 0 can be obtained by continuity and f ps, tq " 0 if s ď t ă 0 or 1 ă s ď t. Set gps, tq " f ps, tqIpt ă s`3dq. 
Let further 0 ď u ă v ď 1. By the monotonicity of f , f pu, vq " 1 lnp4{3q Here Apu, vq " ru´∆, uqˆrv, v`∆q, ∆ " v´u.
Let us show that Apt i´1 , t i q are pairwise disjoint. Fix i ă j. If t j ě t i`∆i with ∆ i " t i´ti´1 , then Apt i´1 , t i q X Apt j´1 , t j q " ∅. If t j P rt i , t i`∆i q, then t j´1´∆j ě t i´∆j " t i´tj`tj´1 ą´∆ i`ti " t i´1 and, as a result, Apt i´1 , t i q X Apt j´1 , t j q " ∅. Therefore, denoting the union of Apt i´1 , t i q by A, we get n ÿ i"1 f pt i´1 , t i q ď 9 ĳ A f ps, tq ps´tq 2 ds dt.
In addition, setting d j " pv´uq{2 j , we find that ż v u f pu, tq t´u dt "
