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Analysis of a hybridizable discontinuous Galerkin
method for the Maxwell operator
Gang Chen∗, Jintao Cui†, Liwei Xu‡
Abstract
In this paper, we study a hybridizable discontinuous Galerkin (HDG) method for
the Maxwell operator. The only global unknowns are defined on the inter-element
boundaries, and the numerical solutions are obtained by using discontinuous polyno-
mial approximations. The error analysis is based on a mixed curl-curl formulation for
the Maxwell equations. Theoretical results are obtained under a more general regular-
ity requirement. In particular for the low regularity case, special treatment is applied
to approximate data on the boundary. The HDG method is shown to be stable and
convergence in an optimal order for both high and low regularity cases. Numerical ex-
periments with both smooth and singular analytical solutions are performed to verify
the theoretical results.
keywords: Maxwell equations, HDG method, low regularity
1 Introduction
Let Ω be a bounded simply-connected Lipschitz polyhedron in R3 with connected boundary
Γ := ∂Ω. We consider the following Maxwell model problem: find the vector field u and the
Lagrange multiplier p such that

∇×∇× u+∇p = f in Ω,
∇ · u = g in Ω,
n× u = gT on Γ,
p = 0 on Γ.
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Here, n is the outward normal unit vector to its boundary Γ, f ∈ [L2(Ω)]3 is an exter-
nal source filed, gT ∈ H
− 1
2 (divτ ; Γ) ∩ [H
δ(Γ)]3 is a given function with δ ∈ (0, 1/2], and
H−
1
2 (divτ ; Γ) is the range space of “tangential trace” of space H(curl; Ω), see [4] for the
detailed description of space H−
1
2 (divτ ; Γ).
The computational electromagnetics is of great importance in many areas of engineering
and science, such as aerospace industry, telecommunication, medicine, biology, etc. Many
computational techniques have been developed for solving Maxwell equations in both fre-
quency and time domains. The main difficulties and challenges in designing accurate, robust
and efficient numerical methods for Maxwell equations of the formulation (1) are as follows.
• The irregular geometries in the real-word electromagnetic problems may lead to low
regularity of true solutions, which makes the designing of stable and accurate numerical
scheme and its error analysis more complicated.
• The using of Lagrange multiplier in the formulation requires an inf-sup condition in
numerical analysis, in order to ensure stability and uniqueness of the approximation
to p.
• The presence of nonzero gT brings difficulties into the derivation of regularity results
and error analysis. Moreover, it also affects the numerical performance of the schemes.
The finite element method is one of the most popular computational techniques for
solving Maxwell equations due to its great advantages in handling complex geometries. The
methods using H(curl)-conforming edge elements have been studied in vast literatures, see
[20, 21, 12, 19, 27] for examples.
Since the late 1970s, discontinuous Galerkin (DG) methods have become increasingly
popular in scientific computation due to their attractive features. The first DG method for
solving the time-harmonic Maxwell equations in electric field was studied in [23], where a
local discontinuous Galerkin (LDG) scheme was proposed for the low frequency problem.
An interior penalty discontinuous Galerkin (IPDG) method for Maxwell equations with
high frequency was studied in [24], where the constants in the stability estimates and the
error estimates were highly dependent on the frequency. Mixed DG approach for time-
harmonic Maxwell equations with low frequency was studied in [15]. Numerical analysis has
been carried out for both cases when the analytical solution is smooth and holds minimal
regularity, such that
u ∈ [Hs(Ω)]3, ∇× u ∈ [Hs(Ω)]3, p ∈ H1+s(Ω), gT ∈ [H
s+ 1
2 (Γ)]3, (2)
with s > 1/2. Note that in model problem (1), the domain is assumed to be a bounded
simply-connected Lipschitz polyhedron, and the relative magnetic permeability and the rela-
tive electric permittivity are set to be one; hence the above regularity results can be achieved
by setting f ∈ [L2(Ω)]3, g ∈ L2(Ω) and gT = 0.
In recent years, a “new” type of DG method, the hybridizable discontinuous Galerkin
(HDG) method has been successfully applied to solve various types of differential equations.
Compared with conventional DG methods, the HDG method has several distinct advantages:
static condensation, less degree of freedom (reduced discrete system size), flexible in meshing
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(inherent from DG methods), easy to design and implement, local conservation of physical
quantities, and so on. The first work on HDG method for time-harmonic Maxwell equations
was founded in [22]. Two types of HDG schemes were introduced therein and numerical
experiments were presented to show the performance of proposed schemes. At a later time,
HDG methods for the time-harmonic Maxwell equations with zero frequency were introduced
and analyzed in [6]. The regularity assumptions for the convergence analysis are much more
restrictive than (2), i.e.,
u ∈ [H t(Ω)]3, ∇× u ∈ [Hs(Ω)]3, p ∈ Hr(Ω),
with t, s, r ≥ 1. This assumption is too strong to be satisfied (hence not realistic in practice).
Actually, it can not even be met for problems defined on bounded simply-connected Lipschitz
polyhedral domains. Later in [5], an HDG method was proved to converge optimally in both
energy norm and L2-norm for u under the regularity (2), and a posteriori error estimates
were derived.
Recently in [8, 18], the authors studied the HDG methods for time-harmonic Maxwell
equations with impedance boundary conditions and large wavenumber. The error analysis in
both work was derived by using the regularity results given in [13, 9], where the constants
in error estimates were shown to be explicitly dependent on the wave number. We also
refer to [3] for a nonconforming finite element method solving the two-dimensional curl-curl
(Maxwell operator) problem, refer to [28] for a hybrid-mesh HDG method to the time-
harmonic Maxwells equations, refer to [7, 25] for preconditioners for the discretized time-
harmonic Maxwell’s equations in mixed form, and refer to [26] for an initial-boundary value
problem for the Maxwell’s equations.
The aim of this paper is to propose and analyze a new HDG method for solving the
Maxwell operator. We first derive the regularity results of Maxwell’s equations with general
given data f , g and gT , which are new in the literature: there exists a constant s ∈ (1/2, 1/2+
δ] (δ > 0) such that
‖u‖s ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖δ,Γ + ‖gT‖− 1
2
,divτ
)
,
and
‖∇ × u‖s ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖1+δ,Γ + ‖gT‖− 1
2
,divτ
)
.
Then we introduce a new HDG method based on particularly designed projections on the
boundary data, with which the oscillation terms corresponding to the boundary data can be
eliminated. We show that the HDG method is stable and has optimal error convergence rates
in mesh-dependent energy norm, under a general (more realistic) regularity requirements.
The general regularity is the lowest in the existing literature. Move precisely, we only require
that
u ∈ [Hs(Ω)]3, ∇× u ∈ [Hs(Ω)]3, p ∈ H1+s(Ω),
gT ∈H
− 1
2 (divτ ; Γ) ∩ [H
δ(Γ)]3, s > 1/2, δ > 0.
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The rest of this paper is organized as follows. In section 1, we introduce the notation
and give the regularity results. In section 2, we propose an HDG method for the Maxwell
model problem (1). The stability analysis and convergence analysis for the proposed HDG
scheme are given in sections 3 and 4, respectively. In section 5, we perform some numerical
experiments to verify the theoretical results. Finally, we conclude this paper in section 6.
Throughout this paper, we use C to denote a positive constant independent of mesh
size, which may take on different values at each occurrence. We also use a ∼ b to stand for
Cb ≤ a ≤ Cb.
2 Regularity analysis
For any bounded domain Λ ⊂ Rs (s = 1, 2, 3), let Hm(Λ) denote the usual mth-order Sobolev
space on Λ, and ‖ · ‖m,Λ, | · |m,Λ denote the norm and semi-norm on H
m(Λ). We use (·, ·)m,Λ
to denote the inner product of Hm(Λ), with (·, ·)Λ := (·, ·)0,Λ. When Λ = Ω, we denote
‖ · ‖m := ‖ · ‖m,Ω, | · |m := | · |m,Ω, (·, ·) := (·, ·)Ω. In particular, when Λ ∈ R
2, we use 〈·, ·〉Λ to
replace (·, ·)Λ; when Λ ∈ R
1, we use 〈〈·, ·〉〉Λ to replace (·, ·)Λ. Note that bold face fonts will
be used for vector (or tensor) analogues of the Sobolev spaces along with vector-valued (or
tensor-valued) functions. We denote the following Sobolev spaces
H(curl; Ω) := {v ∈ [L2(Ω)]3 : ∇× v ∈ [L2(Ω)]3},
Hs(curl; Ω) := {v ∈ [Hs(Ω)]3 : ∇× v ∈ [Hs(Ω)]3} with s ≥ 0,
H0(curl; Ω) := {v ∈H(curl; Ω) : n× v = 0 on Γ},
H(div; Ω) := {v ∈ [L2(Ω)]3 : ∇ · v ∈ L2(Ω)},
H0(div; Ω) := {v ∈H(div; Ω) : n · v = 0 on Γ},
H(div0; Ω) := {v ∈H(div; Ω) : ∇ · v = 0},
and
X :=H(curl; Ω) ∩H(div; Ω), XN :=H0(curl; Ω) ∩H(div; Ω),
XT :=H(curl; Ω) ∩H0(div; Ω).
We define the norms on Hs(curl; Ω) and H(divτ ; Γ), respectively as follows:
‖v‖s,curl =
(
‖v‖2s + ‖∇ × v‖
2
s
) 1
2 , ‖w‖− 1
2
,divτ = inf
v∈H(curl;Ω):
n×v|Γ=w
‖v‖0,curl.
2.1 Regularity
Lemma 2.1 (Regularity for p). Let f ∈H(div; Ω), then the model problem (1) has a unique
solution p, and there exists a constant s2 ∈ (1/2, 1] such that
‖∇p‖0 ≤ ‖f‖0, ‖p‖1+s2 ≤ C‖∇ · f‖0. (3)
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Proof. We apply ∇· on the first equation of (1), and combine the last equation of (1) to get
∆p = ∇ · f in Ω, (4a)
p = 0 on Γ. (4b)
By using integration by parts and (4), we get
(∇p,∇p) = −(∆p, p) = −(∇ · f , p) = (f ,∇p),
which implies ‖∇p‖0 ≤ ‖f‖0. Utilizing [11, Corollary 2.6.7] for the elliptic problem (4),
there exists a unique p and a regularity index s2 ∈ (1/2, 1] such that
‖p‖1+s2 ≤ C ‖∇ · f‖0,
which proves the lemma.
Lemma 2.2 (cf. [10]). If Ω is a Lipschitz domain, let v ∈ X, n · v ∈ L2(Γτ ) and n× v ∈
L2(Γν), where Γτ
⋂
Γν = ∅, Γτ
⋃
Γν = Γ, then we have
‖v‖0 ≤ C (‖∇ × v‖0 + ‖∇ · v‖0 + ‖n× v‖0,Γτ + ‖n · v‖0,Γν ) .
Lemma 2.3. The Maxwell model problem (1) has a unique solution u, and the following
stability holds:
‖u‖0,curl + ‖∇ × u‖0,curl ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ + ‖gT‖0,Γ
)
.
Proof. A natural variational problem of (1) reads: for all (v, q) ∈H0(curl; Ω)×H
1
0 (Ω), find
(u, q) ∈H(curl; Ω)×H10 (Ω) such that
(∇× u,∇× v) + (∇p, v) = (f , v), (5a)
−(u,∇q) = (g, q), (5b)
n× u|Γ = gT . (5c)
Since gT ∈H
− 1
2 (divτ ; Γ), andH
− 1
2 (divτ ; Γ) is the range space of “tangential trace” of space
H(curl; Ω), there exists a u0 ∈H(curl; Ω) such that
n× u0|Γ = gT . (6)
Setting w = u−u0, the variational problem (5a)–(5c) becomes: for all (v, q) ∈H0(curl; Ω)×
H10 (Ω), find (w, q) ∈H0(curl; Ω)×H
1
0 (Ω) such that
(∇×w,∇× v) + (∇p, v) = (f , v)− (∇× u0,∇× v), (7a)
−(w,∇q) = (g, q) + (u0,∇q). (7b)
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Taking (v, q) = (w, p) ∈H0(curl; Ω)×H
1
0(Ω) in (7a)–(7b) and adding them together yield
‖∇ ×w‖20 = (f ,w)− (∇× u0,∇×w) + (g, p) + (u0,∇p)
≤ Cβ(‖f‖0 + ‖g‖0 + ‖p‖1 + ‖u0‖0,curl)
2 +
β2
4
‖w‖20 +
3
4
‖∇ ×w‖20, (8)
where β > 0 is a constant to be specified later, and Cβ > 0 is a constant dependent on β. It
then follows from (3), (6), (8) and the definition of ‖ · ‖− 1
2
,divτ that
‖∇ ×w‖0 ≤ Cβ(‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ ) + β‖w‖0. (9)
By using a triangle inequality and Lemma 2.2, we can get
‖w‖0 ≤ ‖u‖0 + ‖u0‖0
≤ C(‖∇ × u‖0 + ‖g‖0 + ‖gT ‖0,Γ) + ‖u0‖0
≤ C0(‖∇ ×w‖0 + ‖∇ × u0‖0 + ‖g‖0 + ‖gT‖0,Γ) + ‖u0‖0. (10)
Combining (6), (9), (10) and the definition of ‖ · ‖− 1
2
,divτ , we get
‖w‖0 ≤ Cβ(‖f‖0 + ‖g‖0 + ‖gT ‖− 1
2
,divτ + ‖gT‖0,Γ) + C0β‖w‖0.
Hence by taking β = 1
2C0
, we arrive at
‖w‖0 ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ + ‖gT‖0,Γ
)
.
Then it directly follows from a triangle inequality that
‖u‖0,curl ≤ ‖w‖0,curl + ‖u0‖0,curl
≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ + ‖gT‖0,Γ
)
+ ‖u0‖0,curl.
Using the definition of ‖ · ‖− 1
2
,divτ and the arbitrary feature of u0, we get
‖u‖0,curl ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ + ‖gT‖0,Γ
)
.
Since ‖∇ ×∇× u‖0 = ‖f −∇p‖0 ≤ 2‖f‖0, we have
‖∇ × u‖0,curl ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖− 1
2
,divτ + ‖gT‖0,Γ
)
,
which completes the proof.
The following Sobolev embedding results holds true.
Lemma 2.4 (cf. [2]). If Ω is a Lipschitz polyhedral domain, there exists a real number
σ ∈ (1/2, 1] such that XT and XN are continuously imbedded in [H
σ(Ω)]3.
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Lemma 2.5 (cf. [1]). If Ω is a Lipschitz polyhedral domain, then for each δ ∈ (0, 1/2), the
spaces
W := {w ∈X : (n×w)|Γ ∈ [H
δ(Γ)]3} and V := {w ∈X : (n ·w)|Γ ∈ [H
δ(Γ)]3}
are continuously imbedded in [Hs1(Ω)]3, where s1 = min(δ + 1/2, σ) and σ ∈ (1/2, 1] are
defined as in Lemma 2.4.
Now we are well prepared to derive the following regularity result for problem (1).
Theorem 2.1. If Ω is a Lipschitz polyhedral domain and f ∈H(div; Ω), the model problem
(1) has a unique solution (u, p). Moreover, there exists a regularity index s ∈ (1/2, 1/2+ δ],
such that
‖u‖s ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖δ,Γ + ‖gT‖− 1
2
,divτ
)
, ‖p‖1+s ≤ C‖∇ · f‖0.
If in addition, gT ∈ [H
1+δ(Ω)]3, there holds
‖∇ × u‖s ≤ C
(
‖f‖0 + ‖g‖0 + ‖gT‖1+δ,Γ + ‖gT‖− 1
2
,divτ
)
.
3 HDG finite element method
Let Th =
⋃
{T} be the conforming triangulation of Ω made of shape-regular simplicial
elements. For each T ∈ Th, we let hT be the infimum of the diameters of spheres containing
T and denote the mesh size h := maxT∈Th hT . Let Fh =
⋃
{F} be the union of all faces of
T ∈ Th, and let F
I
h and F
B
h be all the interior faces and boundary faces, respectively. We
denote by hF the length of the diameter of circle containing face F . For all T ∈ Th and
F ∈ Fh, we denote by nT and nF the unit outward normal vectors along ∂T and face F ,
respectively. Broken curl, div and gradient operators with respect to mesh partition Th are
donated by ∇h×, ∇h· and ∇h, respectively. For u, v ∈ L
2(∂Th), we define the following inner
product and norm
〈u, v〉∂Th =
∑
T∈Th
〈u, v〉∂T , ‖v‖
2
0,∂Th
=
∑
T∈Th
‖v‖20,∂T .
Let F = ∂T ∩ ∂T
′
be an interior face shared by element T and element T
′
, and nF be the
unit normal pointing from T to T
′
. For any piecewise smooth function φ, we define the
jump of φ on F as
[[φ]] := φ|T − φ
′
|T ′ .
On the boundary face F = ∂T ∩ Γ, we set [[φ]] := φ.
For a bounded domain Λ ⊂ Rs (s = 1, 2, 3) and for an integer k ≥ 0, Pk(Λ) denotes the
set of all polynomials defined on Λ with the degree at most k. The finite element spaces
Pj(Th) and Pj(Fh) are defined by
Pj(Th) := {qh ∈ L
2(Ω) : qh|T ∈ Pj(T ), ∀T ∈ Th},
Pj(Fh) := {qh ∈ L
2(Fh) : qh|E ∈ Pj(E), ∀F ∈ Fh}.
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3.1 Interpolations
3.1.1 L2-projection
For any T ∈ Th, F ∈ Fh and any integer j ≥ 0, let Π
o
j : L
2(T ) → Pj(T ) and Π
∂
j : L
2(F ) →
Pj(F ) be the usual L
2 projection operators. The following stability and approximation
results are standard.
Lemma 3.1. For any T ∈ Th and F ∈ Fh and nonnegative integer j, it holds
‖v −Πojv‖0,T ≤ Ch
s
T |v|s,T ∀ v ∈ H
s(T ),
‖v − Πojv‖0,∂T ≤ Ch
s−1/2
T |v|s,T ∀ v ∈ H
s(T ),
‖v −Π∂j v‖0,∂T ≤ Ch
s−1/2
T |v|s,T ∀ v ∈ H
s(T ),
‖Πojv‖0,T ≤ ‖v‖0,T ∀ v ∈ L
2(T ),
‖Π∂j v‖0,F ≤ ‖v‖0,F ∀ v ∈ L
2(F ),
where s ∈ (1/2, j + 1].
3.1.2 Second type H(curl)-projection
For any integer k ≥ 1, define
Dk(T ) = [Pk−1(T )]
3 ⊕ xP∗k−1(T ), Dk(F ) = [Pk−1(F )]
3 ⊕ xP∗k−1(F ),
where x = (x1, x2, x3) and P
∗
k−1(T ) is the space of homogeneous polynomial of degree k− 1.
For any T ∈ Th and face F ⊂ ∂T , we let E ⊂ ∂F denote the edge of T on face F . Let
tE be the unit tangential vector along edge E, and nFE be the unit outer normal vector
to edge E on face F . For any v ∈ Hs(curl;T ) with s > 1/2, we define the second type of
H(curl)-projection (cf. [21]) Pcurlk :H
s(curl;T )→ [Pk(T )]
3 such that
〈〈Pcurlk v · tE , wk〉〉E = 〈〈v · tE , wk〉〉E ∀wk ∈ Pk(E), E ⊂ ∂F.
For any face F of T , there holds when k ≥ 2,
〈Pcurlk v,wk−1〉F = 〈v,wk−1〉F ∀wk−1 ∈ Dk−1(F ),
and when k ≥ 3,
(Pcurlk v,wk−2) = (v,wk−2) ∀wk−1 ∈ Dk−2(T ).
Note that the above definitions make sense when v ∈ Hs(curl;T ) with s > 1/2 (see [1,
Lemma 5.1] for details).
The following approximation properties holds true:
Lemma 3.2 (cf. [21, 1, 19]). For any ℓ ∈ (1/2, k + 1] and m ∈ (1/2, k], one has
‖v −Pcurlk v‖0 ≤ Ch
ℓ‖v‖ℓ ∀v ∈ [H
ℓ(Ω)]d,
‖∇ × (v −Pcurlk v)‖0 ≤ Ch
m‖∇ × v‖m ∀v ∈H
m(curl; Ω).
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3.1.3 H(curl)-projection and H1-projection on finite element spaces
In the error analysis, we need the following H0(curl)-conforming and H
1-conforming inter-
polations.
Lemma 3.3 (cf. [14, Proposition 4.5]). For any integer k ≥ 1, let vh ∈ [Pk(Th)]
3, there
exists a function Πcurl,ch,k vh ∈ [Pk(Th)]
3 ∩H0(curl; Ω) such that
‖Πcurl,ch,k vh − vh‖0 ≤ C‖h
1/2
F n× [[vh]]‖0,Fh , (12)
‖∇h × (Π
curl,c
h,k vh − vh)‖0 ≤ C‖h
−1/2
F n× [[vh]]‖0,Fh , (13)
with a constant C > 0 independent of the mesh size.
Lemma 3.4 (cf. [16, Theorem 2.2]). For any integer k ≥ 1 and let qh ∈ Pk(Th), there exists
an interpolation operator Ick : Pk(Th)→ Pk(Th) ∩H
1
0 (Ω) such that
‖h
α+1
2
T (∇hqh −∇I
c
kqh)‖0 ≤ C‖h
α
2
F [[qh]]‖Fh . (14)
Remark 3.1. The [16, Theorem 2.2] states that (14) holds for α = −1. Actually its proof
can be extended to any fixed real number α in a straightforward manner.
3.1.4 A modified projection
Let k ≥ 1 be an integer. We introduce a modified projection Πmk for all v ∈ H
s(curl; Ω)
with s > 1/2 and vh ∈ Uh, such that:
Πmk (v, vh) = Bkv +∇σh, (15)
where Bk is some well-defined interpolation fromH
s(curl; Ω) to [Pk(Th)]
3, and σh ∈ Pk(Th)∩
H10 (Ω) satisfies
(∇σh,∇qh) = (Π
curl,c
h,k (vh −Bkv),∇qh) ∀ qh ∈ Pk(Th) ∩H
1
0 (Ω). (16)
With the above definition, we are ready to prove the following result.
Lemma 3.5. For all v ∈ Hs(curl; Ω) with s > 1/2 and vh ∈ Uh, there holds the orthogo-
nality
(Πcurl,ch,k (vh −Π
m
k (v, vh)),∇qh) = 0 ∀ qh ∈ Pk(Th) ∩H
1
0 (Ω), (17)
and approximation properties
‖Πmk (v, vh)− Bkv‖0 ≤ C
(
‖h
1/2
F n× [[vh − Bkv]]‖0,Fh + ‖vh − Bkv‖0
)
, (18)
‖Πcurl,ch,k (vh −Π
m
k (v, vh))‖0 ≤ C
(
‖h
1/2
F n× [[vh − Bkv]]‖0,Fh + ‖vh − Bkv‖0
)
, (19)
‖∇ × ((Πcurl,ch,k vh −Π
m
k (v, vh)))‖0 ≤ C
(
‖h
−1/2
F n× [[vh − Bkv]]‖0,Fh + ‖∇h × (vh − Bkv)‖0
)
.
(20)
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Proof. Using (15), (16) and the fact that Πcurl,ch,k ∇σh = ∇σh, it arrives at
(Πcurl,ch,k (vh −Π
m
k (v, vh)),∇qh) = (Π
curl,c
h,k (vh −Bkv)−∇σh,∇qh) = 0
∀ qh ∈ Pk+1(Th) ∩H
1
0(Ω),
which proves (17). We take qh = σh in (16) to get
‖Πmk (v, vh)−Bkv‖0 = ‖∇σh‖0 ≤ ‖Π
curl,c
h,k (vh − Bkv)‖0. (21)
Combining (12), (15), (21) and a triangle inequality gives
‖Πcurl,ch,k (vh −Π
m
k (v, vh))‖0 ≤ 2‖Π
curl,c
h,k (vh −Bkv)‖0
≤ 2
(
‖Πcurl,ch,k (vh −Bkv)− (vh − Bkv)‖0 + ‖vh −Bkv‖0
)
≤ C
(
‖h1/2F n× [[vh − Bkv]]‖0,Fh + ‖vh −Bkv‖0
)
,
this implies (19). By using (21), we can directly derive (18). The proof of (20) is similar to
the proof of (19)
3.1.5 H(div)-projection on domain surface
For any v ∈Hs(curl;T ) with s > 1/2 and T ∈ Th, we consider P
curl
k v restricting to the face
F such that
〈〈Pcurlk v · tFE, wk〉〉E = 〈〈v · tFE , wk〉〉E ∀wk ∈ Pk(E), E ⊂ ∂F, (22a)
where tFE = nF × nFE, i.e., tFE = tE or tFE = −tE . When k ≥ 2, there holds
〈Pcurlk v,wk−1〉F = 〈v,wk−1〉F ∀wk−1 ∈ Dk−1(F ). (22b)
Since
v · tFE = v · (nF × nFE) = (v × nF ) · nE = −(nF × v) · nE ,
and
v|F = (nF × v)× nF + (v · nF )nF , v · nF = 0.
Hence equations (22a) and (22b) can be rewritten as
〈〈Pcurlk (nF × v) · nE, wk〉〉E = 〈〈(nF × v) · nE , wk〉〉E ∀wk ∈ Pk(E), E ⊂ ∂F,
and when k ≥ 2,
〈Pcurlk (nF × v),nF ×wk−1〉F = 〈(nF × v),nF ×wk−1〉F ∀wk−1 ∈ Dk−1(F ).
The operator Pcurlk (nF × ·) maps from space H
s(curl;T ) to ∪F⊂∂T [Pk(F )]
3 for each T ∈ Th.
Actually, by denoting PdivΓ,k := P
curl
k |Γ, we observe that P
div
Γ,k(nF × v) defines a H(div)-
projection of nF × v on domain surface Γ.
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3.2 HDG Method
For any integers k ≥ 1 and m ∈ {k − 1, k}, we introduce the following discrete spaces.
Rh = [Pm(Th)]
3, Uh = [Pk(Th)]
3, Ûh = {v̂h ∈ [Pk(Fh)]
2 : v̂h · n|Fh = 0},
Û
g˜
h = {v̂h ∈ Ûh : n× v̂h|Γ = TΓ,kg˜}, g˜ = 0, gT ,
Ph = Pk(Th), P̂h = Pk(Fh), P̂
0
h = {q̂h ∈ P̂h : q̂h|Γ = 0},
and TΓ,k = Π
∂
k for the smooth case, TΓ,k = P
div
Γ,k for the non-smooth case.
Remark 3.2. Note that PdivΓ,kg˜ with g˜ = gT in (1) is well-defined, since gT = n × u and
Theorem 2.1 ensures u ∈ Hs(curl; Ω) with s > 1/2. The calculation of PdivΓ,kgT can be done
face by face (on Γ). We use PdivΓ,kgT to approximate gT on surface Γ, and it could cancel
some of the oscillation terms corresponding to gT in the case where
r ∈ [Hs(Ω)]3, u ∈ [Hs(Ω)]3, gT ∈H
− 1
2 (divτ ; Γ) ∩ [H
δ(Γ)]3 (23)
with s > 1/2 and δ ∈ (0, 1]. The numerical experiments in section 6 also demonstrate that
P
div
Γ,kgT is indeed a better choice for this case. However, in general, from Theorem 2.1 we
see that only when δ > 1 in (23) could guarantee r ∈ [Hs(Ω)]3 with s > 1/2. With such
regularity of gT , there is no need to use P
div
Γ,k since no oscillation would be introduced by the
gT term on Γ.
By introducing r = ∇× u we can rewrite (1) as: find (r,u, p) that satisfies

r −∇× u = 0 in Ω,
∇× r +∇p = f in Ω,
∇ · u = g in Ω,
n× u = gT on Γ,
p = 0 on Γ.
(24)
The HDG finite element method for (24) in a compact form reads: for all (sh, vh, v̂h, qh, q̂h) ∈
Rh ×Uh × Û
0
h × Ph × P̂
0
h , find (rh,uh, ûh, ph, p̂h) ∈ Rh ×Uh × Û
gT
h × Ph × P̂
0
h such that
ah(rh, sh) + bh(uh, ûh; sh) = 0, (25a)
bh(vh, v̂h; rh) + ch(ph, p̂h; vh)− s
u
h(uh, ûh; vh, v̂h) = −(f , vh), (25b)
ch(qh, q̂h;uh) + s
p
h(ph, p̂h; qh, q̂h) = (g, qh), (25c)
where
ah(rh, sh) = (rh, sh),
bh(uh, ûh; sh) = −(uh,∇h × sh)− 〈n× ûh, sh〉∂Th,
ch(qh, q̂h;uh) = (∇h · uh, qh)− 〈n · uh, q̂h〉∂Th,
suh(uh, ûh; vh, v̂h) = 〈h
−1
F n× (uh − ûh),n× (vh − v̂h)〉∂Th ,
sph(ph, p̂h; qh, q̂h) = 〈h
α
F (ph − p̂h), qh − q̂h〉∂Th with α ∈ {−1, 1}.
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To simplify the notation, we let
σh := (rh,uh, ûh, ph, p̂h), τh := (sh, vh, v̂h, qh, q̂h),
Σh := Rh ×Uh × Ûh × Ph × P̂h, Σ
g˜
h := Rh ×Uh × Û
g˜
h × Ph × P̂
0
h , with g˜ = 0, gT ,
and
Bh(σh, τh) := ah(rh, sh) + bh(uh, ûh; sh) + bh(vh, v̂h; rh)
+ ch(ph, p̂h; vh)− s
u
h(uh, ûh; vh, v̂h) + ch(qh, q̂h;uh) + s
p
h(ph, p̂h; qh, q̂h),
Fh(τh) := −(f , vh) + (g, qh).
The HDG method (25) can then be rewritten as: find σh ∈ Σ
gT
h , such that
Bh(σh, τh) = Fh(τh) ∀ τh ∈ Σ
0
h. (26)
4 Stability Analysis
We define semi-norms on the spaces Uh × Ûh and Ph × P̂h as follows:
‖(v, v̂)‖2U := ‖(v, v̂)‖
2
curl + ‖(v, v̂)‖
2
div, ‖(q, q̂)‖
2
P := ‖h
α+1
2
T ∇hq‖
2
0 + ‖h
α
2
F (q − q̂)‖
2
0,∂Th
,
where
‖(v, v̂)‖2curl := ‖∇h × v‖
2
0 + ‖h
−1/2
F (n× (v − v̂))‖
2
0,∂Th
,
‖(v, v̂)‖2div := ‖h
1−α
2
T ∇h · v‖
2
0 + ‖h
−α
2
F [[n · v]]‖
2
0,FI
h
.
Then we define the semi-norms on the space Σh as
‖σ‖2
Σh
:= ‖r‖20 + ‖(u, û)‖
2
U + ‖(p, p̂)‖
2
P , ‖τ‖
2
Σh
:= ‖s‖20 + ‖(v, v̂)‖
2
U + ‖(q, q̂)‖
2
P .
Lemma 4.1. The semi-norm ‖(·, ·)‖U defines a norm on the space Uh × Û
0
h .
Proof. Let (vh, v̂h) ∈ Uh × Û
0
h , it suffices to show that ‖(vh, v̂h)‖U = 0 leads to (vh, v̂h) =
(0, 0). It is obvious due to the fact that n × v̂h = 0 and n · v̂h = 0 imply v̂h = 0, and
∇ · vh = 0, ∇× vh = 0 imply vh = 0 in [H
1
0 (Ω)]
3.
Lemma 4.2. The semi-norm ‖(·, ·)‖P defines a norm on Ph × P̂
0
h , and for all (qh, q̂h) ∈
Ph × P̂
0
h , there holds
‖(qh, q̂h)‖
2
P ∼ ‖h
α+1
2
T ∇I
c
kqh‖
2
0 + ‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
. (27)
Proof. Utilizing the definition of ‖(·, ·)‖P , a triangle inequality and the estimate (14), we get
‖(qh, q̂h)‖
2
P = ‖h
α+1
2
T ∇hqh‖
2
0 + ‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
≤ C
(
‖h
α+1
2
T (∇hqh −∇I
c
kqh)‖
2
0 + ‖h
α+1
2
T ∇I
c
kqh‖
2
0 + ‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
)
≤ C
(
‖h
α
2
F [[qh]]‖
2
0,Fh
+ ‖h
α+1
2
T ∇I
c
kqh‖
2
0 + ‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
)
≤ C
(
‖h
α+1
2
T ∇I
c
kqh‖
2
0 + ‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
)
.
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Similarly, we have
‖h
α+1
2
T ∇I
c
kqh‖
2
0 ≤ C
(
‖h
α+1
2
T (∇I
c
kqh −∇hqh)‖
2
0 + ‖∇hqh‖
2
0
)
≤ C
(
‖h
α
2
F [[qh]]‖
2
0,Fh
+ ‖h
α+1
2
T ∇hqh‖
2
0
)
≤ C
(
‖h
α
2
F (qh − q̂h)‖
2
0,∂Th
+ ‖∇hqh‖
2
0
)
= C‖(qh, q̂h)‖
2
P .
Therefore, the estimate (27) holds.
Next, we prove that ‖(·, ·)‖P is a norm on Ph × P̂
0
h . For any (qh, q̂h) ∈ Ph × P̂
0
h such
that ‖h
α+1
2
T ∇hqh‖
2
0+ ‖h
α
2
F (qh− q̂h)‖
2
0,∂Th
= 0, we know qh is a piecewise constant, and qh = q̂h
on every face. Moreover, qh = q̂h = 0 on boundary faces. Therefore, qh = q̂h = 0. This
completes the proof.
Theorem 4.1 (Discrete inf-sup condition). The following stability results of Bh hold
sup
0 6=τh∈Σ
0
h
Bh(σh, τh)
‖τh‖Σh
≥ C‖σh‖Σh, (28a)
sup
0 6=σh∈Σ
0
h
Bh(σh, τh)
‖σh‖Σh
≥ C‖τh‖Σh. (28b)
Proof. Taking σh = (rh,uh, ûh, ph, p̂h) ∈ Σ
0
h, we establish (28a)–(28b) in five steps.
Step one:
Take τ 1h = (rh,−uh,−ûh, ph, p̂h) ∈ Σ
0
h, then by the definition of ‖·‖Σh and the definition
of Bh we have
‖τ 1h‖Σh = ‖σh‖Σh, (29a)
and
Bh(σh, τ
1
h ) = ‖rh‖
2
0 + ‖h
−1/2
F n× (uh − ûh)‖
2
0,∂Th
+ ‖h
α
2
F (ph − p̂h)‖
2
0,∂Th
. (29b)
Step two:
Taking τ 2h = (−∇h×uh, 0, 0, 0, 0) ∈ Σ
0
h, then by the definition of ‖·‖Σh and the definition
of Bh we have
‖τ 2h‖Σh = ‖∇h × uh‖0 ≤ ‖σh‖Σh, (30a)
and using the definition of Bh, integration by parts, and an inverse inequality, we get
Bh(σh, τ
2
h ) = −(rh,∇h × uh) + ‖∇h × uh‖
2
0 − 〈∇h × uh,n× (uh − ûh)〉∂Th
≥
1
2
‖∇h × uh‖
2
0 − C1‖rh‖
2
0 − C2‖h
−1/2
F n× (uh − ûh)‖
2
0,∂Th
. (30b)
Step three:
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Let rh = h
1−α
T ∇h · uh, r̂h = −h
−α
F [[n · uh]] on F
I
h and r̂h = 0 on Γ. We take τ
3
h =
(0, 0, 0, rh, r̂h) ∈ Σ
0
h. Then by the definition of ‖ · ‖Σh and an inverse inequality we have
‖τ 3h‖
2
Σh
= ‖h
α+1
2
T ∇hrh‖
2
0 + ‖h
α
2
F (rh − r̂h)‖
2
∂Th
≤ C
(
‖h
1−α
2
T ∇h · uh‖
2
0 + ‖h
−α
2
F [[n · uh]]‖
2
0,FI
h
)
≤ C‖σh‖
2
Σh
, (31a)
Moreover, by the definition of Bh we get
Bh(σh, τ
3
h ) = ‖h
1−α
2
T ∇ · uh‖
2
0 + ‖h
−α
2
F [[n · uh]]‖
2
0,FI
h
+ 〈hαF (ph − p̂h), rh − r̂h〉∂Th
≥
1
2
‖(uh, ûh)‖
2
div − C3‖h
α
2
F (ph − p̂h)‖0,Fh . (31b)
Step four:
We then take τ 4h = (0,−h
α+1
T ∇I
c
kph,−h
α+1
F n×∇I
c
kph × n, 0, 0) ∈ Σ
0
h, and consider the
cases where α = −1 and α = 1 separately.
(i) When α = −1, by the definition of ‖ · ‖Σh and an inverse inequality, we have
‖τ 4h‖
2
Σh
= ‖h
1−α
2
T ∇h · h
α+1
T ∇I
c
kph‖
2
0 + ‖h
−α
2
F [[h
α+1
T ∇I
c
kph · n]]‖
2
0,FI
h
≤ C‖h
α+1
2
T ∇I
c
kph‖
2
0 ≤ C‖σh‖
2
Σh
.
(32a)
By the definition of Bh we have
Bh(σh, τ
4
h) = (h
α+1
T ∇I
c
kph,∇h × rh) + 〈n× h
α+1
T ∇I
c
kph, rh〉∂Th
− (∇h · h
α+1
T ∇I
c
kph, ph) + 〈n · h
α+1
T ∇I
c
kph, p̂h〉∂Th
= (hα+1T ∇hph,∇hph) + (h
α+1
T (∇I
c
kph −∇hph),∇hph) + 〈h
α+1
T n · ∇I
c
kph, p̂h − ph〉∂Th
≥
1
2
‖h
α+1
2
T ∇hph‖
2
0 − C4‖h
α
2
F (ph − p̂h)‖
2
0,∂Th
. (32b)
(ii) When α = 1, by the definition of ‖ · ‖Σh and an inverse inequality, we have
‖τ 4h‖
2
Σh
= ‖h
1−α
2
T ∇h · h
α+1
T ∇I
c
kph‖
2
0 + ‖h
−α
2
F [[h
α+1
T ∇I
c
kph · n]]‖
2
0,FI
h
+ ‖h
−1/2
F (h
α+1
T n×∇I
c
kph − h
α+1
F n×∇I
c
kph)‖
2
0,∂Th
≤ C‖h
α+1
2
T ∇I
c
kph‖
2
0
≤ C‖σh‖
2
Σh
. (33a)
From the definition of Bh, we obtain
Bh(σh, τ
4
h) = (h
α+1
T ∇I
c
kph,∇h × rh) + 〈n× h
α+1
F ∇I
c
kph, rh〉∂Th
− (∇h · h
α+1
T ∇I
c
kph, ph) + 〈n · h
α+1
T ∇I
c
kph, p̂h〉∂Th
+ 〈h−1F (h
α+1
T n×∇I
c
kph − h
α+1
F n×∇I
c
kph),n× (vh − v̂h)〉∂Th
= (∇h × (h
α+1
T ∇I
c
kph), rh) + (h
α+1
T ∇hph,∇hph) + (h
α+1
T (∇I
c
kph −∇hph),∇hph)
+ 〈hα+1T n · ∇I
c
kph, p̂h − ph〉∂Th
+ 〈h−1F (h
α+1
T n×∇I
c
kph − h
α+1
F n×∇I
c
kph),n× (vh − v̂h)〉∂Th
≥
1
2
‖h
α+1
2
T ∇hph‖
2
0 − C4‖h
α
2
F (ph − p̂h)‖
2
0,∂Th
− C5‖h
−1/2
F n× (vh − v̂h)‖
2
0,∂Th
− C6‖rh‖
2
0.
(33b)
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Step five:
Take C0 = max(C1 + C6, C2 + C5, C3 + C4) + 1 and τh = C0τ1 + τ2 + τ3 + τ4. Then
combining (29)–(33), we arrive at
‖τh‖Σh ≤ C‖σh‖Σh,
and
Bh(σh, τh) ≥ C
(
‖rh‖
2
0 + ‖(uh, ûh)‖
2
U + ‖(ph, p̂h)‖
2
P
)
= C‖σh‖
2
Σh
.
Finally, the last two inequalities lead to
Bh(σh, τh) ≥ C‖σh‖Σh‖τh‖Σh,
which implies (28a). Since Bh is symmetric, (28b) also holds.
The next conclusion is a direct consequence of Theorem 4.1.
Corollary 4.1. The HDG method (26) admits a unique solution σh ∈ Σ
0
h.
5 Error estimates
5.1 High Regularity Case
In this subsection, we assume that r,u and p are smooth functions (i.e., the solutions have
high regularities). Let TΓ,k = Π
∂
k , α ∈ {−1, 1}, and
t := s−
1 + α
2
∈
(
1
2
, k + 1
]
, where s ∈
(
3
2
, k + 1
]
.
5.1.1 Primary error estimates
Lemma 5.1. Let (r,u, p) be the solution of (24), σ and J hσ be defined as
σ := (r,u, û, p, p̂), where (û, p̂) = (u, p) onFh, J hσ := (Π
o
mr,Π
o
ku,n×Π
∂
ku× n,Π
o
kp,Π
∂
kp).
Then we have the equation
Bh(J hσ, τh) = Fh(τh) + E
J
h (σ; τh) ∀ τh ∈ Σ
0
h, (34)
where
EJh (σ; τh) = −〈n× (v̂h − vh),Π
o
mr − r〉∂Th − 〈h
−1
F n× (Π
o
ku− u),n× (vh − v̂h)〉∂Th
− 〈n · (Πoku− u), q̂h − qh〉∂Th + 〈h
α
F (Π
o
kp− p), qh − q̂h〉∂Th . (35)
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Proof. Utilizing the definitions of ah and bh we have
ah(Π
o
mr, sh) + bh(Π
o
ku,n×Π
∂
ku× n; sh)
= (Πomr, sh)− (Π
o
ku,∇h × sh)− 〈n×Π
∂
ku, sh〉∂Th
= (r, sh)− (∇× u, sh)
= 0. (36)
Using the definitions of bh, ch and s
u
h one can get
bh(vh, v̂h;Π
o
mr) + ch(Π
o
kp,Π
∂
kp; vh)− s
u
h(Π
o
ku,n×Π
∂
ku× n; vh, v̂h)
= −(vh,∇h ×Π
o
mr)− 〈n× v̂h,Π
o
mr〉∂Th + (∇h · vh,Π
o
kp)
−〈n · vh,Π
∂
kp〉∂Th − 〈h
−1
F n× (Π
o
ku− u),n× (vh − v̂h)〉∂Th
= −(vh,∇× r)− 〈n× (v̂h − vh),Π
o
mr − r〉∂Th − (vh,∇p)
−〈h−1F n× (Π
o
ku− u),n× (vh − v̂h)〉∂Th
= −(f , vh)− 〈n× (v̂h − vh),Π
o
mr − r〉∂Th − 〈h
−1
F n× (Π
o
ku− u),n× (vh − v̂h)〉∂Th.(37)
From the definitions of ch and s
p
h one can get
ch(qh, q̂h;Π
o
ku) + s
p
h(Π
o
kp,Π
∂
kp; qh, q̂h)
= (∇h ·Π
o
ku, qh)− 〈n ·Π
o
ku, q̂h〉∂Th + 〈h
α
F (Π
o
kp−Π
∂
kp), qh − q̂h〉∂Th
= (∇ · u, qh)− 〈n · (Π
o
ku− u), q̂h − qh〉∂Th + 〈h
α
F (Π
o
kp− p), qh − q̂h〉∂Th
= (g, qh)− 〈n · (Π
o
ku− u), q̂h − qh〉∂Th + 〈h
α
F (Π
o
kp− p), qh − q̂h〉∂Th. (38)
Therefore, equality (34) directly follows from the definition of Bh, and (36)–(38).
Lemma 5.2. Let σ be as defined as in Lemma 5.1 and (r,u, p) ∈ [Hs−1(Ω)]3 × [Hs(Ω)]3 ×
H t(Ω) with s ∈ (3/2, k + 1] and t = s− (α + 1)/2, then there holds
EJh (σ; τh) ≤ Ch
s−1(‖r‖s−1 + ‖u‖s + ‖p‖t)‖τh‖Σh. (39)
Proof. To simplify the notation, we define
EJ1 = −〈n× (v̂h − vh),Π
o
mr − r〉∂Th, E
J
2 = −〈h
−1
F n× (Π
o
ku− u),n× (vh − v̂h)〉∂Th,
EJ3 = −〈n · (Π
o
ku− u), q̂h − qh〉∂Th, E
J
4 = 〈h
α
F (Π
o
kp− p), qh − q̂h〉∂Th.
We then estimate EJi term by term as follows.
|EJ1 | ≤ C
∑
T∈Th
‖n× (v̂h − vh)‖0,∂Th
s−3/2
T ‖r‖s−1,T ≤ Ch
s−1‖r‖s−1‖τh‖Σh, (40)
|EJ2 | ≤ C
∑
T∈Th
‖n× (v̂h − vh)‖0,∂Th
s−3/2
T ‖u‖s,T ≤ Ch
s−1‖u‖s‖τh‖Σh, (41)
|EJ3 | ≤ C
∑
T∈Th
‖qh − q̂h‖0,∂Th
s−1/2
T ‖u‖s,T ≤ Ch
s−1‖u‖s‖τh‖Σh, (42)
|EJ4 | ≤ C
∑
T∈Th
‖qh − q̂h‖0,∂Th
t−1/2+α
T ‖p‖t,T ≤ Ch
t+(α−1)/2‖p‖t‖τh‖Σh = h
s−1‖p‖t‖τh‖Σh.
(43)
Hence, the estimation (39) directly follows from (35), (40)–(43).
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Theorem 5.1. Let σ be defined as in Lemma 5.1 and (r,u, p) ∈ [Hs−1(Ω)]3 × [Hs(Ω)]3 ×
H t(Ω) with s ∈ (3/2, k+1] and t = s− (α+1)/2 > 1/2, let σh be the solution of (26), then
there holds
‖σh − σ‖Σh ≤ Ch
s−1(‖r‖s−1 + ‖u‖s + ‖p‖t).
Proof. From Theorem 4.1 and, (26), Lemma 5.1, and Lemma 5.2, we have
‖σh −J hσ‖Σh ≤ C sup
0 6=τh∈Σ
0
h
Bh(σh −J hσ, τh)
‖τh‖Σh
= C sup
0 6=τh∈Σ
0
h
EJh (σh, τh)
‖τh‖Σh
≤ Chs−1(‖r‖s−1 + ‖u‖s + ‖p‖t),
which combines with a triangle inequality to get the result.
5.1.2 L2 error estimates
Assume Θ ∈H(div0; Ω). We first introduce the dual problem:

rd −∇× ud = 0, in Ω,
∇× rd +∇pd = Θ, in Ω,
∇ · ud = Λ, in Ω,
n× ud = 0, on Γ,
pd = 0, on Γ.
(44)
Moreover, we assume that the solution (rd,ud) of the dual problem (44) satisfies
‖rd‖β + ‖u
d‖1+β ≤ C (‖Θ‖0 + ‖Λ‖0) . (45)
for some fixed β ∈ (1/2, 1]. Notice that pd = 0 due to Θ ∈H(div0; Ω).
Lemma 5.3. Let (r,u, p) and (rd,ud, pd) be the solution of (24) and (44), respectively, let
σh be the solution of (26), then there holds
|EJh (σ;J hσ
d)| ≤ Chs−1+β(‖r‖s−1 + ‖u‖s) (‖Θ‖0 + ‖Λ‖0) , (46)
|EJh (σ
d;J hσ − σh)| ≤ Ch
s−1+β(‖r‖s−1 + ‖u‖s + ‖p‖t) (‖Θ‖0 + ‖Λ‖0) . (47)
Here σd := (rd,ud, ûd, pd, p̂d), with (ûd, p̂d) = (ud, pd) on Fh.
Proof. By the definition of EJh (cf. (35)), we have
EJh (σ;J hσ
d) ≤ |〈n× (Π∂ku
d −Πoku
d),Πomr − r〉∂Th|
+ |〈h−1F n× (Π
o
ku− u),n× (Π
o
ku
d −Π∂ku
d)〉∂Th|
≤ Chs−1+β(‖r‖s−1 + ‖u‖s)‖u
d‖1+β
≤ Chs−1+β(‖r‖s−1 + ‖u‖s) (‖Θ‖0 + ‖Λ‖0) .
Moreover, it follows from Lemma 5.2 that
|EJh (σ
d;J hσ − σh)| ≤ Ch
β(‖rd‖β + ‖u
d‖β+1)‖J hσ − σh‖Σh
≤ Chs−1+β (‖Θ‖0 + ‖Λ‖0) (‖r‖s−1 + ‖u‖s + ‖p‖t).
This completes the proof.
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Theorem 5.2. Let (r,u, p) ∈ [Hs−1(Ω)]3 × [Hs(Ω)]3 × H t(Ω) with s ∈ (3/2, k + 1], t =
s − (α + 1)/2 > 1/2 be the solution of (24), let (rh,uh, ûh, ph, p̂h) be the solution of (25),
then there holds
‖u− uh‖0 + ‖Π
o
kp− ph‖0 ≤ C
(
hs−1+(σ+β)/2 + hs−1+β
)
(‖r‖s−1 + ‖u‖s + ‖p‖t), (48)
where σ ∈ (1/2, 1] is defined in Lemma 2.4, and β ∈ (1/2, 1] is defined in (45).
Proof. Take Λ = Πokp− ph in (44) and let Θ ∈H(curl; Ω) ∩H(div; Ω) be the solution of
∇×Θ = ∇× (Πcurl,ch,k (uh −Π
m
k (u,uh))) in Ω,
∇ ·Θ = 0 in Ω,
n×Θ = 0 on Γ.
Due to (17) and the result in [12, Lemma 4.5] one has
‖Θ− (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ Ch
σ‖∇ × (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0, (50)
where σ ∈ (1/2, 1] is defined in Lemma 2.4. Now by taking Bk = Π
o
k in (18)–(20), we use
the trace inequality and an inverse inequality to get
‖Πmk (u,uh)−Π
o
ku‖0 ≤ C
(
‖h
1/2
F n× [[uh −Π
o
ku]]‖0,Fh + ‖uh −Π
o
ku‖0
)
≤ C‖Πoku− uh‖0.
(51)
Similarity, we can get
‖Πcurl,ch,k (uh −Π
m
k (u,uh))‖0 ≤ C‖Π
o
ku− uh‖0, (52)
‖∇ × (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ C
(
‖h
−1/2
F n× [[uh −Π
o
ku]]‖0,Fh + ‖∇h × (Π
o
ku− uh)‖0
)
≤ C
(
‖σ − σh‖Σh + ‖∇h × (Π
o
ku− uh)‖0 + h
s−1‖u‖s
)
≤ Chs−1(‖r‖s−1 + ‖u‖s + ‖p‖t). (53)
It follows from (50) and (53) that
‖Θ− (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ Ch
s−1+σ(‖r‖s−1 + ‖u‖s + ‖p‖t). (54)
By (52) and (54), it holds
‖Θ‖0 ≤ ‖Θ− (Π
curl,c
h,k (uh −Π
m
k (u,uh)))‖0 + ‖Π
curl,c
h,k (uh −Π
m
k (u,uh))‖0
≤ Chs−1+σ(‖r‖s−1 + ‖u‖s + ‖p‖t) + C‖Π
o
ku− uh‖0. (55)
Similar to the proof of Lemma 5.1, we have
Bh(J hσ
d, τh) = −(Θ, vh) + (Π
o
kp− ph, qh) + E
J
h (σ; τh) ∀ τh ∈ Σh.
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We take τh = J hσ − σh in last equality and use (34), (46)–(47), (55) to get
− (Θ,Πoku− uh) + ‖Π
o
kp− ph‖
2
0
= Bh(J hσ
d,J hσ − σh)−E
J
h (σ
d;J hσ − σh)
= EJh (σ;J hσ
d)− EJh (σ
d;J hσ − σh)
≤ Chs−1+β(‖r‖s−1 + ‖u‖s + ‖p‖t) (‖Θ‖0 + ‖Π
o
kp− ph‖0)
≤ C(h2s−2+σ+β + h2s−2+2β)(‖r‖s−1 + ‖u‖s + ‖p‖t)
2 +
1
2
(
‖Πoku− uh‖
2
0 + ‖Π
o
kp− ph‖
2
0
)
.
It directly implies that
−(Θ,Πoku− uh) +
1
2
‖Πokp− ph‖
2
0 ≤ C(h
2s−2+σ+β + h2s−2+2β)(‖r‖s−1 + ‖u‖s + ‖p‖t)
2 +
1
2
‖Πoku− uh‖
2
0.
(56)
We let σh ∈ Pk(Th) ∩H
1
0 (Ω) be as defined in (16), then we take qh = q̂h = σh in (25c) to get
−(uh,∇σh) = (g, σh). (57)
We use a direct calculation to get
(Πoku−Π
m
k (u,uh),Π
o
ku− uh)
= (Πoku−Π
m
k (u,uh),u− uh) + (Π
o
ku−Π
m
k (u,uh),Π
o
ku− u)
= (−∇σh,u− uh) + (Π
o
ku−Π
m
k (u,uh),Π
o
ku− u) by the definiton of Π
m
k
= (σh,∇ · u) + (∇σh,uh) + (Π
o
ku−Π
m
k (u,uh),Π
o
ku− u) by integration by parts
= (Πoku−Π
m
k (u,uh),Π
o
ku− u) by (1), (57)
≤ C‖Πoku− uh‖0‖Π
o
ku− u‖0 by (51).
(58)
We use (12) to get
‖Πcurl,ch,k (uh −Π
m
k (u,uh))− (uh −Π
m
k (u,uh)‖0
≤ Ch‖h−1/2F n× [[uh −Π
m
k (u,uh)]]‖0,Fh
= Ch‖h
−1/2
F n× [[uh −Π
o
ku]]‖0,Fh
= Ch‖h
−1/2
F n× [[uh − ûh −Π
o
ku+Π
∂
ku]]‖0,Fh
≤ Ch‖σh −J hσ‖Σh
≤ Chs(‖r‖s−1 + ‖u‖s + ‖p‖t). (59)
By using (56), (54), (58) and (59), one can obtain
‖Πoku− uh‖
2
0 = (Π
o
ku− uh,Π
o
ku− uh)
= −(Θ,Πoku− uh) + (Θ− (Π
curl,c
h,k (uh −Π
m
k (u,uh))),Π
o
ku− uh)
+ (Πoku−Π
m
k (u,uh),Π
o
ku− uh)
+ (Πcurl,ch,k (uh −Π
m
k (u,uh))− (uh −Π
m
k (u,uh)),Π
o
ku− uh)
≤ C
(
h2s−2+σ+β + h2s−2+2β
)
(‖r‖s−1 + ‖u‖s + ‖p‖t)
2
+ C‖Πoku− u‖
2
0 +
3
4
‖Πoku− uh‖
2
0,
19
which together with (56) and (55) implies (48).
5.2 Low Regularity Case
In this subsection, we take TΓ,k = P
div
Γ,k and α = −1.
5.2.1 Primary error estimates
Lemma 5.4. Let (r,u, p) be the solution of (24), and let σ and Ihσ be defined as
σ := (r,u, û, p, p̂), where (û, p̂) := (u, p) on Fh, Ihσ := (Π
o
mr,P
curl
k u,n×P
curl
k u× n,Π
o
kp,Π
∂
kp).
Then we have
Bh(Ihσ, τh) = Fh(τh) + E
I
h (σ; τh) ∀ τh ∈ Σ
0
h, (60)
where
EIh (σ; τh) = (∇× u−∇×P
curl
k u, sh)− 〈n× (v̂h − vh),Π
o
mr − r〉∂Th
+ (u−Pcurlk u,∇hqh)− 〈n · (P
curl
k u− u), q̂h − qh〉∂Th + 〈h
−1
F (Π
o
kp− p), qh − q̂h〉∂Th .
(61)
Proof. By the definitions of ah and bh, we get
ah(Π
o
mr, sh) + bh(P
curl
k u,n×P
curl
k u× n; sh)
= (Πomr, sh)− (P
curl
k u,∇h × sh)− 〈n×P
curl
k u, sh〉∂Th
= (r, sh)− (∇×P
curl
k u, sh)
= (∇× u−∇×Pcurlk u, sh).
By the definitions of bh, ch and s
u
h, we get
bh(vh, v̂h;Π
o
mr) + ch(Π
o
kp,Π
∂
kp; vh)− s
u
h(P
curl
k u,n×P
curl
k u× n; vh, v̂h)
= −(vh,∇h ×Π
o
mr)− 〈n× v̂h,Π
o
mr〉∂Th + (∇h · vh,Π
o
kp)− 〈n · vh,Π
∂
kp〉∂Th
= −(vh,∇× r)− 〈n× (v̂h − vh),Π
o
mr − r〉∂Th − (vh,∇p)− 〈n · vh,Π
∂
kp− p〉∂Th
= −(f , vh)− 〈n× (v̂h − vh),Π
o
mr − r〉∂Th.
By the definitions of ch and s
p
h, we get
ch(qh, q̂h;P
curl
k u) + s
p
h(Π
o
kp,Π
∂
kp; qh, q̂h)
= (∇h ·P
curl
k u, qh)− 〈n ·P
curl
k u, q̂h〉∂Th + 〈h
−1
F (Π
o
kp− Π
∂
kp), qh − q̂h〉∂Th
= (∇ · u, qh)− (P
curl
k u− u,∇hqh)− 〈n · (P
curl
k u− u), q̂h − qh〉∂Th
+ 〈h−1F (Π
o
kp−Π
∂
kp), qh − q̂h〉∂Th
= (u−Pcurlk u,∇hqh)− 〈n · (P
curl
k u− u), q̂h − qh〉∂Th + 〈h
−1
F (Π
o
kp− Π
∂
kp), qh − q̂h〉∂Th.
Then the desired result (60) follows immediately.
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Lemma 5.5. Let σ be defined as in Lemma 5.4 and (r,u, p) ∈ [Hs(Ω)]3×[Hs(Ω)]3×Hs+1(Ω)
with s ∈ (1/2, k], then it holds that
EIh (σ; τh) ≤ Ch
s(‖r‖s + ‖u‖s + ‖p‖s+1)‖τh‖Σh. (62)
Proof. To simplify the notation, we define
EI1 = (∇× u−∇×P
curl
k u, sh), E
I
2 = −〈n× (v̂h − vh),Π
o
mr − r〉∂Th,
EI3 = (u−P
curl
k u,∇hqh), E
I
4 = −〈n · (Π
o
ku− u), q̂h − qh〉∂Th,
EI5 = 〈h
α
F (Π
o
kp− p), qh − q̂h〉∂Th.
We then estimate EIi term by term as follows.
|EI1 | ≤ Ch
s‖r‖s‖τh‖Σh, (63)
|EI2 | ≤ C
∑
T∈Th
‖n× (v̂h − vh)‖0,∂Th
s−1/2
T ‖r‖s,T ≤ Ch
s‖r‖s‖τh‖Σh, (64)
|EI3 | ≤ Ch
s‖u‖s‖∇hqh‖0 ≤ Ch
s‖u‖s‖τh‖Σh, (65)
|EI4 | ≤ C
∑
T∈Th
‖qh − q̂h‖0,∂Th
s−1/2
T ‖u‖s,T ≤ Ch
s‖u‖s‖τh‖Σh, (66)
|EI5 | ≤ C
∑
T∈Th
‖qh − q̂h‖0,∂Th
s−1/2
T ‖p‖s+1,T ≤ Ch
s‖p‖s+1‖τh‖Σh. (67)
In view of (61), (63)–(67), we get the desired estimation (62).
Theorem 5.3. Let σ be defined as in Lemma 5.4 and (r,u, p) ∈ [Hs(Ω)]3 × [Hs(Ω)]3 ×
Hs+1(Ω) with s ∈ (1/2, k], let σh be the solution of (26), then there holds
‖σh − σ‖Σh ≤ Ch
s(‖r‖s + ‖u‖s + ‖p‖s+1). (68)
Proof. By Lemma 5.4 and Lemma 5.5 we get
‖σh − Ihσ‖Σh ≤ C sup
0 6=τh∈Σ
0
h
Bh(σh − Ihσ, τh)
‖τh‖Σh
= sup
0 6=τh∈Σ
0
h
EIh (σh, τh)
‖τh‖Σh
≤ Chs(‖r‖s + ‖u‖s + ‖p‖s+1),
which combines with a triangle inequality to get our desired result.
5.2.2 L2 error estimates
Assume Θ ∈H(div0; Ω). We also introduce the following dual problem:

rd −∇× ud = 0, in Ω,
∇× rd +∇pd = Θ, in Ω,
∇ · ud = Λ, in Ω,
n× ud = 0, on Γ,
pd = 0, on Γ.
(69)
Using Theorem 2.1, there exists a regularity index s0 ∈ (1/2, 1] such that
‖rd‖s0 + ‖u
d‖s0 ≤ C (‖Θ‖0 + ‖Λ‖0) , and p
d = 0. (70)
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Lemma 5.6. Let (r,u, p) and (rd,ud, pd) be the solution of (24) and (69), respectively, let
σh be the solution of (26), then we have
Bh(σ
d − Ihσ
d,σ − σh) ≤ Ch
s0(‖rd‖s0 + ‖u
d‖s0)‖σ − σh‖Σh. (71)
Here σd := (rd,ud, ûd, pd, p̂d), with (ûd, p̂d) = (ud, pd) on Fh.
Proof. From the definition of Bh and integration by parts we have
Bh(σ
d − Ihσ
d,σ − σh)
= (rd −Πomr
d, r − rh)− (∇× (u
d −Pcurlk u
d), r − rh)
− (rd −Πomr
d,∇h × (u− uh))− 〈r
d −Πomr
d,n× (û− ûh − (u− uh))〉∂Th
− (ud −Pcurlk u
d,∇h(p− ph)) + 〈n · (u
d −Pcurlk u
d), (p− ph)− (p̂− p̂h)〉∂Th
≤ Chs0(‖rd‖s0 + ‖u
d‖s0)‖σ − σh‖Σh,
where we have used the fact pd = 0.
Theorem 5.4. Let (r,u, p) be the solution of (24) and (r,u, p) ∈ [Hs(Ω)]3 × [Hs(Ω)]3 ×
Hs+1(Ω) with s ∈ (1/2, k], let (rh,uh, ûh, ph, p̂h) be the solution of (25), if gT ∈ [H
sg(Γ)]3
with sg > 1/2, then there holds
‖u− uh‖0 + ‖p− ph‖0 ≤ C
(
hs+(s0+σ)/2 + hs+s0
)
(‖r‖s + ‖u‖s + ‖p‖s+1)
+ Chmin(s0,k−1)+sg−1/2‖gT‖sg,Γ + C‖u−P
curl
k u‖0, (72)
where σ ∈ (1/2, 1] is defined in Lemma 2.4, s0 ∈ (1/2, 1] is defined in (70); otherwise, if
gT 6∈ [H
sg(Γ)]3 with any sg > 1/2, it holds
‖u− uh‖0 + ‖p− ph‖0 ≤ C
(
hs+(min(s0,k−1)+σ)/2 + hs+min(s0,k−1)
)
(‖r‖s + ‖u‖s + ‖p‖s+1)
+ C‖u−Pcurlk u‖0. (73)
Proof. We first prove (72). We take Λ = p− ph in (69) and let Θ ∈H(curl; Ω) ∩H(div; Ω)
be the solution of
∇×Θ = ∇× (Πcurl,ch,k (uh −Π
m
k (u,uh))) in Ω,
∇ ·Θ = 0 in Ω,
n×Θ = 0 on Γ.
Due to (17) and the result in [12, Lemma 4.5] one has
‖Θ− (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ Ch
σ‖∇ × (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0, (75)
where σ ∈ (1/2, 1] is defined in Lemma 2.4. Now taking Bk = P
curl
k in (18)–(20), we obtain
the following estimates,
‖Pcurlk u−Π
m
k (u,uh)‖0 ≤
(
‖h
1/2
F n× [[uh −P
curl
k u]]‖0,Fh + ‖uh −P
curl
k u‖0
)
≤ C‖Pcurlk u− uh‖0.
(76)
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Similarity, we can get
‖Πcurl,ch,k (uh −Π
m
k (u,uh))‖0 ≤ C‖P
curl
k u− uh‖0, (77)
‖∇ × (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ C
(
‖h
−1/2
F n× [[uh −P
curl
k u]]‖0,Fh + ‖∇h × (P
curl
k u− uh)‖0
)
≤ C
(
‖σ − σh‖Σh + ‖∇h × (P
curl
k u− uh)‖0
)
≤ C (‖σ − σh‖Σh + h
s‖r‖s)
≤ Chs(‖r‖s + ‖u‖s + ‖p‖s+1). (78)
It then follows from (75) and (78) that
‖Θ− (Πcurl,ch,k (uh −Π
m
k (u,uh)))‖0 ≤ Ch
s+σ(‖r‖s + ‖u‖s + ‖p‖s+1). (79)
Follows from the above estimates inequality, it holds that
‖Θ‖0 ≤ ‖Θ− (Π
curl,c
h,k (uh −Π
m
k (u,uh)))‖0 + ‖Π
curl,c
h,k (uh −Π
m
k (u,uh))‖0
≤ Chs+σ(‖r‖s + ‖u‖s + ‖p‖s+1) + C‖P
curl
k u− uh‖0. (80)
From direct calculations, we have
Bh(σ, τ ) = −(f , v) + (g, q) ∀ τ ∈ Σ
0, (81)
Bh(σ
d, τ ) = −(Θ, v) + (p− ph, q)− 〈r
d,n× v̂h〉Γ ∀ τ ∈ Σ, (82)
where τ = (s, v, v̂, q, q̂), Σ0 = S ×V × V̂ 0 ×Q×Q0, Σ = S ×V × V̂ ×Q×Q0, S and V
are broken H(curl) spaces, Q is broken H1 space, V̂ , V̂ 0 and Q0 are defined as
V̂ := [L2(Fh)]
3,
V̂ 0 := {v̂ ∈ [L2(Fh)]
3 : n× v̂|Γ = 0},
Q̂0 := {q̂ ∈ L2(Fh) : q̂|Γ = 0}.
By the fact n× û|Γ = n× u|Γ = gT and n× ûh|Γ = P
div
Γ,kgT , we can get
〈rd,n× (û− ûh)〉Γ = 〈r
d, gT −P
div
Γ,kgT 〉Γ
= 〈rd −min(1, k − 1)Πo0r
d, gT −P
div
Γ,kgT 〉Γ
≤ Chmin(s0,k−1)+sg−1/2‖rd‖s0‖gT ‖sg,Γ. (83)
We take τ = σ − σh ∈ Σ in (82), to get
− (Θ,u− uh) + ‖p− ph‖
2
0
= Bh(σ
d,σ − σh) + 〈r
d,n× (û− ûh)〉Γ
= Bh(σ
d − Ihσ
d,σ − σh) + 〈r
d,n× (û− ûh)〉Γ by (81), (26)
≤ Chs0(‖rd‖s0 + ‖u
d‖s0)‖σ − σh‖Σ + Ch
min(s0,k−1)+sg−1/2‖gT ‖sg,Γ by (71), (83)
≤ Chs+s0 (‖Θ‖0 + ‖p− ph‖0) (‖r‖s + ‖u‖s) + Ch
min(s0,k−1)+sg−1/2‖gT ‖sg,Γ by (68), (70)
≤ C
(
h2s+s0+σ + h2s+2s0
)
(‖r‖s + ‖u‖s + ‖p‖s+1)
2
+
1
2
(
‖u− uh‖
2
0 + ‖p− ph‖
2
0
)
+ Chmin(s0,k−1)+sg−1/2‖gT ‖sg,Γ + C‖u−P
curl
k u‖0 by (80).
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It directly implies that
− (Θ,u− uh) +
1
2
‖p− ph‖
2
0
≤ C
(
h2s+s0+σ + h2s+2s0
)
(‖r‖s + ‖u‖s + ‖p‖s+1)
2 +
1
2
‖u− uh‖
2
0
+ Chmin(s0,k−1)+sg−1/2‖gT‖sg,Γ + C‖u−P
curl
k u‖0. (84)
We let σh ∈ Pk(Th) ∩H
1
0 (Ω) be as defined in (16), then we take qh = q̂h = σh in (25c) to get
−(uh,∇σh) = (g, σh). (85)
We use a direct calculation to get
(u−Πmk (u,uh),u− uh)
= (u−Pcurlk u,u− uh) + (−∇σh,u− uh) by the definiton of Π
m
k
= (u−Pcurlk u,u− uh) + (σh,∇ · u) + (∇σh,uh) by integration by parts
= (u−Pcurlk u,u− uh) by (1), (85). (86)
We use (12) to get
‖Πcurl,ch,k (uh −Π
m
k (u,uh))− (uh −Π
m
k (u,uh)‖0
≤ Ch‖h
−1/2
F n× [[uh −Π
m
k (u,uh)]]‖0,Fh
= Ch‖h
−1/2
F n× [[uh]]‖0,FIh + Ch‖h
−1/2
F n× [[uh −P
curl
k u]]‖0,FBh
= Ch‖h
−1/2
F n× [[uh − ûh]]‖0,FIh + Ch‖h
−1/2
F n× [[uh − ûh]]‖0,FBh
≤ Ch‖σh − Ihσ‖Σh
≤ Chs+1(‖r‖s + ‖u‖s + ‖p‖s+1). (87)
By using (84), (79), (86), and (87), one can obtain
‖u− uh‖
2
0 = (u− uh,u− uh)
= −(Θ,u− uh) + (Θ− (Π
curl,c
h,k (uh −Π
m
k (u,uh))),u− uh)
+ (u−Πmk (u,uh),u− uh)
+ (Πcurl,ch,k (uh −Π
m
k (u,uh))− (uh −Π
m
k (u,uh)),u− uh)
≤ C
(
h2s+s0+σ + h2s+2s0
)
(‖r‖s + ‖u‖s + ‖p‖s+1)
2
+ Chmin(s0,k−1)+sg−1/2‖gT‖sg,Γ +
1
2
‖u− uh‖
2
0 + C‖u−P
curl
k u‖0,
which together with (84) and (80) implies (72). The proof for (73) is followed by the similar
steps in Theorem 5.3 and by taking Bk = P
curl
k in (18)–(20), thus we omit it.
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6 Numerical experiments
In this section, we simulate numerical experiments to test the performance of HDG scheme
(25). All numerical tests are programmed in C++. The interior unknowns rh, uh and ph
are eliminated locally, and hence the resulting system consists of only the unknowns ûh and
p̂h. The quasi-uniform simplex meshes are used for all numerical examples. GMRES and
SparseLU are used as the linear system solvers.
6.1 Smooth solution
In the first experiment, we take Ω = [0, 1]3. The functions f , g and gT in (1) are chosen
according to the following exact solutions with high regularities.
u1 = sin(πy) sin(πz), u2 = sin(πy) sin(πz), u3 = sin(πy) sin(πz),
p = sin(πx) sin(πy) sin(πz)/π2.
Table 1: Results for smooth solutions
k, m and α h−1
‖r − rh‖0 ‖u− uh‖0 ‖p − ph‖0 DOF
Error Rate Error Rate Error Rate
k = 1 2 1.75E+00 5.41E-01 1.07E-01 1080
m = 0 4 9.32E-01 0.91 2.06E-01 1.39 2.86E-02 1.90 7776
α = −1 8 4.74E-01 0.98 6.50E-02 1.66 5.07E-03 2.50 58752
16 2.38E-01 0.99 1.78E-02 1.87 7.24E-04 2.81 456192
k = 1 2 1.74E+00 4.07E-01 2.35E-01 1080
m = 0 4 9.31E-01 0.91 1.12E-01 1.87 1.46E-01 0.69 7776
α = 1 8 4.73E-01 0.98 2.80E-02 2.00 7.76E-02 0.91 58752
16 2.38E-01 0.99 6.90E-03 2.02 3.96E-02 0.97 456192
k = 2 2 1.12E-01 3.21E-02 1.35E-02 2160
m = 2 4 1.72E-02 2.70 4.51E-03 2.83 1.06E-03 3.67 15552
α = −1 8 3.04E-03 2.50 6.23E-04 2.86 7.50E-05 3.82 117504
k = 2 2 1.21E-01 2.67E-02 2.89E-02 2160
m = 2 4 2.16E-02 2.49 3.13E-03 3.09 5.84E-03 2.31 15552
α = 1 8 4.50E-03 2.26 3.81E-04 3.04 1.32E-03 2.15 117504
From the numerical results in Table 1, we observe that optimal convergence rates can
be obtained for r, u and p, confirming the theoretical results. Moreover, it can be observed
that the convergence rate for p as α = −1 is better than that as α = 1; the convergence rate
for u as α = 1 is better than that as α = −1.
6.2 Singular solution on L-shaped domain
In the second experiment, we consider an L-shaped domain Ω = [−1, 1]3/(−1, 0)× (−1, 0)×
(−1, 1). The functions f , g and gT in (1) are chosen according to the following exact
(singular) solutions
u1 = tr
t−1 sin[(t− 1)θ], u2 = tr
t−1 cos[(t− 1)θ], u3 = 0, r = 0, p = 0.
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By taking t = 2
3
and 4
3
, we have u ∈ [H
2
3
−ǫ(Ω)]3 and u ∈ [H
4
3
−ǫ(Ω)]3, respectively, for
arbitrary ǫ > 0. The results for k = m = 1, α = −1 are presented in Table 6.2.
Table 2: Results on L-shaped domain with singular solutions
t h−1
‖r − rh‖0 ‖u− uh‖0 ‖p − ph‖0 DOF
Error Rate Error Rate Error Rate
2 1.56E-01 2.40E-01 1.35E-01 846
4 9.73E-02 0.69 1.77E-01 0.44 8.00E-02 0.76 5976
2
3 8 4.72E-02 1.04 1.26E-01 0.49 3.64E-02 1.14 44640
16 1.98E-02 1.26 8.31E-02 0.60 1.42E-02 1.36 344448
32 1.16E-02 0.77 5.36E-02 0.63 5.63E-03 1.33 2704896
2 7.19E-02 1.06E-01 7.49E-02 846
4 2.88E-02 1.32 5.17E-02 1.04 2.83E-02 1.40 5976
4
3 8 8.73E-03 1.72 2.40E-02 1.11 7.96E-03 1.83 44640
16 2.70E-03 1.70 1.06E-02 1.17 1.82E-03 2.13 344448
32 5.01E-04 2.43 4.12E-03 1.37 4.23E-04 2.10 2704896
It can be observed from Table 2 that the convergence rates of ‖u−uh‖0 are approaching
to 2
3
and 4
3
in the cases when t equals to 2
3
and 4
3
, respectively. It confirms the theoretical
result in Theorem 5.4. Moreover, when t = 4
3
, the convergence rates of ‖r − rh‖0 and
‖p− ph‖0 goes to 2, which are better than we expected. When t =
2
3
, the convergence rates
of ‖p− ph‖0 tends to be twice of
2
3
, while the convergence rates of ‖r − rh‖0 is around
2
3
.
Next we compare the errors obtained by using PdivΓ,kgT andΠ
∂
kgT to approximate gT on Γ.
One can see from Table 3 and Table 4 that, for t = 0.55, k = 1, m = 0 or 1, the convergence
rate of ‖r−rh‖0 deteriorates when Π
∂
kgT is used. It also illustrates that the projection P
div
Γ,k
has an effect on enhancing accuracy in the computation.
Table 3: Comparison of PdivΓ,kgT and Π
∂
kgT for t = 0.55, k = 1 and m = 0
h−1
‖r − rh‖0 ‖u− uh‖0 ‖p− ph‖0 DOF
Error Rate Error Rate Error Rate
2 1.44E-01 3.35E-01 1.43E-01 846
4 1.09E-01 0.40 2.59E-01 0.37 1.01E-01 0.50 5976
PdivΓ,kgT 8 6.38E-02 0.78 2.04E-01 0.35 5.33E-02 0.92 44640
16 3.30E-02 0.95 1.49E-01 0.45 2.32E-02 1.20 344448
32 2.01E-02 0.71 1.04E-01 0.52 9.40E-03 1.30 2704896
2 1.64E-01 3.05E-01 1.30E-01 846
4 1.32E-01 0.31 2.39E-01 0.35 9.85E-02 0.40 5976
Π
∂
kgT 8 9.47E-02 0.48 1.92E-01 0.32 5.22E-02 0.92 44640
16 8.26E-02 0.20 1.42E-01 0.43 2.26E-02 1.20 344448
32 9.29E-02 -0.17 9.97E-02 0.51 9.16E-03 1.31 2704896
We conclude that all numerical experiments in this section verify that the underlying
HDG scheme is appropriate for solving the Maxwell model problem (1) with both high and
low regularities.
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Table 4: Comparison of PdivΓ,kgT and Π
∂
kgT for t = 0.55, k = 1 and m = 1
h−1
‖r − rh‖0 ‖u− uh‖0 ‖p− ph‖0 DOF
Error Rate Error Rate Error Rate
2 2.06E-01 3.50E-01 1.76E-01 846
4 1.40E-01 0.55 2.75E-01 0.35 1.13E-01 0.63 5976
PdivΓ,kgT 8 7.55E-02 0.90 2.10E-01 0.39 5.59E-02 1.02 44640
16 3.80E-02 0.99 1.51E-01 0.48 2.35E-02 1.25 344448
32 2.50E-02 0.60 1.05E-01 0.53 9.50E-03 1.30 2704896
2 2.62E-01 2.92E-01 1.62E-01 846
4 2.33E-01 0.17 2.43E-01 0.27 1.10E-01 0.56 5976
Π
∂
kgT 8 2.42E-01 -0.06 1.92E-01 0.34 5.43E-02 1.02 44640
16 3.02E-01 -0.32 1.40E-01 0.46 2.29E-02 1.24 344448
32 4.00E-01 -0.40 9.78E-02 0.52 9.30E-03 1.30 2704896
7 Conclusion
We have proposed and analyzed a new HDG method for solving the Maxwell operator.
Theoretical results are obtained under a more general regularity requirement. In particular,
a special treatment is applied to approximate data on the boundary for the low regularity
case.
Our future work includes the study of fast solvers for the proposed HDG method for the
Maxwell operator. We will also consider the application of analysis procedure presented in
this work to the numerical solution of incompressible magnetohydrodynamics [17].
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