Unlike what happens for other popular sports such as football, basketball and baseball, modelling the final outcomes of volleyball has not been thoroughly addressed by the statistical and the data science community. This is mainly due to the complexity of the game itself since the game is played in two levels of outcomes: the sets and the points (within each set). The final winner is the team that reaches first the three sets. Hence, the total number of sets is a random variable which ranges from a minimum of three to a maximum of five. In a second level, in order to win a set, each team needs to reach first a prespecified number of points (usually 25). Nevertheless, the number of points required by the team winning a set also varies depending on whether there is a margin of two winning points or whether the teams are playing the fifth set or not. In order to account for all these peculiarities of the game, we propose a unified Bayesian two-level hierarchical model. Implementation of our model on Italian Superlega 2017/2018, shows that our model is successfully replicating the final ranking of the league and outperforms in terms of Deviance Information Criteria (DIC) other models.
Introduction
Statistical modelling for sports outcomes is a fashionable and attractive topic of research over the last years with the community of both academics and professionals engaged with this field still growing. Unlike what happens for other major sports such as football (Karlis and Ntzoufras, 2003) , basketball and baseball (Koop, 2004) , modelling volleyball match outcomes has not been thoroughly addressed by statisticians and data scientists: early attempts date back to Barnett et al. (2008) and Ferrante and Fonseca (2014) . The goals and the points scored in football and basketball matches are cumulative from the beginning to the end of the game: in such situations a model for the total goals or points is required. On the contrary, in volleyball, the winner is announced in two stages/levels of outcomes: the sets and the points within each set. Hence, the winner is the team that reaches first the three sets. For this reason, the second level outcome, i.e. the total number of sets, is a random variable which ranges from a minimum of three to a maximum of five. Moreover, each set is won by the team that reaches first a prespecified number of points (usually 25) . Nevertheless, the number of points required by the team winning the set also varies depending on whether there is a margin of two points or whether the teams are playing the fifth set or not. Hence, volleyball outcomes consist of a natural hierarchy of sets and points within sets, with both measurements to be random variables.
In our perspective, the task of modelling volleyball match results should follow a top-down strategy, from the sets to the single points. Thus, defining the probability of winning a set is the first step; building up a generative discrete model for the points realized in each set is the second step. Although following this order is not mandatory, we maintain the hierarchy of the game into all our models. In this paper, we propose a set-by-set negative binomial model for the points achieved by the loosing team in each set: the distribution of the points is then conditional to the set result. Another aspect to consider is the strengths' difference among the teams: weaker teams are of course not favoured when competing against stronger teams, and a parametric assumption about teams' skills is needed. In the Bayesian approach, teams' abilities are easily incorporated into the model by the use of weakly-informative prior distributions (Gelman et al., 2008) : similarly to what happens for football models (Karlis and Ntzoufras, 2003) , the abilities may regard both attack and defense skills, and, moreover, be considered as dynamic over the season (Owen, 2011) .
The rest of the paper is organized as follows. The main features of the game are presented in Section 2. In Section 3 we introduce some discrete models for volleyball outcomes, such as Poisson and binomial. Model extensions are thoroughly presented in Section 4, whereas model estimation, goodness of fit diagnostics and out-of-sample prediction measures are detailed in Section 5. MCMC replications for the negative binomial model, the final selected model, are used in Section 5.3 to assess its plausibility in comparison with the observed results and to reconstruct the final rank of the league. The paper concludes after a short discussion.
The Features of the Game
Volleyball is different than other team sports of invasion (like football and basketball) since the two teams are separated and there is no contact between the players of the two competing teams. It belongs to a category of net and ball sports (volleyball, footvolley, headis or sepak takraw, tennis, badminton, pickleball, table tennis) and therefore it has some unique characteristics that cannot be modelled with the models used in other sports such as the Poisson regression model used in football.
Here we summarize these characteristics and in the latter we address theses issues one-byone.
(a) The first and most important characteristic is that the main outcome of the game is split into two levels: the sets and the points inside each set. Roughly speaking, a set is played until one of the two teams wins first 25 points. This team is the winner of the set. The game is played until a team wins 3 sets. Hence we have two levels of outcomes (sets and points) which are interconnected and should modelled simultaneously.
(b) Moreover, the sets in a Volleyball game range from three to five and hence we have repeated measures of the second outcome variable which is the number of points achieved in each set. The existence of repeated measurements of points needs to be addressed stochastically within our model.
(c) The points of the winning team are (almost) fixed by the design and the rules of the game. So given that we know who won the set, the only outcome variability is reflected to the points of the team that lost the specific set.
(d) An additional rule, that creates further complication, is that the winning team should have at least two points margin of difference to win a set. So conceptually if two teams are close in terms of abilities they could play for infinite time and points until the required difference of two points is achieved.
(e) Finally, the fifth set of the game is terminated at 15 points (and not at 25 points) and it is called tie-break. The two points margin of difference is also required for the tie-break.
In this work, we deal with each of the unique characteristics of the game by adding a corresponding component to the model formulation. The resulted model is a unified approach of the Volleyball data and it is unique in the literature. To be more specific, we model the two response outcomes (sets and points) hierarchically, using a binomial model for each set and, conditionally on the winner of the set, we use a negative binomial distribution for the points of the loosing team assuming r = 25 or r = 15 successes for normal sets and tie-breaks, respectively (features (a), (c) and (e)). We further truncate this distribution to deal with the two points margin of difference required in each set (feature (d)), and we model the excess of points due to ties (sets with less than two points difference) using a zero inflated Poisson distribution (feature (d)). Furthermore, we use normal random effects to account for the correlation between sets of the same game (feature (b)). Finally, we take into consideration the connection between sets and points by considering general team abilities in contrast to point or set specific team abilities (feature (a)). In Section 3 we provide a formal definition of the proposed model and details about the model building while further considerations concerning the team abilities are provided in Section 4.
The Basic Model for Volleyball

Truncated negative binomial model
Let Y A s and Y B s be the random variables of the points in set s = 1, 2, . . . , S of two competing teams A and B playing at home and away stadium respectively. Furthermore, W s is a binary indicator denoting the win or loss of the home team. To begin with, assume for the moment that each set finishes at fixed number of points (25 or 15 depending on the type of set), then the points of the winning team are fixed and not random. Hence interest lies on the random variable Y s which denotes the number of points for the team loosing the s-th set. Concerning the observed realization of the points of the loosing team, this will be obtained by
w s is the observed winner (1 for the home team A and zero otherwise) and y A s , y B s are the points won by teams A and B, respectively, in set s.
So in our dataset, we will eventually model the data for two responses: the binary W s and the count variable Y s . Our model is built hierarchically. For the outcome of each set, we use a simple logistic regression model given by
where A(s) and B(s) are the home and away team, respectively, competing each other at set s. Now conditionally on the winner of the set, we then model the points of the loosing team for each set using a negative binomial model (ignoring at the moment that the game may continue if the margin of points' difference is less than two points). Hence, the model formulation will be now given by
which is the right truncated negative binomial distribution for r s , fixed number of successes given by
and p s is the probability of realizing a point for the team winning set s, where R s is the sequential set number for the specific game G(s). Equivalently, q s = 1 − p s denotes the probability of realizing a point for the team loosing set s. The right truncation has been fixed at r s − 2 (23 or 13) points since this is the highest number of points that can be achieved by the loosing team (under the assumption of no ties). Moreover, the point success probability will be modelled as
The constant µ is a common baseline parameter, H point is the point home advantage for the host team, β A(s) , β B(s) are the point abilities for teams A(s) and B(s), respectively. The sampling distribution in (3) is an upper truncated negative binomial, with upper truncation at r s − 2 (23 or 13). Before we procceed, let us focus for a moment on the untruncated negative binomial, for which the average number of points for team A (evaluated if W s = 0) and team B (evaluated if W s = 1) in the s-th set are, respectively:
Consider the first equation: the larger is the difference between the abilities of team A and team B, β A(s) − β B(s) , the higher is the expected number of points team A will win when loosing a set. Equivalently, in this case, the lower will be the number of points of team B when loosing a set. Hence the multiplier (1 − W s ) in Eq. (4) controls the presence of the home effect, while the multiplier (1 − 2W s ) controls the sign of the difference in the abilities of the two teams (depending on which team is playing at home). However, in this initial model formulation the loosing-set team can reach at most r s − 2 points (in case of no extra points), then we need to reconsider the expected number of points of the loosing team (i.e. Eq. (6)) in the light of the upper truncation. Shonkwiler (2016) reports the mathematical expression for the truncated negative binomial distribution which in our case 
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Success point prob. for the winning team Expected points for the loosing team Figure 1 . Expected number of points collected by the team loosing the set s against the success point probability p s for the winning team, truncated negative binomial with upper truncation at r s − 2. As the point probability for the team winning the set increases, the expected number of points for the team loosing the set decreases. becomes equal to:
where f NB , F NB (x; r, p) are the probability mass function and the cumulative function, respectively, of negative binomial with parameters r and p. The interpretation is identical to the untruncated case: the higher is the point ability of a team, the higher will be the number of points when loosing a set. However, the untruncated mean is subtracted by the positive factor c * , which forces the mean of the points of the loosing team to be lower or equal than r s − 2. For illustration purposes, Figure 1 displays the expected number of points collected by the team loosing the set s against the success point probability p s : as the point probability for the team winning the set increases, the expected number of points for the team loosing the set decreases. In Section 3.3 we will extend the model to allow for extra points after r s due to the required margin of two points difference. The Bayesian model is completed by assigning some weakly informative priors (Gelman et al., 2008) to the set and point abilities, for each team T = 1, . . . , N T :
where N T is the total number of teams in the league. In order to achieve identifiability, set and point abilities need to be constrained; in such a framework we impose a sum-to-zero constraint for both α and β by centering the free parameters α * T and β * T using the equations:
for T = 1, . . . , N T , where α * and β * are the means of the unconstrained abilities given by
respectively. Note that the constrained abilities α T and β T are finally used in the model which automatically satisfy the sum-to-zero constraint and this centering is applied in every iteration of the MCMC algorithm.
Using random effects to capture within game correlation
We further introduce game additive random effects to capture the induced correlation between the set repetition and the fact that we have 3-5 measurements of the points of the loosing team. Hence, the point probability in each set given by (5) is slightly changed to
where η s is the (fixed effects) linear predictor for the points of the loosing team given by (4) and ε G(s) are the game random effects which are used to capture any potential correlation across the measurements of the points within each game. To complete the model formulation, we include a hierarchical step to assume exchangability of the game random effects by ε g ∼ N (0, σ 2 ε ), and a hyper-prior for the variance of the random effects
Small posterior values of σ ε indicate that there is no need for such game effects, while large value indicates the need of unconnected (fixed) game effects (and possibly bad fit of the model without any game effects). Figure 2 displays the posterior marginal distribution for σ ε : there is little evidence of any set effect here, as will be further investigated in Section 3.4.
Zero inflated Poisson (ZIP) for the extra points
To allow for the extra points arising due to the 24-deuce (or 14-deuce), the model proposed in Section 3.1 is extended by specifying a zero-inflated Poisson (ZIP) latent variable for the extra points collected by the loosing-set team. The number of extra points is zero if the loosing-set team does not reach 24 points, and greater than zero otherwise. So the model for the random variable of the points collected by the loosing team is now defined as: 
where π s describes the proportion of extra zeros and f P (x; λ ) is the probability mass function of a Poisson distribution with rate parameter λ evaluated at x. The probability to observe a zero should be strictly related to the abilities between the two competing teams, since the greater is their difference and the less likely should be the probability of a tie:
where LN(µ, σ 2 ) denotes the log-normal distribution with parameters µ and σ 2 . (Plummer, 2018) . In the Poisson model, the rates have a log-linear specification depending on the point abilities. Models 1 and 2 use unrestricted data (with no explicit modelling of the ties) and both report higher DIC than the truncated negative binomial model with extra points (model 3). As far as we can conclude from the DIC, using random effects to capture within game correlation (model 4) improves the fit only slightly (DIC=4537.2 vs. 4537.7); see also the posterior marginal distribution of σ 2 ε in Figure 2 and the considerations in Section 3.2. So we recommend to use the truncated negative binomial model (2) and (4) set and point abilities separately influence the set and the point probabilities, respectively: conditionally on winning/loosing a set, point abilities are then estimated from the probability to realize a point. However, we could use them jointly by defining a global ability measure. Here we consider a model where the abilities of winning a point also influence the probability of winning a set by a different scaling factor (controlled by parameter θ ). Hence the probability of winning a set is now given by
Model Comparisons for the Basic Model Formulation Using DIC
where v 1 , v 2 are indicator variables, and θ summarize the effect of the point abilities on winning a set. If v 1 = 1, v 2 = 0 we obtain the basic model of Section 3.1 with set probability as defined by Eq.
(2); if v 1 = 0, v 2 = 1 we assume connected point and set abilities where the set ability parameters are simply proportional to point abilities; whereas if v 1 = v 2 = 1 we assume connected point and set abilities and extra set specific abilities. For illustration purposes only, just view everything from the perspective of team A. Let us now consider the model with connected abilities and extra set abilities (ν 1 = ν 2 = 1). If two teams are almost equally strong in terms of points, then the point abilities difference β A(s) − β B(s) will be very small, and the set probability will be solely driven by the extra set abilities. Conversely, when two teams are expected to be quite far in terms of point performance, then the set winning probability will be mainly affected by the point performance.
In this generalised version of the model (case v 1 = v 2 = 1), the set abilities will capture diversions of teams in the set efficiency in comparison to the point efficiency. For most of the teams, intuitively we do not expect an excess of set abilities and the probability of winning set will be mainly driven by a unified (set and point) ability. But a limited number of teams is expected to be more or less efficient on the set level than on the point level. Therefore, we have used posterior intervals and DIC to identify which teams behave in a different way in terms of sets and therefore an extra parameter is needed to handle for these differences.
In Table 2 the DIC values and the effective number of parameters for each model are reported with respect to the Italian SuperLega 2017/2018. According to this analysis the ZIP truncated negative binomial model with connected abilities and extra set abilities only for the teams Verona and Padova is the best fitted model. 
Dynamic abilities
The performance of each team is likely to change within a season. Hence, temporal trends may be helpful for modelling the ability of each team within a season. A dynamic structural assumption for the ability parameters is a step forward. A natural choice is an auto-regressive model for the point abilities. For each team T = 1, . . . , N T and game G = 2, . . . , N G we specify:
whereas for the first match we assume:
Analogously as in Section 3.1, sum-to-zero constraints are required for each match-day to achieve identifiability. The variance parameter σ 2 β is assigned with the following hyper-prior:
σ 2 β ∼ InvGamma(0.001, 0.001).
As it is evident from Table 2 , the assumption of dynamic ability parameters does not improve the fit of the model. However, modelling dynamic patterns may be very useful in other leagues when considering distinct subsets of a league (such as regular season and play-off). Figure 3 displays posterior 95% intervals for the dynamic point abilities, whereas the posterior marginal distribution for the standard deviation σ β is plotted in Figure 4 : the time variability is negligible in the Italian data we analyse in this paper.
Analysis and Results of the Italian SuperLega 2017/2018
Data and computational details
Data come from the regular season of the Italian SuperLega 2017/2018 and consist of a seasonal sample of 680 set observations, for a total number of 182 matches and 14 involved teams. Posterior estimates are obtained with the rjags R package (MCMC sampling from the posterior distribution using the Gibbs sampling), for a total of 1000 iterations. We monitored Markov chains' convergence as suggested by Gelman et al. (2013) , checking the effective sample size of each chain parameter and the Gelman-Rubin statistic (Gelman et al., 1992) , which resulted to be lower than the usual threshold 1.1 for all the parameters. In 39 matches out of 182 (21.4%) the teams reached the fifth set, whereas 101 out of 680 sets (14.8%) required extra points to state the set winner.
Interpretation of the selected model
Here we focus solely on the model suggested according to the analysis presented in Sections 3.4 and 4.1 (model 7 in Table 2) , with connected abilities and extra set abilities for Verona and Padova; the complete model formulation, including likelihood specification, priors and identifiability constraints, is summarized in Table 3 . Posterior estimates for the set home advantage H set , the point home advantage H points , the grand intercept µ and the ZIP parameters λ , m, δ , γ are reported in Table 4 : there is a clear indication of home advantage, arising slightly at the set level (posterior median of 0.16, 95% posterior interval containing the zero), and definitely at the point level (posterior median of 0.21). In terms of percentage change, this means that in a game between two teams of equal strength we expect that the home team will have 17% (posterior 95% interval: (0%, 42%)) and 21% (posterior 95% interval: (7%, 36%)) higher odds of winning a set and a point, respectively.
The scaling factor θ (posterior mean of 4.52) shows a very strong positive association between the point abilities and the probability to win the set, as assumed in Eq. (12). Little evidence is found for the parameters δ , γ, describing the influence of set and point abilities differences, respectively, on the probability of observing zero extra points (see Eq. (11)); however, we maintain these parameters in the finally selected model, since they could be beneficial for other datasets or other leagues.
The 95% posterior intervals for set and point team abilities are displayed (following the final actual rank of the Italian SuperLega 2017/2018) in Figures 5 and 6 for the model with connected abilities and extra set abilities for all teams (model 5 in Table 2 ) and the corresponding model with extra set abilities only for Verona and Padova (model 7 in Table 2 ), respectively. As may be noted from Figure 5 (right plot) , point abilities for Verona and Padova resulted to be slightly misaligned with the actual rank. Moreover, from the left plot we notice that all the 95% posterior intervals contain the value of zero. However, Verona and Padova showed a partial marginal effect in terms of set extra abilities. For this reason, we moved to the model with connected abilities and set extra abilities only for these two teams (Figure 6 ), by forcing all the remaining set extra abilities to be restricted to zero. In such a way, we reduced the model complexity by 12 parameters while have obtained an improved model in terms of predictive accuracy (see Section 4.1).
League reconstruction and predictive measures of fit
To assess the in-sample predictive accuracy of our final model, we reconstruct the league in terms of final points and rank positions from the predictive distribution of the model. To do so, for each iteration of the MCMC sampling, we draw possible match results from the model's sampling likelihood (see Table 3 ) for the parameter values given at each each iteration resulting in a sample from posterior predictive distribution of the model. Then, we calculate the number of points collected at each reconstructed league of each iteration. Table 5 reports the expected final points estimated from the MCMC sampling along with the observed points and the actual teams rank. The agreement between the actual and the expected number of points is remarkable since the maximum difference is at most equal to one point. Moreover, only the expected position of 
m, λ ∼LN(0, 10 2 ) Constraints (light blue) plotted against the true observed distribution for d s : there is a quite good agreement between the replicated distributions and the observed distribution, and this is another corroboration of the goodness of fit of our final model (the plot is obtained through the bayesplot package (Gabry and Mahr, 2019) , which always provides a continuous approximation for discrete dstributions).
Out-of-sample prediction
Our final task is to assess the out-of-sample predictive ability of our proposed model; as usual, we expect a lower predictive accuracy than the one obtained for in-sample measures, but still we wish to check and quantify the ability of our model to predict future issues such as sets, points and overall game results.
It is worth mentioning that predicting future matches in volleyball is not as easy as in other sports. First, we need to simulate the actual number of sets for each game using Eq. (1) and (2); we terminate the sets' simulation when one of the two teams wins three sets first. A further diffi- culty arises if we want to predict games from the playoff phase. In this after-season tournament, the best eight teams are competing from the quarter of finals: the team that wins three matches first goes to the next step. Thus, each game say between team A and B consists of a random number of repeated measurements, ranging from three to five, whereas the set point system is the same as the one described in the previous sections.
In what follows, we use the ZIP truncated negative binomial model with connected abilities and extra set abilities for Verona and Padova.
Mid-season prediction
In this section we predict the second mid-season using the first half as training set. To preliminarily assess the model's predictive accuracy we use the percentage of agreement between predicted games/sets from the MCMC sample and the observed ones: the posterior distribution of the percentage of agreement of the correctly predicted games is displayed for the mid-season in Figure 8 (left panel) . The posterior mean of correct predictions concerning the final result of the game is found to be equal to 78.26%(± 3%). On the other hand, in the set level, the posterior agreement of correctly predicted sets (not displayed in the plot) is equal to 69.5% (± 1%). Figure 9 displays 95% predictive intervals (red ribbon) for the predicted achieved points of the 14 teams competing in the Italian SuperLega 2017/2018, using the first half as training set, along with the observed final points (black dots), and the expected points from the in-sample league reconstruction (blue dots, see Table 5 ). At a first glance, the predicted rankings are in high agreement with the observed ones, especially for the top-three teams (Perugia, Civitanova and Modena) and the last ones (Vibo Valentia, Sora and Castellana Grotte): in these cases, the predicted points coincide with the median predictions. Padova is the only team whose observed points fall outside the 95% predictive interval. Figure 9 . Mid-season out-of-sample prediction: 95% predictive intervals (red ribbon) from the posterior predictive distribution of the final points collected by the 14 teams of the Italian Super-Lega 2017-2018 along with the observed final points (black dots) and the expected points from the in-sample league reconstruction (blue dots, see Table 5 ). The red solid line represents the median. Figure 10 shows the posterior predictive distribution of each team as final ranking in the Italian SuperLega 2017-2018. The red bar, which is in correspondence of the actual rank, is the highest (i.e., is associated with the highest probability) both for the top-three teams and for the worst three teams, suggesting again a good predictive ability for our model.
Playoff prediction using regular season games
Here we predict the games of the playoff phase using the entire regular season as training set. Figure 8 (right panel) displays the posterior distribution of the percentage of agreement of the correctly predicted games: the posterior mean is 73.06% (±6.05%). The posterior agreement of correctly predicted sets (not displayed in the plot) is 61.5% (± 2.54%).
The playoff phase consists of a small knockout tournament between the best eight teams of the regular season: Sir Safety Perugia, Cucina Lube Civitanova, Azimut Modena, Diatec Trentino, Calzedonia Verona, Revivre Milano, Bunge Ravenna and Wixo LPR Piacenza. Table  6 shows for each team the probability to progress in each playoff stage until being winner: Civitanova, Verona and Perugia are associated with the highest probabilities to win the playoff (Perugia actually won defeating Civitanova in the final), whereas Piacenza and Ravenna yield zero probability to reach the semifinals (they were actually eliminated in the quarter of finals). Globally, these probabilities seem to realistically mirror the actual strength of each team in the final stage of the season. Figure 11 displays the playoff results of the matches actually played along with the posterior probabilities to progress in each playoff stage. These probabilities have been obtained sequentially, then using the matches available up to each stage: the regular season to predict the quarter of finals, the regular season plus the quarter of finals to predict the semi-finals, and so on. As we can see, Perugia, the playoff winner, is associated with the highest probabilities in each match, especially against Ravenna and Trentino, whereas Civitanova is definitely underestimated against Modena in the semi-final.
Our model yields good out-of-sample predictive performance, especially for the second midseason: here there are more measurements than the playoff phase, which moreover consists of teams that are close in terms of overall abilities.
Discussion
We have proposed a variety of negative binomial models for the volleyball match outcomes. We have concluded our quest by selecting a ZIP truncated model with connected abilities and extra set abilities for Verona and Padova on the ground of a better predictive accuracy. Posterior predictive checks show a good agreement between our model and the observed results, and an overall exceptional ability to replicate the final rank of the league. Concerning future out-ofsample prediction, our proposed model is well behaved with acceptable predictive accuracy for future matches both for the mid-season and for the playoff phase.
Further work should be done to formulate an overall measure of goodness of fit, both at point and at set levels. Moreover, the inclusion of some game-covariates is of future interest. The exploration of the model performance on other leagues is a third point of future research.
We hope this work will be the starting base generating further quests for finding new methods and models for predicting and understanding volleyball and other sports belonging in the group of net and ball games. 2 Piacenza [0] 0
Quarter Finals Semi-Finals Final Figure 11 . Playoff out-of-sample prediction for the matches actually played conditioning on the previous matches, along with the actual results: the probabilities for each team to progress in each playoff stage are reported in square parentheses.
