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Time dependent propagator for an-harmonic oscillator with quartic term in potential.
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In this work, we present the analytical approach to the evaluation of the conditional measure
Wiener path integral. We consider the time-dependent model parameters. We find the differential
equation for the variable, determining the behavior of the harmonic as well the an-harmonic parts
of the oscillator. We present the an-harmonic part of the result in the form of the operator function.
(PACS: 03.65.-w, 03.65Db, 03.65.d, 05.40.Jc) (MCS: 8140)
I. INTRODUCTION
Some time ago, we studied the problem of a description of the confinement-deconfinement phase transition in
the infrared variant of the pure gluodynamics SU(2) symmetric model at finite temperature. The temperature was
inversely proportional to the interval of the periodicity of the gluon’s functions in the imaginary time variable. We
followed the conjecture [1] that the infrared segment of the theory possesses the same confinement characteristics as
the full theory. We achieved the infrared sector by integrating out all degrees of freedom with nonzero coefficients
at quadratic powers of the gluon fields. The result was the partition function for the infrared segment of the theory.
We proceeded by the Gaussian method of integration, and we abandoned the contributions of the higher powers of
gluon’s fields as the price for this evaluation tool.
We found that the effective model possesses two distinct parts [2, 3]. We found the high-temperature part charac-
terized by zero mass gluon modes. The effective potential possesses the global minimum in the zeroth value of the
chromo-electric gluon condensate. The effective potential as the function of the chromo-electric gluon condensate was
proportional to the sum of the square of this variable, and a periodic function. The interval of the periodicity of this
periodic function was the function of the mean value of the Polyakov loop.
The low-temperature part possesses a more rich structure. The parabola from the effective potential disappeared,
and potential was the periodic function of the chromo-electric gluon condensate. The positions of the minima of the
periodic function were dependent on the temperature. The interval of the periodicity of this function is a function
of the mean value of the Polyakov loop. In this low-temperature part, some gluon degrees of freedom from the high-
temperature part disappeared, except the two, which became massive, if we consider in this model the coefficients
at second-order power of the gluon’s fields as the square of the mass of the gluon. We find that the square of the
mass term on the single interval of periodicity as a function of the mean value of the Polyakov loop is proportional to
(minus) second Bernoulli polynomial B2. On the edges of the periodicity interval, the mass square becomes negative.
But for the temperatures, where the minima of the effective potential appear for those values of the Polyakov’s loop,
the high-temperature scenario is more appropriate than the low-temperature model. A beautiful conjecture of this
behavior is the first-order phase transition from SU(2) symmetric high-temperature regime to Z(2) symmetric low-
temperature ones. To study this phenomenon, we must be able to take into account the contributions of the higher
powers of the gluon fields, abandoned in Gaussian evaluations of the functional integral. The study of this possible
phase transitions is our motivation to study the problem of the functional integral beyond the Gaussian approach
analytically. Because the study of the simple non-Abelian SU(2) model looks like a long-distance run, let us present
the path-integral research of the simpler scalar an-harmonics oscillator.
In physics, one can meet the functional integration as the mathematical tool for study of the Brownian motion
and in quantum physics as the tool for evaluations of the amplitudes of transition probabilities. The problem of
the Brownian motion as the classical analog of the quantum mechanical propagator studies allows evaluating the
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2probability of finding a particle in a given time at the given place. Mehler’s formula gives the transition probability
for Brownian motion in the external harmonic oscillator force (see [4], [5], [6]):
WCL(xi, ti;xf , tf ) =
(
k
2π sinh (ν)
)1/2
exp
{
−k(x
2
i + x
2
f )
2 tanh (ν)
+
kxixf
sinh (ν)
}
(1)
Feynman [7, 8] expressed the quantum mechanical amplitude of propagation of the particle for a general potential
V (x) as a path integral of the following form:
WQM (qi, ti; qf , tf ) =
∫
all paths
tf∏
τ=ti
dx(t)√
2iπh¯
m dt
exp
{
i
h¯
∫ tf
ti
dt
(
1
2
mx˙2 − V (x)
)}
(2)
Later Kac [9, 10] rigorously justified the imaginary time analog of Feynman path integral for a broad class of
potentials V (x). The propagator in the imaginary time formalism is the conditional measure Wiener path integral
defined by the continuum limit of the time-sliced finite-dimensional integral. For the imaginary time and the harmonic
potential, the Feynman propagator reproduces the Mehler’s formula.
We encounter the same evaluation mechanism, the conditional measureWiener path integral, both in classical as well
as in quantum theory. The principal difference between the classical description of the Brownian process as a random
motion and the quantum particle motion via path integral inhere in the interpretation of the results. In the classical
description of the Brownian motion, we interpret the path integral results as the probability of the displacement of
the particle from the initial position ”i” to the final position ”f.” In quantum mechanics, we understand the results
as the amplitude of the propagation of the system from the initial state ”i” to the final state ”f,” and this should not
be confused with the statistical probability of the classical Brownian motion.
However, there are very few path integrals that allow explicit evaluations. Such are, e.g., systems of the harmonics
oscillators and the free fields. Gaussian path integration methods can evaluate the corresponding transition amplitudes
and represent the multidimensional generalizations of the Mehler’s formula. In the quantum mechanics and quantum
field theory, the path integral approach provides a way to effectively derive the standard perturbative expansions and
even indicates steps beyond perturbative methods. (See, e.g., Roepstoff [11], Das [12], Chaichian-Demichev [13]).
We aim to study the propagator in the symmetric an-harmonic potential with the quartic term, defined by the
conditional measure Wiener path integral. We do not decompose the integration variables to the ”classical” and
the ”fluctuation” parts as in the standard approaches to functional integrations. Still, we integrate for each slice
point the whole variable, not a fluctuation only. We study the model with time-dependent mass, frequency, and
an-harmonic parameters. In our model, the frequency of the harmonics force can be negative, and then the potential
has a double-well shape.
The article is organized as follows. In the next section, we explain our evaluation without going to the details. We
send the genuinely interested readers to the Appendices, where are the essential features of the evaluation arts clarified.
In the third section, we discuss some results following from the expansion of the umbral form of the an-harmonic part
of the propagator.
II. EVALUATION OF THE PATH INTEGRAL
We define the propagator in the Euclidean field theory or statistical mechanics by the path integral with fixed initial
and final paths points. We are going to evaluate the Euclidean functional integral in phase space formally written as
[12], [13]
W =
∫
[Dπ(τ)][Dϕ(τ)] exp(−S[π, ϕ]) , (3)
where π(τ) and ϕ(τ) are the phase space coordinates and S[π, ϕ] denotes the corresponding Euclidean action. The
quantity S[π, ϕ]) is quadratic in the variable π(τ). Formally integrating by Gauss method over variable π(τ) we obtain
the continuum conditional Wiener measure path integral defined as
W =
∫
[Dϕ(τ)] exp (−E[ϕ]), (4)
where
E[ϕ] =
β∫
0
dτ
[
c(τ)/2
(
∂ϕ(τ)
∂τ
)2
+ b(τ)ϕ(τ)2 + a(τ)ϕ(τ)4
]
, (5)
3and c(τ), b(τ), a(τ) are functions of the time.
We follow definition of the path integral (3), (4) as the limit of the finite dimensional integral [12]. Integration
over conjugate momentum gives a normalization constants for the integrations over the variables ϕi. In the condi-
tional Wiener measure path integral, the values ϕ(0) = xi and ϕ(β) = xf are fixed by definition. By time-slicing
discretization we define N − 1 dimensional integral
WN = 1√
2π△
c0
+∞∫
−∞
N−1∏
i=1
dϕi√
2π△
ci
exp(−EN ), (6)
where
EN =
N∑
i=1
△
[
ci/2
(
ϕi − ϕi−1
△
)2
+ biϕ
2
i + aiϕ
4
i
]
, (7)
represent the standard time-slice discretization of E[ϕ]. The △ = β/N is the interval between ith and i + 1th time
points. The factors
(
2π△
ci
)−1/2
are the result of the gaussian integration over conjugate momentum variable π(τi)
in the i − th slice point. Theirs number is the same in the case of N point time slicing for the conditional Wiener
measure as well as unconditional Wiener measure path integrals [12]. The conditional Wiener measure path integral
is defined by the continuum limit of (6):
W = lim
N→∞
WN .
This definition of the path integral evade the problem of the indefinite integral measure, because the measure of the
finite dimensional integrals is defined correctly.
To evaluate the finite dimensional integrals in (6) we must solve the problem of evaluation of the one dimensional
integral
I1(a, b, c) =
+∞∫
−∞
dx exp{−(ax4 + bx2 + cx)} (8)
where Re a > 0.
There are no explicit standard methods to evaluate one-dimensional integrals with a fourth-order polynomial in
exponent non-perturbatively. However, I1(a, b, c) is an entire function for any complex b and c, since there exist all
integrals:
∂nc ∂
m
b I1(a, b, c) = (−1)n+m
+∞∫
−∞
dx x2m+n exp{−(ax4 + bx2 + cx)}
Consequently, the power expansions of I1(a, b, c) in c and/or b has an infinite radius of convergence (and in particular
they are uniformly convergent on any compact set of values of c and/or b). Performing the power expansion in c,
which we shall frequently use, we find:
I1(a, b, c) =
∞∑
n=0
(−c)n
n!
+∞∫
−∞
dx xn exp{−(ax4 + bx2)} (9)
This integral can be expressed in terms of the parabolic cylinder function Dν(z), ν = −m − 1/2, (see, for instance,
[15]). For n odd, due to symmetry of the integrand the integral in (9) is zero, for n even, n = 2m we have:
D−m−1/2(z) =
e−z
2/4
Γ(m+ 1/2)
∫ ∞
0
dx xm−1/2 exp{−1
2
x2 − zx} (10)
Explicitly, for Eq.(9) we have:
I1(a, b, c) =
Γ(1/2)
(2a)1/4
ez
2/4
∞∑
m=0
(ξ)m
m!
D−m−1/2(z) , ξ =
c2
4
√
2a
, z =
b√
2a
(11)
4This sum is convergent for any values of c, b and Re a positive. The convergence of the infinite series (11) can be
shown as follows. For |z| finite, |z| <
√
|ν| and | arg(−ν) |≤ π/2, if | ν |→ ∞, the following asymptotic relation is
valid [14]:
Dν(z) =
1√
2
exp
[ν
2
(ln (−ν)− 1)−√−ν z
][
1 +O
(
1√
| ν |
)]
(12)
The m− th term of the sum (11) possesses the asymptotic
1
m!
exp
[
−m
2
(lnm− 1)−√m z + z2/4 +m ln ξ
]
(13)
Following Bolzano-Cauchy’s criteria, the sum (11) is not only absolutely, but uniformly convergent also for the
finite values of the parameters of the integral (8).
The another attractive possibility to evaluate the integral (8) is the method based on the generating function for
Hermite polynomials. If we replace the linear and quadratic terms in Eq. (8) by the generating function for Hermite
polynomials Hn(x) (see Bateman [14]):
∞∑
n=0
zn
n!
Hn(x) = exp (2zx− z2), Hn(x) = n!
⌊n2 ⌋∑
j=0
(−1)j(2x)n−2j
(n− 2j)!j! ,
we find:
exp{−(cx+ bx2)} =
∞∑
n=0
(
√
bx)n
n!
Hn
( −c
2
√
b
)
.
Inserting this into the integral (8), taking into account that nonzero contributions we find for even summation indexes
n = 2m only, and by reordering of the summations:
∞∑
m=0
m∑
j=0
→
∞∑
µ=0
∞∑
j=0
(m− j = µ) ,
we find:
I1 =
1
(2a)1/4
∞∑
µ=0
(
c2√
2a
)µ
(2µ)!
Γ(µ+ 1/2)
∞∑
j=0
(
− b√
2a
)j
j!
(µ+ 1/2)
j
D−j−µ−1/2(0)
The sum over index j is the Taylor’s expansion of the function (see Eq. (A3))
exp
(
b2
4(2a)
)
D−µ−1/2
(
b√
2a
)
around argument 0. We find for I1 by this method of calculation the same result (11) as for method based on the
Taylor’s expansion of the linear term in the exponent.
To evaluate N−1 dimensional integral (6), we expand the parts linear in the integration variables ϕi in the function
exp (−EN ) in Eq. (7) by Taylor’s expansion. Evaluating the individual integrals in Eq. (6) by above described method,
we find:
WN = 1√
2π△
c0
1∑
ρ=0
∞∑
n0=0
(
c1
△ϕ0
√
σ1
)2n0+ρ
(2n0 + ρ)!
(14)
×
N−2∏
i=1

 1√ ci+ci+1
ci
+ 2 bici△2
∞∑
ni=0
Σ
ni+ρ/2
i
ni!
(ni + ρ+ 1/2)ni−1
D−ni−ρ−1/2−ni−1(zi)


×


1√
cN−1+cN
cN−1
+ 2 bN−1cN−1△2
∞∑
nN−1=0
(
( cN2△ϕN )
2σN−1
)nN−1+ρ/2
nN−1!
(nN−1 + ρ+ 1/2)nN−2D−nN−1−ρ−1/2−nN−2(zN−1)


× exp
{
−aN△ϕ4N − (
cN
2△ + bN△)ϕ
2
N −
c1
2△ϕ
2
0
}
.
5The summation index ρ was introduced since an integration variable ϕi appears in the Taylor’s expansions in two
consecutive time slice points. Therefore ϕi appears in integrand with power equal to the sum of two consecutive
summation indexes ni + ni+1, which must be even. It is possible if all ni are even or odd, and we find two groups
of contributions to N − 1 dimensional integral. Value ρ = 0 correspond to the case when all ni are even and ρ = 1
correspond to all ni are odd.
The parameters of the model in i-th time slice point are ai, bi, ci. To simplify the notation of the equations we
introduced the symbols, which are the functions of the parameters of the model:
zi =
ci+ci+1
2△ + bi△√
2ai△
, σi =
1
ci+ci+1
2△ + bi△
, Σi =
(
ci+1
2△
)2
σi σi+1. (15)
The D function is defined as:
D−ni−ρ−1/2−ni−1(zi) = zni+ρ+1/2+ni−1i exp
(
z2i
4
)
D−ni−ρ−1/2−ni−1(zi)., (16)
Let us stress that parameters ai specifying an-harmonic behaviour appears only in the functions Dν(zi).
The result in Eq. (14) is exact. We have not used any approximation in the evaluation. Our aim in evaluations
of (14) is to sum over all indices ni and ρ. We decide to use for sum over ni the summations formula (A3) derived
from the Taylor’s expansion formula (A4) for parabolic cylinder functions. To provide this task, we introduced the
only approximation in our calculation. We must solve the problem of how to evaluate the sum of the product of
two parabolic cylinder functions, with the dependence on the same summation index. We decide to approximate
one of the parabolic cylinder function by Poincare´ type expansion[17],[18],[19], to prepare the sum for application of
the Taylor’s expansion formula. We postpone the description of these evaluations to the Appendixes A - F. Here we
present the result:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
4!
(4µ)!
(−1)µ
( △ ϕ4N
X 4 Q4N−1
)µ
(17)
×
N−µ∑
p1=1
ap1Q
4
p1
N−µ+1∑
p2=p1+1
ap2Q
4
p2 .....
N∑
pµ=pµ−1+1
apµQ
4
pµ
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−D1 − ξ21D2 − · · · − ξ21ξ22 . · · · .ξ2µ−2ξ2µ−1Dµ
)4µ
× H4µ

D1 + ξ1D2 + · · ·+ ξ1 · · · ξµ−2ξµ−1(Dµ + X/2)√
−D1 − ξ21D2 − · · · − ξ21ξ22 . · · · .ξ2µ−2ξ2µ−1Dµ


× exp (Y − c1
2△ϕ
2
0 + X ) exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N
}
.
W leadingN is the part of WN , which will survive the continuum limit. In the Appendixes, we discuss the difference
WN −W leadingN , which tends to zero in the continuum limit. We stress the appearance of the Hermite polynomial
H4µ in the current result, as well the dependence on the auxiliary variables ξ. The Hermite polynomial H4µ is defined
following Bateman [14]. The symbolsQi, Ωi, Di, Y, X , Hn(x) appears to simplify the notation. They were introduced
during the recurrence procedure of the evaluations and defined as:
Ωi = 1− Σi
Ωi−1
, Ω0 = 1, Ω1 = 1− Σ1.
Σi ia defined in (15). The value Qi is defined by the equation:
Ωi =
ψi+1Qi+1
Qi
, ψi = σi
ci+1
2△ .
Qi is the key variable for descriptions of the oscillator problem. In the continuum limit, we derive the differential
equation for Q(τ) governing the behavior of the oscillator. Q(τ) determines both the harmonic and an-harmonic part
of the propagator.
6The variable X appearing in (17) depends on initial and final values of the model:
X =
√
Q0Q1
2△2
√
c1c2
QN
ϕ0 ϕN .
The important variables are di , defined in each time slice point:
di =
Q0Q1
2△2
c1c2
2 ϕ
2
0
ci+2Qi+1Qi
△,
Y is the sum of di and is the ”global” variable:
Y = dN−2 + dN−3 + · · ·+ d1 + d0.
The value Di is the sum of di between two slice points with the numbers pi and pi+1 in the equation (17):
Di = dpi + dpi+1 + dpi+2 + · · ·+ dp(i+1)−1.
Finally, we remind that the ordinary Hermite polynomials [14] Hn(x) are defined as:
Hn(x) = n!
⌈n/2⌉∑
m=0
(−1)m(2x)n−2m
m!(n− 2m)! .
In the Appendix F one can find how H4µ appeared in our results.
When we accomplished the summations over ni, and ρ, as the next step we can apply on Eq.(17) the continuum
limit N →∞, with additional prescriptions that all values with slice index i will be converted to continuum argument
τ in the interval < 0, β > by:
△ = β/N, τ = i β
N
.
The detailed description of this limiting process is done in Appendix G, with the result:
W leadingβ =
Wharmβ√
f(β)
∞∑
µ=0
4!
(4µ)!
(−1)µ
(
1
4
)µ
W(µ), (18)
where the harmonic oscillator contribution to propagator is:
Wharmβ = exp
(
lim
ǫ→0
{∫ β
ǫ
dτ
1
c(τ)Q2(τ)
− ǫ
c(ǫ)Q2(ǫ)
}
c2(0)ϕ(0)2
2
+
c(0)ϕ(0)ϕ(β)
Q(β)
− Q˙(β)
Q(β)
c(β)ϕ(β)2
2
)
(19)
whereas the an-harmonic correction to propagator in continuum limit is:
W(µ) =
=
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (20)
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)
)4µ
× H4µ

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · · · ξµ−1 ϕ(β)√2Q(β)√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)

 .
7The function I(τ) are derived from Di functions in Appendix G:
Di = I(τi)− I(τ(i+1)), I(τi) =
∫ β
τi
dτ
c(τ)Q(τ)2
.
Finally the function f(β) in (18) is the solution of differential equation derived by the similar method as was
proposed by Gel’fand and Yaglom [20] for harmonic oscillator:
f¨(τ) − ∂τ ln c(τ) f˙(τ) −
(
2
b(τ)
c(τ)
+ ∂2τ ln c(τ)
)
f(τ) = 0, (21)
with initial conditions:
f(0) = 0, f˙(0) =
2π
c(0)
. (22)
The function Q(τ) is the solution of the differential equation:
Q¨(τ) + ∂τ ln c(τ) Q˙(τ)− 2b(τ)
c(τ)
Q(τ) = 0, (23)
with the initial conditions:
Q(0) = 0, Q˙(0) = 1.
The derivation of both equations is done in Appendix H.
The function Q(τ) plays an essential role in evaluations of the harmonics and an-harmonics parts of the propagator.
The differential equation (23) depends on the parameters b(τ) and c(τ) of the model. It has the same form as the
equation of the motion for the coordinate variable for the harmonic oscillator with time-dependent mass and frequency
[21]. What is the concern of the harmonic part of the propagator
Wharmβ√
f(β)
,
there is a formal difference comparing to the results of other authors [22] evaluating the propagator by the method of
integration over fluctuations from the classical path. Nevertheless, for the real models, the results for the propagator
of the harmonic oscillator are the same. For the evaluations based on the discretization’s algorithms [23], our results
for the harmonic oscillator are in coincidence.
To evaluate the an-harmonic part of the propagator in Eq. (20) we use the idea of the generating functions for
Hermite polynomials, (see [14]):
∞∑
n=0
zn
n!
Hn(x) = exp (2zx− z2).
The arguments of the Hermite polynomial and square-root functions possesses the combinations of the integration
variables dependent terms. Our aim is to introduce the factorization to the integrals in (20). For the purposes of the
evaluations, we introduce the auxiliary function I4ν(µ, β) defined as:
I4ν(µ, β) =
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (24)
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)
)4ν
× H4ν

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · · · ξµ−1 ϕ(β)√2Q(β)√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)


8The function I4ν(µ, β) has the same numbers of the integrals and the derivatives as W(µ), the difference is in
Hermite polynomial index and power of square root function. Let us stress, that I4µ(µ, β) =W(µ).
The Hermite polynomial in (24) we are going to exploit for evaluation of a generating function for I4ν(µ, β). By
multiplying both sides of equation (24) by t4ν/(4ν)! , then summing up the equation over index ν and using the
identity:
tn + (−t)n + (it)n + (−it)n = 4tn δn,4ν
we obtain:
∞∑
ν=0
t4ν
(4ν)!
I4ν(µ, β) = (25)
=
{ ∞∑
n=0
tn
n!
In(µ, β) +
∞∑
n=0
(−t)n
n!
In(µ, β) +
∞∑
n=0
(it)n
n!
In(µ, β) +
∞∑
n=0
(−it)n
n!
In(µ, β)
}
/4
To evaluate W(µ), we must to find 4µ − th coefficient of the Taylor’s expansion of the generating function (25) in
variable t and in the limit t→ 0.
The procedure of the evaluation of (25) by this art is described in Appendix I. The result for each of the sum is
given as:
∞∑
n=0
zn
n!
In(µ, β) = (26)
×
∫ β
0
dτ1 a(τ1)Q(τ1)
4 exp
{
2z
(
I(τ1)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2
I(τ1)
4
}
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 exp
{
2z(ξ1 − 1)
(
I(τ2)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2(ξ21 − 1)
I(τ2)
4
}
...
×
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 exp
{
2zξ1 · · · · · ξµ−2(ξµ−1 − 1)
(
I(τµ)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+
+(2z)2ξ21ξ
2
2 · · · · · ξ2µ−2(ξ2µ−1 − 1)
I(τµ)
4
}
where z = {t, −t, it, −it}. The generating function is factorized for the integration variables τi . The another
advantage of the factorization is the structure of the ξi dependence, allowing us to handle by derivative operation
only one integral.
In the next step, we evaluate the derivatives:
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
in the Eq. (26). These derivatives thanks the factorization can be easy to survey. We have shown in Appendixes J-K
that this evaluation result in the representation of an-harmonics part of the propagator by the incomplete Hermite
polynomials introduced by Dattoli [16].
Inserting finally the results from corresponding Appendices to Eq.(18) we have for the propagator of the an-harmonic
oscillator with the quartic term the result:
W leadingβ =
Wharmβ√
f(β)
∑
µ=0
(−4)µ(4!)µ

 4∑
κ1,··· ,κµ=0
Iκ1,··· ,κµ(β) D(κ1, · · · , κµ)

 (27)
9where the integral Iκ1,··· ,κµ(β) is defined as:
Iκ1,··· ,κµ(β) =
∫ β
0
a(τ1)Q
4(τ1)Iκ1(τ1)
∫ β
τ1
a(τ2)Q
4(τ2)Iκ2(τ2) · · ·
∫ β
τµ−1
a(τµ)Q
4(τµ)Iκµ(τµ). (28)
The essential information on the function D(κ1, · · · , κµ) is given in the Appendix K.
The function D can be expressed in terms of the functions H4−κµ, κµ(φβ , φ0|γ), ”modified” Dattoli’s incomplete
Hermite polynomials (see Appendix K), connected to Dattoli’s incomplete Hermite polynomials H4−κµ, κµ(φβ , φ0|γ)
by:
Hn−κ,κ(φβ , φ0|γ) =
min (n−κ,κ)∑
k=0
φn−κ−kβ φ
κ−k
0 γ
k
(n− κ− k)!k!(κ− k)! = (n− κ)!κ!Hn−κ,κ(φβ , φ0|γ).
The values φ0 and φβ are introduced in Appendix J.
To abbreviate the notation we introduce symbol hκ:
hκ ≡ −4.4! H4−κ,κ(φβ , φ0|γ).
Then the function D defined in the Appendix K can be written in the form:
(−4)µ(4!)µD(κ1, · · · , κµ) = (29)
=
4∑′
{ni}=0
(
∂n1φ0hκ1
)
∂n1φβ
[(
∂n2φ0 hκ2
)
∂n2φβ
[
· · ·
(
∂
nµ−2
φ0
hκµ−2
)
∂
nµ−2
φβ
[(
∂
nµ−1
φ0
hκµ−1
)(
∂
nµ−1
φβ
hκµ
)]
· · ·
]]
where we used the notation:
4∑′
{ni}=0
≡
4∑
n1=0
1
2n1n1!
4∑
n2=0
1
2n2n2!
· · ·
4∑
nµ−1=0
1
2nµ−1 nµ−1!
The most l.h.s. term in (29) is the product of derivatives
(
∂
nµ−1
φ0
hκµ−1
)(
∂
nµ−1
φβ
hκµ
)
. The next block is formed by
the derivative of this first term by ∂
nµ−2
φβ
, multiplied by
(
∂
nµ−2
φ0
hκµ−2
)
. Following such a recurrence procedure, we can
find (29).
We can define the operator affecting the functions hκ:
Oˆκ ≡
4∑′
n=0
(
∂nφ0hκ
)
∂nφβ , Oˆκi · hκj =
4∑′
n=0
(
∂nφ0hκi
) (
∂nφβhκj
)
, Oˆκi · 1 = hκi ,
then
D(κ1, · · · , κµ) =
(
Oˆκ
)µ
· 1 =
(
Oˆκ
)µ−1
· hκµ .
By definition of the another operator, Iˆκ affecting on the integral (28) only, by the prescription:
Iˆκ0 · Iκ1,··· ,κµ = Iκ0,κ1,··· ,κµ , Iˆκ0 · 1 = Iκ0
we can formally summed up the an-harmonic part with the result:
∑
µ=0
(−4)µ(4!)µ

 4∑
κ1,··· ,κµ=0
Iκ1,··· ,κµ(β) D(κ1, · · · , κµ)

 =
=
∑
µ=0
(
4∑
κ=0
OˆκIˆκ
)µ
=
1
1−∑4κ=0 OˆκIˆκ (30)
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We represent the function for an-harmonics correction of the propagator by the rational operator function. This
method is familiar in mathematics as ”umbral calculus,” [24], when the non-complicated operator functions represents
higher transcendental functions. The expansions of the operator function held in a formal sense only, the convergence
must be checked for the final structures, obtained via the action of the operators Iˆκ and Oˆκ on the functions Iκ
and hκ. The significant feature of the umbral calculus is the principle of the formal properties [24]. If an umbral
correspondence between two different functions will be established, such correspondence can be extended to other
operations on these functions (including integration). Then we can evaluate physical quantities connected to the
propagator without explicit evaluation of the propagator. The theory and also the applications of the umbral calculus
to the various fields of mathematics are elaborated (see, for instance, [25]).
The µ− th term of Eq. (30) with help of the operators can be rewritten in the form:
(−4)µ(4!)µIκ1,··· ,κµ(β) D(κ1, · · · , κµ) =
(
4∑
κ=0
hκIˆκ +
4∑
κ=0
AˆκIˆκ
)µ−1
· (
4∑
κ=0
hκµIκµ)
where operator Aˆκ is defined by:
Aˆκ =
4∑
n=1
′ (
∂nφ0hκ
)
∂nφβ = Oˆκ − hκ.
With help of the operator Aˆκ we have for an-harmonics part of the propagator the result:
∑
µ=0
(−4)µ(4!)µ

 4∑
κ1,··· ,κµ=0
Iκ1,··· ,κµ(β) D(κ1, · · · , κµ)

 = 1
1− AˆκIˆκ
1−∑4κ=0 hκIˆκ
· (exp (hκIκ)) (31)
The equations (30) and (31) can be convert to one to other using definitions of the operators Aˆκ and Oˆκ and by
identity: (
1−
4∑
κ=0
hκIˆκ
)
· exp (hκIκ) = 1.
III. DISCUSSION
Let us discus the an-harmonics part of propagator in term of the final functions. The µ−th term of the an-harmonics
part of propagator expanded to the series can be written as:(
OˆκIˆκ
)µ
· 1 ≡
(
hκIˆκ + AˆκIˆκ
)µ−1
· (hκµIκµ) . (32)
In (32) we omitted
∑4
κ=0 and we suppose the summation convention for the repeated indexes. We can rewrite the
above equation in the form:
µ−1∑
i=0
Zµ,i Iκ1,··· ,κµ(β) (33)
The function Zµ,i is the sum of the all terms of the expansion of Eq. (32), with i operators Aˆκ and µ − i functions
hκ. For instance,
Zµ,0 = hκ1 .hκ2 . · · · .hκµ ,
Zµ,µ−1 = Aˆκ1 .Aˆκ2 . · · · .Aˆκµ−1 .hκµ ,
the Zµ,µ−2 is the sum of µ− 1 terms with two functions hκ in each of them:
Zµ,µ−2 = hκ1 .Aˆκ2 . · · · .Aˆκµ−1 .hκµ + Aˆκ1 .hκ2 . · · · .Aˆκµ−1 .hκµ + · · · + Aˆκ1 .Aˆκ2 . · · · .hκµ−1 .hκµ ,
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etc. Of cors, in (33) we suppose the summation convention for the repeated indexes κi.
We can write the sum of the all an-harmonic µ− th contributions in the form:
∞∑
µ=0
(
OˆκIˆκ
)µ
= 1 +
∞∑
i=1
∞∑
µ=i
Zµ,µ−i Iκ1,··· ,κµ(β) ,
where Zµ,µ−i can be written in terms of the derivatives of the modified Dattoli’s incomplete Hermite polynomials
Hn−κ,κ(φβ , φ0|γ).
The first nontrivial term for the constant index i = 1,
P1 =
∞∑
µ=1
Zµ,µ−1 Iκ1,··· ,κµ(β) ,
is the sum of the series with alternating sign. This sum is in principe finite, iff
lim
µ→∞
|Zµ,µ−1 Iκ1,··· ,κµ(β)| → 0 .
The second nontrivial term is
P2 =
∞∑
µ=2
Zµ,µ−2 Iκ1,··· ,κµ(β) .
If we will use for the derivatives of the product of two functions the prescription:
∂nx (f.g) = f (∂
n
x g) + g (∂
n
x f) +
n−1∑
i=1
(
n
i
)(
∂n−ix f
) (
∂ixg
)
.
The first two terms of this equation contribute to the sub-group of Zµ,µ−1 in the group of the terms Zµ,µ−2, and we
find the result for P2 in the form:
P2 = P
2
1
2!
+
1
1− AˆκIˆκ
.B
(
hκ.Iˆκ; P1
2!
;P1
)
where
B
(
hκ.Iˆκ;
∞∑
ν=1
Zν,ν−1 Iκ1,··· ,κν (β);
∞∑
ρ=1
Zρ,ρ−1 Iκα,··· ,κρ(β)
)
= (34)
=
(
∂nφ0 hκ
) ∞∑
ν,ρ=1
{
n−1∑
i=1
(
n
i
)(
∂n−ix Zν,ν−1
) (
∂iφβZρ,ρ−1
)
Iˆκ ·
(
Iκ1,··· ,κν (β) Iκα,··· ,κρ(β)
)}
.
We claim that by the similar evaluation method we find for Pi the leading term
P i1
i!
plus, other terms, an arrangement of them is in progress. Summing the terms
Pi1
i! gives the result in the non-
perturbation form:
exp (P1)
The study of the different contributions to Pi is still in progress, from the point of view, if this exponential term is
the dominant contribution to the an-harmonics part of the propagator.
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Appendix A: The evaluation of the leading contribution of N-1 dimensional integral
In this section we will show the strategy of the summation over the Taylor’s expansion summation indexes. The
each of the summation indexes appears in product of two parabolic cylinder functions. We are going to sum up
the product of two parabolic cylinder functions so that the result was the parabolic cylinder function also. By such
method in the recurrence steps we will sum up the product of two parabolic cylinder functions.
As we have shown in [26], the multiple sums in Eq (14) are uniformly convergent. The individual summation over
given ni in Eq.(14) is the sum of the products of two functions Dνi(zi) depending on the summation index ni:
∞∑
ni=0
Σ
ni+ρ/2
i
ni!
(ni + ρ+ 1/2)ni−1 D−ni−ρ−1/2−ni−1(zi) (ni+1 + ρ+ 1/2)ni D−ni+1−ρ−1/2−ni(zi+1)that (A1)
We did’t find in the literature a suitable summation prescription for this case. To evaluate these summations, we
introduce the first and the only one approximation in our calculation, when one of the parabolic cylinder functions is
replaced by the asymptotic Poincare´ - type expansion of the parabolic cylinder functions valid for the finite index ni
and large argument z:
D−ν−1/2(z) ≡ zν+1/2 ez
2/4 D−ν−1/2(z) =
J∑
j=0
(−1)j
(ν + 1/2)
2j
j! (2z2)j
+ εJ (ν, z), (A2)
where εJ (ν, z) is the remainder of the Poincare´ - type expansion. Olver [17] and Temme [19] studied this remainder and
evaluated its upper limit. Poincare´ - type expansion is valid, iff z2 ≫ |ν|. The asymptotic expansion is particularly
useful in the continuum limit △ → 0, when z ≈ △−3/2 and functions D−ν−1/2(z) → 1. The first term in (A2)
contributes to the leading part of (14), whereas the second part generates the remainder.
Inserting the leading part of (A2) to (A1), we perform the summation by the identity, derived by Taylor’s expansion
formula for parabolic cylinder functions [14]:
ex
2/4
∞∑
k=0
(ν)
k
k!
tk D−ν−k(x) = e(x−t)
2/4 D−ν (x− t). (A3)
Following Taylor’s expansion for parabolic cylinder functions we can prove for the functions D−ν(z) the summation
formula:
∞∑
k=0
(ν)
k
k!
tk D−ν−k(z) =
(
1
1− t
)ν
D−ν(z(1− t)). (A4)
To evaluate the finite-dimensional integral Eq. (14) let us define the object MΛ
MΛ =
=
Λ∏
i=1

 1√ ci+ci+1
ci
+ 2 bici△2
Ni∑
ni=0
Σ
ni+ρ/2
i
ni!
(ni + ρ+ 1/2)ni−1
D−ni−ρ−1/2−ni−1(zi)


× (nΛ+1 + ρ+ 1/2)nΛD−nΛ+1−ρ−1/2−nΛ(zΛ+1) (A5)
MΛ differs from (14) by finite summations over ni. Due to uniform convergence of (14) we can done (A5) as close to
(14) as we need, by convenient choice of Ni.
We will sum up (A5) by recurrence procedure. As the first recurrence step we perform the n1 summation, replacing
D−n1−ρ−1/2−n0(z1) by the Poincare´ type expansion (A2). We find:
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n1 + ρ+ 1/2)n0D−n1−ρ−1/2−n0(z1)(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) = (A6)
=
J∑
j=0
(−1)j
j! (2z21)
j
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) (n1 + ρ+ 1/2)n0+2j +
+ εmaxJ (−n1 − ρ− 1/2− n0 , z1)
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) (n1 + ρ+ 1/2)n0
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where the choice of N1 permits to replace D−n1−ρ−1/2−n0(z1) by the Poincare´ type expansion of for all n1 . The
symbol εmaxJ (−n1 − ρ − 1/2 − n0 , z1) is the maximal value of the remainders εJ (−n1 − ρ − 1/2 − n0 , z1) for all
necessary values n1, ρ, n0 and z1. To apply the summation formula Eq. (A4), we must also modify the Pochhammer’s
(n1 + ρ+ 1/2)n0+2j
and (n1 + ρ+ 1/2)n0
. We follow the method explained in [26]. We proved the identity:
(n1 + ρ+ 1/2)n0+2j =
min(n0+2j , n1)∑
i=0
an0+2ji (ρ)
n1!
(n1 − i)!
where
an0+2ji (ρ) =
(
n0 + 2j
i
) (ρ+ 1/2)
n0+2j
(ρ+ 1/2)
i
. (A7)
Inserting the first identity to Eq. (A6) we find:
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n1 + ρ+ 1/2)n0
D−n1−ρ−1/2−n0(z1)(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) = (A8)
=
J∑
j=0
(−1)j
j! (2z21)
j
n0+2j∑
i=0
an0+2ji (ρ)
N1∑
n1=i
Σ
n1+ρ/2
1
(n1 − i)! (n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) +
+ εmaxJ (−n1 − ρ− 1/2− n0 , z1)
n0∑
i=0
an0i (ρ)
N1∑
n1=i
Σ
n1+ρ/2
1
(n1 − i)! (n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2)
Extending summation over n1 up to infinity, by summation variable transformation n1 → l = n1 − i, we have:
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n1 + ρ+ 1/2)n0D−n1−ρ−1/2−n0(z1)(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) = (A9)
=
J∑
j=0
(−1)j
j! (2z21)
j
n0+2j∑
i=0
an0+2ji (ρ)Σ
i+ρ/2
1 (n2 + ρ+ 1/2)i
∞∑
l=0
Σl1
l!
(n2 + ρ+ 1/2 + i)lD−n2−ρ−1/2−i−l(z2) +
+ εmaxJ (−n1 − ρ− 1/2− n0 , z1)
n0∑
i=0
an0i (ρ)Σ
i+ρ/2
1 (n2 + ρ+ 1/2)i×
×
∞∑
l=0
Σl1
l!
(n2 + ρ+ 1/2 + i)lD−n2−ρ−1/2−i−l(z2)
In the above equation we omit the remainders of the uniformly convergent series, which sufficiently strongly converge
to zero in the continuum limit.
By the summation’s formula (A4) we have:
N1∑
n1=0
Σ
n1+ρ/2
1
n1!
(n1 + ρ+ 1/2)n0D−n1−ρ−1/2−n0(z1)(n2 + ρ+ 1/2)n1D−n2−ρ−1/2−n1(z2) = (A10)
=
1√
1− Σ1
J∑
j=0
(−1)j (−1)
j
j! (2z21)
j
n0+2j∑
i=0
an0+2ji (ρ)
(
Σ1
1− Σ1
)i+ρ/2
×
×
(
1
1− Σ1
)n2+ρ/2
(n2 + ρ+ 1/2)iD−n2−ρ−1/2−i(z2(1 − Σ1)) +
+
1√
1− Σ1
εmaxJ (−n1 − ρ− 1/2− n0 , z1)
n0∑
i=0
an0i (ρ)
(
Σ1
1− Σ1
)i+ρ/2
×
×
(
1
1− Σ1
)n2+ρ/2
(n2 + ρ+ 1/2)iD−n2−ρ−1/2−i(z2(1 − Σ1))
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In this equation, we can see only one parabolic cylinder function in both terms, as was our aim. The first term on the
r.h.s. of the above equation will contribute to the leading term, the second one will contribute to the remainder. From
the point of view of the recurrence summation procedure, in the second steep we will have the sum of the product
of the two parabolic cylinder functions in the leading, as well as in remainder terms. The same art of evaluation as
in the first step will give us the leading part contribution, plus two terms proportional to εJ (−n1 − ρ − 1/2 − n0)
and εJ (−n2 − ρ − 1/2 − n1), plus term proportional to product of both remainders. Providing the full recurrence
summation procedure, where every step is done by described method, we find that for MΛ the next inequality is
valid:
MleadingΛ <MΛ <MleadingΛ (1 + εmax)Λ ,
where εmax is the maximal value of the set
Mleadingi
MleadingΛ
εJ (−ni − ρ− 1/2− ni−1 , zi), i = 1, 2, · · · , Λ.
The bounds on the remainder:
εJ (ν, z) = D−ν−1/2(z)−
J∑
j=0
(−1)j
(ν + 1/2)
2j
j! (2z2)j
was estimated by Olver [17] and improved by Vidumas and Temme [19]. In our case we have:
εJ (ν, z) ≤ 2z
2
z2 + 2ν
(ν + 1/2)
2J
J !(2z2)J 2F1
(
J /2, 1/2; J /2 + 1; 1− 4J
2
z4
)
(A11)
× exp
[
2z2
z2 + 2ν
2
z2
2F1
(
1/2, 1/2; 1/2 + 1; 1− 4J
2
z4
)]
where ν = ni−1+ni ≤ Ni−1+Ni. In the continuum limit, where z2 tends to infinity as d3 and Ni−1, Ni, J are finite,
the value εmax ≤ d−1−ǫ i.e. εmax tends to zero stronger as d−1. Then, in continuum limit
lim
d→∞
(1 + εmax)
d → 1
and the upper bound in continuum limit onMΛ will be the leading term. Because the natural lower bound onMΛ is
leading term also, we can expects that in the continuum limit the leading term determine the value of the conditional
Wiener integral W .
Evaluating the next recurrence steps, we meet the combinations of the summations introduced by Poincare´ - type
expansion (A2). We deal with them by the following art:
J1∑
i1=0
1
i1!
J2∑
i2=0
1
i2!
→
J1+J2∑
µ=0
1
µ!
min (µ,J1)∑
max (0,µ−J2)
(
µ
i1
)
,
where µ = i1+ i2. Proceeding by the same method described for the first step, we find forMΛ of Eq. (A5) the result:
MΛ = 1√∏Λ
i=1(
ci+ci+1
ci
+ 2 bici△2)Ωi
J1+···+JΛ∑
µ=0
(−1)µ
µ! (2z2ΛΩ
2
Λ−1)µ
n0+2µ∑
iΛ=0
(
ΣΛ
ΩΛΩΛ−1
)iΛ+ρ/2
× (Λ)n0+2µiΛ
(
1
ΩΛ
)nΛ+1+ρ/2
(nΛ+1 + ρ+ 1/2)iΛD−nΛ+1−ρ−1/2−iΛ(zΛ+1ΩΛ) (A12)
where µ goes to the sum of all values Ji appeared in the individual recurrence steps. For the recurrently defined value
(Λ)n0+2µiΛ we find:
(Λ)
n0+2µ
iΛ
=
min(µ,J1+···+JΛ−1)∑
λ=max(0, µ−JΛ)
(
µ
λ
) (
zΛΩΛ−1
zΛ−1ΩΛ−2
)2λ
(A13)
×
n0+2λ∑
i(Λ−1)=max(0;iΛ−2µ+2λ)
a
2µ−2λ+i(Λ−1)
iΛ
(ρ)
(
ΣΛ−1
ΩΛ−1ΩΛ−2
)iΛ−1+ρ/2
(Λ − 1)n0+2λi(Λ−1)
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The first step of the recurrence relation is:
(1)
n0+2λ
i1
= an0+2λi1 (ρ) (A14)
In the evaluation we used the identity (A7):
anm (ρ) =
(
n
m
)
(1/2 + ρ)
n
(1/2 + ρ)
m
(A15)
To simplify the notations, we defined the variable Ωi:
Ωi = 1− Σi
Ωi−1
, Ω0 = 1, Ω1 = 1− Σ1 , (A16)
where Σi depends on the models parameters (15):
Σi =
(
ci+1
2△
)2
σi σi+1,
and
σi =
1
ci+ci+1
2△ + bi△
.
To evaluate the leading part of WN , we can use the method of evaluation defined for MΛ up to Λ = N − 2. The
last sum can be read:
MleadingN−1 =
1√
cN−1+cN
cN−1
+ 2 bN−1cN−1△2
∞∑
nN−1=0
(
( cN2△ϕN )
2σN−1
)nN−1+ρ/2
nN−1!
MN−2 (A17)
We use Poicare´ decomposition for D in MN−2 as well and we find:
MleadingN−1 =
1√∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
(A18)
×
J1+···+JN−1∑
µ=0
(−1)µ
µ! (2z2N−1Ω
2
N−2)µ
n0+2µ∑
iN−1
(
( cN2△ϕN )
2 σN−1
ΩN−2
)iN−1+ρ/2
(N − 1)n0+2µiN−1 exp
(
( cN2△ϕN )
2 σN−1
ΩN−2
)
Inserting this result for the leading term of multiple summations to Eq.(14) we find the leading term for N − 1
dimensional integral. In the continuum limit this leading term approaches to result W , because the remainder of
uniformly convergent series approaches to zero. We find:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
1∑
ρ=0
∞∑
n0=0
(
c1
△ϕ0
√
σ1
)2n0+ρ
(2n0 + ρ)!
×
J1+···+JN−1∑
µ=0
(−1)µ
µ! (2z2N−1Ω
2
N−2)µ
n0+2µ∑
iN−1
(
( cN2△ϕN )
2 σN−1
ΩN−2
)iN−1+ρ/2
(N − 1)n0+2µiN−1
× exp
{
−aN△ϕ4N − (
cN
2△ + bN△)ϕ
2
N +
(
( cN2△ϕN )
2 σN−1
ΩN−2
)
− c1
2△ϕ
2
0
}
. (A19)
The next task is the analytical evaluation of the recurrently defined function (N − 1)n0+2µiN−1 .
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Appendix B: Evaluation of the (N − 1)n0+2µ
iN−1
Our task is to establish a reasonable form of the recurrence equation for (N − 1)n0+2µiN−1 . We start from the recurrence
equation (A13) for (Λ)
n0+2µ
iΛ
:
(Λ)n0+2µiΛ =
min(µ,J1+···+JΛ−1)∑
λ=max(0, µ−JΛ)
(
µ
λ
) (
zΛΩΛ−1
zΛ−1ΩΛ−2
)2λ
× (B1)
×
n0+2λ∑
i(Λ−1)=max(0, iΛ−2µ+2λ)
a
2µ−2λ+i(Λ−1)
iΛ
(ρ)
(
ΣΛ−1
ΩΛ−1ΩΛ−2
)iΛ−1+ρ/2
(Λ− 1)n0+2λi(Λ−1)
The first recurrence step is:
(1)
n0+2λ
i(Λ−1)
= an0+2λi(Λ−1) (ρ) . (B2)
We can see that if iΛ < 0, then (Λ)
n0+2µ
iΛ
= 0 as the result of definition (A7) of the object a
2µ−2λ+i(Λ−1)
iΛ
(ρ).
Therefore (Λ− 1)n0+2λi(Λ−1) = 0 for i(Λ−1) < 0 and the sum over index i(Λ−1) can start from the value iΛ−2µ+2λ, where
iΛ−1 can be negative for some of the values iΛ, µ, λ.
To simplify and clarify the recurrence evaluations, we define the new useful variable Qi by the equation:
Ωi =
ψi+1Qi+1
Qi
, ψi = σi
ci+1
2△ . (B3)
Together with previously defined Σi:
Σi =
(
ci+1
2△
)2
σi σi+1 =
ci+1
ci+2
ψiψi+1 , (B4)
we can rewrite the term:
ΣΛ−1
ΩΛ−1ΩΛ−2
=
cΛQΛ−1QΛ−2
cΛ+1QΛQΛ−1
,
and we find for Eq.(B1) :
(cΛ+1QΛQΛ−1)
iΛ+ρ/2 (Λ)n0+2µiΛ =
min(µ,J1+···+JΛ−1)∑
λ=max(0, µ−JΛ)
(
µ
λ
) (
zΛΩΛ−1
zΛ−1ΩΛ−2
)2λ
(B5)
×
n0+2λ∑
i(Λ−1)=iΛ−2µ+2λ
a
2µ−2λ+i(Λ−1)
iΛ
(ρ)
(cΛ+1QΛQΛ−1)i(Λ−1)−iΛ
(cΛQΛ−1QΛ−2)
i(Λ−1)+ρ/2 (Λ− 1)n0+2λi(Λ−1)
By summation variables transformations, i(Λ−1) → k defined by the identity:
i(Λ−1) = iΛ − 2µ+ 2λ+ k,
and iΛ → p defined by the identity:
iΛ = n0 + 2µ− p,
and finally by variable transformation k′ → p− k we find from Eq.(B5) the recurrence relation:
C(Λ, µ, p) =
min(µ,J1+···+JΛ−1)∑
λ=max(0, µ−JΛ)
p∑
k′=0
A(Λ − 1, µ, p, k′) C(Λ − 1, λ, k′) B(Λ − 1, µ, λ) (B6)
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where we used the new variables defined as:
C(Λ, µ, p) = (cΛ+1QΛQΛ−1)
n0+2µ−p+ρ/2 (Λ)n0+2µn0+2µ−p (B7)
A(Λ− 1, µ, p, k) = a
n0+2µ−k
n0+2µ−p (ρ)
(cΛ+1QΛQΛ−1)p−k
(B8)
B(Λ − 1, µ, λ) =
(
µ
λ
)
(cΛ+1QΛQΛ−1)
2µ−2λ
(
zΛΩΛ−1
zΛ−1ΩΛ−2
)2λ
. (B9)
Following the recurrence relation defined by Eq.(B6) we find the result for C(N − 1, µ, p) :
C(N − 1, µ, p) = (B10)
=
p∑
kN−2
kN−2∑
kN−3
.....
k3∑
k2
k2∑
k1
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
min(λN−2,J1+···+JN−4)∑
λN−3=max(0, λN−2−JN−3)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
× A(N − 2, µ, p, kN−2) A(N − 3, λN−2, kN−2, kN−3) ..... A(2, λ3, k3, k2) A(1, λ2, k2, k1)
× C(1, k1, λ1)
× B(1, λ1, λ2)B(2, λ2, λ3) ..... B(N − 3, λN−3, λN−2) B(N − 2, λN−2, µ)
In the summation procedure over indices ki we proceed by sum over k1 up to kN−2. The first sum can be read:
k2∑
k1=0
A(1, λ2, k2, k1)C(1, k1, λ1) = 4
−k2 (c2Q1Q0)n0+2λ1+ρ/2
(2n0 + 4λ1 + ρ)!
(2n0 + 4λ2 − 2k2 + ρ)!k2! (B11)
×
k2∑
k1=0
(
k2
k1
)
(2n0 + 4λ2 − 2k1 + ρ)!
(2n0 + 4λ1 − 2k1 + ρ)!
1
(c3Q2Q1)k2−k1
1
(c2Q1Q0)k1
We can sum over k1 by the introduction of the derivative operator by the identity:
(2n0 + 4λ2 − 2k1 + ρ)!
(2n0 + 4λ1 − 2k1 + ρ)! = limy1→1 ∂
4λ2−4λ1
y1 y
2n0+4λ2−2k1+ρ
1
The derivative operation loose the index k1 from the factorials, left it as the power of the derivative variable, and we
can sum over k1. We have:
k2∑
k1=0
A(1, λ2, k2, k1)C(1, k1, λ1) =
= 4−k2 (c2Q1Q0)n0+2λ1+ρ/2
(2n0 + 4λ1 + ρ)!
k2!
(B12)
×
4λ2−4λ1∑
n1
(
4λ2 − 4λ1
n1
)
1
(2n0 + 4λ1 + n1 − 2k2 + ρ)! limy1→1 ∂
n1
y1
(
y21
c3Q2Q1
+
1
c2Q1Q0
)k2
By this method of evaluation of the summations over indices ki recurrently, we find:
p∑
kN−2=0
kN−2∑
kN−3=0
.....
k3∑
k2=0
k2∑
k1=0
A(N − 2, µ, p, kN−2) ..... A(1, λ2, k2, k1) C(1, k1, λ1) = (B13)
=
4λ2−4λ1∑
n1=0
(
4λ2 − 4λ1
n1
)
.....
4µ−4λ1−n1−n2−...−nN−3∑
nN−2=0
(
4µ− 4λ1 − n1 − n2 − ...− nN−3
nN−2
)
× 4−p (c2Q1Q0)n0+2λ1+ρ/2 (2n0 + 4λ1 + ρ)!
p!
1
(2n0 + 4λ1 + n1 + ...+ nN−2 − 2p+ ρ)!
×


N−2∏
j=1
lim
yj→1
∂njyj


(
y2N−2
cNQN−1QN−2
+
y2N−3
cN−1QN−2QN−3
+ ...+
y21
c3Q2Q1
+
1
c2Q1Q0
)p
.
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For the summations of the products of B functions in Eq.(B10) we apply the art:
B(Λ − 1, µ, λ) B(Λ, λ, ν) ≈
≈ (cΛ+1QΛQΛ−1)2µ−2λ
(
zΛΩΛ−1
zΛ−1ΩΛ−2
)2λ
(cΛQΛ−1QΛ−2)
2λ−2ν
(
zΛ−1ΩΛ−2
zΛ−2ΩΛ−3
)2ν
=
= (zΛΩΛ−1)2µ
(
cΛ+1QΛQΛ−1
zΛΩΛ−1
)2µ−2λ (
cΛQΛ−1QΛ−2
zΛ−1ΩΛ−2
)2λ−2ν (
1
zΛ−2ΩΛ−3
)2ν
.
For the product of B terms we find:
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
B(1, λ1, λ2) ..... B(N − 3, λN−3, λN−2) B(N − 2, λN−2, µ) = (B14)
=
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
(
1
c2Q1Q0
)2λ1 (c2Q1Q0
z1Ω0
)2λ1 (λ2
λ1
)(
c3Q2Q1
z2Ω1
)2λ2−2λ1 (λ3
λ2
)
.....
.....
(
λi+1
λi
)(
ci+2Qi+1Qi
zi+1Ωi
)2λi+1−2λi (λi+2
λi+1
)
.....
.....
(
µ
λN−2
)(
cNQN−1QN−2
zN−1ΩN−2
)2µ−2λN−2
(zN−1ΩN−2)2µ
In the above equation, the factor
(
1
c2Q1Q0
)2λ1
take off the same term in Eq.(B13) and
(zN−1ΩN−2)2µ
kill the same factor in W leadingN (A19).
We can simplify Eq. (B14) taking into account the definitions of the values zi (15), σi (15), Qi, and Ωi (B3):
ci+2Qi+1Qi
zi+1Ωi
=
√
8ai△3 Q2i . (B15)
The new variable combination on the r.h.s. (B15) is more agreeable for following evaluations. Let us stress the very
important result emerging from this representations. As we can see in r.h.s. of (B15), the factor △3µ appear in the
Eq. (B14). To obtain the finite result in the continuum limit, this factor must be neutralized. As we will see in Eq.
(B19), △2µ will be destroyed by an analytical evaluations and remaining △µ will serve to convert of the summations
over λi in (B14) to integrals in the continuum limit. This means, that µ−th term of the decomposition of theW leadingN
must contain just µ sum over λi, which will be converted to µ−ple integral.
To evaluate the leading part of the N − 1 dimensional integral we need the value (N − 1)n0+2µiN−1 . Multiplying
together Eq. (B13) and Eq. (B14) we find the value C(Λ, µ, p) (B10). By definition (B7) we can finally find the value
(N − 1)n0+2µiN−1 , where iN−1 = n0 + 2µ− p, as:
(N − 1)n0+2µn0+2µ−p = C(N − 1, µ, p)
(
1
cNQN−1QN−2
)n0+2µ−p+ρ/2
(B16)
Then for the leading part of W leadingN (A19) we read:
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W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
λ1+···+λN−1∑
µ=0
(−8△3)µ
µ! (2)µ
(B17)
×
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
(
λ2
λ1
)(
a1Q
4
1
)λ2−λ1 (λ3
λ2
)
.....
(
λi+1
λi
)(
aiQ
4
i
)λi+1−λi
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
×
4λ2−4λ1∑
n1=0
(
4λ2 − 4λ1
n1
)
.....
4µ−4λ1−n1−n2−...−nN−3∑
nN−2=0
(
4µ− 4λ1 − n1 − n2 − ...− nN−3
nN−2
)
×
1∑
ρ=0
∞∑
n0=0
(
c1
△ϕ0
√
σ1
√
c2Q1Q0
)2n0+ρ
(2n0 + ρ)!
n0+2µ∑
p=0
(
( cN2△ϕN )
2 σN−1
ΩN−2 cNQN−1QN−2
)n0+2µ−p+ρ/2
× 4−p (2n0 + 4λ1 + ρ)!
p!
1
(2n0 + 4λ1 + n1 + ...+ nN−2 − 2p+ ρ)!
×


N−2∏
j=1
lim
yj→1
∂njyj


(
y2N−2
cNQN−1QN−2
+
y2N−3
cN−1QN−2QN−3
+ ...+
y21
c3Q2Q1
+
1
c2Q1Q0
)p
× exp
{
−aN△ϕ4N −
(
cN
2△ + bN△
)
ϕ2N +
(
( cN2△ϕN )
2 σN−1
ΩN−2
)
− c1
2△ϕ
2
0
}
.
Following the definitions of the symbols σi, Ωi we find the identities:
c1
△
√
σ1
√
c2Q1Q0 ϕ0 =
√
c1c2 Q0Q1 ϕ0, (B18)
( cN2△ϕN )
2 σN−1
ΩN−2 cNQN−1QN−2
=
ϕ2N
2△ Q2N−1
(B19)
Then, we find the identity:
4−p
(
c1
△ϕ0
√
σ1
√
c2Q1Q0
)2n0+ρ ( ( cN2△ϕN )2 σN−1
ΩN−2 cNQN−1QN−2
)n0+2µ−p+ρ/2
=
=
(
ϕ4N
4△2 Q4N−1
)µ (√
Q0Q1
2△2
√
c1c2
QN−1
ϕ0ϕN
)2n0−2p+ρ (
Q0Q1
2△2
c1c2
2
ϕ20
)p
△p
For the expression in the exponential factor we prepared the finite factor for the continuum limit △→ 0 :
− cN
2△ +
( cN2△ )
2 σN−1
ΩN−2
= −cN
2
QN−1 −QN−2
△QN−1 , (B20)
the factor QN−1−QN−2△ is time derivative of the quantity Q(τ) in the end point β of the time interval.
Inserting these identities to the EQ. (B17) we can simplify the leading part of the N − 1 dimensional integral:
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W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
(−1)µ
µ!
(△ ϕ4N
Q4N−1
)µ
(B21)
×
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
(
a0Q
4
0
)λ1 (λ2
λ1
)(
a1Q
4
1
)λ2−λ1
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
×
4λ2−4λ1∑
n1=0
(
4λ2 − 4λ1
n1
)
.....
4µ−4λ1−n1−n2−...−nN−3∑
nN−2=0
(
4µ− 4λ1 − n1 − n2 − ...− nN−3
nN−2
)
×
1∑
ρ=0
∞∑
n0=0
n0+2µ∑
p=0
(√
Q0Q1
2△2
√
c1c2
QN−1
ϕ0ϕN
)2n0−2p+ρ
(2n0 + 4λ1 + ρ)!
p!(2n0 + ρ)!
1
(2n0 + 4λ1 + n1 + ...+ nN−2 − 2p+ ρ)!
×
(
Q0Q1
2△2
c1c2
2
ϕ20
)p

N−2∏
j=1
lim
yj→1
∂njyj


(
y2N−2△
cNQN−1QN−2
+
y2N−3△
cN−1QN−2QN−3
+ ...+
y21△
c3Q2Q1
+
△
c2Q1Q0
)p
× exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N −
c1
2△ϕ
2
0
}
.
In the next step we evaluate the derivatives ∂
nj
yj in Eq. (B21)
Appendix C: Evaluation of the derivatives I
In this section, we introduce the terms Anj , which are essential for the appearance of the Hermite polynomials in
our evaluation. Our goal is to evaluate the expression:


N−2∏
j=1
lim
yj→1
∂njyj

(dN−2y2N−2 + dN−1y2N−1 + · · ·+ d1y21 + d0)p , (C1)
where
di =
Q0Q1
2△2
c1c2
2 ϕ
2
0
ci+2Qi+1Qi
△. (C2)
Let us stress, that the value − c12△ϕ20 , appearing in the exponential factor (B21) practically from the beginning of
our calculations, is equal to −2d0 in the sense of our definition (C2). Thus, as we will see, we have ”naturally” the
regularization of the infinite terms in the continuum limit.
To evaluate (C1), we must evaluate the derivative:
lim
y→1
∂ny (d y
2 + a)p =
p∑
i=0
(
p
i
)
ap−i di
(2i)!
(2i− n)! (C3)
for each derivative variable yj . Symbol d do not depend on the derivative variables, but in the a, following definition
(C1), there are hidden the derivative variables of the succeeding derivative steps. However, to prepare this result for
next derivatives we define:
(2i)!
(2i− n)! =
n∑
j=0
Anj
i!
(i− j)! (C4)
Inserting (C4) to (C3), changing the order of summations, we read:
lim
y→1
∂ny (d y
2 + a)p =
n∑
j=0
Anj
p!
(p− j)! d
j (d+ a)p−j , (C5)
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where (d+ a)p−j depends on the following derivative variables yj , hidden in symbol a.
The Anj can be deduced from Eq. (C4). One can find the equation:
Akj = (2j − k + 1)Ak−1j + 2Ak−1j−1 , A00 = 1, Akk+1 = 0, (C6)
Solution of this recurrence equation is:
Akj = 22j−k
(
k
j
)
j!
(2j − k)! (C7)
With representation (C5) for derivatives we can follow by recurrence procedure and we can find for (C1) the result:

N−2∏
j=1
lim
yj→1
∂njyj

(dN−2y2N−2 + dN−1y2N−1 + · · ·+ d1y21 + d0)p = (C8)
=
N−2∏
j=1


nj∑
ij=⌊nj+12 ⌋
Anjij d
ij
j


p!
(p− i1 − i2 − · · · − iN−2)! (dN−2 + dN−3 + · · ·+ d1 + d0)
p−i1−i2−···−iN−2
An important feature of this result follow from the factorial in the denominator. The nonzero contributions to N − 1
dimensional integral must obey the inequality
p− i1 − i2 − · · · − iN−2 ≥ 0,
therefore we have the new lower limit for summation over index p in Eq. (B21).
Appendix D: Summations over indices ρ, n0, and p
Inserting (C8) into Eq. (B21), replacing the order of summations over indices ρ, n0, p and ij for the leading part
of the N − 1 dimensional integral W leadingN we can read:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
(−1)µ
µ!
(△ ϕ4N
Q4N−1
)µ
(D1)
×
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
(
a0Q
4
0
)λ1 (λ2
λ1
)(
a1Q
4
1
)λ2−λ1
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
×
4λ2−4λ1∑
n1=0
(
4λ2 − 4λ1
n1
)
.....
4µ−4λ1−n1−n2−...−nN−3∑
nN−2=0
(
4µ− 4λ1 − n1 − n2 − ...− nN−3
nN−2
)
×
n1∑
i1=⌊n1+12 ⌋
An1i1 di11
n2∑
i2=⌊n2+12 ⌋
An1i2 di22 · · ·
nN−2∑
iN−2=⌊nN−2+12 ⌋
AnN−2iN−2 d
iN−2
N−2
×
1∑
ρ=0
∞∑
n0=0
n0+2µ∑
p=Si
(2n0 + 4λ1 + ρ)!
(p− Si)!(2n0 + ρ)!
X 2n0−2p+ρ
(2n0 + 4λ1 + Sn − 2p+ ρ)! Y
p−Si
× exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N −
c1
2△ϕ
2
0
}
,
where we used the for the summations over indexes ij and nj the abbreviations:
Si = i1 + i1 + · · ·+ iN−2, Sn = n1 + n2 + · · ·+ nN−2,
and we introduced the abbreviations:
X =
√
Q0Q1
2△2
√
c1c2
QN−1
ϕ0ϕN ,
22
Y = dN−2 + dN−3 + · · ·+ d1 + d0. (D2)
As we fixed the lower limit in summation over index p from the condition imposed to the denominator in the
previous Appendix C, also the upper limit is fixed by the argument of the factorial in the denominator of Eq. (D1),
which must be positive:
2n0 + 4λ1 + Sn − 2p+ ρ ≥ 0,
therefore upper limit for sum over index p is n0 + 2λ1 + ⌊Sn+ρ2 ⌋. Let us outstrip the flow of the evaluation. It will be
shown, that Q0 = △. This means that in the continuum limit the term
(
a0Q
4
0
)λ1
in Eq. (D1) destroys the contribution
to N − 1 dimensional integral if λ1 ≥ 1. For λ1 = 0 we find the nonzero contribution and we will exploit this fact to
simplify our formulas and from this moment we put λ1 = 0.
We perform the summation variable transformation p → q by replacement p = Si + q and for summations in Eq.
(D1) we reads:
1∑
ρ=0
∞∑
n0=0
n0+2µ∑
p=Si
· · · = (D3)
= X−Sn
1∑
ρ=0
∞∑
n0=0
n0+⌊Sn+ρ2 ⌋−Si∑
q=0
Yq
q!
X 2n0+Sn−2q−2Si+ρ
(2n0 + Sn − 2q − 2Si + ρ)! ,
In Eq. (D1) for individual sum over index ij we have the inequality:
⌊nj + 1
2
⌋ ≤ ij ≤ nj ,
and with little algebra it can be proved the inequality:
⌊Sn + ρ
2
⌋ ≤ Si ≤ Sn.
Because ⌊Sn+ρ2 ⌋ − Si is non-positive, the sum over index n0 must start from a positive value Si − ⌊Sn+ρ2 ⌋, otherwise
the sum over index q is nonsense. By summation variable transformation n0 → l0 defined by
2l0 = 2n0 + Sn − 2Si
we can read:
1∑
ρ=0
∞∑
n0=0
n0+2µ∑
p=Si
· · · = (D4)
= X−Sn
1∑
ρ=0
∞∑
l0=0
l0∑
q=0
Yq
q!
X 2l0−2q+ρ
(2l0 − 2q + ρ)! ,
and by replacement of the order of summation:
∞∑
l0=0
l0∑
q=0
→
∞∑
q=0
∞∑
l0=q
we find that
1∑
ρ=0
∞∑
n0=0
n0+2µ∑
p=Si
· · · → X−Sn
∞∑
q=0
1∑
ρ=0
∞∑
l0=q
Yq
q!
X 2l0−2q+ρ
(2l0 − 2q + ρ)! =
= X−Sn exp (Y + X ). (D5)
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Inserting this result to the Eq.(D1) for leading part of N − 1 dimensional integral we read:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
(−1)µ
µ!
(△ ϕ4N
Q4N−1
)µ
(D6)
×
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ2,J1)∑
λ1=max(0, λ2−J2)
(
a1Q
4
1
)λ2 (λ3
λ2
)(
a2Q
4
2
)λ3−λ2
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
×
4λ2∑
n1=0
(
4λ2
n1
)
.....
4µ−n1−n2−...−nN−3∑
nN−2=0
(
4µ− n1 − n2 − ...− nN−3
nN−2
)
× X−Sn exp (Y + X ) exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N −
c1
2△ϕ
2
0
}
×
n1∑
i1=⌊n1+12 ⌋
An1i1 di11
n2∑
i2=⌊n2+12 ⌋
An2i2 di22 · · ·
nN−2∑
iN−2=⌊nN−2+12 ⌋
AnN−2iN−2 d
iN−2
N−2 .
Following definition of the values di (C2) we can see that
2d0 =
c1
2△ϕ
2
0.
We will see, that this is exactly the term which regularize the integral resulting from continuum limit of the value
Y :
Y − 2d0 = dN−2 + dN−3 + · · ·+ d1 − d0 → lim
ǫ→0
{∫ β
ǫ
dτ
c(τ)Q2(τ)
− ǫ
c(ǫ)Q2(ǫ)
}
c2(0)ϕ20
2
·
The next step in our evaluations is the summations over indices ij.
Appendix E: Summations over indices ij
These summations are very important for the evaluation because we introduce the Hermite polynomials into our
results. Following the definition of the symbol A in Eq. (C7), our goal is to evaluate the sum:
n∑
i=⌊n+12 ⌋
Ani di =
n∑
i=⌊n+12 ⌋
22i−n
(
n
i
)
i!
(2i− n)! d
i. (E1)
Let us remember, that
di =
Q0Q1
2△2
c1c2
2 ϕ
2
0
ci+2Qi+1Qi
△. (E2)
We find in Prudnikov‘s tables, [15] Vol I, Chapter 4.1.7, Eq.(13):
n∑
k=0
(−1)k
(2k + δ)! (n− k)! x
2k+δ =
(−1)n
(2n+ δ)!
H2n+δ
(x
2
)
, δ = 0, 1.
To apply this identity to Eq. (E1) we distinguish two events, when n = 2k is even and when n = 2k+1 is odd. For
n even, we read:
2k∑
j=k
22j−2k
(
2k
j
)
j!
(2j − 2k)! d
j = (2k)!(
√
d)2k
k∑
m=0
(−1)m(2i
√
d)2m
(k −m)!((2m)! = (−1)
k(
√
d)2k H2k(i
√
d) =
= (
√
−d)2k H2k(
√
−d) (E3)
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Similarly, for odd n we have:
2k+1∑
i=k+1
22i−2k−1
(
2k + 1
i
)
i!
(2i− 2k − 1)! d
i = (−
√
−d)2k+1 H2k+1(
√
−d)
When we compare both results, we read for the sum in question:
n∑
i=⌊n+12 ⌋
Ani di = (−
√
−d)n Hn(
√
−d), (E4)
where Hn(x) are ordinary Hermite polynomials [14] defined as
Hn(x) = n!
⌈n/2⌉∑
m=0
(−1)m(2x)n−2m
m!(n− 2m)!
Inserting this result to Eq. (D6) for W leadingN we read:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
(−1)µ
µ!
(△ ϕ4N
Q4N−1
)µ
(E5)
×
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ3,J1+J2)∑
λ2=max(0, λ3−J3)
(
a1Q
4
1
)λ2 (λ3
λ2
)(
a2Q
4
2
)λ3−λ2
.....
× .....
(
λi+1
λi
)(
aiQ
4
i
)λi+1−λi
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
×
4λ2∑
n1=0
(
4λ2
n1
) (−√−d1
X
)n1
Hn1(
√
−d1)
4λ3−n1∑
n2=0
(
4λ3 − n1
n2
) (−√−d2
X
)n2
Hn2(
√
−d2)
× .....
4µ−n1−n2−...−nN−3∑
nN−2=0
(
4µ− n1 − n2 − ...− nN−3
nN−2
)(−√−dN−2
X
)nN−2
HnN−2(
√
−dN−2)
× exp (Y + X ) exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N −
c1
2△ϕ
2
0
}
.
In the above equation, we have the summations of the products of the Hermite polynomials. We will to simplify
this equation by the summations over indexes nj .
Appendix F: Summations over indices nj
To approaching the continuum limit, the number of the slice points N will be greater than steeps of the decompo-
sition µ. Because the maximal number of the summations indexes λi in (E5) is µ, some of the summations indexes
λi, · · · , λN−2 must be equal. First of all, let us discuss the case, when two neighboring indexes λi, λi+1 are equal.
In the first part of the Eq. (E5), we find (
λi+1
λi
)(
aiQ
4
i
)λi+1−λi
= 1,
and in the second part of this equation we are going to evaluate the summations:
K∑
ni=0
(
K
ni
) (−√−di
X
)ni
Hni(
√
−di)
K−ni∑
ni+1=0
(
K − ni
ni+1
) (−√−di+1
X
)ni+1
Hni+1(
√
−di+1).
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Following the characteristics of the binomials, we can rewrite the above term to the form:
K∑
nii=0
(−1)nii
(
K
nii
) nii∑
ni=0
(
nii
ni
) (√−di
X
)ni (√−di+1
X
)nii−ni
Hni(
√
−di) Hnii−ni(
√
−di+1),
here the symbol nii is defined as nii = ni + ni+1.
By summation identity [15]
n∑
k
(
n
k
)
tk Hk(x) Hn−k(y) =
(√
t2 + 1
)n
Hn
(
tx+ y√
t2 + 1
)
, (F1)
the double summations is reduced to single sum with the argument of the resulting square-root and the Hermite
polynomial equal to the sum of the original arguments:
K∑
nii=0
(
K
nii
) (
−
√−di − di+1
X
)nii
Hnii(
√
−di − di+1) (F2)
We can conclude that for a group of equal indexes λi, we will have only one sum by the index nii, and the argument
of the corresponding Hermite polynomial is the combination of single arguments of the whole group. The number
of the sums over indices ni is, therefore, equal to the number of the groups of equal λi. The same is valid for the
first part of the Eq.(E5), where we find the non-trivial contribution to the sum only for the index i, characterizing
the passage from one equal value λi group to next equal value λj group. To the non-zero leading term of the N − 1
dimensional integral therefore contributes the all ordered products of the terms aiQ
4
i , where i is the sequence number
of the slice point, where the group of the values λi is changed. Due to reason to neutralize the factor △µ we must
construct the object giving in the continuum µ− dimensional integral. It will be done if we choice just µ groups
of nonzero λi, therefore the difference between neighbouring groups is equal to one. Therefore we can replace the
summations of the product of µ ordered terms aiQ
4
i over λi by µ summations over the points where this change take
place:
min(µ,J1+···+JN−3)∑
λN−2=max(0, µ−JN−2)
.....
min(λ3,J1+J2)∑
λ2=max(0, λ3−J3)
(
a1Q
4
1
)λ2 (λ3
λ2
)(
a2Q
4
2
)λ3−λ2
.....
.....
(
λi+1
λi
)(
aiQ
4
i
)λi+1−λi
.....
(
µ
λN−2
)(
aN−2Q4N−2
)µ−λN−2
=
= µ!
N−µ∑
p1=1
ap1Q
4
p1
N−µ+1∑
p2=p1+1
ap2Q
4
p2 .....
N∑
pµ=pµ−1+1
apµQ
4
pµ (F3)
Let us stress that µ! term in the above result cancel out the same term in the denominator of Eq. (E5).
The arguments of the Hermite functions in (E5) for equal values of λi possesses the sum od di. Let us denote by
Di the sum of dj for the group of equal λj = i :
Di = dpi + dpi+1 + · · ·+ dp(i+1)−1.
Then for summations over indices ni in the Eq.(E5) we reads:
4λ2∑
n1=0
(
4λ2
n1
) (−√−d1
X
)n1
Hn1(
√
−d1)
4λ3−n1∑
n2=0
(
4λ3 − n1
n2
) (−√−d2
X
)n2
Hn2(
√
−d2) · · ·
× .....
4µ−n1−n2−...−nN−3∑
nN−2=0
(
4µ− n1 − n2 − ...− nN−3
nN−2
)(−√−dN−2
X
)nN−2
HnN−2(
√
−dN−2) =
=
4∑
n1=0
(
4
n1
) (−√−D1
X
)n1
Hn1(
√
−D1) · · ·
4i−n1···−ni−1∑
ni=0
(
4i− n1 · · · − ni−1
ni
) (−√−Di
X
)ni
Hni(
√
−Di)
× · · ·
4µ−n1···−nµ−1∑
nµ=0
(
4µ− n1 · · · − nµ−1
nµ
) (−√−Dµ
X
)nµ
Hnµ(
√
−Dµ) (F4)
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Let us stress, that through variable Di we introduced the dependence on the summation indices pi to this second
part, containing the Hermite polynomials. Another essential feature of this summation are the different modes of the
sum in the first step, where we sum one Hermite polynomial only and the following summations, where we sum the
product of the Hermite polynomials.
To summing up the equation (F4), we start by summation over index nµ by help of the summation identity for
Hermite polynomials [15]:
n∑
k
(
n
k
)
tk Hk(x) = t
n Hn
(
x+
1
2t
)
(F5)
By abbreviations
ti =
−√−Di
X , xi =
√
−Di
the result is:
4µ−n1···−nµ−1∑
nµ=0
(
4µ− n1 · · · − nµ−1
nµ
)
tnµµ Hnµ (xµ) = (tµ)
4µ−n1···−nµ−1 H4µ−n1···−nµ−1
(
xµ +
1
2tµ
)
(F6)
The next step is the sum over index nµ−1. Inserting above result (F6) to this sum one can read:
(tµ)
4µ−n1···−nµ−2
4(µ−1)−n1···−nµ−2∑
nµ−1=0
(
4(µ− 1)− n1 · · · − nµ−2
nµ−1
)
(F7)
×
(
tµ−1
tµ
)nµ−1
Hnµ−1 (xµ−1) H4µ−n1···−nµ−1
(
xµ +
1
2tµ
)
We would like to utilize for this sum the identity (F1). To proceed, we must:
a) extend summation over nµ−1 up to 4µ− n1 · · · − nµ−2. This means, that we add four terms to this sum. Due to
the binomial factor we add by this extension zero-valued terms.
b) to replace the binomial in above equation by the identity:(
4(µ− 1)− n1 · · · − nµ−2
nµ−1
)
=
(4(µ− 1)− n1 · · · − nµ−2)!
(4µ− n1 · · · − nµ−2)!
(
4µ− n1 · · · − nµ−2
nµ−1
)
(4µ− n1 · · · − nµ−1)!
(4(µ− 1)− n1 · · · − nµ−1)!
c) an unpleasant feature of the above identity are the factorials dependent on summations variable nµ−1. To replace
the division of the factorials with nµ−1 summation variable by a power of an auxiliary variable we utilize the identity:
(4µ− n1 · · · − nµ−1)!
(4(µ− 1)− n1 · · · − nµ−1)! = limξµ−1 ∂
4
ξµ−1 (ξµ−1)
4µ−n1···−nµ−1
Finally, for Eq. (F7) we have:
(4(µ− 1)− n1 · · · − nµ−2)!
(4µ− n1 · · · − nµ−2)! limξµ−1 ∂
4
ξµ−1

(ξµ−1tµ)4µ−n1···−nµ−2
4µ−n1···−nµ−2∑
nµ−1=0
(
4µ− n1 · · · − nµ−2
nµ−1
)
×
(
tµ−1
ξµ−1 tµ
)nµ−1
Hnµ−1 (xµ−1) H4µ−n1···−nµ−1
(
xµ +
1
2tµ
)}
. (F8)
Now we are prepared to provide the sum over index nµ−1. Following the identity (F1) the final result for Eq. (F7) is:
(4(µ− 1)− n1 · · · − nµ−2)!
(4µ− n1 · · · − nµ−2)! limξµ−1 ∂
4
ξµ−1
{(√
t2µ−1 + t2µξ
2
µ−1
)4µ−n1···−nµ−2
(F9)
× H4µ−n1···−nµ−2

 tµ−1xµ−1 + (tµxµ + 1/2)ξµ−1√
t2µ−1 + t2µξ
2
µ−1




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The next step is the sum over index nµ−2, inserting the above result to this sum we have:
lim
ξµ−1
∂4ξµ−1
(√
t2µ−1 + t2µξ
2
µ−1
)4µ−n1···−nµ−3 4(µ−2)−n1···−nµ−3∑
nµ−2=0
(
4(µ− 2)− n1 · · · − nµ−3
nµ−2
)
× (4(µ− 1)− n1 · · · − nµ−2)!
(4µ− n1 · · · − nµ−2)!

 tµ−2√
t2µ−1 + t2µξ
2
µ−1


nµ−2
Hnµ−2(xµ−2)
× H4µ−n1···−nµ−2

 tµ−1xµ−1 + (tµxµ + 1/2)ξµ−1√
t2µ−1 + t2µξ
2
µ−1

 (F10)
Following by the same method as above we must:
a) extend summation over nµ−2 up to 4µ− n1 · · · − nµ−1;
b) to replace the binomial in above equation we use the identity:(
4(µ− 2)− n1 · · · − nµ−3
nµ−2
)
(4(µ− 1)− n1 · · · − nµ−2)!
(4µ− n1 · · · − nµ−2)! =
=
(4(µ− 2)− n1 · · · − nµ−3)!
(4µ− n1 · · · − nµ−3)!
(
4µ− n1 · · · − nµ−3
nµ−2
)
(4(µ− 1)− n1 · · · − nµ−2)!
(4(µ− 2)− n1 · · · − nµ−2)!
c) to replace the division of factorials in nµ−2 by a power of dummy variable we utilize the identity:
(4(µ− 1)− n1 · · · − nµ−2)!
(4(µ− 2)− n1 · · · − nµ−2)! = limξµ−2 ∂
4
ξµ−2
(
ξ−4µ−2 (ξµ−2)
4µ−n1···−nµ−2
)
Now we can use identity (F1) in the expression (F10):{
lim
ξµ−1
∂4ξµ−1
} {
lim
ξµ−2
∂4ξµ−2 ξ
−4
µ−2
} (√
t2µ−1ξ
2
µ−2 + t2µξ
2
µ−1ξ
2
µ−2
)4µ−n1···−nµ−3
× (4(µ− 2)− n1 · · · − nµ−3)!
(4µ− n1 · · · − nµ−3)!
4(µ−2)−n1···−nµ−3∑
nµ−2=0

 tµ−2√
t2µ−1ξ
2
µ−2 + t2µξ
2
µ−1ξ
2
µ−2


nµ−2
× Hnµ−2(xµ−2) H4µ−n1···−nµ−2

 tµ−1xµ−1 + (tµxµ + 1/2)ξµ−1√
t2µ−1 + t2µξ
2
µ−1

 (F11)
with the final result for the second step of the evaluations:{
lim
ξµ−1→1
∂4ξµ−1
} {
lim
ξµ−2→1
∂4ξµ−2 ξ
−4
µ−2
} (√
t2µ−2 + t
2
µ−1ξ
2
µ−2 + t2µξ
2
µ−1ξ
2
µ−2
)4µ−n1···−nµ−3
(F12)
× (4(µ− 2)− n1 · · · − nµ−3)!
(4µ− n1 · · · − nµ−3)! H4µ−n1···−nµ−3

 tµ−2xµ−2 + tµ−1xµ−1ξµ−2 + (tµxµ + 1/2)ξµ−2ξµ−1√
t2µ−2 + t
2
µ−1ξ
2
µ−2 + t2µξ
2
µ−1ξ
2
µ−2


A vital change comparing to the preceding step is the presence of the factor ξ−4µ−2 together with derivative ∂
4
ξµ−2
.
By the recurrence procedure we find for summations over indexes ni in Eq. (F4):
4!
(4µ)!
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
(F13)
×
(√
t21 + ξ
2
1t
2
2 + · · ·+ ξ21ξ22 · · · ξ2µ−2ξ2µ−1t2µ
)4µ
× H4µ

 t1x1 + ξ1t2x2 + · · ·+ ξ1 · · · ξµ−2ξµ−1(tµxµ + 1/2)√
t21 + ξ
2
1t
2
2 + · · ·+ ξ21ξ22 · · · ξ2µ−2ξ2µ−1t2µ


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Taking into account that ti =
(
−√−Di
X
)
and xi =
√−Di, we insert the above result to Eq. (E5) and we obtain for
the leading part of the N − 1 dimensional integral:
W leadingN =
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
∑
µ=0
4!
(4µ)!
(−1)µ
( △ ϕ4N
X 4 Q4N−1
)µ
(F14)
×
N−µ∑
p1=1
ap1Q
4
p1
N−µ+1∑
p2=p1+1
ap2Q
4
p2 .....
N∑
pµ=pµ−1+1
apµQ
4
pµ
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−D1 − ξ21D2 − · · · − ξ21ξ22 . · · · .ξ2µ−2ξ2µ−1Dµ
)4µ
× H4µ

D1 + ξ1D2 + · · ·+ ξ1 · · · ξµ−2ξµ−1(Dµ + X/2)√
−D1 − ξ21D2 − · · · − ξ21ξ22 . · · · .ξ2µ−2ξ2µ−1Dµ


× exp (Y − c1
2△ϕ
2
0 + X ) exp
{
−aN△ϕ4N − bN△ϕ2N −
(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N
}
.
By definition the values Di implicitly depends on two consecutive summation indices pi−1, pi. Explicitly,we can see:
D1 = dp1 + · · ·+ dp2−1, D2 = dp2 + · · ·+ dp3−1, · · · , Dµ = dpµ + · · ·+ dN−2
To proceed, we can apply on the Eq. (F14) the methods of the generating functions of the Hermite polynomials.
Appendix G: Continuum limit of Eq. (17)
We are going to apply on Eqs. (17), (F14) the limit N →∞. We define the continuum variable τ for i− th slicing
point by the prescription:
△ = β/N, τ = i β
N
.
In the definitions of the variables di, X , we can find the term Q0Q12△2 Following definitions of the variables Ωi, ψi, Qi
and theirs values for indices i = 0, 1:
Ω0 = 1, Ω0 =
Q1ψ1
Q0
, ψ1 =
1
2
+O(△), Q1 = Q0 + Q˙0△+O(△2),
we find:
Q0Q1
2△2 =
Q20 +Q0Q˙0△
2△2 .
The result of this equation is nonzero and finite in continuum limit, if Q0 = △. Rigorously speaking, the general
solution is Q˜0 = c△, where c is non-zero constant. We can prove by the simple algebra that by the variable
transformation Q˜i = cQi the results based on the solution Q˜0 = c△ are the same as we start from Q0 = △.
From equation Ω0 = 1 follows that Q˙0 = 1 and the continuum limit reads:
lim
△→0
Q0Q1
2△2 → 1 .
Then, we can find that:
1. The summations over pi indexes of the ordered product of µ terms in Eq. (F14) will be converted to multiple
integrals:
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lim
N→∞
△µ

N−µ∑
p1=1
ap1Q
4
p1
N−µ+1∑
p2=p1+1
ap2Q
4
p2 .....
N∑
pµ=pµ−1+1
apµQ
4
pµ

 →
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (G1)
2. We can replace by continuum regularized expression the value:
Y − c1
2△ϕ
2
0 = (G2)
= dN−2 + dN− + · · ·+ d2 + d1 − d0 → lim
ǫ→0
{∫ β
ǫ
1
c(τ)Q2(τ)
− ǫ
c(ǫ)Q2(ǫ)
}
c2(0)ϕ(0)2
2
,
because by the definition
c1
2△ϕ
2
0 = 2d0 .
3. Following definitions of the variables X , Qi we have:
X → c(0)ϕ(0)ϕ(β)
Q(β)
,
and in the exponential term we have:(
cN
2
QN−1 −QN−2
△QN−1
)
ϕ2N →
Q˙(β)
Q(β)
c(β)ϕ(β)2
2
.
The square-root argument is treated as a function f(β):
2π△
c0
N−1∏
i=1
(
ci + ci+1
ci
+ 2
bi
ci
△2
)
Ωi−1 → f(β) ,
where the functions f(τ) and Q(τ) are defined in the Appendix H.
4. In the continuum limit, following definition of the values di and Di, we have:
Di =
p(i+1)−1∑
j=pi
dj → c(0)
2ϕ(0)2
2
∫ τi+1
τi
dτ
c(τ)Q(τ)2
=
c(0)2ϕ(0)2
2
(I(τi)− I(τi+1)) ,
where
I(τi) =
∫ β
τi
dτ
c(τ)Q(τ)2
, τ0 = 0, τµ+1 = β.
Term c(0)
2ϕ(0)2
2 is the same for all Di, we take it out of square-root function in Eq. (F14) and we find the identity,
which significantly simplify the an-harmonic correction of the propagator:(
c(0)ϕ(0)√
2
)4µ ( △ ϕ4N
X 4 Q4N−1
)µ
→
(
1
4
)µ
.
Finally, in continuum limit the Eqs. (17), (F14) can be read:
W leadingβ =
Wharmβ√
f(β)
∑
µ=0
4!
(4µ)!
(−1)µ
(
1
4
)µ
W(µ), (G3)
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where
Wharmβ = exp
(
lim
ǫ→0
{∫ β
ǫ
dτ
1
c(τ)Q2(τ)
− ǫ
c(ǫ)Q2(ǫ)
}
c2(0)ϕ(0)2
2
+
c(0)ϕ(0)ϕ(β)
Q(β)
− Q˙(β)
Q(β)
c(β)ϕ(β)2
2
)
, (G4)
function f(β) is the solution of the differential equation defined in the next Appendix H.
The an-harmonic part of the propagator in the continuum limit can be read:
W(µ) =
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (G5)
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)
)4µ
× H4µ

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · ξµ−1
(
ϕ(β)√
2Q(β)
)
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)

 .
Appendix H: Evaluation of the differential equations
Let us evaluate two relevant recurrence equations that characterize the resultant formula for the continuum limit
of the N − 1 dimensional integral. The first is connected with evaluations of the denominator in Eqs. (A19), (F14):
1√
2π△
c0
∏N−1
i=1 (
ci+ci+1
ci
+ 2 bici△2)Ωi−1
For harmonic oscillator the same evaluations were proposed by Gel’fand and Yaglom [20]. We define the function:
f(n) =
2π△
c0
n∏
i=1
(
ci + ci+1
ci
+ 2
bi
ci
△2
)
Ωi−1. (H1)
By recurrence relation (A16)
Ωi = 1− Σi
Ωi−1
, Ω0 = 1,
we can show that
f(n+ 1) =
(
cn+1 + cn+2
cn+1
+ 2
bn+1
cn+1
△2
)
Ωn f(n) = (H2)
=
(
cn+1 + cn+2
cn+1
+ 2
bn+1
cn+1
△2
)
f(n) − Σn
(
cn+1 + cn+2
cn+1
+ 2
bn+1
cn+1
△2
)(
cn + cn+1
cn
+ 2
bn
cn
△2
)
f(n− 1)
By definitions of Σi, Eqs. (15), (B4) we find the equation:
f(n+ 1) =
(
cn+1 + cn+2
cn+1
+ 2
bn+1
cn+1
△2
)
f(n) − cn+1
cn
f(n− 1),
which can be expressed as:
cncn+1 (f(n+ 1)− f(n)) = cncn+2f(n)− c2n+1f(n− 1) + 2bn+1cn△2f(n).
Now we express cn and cn+2 by help of cn+1 up to second order in difference △
cn = cn+1 − c˙n+1△+ c¨n+1△
2
2!
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and
cn+2 = cn+1 + c˙n+1△+ c¨n+1△
2
2!
,
where c˙n+1 and c¨n+1 are first and second derivatives of the function c(τ) in the point τ = (n+ 1)△.
Taking into account terms up to △2 we obtain the difference equation:
f(n+ 1)− 2f(n) + f(n− 1) − c˙n+1
cn+1
(f(n+ 1)− f(n))△ =
(
2
bn+1
cn+1
+
c¨n+1
cn+1
−
(
c˙n+1
cn+1
)2)
f(n)△2
with initial conditions:
f(1) =
4π△
c0
, f(2) =
6π△
c0
.
In continuum limit △→ 0, we will have the differential equation:
f¨(τ) − ∂τ ln c(τ) f˙(τ) −
(
2
b(τ)
c(τ)
+ ∂2τ ln c(τ)
)
f(τ) = 0, (H3)
with initial conditions up to first order in △:
f(0) = 0, f˙(0) =
2π
c(0)
. (H4)
Eq. (H3) can be converted to normal form by substitution:
f(τ) =
√
c(τ) w(τ).
The equation for function w(τ) can be read:
w¨(τ)−
(
2
b(τ)
c(τ)
+
1
2
∂2τ ln c(τ) +
1
4
(∂τ ln c(τ))
2
)
w(τ) = 0. (H5)
Another recurrence relation behind a difference equation is Eq. (A16)
Ωi = 1− Σi
Ωi−1
, Ω0 = 1, Ω1 = 1− Σ1.
We defined the new function Qi connected with Ωi by prescription (B3):
Ωi =
ψi+1Qi+1
Qi
, ψi =
ci+1
ci+1 + ci + 2bi△2 .
Taking into account the definition of Σi as (B4):
Σi =
ci+1
ci+2
ψiψi+1,
we convert the recurrence equation for Ωi to difference equation for Q :
ci+2Qi+1 = (ci+2 + ci+1 + 2bi+1△2)Qi − ci+1Qi−1
We can use the decomposition:
ci+2 = ci+1 + c˙i+1△+ c¨i+1△
2
2!
to obtain the difference equation in the form:
Qi+1 − 2Qi +Qi−1 + c˙i+1
ci+1
(Qi+1 −Qi) △− 2bi+1
ci+1
Qi △2 = 0, (H6)
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with initial conditions
Q0 = △, Q˙0 = 1,
derived from values
Ω0 = 1, Ω0 =
Q1ψ1
Q0
, ψ1 =
1
2
+O(△).
For the reasonable behaviour of the function c(τ) the equation
1 = Ω0 =
ψ1(Q0 + Q˙0△)
Q0
possess the solutio Q0 = △ and Q˙0 = 1 .
In the continuum limit the difference equation (H6) Can be converted to the differential equation for the function
Q(τ):
Q¨(τ) + ∂τ ln c(τ) Q˙(τ)− 2b(τ)
c(τ)
Q(τ) = 0, (H7)
with the initial conditions:
Q(0) = 0, Q˙(0) = 1.
By substitution
Q(τ) =
w(τ)√
c(τ)
we can convert Eq. (H7) to a normal differential equation for the function w(τ) also:
w¨(τ) −
(
2
b(τ)
c(τ)
+
1
2
∂2τ ln c(τ) +
1
4
(∂τ ln c(τ))
2
)
w(τ) = 0, (H8)
with initial conditions:
w(0) = 0, w˙(0) =
√
c(0).
Appendix I: Factorization of the multiple integrals
We follow with the evaluation of the an-harmonic part of the propagator in the continuum limit. The Hermite
polynomial and the square-root in the Eqs. (24), (G5) possesses the non-trivial dependence on the integration
variables of the multiple integral. We are going to explain how it is possible to factorize these functions. To factorize
the multiple integrals in Eqs. (24), (G5), we can utilize the method of the generating function for Hermite polynomials.
Our aim is to evaluate the expression:
I4ν(µ, β) =
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (I1)
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
(√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)
)4ν
× H4ν

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · ξµ−1
(
ϕ(β)√
2Q(β)
)
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)


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Multiplying both sides of Eq. (I1) by t4ν/(4ν)! , summing up and by identity:
tn + (−t)n + (it)n + (−it)n = 4tn δn,4ν
we read:
∞∑
ν=0
t4ν
(4ν)!
I4ν(µ, β) =
{ ∞∑
n=0
tn
n!
In(µ, β) +
∞∑
n=0
(−t)n
n!
In(µ, β) +
∞∑
n=0
(it)n
n!
In(µ, β) +
∞∑
n=0
(−it)n
n!
In(µ, β)
}
/4 .
We show that we are able to write the generating function for I4ν(µ, β) as the sum of the simpler generating functions
for the Hermite polynomials. Let us go to evaluate these generating functions. We define for the arbitrary sum in
above equation:
∞∑
n=0
zn
n!
In(µ, β) =
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 (I2)
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
∞∑
n=0
1
n!
(
z
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ−1)
)n
× Hn

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · · · ξµ−1
(
ϕ(β)√
2Q(β)
)
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)


Following the definition of the generating function for Hermite polynomials, namely[14]
∞∑
n=0
un
n!
Hn(x) = exp (2ux− u2),
for the summation part of Eq. (I2) we read:
∞∑
n=0
1
n!
(
z
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)
)n
× Hn

 c(0)ϕ(0)√2 [I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1ξ2 · · · ξµ−2(ξµ−1 − 1)I(τµ)] + ξ1 · · · ξµ−1
(
ϕ(β)√
2Q(β)
)
√
−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ)

 =
= exp
(
2z
c(0)ϕ(0)√
2
[I(τ1) + (ξ1 − 1)I(τ2) + · · ·+ ξ1 · · · ξµ−2(ξµ−1 − 1)I(τµ)] + 2zξ1 · · · ξµ−1
(
ϕ(β)√
2Q(β)
)
−
− z2 [−I(τ1)− (ξ21 − 1)I(τ2)− · · · − ξ21ξ22 · · · · · ξ2µ−2(ξ2µ−1 − 1)I(τµ) ]
)
. (I3)
This result enable the factorization of the exponent following the integral variables. Inserting the identity:
2zξ1 · · · · · ξµ−1 = 2zξ1 · · · · · ξµ−2(ξµ−1 − 1) + 2zξ1 · · · · · ξµ−3(ξµ−2 − 1) + · · ·+ 2z(ξ1 − 1) + 2z
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to Eq. (I3), we can read:
∞∑
n=0
zn
n!
In(µ, β) = (I4)
×
∫ β
0
dτ1 a(τ1)Q(τ1)
4 exp
{
2z
(
I(τ1)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2
I(τ1)
4
}
×
{
lim
ξµ−1→1
∂4ξµ−1
}
· · ·
{
lim
ξi→1
∂4ξi ξ
−4(µ−i−1)
i
}
· · ·
{
lim
ξ1→1
∂4ξ1 ξ
−4(µ−2)
1
}
×
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 exp
{
2z(ξ1 − 1)
(
I(τ2)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2(ξ21 − 1)
I(τ2)
4
}
...
×
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4 exp
{
2zξ1 · · · · · ξµ−2(ξµ−1 − 1)
(
I(τµ)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+
+(2z)2ξ21ξ
2
2 · · · · · ξ2µ−2(ξ2µ−1 − 1)
I(τµ)
4
}
We achieved the factorization the functions following the integrations variables. Now, we perform the derivatives
following the variables ξi , and then we evaluate from the generating function the functions In(µ, β).
Appendix J: Evaluations of the derivatives II
In this Appendix we will use another definition of the Hermite polynomials, as we used following Bateman [14]. We
will use multi-variable, multi-index Hermite polynomials and we will spend a some time to show why and how they
appeared in our evaluations.
As the first step, we find the derivative variable ξµ−1 in one integrand in Eq. (I4) only. We start with the derivative
lim
ξµ−1→1
∂4ξµ−1
of the object
exp
{
2zσ(µ− 2)(ξµ−1 − 1)
(
I(τµ)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2σ2(µ− 2)(ξ2µ−1 − 1)
I(τµ)
4
}
where we defined the function:
σ(i) = ξ1 · · · · · ξi , σ(0) = 1.
We follow by the identity:
∂nξ exp (aξ + bξ
2) = Hn(a+ 2bξ, b) exp (aξ + bξ
2), (J1)
where two variable Hermite polynomial Hn(x, y) defined by the generating function [27]
∞∑
n=0
zn
n!
Hn(x, y) = e
xz+yz2 (J2)
is explicitly done as:
Hn(x, y) = n!
⌊n/2⌋∑
k=0
xn−2kyk
(n− 2k)!k! . (J3)
For the derivative in question we can show by direct evaluation:
lim
ξµ−1→1
∂4ξµ−1
[
exp
{
2zσ(µ− 2)(ξµ−1 − 1)
(
I(τµ)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
)
+ (2z)2σ2(µ− 2)(ξ2µ−1 − 1)
I(τµ)
4
}]
=
= (2zσ(µ− 2))4 H4
(
I(τµ)c(0)ϕ(0)√
2
+
ϕ(β)√
2Q(β)
+ 2(2zσ(µ− 2))I(τµ)
4
,
I(τµ)
4
)
. (J4)
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Thanks to limξµ−1→1, the exponential function disappeared, leaving us the Hermite polynomial for the following
evaluations. The Hermite polynomial in (J4) possesses in the argument the product of the all other derivative variables.
Therefore in the next steps we will derivative the product of the Hermite polynomial and the exponential function. An
important feature of the result (J4) is the power σ4(µ− 2), which simplifies the next derivatives, killing the negative
powers of the derivative variables accompanying the derivative operators. Thus every next derivative will be simply
as just described one. The multiplicative factor z4 in final calculation significantly simplifies the evaluation of the
corresponding Taylor’s coefficients In(µ, β) of the generating function in t variable.
The next step is the derivative limξµ−2→1 ∂
4
ξµ−2
ξ
4(µ−(µ−2)−1)
µ−2 on the product of the corresponding Hermite poly-
nomial and the exponential function, which looks, due to variable ξ4µ−2 in σ
4(µ − 2), as in the precedent derivative
step. Let us stress, that in following evaluations we will derive the product of the exponential function and Hermite
polynomial. We find:
∂nξ
(
Hn(a+ 2bξ, b)e
(a1ξ+b1ξ
2)
)
= n!n!
n∑
i=0
(2b)i
i!(n− i)!(n− i)!Hn−i(a+ 2bξ, b) Hn−i(a1 + 2b1ξ, b1)e
(a1ξ+b1ξ
2), (J5)
because
∂iξ Hn(a+ 2bξ, b) = (2b)
i n!
(n− i)! Hn−i(a+ 2bξ, b). (J6)
Applying the limξ→0 on the Eq. (J5), on the r.h.s. we recognize the four variable two index Hermite polynomial Hn,n
defined [16] as:
Hm,n(x, y; z, w|τ) = m!n!
min[m,n]∑
s=0
τs Hm−s(x, y)Hn−s(z, w)
s!(m− s)!(n− s)! .
The generating function of this type Hermite polynomials can be read:
∞∑
m,n=0
umvn
m!n!
Hm,n(x, y; z, w|τ) = exp (xu+ yu2 + zv + wz2 + τuv).
The next step is the evaluation of the derivative of the product an exponential function and the four variable two
index Hermite polynomial:
∂nξ
(
Hn,n(a+ 2bξ, b; a1 + 2b1ξ, b1|τ)e(a2ξ+b2ξ
2)
)
= (J7)
=
n∑
j
(
n
j
)
∂jξHn,n(a+ 2bξ, b; a1 + 2b1ξ, b1|τ) Hn−j(a2 + 2b2ξ, b2) e(a2ξ+b2ξ
2) .
The derivative of the function Hn,n is the derivative of the product of two functions:
∂jξ [Hn−i(a+ 2bξ, b)Hn−i(a1 + 2b1ξ, b1)] =
=
j∑
q
(
j
q
)
(n− i)!
(n− i− j + q)!
(n− i)!
(n− i− q)! (2b)
j−q(2b1)qHn−i−j+q(a+ 2bξ, b)Hn−i−q(a1 + 2b1ξ, b1).
Applying the limξ→0 we can show by some algebra, that this result is Hn,n,n defined by the generating function for
multi-index and multi-variable Hermite polynomials [16]:
∞∑
n1,n2,n3
un11 u
n2
2 u
n3
3
n1!n2!n3!
Hn1,n2,n3({xi}, {yi}|τ1,2, τ1,3, τ2,3) = exp
(
3∑
i=1
(xiui + yiu
2
i ) + u1τ1,2 u2 + u1τ1,3 u3 + u2τ2,3 u3
)
,
where τ1,2 = τ1,3 = 2b, and τ2,3 = 2b1.
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Now, proceeding by the recurrence procedure, we can write the result of the derivative operations in Eq.(26, I4):
∞∑
n=0
zn
n!
In(µ, β) = (J8)
= (2z)4µ−4
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4
× H4,4,··· ,4
({
ϕ(β)√
2Q(β)
+ I(τi)
(
c(0)ϕ(0)√
2
)
+ (2z)
I(τi)
2
}µ
i=2
,
{I(τi)
4
}µ
i=2
|τi,k = I(τi)
2
)
× exp
{
2z
(
ϕ(β)√
2Q(β)
+
c(0)ϕ(0)√
2
I(τ1)
)
+ 4z2
I(τ1)
4
}
On the r.h.s. of the above equation is the generating function of In(µ, β). The multi-indexes Hermite polynomial
H4,4,··· ,4 possesses µ− 1 equal indexes. In principe, H4,4,··· ,4 is a combination of the products of µ− 1 two variables
Hermite polynomials Hj (J3).
We are going to evaluate I4µ(µ, β) applying limz→0 ∂4µz on the above equation. Due to the term (2z)
4µ−4 the
derivative of the product and the limit z → 0 of two functions possesses one term only, we find that
I4µ(µ, β) = (J9)
×
(
4µ
4µ− 4
)
(4µ− 4)! 24µ−4
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4
× 24 lim
z→0
∂42z
[
H4,4,··· ,4
({
ϕ(β)√
2Q(β)
+ I(τi)
(
c(0)ϕ(0)√
2
)
+ (2z)
I(τi)
2
}µ
i=2
,
{I(τi)
4
}µ
i=2
|τi,k = I(τi)
2
)
× exp
{
2z
(
ϕ(β)√
2Q(β)
+
c(0)ϕ(0)√
2
I(τ1)
)
+ 4z2
I(τ1)
4
}]
But the operation limz→0 ∂42z on the product of the exponential function and multi-index Hermite polynomial is the
same operation as we studied upper, and the result is the Hermite polynomial with µ equal indexes, 4µ main variables
and µ(µ+ 1)(µ+ 2)/3 variables τi,k.
We obtain for an-harmonic part of propagator the result:
W(µ) = I4µ(µ, β) = (J10)
=
(4µ)!
4!
24µ
∫ β
0
dτ1 a(τ1)Q(τ1)
4
∫ β
τ1
dτ2 a(τ2)Q(τ2)
4 · · ·
∫ β
τµ−1
dτµ a(τµ)Q(τµ)
4
× H4,4,··· ,4
({
ϕ(β)√
2Q(β)
+ I(τi)
(
c(0)ϕ(0)√
2
)}µ
i=1
,
{I(τi)
4
}µ
i=1
|τi,k = I(τi)
2
)
The Hermite function in this final resultH4,4,··· ,4 possesses µ equal indexes. This means, thatH4,4,··· ,4 is a combination
of the products of µ Hermite two variable functions (J3), with specific arguments:
Hn
(
ϕ(β)√
2Q(β)
+ I(τi)
(
c(0)ϕ(0)√
2
)
,
I(τi)
4
)
.
By help of the explicit form the Hermite polynomial (J3), expanding the sum in the first argument, we find:
1
n!
Hn(φβ + φ0I(τ), γI(τ)) =
n∑
κ=0
Iκ(τ) Hn−κ,κ(φβ , φ0|γ) (J11)
where
Hn−κ,κ(φβ , φ0|γ) =
min (n−κ,κ)∑
k=0
φn−κ−kβ φ
κ−k
0 γ
k
(n− κ− k)!k!(κ− k)! = (n− κ)!κ!Hn−κ,κ(φβ , φ0|γ).
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we defined the new symbols:
φβ =
ϕ(β)√
2Q(β)
, (J12)
φ0 =
c(0)ϕ(0)√
2
. (J13)
The functions Hn−κ,κ(φβ , φ0|γ) were introduced by Dattoli [16] as non-complete Hermite polynomials. For purposes
of our evaluations it convenient to use the form Hn−κ,κ(φβ , φ0|γ), because derivative of Hn−κ,κ(φβ , φ0|γ) simply lower
the corresponding index of Hn−κ,κ. The art described above (J11) enables us to separate the integration variables
dependent functions I(τi) out of the arguments of the Hermite polynomials. This evaluations procedure enables us to
present µ− th term of the an-harmonic part of the propagator in the closed form. Let us demonstrate this procedure
of separations for µ = 4, extension to arbitrary µ is straightforward.
Appendix K: The check of above evaluations for µ = 4
In the preceding Appendix J, we have shown the construction of the µ multi-index, multi-variable Hermite polyno-
mial by the recurrence derivative of the product of the exponential function and the µ− 1 multi-index, multi-variable
Hermite polynomial. We shown that the polynomial is a linear combination of the products of µ one index two-variable
polynomials (J3). At the same time we have shown that in the particular case when the first variable of the two
variables Hermite polynomial (J3) is the sum of two terms where one of them possesses the connection to the second
variable, we found the conversion of Hn to the combination of the non-complete Hermite polynomials (J11). Can we
combine both these characteristics together? The affirmative answer we are going to demonstrate on the contribution
to the series defining the an-harmonic correction for µ = 4 term in (J10). We will evaluate the derivatives for arbitrary
n, instead of the real n = 4.
The key term of evaluations is the Hermite polynomial
Hn,n,n,n(x1,M11, x2,M22, x3,M33, x4,M44|M12,M12,M12,M23,M23,M34)
defined by the derivatives of the generating function:
exp(u21M11 + u1x1 + (K1)
u22M22 + u2x2 + u1M12u2 +
u23M33 + u3x3 + u1M12u3 + u2M23u3 +
u24M44 + u4x4 + u1M12u4 + u2M23u4 + u3M34u4)
Applying the derivatives in the order:
∂nu1(∂
n
u2(∂
n
u3(∂
n
u4(exp (...)))))
following the identities (J1), (J5) and by limiting procedure ui → 0, i = 1, 2, 3, 4 we find:
n∑
k3=0
n∑
k2=0
n∑
k1=0
(
n
k3
)(
n
k2
)(
n
k1
)
Mk334M
k2
23M
k1
12
n!
(n− k3)! (K2)
×
k2∑
m=0
(
k2
m
) k1∑
p=0
(
k1
p
) p∑
q=0
(
p
q
)
Hn−k1(x1,M11)
(n− k2)!
(n− k1 − k2 + p)!Hn−k2−(k1−p)(x2,M22)
× (n− k3)!
(n− k2 − k3 +m− p+ q)!Hn−k3−(k2−m)−(p−q)(x4,M44)
(n− k3)!
(n− k3 −m− q)!Hn−k3−m−q(x3,M33)
Let us stress that by choosing the order of the derivatives, we only choose the ”coordinate system” in summation
space. Hs(x, y) are the two variable Hermite polynomials [27] mentioned in preceding Appendix (J3).
To simplify the notations we use:
Hn(xi,Mii) = Hn
(
ϕ(β)√
2Q(β)
+ I(τi)
(
c(0)ϕ(0)√
2
)
, I(τi)/4
)
= Hn(φβ + φ0I(τi), γI(τi))
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In the following evaluations we use the identity between Hermite polynomialsHn(φβ+φ0I(τi), γI(τi)) and Dattoli’s
non-complete polynomials Hn−κ,κ(φβ , φ0|γ). We proved such relation by replacement of the first variable in the
definition of Hn(a+ b, c|τ) by the sum of variables. Expanding the power of the sum in the first argument of Hn, and
replacing the order of the summations we find:
1
n!
Hn(φβ + φ0I(τ), γI(τ)) =
n∑
κ=0
Iκ(τ) Hn−κ,κ(φβ , φ0|γ)
where
Hn−κ,κ(φβ , φ0|γ) =
min (n−κ,κ)∑
k=0
φn−κ−kβ φ
κ−k
0 γ
k
(n− κ− k)!k!(κ− k)! = (n− κ)!κ!Hn−κ,κ(φβ , φ0|γ).
We can see, that this result take off the function Iκ(τ) from the argument of the Hermite function. Therefore the
Hermite functions will be tied to the multi-integral by the summations index κ only. Let us stress that derivative
over variables φβ or φ0 brings down the first, or the second index of Hn−κ,κ(φβ , φ0|γ). We will use this in summations
when we replace the cumbersome dependence on the summation indexes by the derivatives. Taking into account the
definitions:
2M12 = I(τ1), 2M23 = I(τ2), 2M34 = I(τ3),
we can read for Eq. (K2):
(n!)4
n∑
κ1,κ2,κ3,κ4=0
n∑
k3=0
1
2k3k3!
n∑
k2=0
1
2k2k2!
n∑
k1=0
1
2k1k1!
(K3)
× Iκ1+k1(τ1)Iκ2+k2(τ2)Iκ3+k3(τ3)Iκ4(τ4)
k2∑
m=0
(
k2
m
) k1∑
p=0
(
k1
p
) p∑
q=0
(
p
q
)
Hn−(k1+κ1),κ1(φβ , φ0|γ)
× Hn−(k2+κ2)−(k1−p),κ2(φβ , φ0|γ)Hn−(k3+κ3)−m−q,κ3(φβ , φ0|γ)Hn−k3−(k2−m)−(p−q)−κ4,κ4(φβ , φ0|γ)
We proceed further by the summation indices transformations namely:
κ1 + k1 = κ1,
κ2 + k2 = κ2,
κ3 + k3 = κ3,
κ4 = κ4,
then the above equation is converted to
(n!)4
n∑
κ1,κ2,κ3,κ4=0
κ3∑
k3=0
1
2k3k3!
κ2∑
k2=0
1
2k2k2!
κ1∑
k1=0
1
2k1k1!
(K4)
× Iκ1(τ1)Iκ2(τ2)Iκ3(τ3)Iκ4(τ4)
k2∑
m=0
(
k2
m
) k1∑
p=0
(
k1
p
) p∑
q=0
(
p
q
)
Hn−κ1,κ1−k1(φβ , φ0|γ)
× Hn−κ2−(k1−p),κ2−k2(φβ , φ0|γ)Hn−κ3−m−q,κ3−k3(φβ , φ0|γ)Hn−k3−(k2−m)−(p−q)−κ4,κ4(φβ , φ0|γ)
To fix the limits of the summations we use the characteristics of the polynomialsH, which are nonzero for non-negative
valued indexes. To summing up over indices q, p,m we can profit the identities:
p∑
q=0
(
p
q
) k2∑
m=0
(
k2
m
)
Hn−κ3−m−q,κ3−k3(φβ , φ0|γ)Hn−k3−(k2−m)−(p−q)−κ4,κ4(φβ , φ0|γ) =
=
p∑
q=0
(
p
q
) k2∑
m=0
(
k2
m
)(
∂k3φ0Hn−κ3−m−q,κ3(φβ , φ0|γ)
)(
∂k3φβHn−(k2−m)−(p−q)−κ4,κ4(φβ , φ0|γ)
)
=
= ∂pφβ
[
∂k2φβ
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)] ]
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and also
k1∑
p=0
(
k1
p
)
Hn−κ2−(k1−p),κ2−k2(φβ , φ0|γ)∂pφβ
[
∂k2φβ
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)] ]
=
=
k1∑
p=0
(
k1
p
)[(
∂k2φ0Hn−κ2−(k1−p),κ2(φβ , φ0|γ)
)
∂pφβ∂
k2
φβ
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)]]
=
= ∂k1φβ
[(
∂k2φ0Hn−κ2,κ2(φβ , φ0|γ)
)
∂k2φβ
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)]]
We arrived to final equation:
(n!)4
n∑
κ1,κ2,κ3,κ4=0
Iκ1(τ1)Iκ2(τ2)Iκ3(τ3)Iκ4(τ4)
κ3∑
k3=0
1
2k3k3!
κ2∑
k2=0
1
2k2k2!
κ1∑
k1=0
1
2k1k1!
× (K5)
(
∂k1φ0Hn−κ1,κ1(φβ , φ0|γ)
)
∂k1φβ
[(
∂k2φ0Hn−κ2,κ2(φβ , φ0|γ)
)
∂k2φβ
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)]]
For purposes of the next evaluations we introduce the definition:
D(κ1, κ2, κ3, κ4) = (n!)4
κ3∑
k3=0
1
2k3k3!
κ2∑
k2=0
1
2k2k2!
κ1∑
k1=0
1
2k1k1!
× (K6)
×
(
∂k1φ0Hn−κ1,κ1(φβ , φ0|γ)
)
∂k1φβ
[(
∂k2φ0Hn−κ2,κ2(φβ , φ0|γ)
)
∂k2φβ
×
[(
∂k3φ0Hn−κ3,κ3(φβ , φ0|γ)
)(
∂k3φβHn−κ4,κ4(φβ , φ0|γ)
)]]
By the same method of evaluation, we can construct the function D for an arbitrary number of arguments.
Following algebraic evaluations described in the preceding section, we can conclude that the an-harmonic part of
propagator (J10) can be displayed as:
W(µ) = (4µ)!
4!
24µ(n!)µ
n∑
κ1,··· ,κµ=0
Iκ1,··· ,κµ(β) D(κ1, · · · , κµ) (K7)
The integral Iκ1,··· ,κµ(β) is defined as:
Iκ1,··· ,κµ(β) =
∫ β
0
a(τ1)Q
4(τ1)Iκ1(τ1)
∫ β
τ1
a(τ2)Q
4(τ2)Iκ2(τ2) · · ·
∫ β
τµ−1
a(τµ)Q
4(τµ)Iκµ(τµ). (K8)
and the function D(κ1, · · · , κµ) is the extension of the definition (K7) from µ = 4 to arbitrary µ.
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