Two concepts that have been of prime importance in recent times in the analysis of Hilbert space operators are distinguished varieties -a priori geometric in nature and joint spectra -a priori algebraic in nature. This note brings them together. The main contributions are summarized below.
1. Introduction 1.1. Variety. One of the central objects of study in algebraic geometry is an algebraic variety. In other words, W is the zero set Z(S) of the set of polynomials S = {ξ α : α ∈ Λ}. A general result implies that for a non-trivial algebraic variety W in C 2 , we can always find just a single polynomial ξ such that W = {(z 1 , z 2 ) ∈ C 2 : ξ(z 1 , z 2 ) = 0}. In this case W is also denoted by Z(ξ), the zero set of ξ.
Definition 1.2. Given a non-empty, polynomially convex domain Ω in C d , its distinguished boundary bΩ is defined to be the smallest closed subset C of Ω such that every function in A(Ω), the algebra of continuous functions on Ω which are holomorphic in Ω, attains its maximum modulus on C.
Let ∂Ω be the topological boundary of Ω. Given an algebraic variety W in C d if it so happens that W ∩ ∂Ω = W ∩ bΩ and V = Ω ∩ W is non-empty, then V is called a distinguished variety in Ω.
In other words, V is the intersection Ω ∩ W of Ω with an algebraic variety W where W is of a special kind, viz., W exits Ω through its distinguished boundary.
Thus a distinguished variety V in D 2 , the bidisc, i.e., the Cartesian product of the unit disc D = {z ∈ C : |z| < 1} with itself, is a set of the form Z(ξ) ∩ D 2 for a polynomial ξ which also satisfies the extra condition Z(ξ) ∩ ∂D 2 = Z(ξ) ∩ T 2 where T 2 is the torus, i.e., the Cartesian product of the unit circle T with itself.
A prime example of a distinguished variety in the bidisc is the Neil parabola {(z 1 , z 2 ) ∈ D 2 : z 3 1 = z 2 2 } on which the function theory and the operator theory have flourished recently, see [9] , [11] , [12] and [13] .
1.2. The Agler and McCarthy description. Distinguished varieties in the bidisc have been investigated from as far back as 1969, when Rudin was studying a pair of inner functions in [15] . A landmark theorem from [2] asserts the following. In this note, w(A) for a square matrix A will denote the numerical radius of A. This theorem was stated in [2] without the numerical radius condition. The condition is necessary. Indeed, if there is a point z 0 in D such that w(Ψ(z 0 )) = 1, then there is a unit vector h 0 such that | Ψ(z 0 )h 0 , h 0 | = 1 and this, through an application of Cauchy-Schwarz inequality, gives us Ψ(z 0 )h 0 = exp (iθ)h 0 for some θ showing that the point (z 0 , exp (iθ)) in V, violating distinguishedness.
We shall see in Section 2 that for an inner function Ψ, the condition that w(Ψ(z)) < 1 for all z in D (1.2)
is equivalent to the fact that the function z → w(Ψ(z)) is non-constant on D.
With the numerical radius condition on Ψ, i.e., w(Ψ(z)) < 1 for every z in D, it is easy to show that V Ψ = {(z 1 , z 2 ) ∈ D 2 : det(Ψ(z 1 )−z 2 I) = 0} is a distinguished variety. Indeed, if the determinant of a rational function is equated to 0, the same condition is expressible as a polynomial equated to 0 because determinant of a rational function is rational again. Thus, V is the zero set of a polynomial. Thus, it is a variety in C 2 . Secondly, the numerical radius condition shows that V is non-empty. Thirdly, for (z 1 , z 2 ) in C 2 satisfying det(Ψ(z 1 ) − z 2 I) = 0, (1.3) if |z 1 | < 1, then |z 2 | < 1 by the numerical radius condition and if |z 1 | = 1, then Ψ(z 1 ) is unitary showing that |z 2 | = 1.
1.3. The Main Theorem. We shall provide a different characterization of a distinguished variety, partly because Ψ can be any rational matrix-valued inner function with w(Ψ(z)) < 1 in the Agler-McCarthy theorem and this can be vastly improved by making it a matrix-valued linear function at a minimal cost. The Agler-McCarthy description (1.1) can be equivalently stated as follows. V = {(z 1 , z 2 ) ∈ D 2 : (z 1 , z 2 ) is a joint eigenvalue of (z 1 I, Ψ(z 1 ))}. (1.4) The joint spectrum σ T (T ) of a commuting tuple T = (T 1 , T 2 , . . . , T d ) of operators was defined by Taylor in [18] using a Koszul complex. When the Hilbert space is finite-dimensional, say n, the joint spectrum is particularly simple to describe because a set of commuting matrices can be simultaneously upper-triangularized by a unitary matrix. This means that one can choose an orthonormal basis of the Hilbert space with respect to which the linear transformations T i are of the form 
The joint spectrum σ T (T ) then consists of {(λ
j ) is a joint eigenvalue, i.e., there is a common non-zero eigenvector x j that satisfies T i x j = λ (i) j x j for i = 1, 2, . . . , d. This is analogous to the fact that the spectrum of a linear transformation on a finite dimensional space consists of just eigenvalues.
The equivalent formulation (1.4) motivates our first theorem in which both the matrix-valued functions concerned are matrix-valued linear functions of z. We first need a definition. Definition 1.4. A triple χ = (F , P, U) where F is a Hilbert space, P is a projection and U is a unitary operator on F will be called a model triple. If, moreover, F is finite, then we call it a finite model triple.
Theorem 1 (A new description of a distinguished variety). Let χ = (F , P, U) be a finite model triple. Define
This is a distinguished variety in D 2 if and only if
for all z in the open unit disc D. Moreover,
Conversely, for any distinguished variety V in D 2 , there is a finite model triple (F , P, U) such that V = Ω P,U , where Ω P,U is defined as above (and hence (1.6) is satisfied).
If the condition (1.6) looks too daunting to check at all points of the unit disc, we show in section 2 that it is enough to check that the maps z → w(P ⊥ U + zU * P ) and z → w(U * P + zP ⊥ U) are nonconstant on D.
The proof of Theorem 1 will be given in section 4. Section 3 has a preparatory result regarding joint spectra of our commuting pair of matrix-valued linear functions.
1.4. The difference in argument with Agler and McCarthy. Let us first take a look at the motivations for Agler and McCarthy to find a description of all distinguished varieties of the bidisc. Our aim is also to discuss in a nutshell the proof of the converse part of their theorem, which is the difficult part. We shall point out where we differ from the Agler-McCarthy proof so that we get a new characterization. One of their motivations was to improve Ando's inequality. They proved that for a pair (T 1 , T 2 ) of commuting contractive matrices neither of which has eigenvalues of modulus 1, there is a distinguished variety V determined by the pair (T 1 , T 2 ) such that for every ξ in
for any polynomial in two variables. Since the inequality is intimately tied with Ando's dilation result: a pair of commuting contractions can be dilated to a pair of commuting isometries, it is natural to wonder if there is an inherent connection between a distinguished variety in the bidisc and a pair of commuting pure isometries.
Indeed, there is. A pair (T 1 , T 2 ) of commuting operators is said to be algebraic, if there exists a polynomial ξ in two variables that annihilates (T 1 , T 2 ), i.e., ξ(T 1 , T 2 ) = 0. If a polynomial ξ is such that it divides any other polynomial that annihilates (T 1 , T 2 ), then ξ is said to be the minimal polynomial for (T 1 , T 2 ). An operator T is said to be pure if T * n → 0 as n → ∞.
For every algebraic pair of commuting pure isometries (V 1 , V 2 ), there exists a distinguished variety in D 2 which is determined by the minimal polynomial for (V 1 , V 2 ). The converse direction also holds: associated to every distinguished variety V in D 2 (given by a polynomial ξ, say), there is an algebraic pair of commuting pure isometries, see [2] . It is the polynomial ξ which annihilates this pair. At this point, the Sz.-Nagy-Foias theory takes charge. It follows that the two commuting isometries are modelled by M z and M Ψ for some n × n matrix-valued rational inner function Ψ in the unit disc. This is how the rational inner function in the representation (1.1) of V is obtained.
We make a departure from the Agler-McCarthy procedure at the point from where Sz.-Nagy-Foias theory starts. Instead, we employ a decomposition result (Theorem 2.2) of Berger, Coburn and Lebow from [4] .
Since the Agler-McCarthy description of a distinguished variety is through an inner function and since an inner function has a realization formula, we translate the realization formula to develop a new realization formula for a function in the unit ball of 
Conversely, if H is a Hilbert space and Ψ : D → B(H) is a contractive analytic function, then there exists a model triple χ = (F , P, U) such that F ⊃ H, P is the orthogonal projection of F onto H and Ψ = Ψ χ . Moreover, when H is finite dimensional and Ψ is rational inner, then the model triple above can be chosen to be finite.
If χ = (F , P, U) is a finite model triple, then Ψ χ is clearly a rational matrix-valued inner function. Our new description of a distinguished variety of the bidisc is tied up with that of Agler and McCarthy as follows.
Theorem 3 (The passage between two descriptions). Let V be a distinguished variety. If χ = (F , P, U) is a finite model triple, obtained from Theorem 1 corresponding to V (i.e., V = Ω P,U ), then V = Ω Ψχ .
Conversely, let Ψ be a rational matrix-valued inner function which satisfies V = Ω Ψ . Let χ be a finite model triple associated to Ψ obtained from Theorem 2. Then V = Ω P,U .
The proofs of these two theorems are in Section 5. with the morphisms between two elements (F 1 , P 1 , U 1 ) and (F 2 , P 2 , U 2 ) defined as a linear operator τ : F 1 → F 2 that satisfies τ (P 1 , U 1 ) = (P 2 , U 2 )τ ; (1.9) and the category of operator-valued contractive analytic functions C = {(Ψ, E) : Ψ : D → B(E) is analytic and contractive} with the morphisms between two elements (Ψ 1 , E 1 ) and (Ψ 2 , E 2 ) defined as a linear operator τ :
(1.10)
In Section 6, we show that a morphism τ in the category B induces a morphism τ * in the category C such that the map f :
has certain functorial properties. Moreover, we say that two objects are unitarily equivalent, if there is a morphism that is unitary. While it is easy to see that unitarily equivalent model triples give rise to unitarily equivalent contractive analytic functions, the converse cannot be formulated without a further intricate analysis. We show that given a contractive analytic function, a canonical choice of a model triple can be naturally made so that when two contractive analytic functions are unitarily equivalent, so are the associated canonical model triples, see Proposition 6.4. 1.6. Refinement in the symmetrized bidisc. The new characterization of distinguished varieties in the bidisc influences the characterization of distinguished varieties in the symmetrized bidisc
Remembering that the first coordinate is the sum and the second coordinate is the product of bidisc elements, a typical point of the symmetrized bidisc will be denoted by (s, p).
A substantial refinement of the Pal-Shalit characterization is obtained. Given a matrix F with w(F ) < 1, the set
is a distinguished variety in G. Pal and Shalit, by an ingenious application of the concept of the fundamental operator of a Γ-contraction, proved in Theorem 3.5 of [16] that given a distinguished variety V in G, there is a matrix F with w(F ) ≤ 1 such that V = V F . We improve it. The refinement that we present is as follows. 
Why is this result a refinement? It is a refinement because while every operator of the form P U + U * P ⊥ has numerical radius no larger than 1, the converse is not true, i.e., there are F with w(F ) ≤ 1 but F can not written in the form P U + U * P ⊥ .
For a non-real complex number α in the open unit disc D and a Hilbert space H of any dimension, it is straightforward to see that αI, which has numerical radius less than 1, cannot be written as P U + U * P ⊥ for any projection P and any unitary U coming from B(H). In case α is real, the dimension needs to be even to write αI = P U + U * P ⊥ . Lemma 7.2 gives a larger class of examples.
In the final section, we characterize all one-dimensional distinguished varieties of the polydisc using the full force of the Berger-Coburn-Lebow Theorem [4, Theorem 3.1].
The numerical radius of functions and the Berger-Coburn-Lebow Theorem
Recall that w denotes the numerical radius.
Lemma 2.1. Let F be a Hilbert space and let ϕ : D → B(F ) be any analytic function.
Proof. It is well-known that the map z → w(ϕ(z)) is subharmonic for an analytic ϕ, see Theorem 4.4 and Corollary 4.5 in [19] . Thus, maximum principle applies and we get the conclusion (1).
For the second part, let us fix a unit vector h in F and define the analytic map ϕ h : D → C as ϕ h (z) = ϕ(z)h, h for all z ∈ D. Then by the hypothesis |ϕ h (ζ)| ≤ 1 for ζ ∈ T. Therefore, by the maximum modulus principle,
Often in this note we shall talk of vector-valued Hardy spaces. Let E be a Hilbert space. The Hardy space of E-valued functions is
Here the a n are from E. This is a Hilbert space with the inner product ∞ n=0 a n z n ,
a n , b n and is identifiable with H 2 ⊗ E where H 2 stands for the Hardy pace of scalar-valued functions. Naturally, if ϕ is a B(E)-valued bounded analytic function on D, then it induces a multiplication operator M ϕ on H 2 (E). The Berger-Coburn-Lebow Theorem that we alluded to in the Introduction is for an n-tuple and we shall indeed need the general statement of Berger-Coburn-Lebow Theorem in the section where we discuss distinguished varieties of the polydisc. However, stated just for a pair, the statement is much more succinct and the result for the pair is what we need for the bidisc. Then H u is a reducing subspace for both V 1 and V 2 and V | Hu is unitary. Moreover, there exist a Hilbert space F , a unitary U and a projection P on F such that the pair
is jointly unitarily equivalent to the commuting pair of multiplication operators (M Φ , M Ψ ) on the vector-valued Hardy space H 2 (F ) where Φ and Ψ are the operator-valued functions
This von Neumann-Wold type decomposition result will be used very frequently in this paper. Therefore we make the following definition for a quick and easy reference. It is folklore that for a bounded operator A, we have w(A) ≤ 1 if and only if Re(βA) ≤ I for all β ∈ T; see Lemma 2.9 in [6] . The next result is about when the inequalities can be made strict. This result will be used many times and is included for completeness since we could not find this in literature.
Proof. Finite dimensionality is of crucial importance here. Suppose Re(βA) < I for all β ∈ T and w(A) = 1. Since A is a matrix, the numerical range of A is a compact set. Hence there is a vector h 0 with h 0 = 1 such that | Ah 0 , h 0 | = 1. Choosing β suitably on the unit circle, we get β Ah 0 , h 0 = 1 which is a contradiction. Therefore w(A) < 1.
Conversely, let w(A) < 1. Take any vector h with h = 1. Then for all β ∈ T,
Hence we have,
Lemma 2.5. Let (F , P, U) be any model triple.
(1) Then for every z ∈ D,
.
Proof. For (1), we first prove it for boundary points and then use Lemma 2.1 to conclude for interior points. To this end, we pick a uni-modular η and compute
We note that (ηP ⊥ +ηP )U is a product of two unitaries and therefore we conclude that for every projection P and every unitary U acting on a Hilbert space
Now for every ζ, η ∈ T, we note that Re η(P ⊥ U + ζU * P ) = Re ηζ
where η ′ = ηζ 1 2 and U ′ =ζ 1 2 U. Therefore applying (2.4) we conclude that for every ζ, η ∈ T Re η(P ⊥ U + ζU * P ) ≤ I. This proves that for every ζ ∈ T, w(P ⊥ U + ζU * P ) ≤ 1. Now apply part (2) of Lemma 2.1 to the analytic function z → P ⊥ U + zU * P .
For the first part of part (2), just apply part (1) of Lemma 2.1 to the linear pencil z → P ⊥ U + zU * P . For the second part, we use the finite dimensionality assumption. By Lemma 2.4, w(P ⊥ U + zU * P ) < 1 implies Re(β(P ⊥ U + zU * P )) < I for any β ∈ T and z ∈ D. This means that for every fixed β ∈ T,
which is same as saying that
The above equation is true for all β ∈ T. Hence from Lemma 2.4 again, we have
For a proof of the second inequality, one just uses the fact that for every Hilbert space bounded operator A, w(A) = w(A * ) and does a similar computation as above to conclude that w(U * P ⊥ + zU * P ) < 1 for every z ∈ D. Proof of part (3) is similar to that of part (2) .
We note down a direct consequence of Lemma 2.5 that gives an easily checkable condition to verify (1.6). Proof. Parts (2) and (3) of Lemma 2.5 along with the finite dimensionality assumption justify the corollary.
It should be observed that a projection P that satisfies (2.5) is necessarily non-trivial.
3. The joint spectrum and BCL functions
Proof. Let (z 1 , z 2 ) ∈ D 2 be a joint eigenvalue of (Φ(z 1 z 2 ), Ψ(z 1 z 2 )). It is easy to see that (z 1 , z 2 ) is a joint eigenvalue of (Φ(z 1 z 2 ) * , Ψ(z 1 z 2 ) * ). Let w be a joint eigenvector for (Φ(z 1 z 2 ) * , Ψ(z 1 z 2 ) * ) corresponding to the joint eigenvalue (z 1 , z 2 ). Then
Since ζ is arbitrary, we have
Given a finite model triple, the BCL functions introduced in the statement of Theorem 2.2 are linear functions on D and satisfy the required condition above, viz., Φ(z)Ψ(z) = zI E for all z in D. In the next section, we shall need to apply the lemma above to this pair of functions.
Distinguished varieties in the bidisc
We are now ready for the proof of Theorem 1. Note that the finite model triple
satisfies the conditions of the theorem. The associated variety is the analytic disc {(z, z) : z ∈ D}.
4.1.
Proof of the forward direction of Theorem 1. The easiest thing to see is that if the set Ω P,U is a distinguished variety, then (1.6) is satisfied, i.e., Φ(z) and Ψ(z) have numerical radii less than 1 for all z in the open unit disc. If w(Φ(z 0 )) = 1 for some z 0 in D, then there is an h 0 such that | Φ(z 0 )h 0 , h 0 | = 1 for some unit vector h 0 . Since Φ(z) is contractive for every z, this means, by the condition of equality in Cauchy-Schwarz inequality, that Φ(z 0 )h 0 = exp(iθ)h 0 for some θ. Thus, exp(iθ) is an eigenvalue of Φ(z 0 ). So, there is some eigenvalue λ of Ψ(z 0 ) such that (exp(iθ), λ) is a joint eigenvalue of (Φ(z 0 ), Ψ(z 0 )). Since the product of Φ(z 0 ) and Ψ(z 0 ) is z 0 I, we have exp(iθ)λ = z 0 . Thus λ is in the open disc and this violates distinguishedness of V . The argument is similar with Ψ instead of Φ. Now, our aim is to show that A quick way to see that Ω P,U is non-empty is to note that the operator pair (P ⊥ U, U * P ) is commuting. In fact, the product is zero. Hence any joint eigenvalue of (P ⊥ U, U * P ) is of the form (z 1 , 0) or (0, z 2 ). Moreover, both z 1 and z 2 have to be in the open unit disc D because of (2.5) (since w(P ⊥ U + zP U) < 1 for all z ∈ D, in particular put z = 0 to get |z 1 | < 1, similarly for z 2 ). Thus σ T (P ⊥ U, U * P ) ⊂ Ω P,U .
Consider the family of polynomials in two variables z 1 and z 2 and indexed by λ, µ in D 2 :
and
We shall prove that Ω P,U = Z(S) ∩ D 2 . Let (z 1 , z 2 ) ∈ Ω P,U . Then clearly (z 1 , z 2 ) ∈ D 2 and there is a vector h of norm 1 such that
Take any (λ, µ) ∈ D 2 . Then we have
Hence, there is a joint eigenvalue, say (α, β) (depending on (z 1 , z 2 ), of course) of the commuting pair of matrices
such that λα + µβ = 0 for infinitely many λ and µ. Thus, (α, β) = (0, 0). Hence done. Finally, we shall prove that Ω P,U is a distinguished variety. For this, let (z 1 , z 2 ) ∈ Ω P,U and |z 1 | < 1. If we prove that |z 2 | < 1, then we are done. Since
there is a vector h such that h = 1 and
Since |z 1 | < 1, we have |z 1 z 2 | < 1 and therefore by using (2.5) we have
That completes the proof of the fact that Ω P,U is a distinguished variety. It is interesting to note that Ω P,U is actually ∪ z∈D σ T (P ⊥ U + zP U, U * P + zU * P ⊥ ). This is so because the product of P ⊥ U + z 1 z 2 P U and U * P + z 1 z 2 U * P ⊥ is z 1 z 2 I implying that any (λ, µ) in σ T (P ⊥ U + z 1 z 2 P U, U * P + z 1 z 2 U * P ⊥ ) must satisfy λµ = z 1 z 2 and hence
4.2.
Proof of the converse part of Theorem 1. If V = Z(ξ)∩D 2 is a distinguished variety in D 2 , let ∂V denote the set Z(ξ) ∩ T 2 . If µ is a finite positive measure on ∂V , denote by H 2 (µ) the norm closure of polynomials in L 2 (∂V, µ). We shall need a result from the theory of Riemann surfaces. Let µ be the measure on ∂V from Lemma 4.1. Let (M z 1 , M z 2 ) be the multiplication operators by the coordinate functions on H 2 (µ). Since the bounded point evaluation functionals are dense, it follows that M z 1 , M z 2 are pure isometries. Suppose ξ is divisible by z 1 z 2 . Then ξ(z 1 , z 2 ) = z 1 z 2 η(z 1 , z 2 ) for some polynomial η. Then (1, 0) is a point in V . This is not possible since V is distinguished. Hence, ξ is not divisible by
where a n and b m are non-zero. This expression of the polynomial ξ implies that
These containments together with a straightforward application of mathematical induction imply that
is finite dimensional. Since the product M z 1 M z 2 is a pure isometry on H 2 (µ), we get a finite model triple (F , P, U) by Theorem 2.2 such that the pair (M z 1 , M z 2 ) is unitary equivalent to (M P ⊥ U +zP U , M U * P +zU * P ⊥ ). The rest of the proof now follows by noting that the set of bounded point evaluation for H 2 (µ) is precisely V . Hence, a point (z 1 , z 2 ) ∈ D 2 is in V if and only if (z 1 , z 2 ) is a joint eigenvalue of (M * z 1 , M * z 2 ). By Lemma 3.1, this is equivalent to (z 1 , z 2 ) being a joint eigenvalue of (Φ(z 1 z 2 ), Ψ(z 1 z 2 )), where Φ(z) = P ⊥ U + zP U and Ψ(z) = U * P + zU * P ⊥ . Therefore,
Hence V = Ω P,U . That completes the proof of Theorem 1. 
is a distinguished variety. The proof is along the same line as the proof of the forward direction of Theorem 1. Any pair (Φ, Ψ) of matrix-valued rational inner functions satisfying the three conditions above may therefore be called a distinguished pair. However, it is a consequence of Theorem 2.2 that any distinguished pair of functions is jointly unitarily equivalent to (P ⊥ U + zP U, U * P + zU * P ⊥ ) for some model triple (F , P, U). Indeed, if (Φ, Ψ) is a distinguished pair, then the pair (M Ψ , M Ψ ) of multiplication operators on H 2 (C n ) is a commuting pair of isometries such that M Φ M Ψ = M z . Therefore by Theorem 2.2, there is a model triple (F , P, U) such that (M Ψ , M Ψ ) is jointly unitarily equivalent to (M P ⊥ U +zP U , M U * P +zU * P ⊥ ) via a unitary similarity say τ ′ : H 2 (C n ) → H 2 (F ). Since the unitary τ ′ also intertwines M z on H 2 (C n ) with M z on H 2 (F ), it follows that τ ′ = I H 2 ⊗ τ for some unitary τ : C n → F and consequently τ (Φ(z), Ψ(z)) = (P ⊥ U + zP U, U * P + zU * P ⊥ )τ. 
where E σ is the permutation matrix induced by the permutation σ = (13452) in S 5 . Indeed, a simple matrix computation gives us the following
A not very lengthy calculation yields that the set
is the same as the Neil parabola. More generally, one can check by a somewhat tedious computation that a model triple for the distinguished variety
is given by
where B is the m × n matrix with 1 at the (1, 1) entry and zero elsewhere, C is the n × m matrix with 1 at the (n, m) entry and zero elsewhere, D is the n × n upper triangular matrix with 1 in the super diagonal entries and zero elsewhere, and A is the m × m matrix given as 
Given a distinguished variety V, it is natural to wonder if there is any relation between a colligation unitary of an Agler-McCarthy inner function and the unitary operator in a model triple for V. The next section shows that one of these unitary operators can be taken to be the adjoint of the other.
From a Berger-Coburn-Lebow tuple to an Agler-McCarthy inner function and vice versa
One would like to go back and forth between the two descriptions of a distinguished variety, viz., the one given by the Agler and McCarthy and the one given by us. This section shows how to do that by proving Theorems 2 and 3.
5.1.
The new realization formula. To prove one direction of Theorem 2, note that if Ψ χ (z) = P (I F −zU * P ⊥ ) −1 U * P | Ran P , then a straightforward computation yields that I − Ψ χ (z)Ψ χ (z) * is a positive operator and hence Ψ χ is a contractive analytic function.
For the other direction, we recall the classical realization formula of a contractive analytic function, see Chapter 6 of [3] . It says that Ψ is a B(H)-valued contractive analytic function on the unit disc D if and only if there is a Hilbert space L and a unitary operator
Sometimes the unitary is called a colligation and the function Ψ is called the transfer function of the unitary colligation A B C D .
By setting U * = A B C D and P be the projection from H ⊕ L to H, we get that
With the unitary U and the projection P as above, we complete the proof of the new realization formula, i.e., Theorem 2 by first realizing Ψ as Ψ(z) = A + zB(I L − zD) −1 C for every z ∈ D and then noting that this is also the same as the function Ψ(z) = P U * P + zP U * P ⊥ (I L − zP ⊥ U * P ⊥ ) −1 P ⊥ U * P.
(5.
3)
The last formula, after a simplification, turns out to be the same as the formula stated in (1.8), i.e., Ψ χ (z) = P (I F − zU * P ⊥ ) −1 U * P | Ran P . If H is finite dimensional and Ψ is rational inner, then it is well known (see for example [7, Section 11] ) that the auxiliary space L above can be chosen to be finite dimensional. Since F = H ⊕ L, we get χ to be a finite model triple. That completes the proof of Theorem 2.
From AM to BCL description and vice versa.
The aim here is to prove Theorem 3.
Start with V and its finite model triple χ. To show that Ω P,U ⊆ Ω Ψχ , first consider an element (z 1 , 0) in Ω P,U . This is equivalent to the existence of a non-zero vector w such that P ⊥ Uw = z 1 w and U * P w = 0. The latter equation implies that P w = 0 and hence Ψ χ (z 1 )w = 0 proving that (z 1 , 0) ∈ Ω Ψχ .
Let (z 1 , z 2 ) ∈ Ω P,U and z 2 = 0. This means that there exists a non-zero vector w in C n such that (P ⊥ + z 1 z 2 P )Uw = z 1 w and U * (P + z 1 z 2 P ⊥ )w = z 2 w.
Re-arranging the second equation, we get z 2 (I F − z 1 U * P ⊥ )w = U * P w. Since z 1 ∈ D and U * P ⊥ is a contraction, the matrix (I F − z 1 U * P ⊥ ) is invertible and hence
Hence P w must be non-zero (otherwise (5.4) implies that z 2 w = 0, which contradicts the fact that neither z 2 nor w is zero). Therefore we have
We now prove the other inclusion, i.e., Ω Ψχ ⊂ Ω P,U . If (z 1 , 0) ∈ Ω Ψχ , then by definition of Ω Ψχ , we know that det(Ψ χ (z 1 )) = 0. So, there is a non-zero vector w in the range of the projection P (because that is the space on which Ψ χ (z 1 ) acts) such that Ψ χ (z 1 )w = 0. We invoke the definition of Ψ χ from (1.8) and get that P (I − z 1 U * P ⊥ ) −1 U * P w = 0. This obviously means that (
This v is a non-zero vector because otherwise P w would be 0 contradicting that w is a non-zero vector from the range of P . From the definition of v, we have U(I − z 1 U * P ⊥ )v = w, which after multiplying by P ⊥ from left gives P ⊥ Uv = z 1 v. Clearly U * P v = 0 because v ∈ Ran P ⊥ . Consequently, v is in the kernel of both (P ⊥ U − z 1 I) and U * P , and hence (z 1 , 0) is in Ω P,U .
Let us now suppose that (z 1 , z 2 ) ∈ Ω Ψ where z 2 = 0. Let w be a non-zero vector such that P (
Then v is a non-zero vector such that
which implies that U * P v = (I F − z 1 U * P ⊥ )z 2 v. We simplify this equation to obtain
(5.5)
We next multiply the above equation from left by (P ⊥ + z 1 z 2 P )U to obtain
Now we use the fact that z 2 = 0 to arrive at
This and (5.5) together prove that Ω P,U = Ω Ψ . The proof of the converse part depends on noting that, given Ψ and χ as in the converse part of the statement, Ψ = Ψ χ . Hence, by what is proved above,
There is an interesting corollary to Theorem 3. Conversely, let Ψ be a matrix-valued rational inner function and χ = (F , P, U) be a finite model triple associated to it. If w(Ψ(z)) < 1 for all z ∈ D, then w(P ⊥ U + zP U) < 1 and w(U * P + zU * P ⊥ ) < 1 for all z ∈ D.
Proof. The proof is a combination of Theorem 1, Theorem 1.3 and Theorem 3.
We end this section by noting that Theorem 3 is true in greater generality. For a model triple χ = (F , P, U) (finite or infinite), define the set Consequently, the joint eigenvalues of (P ⊥ U + zP U, U * P + zU * P ⊥ ) does not intersect the open bidisk. On the other hand,
And hence Ker(Ψ χ (z 1 ) − z 2 I C 2 ) does not intersect the open bidisk. The following theorem shows that these two sets are actually equal and this, in turn, is a stronger version of Theorem 3. Proof. The proof is along the same line as that of Theorem 3.
Model triples and contractive analytic functions
Recall the two categories B := {(F , P, U) : P is a projection and U is a unitary on F} with the morphisms between two elements (F 1 , P 1 , U 1 ) and (F 2 , P 2 , U 2 ) defined as a linear operator τ : F 1 → F 2 that satisfies τ (P 1 , U 1 ) = (P 2 , U 2 )τ ; (6.1) and C = {(Ψ, E) : Ψ : D → B(E) is analytic and contractive} with the morphisms between two elements (Ψ 1 , E 1 ) and (Ψ 2 , E 2 ) defined as a linear operator τ :
Corresponding to an object χ = (F , P, U) in B, we have an object Ψ χ of C given by Theorem 2, i.e., Ψ χ : D → B(Ran P ) is the function
Let χ 1 = (F 1 , P 1 , U 1 ) and χ 2 = (F 2 , P 2 , U 2 ) be two objects in B and let τ be a morphism between them. It is easy to see from 6.1 that τ takes the following operator matrix form
The linear transformation τ * : Ran P 1 → Ran P 2 induced by τ is easily seen to have the property τ * Ψ χ 1 (z) = Ψ χ 2 (z)τ * for all z ∈ D.
Thus τ * is a morphism between the objects (Ψ χ 1 , Ran P 1 ) and (Ψ χ 2 , Ran P 2 ). These morphisms will be referred to as the induced morphisms. Proof. The proof is straightforward and hence we omit it.
It is natural to expect a converse of the 'moreover' part in the above result, especially because by Theorem 2 there corresponds a model triple for every contractive analytic function. However, unlike the forward direction, this model triple is not uniquely determined by the contractive analytic function. For example, one can check that both the unitaries   0 0 1 1 0 0
serve as a unitary colligation for the contractive function z → z 2 . Consequently, the function z → z 2 has two distinct model triples. There is, nevertheless, a canonical choice of a model triple for a contractive analytic function.
For an object (Ψ, E) in C, consider the associated de Branges-Rovnyak reproducing kernel
Let H be a Hilbert space and g : D → B(H, E) be a function such that 
is a unitary. We wish to extend this partially defined unitary to whole of E ⊕ H, which we can do if the orthocomplements of the domain and codomain of u in E ⊕ H have the same dimension; if not, we can add an infinite dimensional Hilbert space say, R to H so that u has a unitary extension to E ⊕ H ⊕ R. We pause here to note that there is a minimal choice of the auxiliary Hilbert space H, viz.,
and that this is actually isomorphic to the defect space of M * Ψ . Indeed, from the Kolmogorov decomposition (6.4) of K Ψ , we see that
where S is the Szegö kernel for D. This in particular implies that the map densely defined as
For a contractive analytic function (Ψ, E), we denote by F † the minimal space containing E ⊕ H Ψ to which the partially defined unitary u as in (6.5) can be extended. Let U † be a unitary operator on F † that extends u and P † be the orthogonal projection of F † onto E. Definition 6.2. A model triple (F † , P † , U † ) obtained from a contractive analytic function (Ψ, E) as above will be referred to as a canonical model triple for (Ψ, E).
A couple of remarks are in order. Remark 6.3. Firstly, note that while the space F † and the projection P † in a canonical model triple for a contractive analytic function (Ψ, E) are uniquely determined by Ψ, the unitary operator U † is not uniquely determined because a priori, there can be many unitary extensions of the partially defined unitary u as in (6.5) and all such unitary extensions qualify to be a member of the canonical model triple.
Secondly, there is a well-known family of contractive analytic functions (Ψ, E) for which a minimal choice of the space F † is E ⊕H Ψ itself, viz., the matrix-valued rational inner functions. Indeed, for a matrix-valued rational inner function (Ψ, C n ) the space H Ψ is isomorphic to the model space H 2 (C n ) ⊖ Ψ · H 2 (C n ), which is known to be finite dimensional; see for example [7, Section 11] . Therefore, for a matrix-valued rational inner function, the partially defined unitary u as in (6.5) acts on a subspace of the finite dimensional Hilbert space C n ⊕ (H 2 ⊖ Ψ · H 2 (C n )), and therefore has a unitary extension to the space. Consequently, a matrix-valued rational inner function has a finite canonical model triple. Note that if K 1 and K 2 are the de-Branges-Rovnyak reproducing kernels associated to (Ψ 1 , E 1 ) and (Ψ 2 , E 2 ), then we have τ K 1 (z, w) = K 2 (z, w)τ for all z, w ∈ D.
For each j = 1, 2, let g j : D → B(H Ψ j , E j ) be a Kolmogorov function for Ψ j . There is a unitary operatorτ : H Ψ 1 → H Ψ 2 induced by τ aŝ τ : g 1 (z) * e −→ g 2 (z) * τ e for all z ∈ D and e ∈ E 1 .
Let u j denote the partially defined unitaries as in (6.5) corresponding to Ψ j . If (F †1 , P †1 , U †1 ) is a canonical model triple for Ψ 1 , then define
To show that (F †2 , P †2 , U †2 ) is a canonical model triple for Ψ 2 , all we have to show is that the unitary U †2 extends u 2 , which is established in the following computation: Let bΓ be the distinguished boundary of the symmetrized bidisc, i.e.,
Before proceeding further, we need a few equivalent descriptions of G, Γ, bΓ and the topological boundary ∂Γ. We quote one of Agler and Young's result, see [1] , Proposition 2.1 for example. Recalling the definition of a distinguished variety from Section 1, we see that a distinguished variety in the symmetrized bidisc is a variety V that exits the symmetrized bidisc through the distinguished boundary, i.e.,
along with the extra condition Z(ξ) ∩ ∂Γ = Z(ξ) ∩ bΓ.
If h 1 and h 2 are two M n -valued function on D such that (1) h 1 (z) and h 2 (z) commute for all z ∈ D, (2) h i are rational functions on D for i = 1, 2 and (3) the joint eigenvalues of (h 1 (z), h 2 (z)) are in G for z ∈ D, (4) z is an eigenvalue for h 2 (z) for every z, then consider
If (s, p) ∈ σ T (h 1 (p), h 2 (p)) for some |p| ≤ 1 and (s, p) ∈ ∂Γ, then, if possible, let |p| < 1. In this case, (s, p) must be in G by assumption (3) above. So (s, p) can not be in ∂Γ. So |p| = 1. Now we refer to the description of ∂Γ above. With the additional information |p| = 1, we know that (s, p) ∈ C 2 satisfies |s| ≤ 2, s = sp and |p| = 1. So (s, p) ∈ bG. Thus, W exits the symmetrized bidisc through its distinguished boundary. It is routine to show that it is a variety (mimic the proof of the forward direction of Theorem 1). Thus, it is a distinguished variety.
If the four conditions look restrictive, then note that one can certainly take a matrix F with w(F ) < 1 and h 1 (z) = F * + F z and h 2 (z) = zI.
The beauty of the Pal and Shalit result mentioned earlier is that one need not look for anything else, i.e., given a distinguished variety V in G, there is a matrix F with w(F ) ≤ 1 such that V = V F as defined below.
This V F of course is just the set {(s, p) ∈ G : (s, p) ∈ σ T (F * + F p, pI)}.
7.2.
Proof of Theorem 4. Now we set out to prove our improvement. If (F , P, U) is a finite model triple and F = P U + U * P ⊥ , then the fact that V F is a distinguished variety follows from the theorem of Pal and Shalit because the numerical radius of P U + U * P ⊥ is always less than or equal to 1. So, we need to prove the converse. For a distinguished variety V in G, there exists a distinguished variety W in D 2 such that π(W) = V. Indeed, W = {(z, w) : π(z, w) ∈ V}. We know by Theorem 1 that there exists a finite model triple (F , P, U) such that
which, in view of the polynomial spectral mapping theorem, is the same as
Let This proves the theorem.
Examples of matrices F with w(F ) ≤ 1 that cannot be written in the form P U + U * P ⊥ were given in the Introduction. The following lemma gives more examples. Lemma 7.2. Let A ∈ M 2 (C) be such that the two eigenvalues λ 1 and λ 2 satisfy |λ 1 | = |λ 2 |.
(7.1)
Then A can not be written as P U + U * P ⊥ for any projection P and unitary U.
Proof. Suppose A = P U + U * P ⊥ for some projection P and unitary U. First note that P cannot be trivial projection because otherwise A is a unitary matrix which contradicts 7.1. Since P is a non-trivial projection, there exists a unitary matrix U 1 such that P = U * 1 1 0 0 0 U * 1 and P ⊥ = U * 1 0 0 0 1 U 1 .
So,
From the above equation we have,
Let the unitary matrix U 1 UU * 1 be denoted by W = (w i,j ). Then Thus, w 11 = λ 1 and w 22 = λ 2 (or the other way, the treatment of which is the same) which implies that λ 1 and λ 2 have to agree in moduli because these are the diagonal entries of a 2 × 2 matrix. This contradicts (7.1).
To end the section, we give two examples to show that in the case w(P U +U * P ⊥ ) = 1, nothing can be said about whether the variety V χ is distinguished or not. is not a distinguished variety because (1 + 1/2, 1/2) is in the topological boundary of V G χ but not in distinguished boundary of V G χ .
Conversely, any one dimensional distinguished variety V in D d is of the form V = Ω χ for some pure finite model tuple χ.
Proof. The proof of the first part of the theorem progresses along the same lines as the two variable situation except for non-emptiness and one dimensionality of Ω χ .
To see that Ω χ is a non-empty subset of D d , start with a non-trivial projection P j . Then the matrix P ⊥ j U j has a zero eigenvalue. Since (P ⊥ 1 U 1 , P ⊥ 2 U 2 , ...., P ⊥ d U d ) is a commuting tuple of matrices, there is a joint eigenvalue (λ 1 , . . . , λ j−1 , 0, λ j+1 , λ d ). Because of the numerical radius condition, the λ i have to be in D for all i. Hence Ω χ is a non-empty subset of D d .
To see that Ω χ is one dimensional, let the dimension be k. Choose a regular point (λ 1 , λ 2 , . . . , λ d ) in Ω χ . Let c = λ 1 .λ 2 . . . . .λ d . Consider the hyperplane Y = {(z 1 , z 2 , . . . , z d ) : z 1 .z 2 . . . .z d = c}. Then, by Theorem 8.1 in [5] , we get
showing that k ≤ 1. Since the set Ω χ is infinite, k = 1. The proof of the converse part, i.e., if V is a one dimensional distinguished variety in D d , then V is Ω χ for some pure model tuple χ requires a few lemmas and a theorem of Scheinker that we list below. We sometimes omit the proofs because they are either elementary or along the same lines as before.
So (z 1 , z 2 , . . . , z d ) is in the polynomial convex hull of V . Since by Lemma 8.3, V is polynomial convex, we have that (z 1 , z 2 , . . . , z d ) is in V .
We now note that the co-ordinate multiplications are pure isometries on H 2 (µ) and it follows from Scheinker's work, Theorem 3.6 in [17] , that the defect space of the product of these pure isometries is finite dimensional. Thus, the situation is ripe to apply the Berger-Coburn-Lebow theorem mentioned at the beginning of this section. The rest of the proof now is the same as the proof in the two variable situation.
Remark 8.6. Following arguments of Section 2, it can be shown that w(Φ i (z)) < 1 for all i = 1, 2, . . . , d for all z ∈ D if the real-valued functions z → w(P ⊥ j U j + zU * j P j ) are all non-constant functions on the open unit disc D.
