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Abstract
We describe an algorithm for the application of the forward and inverse spherical harmonic
transforms. It is based on a new method for rapidly computing the forward and inverse associ-
ated Legendre transforms by hierarchically applying the interpolative decomposition butterfly
factorization (IDBF). Experimental evidence suggests that the total running time of our method
— including all necessary precomputations — is O (N2 log3 (N)), where N is the order of the
transform. This is nearly asymptotically optimal. Moreover, unlike existing algorithms which
are asymptotically optimal or nearly so, the constant in the running time of our algorithm is
small enough to make it competitive with state-of-the-art O (N3) methods at relatively small
values of N . Numerical results are provided to demonstrate the effectiveness and numerical
stability of the new framework.
Keywords. Spherical harmonic transform, Legendre transform, block partitioning, butterfly
factorization, interpolative decomposition, randomized algorithm
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1 Introduction
This paper is concerned with the efficient application of the forward and inverse spherical harmonic
transforms (SHT). These transformations play an important role in many scientific computing
applications, including in the fields of numerical weather prediction and climate modeling [24, 21,
23], and are significant components in many numerical algorithms. The forward SHT of degree N
maps the coefficients in the expansion
f(θ, φ) =
2N−1∑
k=0
k∑
m=−k
βk,mP
|m|
k (cos(θ))e
imφ, (1)
where P
m
k (x) denotes the L
2 normalized associated Legendre function of order m and degree k,
to the values of the expansion at a grid of discretization nodes formed from the tensor product of
a 2N -point Gauss-Legendre quadrature in variable x = cos(θ) and a (4N − 1)-point trapezoidal
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quadrature rule in the φ variable. More explicitly, the expansion f is represented via its values at
the set of points
{(θl, φj) : l = 0, 1, . . . , 2N − 1, j = 0, 1, . . . , 4N − 2} , (2)
where
− 1 < cos(θ0) < cos(θ1) < · · · < cos(θ2N−2) < cos(θ2N−1) < 1 (3)
are the nodes of the 2N -point Gauss-Legendre quadrature rule and φ0, φ1, . . . , φ4N−3, φ4N−2 are
the equispaced nodes on (0, 2pi) given by the formula
φj =
2pi(j + 12)
4N − 1 , for j = 0, 1, . . . , 4N − 3, 4N − 2. (4)
The inverse SHT is, of course, the mapping which takes the values of the function f(θ, φ) at the
discretization nodes (2) to the coefficients in the expansion (1).
If we let
g(m, θ) =
2N−1∑
k=|m|
βk,mP
|m|
k (cos(θ)), (5)
then (1) can be written as
f(θ, φ) =
2N−1∑
m=−2N+1
g(m, θ)eimφ. (6)
From (6), it is clear that given the values of g(m, θ) for each m = −2N + 1, . . . , 2N + 1 and each
θ0, . . . , θ2N−1, the values of f(θ, φ) at the discretization nodes (2) can be computed inO
(
N2 log(N)
)
operations by applying the fast Fourier transform O (N) times. Similarly, the inverse of this
operation, which takes the values of f(θ, φ) to those of g(m, θ), can be calculated in O (N2 log(N))
operations using O (N) fast Fourier transforms.
We will refer to the mapping which, for a fixed m, takes the coefficients in the expansion (5) to
the values of g(m, θ) at the O (N) discretization nodes in the θ as the forward associated Legendre
transform (ALT). The inverse mapping, which takes the values of g(m, θ) to the coefficients in the
expansion to the values of g(m, θ), will be referred to as the inverse ALT. The naive approach to
applying one of these transforms requires O (N2) operations, and using such an approach leads to
an SHT with an O (N3) operation count.
There is a large literature devoted to accelerating the application of the associated Legendre
transform (we review it in Section 1.1). However, existing algorithms leave much to be desired. The
most widely used class of methods allow for the application of the ALT in O (N logκ(N)) opera-
tions, but only after an O (N2) precomputation phase. Existing algorithms which have quasilinear
complexity (when all necessary precomputations are taken into account) have such poor constants
in their running times that they are slower than the former class of methods at practical values
of N . Indeed, the current state-of-the-art method appears to be [20], which has very favorable
constants but requires a precomputation phase whose complexity is O (N2).
In this paper, we propose a new method for applying the forward ALT whose total running time
(including both the precomputation and application phases) appears to behave as O (N log3 (N)).
Moreover, the constants in the running time of our algorithm are such that it is competitive with
state-of-the-art methods at relatively small values of N . We say that the running time of our
algorithm “appears to be” O (N log3 (N)) because our evidence for this claim is experimental in
nature. Proving a rigorous bound would seem to require that we estimate the ranks of certain
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submatrices of the matrix discretizing the ALT. This seems to be quite difficult, and, for now, we
are relying on experimental evidence regarding the running time of our algorithm. Assuming our
conjecture regarding the running time of our ALT is correct, the SHT can be applied using our
ALT in O (N2 log3 (N)) time.
Our algorithm operates by hierarchically applying the interpolative decomposition butterfly
factorization (BF) [15, 3] (a newly proposed nearly linear scaling variant of butterfly algorithms
[10, 12, 14, 9, 11]) and randomized low-rank approximation to speed up the calculation of the ALT.
Butterfly algorithms are a collection of techniques for rapidly applying the matrices which result
from discretizing oscillatory integral operators. They exploit the fact that these matrices have the
complementary low-rank property (see [10] for a definition). A large class of special function
transforms are integral operators of the appropriate type [14], and consequently can be applied
rapidly using butterfly algorithms. Indeed, in the special case m = 0, the ALT can be applied
via standard butterfly algorithms in O (N log (N)) time. These results do not, however, extend to
the case m > 0. In that event, the associated Legendre functions are not oscillatory on the entire
domain of interest. Instead, P˜mn (cos(θ)) is nonoscillatory on the interval(
0, arcsin
(√
m2 − 1/4
n+ 1/2
))
(7)
and oscillatory on (
arcsin
(√
m2 − 1/4
n+ 1/2
)
,
pi
2
)
(8)
(see Figure 1, which contains plots of P˜mn (cos(θ)) for two different pairs of the parameters n and
m). As a consequence, the integral operator associated with the ALT when m > 0 is not of the
purely oscillatory type whose discretizations have the complementary low rank property and are
therefore amenable to rapid application via butterfly algorithms.
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Figure 1: On the left is a plot of the L2 normalized associated Legendre function P˜mn (cos(θ)) in
the case n = 100 and m = 20. On the right is a plot of P˜mn (cos(θ)) when n = 100 and m = 80.
In order to overcome this difficulty we apply the following methodology:
• We hierarchically partition the transformation matrix into purely oscillatory and purely non-
oscillatory blocks (see Figure 2 (b)).
• In the purely nonoscillatory blocks, the corresponding matrix is numerically low-rank and
hence its application to a vector can be accelerated to obtain linear scaling by randomized
low-rank approximation algorithms.
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• The matrices corresponding to purely oscillatory blocks admit complementary low-rank struc-
tures, the application of which to a vector can be accelerated via butterfly algorithms. We
use the relatively new interpolative decomposition butterfly factorization (IDBF) [15], which
yields nearly linear scaling in the degree N of the ALT transform in both precomputation
and application.
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Figure 2: An illustration of the partitioning process of an odd ALT matrix when N = 8192 and
order m = 8192. (a) The odd matrix with a piecewise continuous curve (red color) indicating the
positions of turning points. (b) The hierarchically partitioned blocks of the odd matrix.
The scheme relies heavily on the algorithm of [2] for the numerical evaluation of the associated
Legendre functions. That algorithm allows each evaluation to be performed in time independent
of the parameters n and m. If standard methods for calculating P˜mn , which have running times
which grow with the parameters n and m, were used instead, the running time of our algorithm
for applying the ALT would no longer scale as O (N log3 (N)).
1.1 Related works
There has been a significant amount of research aimed at accelerating the associated Legendre
Transform in order to more rapidly apply the spherical harmonic transform. In [5], an algorithm
for applying the ALT which results in an SHT whose running time is O (N2 log(N)2) is described.
However, this algorithm suffers from increasing numerical instability as N increases. In [13] and
[16], asymptotically optimal schemes for the ALT which are numerically stable are described, but
the constants in their running time make them unappealingly slow for practical values of N . The
contribution [19] introduces a scheme based on the fast multiple method. It can apply the SHT
in O (N2 log(N)2) operations after a precomputation phase whose running time is O (N3). The
asymptotic complexity of the precomputation phase can be reduced — however, it must be executed
in extended precision arithmetic, which would most likely make it unacceptably slow in any case.
The most widely-used algorithm today appears to be that of [20]. It uses the butterfly transform
described in [14] to evaluate the ALT. Each ALT takes O (N2) and O (N log3 (N)) operations in
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the precomputation and application, respectively. This, of course, results in an SHT with a cost of
O (N3) for precomputation andO (N2 log3 (N)) for application. A highly-optimized computational
package based on [20] was developed in [17]. It is widely used and most likely represents the current
state-of-the-art for rapidly applying the SHT. Though the application phase of this algorithm is
nearly optimal, its precomputation phase is still prohibitively expensive when N is large.
In [24] an algorithm for applying the ALT which bears some similarities to our scheme was
proposed. It operates by partitioning the transformation matrix in the manner shown in Figure 3.
The application phase of the resulting algorithm has lower complexity than that used in [20] and
yields somewhat improved accuracy (roughly an extra digit of precision). However, the method of
[24] still requires a precomputation phase whose running time behaves as O(N3).
In [18], an algorithm which makes use of a rapid transformation between spherical harmonic
expansions and bivariate Fourier series via the butterfly transform and hierarchically off-diagonal
low-rank matrix decompositions. Although the application time of this algorithm O (N2 log2 (N)),
it requires a precomputation whose running time grows as O (N3 log (N)).
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Figure 3: Block partitioning of the Legendre-Vandermonde matrix in [24], when N = 1024. xi,
i = 1, 2, . . . , N , are the Legendre points. The parameters i1, i2, . . . , i6 and α are the computed
partitioning coefficients, which are able to divide the Legendre-Vandermonde matrix into boundary
parts (denoted by symbol B) and internal (denoted by symbol I) parts. The internal parts can
be compressed by the BF while the boundary parts are directly computed for the corresponding
matvecs.
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1.2 Outline of this paper
The rest of the paper is organized as follows. In Section 2, we discuss existing low-rank matrix
factorization techniques. Section 3 proposes a new algorithm for applying the Legendre Transform
which is based on these factorization techniques. In Section 4, we discuss the computational
complexity of our algorithm. Again, we do not have a rigorous bound on its running time, but we
estimate it under an assumption on the behavior of the ranks of certain subblocks of the matrix
discretizing the ALT. Section 5 describes several numerical experiments conducted to asses the
efficiency of the proposed algorithm.
For simplicity, we adopt MATLAB notations for the algorithm described in this paper: given
row and column index sets I and J , K(I, J) is the submatrix with entries from rows in I and
columns in J ; the index set for an entire row or column is denoted as “ : ”.
2 Preliminaries
In this section, we summarize certain facts and algorithms from mathematical and numerical analy-
sis which will be repeatedly applied in the algorithm of Section 3. Subsection 2.1 outlines the linear
scaling interpolative decomposition (ID) method, which is an important tool for the interpolative
decomposition butterfly factorization (IDBF) discussed in Subsection 2.2. Subsection 2.3 describes
low-rank approximation via randomized sampling.
2.1 Linear scaling interpolation decomposition
This subsection reviews the the algorithm of [15] for the construction of interpolative decomposi-
tions.
A column interpolative decomposition, which will abbreviate by cID , of A ∈ Cm×n is a factor-
ization of the form
A ≈ A(:, q)V, (9)
where q is an index set specifying k columns of A and V is a k × n matrix. The set q is called
the skeleton index set, and the rest of indices are called redundant indices. The matrix V is called
the column interpolation matrix. The algorithm described in this section takes as input a desired
precision  and adaptively determines k such that
‖A−A(:, q)V ‖2 ≤ . (10)
The numerical rank of A to precision  is defined via
k = min
{
rank(X) : X ∈ Cm×n, ‖A−X‖2 ≤ 
}
, (11)
and it is the optimal possible value of k. In most cases, the algorithm of this section forms
factorizations with k equal to or only slightly larger than k.
The algorithm takes as an input the matrix A as well as a parameter rk, which we refer to
as the “adpative rank,” which serves as an upper bound for the rank of A. It proceeds by first
constructing an index set containing t · rk rows of K chosen from the Mock-Chebyshev grids as in
[22, 8, 1] or randomly sampled points; here, t is an oversampling parameter.
We next compute a rank revealing QR decomposition of A(s, :). That is, we decompose A(s, :)
as
A(s, :)Λ ≈ QR = Q[R1 R2], (12)
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where the columns of Q ∈ Cm×k are an orthonormal set in Cm, R ∈ Ck×n is upper trapezoidal,
and Λ ∈ Cn×n is a carefully chosen permutation matrix such that R1 ∈ Ck×k is nonsingular. The
value of k is chosen so that the L2 error in the approximation (12) is somewhat smaller than . We
now define
T = (R1(1 : k, 1 : k))
−1[R1(1 : k, k + 1 : kt) R2(1 : k, :)] ∈ Ck×(n−k), (13)
such that
K(s, q) = QR1(1 : k, 1 : k).
Then
A(s, :) ≈ A(s, q)V (14)
with the approximation error determined by the error in the rank-revealing QR decomposition.
Moreover,
A ≈ A(:, q)V (15)
with an approximation error coming from the QR truncation and the error incurred when per-
forming Lagrange interpolation from the subsampled rows of A. When the obtained accuracy
is insufficient, the procedure is repeated with increased k. Using the steps outlined above, the
construction of this factorization requires O (nk2) operations and O (nk) storage.
A row interpolative decomposition (abbreviated rID) of the form
A ≈ UA(q, :) (16)
can be constricted in O (mk2) operations using O (mk) storage. We refer to U as the row interpo-
lation matrix.
2.2 Interpolative decomposition butterfly factorization
In this section, we briefly discuss the properties of the interpolative decomposition butterfly fac-
torization, and the algorithm of [15] for producing it. We refer the reader to [15] for a detailed
discussion.
We first recall the definition of a complementary low-rank matrix given in [10]. Suppose that
K ∈ CN×N . We denote the set of rows of K by X and the set of columns of K by Ω. The matrix
K is said to satisfy the complementary low-rank property provided there exist two trees TX and TΩ
of the same depth whose elements consist of subsets of X and Ω, respectively, and such that the
following property holds: for any pair of nodes A ∈ TX and B ∈ TΩ which are at the same level,
the submatrix K(A,B), obtained by restricting K to the rows indexed by the points in A and the
columns indexed by the points in B, is numerically low-rank. By numerically low-rank, we mean
that the ranks the submatrices grow no more quickly then logκ(N) with the size of the matrix K.
In many cases of interest, κ = 0 — that is, the ranks of the submatrices are bounded by a constant
independent of N . See Figure 4 for an illustration of the complementary low-rank property.
An interpolative decomposition butterfly factorization (IDBF) of a complementary low-rank
matrix K is a factorization of the form
K ≈ ULUL−1 · · ·UhShV h · · ·V L−1V L, (17)
where L is the the number of levels in the trees TX and TΩ, h = L/2 and each of the matrices U
l
and V l is sparse with O (N) entries. The number of levels L in this decomposition is on the order of
log(N), where N is the dimension of K. This factorization is obtained by constructing interpolation
decompositions of the low rank blocks of K using the algorithm of the preceding section. The IDBF
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Figure 4: An illustration of the complementary low-rank property. Here, the matrix is 16 × 16
and the trees TX and TΩ correspond to dyadic decompositions of the the rows and colulmns of the
matrix, respectively. Each of the blocks illustrated in the diagram has low rank.
algorithm takes as input the parameter rk which is an estimate of the maximum possible ranks of
the low-rank blocks.
Given anN×N matrixK, or equivalently anO (1) algorithm to evaluate an arbitrary entry ofK,
the algorithm of [15] constructs this data-sparse representation of K in O (N logκ+1(N)) operations
using O (N logκ+1(N)) storage. Once this factorization has been constructed, the matrix K can
be applied in O (N logκ+1(N)) operations.
2.3 Low-rank approximation by randomized sampling
In this section, we discuss an existing linear complexity algorithm for constructing an approximate
singular value decomposition (SVD) of a matrix.
Suppose that A ∈ Cm×n has singular values
|σ1| ≥ |σ2| ≥ · · · ≥ |σl| , (18)
where l = min(n,m). A k-rank singular value decomposition of A is a factorization of the form
A ≈ UΣV T , (19)
where U ∈ Cm×r is orthogonal, Σ ∈ Rr×r is diagonal, V ∈ Cn×r is orthogonal and∥∥A− UΣV T∥∥
2
= σk+1. (20)
The construction of a factorization of this form is a notoriously expensive calculation. However,
using randomized algorithms, approximate SVDs of the same form with slightly lower accuracy can
be rapidly constructed. That is, randomized algorithms result in factorizations of the form (19) for
which ∥∥A− UΣV T∥∥
2
(21)
is no longer equal to the optimal value σk+1, but is instead slightly larger.
One of the first practical randomized algorithms for constructing approximate SVDs was pro-
posed in [7]. It operates by applying a random transform to the matrix A and requires O (nmk)
operations. By using a special random transform which can be applied rapidly via the FFT, a
variant of the algorithm of [7] which requires O (nm log(k)) can be obtained.
In [6], a method which operates by randomly sampling O (1) rows and columns of the input
matrix is described. It only requires O (m+ n) operations and O (m+ n) storage. Here, we denote
this algorithm as Function randomizedSVD and it is presented in Algorithm 1. Assuming the
whole low-rank matrix A is known, the input of Function randomizedSVD is A, O (1) randomly
sampled row indices R and column indices C, as well the parameter r. Equivalently, it can also be
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assumed that A(R, :) and A(:, C) are known as the inputs. The outputs are the matrices U ∈ Cm×r,
Σ ∈ Rr×r, and V ∈ Cn×r which give an approximate SVD (19).
In Function randomizedSVD, for simplicity, given any matrix K ∈ Cs×t, Function qr(K) per-
forms a pivoted QR decomposition K(:, P ) = QR, where P is a permutation vector of the t columns,
Q is a unitary matrix, and R is an upper triangular matrix with positive diagonal entries in de-
creasing order. Function randperm(m,r) denotes an algorithm that randomly selects r different
samples in the set {1, 2, . . . ,m}.
In most cases, in order to obtain higher accuracy, we add an over sampling parameter q and
we same rq rows and columns and only generate a rank r truncated SVD in the penultimate line
in Algorithm 1. Larger q results in better stability of Algorithm 1. In our numerical experiments,
q = 2 is empirically sufficient to achieve accurate low-rank approximations.
Function [U,Σ, V ]← randomizedSVD(A,R, C, r)
[m,n]← size(A)
P ← qr(A(R, :)) ; Πcol ← P (1 : r) // A(R, P ) = QR
P ← qr(A(:, C)T) ; Πrow ← P (1 : r) // A(P, C) = RTQT
Q← qr(A(:,Πcol)) ; Qcol ← Q(:, 1 : r) // A(P,Πcol) = QR
Q← qr(A(Πrow, :)T) ; Qrow ← Q(:, 1 : r) // A(Πrow, P ) = RTQT
Srow ← randperm(m, r) ; I ← [Πrow, Srow]
Scol ← randperm(n, r) ; J ← [Πcol, Scol]
M ← (Qcol(I, :))†A(I, J)
(
QTrow(:, J)
)†
// (·)† : pseudo-inverse
[UM ,ΣM , VM ]← svd(M)
U ← QcolUM ; Σ← ΣM ; V ← QrowVM
Algorithm 1: Randomized sampling for a rank-r approximate SVD with O (m+ n) oper-
ations, such that A ≈ UΣV T .
3 Block partitioning algorithm
In this section, we propose a block partitioning algorithm based on IDBF and low-rank approxi-
mation by randomized sampling for evaluating the forward ALT in three steps. As we observe in
Section 3.1, the inverse ALT can be applied in essentially the same fashion. Several classical facts
concerning normalized associated Legendre functions will be discussed in each step as necessary.
3.1 The relationship between the forward and inverse associated Legendre
transforms
For fixed N and |m| ≤ N , the forward ALT transform consists of computing the values of the sum
g(m, θ) =
2N−1∑
k=|m|
βk,mP
|m|
k (cos(θ)), (22)
at the nodes of the 2N -point Gauss-Legendre quadrature rule. We let
x0 = cos (θ0) , x1 = cos (θ1) , . . . , x2N−1 = cos (θ2N−1)
and
w0, w1, . . . , w2N−1
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denote the nodes and weights of this quadrature. There are (2N−|m|) coefficients in the expansion
(22) and 2N target points, so this amounts to applying the 2N × (2N −|m|) matrix whose ij entry
is
P
|m|
j (cos(θi))
to the vector 
β|m|,m
β|m|+1,m
...
β2N−1,m
 . (23)
of coefficients.
It is well-known that for k ≥ |m|, P |m|k (x) is a polynomial of degree k − |m|, and that the
functions {
P
|m|
k (x) : k = |m|, . . . , 2N − 1
}
(24)
form an orthonormal basis in the space of polynomials of degree no larger than 2N − 1. The
2N -point Gauss-Legendre quadrature rule exactly integrates the product of any two polynomials
of degree 2N − 1. In particular, it follows that the when the (2N − |m|) × 2N matrix whose ij
entry is
P
|m|
i (cos(θj))wj
is applied to the vector 
g(m, θ0)
g(m, θ1)
...
g(m, θ2N−1)

the result is the vector of coefficients (23). In other words, due to the orthonormality of the
associated Legendre polynomials and the method used to discretize spherical harmonic transforms,
the matrix B which discretizes the inverse ALT is related to the matrix A discretizing the forward
ALT via the formula
B = ATW, (25)
where W is a diagonal matrix. The methodology described in this section for applying the forward
ALT can be easily used to apply its transpose, and hence also the inverse ALT.
3.2 Odd and even Legendre transform matrices
It is well-known (see, for instance, Chapter 14 of [4]) that P
m
k (x) is odd when k − |m| is odd, and
even when k− |m| is even. This, together with the fact that the Gauss-Legendre quadrature nodes
are symmetric around 0, allows us to reduce the cost of applying the forward ALT by a factor of 2.
More explicitly, the sum (22) can be rewritten as
g(θ,m) = g1(θ,m) + g2(θ,m), (26)
where g1 and g2 are defined via the formulas
g1(θ, n) =
∑
0≤k≤2N−|m|−1, k is odd
βk+|m|,mP
|m|
k+|m|(cos(θ)) (27)
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and
g2(θ, n) =
∑
0≤k≤2N−|m|−1, k is even
βk+|m|,mP
|m|
k+|m|(cos(θ)). (28)
Because of the symmetry of the Gauss-Legendre nodes, we have
g1(θl,m) = −g1(θ2N−1−l,m) and g2(θl,m) = g2(θ2N−1−l,m) (29)
for l = 0, 1, . . . , 2N − 1. Therefore, we can reduce the cost of applying the forward ALT by only
computing the values of (22)) and (23) at the nodes θ0, θ1, . . . , θN−1 and using these to compute
g(m, θ) at each of the Gauss-Legendre nodes.
Computing the sum (27) at each of the N positive Gauss-Legendre nodes amounts to applying
an N ×
(
N − d |m|2 e
)
matrix, which we refer to as the odd ALT matrix. Computing (27) at each
of the N positive Gauss-Legendre nodes amounts to applying an N ×
(
N − b |m|2 c
)
, which we refer
to as the even ALT matrix.
3.3 A block partitioning scheme
When |m| > 0, the associated Legendre function P |m|k (cos(θ)) has a single turning point on the
interval (0, pi/2). Its location is given by the formula
t∗k,m = arcsin
(√
m2 − 1/4
k + 1/2
)
. (30)
See, for instance, Chapter 14 of [4] for details. On the interval (0, t∗k,m), P
|m|
k (cos(θ)) is nonoscilla-
tory and on (t∗k,m, pi/2) it is oscillatory. We can view (30) as defining a piecewise continuous curve
which divides the odd and even ALT matrices into oscillatory and nonoscillatory regions. We will
refer to this as the “turning point curve.” Any subblock of these matrices which intersects this
curve will have high rank. As a consequence of this, the even and odd ALT matrices do not have
the complementary low-rank property. Figure 2 (a) shows an example of an odd ALT matrix with
a graph of this piecewise continuous curve overlaid on top of it.
We use the following procedure to hierarchically partition the even and odd and ALT matrices
into blocks each of which will either be of small dimension or will have complementary low-rank
property. We will denote the resulting collection of subblocks by Bs. Since the shape of the matrices
are not square when m 6= 0, we initially take Bs to consist of blocks each of which consist of all
columns of the matrix and b rows, where
b =
 b
N
N−d |m|
2
ee for odd matrices,
b N
N−b |m|
2
ce for even matrices.
(31)
Each of these blocks is nearly square. The symbol bxe means the nearest integer to x. Next, we
repeatedly apply the following procedure. We split each block in Bs which intersects the piecewise
curve defined by (30) into a 2 × 2 grid of subblocks. We stop this procedure only once all blocks
which contain turning points have either fewer than n0 rows or columns, where n0 is a specified
parameter. This makes the maximum partition level is L = log
(
N
n0
)
. For each partition level l of
Bs, the turning point curve intersects no more than 2l − 1 submatrices. Therefore, this procedure
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takes at most O (N) operations to partition the odd and the even matrices into submatrices, since
O
(
L∑
l=1
(
2l − 1
))
∼ O
(
2N
n0
− log
(
N
n0
)
− 2
)
∼ O (N) . (32)
See Figure 2 (b), which shows an example of an odd ALT matrix which has been partitioned into
blocks by this procedure.
3.4 Factorization and application of the blocks
In each of the partitioned matrices, there are three types of blocks: oscillatory blocks, non-
oscillatory blocks, and the blocks which intersect the turning point curve. We deal with each
of these different kinds of blocks through different means:
1. For an oscillatory block Bo, we use the IDBF to construct a factorization
Bo ≈ ULUL−1 · · ·UhShV h · · ·V L−1V L, (33)
where L = O (log (N)) and h = L2 . This takes only O (N log (N)) operations. After that we
can apply the subblock Bo in nearly linear time.
2. In the non-oscillatory region, the entries of the odd and even ALT matrices can be of extremely
small magnitudes. Therefore, when processing a non-oscillatory block Bn, we first take the
largest subblock Bn′which does not contain any elements of magnitude smaller than machine
precision. Next, we use the algorithm of Section 2.3 to construct a factorization of the form
Bn′ ≈ UΣV T . (34)
This takes O (N log (N)) operations and the application of Bn can be effected in nearly linear
time.
3. For a block Bt including turning points, we also let Bt′ be a smaller submatrix which excludes
as many entries whose magnitudes are smaller than machine precision as possible. These
blocks are applied to a vector through a standard matrix-vector multiplication with no made
attempt to accelerate it.
Figure 5 shows the boxes which result after as many elements of negligible magnitude as possible
have been excluded. Empty blocks with 0× 0 size are omitted in the figure and will not be utilized
in the application step.
4 Conjecture regarding computational complexity
A rigorous estimate of the computational complexity of our algorithm would seem to require a
bound on the ranks of the subblocks of the odd and even ALT matrices which are in the oscillatory
regions. To the author’s knowledge, no such bounds are presently known, except in the special
case m = 0 (such an estimate can be found in [24]). We can, however, develop an estimate on the
complexity of our algorithm assuming that the ranks of these boxes grow as O (log(N)2). This is
consistent with the numerical experiments presented in the following section.
We will assume that the matrix we are applying is an N × N odd ALT matrix which we will
denote by A. We first observe that subdividing a matrix with the complementary low-rank property
12
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Figure 5: A visualization of the partitioning procedure for the forward ALT matrix. In each case,
N = 8192. From left to right, the orders of the transform are m = 4096, m = 8192 and m = 16384.
into subblocks and using the IDBF to apply each subblock separately has the same asymptotic
complexity as using the IDBF to apply the entire matrix (see [15]) One consequence of this is that
the cost of using the butterfly transform to factorize the subblocks of one of the even or odd ALT
matrices is no greater than the cost to apply an N ×N matrix of the same dimensions whose ranks
scale in the same fashion. So the cost of factorizing the oscillatory blocks behaves as
O (N log3(N)) , (35)
assuming our conjecture regarding the behavior of the ranks is correct. The complexity of applying
a matrix using the IDBF is the same as that of forming the factorization, so the cost of applying
the oscillatory subblocks of the ALT matrix using the IDBF behaves as
O (N log3(N)) (36)
as well.
We neglect the boxes in the nonoscillatory regime because the cost is, obviously, extremely low
because of the very rapid decay of the associated Legendre functions as one moves away from the
turning point into the nonoscillatory regime (see Figure 5). This makes the total cost to form the
low rank factorizations used by our transform O (N log3(N))
Next, we count the cost of applying the blocks which intersect with the turning point curve.
The maximum partition level is L = log
(
N
n0
)
, and the turning point curve intersects no more than
2l − 1 submatrices for each partition level l. Each box is at most n0 × n0 in size, which means the
cost of applying these blocks is
O (n20L (2L − 1)) = O (N log(N)) . (37)
This makes the total cost to apply the ALT matrices via our method
O (N log3(N)) . (38)
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If our algorithm for applying the ALT is used to implement the SHT, the complexity of the
SHT is O (N2 log3(N)), assuming that our conjecture regarding the ranks of the subblocks of the
ALT matrices holds.
5 Numerical results
This section presents several numerical examples to demonstrate the efficiency of the proposed
algorithm. All implementations are in MATLAB® on a server computer with a single thread
and 3.2 GHz CPU, and are available in the ButterflyLab (htps://github.com/ButterflyLab/
ButterflyLab).
For the forward ALT, given an order m, we let gd(θ) denote the results given by applying the
discretized operator directly using a standard matrix-vector multiplication, and we let gb(θ) denote
the results obtained via the proposed algorithm. The accuracy of our method is estimated via the
relative error defined by
fwd =
√∑
θ∈S1 |gb(θ)− gd(θ)|2∑
θ∈S1 |gd(θ)|2
, (39)
where S1 is an index set containing 256 randomly sampled row indices of the non-zero part in the
odd matrix or the even matrix.
We use ad(k) and ab(k) denote the results obtained by applying the inverse ALT using a standard
matrix-vector multiplication and via our algorithm, respectively. The definition of the error inv in
this case is
inv =
√∑
k∈S2 |ab(k)− ad(k)|2∑
k∈S2 |ad(k)|2
, (40)
where S2 is an index set containing 256 randomly sampled row indices of the odd matrix or the
even matrix.
In all of our examples, the tolerance parameter  for interpolative decompositions is set to
10−10, the minimum length n0 for the partitioned block is set to 512, and the rank parameter r for
randomized SVD in low-rank phase matrix factorization is set to 30.
Number of the blocks: Our first experiment consists of counting the number of blocks which
remain after those which contain no non-negligible elements are discarded. Figure 6 visualizes the
results of this experiment for different N and with m set to be 0.5N , N and 1.5N . We observe
that the number of remaining blocks scales nearly linearly as the problem size increases.
Selection of Mock-Chebyshev points or randomly selected points: Next, we compare
the results of using Mock-Chebyshev points and randomly selected points for evaluating IDs in the
IDBF process. The results are shown in Figure 7. In these experiments, the order parameter m is
set to be equal to N and the adaptive rank rk for IDBF is set to be 50, 100 or 150. We observe that
the accuracy of results increases as the rank parameter rk increases, and that the accuracy of IDs
performed with Mock-Chebyshev points is higher than that of the IDs performed with randomly
selected points. Moreover, we conclude that letting rk = 150 suffices to achieve high-accuracy with
Mock-Chebyshev points.
Thus, for the rest of experiments, we will use Mock-Chebyshev points as grids to compute IDs
in the IDBF algorithm, and the adaptive rank rk for IDBF will be fixed at 150.
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Figure 6: Plots of the number of the remaining blocks a a function of N for m = 0.5N , m = N ,
and 1.5N .
Associated Legendre transforms of different orders: In these experiments, we measured
the accuracy and efficiency of the proposed algorithm for various orders of m.
Figure 8 shows that the accuracy of the proposed algorithm is unaffected by the order m of
the ALT, even though the accuracy decays slightly as the problem size increases. The slightly
increasing error appears to be due to the randomness of the proposed algorithm in Subsection 2.3.
As the problem size increases, the probability of capturing the low-rank matrix with a fixed rank
parameter becomes slightly smaller.
Figure 9 visualizes the computational complexity of the factorizing and applying the forward
and inverse ALT matrices. There, T fwdfac and T
fwd
app are the factorization time and the application
time of the proposed algorithm for the forward ALT, respectively. And T fwdmat and T
fwd
dir are the time
for constructing the normalized associated Legendre matrix and performing the matrix application
directly. The definitions of T invfac , T
inv
app , T
inv
mat, and T
inv
dir for the inverse ALT are analogous. We
observe that the running times of each these processes scale nearly linearly with the problem size.
Figure 10 compares the factorization time and the application time of the proposed algorithm
with the brute force approach to applying the ALT (that is, direct application of the matrix
discretizing the ALT). We observe a significant improvement at larger problem sizes.
6 Conclusion and future work
This paper introduces an algorithm for the application of the forward and inverse associated Leg-
endre transforms. Experimental results suggest that its total running time, including both an
application and a precomputation phase, is O (N log3(N)). Using this algorithm, the forward
and inverse spherical harmonic transforms can be applied in O (N2 log3(N)) time, assuming our
conjecture regarding the running time our algorithm is correct.
The blocked IDBF algorithm used here is extremely dependent on the method used to form
interpolative decompositions. The most efficient and accurate methods for forming such factoriza-
tions is still an ongoing topic of research, and the authors plan to develop improved versions of
their algorithm which incorporate new developments.
Moreover, the authors are actively working on developing a rigorous bound on the ranks of
blocks of the forward and inverse ALT matrices. Such a bound enable a rigorous complexity
15
1024 2048 4096 8192 16384 32768 65536 131072
N
-11
-10
-9
-8
-7
lo
g 1
0(
)
fwd
 (Cheb)
fwd
 (rand)
inv
 (Cheb)
inv
 (rand)
rk = 50
1024 2048 4096 8192 16384 32768 65536 131072
N
-11
-10.5
-10
-9.5
-9
-8.5
-8
lo
g 1
0(
)
fwd
 (Cheb)
fwd
 (rand)
inv
 (Cheb)
inv
 (rand)
rk = 100
1024 2048 4096 8192 16384 32768 65536 131072
N
-11
-10.5
-10
-9.5
-9
-8.5
lo
g 1
0(
)
fwd
 (Cheb)
fwd
 (rand)
inv
 (Cheb)
inv
 (rand)
rk = 150
Figure 7: The results of experiments comparing the error in applying the associated Legendre
transform when different grids of points are used to form interpolative decompositions in the IDBF
algorithm. Here, N is the size of the matrix, and the order m is set to be N in each case. The
adaptive rank rk for IDBF is set to be 50, 100 and 150 from the top panel to the bottom panel.
“Cheb” and “rand” represent IDs with Mock-Chebyshev points and randomly selected points,
respectively.
estimate for the spherical harmonic transform.
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