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Distributed Optimization Algorithms
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Abstract
We consider the distributed optimization problem in
which a network of agents aims to minimize the average of
local functions. To solve this problem, several algorithms
have recently been proposed where agents perform vari-
ous combinations of communication with neighbors, local
gradient computations, and updates to local state vari-
ables. In this paper, we present a canonical form that
characterizes any first-order distributed algorithm that
can be implemented using a single round of communica-
tion and gradient computation per iteration, and where
each agent stores up to two state variables. The canon-
ical form features a minimal set of parameters that are
both unique and expressive enough to capture any dis-
tributed algorithm in this class. The generic nature of
our canonical form enables the systematic analysis and
design of distributed optimization algorithms.
1 Introduction
We consider the distributed optimization problem in
which a network of n agents are connected through an
undirected graph. The global objective is to minimize
the average of n functions fi : R
d → R that are local to
each agent i = 1, . . . , n. While each agent has access to
its local variable xi, it must exchange information with
its neighbors to arrive at the global minimizer
x⋆ := argmin
x∈Rd
f(x), where f(x) :=
1
n
n∑
i=1
fi(x). (1)
Distributed optimization is an active area of research and
has attracted significant attention in recent years due
to its applications in distributed machine learning, dis-
tributed estimation, and resource allocation [1, 5, 8, 12].
To solve (1), many gradient-based algorithms have been
proposed involving gradient computation steps in con-
junction with gossip steps, i.e., local averaging opera-
tions [7,9,10,17,21,23]. Such algorithms have much struc-
tural variety in how they perform gossip, evaluate the
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gradient, and update their local state variables. Further-
more, changing the order of these communication and
computation steps results in different algorithms. As an
example, consider the NIDS [7] algorithm update:
x0i ∈ Rd arbitrary, x1i = x0i − α∇fi(x0i ) (NIDS)
xk+2i =
n∑
j=1
w˜ij
(
2xk+1j − xkj − α∇fj(xk+1j ) + α∇fj(xkj )
)
where {w˜ij} ∈ Rn×n is a gossip matrix, α ∈ R the step-
size, and xki ∈ Rd the state of agent i at iteration k. Each
update involves two previous iterates as well as a differ-
ence of gradients, similar to so-called “gradient tracking”
algorithms [9]. In contrast, Exact Diffusion [23] uses two
state variables, which are updated with a gradient step
followed by a gossip step:
xk+11i = x
k
2i − α∇fi(xk2i)
xk+1
2i =
n∑
j=1
wij (x
k+1
1j − xk1j + xk2j).
(Exact Diffusion)
While their update equations appear different, we show
in Section 3 that NIDS and Exact Diffusion are actually
equivalent, which exemplifies the need to better under-
stand the taxonomy of distributed algorithms. To this
end, we develop a canonical form that parameterizes the
following broad class of first-order distributed algorithms.
Algorithm properties. We consider the class of dis-
tributed algorithms that satisfy the following properties.
P1. Each agent has a local state of dimension at most 2d.
Since ∇fi : Rd → R by assumption, this allows each
agent to store up to two past iterates.
P2. At each iteration, each agent may do each of the
following once in any order:
(a) communicate any number of local variables with
its immediate neighbors simultaneously,
(b) compute its local gradient at a single point, and
(c) update its local state.
P3. The local state updates are linear, time-invariant,
deterministic, and homogeneous across all agents
and dimensions of the objective function.
While NIDS and Exact Diffusion belong to the class of
algorithms described by P1–P3, not all algorithms do.
Exceptions include accelerated [14, 20], proximal [18],
stochastic [13], and asynchronous [22] variants.
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1.1 Canonical form
Similar to the controllable canonical form for linear time-
invariant systems, we want our canonical form to have ex-
istence and uniqueness properties. That is, any algorithm
satisfying P1–P3 should be equivalent to the canonical
form through appropriate selection of parameters, with
a one-to-one correspondence between algorithms and pa-
rameter selections. The canonical form should also be
minimal in that it uses the fewest number of parameters
possible to express all algorithms in the considered class.
In the canonical form, we use the graph Laplacian ma-
trix L ∈ Rn×n to model local communication. This is
equivalent to using a gossip matrix W with W := I −L.
We make the following assumption throughout the paper.
Assumption 1. The Laplacian matrix L ∈ Rn×n is
symmetric, positive semidefinite, and satisfies L1 = 0,
where 1 is the all-ones vector. The zero eigenvalue of L is
distinct, implying that the underlying graph is connected.
Our canonical form satisfies properties P1–P3, and is pa-
rameterized by five real scalars: α, ζ0, ζ1, ζ2, ζ3.
Canonical Form
Initialization: Let L ∈ Rn×n be a Laplacian matrix. Each
agent i ∈ {1, . . . , n} chooses x0i ∈ R
d and w0i ∈ R
d.
for iteration k = 0, 1, 2, . . . do
for agent i ∈ {1, . . . , n} do
Local communication
vk1i =
∑n
j=1
Lij x
k
j (C.1)
vk2i =
∑n
j=1
Lij w
k
j (only required if ζ2 6= 0) (C.2)
Local gradient computation
yki = x
k
i − ζ3 v
k
1i (C.3)
uki = ∇fi(y
k
i ) (C.4)
Local state update
xk+1i = x
k
i + ζ0 w
k
i − αu
k
i − ζ1v
k
1i + ζ2v
k
2i (C.5)
wk+1i = w
k
i − v
k
1i (C.6)
end for
end for
The algorithm requires agent i to store two local state
variables, xki and w
k
i . Agents first communicate their
states with neighbors using the Laplacian matrix; note
that wki need not be transmitted if ζ2 = 0 since the result
is unused in that case. Agent i then evaluates its local
gradient at yki , and updates its states using the results
of the communication and computation. The sequence
{yki } is then agent i’s estimate of the optimizer x⋆.
Technical conditions. The parameters α, ζ0, ζ1, ζ2, ζ3
are constant scalars that satisfy the following:
T1. α 6= 0.
T2. The linear system αu = (ζ0I + ζ2L)w has a solution
w ∈ Rn for all u ∈ Rn that satisfies 1Tu = 0.
T3. Either ζ0 = 0 or the algorithm is initialized such that∑n
i=1 w
0
i = 0. An easy way to satisfy this condition
is for every agent to use the initialization w0i = 0.
1.2 Main results
We present the two main results of the paper, which re-
late the distributed algorithm class to our canonical form.
Definition 2 (Optimal fixed point). The canonical
form has an optimal fixed point if there exists a fixed
point (v⋆1i, v
⋆
2i, y
⋆
i , u
⋆
i , x
⋆
i , w
⋆
i ) for i ∈ {1, . . . , n} such that
y⋆i = x
⋆ for all i ∈ {1, . . . , n}, where x⋆ is defined in (1).
Our first main result states that the technical condi-
tions are sufficient for the canonical form to have an op-
timal fixed point; we prove the result in Appendix 5.1.
Theorem 3 (Sufficiency). If technical conditions T1–T3
are satisfied, then the canonical form has a fixed point.
Moreover, all fixed points are optimal fixed points.
Note that the technical conditions are sufficient for the
canonical form to have an optimal fixed point, but do not
guarantee convergence to the fixed point. Our second
main result is that the technical conditions are necessary
for convergence to an optimal fixed point. The result also
characterizes the existence and uniqueness properties of
our canonical form. We prove the result in Appendix 5.2.
Theorem 4 (Necessity). Consider a distributed algo-
rithm that satisfies properties P1–P3 and converges to
an optimal fixed point. Then there exist parameters
α, ζ0, ζ1, ζ2, ζ3 for which the algorithm is equivalent to our
canonical form. Furthermore, the parameters are unique,
satisfy technical conditions T1–T3, and constitute a min-
imal parameterization of all such algorithms.
To prove the main results, we develop the notion of a
transfer function for distributed algorithms in Section 2
and provide associated necessary conditions that hold
when the algorithm converges to an optimal fixed point.
We then show how to put distributed algorithms into
canonical form through an example in Section 3.
2 Transfer function interpretation
In this section, we show how to represent distributed al-
gorithms as dynamical systems and obtain corresponding
transfer functions. We derive necessary conditions on the
poles and zeros of the transfer function of any distributed
algorithm that solves (1). These conditions are used to
prove Theorem 4, and also give rise to an impossibility
result stating that no algorithm with a single state can
solve the distributed optimization problem.
The general dynamical system model for a distributed
optimization algorithm satisfying P1–P3 is given by1[
ξk+1i
yki
]
=
([
A0 B0
C0 D0
]
⊗ Id
)[
ξki
uki
]
+
([
A1 B1
C1 D1
]
⊗ Id
) n∑
j=1
Lij
[
ξkj
ukj
]
(2a)
uki = ∇fi(yki ) (2b)
1The iterations (2) are similar to the polynomial linear proto-
col [3] used to study the dynamic average consensus problem.
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for i ∈ {1, . . . , n} where ξki ∈ R2d is the state, uki ∈ Rd the
input, and yki ∈ Rd the output of agent i at iteration k.
The model (2) over-parameterizes all algorithms in our
class of interest. To simplify notation, we set d = 1
throughout the rest of the section, though our results
hold for general d ∈ N.
We can write (2) in vectorized form by concatenating
the states of the agents as ξk :=
[
(ξk1 )
T · · · (ξkn)T
]T
and similarly for uk and yk. The iterations are then
ξk+1 = A(L)ξk +B(L)uk (3a)
yk = C(L)ξk +D(L)uk (3b)
uk = ∇f(yk) (3c)
where the ith component of ∇f(yk) is ∇fi(yki ), and the
system matrices are:
A(L) := In ⊗A0 + L⊗A1, B(L) := In ⊗B0 + L⊗B1,
C(L) := In ⊗ C0 + L⊗ C1, D(L) := In ⊗D0 + L⊗D1.
By Assumption 1, we may write L = V ΛV T where
V =
[
v1 · · · vn
] ∈ Rn×n is an orthogonal matrix of
eigenvectors and Λ = diag(λ1, . . . , λn) is a diagonal ma-
trix of eigenvalues with 0 = λ1 < λ2 ≤ · · · ≤ λn. For
ℓ = 1, . . . , n we define the state, input, and output in
direction vℓ as follows:
ξ¯kℓ := (v
T
ℓ ⊗ I2)ξk u¯kℓ := vTℓ uk y¯kℓ := vTℓ yk (4)
In these new coordinates, (3) is equivalent to the n de-
coupled single-input single-output systems
ξ¯k+1ℓ = (A0 + λℓA1)ξ¯
k
ℓ + (B0 + λℓB1)u¯
k
ℓ (5a)
y¯kℓ = (C0 + λℓC1)ξ¯
k
ℓ + (D0 + λℓD1)u¯
k
ℓ (5b)
u¯kℓ = v
T
ℓ ∇f
(
v1 y¯
k
1 + · · ·+ vn y¯kn
)
(5c)
for all ℓ ∈ {1, . . . , n} where ξ¯0ℓ ∈ R2. We refer to (5)
as the separated system, and the corresponding transfer
functions are given by
Gλℓ(z) = (C0 + λℓC1)
(
zI − (A0 + λℓA1)
)−1
(B0 + λℓB1)
+ (D0 +D1λℓ). (6)
Note that ℓ indexes the n directions in the eigenspace
of L as opposed to the n agents, which are indexed by i.
Given the generic transfer function Gλℓ(z), imposing
that algorithm (2) has an optimal fixed point leads to
properties that the transfer functions must satisfy. Here,
an optimal fixed point is any point (ξ⋆i , y
⋆
i , u
⋆
i ) such that
y⋆i = x
⋆ solves (1). We summarize these in the following
lemma; see Appendix 5.3 for a proof.
Lemma 5. Suppose algorithm (2) converges to an opti-
mal fixed point. Then the transfer function (6) satisfies
the following properties.
1. Gλ1(z) has a pole at z = 1 and is marginally stable.
2. Gλℓ(z) has a zero at z = 1 and is strictly stable for
all ℓ = 2, . . . , n.
The requirements on the transfer function in Lemma 5
imply that no single-state algorithm of the form (2) can
solve the distributed optimization problem. This pro-
vides an explanation as to why the Distributed Gradient
Descent algorithm must use a diminishing stepsize [10].
We therefore restrict ourselves to algorithms with two
states (i.e., ξki ∈ R2d) since these are the simplest algo-
rithms that can achieve linear convergence rates.
Corollary 6. No algorithm satisfying properties P2
and P3 where each agent has a local state of dimension d
can solve the distributed optimization problem (1).
Proof of Corollary 6. Such an algorithm can be writ-
ten in the form (2) with Ai, Bi, Ci, Di ∈ R for i = 1, 2
(since the state is dimension d) and D0 = D1 = 0. The
corresponding transfer function then has the form
Gλℓ(z) =
(C0 + λℓC1)(B0 + λℓB1)
z − (A0 + λℓA1) .
Suppose the algorithm solves the distributed optimiza-
tion problem (1). Then from Lemma 5, Gλ0(z) must have
a pole at z = 1, and Gλℓ(z) must have a zero at z = 1 for
all ℓ = 2, . . . , n. The first condition implies that A0 = 1
with B0C0 6= 0, while the second condition implies that
either B0 = B1 = 0 or C0 = C1 = 0. These conditions
contradict each other, implying that the algorithm does
not solve the distributed optimization problem.
3 Putting algorithms in canonical form
We now outline a procedure to put any distributed op-
timization algorithm in our class of interest in canonical
form. Note that the canonical form has the form (2) with[
A0 B0
C0 D0
]
=
 1 ζ0 −α0 1 0
1 0 0
 and
[
A1 B1
C1 D1
]
=
 −ζ1 ζ2 0−1 0 0
− ζ3 0 0

(7)
and the corresponding transfer function (6) is
GCFλℓ (z) = −
α (1 − ζ3λℓ)(z − 1)
(z − 1)(z − 1 + ζ1λℓ) + λℓ (ζ0 + ζ2λℓ) . (8)
We can then apply the following procedure to put any dis-
tributed algorithm satisfying properties P1–P3 into our
canonical form. We summarize the results for several
known algorithms in Table 1.
1. Write the algorithm in the form (2) to obtain the sys-
tem matrices (A0, B0, C0, D0) and (A1, B1, C1, D1).
2. Compute the transfer function Gλℓ(z) using (6).
3. Obtain parameters α, ζ0, ζ1, ζ2, ζ3 by comparing co-
efficients of the transfer function Gλℓ(z) with that
of the canonical form GCFλℓ (z) in (8).
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Table 1: Parameters of distributed optimization algo-
rithms in canonical form using W = I − L.
ζ0 ζ1 ζ2 ζ3
EXTRA [17] 1
2
1 0 0
NIDS [7] 1
2
1 0 1
2
Exact Diffusion [23] 1
2
1 0 1
2
DIGing [9, 15] 0 2 1 0
AsynDGM2 [22] 0 2 1 1
Jakovetic´ [4] (B = βI) αβ 2 1 0
Jakovetic´ [4] (B = βW ) αβ 2 1− αβ 0
Since the parameters of our canonical form are unique,
we can compare various algorithms by putting them in
this form. For example, from Table 1 we observe that
NIDS and Exact Diffusion have the same parameters and
are therefore equivalent. Similarly, for the algorithm of
Jakovetic´, choosing B = 0 recovers DIGing, and B = 1
α
W
with W 7→ 1
2
(I +W ) recovers EXTRA, as noted in [4].
Remark 7. To provide an additional degree of freedom,
we can relate the gossip matrix to the Laplacian matrix
by W = I − µL where µ ∈ R is an additional scalar pa-
rameter. This is equivalent to choosing the gossip matrix
as a convex combination of I − L and the identity, i.e.,
W = (1 − µ)I + µ(I − L).
Remark 8 (Uniqueness of realization). The canonical
form (7) can be reliably obtained from an algorithm by
computing its transfer function (8) and then extracting
coefficients. In contrast, working with realizations di-
rectly can be problematic because even if coordinates are
chosen such that (A0, B0, C0, D0) has the desired form,
this does not ensure uniqueness of (A1, B1, C1, D1). For
example, one can easily check that the following realiza-
tion has the same transfer function as (7):[
A0 B0
C0 D0
]
=
 1 ζ0 −α0 1 0
1 0 0
 and
[
A1 B1
C1 D1
]
=
 −ζ1 ζ2 αζ3−1 0 0
0 0 0
 .
The equivalence class of realizations for a doubly-indexed
transfer function (i.e. with z and λ) is more involved
than the singly-indexed case and a broader discussion on
this topic is outside the scope of the present work; seminal
references include [2,16].
3.1 Example: NIDS
To illustrate our approach, we return to the NIDS algo-
rithm from Section 1. As suggested by the authors of [7],
we choose W˜ := (I +W )/2 where the gossip matrix W
is related to the Laplacian matrix L by W = I − L.
2The similar algorithm AugDGM [21] does not fit in our frame-
work because it requires two sequential rounds of communication
per iteration.
First, we write NIDS in the form (2) as follows: xk+2xk+1
∇f(yk)
 =
2I − L 12L− I α(I − 12L)I 0 0
0 0 0
 xk+1xk
∇f(yk−1)

+
α(12L− I)0
I
∇f(yk)
yk =
[
I 0 0
] xk+1xk
∇f(yk−1)

This is equivalent to (2) with state-space matrices
[
A0 B0
C0 D0
]
=

2 −1 α −α
1 0 0 0
0 0 0 1
1 0 0 0
 and
[
A1 B1
C1 D1
]
=

−1 1
2
−α
2
α
2
0 0 0 0
0 0 0 0
0 0 0 0
 ,
which have associated transfer function (6) given by
Gλℓ(z) = −
α (1− 1
2
λℓ)(z − 1)
(z − 1)(z − 1 + λℓ) + 12λℓ
.
Comparing coefficients with that of GCFλℓ (z) in (8), we
find that the parameters of the canonical form are
(ζ0, ζ1, ζ2, ζ3) = (
1
2
, 1, 0, 1
2
).
4 Conclusion
In this paper, we derived a canonical form for a large class
of first-order distributed algorithms that fulfills existence
and uniqueness properties, and features a minimal pa-
rameterization. We provided sufficient conditions for an
algorithm in canonical form to have a fixed point corre-
sponding to the solution of the distributed optimization
problem, as well as necessary conditions for convergence
to such a fixed point. Combined with analysis tools such
as those described in [6, 11, 19] and references therein,
this work provides a first step toward a principled and
automated methodology for the analysis and design of
distributed optimization algorithms.
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5 Appendix
5.1 Proof of Theorem 3
All fixed points are optimal. Consider a fixed point
of the algorithm, given by (v⋆1i, v
⋆
2i, y
⋆
i , u
⋆
i , x
⋆
i , w
⋆
i ) for
i ∈ {1, . . . , n}. Applying (C.6) and (C.1) to the fixed
point, we have 0 = v⋆1i =
∑n
j=1 Lij x
⋆
j . This implies
y⋆i = x
⋆
i from (C.3), and x
⋆
i = x
⋆
j for all i, j ∈ {1, . . . , n}
since the graph is connected by Assumption 1. This
shows that the agents reach consensus at the fixed point;
we have left to show that the consensus variable is the
solution to (1). To do so, we sum (C.5) to obtain
α
n∑
i=1
u⋆i = ζ0
n∑
i=1
w⋆i − ζ1
n∑
i,j=1
Lijx
⋆
j + ζ2
n∑
i,j=1
Lijw
⋆
j . (9)
The last two terms on the right side are both zero since
the Laplacian matrix is symmetric by Assumption 1, and
therefore satisfies LT1 = 0. Furthermore, the first term
on the right side is zero due to T3. To see this, we sum
(C.6) to obtain
∑n
i=1 w
k+1
i =
∑n
i=1 w
k
i , so either ζ0 = 0
or
∑n
i=1 w
⋆
i = 0. Finally, α 6= 0 from T1, so we must
have 0 =
∑n
i=1 u
⋆
i =
∑n
i=1∇fi(y⋆i ). The fixed point sat-
isfies (1) and is therefore optimal.
An optimal fixed point exists. Define x⋆ as in (1).
We show how to construct an optimal fixed point of the
canonical form. Define v⋆1i := 0, y
⋆
i := x
⋆, u⋆i := ∇fi(x⋆),
and x⋆i := x
⋆ for all i ∈ {1, . . . , n}. We have∑ni=1 u⋆i = 0
from the definition of x⋆, so from T2, the linear system
αu⋆i = ζ0w
⋆
i + ζ2
n∑
j=1
Lij w
⋆
j (10)
has a solution w⋆i . Finally, we define v
⋆
2i :=
∑n
j=1 Lij w
⋆
i .
Then the point (v⋆1i, v
⋆
2i, y
⋆
i , u
⋆
i , x
⋆
i , w
⋆
i ) for i ∈ {1, . . . , n}
is an optimal fixed point.
5.2 Proof of Theorem 4
Consider an algorithm that satisfies properties P1–P3
and converges to an optimal fixed point. Such an algo-
rithm can be represented by the iterations (2) with the
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following: i) Ai ∈ R2×2 for i = 1, 2 (since the local state
vector is in R2d, ii) D0 = D1 = 0, and iii) either B1 = 0
or C1 = 0 (otherwise the algorithm would require two
sequential rounds of communication per iteration). We
can therefore parameterize the state-space matrices as[
A0 B0
C0 D0
]
=
 a1 a2 b1a3 a4 b2
c1 c2 0
, [ A1 B1
C1 D1
]
=
 a5 a6 b3a7 a8 b4
c3 c4 0
.
The corresponding transfer function has the form
Gλ(z) =
(η1 + η2λ+ η3λ
2)z + (η4 + η5λ+ η6λ
2 + η7λ
3)
z2 + (η8 + η9λ)z + (η10 + η11λ+ η12λ2)
where the parameters {ηi} are defined as follows:
η1 := b1c1 + b2c2
η2 := b1c3 + b3c1 + b2c4 + b4c2
η3 := b3c3 + b4c4
η4 := −a1b2c2 + a2b2c1 + a3b1c2 − a4b1c1
η5 := a2b2c3 − a1b4c2 − a1b2c4 + a2b4c1
+ a3b1c4 + a3b3c2 − a4b1c3 − a4b3c1
− a5b2c2 + a6b2c1 + a7b1c2 − a8b1c1
η6 := a2b4c3 − a1b4c4 + a3b3c4 − a4b3c3
− a5b2c4 − a5b4c2 + a6b2c3 + a6b4c1
+ a7b1c4 + a7b3c2 − a8b1c3 − a8b3c1
η7 := a6b4c3 − a5b4c4 + a7b3c4 − a8b3c3
η8 := −(a1 + a4)
η9 := −(a5 + a8)
η10 := a1a4 − a2a3
η11 := a1a8 − a2a7 − a3a6 + a4a5
η12 := a5a8 − a6a7
Since either B1 = 0 or C1 = 0, we have η3 = η7 = 0.
Since the algorithm converges to an optimal fixed point,
we have from Lemma 5 that Gλ(z) must have a zero at
z = 1 for all nonzero eigenvalues λ of L, so the term
(z − 1) must factor from the numerator. Therefore, the
parameters satisfy η1 + η4 = 0, η2 + η5 = 0, and η6 = 0.
Also, the transfer function must have a pole at z = 1
when λ = 0, which requires the denominator to be (z−1)2
when λ = 0. This implies η8 = −2 and η10 = 1. The
transfer function then has the form
Gλ(z) =
(η1 + η2λ)(z − 1)
(z − 1)2 + λ (η11 + η9z + η12λ) , (11)
which is equivalent to (8) with (η1, η2, η9, η11, η12) 7→
(−α, αζ3, ζ1, ζ0 − ζ1, ζ2). Note that η1 cannot be zero,
since this would violate the necessary condition that the
transfer function has a pole at z = 1 when λ = 0. We
can then invert the mapping to obtain the parameters
(α, ζ0, ζ1, ζ2, ζ3) =
(−η1, η9 + η11, η9, η12,− η2η1 ). There-
fore, the algorithm can be put into canonical form with
a suitable choice of parameters α, ζ0, ζ1, ζ2, ζ3, and these
parameters are unique since the mapping to the transfer
function coefficients is one-to-one. Furthermore, there
are five degrees of freedom in the coefficients of the trans-
fer function (11), so any fully expressive canonical form
must have at least five parameters. Our canonical form
has precisely five parameters and is therefore a minimal
parameterization. It remains to show that the technical
conditions hold.
T1. Suppose α = 0. Then the transfer function of the
canonical form (8) is identically zero, and therefore does
not satisfy the conditions of Lemma 5. But this contra-
dicts that the algorithm converges to an optimal fixed
point, so α 6= 0. Therefore, T1 holds.
T2. For a given initial state, let (v⋆1i, v
⋆
2i, y
⋆
i , u
⋆
i , x
⋆
i , w
⋆
i )
for i ∈ {1, . . . , n} denote the optimal fixed point to which
the algorithm converges. Then this point must satisfy
the linear equation (10). For this to hold for a general
objective function, the system must have a solution for
any u⋆i such that
∑n
i=1 u
⋆
i = 0, which implies T2 holds.
T3. Since the algorithm converges to an optimal fixed
point, the right side of (9) must be zero, or equivalently,
ζ0
∑n
i=1 w
⋆
i = 0. The Laplacian matrix is symmetric by
Assumption 1, so
∑n
i=1 w
k+1
i =
∑n
i=1 w
k
i for all k ≥ 0.
Therefore, we must have either ζ0 = 0 or
∑n
i=1 w
0
i = 0,
so T3 holds.
5.3 Proof of Lemma 5
Since algorithm (2) converges to an optimal fixed point,
the separated systems (5) also converge to fixed points.
Since λ1 = 0 and v1 =
1√
n
1, and by (4) and (1),
u¯⋆1 = v
T
1 u
⋆ = 1√
n
n∑
i=1
∇fi(y⋆i ) =
√
n∇f(x⋆) = 0. (12a)
For ℓ = 2, . . . , n, each vℓ is orthogonal to v1 since L is
symmetric. Again using (4) and (1),
y¯⋆ℓ = v
T
ℓ y
⋆ = vTℓ 1x
⋆ = 0 for ℓ ∈ {2, . . . , n}. (12b)
We first prove that Gλ1(z) has a pole at z = 1 and
is marginally stable. Suppose by contradiction that all
poles of Gλ1(z) are strictly stable. Then for every input
sequence, u¯k1 → u¯⋆1 = 0 by (12a), and the correspond-
ing output sequence y¯k1 must tend to y¯
⋆
1 = 0. However,
this is a contradiction because y¯⋆1 is nonzero in general.
Alternatively suppose that Gλ1(z) has an unstable pole.
Then there exists an input sequence such that y¯k1 → ∞
as u¯k1 → u⋆. This contradicts that y¯⋆1 is finite. Hence,
Gλ1(z) is marginally stable with a pole at z = 1.
To prove that Gλℓ(z) is strictly stable for ℓ = 2, . . . , n,
assume the contrary. Then there exists a pole for some z
such that |z| ≥ 1. Consequently, for a converging input
sequence, y¯kℓ → y¯⋆ℓ 6= 0, which contradicts (12b). Finally,
we show that Gλℓ(z) has a zero at z = 1. Let u¯
k
ℓ → u¯⋆ℓ ,
which in general is a nonzero constant. Then the steady-
state gain to yℓ must be zero to ensure (12b) holds.
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