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Segmente zu grooen homogenen Gebieten, in denen die Radarsignaturen sicher 
berechnet werden kÃ¶nnen 
Die Interpretation der Radarsignaturen wird anhand der klassifizierten Line- 
Scanner-Daten durchgefÃ¼hrt indem beide Bilder so aneinander angepaBt werden, 
daÂ gleiche Gebiete auf dem Meereis in beiden Bildern gleiche Koordinaten ha- 
ben. So dienen die Line-Scanner-Daten zum einen als Trainingsgebiete fÃ¼ einen 
speziell entwickelten Klassifikator fÃ¼ die Radardaten, zum anderen wird anhand 
dieser Daten ein Test bezÃ¼glic der Klassifikationssicherheit durchgefÃ¼hrt Die 
Anwendung dieses Verfahrens auf ein kleines Gebiet von 10 km2, in dem eine Ã¶rt 
liche Variation der einzelnen Eistypen ausgeschlossen ist, ergab eine Klassifikati- 
onsgenauigkeit von 97,496. Mit dem gleichen Verfahren wurde eine Winter- und 
eine Sommerszene des SAR klassifiziert. Im Winter konnten mit der Unterschei- 
dung zwischen neuem, erstjÃ¤hrige und altem Eis eine Klassifikationsgenauigkeit 
des SAR-Bildes von 78,0% erreicht werden. Neben dem mittleren RÃ¼ckstreuko 
effizienten haben das 2. normierte Moment und die TexturgrÃ¶Be Kontrast und 
inverses Differenzmoment effektiv zur Klassifikation beigetragen. 
Im Sommer wurde mit der Unterscheidung von offenem Wasser, schneebedeck- 
tem Eis und TrÃ¼mmerei eine Klassifikationsgenauigkeit von 73% erreicht. Eine 
weitere Unterteilung des schneebedeckten Eises ist mit den verwendeten Line- 
Scannern im Sommer nicht mÃ¶glich Die schlechte Klassifikation ist darauf zurÃ¼ck 
zufÃ¼hren daÂ offenes Wasser durch Seegang unterschiedliche Radarsignaturen 
erzeugen kann. DaÂ hierbei die Texturen an Bedeutung gewinnen, wird daduch 
deutlich, daÂ das Klassifikationsergebnis der Sommerdaten ausschlieBlich durch 
Verwendung des 3. zentralen Moments und der TexturmaBe Kontrast, inverses 
Differenzmoment und Entropie erreicht wurde; der mittlere RÃ¼ckstreukoeffizien 
und das 2. normierte Moment waren unbedeutend. 
Die erreichten Klassifikationsgenauigkeiten werden durch Angaben aus der Lite- 
ratur Ã¼berboten Die dort verwendeten Verfahren stÃ¼tze sich jedoch nicht auf 
Vergleichsmessungen, sondern auf empirisch klassifizierte Testgebiete. 
Mit der vorliegenden Arbeit ist erstmals ein ausfÃ¼hrliche Vergleich von SAR- 
Daten des ERS-1 mit anderen flÃ¤chendeckende Grundmessungen durchgefÃ¼hr 
worden. 
Summary 
The Special Sensor Microwave/Imager (SSM/I) is available as a satellite Sensor 
for the generation of ice maps and it guarantees an almost complete coverage of 
the polar regions. It has, however, only a coarse spatial resolution of 25 km. To 
improve the dissatisfactory accuracy of the ice maps derived from SSM/I data it 
is necessary to carry out a hierarchical validation of data with different spatial 
resolution and coverage. The algorithms with which ice maps are calculated 
from SSM/I measurements can be improved by means of data from the Synthetic 
Aperture Radar (SAR) of the First European Remote Sensing Satellite (ERS-1). 
The present work investigates to what extent the data of the SAR may be used 
for the deriviation of ice maps; for this purpose, new algorithms and procedures 
are developed. 
Two line Scanners were developed to record image data for this investigation, 
which operate as well in the visible spectral range as in the thermal infrared range. 
With the first operation of this combined system, validation measurements for 
satellite SAR images were made during the airplane expedition REFLEX I1 and 
by use of a helicopter during the POLARSTERN cruise ARK IX. 
In order to analyse the line Scanner data, they are corrected radiometrically and 
geometrically. Conventional techniques of digital image processing are investiga- 
ted for the classification into different types of sea ice. However, the best results 
are achieved by means of a new interactive classificator which bases on two- 
dimensional histogrammes. By this method, about seven different types of sea 
ice may be distinguished on the basis of winter data. As summer measurements 
in the infrared spectral range only give little additional information to  the data 
of the visible spectral range, the distinction is limited to three different types of 
ice during this period. 
Besides the mean backscatter intensity, the texture as a spatial variation of the 
backscattering is investigated in order to distinguish different types of sea ice. 
The texture is described by the moments of the probarbility density function and 
the texture values of the CO-occurance matrix. Corresponding to  the literature 
in addition to the mean backscatter coefficient, the 2. normalized moment, the 
3. central moment and the texture values contrast, inverse difference moment and 
entropy were chosen for detailed investigations. As the calculation of the para- 
meters require homogeneous areas, the radar images are prepared by a region 
based segmentation procedure, which is described in literature. This segmenta- 
tion procedure is based on edge detection and region growing, and unifies smaller 
segments into larger homogeneous areas in which the radar signatures may be 
calculated properly. 
The Interpretation of the radar signatures are carried out by means of the clas- 
sified line Scanner data, fitting the images to each other in a way the identical 
areas on the ground have identical coordinates in the images. In this way, the 
line Scanner data serves as training areas for a specially developed classifier for 
the radar data, On the other hand, the reliability of the classification is tested On 
these data. 
The use of this procedure in a small area of 10 km2 - excluding a local variability 
of single ice types - resulted in a classification accuracy of 97,4%. A winter 
scene and a summer scene of SAR images were classified by this procedure. In 
winter, a classification accuracy of the SAR image of 78% was achieved with 
a distinction between young ice, first-year ice and old ice. Besides the mean 
backscatter coefficient, the 2. normalized moment, the texture values contrast, 
and inverse difference moment contributed effectively to the classification. 
In summer, a distinction between Open water, snow-covered ice and brash ice re- 
sults in a classification accuracy of 73%. Further differentiation of snow-covered 
ice is not possible during summer with the operated line Scanners. The classifi- 
cation accuracy may be led back to the fact that Open water may show different 
radar signatures by different waves. It becomes obvious that the texture beco- 
mes more important as the classification result of the summer data is derived by 
the 3. central moment and the texture values contrast, inverse difference moment 
and entropy; the mean backscatter coefficient and the 2. normalized moment were 
insignificant. 
The achieved classification accuracy is surpassed by other results from literature. 
The used procedures are, however, not based on validation measurements but on 
empirically classified test areas. 
In the present work a comparison of SAR data of the ERS-1 has been carried out 
with other surface covering ground measurements for the first time. 
Vorwort 
Als MeÂ§gerÃ fÃ¼ die Eisbedeckung des Meeres verwendet das Alfred-Wegener- 
Institut seit zehn Jahren einen Kameratyp, der nach dem Prinzip der zeilenweise 
Abtastung funktioniert. Diese Digitalkameras werden vom Hubschrauber oder 
Flugzeug aus eingesetzt. Zuerst wurde wegen der damals beschrÃ¤nkte Speicher- 
kapazitÃ¤ schon wÃ¤hren der Bildaufnahme entschieden, ob ein Bildpunkt Eis 
oder Wasser reprÃ¤sentiert Meine erste Arbeit mit diesen Kameras war 1989 eine 
Verbesserung der Line-Scan-Camera, so daÂ Ã¤hnlic einer Schwarzweifiaufnahme 
256 Graustufen unterschieden werden und mit Methoden der Bildsignalverarbei- 
tung neben Wasser und Eis auch Neueis oder SchmelzpfÃ¼tze erkannt werden 
kÃ¶nnen 
Um die Unterscheidung von Eistypen weiter zu verbessern entwickelte ich 1992 
einen Infrared-Line-Scanner. Das Institut fÃ¼ Optoelektronik der Deutschen For- 
schungsanstalt fÃ¼ Luft- und Raumfahrt (DLR) stellte mir hierfÃ¼ einen alten 
Line-Scanner zur VerfÃ¼gung Hiervon konnten Chassis und Spiegeloptik noch 
verwendet werden, wÃ¤hren die Elektronik komplett neu entwickelt wurde. Mit 
diesem neuen Line-Scanner kann vom Flugzeug aus die OberflÃ¤chentemperatu 
der eisbedeckten MeeresoberflÃ¤ch erfaÂ§ werden. 
WÃ¤hren meiner Dissertation habe ich eine neue einkanalige Line-Scan-Camera 
fÃ¼ den sichtbaren Spektralbereich entwickelt, die wesentlich verkleinert und im 
Mefiwinkel 'angepaÂ§ mit dem Infrared-Line-Scanner mechanisch und elektrisch 
gekoppelt wurde. Der Einsatz der kombinierten GerÃ¤t fand erstmals auf den Ex- 
peditionen REFLEX I1 und ARK IX statt, wÃ¤hren derer ich die Daten fÃ¼ diese 
Arbeit aufgenommen habe. Die Auswertung dieser Daten und ihre Anwendung 
fÃ¼ die Verbesserung der Meereisklassifikation aus Radarsatellitendaten wird hier 
ausfÃ¼hrlic beschrieben. 
Im Laufe der Arbeit an diesem Thema stellte sich heraus, daÂ der kombinierte 
Einsatz von Line-Scan-Camera und Infrared-Line-Scanner nur im Winter die Un- 
terscheidung von Eistypen verbessern kann. Bisher ungenutzt blieben die im 
Sommer durch das Schmelzen des Eises verursachten unterschiedlichsten Eisfar- 
ben. Blankes und wasserbedecktes Eis schimmert blau bis tÃ¼rkis algenbesetztes 
Eis ist braun und grÃ¼n braune Sedimente treten hervor. Der Schnee ist je nach 
Alter grau bis weiÂ§ Gute Erfahrungen mit der Verbindung von GerÃ¤teentwick 
lung und Ausbildung veranlai3ten mich dazu, parallel zu meiner Dissertation zu- 
sammen mit der Hochschule Bremen eine neue Kamera zu konstruieren, welche 
mehrere KanÃ¤l im sichtbaren Spektralbereich aufnimmt. Dies fÃ¼hrt zum kom- 
pakten Color-Line-Scanner, einer digitalen Zeilenkamera mit hoher AuflÃ¶sung 
die fur jeden Bildpunkt die IntensitÃ¤ der drei Grundfarben Rot, GrÃ¼ und Blau 
mifit. Ihren ersten Einsatz habe ich auf der Flugzeugexpedition REFLEX I11 
im Sommer 1995 betreut. Der Color-Line-Scanner ist im Deutschen Museum 
Bonn, einem Museum fiir zeitgenÃ¶ssisch Technik, neben rund hundert anderen 
Exponaten ausgestellt. 
Die MÃ¶glichkei der Erstellung meiner Dissertation verdanke ich meinen Be- 
treuern Prof. Dr. Peter Lemke und Prof. Dr. Gunther Krause. Besonders Herr 
Prof. Krause hat mich bei allen meinen Arbeiten im Alfred-Wegener-Institut un- 
eingeschrÃ¤nk unterstÃ¼tzt Speziellen Dank mÃ¶cht ich an Klaus Ohm, Rainer 
Plugge und Dr. Gereon Budgus richten, die mich in meiner Arbeit tÃ¤glic anreg- 
ten, kritisierten und kommentierten, mir dabei immer helfend zur Seite standen. 
Dem inzwischen leider verstorbenen Dr. Thomas Viehoff als Leiter des Organi- 
sationsbÃ¼ro PIPOR, Dr. Rene Ramseier und Dr. Stefan Bakan danke ich wegen 
der unkomplizierten Beschaffung der Radardaten des ERS-1. DarÃ¼be hinaus er- 
innere ich mich gerne daran, daÂ Rene Ramseier mich auf unseren ersten gemein- 
sammen Expeditionen in die interessanten Arbeiten auf dem Meereis eingefÃ¼hr 
hat. Besonders erfreut hat mich das offene Entgegenkommenvon Dr. Henning 
Skriver, der mir die Programme aus seiner Dissertation fÃ¼ die Segmentierung 
der Radardaten Ã¼berlasse hat. HierfÃ¼ danke ich ihm. 
FÃ¼ die Teilnahme an REFLEX I1 und die freundschaftliche AtmosphÃ¤r auf 
dieser Expedition danke ich Dr. Christoph Kottmeier und seiner gesamten Ar- 
beitsgruppe. Mein Dank gilt auch Dr. Garen Garrity und Dr. Saad E1 Naggar 
neben vielem anderen fiir ihre Zusammenarbeit wÃ¤hren ARK IX. 
Letztendlich mÃ¶cht ich mich bei den Piloten der Polarflugzeuge, Horst Heller 
und Hans-JÃ¼rge Berns, und der Polarhubschrauber, Uwe Lahrmann und JÃ¼rge 
BÃ¼chner bedanken, die immer geduldig und konzentriert bei den MeBflÃ¼ge HÃ¶h 
und Kurs gehalten haben. 

1 Einleitung und Aufgabenst ellung 
Seit den AnfÃ¤nge der Polarforschung wurde der Ausdehnung der Meereisbe- 
deckung besondere Aufmerksamkeit zugewandt. Waren die treibenden KrÃ¤ft 
der frÃ¼he Forschungsreisen eher wirtschaftliche Interessen [HANSEN, 19741, so 
verlagerten sie sich nach und nach zu wissenschaftlichen BeweggrÃ¼nden die auch 
die ersten deutschen Polarexpeditionen ins Leben gerufen haben (1868 und 1869) 
[ABEL und JESSEN, 19541. Den Kenntnisstand im Jahre 1865 Ã¼be die Meereis- 
bedeckung verdeutlicht das Vorhaben, bis zum Nordpol vorzustoÂ§en indem man 
der StrÃ¶mun des Golfstromes folgt [PETERMANN, 18651. Solche zwar einleuch- 
tenden aber falschen EinschÃ¤tzunge stellten lange Zeit fÃ¼ die Seefahrt in  den 
Polargebieten eine Gefahr dar. 
In jÃ¼ngste Zeit sind jedoch wesentlich schwerwiegendere Probleme erkannt wor- 
den, die der Polarforschung besondere Bedeutung zumessen. Der Schwerpunkt 
der heutigen Untersuchungen in den Polarregionen liegt in der Klimaforschung 
und AbschÃ¤tzun der Auswirkungen der Umweltverschmutzung. Die bedeu- 
tendsten sekundÃ¤re Ursachen, die das Weltklima beeinflussen, sind die Zu- 
nahme der Konzentration von Treibhausgasen (COz) in der AtmosphÃ¤r und die 
Ausdiinnung der Ozonschicht in der StratosphÃ¤re WÃ¤hren der Treibhauseffekt 
die langwellige terrestrische Ausstrahlung einschrÃ¤nkt verursacht die AusdÃ¼nnun 
der Ozonschicht eine VerstÃ¤rkun der kurzwelligen solaren Einstrahlung. PrimÃ¤r 
Wirkung des gestÃ¶rte Energiegleichgewichtes auf das Klima ist die BegÃ¼nstigun 
einer globalen ErwÃ¤rmung Diese ist besonders gut an der Meereisbedeckung zu 
erkennen. 
Die Ausdehnung und VariabilitÃ¤ des Meereises besitzt eine herausragende Be- 
deutung fÃ¼ die Wechselwirkungsprozesse des globalen Klimageschehens. Zum 
einen ist die VerÃ¤nderun der Meereisbedeckung wegen des sensiblen Reagierens 
Vorbote von KlimaverÃ¤nderungen zum anderen ist Meereis ein wichtiges Element 
in den Wechselwirkungsprozessen zwischen Ozean und AtmosphÃ¤re 
Meereis ist im Vergleich zum Ozean und der AtmosphÃ¤r nur eine dÃ¼nn Haut 
von bis zu einigen Metern Dicke, die aber immerhin in ihrer Maximalausdehnung 
etwa 10% der gesamten ~eeresoberflÃ¤ch abdeckt. In der nÃ¶rdliche HemisphÃ¤r 
ergeben sich jÃ¤hrlich maximale Ausdehnungen von 15 Millionen Quadratkilome- 
tern IPARKINSON und CAVALIERI, 19891. Meereis ist ein schlechter WÃ¤rmeleite 
und hemmt somit den Energietran.sport zwischen Ozean und AtmosphÃ¤re Im 
Winter wÃ¤hren der Polarnacht fÃ¤ll die Energiebilanz des Ozeans durch diese 
Isolation negativ aus. Da die wachsende Meereisdecke einem hÃ¶here WÃ¤rme 
fluÂ§ der durch die vergrÃ¶Â§er Temperaturdifferenz zwischen AtmosphÃ¤r und 
Ozean verursacht wird, entgegenwirkt, ergibt sich eine Gegenkopplung, die das 
wechselwirkende System stabilisiert. 
Im Sommer wechselt das System Ozean-Meereis-AtmosphÃ¤r jedoch zu einer 
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energetischen Mitkopplung. Durch die stÃ¤ndi einstrahlende Sonnenenergie wird 
die Energiebilanz in den Polarregionen positiv. Das schneebedeckte Meereis hat  
gegenÃ¼be dem offenen Ozean eine etwa neunfach hÃ¶her Albedo. Ã„nderunge 
in der Meereisausdehnung haben somit dramatische Folgen auf die Energiebi- 
lanz. Die geÃ¶ffnete OzeanflÃ¤che bilden zusÃ¤tzlich Gebiete, in denen durch 
Folge reduzierter Albedo die ErwÃ¤rmun vorangetrieben wird, welche wiederum 
die Ausdehnung des Eises reduziert. Ein solches mitgekoppeltes System reagiert 
Ã¤uÂ§er sensibel auf Ã„nderunge der Randbedingungen, wie sie zum Beispiel die 
Temperaturen von Ozean und AtmosphÃ¤r oder die Strahlungstransmissionsei- 
genschaften von AtmosphÃ¤r und StratosphÃ¤r sind. TatsÃ¤chlic zeigt eine Ana- 
lyse von VINJE und KVAMBEKK [199l], daÂ sich in der Region Barentssee speziell 
zum Ende der Schmelzphase im August die mittere Eisbedeckung in den Jahren 
1966 bis 1988 um 40% reduziert hat. 
Zur FÃ¶rderun des VerstÃ¤ndnisse der aufgefÃ¼hrte PhÃ¤nomen dienen Unter- 
suchungen, die die physikalischen Eigenschaften des Meereises zum Inhalt ha- 
ben. Feldmessungen und Laborexperimente konzentrieren sich auf die Unter- 
suchung kleinskaliger thermischer, elastischer und rheologischer Eigenschaften 
und der Bildungsprozesse von Meereis (zum Beispiel [HELLMANN, 19901 und 
[EICKEN, 19911). Die hierbei gewonnen Erkenntnisse sind Grundlage eines kon- 
zeptionellen VerstÃ¤ndnisse der groBskaligen Prozesse [LEMKE, 19871. Hierauf 
aufbauend werden numerische Modelle erstellt, die die Meereisbedeckung in den 
Polarregionen, die Eisdrift und das Frieren und Schmelzen des Meereises simulie- 
ren [PRELLER et al., 19921. Die quantitative Anpassung dieser dynamisch ther- 
modynamischen Modelle an die real vorkommenden VerhÃ¤ltniss und hiermit ein 
besseres VerstÃ¤ndni der groflskaligen physikalischen Eigenschaften des Meereises 
geschieht durch empirische Parametrisierung der einzelnen Modellkomponenten. 
Ein wesentliches Problem bei dieser Anpassung entsteht durch Unsicherheiten in 
der Erstellung von Karten der realen Eiskonzentrationen in ausreichender zeitli- 
cher und rÃ¤umliche Abdeckung. Diese Eiskarten werden vorrangig aus Mikrowel- 
lensatellitendaten gewonnen. Die satellitengestÃ¼tzt Messung der vom Meereis 
emittierten Mikrowellenstrahlung bietet gegenÃ¼be der Messung in anderen spek- 
tralen Bereichen den Vorteil, daÂ sie weitgehend unabhÃ¤ngi von der BewÃ¶lkun 
und nicht auf das Tageslicht angewiesen ist. Wegen der relativ groÂ§e WellenlÃ¤ng 
wird die IntensitÃ¤ der Ausstrahlung und deren spektrale Zusammensetzung vom 
inneren Aufbau des Meereises mitbestimmt. Ein diesen physikalischen Effekt nut- 
zendes System stellt der Special-Sensor-Microwave/Imager (SSM/I) dar, der auf 
Satelliten des amerikanischen Defense-Meteorological-Satellite-Program (DMSP) 
eingesetzt wird. Die Daten des SSM/I sind fÃ¼ den Vergleich mit den erwÃ¤hn 
ten Eisdriftmodellen besonders geeignet, da beide etwa die gleiche rÃ¤umlich 
AuflÃ¶sun besitzen und mit dem SSM/I die Polarregionen tÃ¤glic flÃ¤chendecken 
vermessen werden. Mit den gegenwÃ¤rti vorhandenen Algorithmen zur Bestim- 
mung der Meereiskonzentration werden jedoch noch unzureichende Genauigkeiten 
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erreicht. Es fehlt besonders die flÃ¤chendeckend Validierung mit der wirklichen 
Eisbedeckung. Diese Validierung kann nicht direkt anhand von Feldmessungen 
durchgefÃ¼hr werden, da  diese punktuell stattfinden und der SSM/I eine grobe 
AuflÃ¶sun von 25 km hat. 
Die Line-Scanner des Alfred-Wegener-Instituts haben eine hohe rÃ¤umlich AuflÃ¶ 
sung im Meterbereich. Vom Flugzeug oder Hubschrauber getragen werden mit  
ihnen groÂ§ Meereisgebiete vermessen, um hochaufgelÃ¶st Karten der Eiskonzen- 
tration zu erstellen, die verschiedene Meereistypen unterscheiden. Ein Vergleich 
dieser Karten mit den Eiskarten, die aus den Daten des SSM/I abgeleitet wer- 
den, scheitert an den zu unterschiedlichen rÃ¤umliche Abdeckungen beziehungs- 
weise AuflÃ¶sungen Als Ãœbergan zwischen diesen beiden AuflÃ¶sungsdirnensione 
werden die Daten des Synthetic-Aperture-Radar (SAR), des ersten europÃ¤ische 
Fernerkundungssatelliten (ERS-I), genutzt, dessen AuflÃ¶sun von 30 m zwischen 
der des SSM/I und der der Line-Scanner liegt. Mit dieser Hierarchie wird eiii 
lÃ¼ckenlose Ãœbergan von Feldmessungen zu grob aufgelÃ¶ste Eiskarten, die zum 
Vergleich mit Eisdriftmodellen dienen, ermÃ¶glicht 
Die vorliegende Arbeit konzentriert sich auf die grÃ¼ndlich Auswertung von Line- 
Scanner-Daten bis hin zur Erstellung von klassifizierten Eiskarten und hierauf 
aufbauend auf die Interpretation von Radardaten des ERS-1. Die erzielten Er- 
gebnisse kÃ¶nne Grundlage fÃ¼ eine zukÃ¼nfti verbesserte Validierung der SSM/I- 
Daten und damit auch der Eisdriftmodelle sein. 
1.1 Stand der Forschung 
BezÃ¼glic der Validierung von Satellitendaten des SSM/I gibt es unterschiedli- 
che AnsÃ¤tze Der einfachste und auch am wenigsten erfolgversprechende wÃ¤r 
der Vergleich der aus SSM/I-Daten berechneten Eiskarten mit Beobachtungen, 
die vom Schiff aus durchgefÃ¼hr werden. Solche Untersuchungen werden durch- 
gefÃ¼hrt da  sie praktisch auf jeder Polarexpedition mit Schiffen vorgenommen 
werden kÃ¶nnen Selbst PETTERSSON et al. [I9941 stÃ¼tze ihre Arbeiten teilweise 
auf Schiffsbeobachtungen und geben zum Beispiel an, daÂ der SSM/I-Algorithmus 
der amerikanischen NASA (National Aeronautics and Space Administration) im  
Vergleich zu ihren Beobachtungen 25% zu wenig Eis angibt. Zum einen kann 
eine Beobachtung an einem Ort nicht reprÃ¤sentati fÃ¼ ein MeBpunkt des SSM/I 
von 25 km Durchmesser sein, zum anderen wird die SchÃ¤tzun der prozentualen 
Eisbedeckung mit einiger Entfernung vom Schiff und damit flacheren Beobach- 
tungswinkeln wegen der PrefieisrÃ¼cke und Schollenkanten unmÃ¶glich 
Es gibt zwei ausfÃ¼hrlich Arbeiten, die sich mit einer flÃ¤chendeckende Validie- 
rung von SSM/I-Daten beschÃ¤ftigen STEFFEN und SCHWEIGER [1991] ermittel- 
ten beim Vergleich mit Daten des Landsat-Thematic-Mapper (TM) Klassifikati- 
onsfehler der SSM/I-Daten je nach Eisbedeckung und Jahreszeit von 1% bis 11%. 
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Die Einbeziehung von Satellitendaten wie die des Landsat-TM, die den sichtbaren 
oder infraroten Spektralbereich fÃ¼ ihre Messungen nutzen, sind in den Polarre- 
gionen allerdings nur selten verfÃ¼gbar da diese Aufnahmen wolkenfreie Gebiete 
veraussetzen. CAVALIERI et  al. [I9911 ermittelten anhand von flugzeuggestÃ¼tz 
ten Mikrowellenmessungen Ã¤hnlich Ergebnisse wie STEFFEN und SCHWEIGER. 
FÃ¼ die flÃ¤chendeckend Vermessung von neun MeBpunkten des SSM/I haben sie 
ein aufwendiges MeBprogramm geflogen, in dem zwÃ¶l SAR-Streifen dicht neben- 
einander aufgenommen wurden. Es gibt auch neuere Arbeiten, wie zum Beispiel 
von CAVALIERI und ONSTOTT [1993], die eine Validierung der SSM/I-Daten mit  
den SAR-Bildern des ERS-1 zum Inhalt haben. Generell sind die Bilddaten des 
ERS-1-SAR wegen ihrer rÃ¤umliche Abdeckung von SSM/I-Messungen fÃ¼ die- 
sen Vergleich auch geeignet. Die Interpretation der SAR-Daten und hiermit die 
Erstellung von Eiskarten zur Validierung ist jedoch noch nicht sicher genug. 
Die Schwierigkeiten bei der Interpretation der Radardaten des ERS-1 liegen darin 
begrÃ¼ndet daÂ das SAR des ERS-1 nur mit einem Spektralbereich und einer Po- 
larisationsebene arbeitet. Zur Deutung der verschiedenen Eistypen mit Hilfe der 
RÃ¼ckstreuintensitÃ¤t im Radarbild sind zwar viele Untersuchungen durchgefÃ¼hr 
worden, die ONSTOTT [I9921 zusammengefaBt hat, jedoch zeigen Arbeiten von 
ULANDER et  al. [I9951 und BARBER et  al. (19951, daÂ die RÃ¼ckstreuintensitÃ¤t 
der einzelnen Eistypen groBen Variationen unterliegen kÃ¶nnen Beide Arbeiten 
zeigen Zeitserien von Eisstationen. KWOK und CUNNINGHAM [I9941 kÃ¶nne 
weniger zeitliche Variationen erkennen, zeigen jedoch mit der Analyse eines um- 
fangreichen Datensatzes von SAR-Szenen des ERS-1 eine starke Ã¶rtlich Variation 
der RadarrÃ¼ckstreuun von Meereis in der BEAUFORT-See. 
Die experimentellen Untersuchungen der RadarrÃ¼ckstreuun werden auch zum 
AnlaÂ genommen, um RÃ¼ckst~eumodell von Meereis zu entwickeln oder die 
GÃ¼ltigkei von bestehenden Modellen zu ÃœberprÃ¼f [ULANDER el al., 1995; 
CARLSTROM und ULANDER, 1995; SUN et al. 19921. 
Als weitere Information ist in den SAR-Bildern die rÃ¤umlich Variation der 
RÃ¼ckstreuun enthalten. Diese wird von SUN et al. [I9921 sowie KWOK und 
CUNNINGHAM [I9941 anhand ihrer Standardabweichung untersucht. Umfassen- 
der sind jedoch die Ergebnisse der Arbeiten von SHOKR [1991] sowie NYSTUEN 
und GARCIA [1992], die sich mit der Untersuchung von TexturgrÃ–Be beschÃ¤fti 
gen, die aus Co-occurrence-Matrizen abgeleitet werden. Da die Berechnung von 
TexturgrÃ¶Â§e in Form von analytischer Statitik oder von Verwendung der Co- 
occurrence-Matrizen, nur innerhalb von homogenen Gebieten sicher durchgefÃ¼hr 
werden kann, entwickelte SKRIVER [I9891 ein bereichsorientiertes Segmentie- 
rungsverfahren fÃ¼ SAR-Bilddaten und wendete die Texturanalyse auf segmen- 
tierte Radarbilder an. Mit dieser Methode gibt er fÃ¼ die Klassifikation von 
SAR-Daten des ERS-1 einen Fehler von nur Â±10 an [SKRIVER, 19941. 
Alle Arbeiten, die sich bei der Klassifikation von Radardaten auf die Texturana- 
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lyse stÃ¼tzen haben gemeinsam, daÂ der Anwender anhand von Trainingsgebieten 
entscheidet, welche Eistypen den verschiedenen Radarsignaturen zugeordnet wer- 
den. Ein direkter Vergleich mit unabhÃ¤ngige Messungen wurde bisher nur von 
PETTERSSON et  al. [I9941 durch eine Videoaufnahme durchgefÃ¼hrt von der Ã¤hn 
liche Bildstreifen gebildet wurden, wie sie in der vorliegenden Arbeit Verwendung 
finden. Der Vergleich mit den SAR-Daten des ERS-1 ist jedoch nicht zufrieden- 
stellend, da zum einen keine genaue Klassifikation der Videodaten durchgefÃ¼hr 
werden konnte und zum anderen die SAR-Daten nur bezÃ¼glic der RÃ¼ckstreuin 
tensitÃ¤te ausgewertet wurden. 
1.2 Line-Scanner-Systeme 
Im Alfred-Wegener-Institut sind unter anderem fÃ¼ die Validierung von Satelli- 
tendaten Line-Scanner entwickelt worden, die sowohl im sichtbaren Spektralbe- 
reich als auch im thermischen Infrarot empfindlich sind [BOCHERT und WAMSER, 
19941. Diese Line-Scanner sind Zeilenkameras, die jeweils einzelne Bildzeilen auf- 
nehmen, die zum Beispiel in 512 Bildpunkte unterteilt sind. Bei deren Einsatz auf 
einem Flugzeug oder Hubschrauber sind diese eindimensionalen Bildzeilen senk- 
recht zur Flugrichtung auf dem Grund ausgerichtet. Durch die Fortbewegung 
der Line-Scanner und die fortlaufende Aufnahme der Bildzeilen wird die zweite 
Bilddimension erzeugt. Durch die maximale Aufnahme von 50 Bildzeilen pro Se- 
kunde ergibt sich zum Beispiel beim Flugzeugeinsatz (Geschwindigkeit: 70 m / ~ )  
eine AuflÃ¶sun auf dem Grund von 1,5m in Flugrichtung. Die AuflÃ¶sun senk- 
recht zur Flugrichtung ist von der FlughÃ¶h abhÃ¤ngig durch den Blickwinkel von 
90' wird zum Beispiel bei einer FlughÃ¶h von 380 m eine AuflÃ¶sun von 1,5m 
erreicht. 
Die einkanalige Line-Scan-Camera [BOCHERT, 1991bl ist im Bereich des sichtba- 
ren Spektralbereichs von 0 ,4pm bis 1 ,1  pm empfindlich. Mit ihr kann das auf 
dem Untergrund reflektierte Sonnenlicht relativ gemessen werden. Der Sensor 
dieses Systems ist ein CCD-Element (CCD - Charge Coupled Device), das als 
Zeilensensor aufgebaut ist. Diese Zeile, die in der Bildebene hinter einem Linse- 
nobjektiv montiert ist, enthÃ¤l 1024 einzelne Sensoren. Zur ErhÃ¶hun der Emp- 
findlichkeit wurden fÃ¼ die vorliegende Arbeit die Einzelsensoren jeweils paarweise 
zusammengefaflt, so daÂ eine AuflÃ¶sun von 512 Bildpunkten genutzt werden 
konnte. Mit der Wandlung des analogen MeÂ§signal in digitale Daten werden die 
Helligkeiten in 256 Stufen diskretisiert, so daÂ die IntensitÃ¤te der Bildpunkte in 
jeweils einem Byte gespeichert werden. 
Der Infrared-Line-Scanner des Alfred- Wegener-Institut s [BOCHERT, 19921 unter- 
scheidet sich technisch vollstÃ¤ndi von der Line-Scan-Camera. Dies liegt an den 
physikalischen Erfordernissen, die an seinen Empfindlichkeitsbereich im thermi- 
schen Infrarot gekoppelt sind. Der Infrared-Line-Scanner ist fÃ¼ das sogenannte 
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obere atmosphÃ¤risch Fenster im Spektralbereich von 8 ,um bis 12 pm ausgelegt. 
In diesem Spektralbereich ist die Transn~ission dei AtmosphÃ¤r ausreichend grofl, 
um die thermische Ausstrahlung der ErdoberflÃ¤ch auch von grÃ¶Â§er HÃ¶he aus 
messen zu kÃ¶nnen Das WiENsche Verschiebungsgesetz zeigt, daÂ im Spektral- 
bereich von 8 um bis 12 ,um die StrahlungsintensitÃ¤ bei Temperaturen, die fÃ¼ 
die Fernerkundung in den Polargebieten in Frage kommen, ihr Maximum hat. 
Beim Einsatz werden die Meflwerte der einzelnen Bildpunkte wie bei der Line- 
Scan-Camera in jeweils ein Byte digitalisiert, wodurch mit einem MeBbereich von 
25 K eine TemperaturauflÃ¶sun von 0, l  I< erreicht wird. Die gleichzeitige Mes- 
sung der thermischen Ausstrahlung von temperierten Referenzplatten ermÃ¶glich 
eine Meflgenauigkeit von etwa 51 K. 
Die Erfassung von Temperaturbildern wird beim Infrared-Line-Scanner mi t  ei- 
nem einzelnen Sensorelement durchgefÃ¼hrt die Abtastung erfolgt durch ein op- 
tomechanisches System. Abbildung 2.14 auf Seite 70 zeigt die Spiegeloptik des 
KENNEDY-Scanners, der hier zum Einsatz kommt. Durch einen rotierenden 
Mehrseitenspiegel wird der punktfÃ¶rmig Sensor zu einem Zeilensensor. Der 
Infrared-Line-Scanner ist als optomechanisches System konstruiert, da in opto- 
elektrischen Systemen eingesetzte Linsenoptiken eine geringe Transmission haben 
und noch keine Zeilensensoren im thermischen Infrarotbereich mit der hier not- 
wendigen AuflÃ¶sun von 512 Bildpunkten entwickelt wurden. Ein Problem beim 
Einsatz von groÂ§e Zeilensensoren ist mit den niedrigen Betriebstemperaturen 
von -190Â° verbunden. Auch der verwendete Sensor des Infrared-Line-Scanners 
wird auf -1.90Â° gekÃ¼hlt FÃ¼ die vorliegende Untersuchung wurde er mit einem 
S T E R L I N G - I < Ã œ ~ ~ ~  ausgerÃ¼stet der wegen seines geschlossenen KÃ¼hlsystem die 
MeaeinsÃ¤tz von der VerfÃ¼gbarkei von flÃ¼ssige Stickstoff unabhÃ¤ngi macht. 
Um die Line-Scan-Camera und den Infrared-Line-Scanner gemeinsam einzuset- 
zen, wurden sie mechanisch und elektrisch gekoppelt, so daÂ mit beiden Systemen 
zeitgleich die gleiche Region erfaÂ§ wird. Ein Beispiel eines solchen Bildpaares 
zeigt Abbildung 3.12 auf Seite 107. Die Daten beider Spektralbereiche werden 
mit einem Personal-Computer erfaÂ§ und auf einer Festplatte gespeichert. Die 
Archivierung erfolgt nach dem MeÂ§flu auf DatenbÃ¤ndern Das Datenerfassungs- 
Programm COMBSCAN IBOCHERT, 19931 ermÃ¶glich dem Anwender wÃ¤hren des 
MeBfluges Kommentare einzugeben, die zu einem Protokoll verarbeitet werden. 
Die Zuordnung der Kommentare zu den einzelnen Bildzeilen und Bildregionen 
hilft bei der Auswertung der Line-Scanner-Daten. 
Die fÃ¼ die Vergleiche mit Satellitendaten notwendigen Navigationsdaten werden 
beim Einsatz im Hubschrauber direkt von einem Navigationssystem iibernom- 
men und mit den Daten der Line-Scanner gespeichert. Bei Flugzeugmissionen 
werden die Navigationsdaten getrennt aufgezeichnet. Dann wird fÃ¼ die Zuord- 
nung der Navigationsdaten mit den Line-Scanner-Daten der Erfassungsrechner 
bei der Datenerfassung zeitlich mit dem Bordsystem synchronisiert. 
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1.3 Synthetic-Aperture-Radar des ERS-1 
Im Juli 1991 startete die EuropÃ¤isch RaumfahrtbehÃ¶rd (ESA - European Space 
Agency) den ersten EuropÃ¤ische Fernerkundungssatelliten ERS-1 (first Euro- 
pean Remote Sensing Satellite) auf der Rakete ARIANE 4 [ESA, 1992b und 
19931. Das wichtigste MeÂ§gerÃ auf dem ERS-1 ist ein aktives Mikrowellenin- 
strument (AMI - Activ Microwave Instrument), mit dem unabhÃ¤ngi von Wol- 
ken und Sonnenlicht Bilder von der ErdoberflÃ¤ch in hoher AuflÃ¶sun gewonnen 
werden kÃ¶nnen Ã„hnlich Messungen sind zuvor nur vom kurzlebigen SEASAT 
[FÅ und HOLT, 19821 im Jahre 1978 durchgefÃ¼hr worden. 
Neben dem AMI hat der ERS-1 als Nutzlast ein Radaraltimeter und jeweils ein 
Radiometer fÃ¼ den Infrarot- und Mikrowellenbereich. Zur Navigation auf der 
Umlaufbahn ist der Satellit mit Laserreflektoren ausgestattet, die von Stationen 
auf der Erde aus eine Lagebestimmung mit einer Genauigkeit von 0,5 m ermÃ¶gli 
chen. ZusÃ¤tzlic trÃ¤g der ERS-1 ein neuentwickeltes Mikrowellennavigationssy- 
stem. 
Das aktive Mikrowelleninstument AMI arbeitet im C-Band bei einer Frequenz von 
5,3 GHz und mit einer Bandbreite von 15,44MHz. Seine Polarisation ist sowohl 
beim Senden als auch beim Empfangen vertikal. Wahlweise kann das AMI als 
Wind-Scatterometer oder als Synthetic-Aperture-Radar (SAR) eingesetzt wer- 
den. Als SAR arbeitet es sowohl im Image-Mode als auch im Wave-Mode mit 
einem mittleren Meowinkel von 23'. Die in der vorliegenden Arbeit verwende- 
ten Satellitendaten wurden vom SAR des ERS-1 im Image-Mode aufgenommen. 
Hierbei erfaÂ§ das SAR auf der Erde einen Streifen von 100 km Breite. Dieser 
Bildstreifen wird fÃ¼ die wissenschaftlichen Arbeiten Ã¼blicherweis in Einzelsze- 
nen von 100 km LÃ¤ng unterteilt, so daÂ quadratische Bilder entstehen, die in 
beiden Bilddimensionen einen Bildpunktabstand von 12,5 m haben. Das SAR 
hat im Image-Mode eine AuflÃ¶sun von 30m. Wie diese AuflÃ¶sun durch die 
Antenne mit einer GrÃ¶Â von 1 m X 10m erreicht wird, ist im Abschnitt 4.1.1 auf 
Seite 111 ausgefÃ¼hrt Dort wird auf die Funktionsweise des SAR eingegangen. 
Das SAR des ERS-1 kann im Image-Mode wegen der begrenzten EnergiekapazitÃ¤ 
nur 12 Minuten pro Satellitenumlauf, der etwa 100 Minuten dauert, arbeiten. We- 
gen der enormen Datenmengen kann der ERS-1 die SAR-Bilder nicht speichern 
und ist somit auf eine leistungsfÃ¤hig DatenÃ¼bertragun zu den Empfangssta- 
tionen angewiesen. Das SAR hat fÃ¼ seine Daten einen eigenen Kanal mit einer 
Ãœbertragungsrat von 105 MBit/s. Wegen der fehlenden Datenspeicherung setzen 
die Messungen mit dem SAR voraus, daÂ sich der Satellit im Empfangsbereich 
einer Bodenstation befindet. Diese Voraussetzung ist nicht flÃ¤chendecken fÃ¼ 
die gesamte Erde gegeben. 
Selbst wenn diese Voraussetzungen gegeben wÃ¤ren kÃ¶nnte die Messungen des 
SAR im Image-Mode nicht alle Gebiete der Erde erreichen. Duch den sonnensyn- 
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chronen Umlauf des Satelliten in einer mittleren HÃ¶h von 785 km ergibt sich eine 
Inklination von 98,5O. Mit der einseitigen MeÃŸrichtun des SAR unter einem Win- 
kel von 23' vom Nadir nach rechts ist die maximale geografische Breite der Auf- 
nahmen in den beiden HemisphÃ¤re unsymmetrisch etwa 85ON und 80's. Durch 
leichte Ã„nderunge von Inklination und FlughÃ¶h werden beim ERS-1 unter- 
schiedliche Abdeckungszyklen erreicht. Beim Dreitagezyklus werden jeweils nach 
drei Tagen dieselben Gebiete vermessen. Diese schnelle Wiederholung ermÃ¶glich 
die Untersuchung von dynamischen Prozessen, wie zum Beispiel der Bewegung 
von Eisgebieten mit Divergenz, Konvergenz und Rotation. Hierbei wird jedoch 
nur in hohen Breitengraden eine groÃŸ rÃ¤umlich Abdeckung erreicht. Der 35- 
Tagezyklus gewÃ¤hrleiste auch in Ã„quatornah eine vollstÃ¤ndig Abdeckung mit 
Messungen des SAR im Image-Mode, ist aber wegen der langen Dauer zwischen 
zwei Vermessungen desselben Gebiets fÃ¼ die Untersuchung von dynamischen 
Prozessen ungeeignet. Der 168-Tagezyklus sorgt fÃ¼ eine hohe Abdeckung mit 
dem Radaraltimeter des ERS-1. 
Die unterschiedlichen wissenschaftlichen Arbeiten mit dem ERS-1 sind in Pro- 
jektphasen gegliedert, in denen die Wiederholzyklen und PrioritÃ¤te der Mes- 
sungen festgelegt sind. Die Satellitenmessungen der vorliegenden Arbeit wurden 
in der multidisziplinÃ¤re Phase durchgefÃ¼hrt die vom 14. April 1992 bis zum 
15. Dezember 1993 dauerte. Die Umlaufbahn des Satelliten entsprach hierbei 
dem 35-Tagezyklus. 
Die Bilddaten des SAR kann man von der ESA als unterschiedliche Produkte er- 
halten. Rohdaten werden fÃ¼ die Entwicklung von neuen Algorithmen zur Berech- 
nung von Radarbildern benÃ¶tigt FÃ¼ die SAR-Interferometrie, die zum Beispiel 
zur Erstellung von Gelandemodellen dient, sind komplexe Bilddaten notwendig. 
FÃ¼ operationelle Anwendungen, die auf schnelle VerfÃ¼gbarkei angewiesen sind, 
werden Daten mit einer eingeschrÃ¤nkte AuflÃ¶sun angeboten, die dem Anwen- 
der innhalb von 24 Stunden zur VerfÃ¼gun stehen (Fast Delivery Image). Ne- 
ben diesen einfach verarbeiteten Produkten werden auch geokodierte und sogar 
gelandekorrigierte Bilddaten berechnet. Die Korrektur bezÃ¼glic der Erhebungen 
im GelÃ¤nd setzt jedoch ein Gelandemodell voraus, das zur Zeit noch nicht fÃ¼ 
alle Regionen der Erde verfÃ¼gba ist. Mit den beiden zuletzt genannten Bildpro- 
dukten sind wegen der aufwendigen Verarbeitung lÃ¤nger Lieferzeiten verbunden. 
In der vorliegenden Arbeit wurde das PRI-Produkt (PR1 - Precision Image) ver- 
arbeitet, das schnelle VerfÃ¼gbarkei und hohe QualitÃ¤ in sich vereint. Das Rau- 
schen dieser Daten ist durch die Ãœberlagerun von drei Messungen reduziert, 
die einzelnen Messungen sind bezÃ¼glic der Systemfehler korrigiert. Das PRI- 
Produkt eignet sich besonders fÃ¼ wissenschaftliche Arbeiten am Meereis, da  eine 
Gelandekorrektur unnÃ¶ti ist und eine Geokodierung mit Hilfe der Szenenkoor- 
dinaten selbst durchgefÃ¼hr werden kann. Die Abbildungen 1.1 und 1.3 zeigen 
Beispiele von PRI-Bildern, die bezÃ¼glic der Aufnahmegeometrien korrigiert sind. 
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Die IntensitÃ¤te der einzelnen Bildpunkte werden mit einer AuflÃ¶sun von 16 Bi t  
geliefert. 
1.4 Datengrundlage 
FÃ¼ die Verbesserung der Meereisklassifikation aus Radarsatellitendaten wurden 
die Line-Scanner im Jahr 1993 auf zwei Expeditionen eingesetzt. Auf der Flug- 
zeugexpedition REFLEX I1 (Radiation and Eddy Flux Experiment) IKOTTMEIER 
et al., 19931, die vom 28. Februar bis zum 25. MÃ¤r nÃ¶rdlic von Spitzbergen 
(78ON, 15OE) durchgefÃ¼hr wurde, waren die Line-Scanner im Forschungsflug- 
Zeug POLAR 2 Ã¼be einem Rolltor montiert. Im Sommer desselben Jahres wur- 
den weitere MefiflÃ¼g in der Umgebung der North-East-Water-Polynya an der 
OstkÃ¼st von GrÃ¶nlan (80Â°N 14OW) unternommen. Diese Messungen waren 
Bestandteil der P O L A R S T E R N - E X ~ ~ ~ ~ ~ ~ O ~  ARK 1x12 (16. Mai bis 24. Juni) und 
ARK 1x13 (26. Juni bis 4. August) [HIRCHE und KATTNER, 19941, auf denen 
die Line-Scanner vom Hubschrauber aus eingesetzt wurden. 
Die Messungen auf beiden Expeditionen wurden vom OrganisationsbÃ¼r des 
PIPOR (Program for International Polar Oceans Research) durch die Erstel- 
lung von Katalogen der SAR-Abdeckung des ERS-1 unterstÃ¼tzt Mit dieser Hilfe 
konnten wÃ¤hren REFLEX I1 auf fÃ¼n Meflfliigen insgesamt neun SAR-Szenen er- 
folgreich Ã¼berfloge werden. Entsprechend wurden auf der Expedition ARK 1x12 
wÃ¤hren elf MefiflÃ¼ge 17 Szenen und auf ARK 1x13 wÃ¤hren sechs FlÃ¼ge sie- 
ben Szenen erfaÂ§t Tabelle 1.1 gibt einen groben Ãœberblic der Vergleichsmes- 
sungen. Neben dem Datum und der Bezeichnung der SAR-Szenen durch Orbit 
und Frame ist der Zeitpunkt der Satellitenaufnahme angegeben. Im Vergleich 
mit Start- und Endzeit der Line-Scanner-Messungen kann die VerÃ¤nderun der 
Eissituation zwischen beiden Aufnahmen abgeschÃ¤tz werden. ZusÃ¤tzlic ist die 
Breite des Line-Scanner-Bildes angegeben, die sich aus der FlughÃ¶h wÃ¤hren der 
Messungen ergibt. 
Die SAR-Daten des ERS-1 wurden fÃ¼ die vorliegende Arbeit aus zwei unter- 
schiedlichen ESA-Projekten zur VerfÃ¼gun gestellt. Die Messungen wÃ¤hren 
REFLEX I1 wurden durch das Projekt PP2.D2 (Use and Verification of SAR 
Sea Ice Images during a special Observation Period of the GSPIARKTIS 93) 
und die Messungen wÃ¤hren ARK IX durch PIP.GSP2 (PIPOR) unterstÃ¼tzt 
FÃ¼ die Interpretation von Winterdaten wird im Abschnitt 5.4.2 das Szenario 
vom 12. MÃ¤r 1993 (Orbit: 8657, Frame: 1935) bearbeitet. Abbildung 1.1 zeigt 
diese Radarszene mit der Darstellung von relativen RuckstreuintensitÃ¤ten Die 
Abbildung umfaÂ§ ein Gebiet von 100 km X 100 km. Die Lage dieser Satelliten- 
aufnahme ist in Abbildung 1.2 zusammen mit dem Flugweg bei den Line-Scanner- 
Messungen dargestellt. 













































































Tabelle 1.1: Satellitenszenen des ERS-1-SAR mit Angabe von Orbit und Frame, in de- 
nen Vergleichsmessungen mit den Line-Scannern durchgefÃ¼hr wurden. FÃ¼ die Line-Scanner- 
Messungen sind Start- und Endzeit angegeben, um die VerÃ¤nderun der Eissituation zwischen 
den beiden Aufnahmen abschÃ¤tze zu kÃ¶nnen ZusÃ¤tzlic ist die Streifenbreite der Line- 
Scanner-Bilder angegeben. Die waagerechten Unterteilungen trennen die Daten der Expedi- 
tionen REFLEX 11, ARK 1x12 und ARK 1x13. 
Die Interpretation von Sommerdaten wird am Szenario vom 14. Juni 1993 (Or- 
bit: 10003, Frame: 1953) vorgestellt. Die Radarszene ist in Abbildung 1.3 und 
die Lage dieser Aufnahme in Abbildung 1.4 wiedergegeben. 
FÃ¼ weiterfÃ¼hrend Arbeiten stehen die in Tabelle 1.1 zusammengefaÂ§te Da- 
tensÃ¤tz zur VerfÃ¼gung 
Abbildung 1.1: Radarbild des ERS-1 vom 12. MÃ¤r 1993 (Orbit: 8657, Frame: 1935, @eSa) 
mit einer KantenlÃ¤ng von 100 km. Das Bild hat die Ausrichtung, wie das SAR des ERS-1 es 
aufgenommen hat. 
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Abbildung 1.2: Lage der Radarszene der ERS-1 aus Abbildung 1.1 und Flugroute wÃ¤hren 
der Vergleichsmessungen mit den Line-Scannern am 12. MÃ¤r 1993. Der ERS-1 flog bei der 
Aufnahme nach SÃ¼d-Westen Die POLAR 2, deren Flugroute als Linie eingezeichnet ist, nahm 
ihre Messungen in Richtung Nord-Westen vor. 
1.5 Programme zur Datenauswertung 
Die Auswerteprogramme, die zusammen mit der Entwicklung der beiden Line- 
Scanner erstellt wurden [BOCHERT, 1991a und 19921, konnten fÃ¼ die vorliegende 
Arbeit nicht genutzt werden, da mit ihnen die einzelnen Spektralbereiche nur 
separat bearbeiten werden kÃ¶nnen 
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Abbildung 1.3: Radarbild des ERS-1 vom 14. Juni 1993 (Orbit: 10003, Frame: 1953, @esa) 
mit einer KantenlÃ¤ng von 100 km. Das Bild hat die Ausrichtung, wie das SAR des ERS-1 es 
aufgenommen hat.  
Mit der kombinierten Datenauswertung der Line-Scan-Camera und des Infrared- 
Line-Scanners wurde die Arbeit auf eine Workstation Å¸bertragen HierfÃ¼ wurde 
das Auswerteprogramm KHOROS [KHOROS GROUP, 19911 verwendet, ein uni- 
verselles Bildsignalverarbeitungsprogramm, das die Integration von eigenen Rou- 
tinen ermÃ¶glicht die auf die Belange der Datenauswertung fÃ¼ die Line-Scanner- 
Systeme zugeschnitten sind. Diese Routinen werden in der Programmiersprache 
C geschrieben. KHOROS erleichtert die Entwicklung von komplexen Verarbei- 
tungsstrukturen mit Hilfe der visuellen Programmierung. Im Modul CANTATA 
werden die einzelnen Routinen in einer Blockstruktur dargestellt, in der durch 
einfache Verbindungen die Signalwege und hiermit die Reihenfolge der Verarbei- 
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tungsschritte festgelegt wird. Es werden auch Ablaufstrukturen wie Schleifen, 
Verzweigungen und bedingte AusfÃ¼hrun unterstÃ¼tzt Bei der Verarbeitung von 
~ rÃ¶aere  DatensÃ¤tze kÃ¶nne die visuell erstellten Verarbeitungsstrukturen in ein 
Programm Ã¼berfÃ¼h werden. 
-15 -10 -5 
LÃ¤ng 1 Grad 
Abbildung 1.4: Lage der Radarszene der ERS-1 aus Abbildung 1.3 und Flugroute wÃ¤hren 
der Vergleichsmessungen mit den Line-Scannern 14. Juni 1993. Der ERS-1 flog bei der Auf- 
nahme nach SÃ¼d-Westen Der Polarhubschrauber flog bei den Messungen das Quadrat mit 
linker Orientierung ab. 
FÃ¼ die Erstellung von Diagrammen wurde das von HARTMANN [I9951 entwickelte 
Programm KYSS verwendet. KYSS stellt umfangreiche Funktionen fÃ¼ die Da- 
tenverarbeitung bereit und ist speziell auf die Belange der Analyse von Meadaten 
aus Flugzeugkampagnen angepaat. Eine StÃ¤rk von KYSS ist die Erstellung von 
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qualitativ hochwertigen Abbildungen, die auch fÃ¼ die vorliegende Ausarbeitung 
Ã¼bernomme wurden. 
1.6 Ãœberblic Ã¼be die Arbeit 
Die Arbeit ist neben der Einleitung in vier Kapitel und einen umfangreichen 
Anhang gegliedert. 
In Kapitel 2 werden die Verfahren vorgestellt, mit denen die Line-Scanner-Daten 
bezÃ¼glic ihrer zufÃ¤llige und systematischen Fehler korrigiert werden. Hierbei 
wird die Line-Scan-Camera und der Infrared-Line-Scanner separat bearbeitet und 
anschlieflend ihre Bilddaten geometrisch so aneinander angepafit, daÂ zu jedem 
Bildpunkt die Information beider Spektralbereiche kombiniert vorliegt. 
Aufbauend auf die korrigierten Line-Scanner-Daten werden im Kapitel 3 un- 
terschiedliche Segmentierungs- und Klassifikationsverfahren untersucht, um ihre 
Eignung fÃ¼ die Bearbeitung der Line-Scanner-Daten zu beurteilen. Ergebnis 
von Kapitel 3 ist ein interaktiver Klassifikator, mit dem von den aufgenommenen 
Gebieten Karten mit unterschiedlichen Eistypen erstellt werden kÃ¶nnen 
Die Bearbeitung der Radardaten des ERS-1 wird in Kapitel 4 behandelt. Nach 
einer EinfÃ¼hrun in die Funktion des Synthetic-Aperture-Radar werden verschie- 
dene statistische Parameter der Bilddaten bezÃ¼glic ihrer Ergiebigkeit fÃ¼ die 
Unterscheidung der Eistypen untersucht. Die fÃ¼ die statistischen Berechnungen 
notwendigen groflen Bildsegmente werden durch ein bereichsorientiertes Segmen- 
tierungsverfahren gebildet. 
Die Interpretation der Radardaten wird in Kapitel 5 mit der ZusammenfÃ¼hrun 
der klassifizierten Line-Scanner-Daten und segmentierten Radardaten angegan- 
gen. Ein spezielles Problem ist hierbei die rÃ¤umlich Zuordnung der beiden un- 
terschiedlichen Bilddaten. Mit dem Klassifikationsvergleich zwischen den Line- 
Scanner- und Radardaten wird das Ergebnis der Arbeit bewertet und hierauf 
aufbauend ein Ausblick auf zukÃ¼nftig Arbeiten gegeben. 
Der Anhang ist in vier Abschnitte* unterteilt. Anhang A gibt einen Ãœberblic 
der Eistypen, die fÃ¼ die Fernerkundung relevant sind. Die Anwendung der neu 
entwickelten Routinen, die in das Bildverarbeitungsprogramm KHOROS einge- 
bunden sind, ist im Anhang B beschrieben. Anhang C enthÃ¤l die Beschreibung 
der von SKRIVER [I9891 Ã¼bernommene Segmentierungsprogramme fÃ¼ die SAR- 
Daten. Die Programme, deren Anwendung im Anhang B beschrieben wird, sind 
im Anhang D enthalten. 
D i e  AnhÃ¤ng B, C und D sind in der vorliegenden Fassung nicht enthalten 
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Infrared-Line-Scanners in einer gemeinsamen Datei gespeichert. FÃ¼ die Auswer- 
tung der Daten ist es sinnvoll, diese vor der Korrektur der Daten zu trennen. 
Die Routine cs2viff ermÃ¶glich diese Trennung und paÂ§ die neuen Datentypen 
an das KHOROS-Format (Visualisation/Image File Format - VIFF) an. Die vier 
Datentypen, die als Ausgabe der Routine cs2viff entstehen, beinhalten die Daten 
der Line-Scan-Camera, unkalibrierte Daten des Infrared-Line-Scanners, die Refe- 
renzmessungen fÃ¼ die Kalibration der Bilddaten des Infrared-Line-Scanners und 
optional die Daten des Global-Positioning-System (GPS), sofern sie wÃ¤hren der 
Datenerfassung aufgezeichnet wurden. Auf die Anwendung der Routine cs2viff 
wird im Anhang B. l . l  eingegangen. Das Ergebnis dieser Routine ist Ausgangs- 
material fÃ¼ die im folgenden beschriebene Bearbeitung. 
2.1 Line-Scan-Camera (LSC) 
Bei den StÃ¶runge der Bilddaten des sichtbaren Spektralbereichs handelt es sich 
um Streifen, die durch einen Fehler in der Takterzeugung entstanden. Durch 
diesen Fehler wird die Integrationszeit des CCD-Sensors (Charge Coupled De- 
vice) zwischen zwei bestimmten GrÃ¶Â§ variiert. Selten verursacht diese StÃ¶run 
auch, daÂ die Integrationszeit etwa verdoppelt wird. DarÃ¼be hinaus ist die 
BildsignalhÃ¶h durch die Vignettierung der Optik und Empfindlichkeitsvariatio- 
nen entlang der Sensorzeile beeinfluflt. Des weiteren werden winkelabhÃ¤ngig 
ReflektivitÃ¤tsvariatione in der Szene, Beleuchtungsschwankungen entlang der 
Flugabschnitte und der EinfluB der atmosphÃ¤rische Extinktion behandelt, die 
spezifisch fÃ¼ die hier angewandte MeBmethode sind. Die einzelnen BildstÃ¶run 
gen und -verfÃ¤lschunge werden im folgenden genauer beschrieben, um somit die 
Grundlage zum Algorithmenentwurf fÃ¼ deren Behebung zu liefern. 
GestÃ¶rt Bildzeilen. Mit den gestÃ¶rte Bildzeilen sind zum Beispiel einzelne 
Zeilen gemeint, deren IntensitÃ¤te etwa das Doppelte der Na~hb~rzei len ausma- 
chen. Dieses ruft auch hervor, daÂ diese Zeilen teilweise oder komplett Ãœbersteuer 
sind, also einen Wert von 255 aufweisen. Seltener kommen gestÃ¶rt Zeilen vor, 
deren IntensitÃ¤te geringer als die der umgebenden sind. 
Bei der Behebung dieser StÃ¶runge bieten sich nach JAHNE [I9891 nichtlineare 
Filter an, da lineare verschiebungsinvariante Filter die Wellenzahlkomponenten, 
die Ã¼be das gesamte Bild verteilt sind, mit einem Faktor versehen und somit 
keine Unterscheidung zwischen BildstÃ¶run und Bildstruktur mÃ¶glic ist. Es ist 
im vorliegenden Fall sogar sinnvoll, .einen empirischen Filter einzusetzen, da  die 
BildstÃ¶runge durch ihre eindimensionale Ausdehnung leicht zu delektieren sind. 
Hierbei kann sichergestellt werden, daÂ ausschlieÂ§lic die fehlerhaften Bildzeilen 
korrigiert werden und die Ã¼brige Bildinformationen unbeeinfluot bleiben. 
Zur Behebung dieser Fehler sollen die fehlerhaften Bildzeilen durch die vorher- 
gehende korrekte Bildzeile vollstÃ¤ndi ersetzt werden. Es darf keine Mittelung 
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mehrerer benachbarter Bildzeilen erfolgen, da hierdurch die nachfolgende Korrek- 
tur, der IntensitÃ¤tssprÃ¼n in Flugrichtung (siehe unten) eingeschrÃ¤nk wÃ¼rde 
Intensi tÃ¤tssprÃ¼n in  Flugrichtung. Die IntensitÃ¤tssprÃ¼n haben die glei- 
che Ursache wie die BildzeilenstÃ¶rungen Hierbei variiert jedoch die Integrati- 
onszeit nur sehr gering, so daÂ die sichere Erkennung der gestÃ¶rte Bildbereiche 
schwer ist. Im Abstand von einer bis etwa zehn Bildzeilen wechselt ihre Helligkeit 
zwischen zwei IntensitÃ¤ten Im Mittel kommen beide IntensitÃ¤te gleich hÃ¤ufi 
vor, so daÂ willkÃ¼rlic entschieden werden kann, welche Bildbereiche als gestÃ¶r 
angesehen und spÃ¤te angeglichen werden sollen. Aus dem oben genannten Grund 
soll auch bei der Behebung dieser StÃ¶runge ein nichtlinearer empirischer Filter 
eingesetzt werden. Um den Wertebereich auszunutzen, sollen die Bildbereiche mit  
den geringeren IntensitÃ¤te durch geeignete Skalierung denen mit den hÃ¶here 
IntensitÃ¤te angeglichen werden. 
Intensi tÃ¤tsvar ia t ione in d e r  Bildzeile. Die bisher genannten StÃ¶runge 
wurden durch technisch bedingte Fehler verursacht und kÃ¶nne durch Verbes- 
serung der Line-Scan-Camera in Zukunft vermieden werden. Die im folgenden 
behandelten Probleme sind, auÂ§e dem EinfluÂ durch Vereisung der Optik, nicht 
vollstÃ¤ndi zu lÃ¶sen die Korrekturen kÃ¶nne die Fehler jedoch deutlich verrin- 
gern. Der Fehler ist, daÂ die Zuordnung einer bestimmten SignalintensitÃ¤ zu den 
aufgezeichneten Werten entlang der Bildzeilen variiert. Dieses bedeutet, daÂ glei- 
che HelligkeitsintensitÃ¤ten die in der aufgenommenen Szene an unterschiedlichen 
Stellen auftreten, im digitalisierten Bild nicht den gleichen Wert aufweisen. 
Wie schon angedeutet, nimmt bei den Ursachen eine eventuelle Vereisung der Ka- 
mera eine Sonderstellung ein. Durch die lokale Vereisung der Frontlinse wird die 
Transmission in Bereichen der Bildzeile verringert und zusÃ¤tzlic die Bildschkfe 
herabgesetzt. 
Ein wesentlicher EinfluB ist die Vignettierung, durch die der Bildrand abgeschat- 
tet wird. Bei groÂ§e Aufnahmewinkel von etwa 90Â° wie er bei der vorliegenden 
Arbeit verwendet wurde, kann die Vignettierung nicht Ã¼be alle Blendeneinstel- 
lungen durch korrigierende Objektive ausgeglichen werden. Die Vignettierung 
vergrÃ¶Â§e sich mit der Blende. Da bei der Datenerfassung die Blendeneinstel- 
lung nicht erfaÂ§ wird und auÂ§erde keine die Vignettierung betreffende Daten 
Ã¼be das Objektiv verfÃ¼gba sind, kann der EinfluÂ nicht analytisch erfaÂ§ werden 
und muÂ somit aus den Bilddaten abgeleitet werden. 
In Bezug auf die Elektronik wird hier nicht nÃ¤he auf das VerstÃ¤rker und Quanti- 
sierungsrauschen eingegangen, da diese zufÃ¤llige Ursprungs und somit nur durch 
Mittelwertbildung (TiefpaB) zu beheben sind. Es sollen aber Fehler des CCD- 
Sensors betrachtet und untersucht werden, inwieweit eine Korrektur dieser Fehler 
mÃ¶glic und nÃ¶ti ist. Diese Fehler sind insbesondere der Dunkelstrom, Emp- 
findlichkeitsschwankungen, LinearitÃ¤tsfehle und die TransportineffektivitÃ¤t Der 
Dunkelstrom fÃ¼hr sowohl in den Sensor- als auch in den Transportregisterzellen 
2.1 Line-Scan- Camera (LSC) 
zur additiven AnhÃ¤ufun von Ladung. Die Empfindlichkeitsschwankungen unter 
den einzelnen Sensorelementen werden durch unregelmÃ¤Â§i Herstellung hervor- 
gerufen. Dieses sind im wesentlichen die unterschiedlichen Abmessungen der 
empfindlichen FlÃ¤che fÃ¼ die Bildpunkte und Variationen in der Dotierung des 
Halbleitermaterials, das als Fotoleiter entsprechend der einfallenden Photonen 
Ladungspakete abbaut, deren Ladung dann die StrahlungsintensitÃ¤ reprÃ¤sen 
tiert. FÃ¼hr dieser Abbau in SÃ¤ttigung so entstehen LinearitÃ¤tsfehler Es sei 
aber an dieser Stelle schon angefÃ¼hrt daÂ die Dimensionierung moderner CCD- 
Sensoren so bemessen ist, daÂ dieser Effekt nicht merkbar auftritt. Die Transpor- 
tineffektivitÃ¤ bezeichnet die unvollkommene Weiterleitung der LadungstrÃ¤ge in 
den Analogschieberegistern. Dieses sind die LadungstrÃ¤gerhaftun in den Re- 
gisterzellen, LadungstrÃ¤gerdiffusio aus den Registerzellen und Drift durch Po- 
tentiale benachbarter Elektroden. Durch die TransportineffektivitÃ¤ wird das 
Ãœbertragungsverhalte des CCD-Sensors verschlechtert. 
Neben den bisher angefÃ¼hrte Problemen, die technischer Natur sind, wirkt sich 
auch die winkelabhÃ¤ngig ReflektivitÃ¤ der Schnee-, Eis- und WasseroberflÃ¤che 
auf die Datenerfassung aus. Hier kann zwischen dem EinfluÂ des Aufnahmewin- 
kels und des Einstrahlwinkels (Sonnenstand) unterschieden werden. 
Die eingeschrÃ¤nkt Transmission der AtmosphÃ¤r wird durch Extinktion an Mo- 
lekÃ¼hle und Aerosolen hervorgerufen. Bei den hier benutzten MeÂ§winkel von 
90' legt die Strahlung der Bildpunkte am Bildrand gegenÃ¼be der der mittleren 
Bildpunkte den &?-fachen Weg durch die AtmosphÃ¤r zurÃ¼ck 
Beleuchtungsschwankungen in Flugrichtung. Bilddaten, die mit Line- 
Scannern aufgenommen werden, reprÃ¤sentiere keine Momentaufnahme. Mit 
einer Zeit von 20ms zwischen der Aufnahme aufeinander folgender Bildzeilen 
wird ein Bildabschnitt von 20 000 Zeilen innerhalb 6 ,7  Minuten aufgenommen. 
Die Beleuchtung der Szene schwankt zeitlich und zudem rÃ¤umlic durch VerÃ¤nde 
rung der BewÃ¶lkun und des Sonnenstands. Ergebnis dieses Einflusses ist, daÂ die 
Helligkeit der erfaf3ten Bilder selbst bei der Aufnahme von homogenen Gebieten 
in Flugrichtung schwankt. 
Es kann nicht im gleichen Sinn wie bei der Behandlung der IntensitÃ¤tsvariatione 
in der Bildzeile von fehlender Monotonie gesprochen werden, denn dieses wÃ¼rd 
bedeuten, daÂ die Empfindlichkeit der Line-Scan-Camera schwankt, was prinzipi- 
ell nicht auszuschlieÂ§e wÃ¤re Im vorliegenden Fall variiert jedoch die Strahlungs- 
intensitÃ¤ in der Szene. FÃ¼ die Unterscheidung von Eistypen ist primÃ¤ nicht 
die Helligkeit, sondern die ReflektivitÃ¤ von Bedeutung. Die Datenerfassung ist 
in Bezug auf die ReflektivitÃ¤ nicht monoton. Ziel ist es, die IntensitÃ¤tsvariatio 
nen, die aus BeleuchtungsverÃ¤nderunge resultieren, bei der Datenverarbeitung 
auszugleichen. 
Die Funktionswerte s (x , y )  reprÃ¤sentiere bei den Bilddaten der Line-Scan-Ca- 
mera die StrahlungsintensitÃ¤ im Spektralbereich von A = 0,4 ,um bis A = 1, 1 pm 
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mit einer Gewichtung entsprechend der spektralen Empfindlichkeit des Sensors. 
Es handelt sich um eine relative Messung, so daÂ nur das VerhÃ¤ltni von Bild- 
punktintensitÃ¤te zueinander behandelt werden kann. Eine absolute Messung der 
StrahlungsintensitÃ¤ ist nicht mÃ¶glich da  die Line-Scan-Camera nicht kalibriert 
und zudem die Blendeneinstellung wÃ¤hren der Datenerfassung nicht registriert 
wird. 
2.1.1 Elimination gestÃ¶rte Bildzeilen 
Die Elimination gestÃ¶rte Bildzeilen kann in zwei Aufgaben unterteilt werden. 
Erst muÂ festgestellt werden, ob eine Bildzeile gestÃ¶r ist und dann muÂ der 
Fehler behoben werden. Im vorliegenden Fall liegt das Problem in der Detektion 
der gestÃ¶rte Zeilen. Ist ein Fehler gefunden, so wird die entsprechende Zeile 
durch die in Flugrichtung vorhergehende komplett ersetzt. 
Im allgemeinen treten speziell bei Bildern, die mit CCD-Kameras aufgenommen 
werden, gestÃ¶rt Bildzeilen auf, die entweder ganz weiÂ oder schwarz sind oder 
ein zufÃ¤llige Grauwertmuster aufweisen. Die Detektion solcher Bildzeilen wird 
mit Hilfe der Korrelation von aufeinanderfolgenden Bildzeilen durchgefÃ¼hrt Bei 
Bildern aus der Fernerkundung ist der Ãœbergan der Grauwerte von einer Bild- 
zeile zur nÃ¤chste in der Regel nicht allzu abrupt. Der Korrelationskoeffizient ist 
also zwischen benachbarten, ungestÃ¶rte Bildzeilen relativ groÂ§ Dagegen ist er 
bei einer korrekten und einer gestÃ¶rte Bildzeile klein. 
Der Korrelationskoeffizient ryY+l ist eine normierte GrÃ¶Â§ er berechnet sich aus 
der Kovarianz vy,y+l zwischen den Bildzeilen y  und y + 1 und den Streuungen 
vyYy und ~ , , + ~ , ~ + l  der Einzelzeilen. 
Die Kovarianz bzw. Streuungen berechnen sich nach 
Hierbei ist s(x,  y )  die IntensitÃ¤tsfunktio der Bilddaten, in den Dimensionen X 
und y, wobei x vertikal zur Flugrichtung ausgerichtet ist und aus X Abtastwerten 
besteht. Die Mittelwerte einzelner Bildzeilen sind durch my bzw. my+l gegeben. 
Die Werte des Korrelationskoeffizienten liegen zwischen 1 und -1. Je stÃ¤rke 
die betreffenden Bildzeilen gleichsinnig korreliert sind, um so hÃ¶he liegt dieser 
Wert. Bei der Anwendung muÂ ein Schwellwert gefunden werden, bei dessen 
Unterschreitung die Bildzeilen als gestÃ¶r erkannt werden. 
2.1 Line-Scan- Camera (LSC) 2 1 
Bei der Bestimmung dieses Schwellwertes fÃ¼ die LSC-Daten gab es Schwierigkei- 
ten, d a  die StÃ¶runge teilweise eine Verdoppelung der IntensitÃ¤te hervorrufen. 
Die Normierung auf die mittleren IntensitÃ¤te der Bildzeilen in Gleichung (2.2)  
verringert diesen gravierenden Unterschied. Andererseits konnte der Schwellwert 
nicht zu hoch gesetzt werden, da  speziell in der Fernerkundung von Meereis auf- 
einanderfolgende Bildzeile sich relativ stark voneinander unterscheiden kÃ¶nnen 
FÃ¼ die sichere Detektion gestÃ¶rte Bildzeilen wurden zusÃ¤tzlich Kriterien ent- 
wickelt, die, wegen des hohen Rechenaufwandes bei der Bestimmung der Kor- 
relationskoeffizienten, die oben erwÃ¤hnt Methode vollstÃ¤ndi ersetzen. Glei- 
chung (2.1)  wurde angegeben, damit beim Auftreten weiterer ZeilenstÃ¶runge auf 
diese Methode zurÃ¼ckgegriffe werden kann. Hierbei wÃ¼rd sie mit einem relativ 
geringen Schwellwert ein zusÃ¤tzliche Kriterium zu den im folgenden erklÃ¤rte 
bilden. 
Nach dieser besseren Methode werden zur Bestimmung einer gestÃ¶rte Bildzeile 
fÃ¼ diese drei quantitative Werte berechnet. Diese Werte werden mit Schwellwer- 
ten T verglichen, wobei jeder Vergleich ein Kriterium bildet, nach dem entschie- 
den wird, ob die betreffende Bildzeile gestÃ¶r ist. Ist die boolsche Variable C = 1, 
so liegt eine gestÃ¶rt Zeile vor. C bildet sich aus den Einzelkriterien Cl ,  C2 und 
C3 - 
Mit myWl, my  und m y + ~  als entsprechende Zeilenmittelwerte ergibt Cl einen 
absoluten Vergleich benachbarter Bildzeilen: 
Ein relativer Vergleich ergibt: 
(%(Y)  = 0 sonst. 
Hierbei sind TMLO und TMRO Schwellwerte, die fÃ¼ den speziellen Fall angegeben 
werden mÃ¼ssen Die Indizes MLO und MRO bedeuten ,,Maximum Line Offset" 
bzw. ,,Maximum Relativ Offset". 
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Cs(y) wird 1, wenn die Anzahl der Bildpunkte, die den Maximalwert s(x,  y )  = 255 
erreichen, grÃ¶Â§ als der Schwellwert TMO ist, wobei die Bildpunkte der Nachbar- 
zeilen ungleich dem Maximalwert s ( ~ ,  y - 1) # 255 und s ( ~ ,  y + 1) # 255 sein 
mÃ¼ssen TMO muÂ auch vorgegeben werden, wobei MO ,,Maximum OverflowL' 
bedeutet. Mit 0V als Anzahl dieser Ãœber~teuerun~e ergibt sich somit, 
C3(y) = 1 wenn 0V > TMO 
Cg(y) = 0 sonst. 
FÃ¼ den vorliegenden Datensatz wurden die Schwellwerte TMLO, TMRO und TMO 
bestimmt und bei der Korrekturroutine vlinecorr, auf die in Anhang B.2.1 ein- 
gegangen wird, als Defaultwerte vorgesehen. Soll hiervon abgewichen werden, so 
kÃ¶nne diese Schwellwerte in einem vorgegebenen Bereich variiert werden. 
Bei der Bestimmung der Schwellwerte kann die Routine vlineerr verwendet wer- 
den (siehe Anhang B.2.2), die als Ausgabe fÃ¼ jede Bildzeile die Vergleichswerte 
liefert, die in den Gleichungen (2.4) bis (2.6) benÃ¶tig werden. Zur besseren 
Darstellung werden nur die positiven Werte ausgegeben. 
2.1.2 Beseitigung der IntensitÃ¤tssprÃ¼n 
Im Vorspann dieses Abschnittes wurde schon erwÃ¤hnt daÂ die IntensitÃ¤tssprÃ¼n 
durch einen Fehler bei der Erzeugung der Integrationszeit fÃ¼ den CCD-Sensor 
verursacht werden. Im ersten Schritt muÂ erkannt werden, welche Zeilen mit 
einer kÃ¼rzere Integrationszeit erfaÂ§ wurden. Nachfolgend mÃ¼sse die einzel- 
nen Bildpunkte dieser Zeilen so verstÃ¤rk werden, daÂ sie denen aus den Zeilen, 
mit lÃ¤ngere Integrationszeiten entsprechen. Die Funktion fÃ¼ diese Korrektur, 
deren Herleitung in Abbildung 2.1 dargestellt ist, hat neben einem Linearfak- 
tor auch einen Offset, der sich durch eine VerkÃ¼rzun der Integrationszeit nicht 
erklÃ¤re lÃ¤Â§ Da zur Zeit der Algorithmenerstellung die Line-Scan-Camera nicht 
verfÃ¼gba war, konnte diese Unstimmigkeit nicht geklÃ¤r werden. 
Die Bildzeilen, die eine geringere IntensitÃ¤ aufweisen, werden im folgenden als 
fehlerhafte Bildzeilen bezeichnet. Um diese zu erkennen, wurde die Routine vsum 
geschrieben, die unter anderem die IntensitÃ¤te der einzelnen Bildzeilen sum- 
miert. Die ZeilenintensitÃ¤te sind somit 
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An den absoluten Werten von i(y) sind die fehlerhaften Bildzeilen nicht zu er- 
kennen. Man kann nur die IntensitÃ¤tssprÃ¼n erkennen, bei denen zwischen un- 
terschiedlichen Belichtungszeiten gewechselt wurde. Im allgemeinen konnten die 
fehlerhaften Bildzeilen detektiert werden, indem das Signal i(y) mit der tiefpafl- 
gefilterten Zeilensummation verglichen wurde. Eine Bildzeile wurde als fehlerhaft 
angesehen, wenn 
Schwierigkeiten traten hierbei auf, wenn lineare Bildstrukturen senkrecht zur 
Flugrichtung aufgenommen wurden. Bei einem Ãœbergan von einem hellen zu 
einem dunklen Bereich, wurden die Grenzbereiche auf der hellen Seite immer als 
korrekt und auf der dunklen Seite immer als fehlerhaft interpretiert. 
Bei diesen Arbeiten wurde jedoch ein Zusammenhang erkannt, der sich als hilf- 
reiches Kriterium fÃ¼ die Erkennung von fehlerhaften Bildzeilen erwiesen hat. 
Durch die fehlerhafte Taktsteuerung ist in den Bildern die linke (X = 0) oder 
rechte (X = X - 1) Spalte fehlerhaft. Neben den Intensitaten in GrÃ¶flenord 
nung der der umgebenen Bildpunkte treten hier Bildpunkte auf, die entweder 
den Wert Null oder nur etwa 75% der umgebenen Bildintensitaten aufweisen. Es 
wird hierbei immer ein Vergleich mit dem benachbarten Bildpunkt der selben 
Zeile durchgefÃ¼hrt Der linke Bildrand ist ausschlaggebend, wenn 
Sonst wird der rechte Bildrand zur Detektion der fehlerhaften Bildzeilen unter- 
sucht. Ist die boolsche Variable C = 1, so liegt eine gestÃ¶rt Zeile vor. C bildet 
sich aus den Einzelkriterien Ci und Ci. 
Zur Ermittlung von Cl und Ci muÂ nun wegen der unterschiedlichen Anordnung 
der Bildpunkte differenziert werden: 
Linker Bildrand: Ist nach Gleichung (2.10) der linke Term grÃ¶aer so muÂ der 
linke Bildrand untersucht werden: 
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C i ( y )  = 0 wenn s ( O , y ) = O  
C l ( y )  = 1 sonst. 
(2 .12)  
Ist C i ( y )  = 1 ,  so nimmt der in Gleichung (2.13) zu bildende Quotient einen 
bestimmten Wert an. Es kann fortgefahren werden mit: 
C 2 ( y )  = 0 sonst. 
(2.13) 
Rechter Bildrand: Ist nach Gleichung (2.10) der rechte Term grÃ¶Â§e so wird 
der rechte Bildrand untersucht: 
C i ( y )  = 1 sonst. 
Ist C i ( y )  = 1 ,  so kann fortgefahren werden mit: 
C&) = 0 sonst. 
(2.15) 
Der Schwellwert T wurde fÃ¼ einen Beispieldatensatz bestimmt und bei der Rou- 
tine ubricorr, mit der die fehlerhaften Bildzeilen korrigiert werden, als Defaultwert 
vorgesehen. Soll hiervon bei spÃ¤tere Analysen abgewichen werden, so kann er 
in einem vorgegebenen Bereich variiert werden. 
Nachdem durch Gleichung (2.11) nun beschrieben ist, welche Bildzeilen fehler- 
haft sind, kÃ¶nne die einzelnen Bildpunkte dieser Zeilen nach Gleichung (2.17) 
korrigiert werden. 
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s (x ,y )  = ais*(x,y) + ao (2.17) 
Hierbei bezeichnet s*(x, y) die fehlerfaften Bilddaten und s(x,  y )  das bezÃ¼glic der 
Intensitatssprunge korrigierte Bild. Durch die Koeffizienten a l  und Q wird die 
fehlerhafte Bildzeilenaufnahme ausgeglichen. In Abbildung 2.1 wird verdeutlicht, 
wie diese Koeffizienten ermittelt werden. Auf der Abszisse sind die Bildpunkt- 
intensitÃ¤te der fehlerhaften Zeilen aufgetragen. Hierbei kommen nur Bildzeilen 
in Betracht, die eine Bildzeile mit korrekter IntensitÃ¤ als Nachbarn haben. Die 
Differenz 6 bezeichnet die absolute IntensitÃ¤tsdifferen der einzelnen fehlerhaften 
Bildpunkte zu ihrem direkten Nachbarn der vorangehenden korrekten Nachbar- 
zeile. 
Im Konturdiagramm sind normiert die AuftrittshÃ¤ufigkeite der Differenz 6 zu 
den Intensitaten s* aufgetragen. Die groÂ§ Streuung wird dadurch verursacht, daÂ 
neben den Intensitatsvariationen durch fehlerhafte Zeilen auch Bildstrukturen die 
Differenz 6 bestimmen. Andererseits wird durch diese Bildstrukturen erst die 
AbhÃ¤ngigkei von 6 bezÃ¼glic s* deutlich, da hierdurch erst s" variiert wird. Der 
Beispieldatensatz, aus dem Abbildung 2.1 berechnet wurde, bestand aus einem 
aufgelockerten Schollenmosaik mit kleiner SchollengrÃ¶Â§ Die dominante Stelle 
um s" = 75 enthÃ¤l Wasserstellen, und der Bereich um s" = 180 wurde aus den 
Eisschollen gebildet. 
Im Beispiel wurde durch lineare Regression die Abh%ngigkeit der Variablen 6 und 
s* ermittelt. 
FÃ¼ die Koeffizienten aus Gleichung 2.17 ergibt sich somit a l  = 1,01 und ao = 1. 
Mit dieser Kenntnis wurde das Beispielbild, aus dem die Koeffizienten abgeleitet 
wurden, korrigiert, wobei nach der Korrektur auf keine Weise, sowohl im Original 
als auch mit Hilfe lokalen Spreizungen des Grauwerthistoramms oder Zeilensum- 
mation, die Fehler durch die Integrationszeitvariation lokalisiert werden konnte. 
Die automatische Ermittlung der Korrekturfunktion erweist sich als problema- 
tisch, wenn die Variation der IntensitÃ¤ s* gering ist und die Differenz 6 wesent- 
lich durch Bildstrukturen bestimmt wird. Dieser Sachverhalt wird deutlich, wenn 
man in Abbildung 2.1 den Anteil, der durch Wasser entstanden ist, nicht beruck- 
sichtigt. Die Steigung der Korrekturfunktion wurde sich erhÃ¶he und der Offset 
negativ werden, so daÂ eine nachfolgende Korrektur keinen Erfolg bringt. 
Die Untersuchungen unterschiedlicher Bilddaten ergaben annÃ¤hern die Koeffizi- 
enten aus Gleichung (2.18), so daÂ auf eine automatische Ermittlung der Korrek- 
turfunktion bei der Datenverarbeitung verzichtet werden kann. In der Prozedur 
vbricorr werden die fehlerhaften Bildzeilen nach Gleichung (2.17) korrigiert, wo- 
bei die Koeffizienten, die sich nach Gleichung (2.18) ergeben, als Defaultwerte 
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Abbildung 2.1: Konturdiagramm zur Ermittlung der Korrekturfunktion 6 = f(s*) fÃ¼ die 
Behebung der IntensitÃ¤tssprÃ¼n (Daten aus ~ ~ 0 3 1 2 1 3 . 1 6 ~ ) .  
vorgegeben sind. Soll hiervon abgewichen werden, so sind begrenzte Variationen 
mÃ¶glich 
Bei einer neuen Bestimmung der Koeffizienten steht die Prozedur vbrivar zur 
VerfÃ¼gung die auch bei der Bestimmung der Defaultwerte verwendet wurde. Sie 
berechnet die Daten zur Erstellung des Konturdiagramms aus Abbildung 2.1. 
2.1.3 Behebung der IntensitÃ¤tsvariatione in der Bildzeile 
Zur Korrektur der Bilddaten bezÃ¼glic der IntensitÃ¤tsvariatione in der Bildzeile 
wird zuerst auf den Einflug durch den CCD-Sensor eingegangen. Hierauf folgend 
werden die EinflÃ¼ss durch die Optik und durch die ReflektivitÃ¤tsvariatione in 
der Szene behandelt. 
Die TransportineffektivitÃ¤ des verwendeten CCD-Sensors TH7802A betrÃ¤g ty- 
pisch E = 2.1OP5 [THOMSON, 19921. Die Auswirkung der TransportineffektivitÃ¤ 
lÃ¤Â sich abschÃ¤tzen indem man annimmt, daÂ nur ein Bildpunkt, der durch 
das gesamte Analogschieberegister transportiert werden muÂ§ so beleuchtet wird, 
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daÂ er gerade den Maximalwert s = 255 angenommen hat und die umgebenen 
Bildpunkte dunkel sind. Der Bildpunkt hat in diesem einfachen Fall nach dem 
Auslesen ( s * )  eine IntensitÃ¤ von 
s* = ( 1  - E ) "  s = ( 1  - 2 l ~ - ~ ) ~ ~ ~ ~  255 = 250 , (2 .20)  
wobei n die Elementanzahl des CCD-Sensors beschreibt. Diese groÂ§ VerfÃ¤lschun 
tritt jedoch nur bei maximalem Kontrast auf. Aber gerade wegen der AbhÃ¤ngig 
keit vom Kontrast und nicht von der absoluten IntensitÃ¤t soll dieser Fehler los- 
gelÃ¶s von anderen Faktoren betrachtet werden. Durch die Korrektur wird der 
VerfÃ¤lschun des Kontrasts entgegengearbeitet. 
Nach GRASS [I9861 kann der Ladungstransport in Analogschieberegistern allge- 
mein durch folgende Gleichung beschrieben werden: 
Hierbei bezeichnet Q"{n) die Ladung nach n Ladungstransporten und Q ( n  - X) 
die ursprÃ¼nglic vorhandene Ladung in den Registern. Unter der Annahme, daÂ 
wie in Gleichung (2.20) nur ein einzelnes Ladungspaket transportiert wird, ergibt 
sich nach n Transporttakten ein um den Faktor ( 1  - E ) "  reduzierter Wert. Mit 
dem binomischen Satz ergibt sich: 
Die NÃ¤herun ist im vorliegenden Fall gÃ¼ltig da E sehr klein und n nicht allzu 
groÂ ist, so daÂ der dritte Term um zwei Zehnerpotenzen kleiner ist als der zweite 
Term. Im extremen Fall von Gleichung (2 .20)  wÃ¼rd sich das Ergebnis also nur 
um A s "  = 0,05 weiter verringern. Der erste nachlaufende Bildpunkt hat unter 
der selben Voraussetzung des Eingangsimpulses in guter NÃ¤herun die normierte 
Ladung von n E  - ( n E ) 2 ,  der zweite nachlaufende ( n E I 2  - ( n E ) 3  und so weiter. Es 
ergibt sich als Ausgangsfolge die Impulsantwort s : ( x )  mit ihren Einzelelementen 
zu 
wobei x den betrachteten Bildpunkt angibt. Die Ãœbertragungsfunktio des Sy- 
stems ist die Z-Transformierte der impulsantwort: 
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z  H( ! )  = 2 { h ( x ) }  = 2 { ( 1  - n ~ ) ( n ~ ) ~ }  = (1  - nEja  (2.24) 
mit 
Ein Filter /<(z) ,  welcher den EinfluÂ des Analogschieberegisters eliminiert, muÂ 
die zu H ( z )  inverse Ãœbertragungsfunktio aufweisen, denn 
S ( z )  = S * ( z )  K ( z )  = S ( z )  H ( z )  K ( z )  mit K ( z )  = 
H ( z ) .  (2.26) 
Es ergibt sich also als Korrekturfilter 
1 S b )  l 
- 
*)=- - - 1 
H(- ( z )  1 - n E  1 + n E  z-I + ( n E ) 2  z-2 + . . . 
. (2.27) 
Mit der Z-Transformierten des Korrekturfilters, aus der auch der Algorithmus 
zur Korrektur abgeleitet werden kann, wird deutlich, daÂ es sich hierbei um ein 
rekursives Filter handelt. 
Beim CCD-Sensor legen nicht alle Ladungspakete n  Schritte in den Analogschie- 
beregistern zurÃ¼ck die Anzahl der Schritte hÃ¤ng vom Eintrittsort, also von X ,  
dem Bildpunkt der CCD-Zeile, ab. Mit n  = X ,  der fÃ¼ kleine nE zulÃ¤ssige Ver- 
einfachung von (1  - n E ) l  w 1 + n E  und dem VernachlÃ¤sige der sehr kleinen 
Terme ergibt sich aus Gleichung (2.28) das in der Routine vtricorr programmierte 
rekursive Filter zur Korrektur der TransportineffektivitÃ¤t 
Da fÃ¼ die vorliegende Arbeit schon wÃ¤hren der Datenerfassung die Bildzeilen 
von 1024 Bildpunkten durch Addition jeweils benachbarter Bildpunkte auf 512 
Bildpunkte reduziert wurde, ergibt sich eine effektive TransportineffektivitÃ¤ von 
die in der Routine vtricorr als Defaultwert vorgesehen ist. 
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Die unterschiedlichen DunkelstrÃ¶m und Empfindlichkeiten der Zellen entlang 
der Sensorzeile machen es notwendig, fÃ¼ jedes Sensorelement eine separate Kor- 
rekturfunktion zu ermitteln. Der Dunkelstrom ist von der BestrahlungsintensitÃ¤ 
unabhÃ¤ngi und soll durch den Offset ao(x) ausgeglichen werden. Der Fehler 
durch die Empfindlichkeitsschwankungen steigt linear mit der gemessenen Inten- 
sitÃ¤ an und wird durch den Faktor ai(x) berÃ¼cksichtigt Ist sT(x, y )  das gestÃ¶rt 
Bildsignal, so ergibt sich mit den oben genannten Koeffizienten nach der Korrek- 
tur das ungestÃ¶rt Bild zu 
Im allgemeinen Teil dieses Abschnittes wurde schon erwÃ¤hnt daÂ auf eine nicht- 
lineare Korrektur wegen der geringen LinearitÃ¤tsfehle verzichtet werden kann. 
Die Koeffizienten ao und ai mÃ¼sse fÃ¼ jeden Einzelsensor der CCD-Zeile er- 
mittelt werden. Dieses wird normalerweiser durch Labormessungen erreicht, in- 
dem homogen ausgeleuchtete helle und dunkle Kalibrierungsvorlagen aufgenom- 
men und Ã¼be die erfaÂ§te IntensitÃ¤tsvariatione die Fehler ermittelt werden 
[HABERACKER, 19851. Da im vorliegenden Fall die Line-Scan-Camera wÃ¤hren 
.der Datenauswertung nicht zur VerfÃ¼gun stand, wurden die Koeffizienten aus 
den Daten ermittelt. Es wird vorausgesetzt, daÂ die EinflÃ¼ss durch Dunkelstrom 
und Empfindlichkeitsschwankungen statistisch unabhÃ¤ngi auftreten und somit 
ein hochfrequentes Signal entlang der Sensorzeile ergeben. Statt der Aufnahme 
homogener FlÃ¤che wurden fÃ¼ die einzelnen Spalten der Bilddaten Ã¼be gesamte 
Flugtage Mittelwerte gebildet. Hierbei wurden zusÃ¤tzlic die Variationen durch 
die Vignettierung und aufnahmewinkelabhÃ¤ngig IntensitÃ¤tsvariatione in der 
Szene erfaÂ§t die jedoch durch HochpaBfilterung eliminiert wurden. 
Als Bilddaten fÃ¼ die in Abbildung 2.2 dargestellten Graphen wurde eine ho- 
mogen verteilte Schollenstruktur verwendet, so daÂ zwei Helligkeitsbereiche zur 
VerfÃ¼gun standen, Wasser und schneebedeckte Eisschollen. Vor der Mittel- 
wertbildung der einzelnen Spalten wurde das Bild in helle und dunkle Berei- 
che segmentiert, um analog zu den angefÃ¼hrte Labormessungen eine helle und 
dunkle Kalibrierungsmessung zu simulieren: Die Segmentierung wurde nach dem 
Bearbeiten des Bildes durchgefÃ¼hrt also nach empirischer Korrektur der Ran- 
dabschattungen und extreme Tiefpaflfilterung, da die IntensitÃ¤tsvariatio durch 
Dunkelstrom oder Empfindlichkeitsschwankungen nicht die Segmentierung beein- 
flussen dÃ¼rfen 
In Abbildung 2.2 ist als ein Beispiel der hochfrequente Anteil der mittleren In- 
tensitÃ¤ten normiert auf die ungefilterten IntensitÃ¤ten fÃ¼ die CCD-Elemente 
X = 200 bis X = 300 aufgetragen. 
Aus der Differenz der Funktionswerte kann, unter BerÃ¼cksichtigun der ungefilter- 
t,en IntensitÃ¤tsunterschied zwischen hellen und dunklen Bildbereichen, der Offset 
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Abbildung 2.2: Hochfrequente normierte IntensitÃ¤tsvariatione entlang der Bildzeile fÃ¼ 
niedrige und hohe IntensitÃ¤ten zur Bestimmung der Korrekturkoeffizienten ao(x) und a i (x)  
(Daten vom gesamten Flugtag am 16. MÃ¤r 1993). 
ao(x) fÃ¼ Gleichung (2.31) ermittelt werden. Bis auf wenige Ausnahmen ergibt 
sich jedoch keine Differenz der Funktionswerte, so daÂ fÃ¼ die gesamte Zeile der 
Dunkelstrom und somit ao(x) vernachlÃ¤ssig werden kann. Abweichungen hier- 
von, wie zum Beispiel im Bereich von X = 214 konnten in anderen DatensÃ¤tze 
nicht bestÃ¤tig werden. Der Dunkelstrom Ã¼b wegen der kurzen Integrationszei- 
ten keinen EinfluÂ aus. 
Der Mittelwert von beiden Funktionswerten fÃ¼ jede Position X in Abbildung 2.2 
ergibt das Koeffizientenarray al(x).  FÃ¼ die vorliegende Auswertung wurden die 
Werte von mehreren Flugtagen gemittelt und im VIFF-Format (float) abgelegt, 
um so fÃ¼ die Auswertung bereitzustehen. Diese Korrekturkoeffizienten sind nur 
fÃ¼ ein bestimmtes Kamerasystem gÃ¼lti und sollten fÃ¼ einzelne Expeditionen 
neu ermittelt werden, um Variationen durch Alterung zu berÃ¼cksichtigen Bei 
der Ermittlung helfen die Routinen vcolsum, die eine spezielle Summation einer 
Vielzahl von Bilddaten unterstÃ¼tz und vhivar, die aus dieser Summation das 
Koeffizientenarray al(x) berechnet. Die Datei hat den standardisierten Namen 
ccdintll93.viff, wenn sie im November 1993 erstellt wurde und sollte weitere 
Informationen im Comment-Header enthalten. Die Korrektur wird dann mit der 
Routine vldmul durchgefÃ¼hrt die im Anhang B.l.3 erklÃ¤r ist. 
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Die im folgenden betrachteten EinfluÂ§grÃ¶Â kÃ¶nne zwar qualitativ, jedoch nicht 
quantitativ bestimmt werden, da Informationen Ã¼be ihr Auftreten und Parame- 
ter Ã¼be ihre Erscheinungsform fehlen. Am Ende dieses Abschnittes wird daher 
eine Methode eingefÃ¼hrt die annÃ¤hern die Modifikation der Bilddaten bestimmt 
und mit diesen das Bild korrigiert. 
Ãœbe eine eventuelle Vereisung der Optik kann nur ausgesagt werden, daÂ ihr Ein- 
fluÂ wegen der Defokusierung niederfrequent in Richtung der Bildaufnahmezeile 
ist. Zeitlich variiert die Vereisung langsam, so daÂ sie fÃ¼ einen Flugabschnitt 
von 20 000 Bildzeilen als konstant angesehen werden kann. Anders verhalt sich 
dagegen die Vignettierung, die bezÃ¼glic der mittleren Bildspalten einen sym- 
metrischen EinfluÂ hat. Ihre BlendenabhÃ¤ngigkei kÃ¶nnt im Labor bestimmt 
werden, was fÃ¼ zukÃ¼nftig Systeme geplant, aber derzeit nicht mÃ¶glic ist, da  
die Blendeneinstellung nicht registriert wird. Auch der EinfluÂ der Vignettierung 
ist in Richtung der Bildzeilen niederfrequent und in Richtung der Bildspalten 
konstant, da  die Blendeneinstellung wahrend der Datenaufnahme nicht variiert 
wurde. 
Abbildung 2.3 verdeutlicht die Entstehung der Vignettierung. Hierbei ist A die 
FlÃ¤ch eines LAMBER~-Strahlers oder LA~B~R~-Ref lek to rs ,  zum Beispiel frischer 
Schnee. In der Bildebene wird die FlÃ¤ch A als FlÃ¤ch A' abgebildet. Die GrÃ¶Â 
dieser FlÃ¤ch ist durch den Abbildungsmahtab gegeben, wobei b die Bildweite 
und g die Gegenstandsweite beschreibt: 
Zwischen Gegenstand und Bild befindet sich das Objektiv mit einer BlendenÃ¶ff 
nung, deren effektive Flache P vom Einstrahlwinkel w abhÃ¤ngi ist. FÃ¼ eine 
Vorderblende wÃ¼rd die FlÃ¤ch P = Pu mit zunehmendem Einstrahlwinkel W 
nach 
Pu (U) = Pu (0) cos CÅ (2.33) 
verkleinert, sei aber hier als allgemeine Funktion P(w) eingefÃ¼hrt 
Die FlÃ¤ch A strahle nun mit der Strahlungsdichte B ,  wodurch sich von der 
Flache A durch die ObjektivÃ¶ffnun P der StrahlungsfluÂ @ E  einstellt: 
<&Â£ = BAcosw @(W). (2.34) 
Die AbhÃ¤ngigkei von cosw macht den L~MBER~-strahler  aus. Da sich der 
Raumwinkel0, der sich zwischen einem FlÃ¤chenelemen dA und der ObjektivÃ¶ff 
nung P aufspannt, vom Winkel w abhÃ¤ngi ist, gilt als Voraussetzung, daÂ A 
sehr viel kleiner als g ist. Der Raumwinkel ist 
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Abbildung 2.3: Geometrie zur Herleitung des Einflusses der Vignettierung, mit Objektebene, 
Hauptebene der Optik und Bildebene. 
also 
Hiermit ergibt sich aus Gleichung (2.34) 
tF BA^ c0s3 W 
g2 
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und bezogen auf die Seite der Bildebene mit Gleichung (2.32) 
denn der Strahlungsflufl, der in die als verlustfrei angesehene Optik eintritt, muÂ 
diese auf der anderen Seite auch wieder verlassen. 
FÃ¼ das Ausgangssignal des CCD-Sensors, der in der Bildebene den Strahlungs- 
fluÂ in ein elektrisches Signal umsetzt, ist die BestrahlungsstÃ¤rk E relevant, 
die sich aus dem VerhÃ¤ltni des Strahlungsflusses und der bestrahlten FlÃ¤ch A' 
ergibt. 
So bildet sich die BestrahlungsstÃ¤rk entlang der Bildzeile winkelabhÃ¤ngi mit 
Gleichung (2.37) zu 
Betrachtet man nun den Fall einer Optik mit Vorderblende, wie es gewÃ¶hnlic in 
LehrbÃ¼cher erfolgt [SLEVOGT, 19741, so ergibt sich mit Gleichung (2.33) ein 
Abfall der BestrahlungsstÃ¤rk zum Rand des Bildes proportional cos4w. Im 
vorliegenden Fall variiert der Bestrahlungswinkel zwischen w = -45'; w = 0' 
bis w = 45O, wodurch sich ein Abfall der BestrahlungsstÃ¤rk zum Rand auf 
cos4(450) = 0,25 ergÃ¤be Selbst wenn man den Einflui3 der Vorderblende als 
winkelunabhÃ¤ngi betrachten wÃ¼rde da bei Integration der Blende in die Optik 
der Strahlungswinkel in der Blende durch Strahlbrechung nicht dem Einstrahl- 
winke1 entspricht, bleibt ein Randabfall auf cos3(450) = 0,35. In Abbildung 2.4 
sind einige Vignettierungskurven aufgetragen, wobei wiederum die Mittelwerte 
fÃ¼ einzelne Bildpositionen X lÃ¤ngere Flugabschnitte gebildet wurden. Die Kur- 
ven, die geringe Vignettierung zeigen, wurden mit geschlossener Blende und die 
groÂ§e Vignettierung mit offener Blende aufgenommen. Es ergeben sich bei ab- 
geblendeter Optik nicht im entferntesten Randabschattungen von cos4 W, nicht 
einmal von cos3 W. 
Zur KlÃ¤run dieser Diskrepanz wurde die Vignettierung eines Weitwinkelobjek- 
tivs (Super Albinar 1:2,8/28 mm) im Optiklabor vermessen, wobei sich bei Blen- 
denÃ¶ffnunge von l:22 bis 1:8 eine Vignettierung proportional cos w einstellte. Bei 
grÃ¶Â§er Ã–ffnunge bis zu 1:2,8 stieg die Vignettierung auf proportional cos4w 
an. Als Ursache wurde erkannt, daÂ die Objektive so konstruiert sind, daÂ sie die 
Vignettierung so weit als mÃ¶glic unterdrÃ¼cken Im Idealfall nimmt die Funktion 
der effektiven FlÃ¤ch der BlendenÃ¶ffnun nicht nach Gleichung (2.33) ab, sondern 
nach 
34 2 KORREKTUR DER LINE-SCANNER-DATEN 
Abbildung 2.4: Mittlere IntensitÃ¤te fÃ¼ einzelne Bildpositionen X ,  zur Verdeutlichung der 
Vignettierung; Mittelwerte Ã¼be lÃ¤nger Flugabschnitte vom angegebenen Flugtag. 
zu, wodurch die BestrahlungsstÃ¤rk E in Gleichung (2.39) Ã¼be alle Winkel W ent- 
lang der Sensorzeile in der Bildebene konstant bleibt. Die VergrÃ¶Â§eru der Blen- 
denÃ¶ffnun mit zunehmendem Einstrahlwinkel scheint paradox, lÃ¤Â sich jedoch 
beobachten, wenn man die Blende eines Weitwinkelobjektivs durch die Front- 
linse beobachtet und das Objektiv zunehmend neigt. Bei kleinen VerhÃ¤ltnisse 
der FlÃ¤che von Objektiv- zu BlendenÃ¶ffnun ist diese Korrektur nicht mehr 
mÃ¶glich nimmt also mit zunehmender BlendenÃ¶ffnun ab. 
In Abbildung 2.4 ist zudem bei der Kurve mit starker Vignettierung die Form ei- 
ner Dreiecksfunktion auffÃ¤llig Dieses kommt dadurch zustande, daÂ bei vollstÃ¤n 
dig geÃ¶ffnete Blende Konstruktionsbestandteile des Objektivs eine Blendenfunk- 
tion Ãœbernehmen Bei langen Bauweisen kÃ¶nne diese Ã–ffnunge in unterschied- 
licher Entfernung von der Bildebene liegen. Bei zunehmendem Einstrahlwinkel 
beschneiden sich die Ã–ffnunge gegenseitig, wodurch die effektive Ã–ffnungsflÃ¤c 
nicht mehr nach Gleichung (2.33) abnimmt. 
Da mit der Line-Scan-Camera keine absoluten IntensitÃ¤tsmessunge durchgefÃ¼hr 
werden, spielt die Transmission der AtmosphÃ¤r nur eine relative Rolle. Die 
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Strahlung, die die Helligkeit der Randbildpunkte bestimmt, legt einen lÃ¤nge 
ren Weg durch die AtmosphÃ¤r zurÃ¼ck Mit dem Gesamtmeflwinkel 0 = 90' 
ergibt sich ein maximales LÃ¤ngenverhÃ¤ltn fÃ¼ den Strahlungsweg durch die At- 
mosphÃ¤r von 
wobei dmaz der maximalen und dnad der WeglÃ¤ng im Nadir entspricht. 
Die SchwÃ¤chun der reflektierten Sonnenstrahlung ist entsprechend der Theorie 
fÃ¼ einfallende Sonnenstrahlung und deren SchwÃ¤chun durch die AtmosphÃ¤r 
zu behandeln. Diese Extinktion besteht aus Absorption an Aerosolen und Was- 
serdampf und Streuung, teils an den MolekÃ¼le der Luft, teils an Aerosolen. 
Kondensierter Wasserdampf sei hier auÂ§e Betracht gelassen,da durch die ge- 
ringe gerichtete Transmission eine Datenerfassung durch Wolken nicht mÃ¶glic 
ist. Auch Gebiete, in denen Seerauch auftrat, mÃ¼sse separat behandelt werden. 
Die Extinktion wird durch das BOUGUER-LAMBERT-BEER-Gesetz beschrieben: 
Hierbei ist I die StrahlungsintensitÃ¤t auf die die IntensitÃ¤ I. abgefallen ist, 
nachdem die Strahlung durch die optische Luftmasse m mit dem Extinktionsko- 
effizienten K getreten ist. Im vorliegenden Fall ist I. die auf der ErdoberflÃ¤ch 
reflektierte und I die gemessene StrahlungsintensitÃ¤t Der Extinktionskoeffizient 
ist Ã¼be die AtmosphÃ¤r nicht konstant. Hier spielen die Aerosolschichtung, Luft- 
feuchtigkeitsprofile und Dichte der Luft eine Rolle. Speziell in den Polargebieten 
enthÃ¤l die AtmosphÃ¤r infolge ihrer geringen Temperatur eine relativ unbedeu- 
tende Menge Wasserdampf; gleichzeitig ist die Luft infolge der groÂ§e Entfer- 
nung von staubproduzierenden Gebieten rein von Aerosolen. Es kommt somit 
hauptsÃ¤chlic die RAYLEIGH-Streuung, die Streuung an den LuftmolekÃ¼hlen in 
Betracht. Von HARTMANN et al. [I9941 wurde der Extinktionskoeffizient fÃ¼ das 
betrachtete Gebiet und wolkenlosem Himmel angegeben: 
Mit der Voraussetzung von R A Y L E I G H - S ~ ~ ~ U U ~ ~  kann nun die optische Luftmasse 
bestimmt werden. Es ist m = 1, wenn bei einem Luftdruck von po = 1013mbar 
der vertikale Strahlengang durch die gesamte AtmosphÃ¤r betrachtet wird. In 
Gleichung (2.42) ist die Extinktion somit vom LuftdruckverhÃ¤ltni zwischen Erd- 
boden und Flugniveau relevant. Mit der barometrischen HÃ¶henforme 
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und somit 
wobei g = 9,81 m s 2  die Erdbeschleunigung, R = 287 J k g l  K 1  die individuelle 
Gaskonstante fÃ¼ Luft und T w 260 K die absolute Temperatur angibt, die Ã¼be 
die HÃ¶h als konstant angenommen wird und die im Bereich von AT = k30 K kei- 
nen wesentlichen Einflufi ausÃ¼bt ergibt sich mit Gleichung (2.42) die Extinktion 
in AbhÃ¤ngigkei von der FlughÃ¶he 
Berechnet man nun mit Gleichung (2.41) und (2.46) die IntensitÃ¤tsvariatio zwi- 
schen Bildpunkten entlang der Aufnahmezeile, so ergibt sich bei einer FlughÃ¶h 
von dnad = 1500m, der StandardflughÃ¶he ein Fehler von maximal As = -1 
(bei s = 255). Bei der MaximalflughÃ¶h von dnad = 3000m liegt der maximale 
Fehler bei As = -2. Dieser Fehler ist wesentlich geringer als der Einflufl der 
Vignettierung, der die gleiche Charakeristik aufweist (Gleichung (2.41)). Da die 
Vignettierung nicht isoliert zu bestimmen ist, kann der Einflua durch Extinktion 
mit dieser im folgenden gemeinsam betrachtet werden. 
IntensitÃ¤tsvariatione entlang der Bildzeile werden aber aufierdem auch von der 
winkelabhÃ¤ngige Reflexion in -der Szene hervorgerufen. Das Reflexions-, Ab- 
sorptions- und EmissionsvermÃ¶ge von Wasser-, Eis- und SchneeoberflÃ¤che ist 
keineswegs isotrop bezÃ¼glic der Ein- und Ausstrahlrichtung und hÃ¤ng zudem 
auch vom Spektralbereich ab [RASCHKE, 19781. DiesbezÃ¼glic sind in der Li- 
teratur kaum Untersuchungen bekannt, da die Reflexion von einer Vielzahl von 
EinfluflgrÃ¶fie abhÃ¤ngt Eine Ausnahme bildet RASCHKE [1972], wo auf die Re- 
fektivitÃ¤ der WasseroberflÃ¤ch eingegangen wird. Auf ebenen WasseroberflÃ¤che 
ist die Reflexion durch das F R E S N E L S C ~ ~  Gesetz bekannt. Sie wird durch den See- 
gang modifiziert. Mit der Annahme, daÂ die Neigung der OberflÃ¤chenelement 
einer WasseroberflÃ¤ch einer GAUSS-Verteilung entspricht, werden von RASCHKE 
[I9721 die Reflexionsfunktionen fÃ¼ MeeresoberflÃ¤che bei verschiedenen Windge- 
schwindigkeiten berechnet. Dieses hilft in der vorliegenden Arbeit nicht weiter, 
da speziell in Packeisgebieten die Aufrauhung der MeeresoberflÃ¤ch neben der 
Windgeschwindigkeit von der Schollenstruktur abhÃ¤ng und lokal stark variiert. 
Von PEROVICH und GRENFELL [I9811 und SCHLOSSER [I9881 werden Laborun- 
tersuchungen Ã¼be die ReflektivitÃ¤ von planem Meereis ohne Schneebedeckung 
vorgestellt, welches aber auch nur entfernt der angetroffenen RealitÃ¤ entspricht. 
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Die Schneeoberflachen betreffend, der wichtigsten Komponente bei der Ferner- 
kundung von Meereis, liegen nur Untersuchungen vor, die auf die Albedo einge- 
hen. Diese Untersuchungen sind wegen der Integration der Ausstrahlung Ã¼be 
den gesamten oberen Halbraum fÃ¼ den Energiehaushalt und somit fÃ¼ die rele- 
vante Betrachtung bezÃ¼glic Klimafragen wesentlich. Durch die Integration der 
Ausstrahlung Ã¼be den gesamten Halbraum treten sowohl in der Mefitechnik als 
auch in der Beschreibung der reflektierenden FlÃ¤che Vereinfachungen auf, da die 
Strahlung mit einem Sensor erfaÂ§ werden kann und anisotrope Flachen bezÃ¼glic 
der Ausstrahlung naherungsweise als isotrop angesehen werden kÃ¶nnen Einige 
AbhÃ¤ngigkeite der Reflektivitat kÃ¶nne jedoch aus den Untersuchungen zur Al- 
bedo abgeleitet werden. Bei inhomogener BewÃ¶lkun ist die Abhangigkeit der 
Albedo von der BewÃ¶lkun interessant. Sie kommt dadurch zustande, daÂ die 
Albedo und auch die Reflektivitat von Schnee wellenlangenabhÃ¤ngi zu grÃ¶Â§er 
WellenlÃ¤nge abnimmt. Durch zunehmende BewÃ¶lkun wird die solare Einstrah- 
lung am Erdboden spektral im Mittel zu niedrigeren WellenlÃ¤nge verschoben, 
so daÂ bei Verhaltnisbildung der Einstrahlung zur reflektierten Ausstrahlung die 
spektral integrierte Albedo mit der Wolkenbedeckung ansteigt [GRENFELL, 19841. 
Nach CARROLL und FITCH [I9811 ist die Albedo und hiermit zwangslÃ¤ufi auch 
die Reflektivitat vom Einstrahlwinkel der Sonne abhangig. Mit zunehmender 
Erhebung der Sonne Ã¼be den Horizont nimmt die Albedo bei klarem Himmel 
von a = 0,98 auf a = 0,84 bei 20' Erhebungswinkel ab und bleibt dann konstant. 
Die Ursache hierfÃ¼ ist noch nicht geklÃ¤rt 
Die Untersuchungen von CARROLL und FITCH [1981] fanden bei der Amundsen- 
Scott-Station auf dem SÃ¼dpo statt, so daÂ die azimutale Einstrahlrichtung bei 
gleichem Erhebungswinkel der Sonne variiert wurde. Die dort zur AbschÃ¤tzun 
von Fehlern erkannte Abhangigkeit zeigt den EinfluÂ von Oberflachentexturen. 
Die azimutale Abhangigkeit zeichnet sich dadurch aus, daÂ die Albedo maximal 
ist, wenn der Sonnenazimut parallel zur vorherrschenden Windrichtung liegt und 
senkrecht hierzu das Minimum erreicht. Von CARROLL und FITCH [1981] wird 
dieses im wesentlichen auf makroskopische Texturen wie Sastrugi zurÃ¼ckgefÃ¼hr 
welches nicht sinnvoll erscheint, da hiermit auch die Absorption der einfallenden 
Strahlung mit der Bestrahlungsrichtung dieser Texturen variieren wÃ¼rde Dieses 
hatte eine allgemeine Winkelabhangigkeit, der Reflexion zur Folge und auch fÃ¼ 
hohe SonnenstÃ¤nd wÃ¤r die Albedo vom Einstrahlwinkel abhangig. Die Ursa- 
che ist vielmehr in der Struktur der Schneekristalle zu suchen, die sich speziell 
bei Metamorphose im Wind ausrichten. Schneekristalle mÃ¼sse als anisotrop 
betrachtet werden; ihre Wechselwirkung mit Strahlung ist abhangig von ihrer 
Lage zur Einstrahlrichtung. Mit der Ausrichtung im Wind wird hiermit auch die 
makroskopisch betrachtete FlÃ¤ch anisotrop. Die Reflektivitat ist von einer Viel- 
zahl von Streuprozessen abhangig; sie nimmt ab mit Anstieg der KristallgrÃ¶Â§e 
zunehmender Rundheit der Kristalle, PorositÃ¤t Rekristallisation und Krusten- 
entstehung. Also hat trockener, frischer, kleinkÃ¶rnige Schnee die hÃ¶chst Reflek- 
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tivitÃ¤ und zeigt das stÃ¤rkst isotrope Verhalten. 
Die vom Ausstrahlungswinkel abhÃ¤ngig ReflektivitÃ¤ hÃ¤ng aber vom Winkel der 
Einstrahlung und den Bodentexturen ab, welches bei der Betrachtung der beiden 
extremen FÃ¤lle einer glatten und einer welligen FlÃ¤ch (zum Beispiel Sastrugi) 
erkennbar wird. Die OberflÃ¤che werden jeweils als diffuse LAMBERT-Reflektoren 
betrachtet. Bei der ebenen FlÃ¤ch ist die reflektierte Strahlungsdichte nach dem 
L A M B E R T - G ~ S ~ ~ ~  in alle Richtungen gleich und somit die ReflektivitÃ¤ winkelun- 
abhÃ¤ngig Betrachtet man nun eine wellige OberflÃ¤che so richten sich die Nor- 
malen einzelner OberflÃ¤chenelement unterschiedlich zur Einstrahlrichtung aus, 
wodurch die einfallende Bestrahlungsdichte im Gegensatz zu der Betrachtung der 
ebenen FlÃ¤ch Ã¼be die FlÃ¤ch variiert. Nun hÃ¤ng es von der Betrachtungsrich- 
tung ab, welcher Anteil der FlÃ¤ch gesehen wird; sind es im wesentlichen die 
dunklen oder die hellen Gebiete? Bei der Strahlungsmessung aus Richtung der 
Sonneneinstrahlung wird die ReflektivitÃ¤ grÃ¶Â§ sein, als bei der Messung von 
der sonnenabgewandten Seite. Dieser Unterschied wird extrem bei Schattenwurf. 
Weiteres wurde durch Messungen wÃ¤hren REFLEX I1 mit Pyranometern ge- 
funden. Es wurde die kurzwellige Strahlung Ã¼be den gesamten unteren Halb- 
raum gemessen und durch Rollbewegung des Flugzeuges der MeÂ§winke variiert. 
Mit diesen Messungen, die zur Korrektur von Einbaufehlern durchgefÃ¼hr wur- 
den, zeigt FREESE [I9941 die Ausrichtung der symmetrischen LAMBERT-Keule 
fÃ¼ Reflexion in die entgegengesetzte Richtung der Sonneneinstrahlung. Dieses 
ist eine Ãœberlagerun der gerichteten F R E S N E L S C ~ ~ ~  Reflexion mit der diffusen 
LAMBERT-Reflexion und ergibt eine modifizierte LA MBERT-Reflexion, deren Re- 
flexionskeule sich mit zunehmender Metamorphose der SchneeoberflÃ¤ch von der 
Sonnenseite abgewandt ausrichtet. 
Die EinflÃ¼ss von Vignettierung, Vereisung der Optik, Extinktion durch die At- 
mosphÃ¤r und Bestrahlungsunterschieden in der Szene sollen zusammengefaÂ§ 
korrigiert werden. Es wurde beschrieben, daÂ die EinfluÂ§grÃ¶Â nicht getrennt 
quantitativ erfaÂ§ werden kÃ¶nnen Die Korrekturfunktion muÂ also aus den Bild- 
daten ermittelt werden. Sie wird in der vorliegenden Arbeit aus den mittleren 
IntensitÃ¤te fÃ¼ einzelne Bildpositionen X abgeleitet, wie sie schon in Abbildung 
2.4 dargestellt wurden. Die Korrekturfunktion k(x) enthÃ¤l Werte grÃ¶Â§ oder 
gleich Eins, so daÂ nach Korrektur der erfaÂ§te Bilddaten s*(x, Y) mit 
die mittleren IntensitÃ¤te fÃ¼ einzelne Bildspalten X 
stant ihrem vorherigen Maximum entsprechen. Sind 
(2.47) 
(siehe Abbildung 2.4) kon- 
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die mittleren IntensitÃ¤te der Bildspalten x und der sich entlang x ergebende 
Maximalwert, so berechnet sich die Korrekturfunktion zu 
Mit dieser Korrekturfunktion ist die Bildkorrektur nach Gleichung (2.47) jedoch 
nur zufriedenstellend, wenn unterschiedliche Bereiche wie zum Beispiel Wasser, 
Eis oder SchmelztÃ¼mpe im Bild bezÃ¼glic der Koordinate x statistisch verteilt 
sind. Probleme treten auf, wenn ein Flugabschnitt lange parallel zu linearen 
Strukturen wie Riskanten oder Rissen im Eis verlief. 
Die Prozedur vvig, die zur Korrektur der IntensitÃ¤tsvariatione entlang der Bild- 
zeilen entwickelt wurde, stellt zwei Methoden zur Auswahl, um das Problem der 
geordneten Verteilung zu lÃ¶sen Im speziellen Fall kann beim Prozeduraufruf ein 
Bildbereich angegeben werden, aus dem die Korrekturfunktion abgeleitet wer- 
den soll. Dieses entspricht einer Variation der Summationsgrenzen in Gleichung 
(2.48). Werden keine Grenzen angegeben, so wird automatisch ein reprÃ¤sentati 
ves Gebiet ermittelt, welches mÃ¶glichs keine geordneten Strukturen enthÃ¤lt Die 
Auswahl dieses Gebiets geschieht nach folgender Vorgehensweise. Zuerst wird 
der gesamte Flugabschnitt, in der Regel 20 000 Bildzeilen, in fÃ¼n gleichgroge 
Bereiche geteilt, so daÂ jeder Bereich die ursprÃ¼nglich ZeilenlÃ¤ng X, aber nur 
noch ein FÃ¼nfte der Zeilenanzahl enthÃ¤lt FÃ¼ jeden dieser Bereiche wird nach 
Gleichung (2.48) mit angepaflten Summationsgrenzen und Gleichung (2.49) eine 
potentielle Korrekturfunktion ermittelt. Ist im Gesamtbild eine stÃ¶rend lineare 
Struktur enthalten, so wird sie in jedem Fall eine und mit geringerer Wahrschein- 
lichkeit zwei Korrekturfunktionen beeinflussen. Erst wenn eine solche Struktur 
sehr lang ist, welches aber unwahrscheinlich ist, wird sie drei Bereiche verÃ¤ndern 
Es kÃ¶nne also drei Bereiche als reprÃ¤sentati angesehen werden. Diese werden 
ermittelt, indem zwischen jeder Paarung der Korrekturfunktionen der Korrelati- 
onskoeffizient nach Gleichung (2.1) berechnet und fÃ¼ jeden Bereich die beiden 
grÃ¶flte Korrelationskoeffizienten ermittelt werden. Die Autokorrelationskoeffizi- 
enten bleiben unberÃ¼cksichtigt da  sie in jedem Fall den Wert Eins annehmen. 
Aus den drei Bereichen, mit den grogten Summen der jeweils beiden grogten 
Korrelationskoeffizienten, wird nun die endgÃ¼ltig Korrekturfunktion k(x) ermit- 
telt, um nach Gleichung (2.47) das Bild zu verbessern. Zur Beurteilung des 
Ergebnisses liefert die Prozedur vvig neben den korrigierten Bilddaten die Mit- 
telwertfunktion nach Gleichung (2.48) und die entsprechende Funktion fÃ¼ die 
zusammengefafiten Bereiche, aus denen letztendlich die Korrekturfunktion er- 
mittelt wurde. In jedem Fall sollte das Ergebnis zusÃ¤tzlic visuell kontrolliert 
werden. 
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2.1.4 Korrek tu r  d e r  Beleuchtungsschwankungen in Flugr ichtung 
IntensitÃ¤tsschwankunge in den erfaÂ§te Bilddaten, die durch Beleuchtungsva- 
riationen wÃ¤hren des Flugverlaufs entstanden, sollen ausgeglichen werden, da  
fÅ  ¸ die Interpretation in Bezug auf unterschiedliche Eistypen die ReflektivitÃ¤ 
auf dem Grund und nicht die absolute StrahlungsintensitÃ¤ relevant ist. 
Um die ReflektivitÃ¤ absolut zu bestimmen, muÂ die einfallende Strahlungsinten- 
sitÃ¤ bekannt sein und die vom Grund reflektierte Strahlung absolut gemessen 
werden. Mit der Line-Scan-Camara ist es nicht mÃ¶glich absolute Strahlungsin- 
tensitÃ¤te zu messen, da dieser Line-Scanner weder kalibriert, noch seine Blen- 
deneinstellung registriert wird. Da wÃ¤hren der Datenerfassung keine Einstell- 
verÃ¤nderunge durchgefÃ¼hr werden, ist jedoch die relative Messung der Strah- 
lungsintensitÃ¤ in einzelnen Bildabschnitten aussagefÃ¤hig sofern die schon auf- 
gefÃ¼hrte Korrekturen durchgefÃ¼hr wurden. 
WÃ¤hren der Expedition REFLEX I1 wurde die einfallende Strahlung a m  Ort 
der Mefldatenerfassung gemessen. Verwendet wurde fÃ¼ die Messungen ein Py- 
ranometer, welches die einfallende kurzwellige Strahlung (0,8 pm bis 5 p )  des 
gesamten oberen Halbraumes erfaÂ§ [KOTTMEIER et al., 19931. Ein Vergleich 
dieser MeÂ§reihe mit den Bilddaten, die von der Line-Scan-Camera aufgenommen 
wurden, zeigt oft eine gute Korrelation, so daÂ die Korrektur der Beleuchtungs- 
schwankungen direkt aus den Pyranometermessungen abgeleitet werden kÃ¶nnte 
Verallgemeinert gilt aber, daÂ zwischen den Helligkeitsschwankungen, die am 
Flugzeug gemessen werden und denen, die auf dem Grund zu erkennen sind, ein 
Zeitversatz besteht. Dieser macht sich besonders bemerkbar, wenn die Hellig- 
keitsschwankungen durch BewÃ¶lkun verursacht werden. Liegen hierbei Wolken, 
Flugzeug und mit der Line-Scan-Camera erfaÂ§te Grund nicht in einer Flucht, 
so kann die BewÃ¶lkun bei Bewegung zum Beispiel erst das Pyranometer und 
nach einer Weile den aufgenommenen Untergrund abschatten. Der Zeitversatz 
ist bezÃ¼glic GrÃ¶Â und Vorzeichen variabel und hÃ¤ng vom Sonnenstand, Wol- 
kenhÃ¶h und -bewegung ab. Von FREESE [I9941 wird dieses Problem fÃ¼ die 
Albedobestimmung, das VerhÃ¤ltni von aufwÃ¤rt zu abwÃ¤rt erfaflten Pyranome- 
termessungen, behandelt. Der dort angewendete statistische Ansatz kann auf die 
Messungen mit der Line-Scan-Camera nicht Ãœbertrage werden. Die Korrektur 
anhand der Pyranometermessungen ist nicht zufriedenstellend. 
Deshalb sollen Ã¤hnlic der Korrektur von IntensitÃ¤tsvariatione in den Bildzeilen 
die Beleuchtungsschwankungen in Flugrichtung aus den Bilddaten selbst ermit- 
telt werden, um sie hierauf folgend zu korrigieren. Eine Vorgehensweise ana- 
log Gleichung (2.48) und Korrektur entsprechend der Gleichungen (2.47) und 
(2.49), wobei die Bilddimensionen X und y vertauscht werden, versagt, da  die 
dort eingefÃ¼hrt Annahme der statistisch verteilten Bereiche wie Wasser, Eis oder 
Schmelztiimpel in Bezug auf die Koordinate y nicht gerechtfertigt ist. Zum einen 
ist die Grundmenge X = 512 fÃ¼ die Mittelwertbildung sehr gering, zum anderen 
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kann der Inhalt der Szene in Flugrichtung durch das groÂ§ VerhÃ¤ltni y /x  stark 
variieren; Kehrwert aus Abschnitt 2.1.3. In einer Szene, die neben Wasser einen 
Eistyp enthÃ¤lt dessen Konzentration in Flugrichtung abnimmt, hatte die gleiche 
Korrekturfunktion als Resultat, wie eine homogene FlÃ¤ch bezÃ¼glic Eistyp und 
Konzentration, wenn entgegen dem ersten Fall die Beleuchtung abnehmen wÃ¼rde 
Die in dieser Arbeit entwickelte Vorgehensweise zur Korrektur der Beleuchtungs- 
variationen sei anhand des Flugabschnitts cs031213.16d verdeutlicht, der in Ab- 
bildung 2.5 korrigiert und unkorrigiert wiedergegeben ist. Im unkorrigierten Bild, 
welches in der Mitte dargestellt ist, kann die Beleuchtungsvariation gut erkannt 
werden. Rechts sind normiert die Zeilenmittelwerte neben der Funktion darge- 
stellt, die fÃ¼ die Datenkorrektur ermittelt wurde. Sie reprÃ¤sentiere die Beleuch- 
tungsvariation. Die starke Variation der Zeilenmittelwerte zeigt, daÂ Bildstruk- 
turen wegen der geringen Bildbreite durchschlagen. Selbst in diesem Beispiel 
mit relativ homogener Eisbedeckung wÃ¤r eine Korrektur, die aus den Zeilenmit- 
telwerten abgeleitet wÃ¼rde auch nach extremer Tiefpafifilterung im Bereich der 
Zeilen y = 10 000 bis y = 15 000 fehlerhaft. 
Da die folgenden Methoden im Extremfall versagen, seien schon hier Bedingun- 
gen angefÃ¼hrt die die Bilddaten erfÃ¼lle mÃ¼ssen Die Beleuchtungsschwankungen 
mÃ¼sse monoton sein, es werden keine SchattenrÃ¤nde korrigiert, wie sie zum Bei- 
spiel bei KumulusbewÃ¶lkun auftreten kÃ¶nnen Die Konzentration unterschiedli- 
cher Eistypen darf variieren. Bei sehr starker Variation entlang der Flugrichtung, 
bei der im Extremfall erst dominante Eistypen spÃ¤te verschwinden, treten Pro- 
bleme auf. In jedem Fall sollte das Ergebnis visuell kontrolliert und gegebenenfalls 
die alternative Methode oder die Methode des relativen Histogramm-Maximums 
mit variiertem Schwellwert angewendet werden, die im folgenden beschrieben 
werden. 
Beiden Methoden ist gemeinsam, daÂ sie reprÃ¤sentativ IntensitÃ¤tsvariatione 
zwischen vier Bereichen ermitteln; in Flugrichtung dem ersten, zweiten, dritten 
und vierten Viertel. In Abbildung 2.6 sind die Grauwerthistogramme dieser Teil- 
bereiche als hi(s) mit ? = 1 bis ? = 4 dargestellt. Der Index gibt den Teilbereich 
des Bildes an; s ist die IntensitÃ¤ der Bildpunkte. Grauwerthistogramme ge- 
ben die Haufigkeitsverteilung des Vorkommens einzelner BildpunktintensitÃ¤te 
an. Am Beispiel ist gut zu erkennen, daKsich die Grauwerthistogramme Ã¤hneln 
jedoch entsprechend der Beleuchtung unterschiedlich skaliert sind. In den Hi- 
stogrammen hI(s) und h4(s) kann zwischen dominanten Helligkeitsbereichen un- 
terschieden werden. Es ergeben sich jeweils drei Bereiche, die zu segmentieren 
wÃ¤ren Ein sehr kleiner mit dunklen Bildpunkten in beidenHistogrammen um 
etwa s = 50 und ein mittlerer mit BildpunktintensitÃ¤te um s = 185 bei hi (s) und 
s = 120 bei h4(s). Das schneebedeckte Eis Ã¤nder seine Bildpunktintensitaten 
von etwa s = 215 in hi(s) auf s = 145 in h4(s). In den beiden Histogram- 
men h^(s) und hy(s) sind die unterschiedlichen Helligkeitsbereiche nicht so gut 
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Abbildung 2.5: Bilddaten der Line-Scan-Camera; das linke Bild ( s * ( x ,  y)) ergibt sich nach 
Korrektur der IntensitÃ¤tsschwankunge mit  der Methode der Histogramm-Korrelation und 
Sphne-Interpolation aus dem gestÃ¶rte Bild ( s ( x .  Y)) in der Mitte; rechts ist neben der mittleren 
ZeilenintensitÃ¤ gestrichelt die zur Korrektur abgeleitete Beleuchtungsschwankung aufgetragen 
(Daten aus cs031213.16d). 
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Abbildung 2.6: Grauwerthistogramme vom unkorrigierten Bild aus Abbildung 2.5, wobei 
vier Bildabschnitte in Flugrichtung unterschieden wurden. 
ausgeprÃ¤gt da  in den mittleren Bildabschnitten die wesentliche Beleuchtungsva- 
riation stattfindet. Der Bereich mit schneebedecktem Eis bildet sogar mehrere 
Maxima in den Histogrammen, wobei das grÃ¶Â§ als reprÃ¤sentati fÃ¼ den jewei- 
ligen Bildabschnitt angesehen werden kann. 
Bei der Methode der Histogramm-Korrelation wird der Skalierungsfaktor m er- 
mittelt, mit dem das Histogramm von einem Bildbereich zum nÃ¤chste verÃ¤nder 
wird. Die Korrelationsfunktion 
5 Ã ‘  
I )  = 3 E h i ( s / m )  h i t l (s )  fÃ¼ m > 1 (2.50) 
s=O 
erreicht ihren Maximalwert, wenn m den Wert des gÃ¼nstigste Skalierungsfaktors 
annimmt. Die obere Summationsgrenze ist S - 1 = 255, da die IntensitÃ¤tswert 
zwischen s  = 0 und s  = 255 liegen kÃ¶nnen Die Definition der Korrelationsfunk- 
tion ist bezÃ¼glic m in zwei Abschnitte unterteilt, da die Histogramme h i ( s )  fÃ¼ 
s  > S nicht definiert sind. Wird die Histogramm-Skalierung fÃ¼ das Histogramm 
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hl(s) mit nz1 = 1 definiert, so ergeben sich mit den Maxima der Korrelations- 
funktionen ~ 1 ; 2 ( m ) ,  ~ ; 3 ( m )  und ~3 ;4(m)  die Skalierungen m2, m3 und m4. 
Versagt die Korrelationsmethode, welches durch Betrachten des Ergebnisses er- 
kannt wird, kann mit der folgenden Methode des relativen Histogramm-Maximums 
eine befriedigendere LÃ¶sun versucht werden. Hierbei wird vorausgesetzt, daÂ ein 
heller ausgeprÃ¤gte Bereich im Histogramm Ã¼be alle vier Bildbereiche vorhan- 
den bleibt, welches fÃ¼ die Mehrzahl der MeOdaten zutrifft. Relevant ist das 
Maximum von li;(s), welches fÃ¼ hÃ¶chst IntensitÃ¤te s auftritt und die Bedin- 
gung erfÃ¼llt daÂ sein Wert einen Schwellwert Ã¼berschreitet der beim Aufruf der 
Routine vybricorr in Form eines Parameters angegeben wird. Entweder muÂ der 
Funktionswert des Maximums hi(si) einen Schwellwert Ã¼berschreite 
hi(si) > TM max (hi(s)), (2.52) 
oder die BildflÃ¤ch mit hohen IntensitÃ¤te einen vorgegebenen Anteil des Ge- 
samtbildes ausmachen. Das Maximum ist gÃ¼ltig wenn 
In beiden FÃ¤lle ist s; die IntensitÃ¤ des relevanten Histogramm-Maximum. TM 
und Tj werden beim Aufruf der Routine angegeben. Bei Bedarf kÃ¶nne die Werte 
vom Defaultwert in den vorgegebenen Bereichen variiert werden. 
Bei der Berechnung der Skalierung zwischen den einzelnen Histogrammen wird 
wiederum der erste Bereich mit ml = 1 vorgegeben. Hiervon ausgehend sind 
Bisher wurden jeweils vier StÃ¼tzpunkt ermittelt, die die Beleuchtungsschwan- 
kungen reprÃ¤sentieren Die Skalierungsfaktoren m; gelten fÃ¼ die Bereichsmit- 
telpunkte X; mit i = l bis i = 4, wobei aus den StÃ¼tzstelle (X;; m;) durch 
Interpolation die Beleuchtungsfunktion m(x) abgeleitet werden soll. 
Zur Interpolation bieten sich unterschiedliche Verfahren an, von denen hier zwei 
zur Auswahl gestellt werden. Die Verbindung der StÃ¼tzpunkt durch einen 
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Streckenzug und somit m ( x )  als stÃ¼ckweis lineare Funktion hat den Nachteil, 
daÂ m ( x )  an den StÃ¼tzstelle nicht stetig differenzierbar ist. Dieses wÃ¼rd den 
vorausgesetzten Eigenschaften der Beleuchtungsschwankungen wiedersprechen. 
Die erste realisierte MÃ¶glichkei ist die Interpolation durch ein Polynom, welches 
durch die StÃ¼tzpunkt definiert ist. Es ist hierbei 
wobei die Koeffizienten ao bis 05 aus den StÃ¼tzstelle ermittelt werden. Es wurde 
ein Polynom fÃ¼nfte Grades gewÃ¤hlt da Interpolationspolynome auoerhalb der 
Definitionsgrenzen x < x l  und x > x4 sehr schnell stark ansteigen, wodurch eine 
Extrapolation groÂ§ Fehler hervorruft. Um die Extrapolation am Bildanfang und 
-ende zu vermeiden, werden empirisch zwei zusÃ¤tzlich StÃ¼tzstelle nach 
gebildet. Zur LÃ¶sun der Interpolationsaufgabe wird das L A R A N G E S C ~ ~  Inter-
polationspolynom herangezogen, welches sich durch die Ã¤quidistant Anordnung 
der StÃ¼tzstelle mit 
zur Form 
vereinfacht. FÃ¼ die Anwendung mÃ¼sse die Koeffizienten aus Gleichung (2.56) 
nicht explizit berechnet werden, hierfÃ¼ ist Gleichung (2.59) ausreichend. 
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Obwohl das eigentliche Problem der Interpolationspolynome, die Ausartung zwi- 
schen den StÃ¼tzstellen bei der Anwendung auf die Daten der Line-Scan-Camera 
nicht beobachtet wurde, ist zur Sicherheit auch die Interpolation durch Splines 
programmiert worden. 
Um starke Schwankungen zwischen den StÃ¼tzstelle zu vermeiden, setzt man bei 
der Spline-Interpolation KurvenstÃ¼ck von Polynomen niederigen Grades zusam- 
men, die an den AnschluÂ§stelle neben dem Funktionswert zusÃ¤tzlic bezÃ¼glic 
ihrer ersten und zweiten Ableitung zusammenpassen. Spline-Funktionen werden 
nicht durch einen geschlossenen Ausdruck angegeben. Speziell fÃ¼ das vorliegende 
Problem sollen natÃ¼rlich kubische Spline-Funktionen angewendet werden. Die- 
ses bedeutet, daÂ sich die Interpolationsfunktion auBerhalb des Intervalls [ X I ,  x4] 
fÃ¼ Extrapolation auf die Tangente der Funktion an den StÃ¼tzstelle xl und x4 
reduziert und daÂ die einzelnen Spline-Funktionen aus Polynomen dritten Grades 
bestehen. Im Intervall [ X I ,  x4] ist die Beleuchtungsschwankung also 
m ( x )  Mi (x )  = a; + bi(x - X , )  + ci(x - x , ) ~  + - 3 (2.60) 
fÃ¼ X ;  < x < X,+* , 
wobei der Index von i = 1 bis i = 3 bedeutet, daÂ die Koeffizienten von drei In- 
terpolationspolynomen berechnet werden mÃ¼ssen Um die zwÃ¶l Koeffizienten zu 
bestimmen, werden zwÃ¶l Bestimmungsgleichungen aufgestellt, deren Bedingun- 
gen bei der Definition der natÃ¼rliche kubischen Splines gegeben wurden. Diese 
sind: 
Mi(xi )  = mi fÃ¼ i = 1 bis i = 3 
M3(x4) = nz4 
M,(x;)  = M;-i(x,) fÃ¼ i = 2 und i = 3 
M',(x,l = M k i ( x i )  fÃ¼ i = 2 und i = 3 (2.61) 
M:(xi) = M:-l(xi) fÃ¼ i = 2 und i = 3 
<(x1) = 0 
M 3 ~ 4 )  = 0 
Die ersten Bedingungen, die sich auf die Funktionswerte beziehen, gewÃ¤hrleisten 
daÂ die Spline-Funktion durch die StÃ¼tzstelle ( X , ,  mi) verlÃ¤uft Die Gleichset- 
zung der ersten und zweiten Ableitungen sich berÃ¼hrende Polynome ruft hervor, 
daÂ die Spline-Funktion an den StÃ¼tzstelle glatt verlÃ¤uft Die rechtsseitigen 
und linksseitigen Grenzwerte von Steigung beziehungsweise KrÃ¼mmun sind an 
den StÃ¼tzstelle gleich. Die beiden letzten Bedingungen rufen hervor, daÂ die 
KrÃ¼mmun der Spline-Funktion an den Intervallgrenzen X I  und x4 verschwinden 
und somit die Funktion auch an diesen StÃ¼tzstelle zweimal stetig differenzierbar 
ist, an denen sie in die Tangenten Ã¼bergeht 
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Auf die Darstellung der Berechnung aller einzelnen Koeffizienten sei hier verzich- 
tet ,  eine anschauliche Vorgehensweise ist von ENGELN-MULLGES und REUTER 
[1984] dargestellt. Es muÂ hierbei nicht etwa ein Gleichungssystem vom Grad 
4n gelÃ¶s werden, wobei n der Anzahl der Spline-Polynome entspricht. Kern der 
Berechnung ist ein Gleichungssystem des Grades n - 1, dessen LÃ¶sun im vor- 
liegenden Fall auf der Hand liegt. Allgemein bildet sich die Koeffizientenmatrix 
dieses Gleichungssystems als tridiagonal und diagonal dominant aus, wodurch 
es stets lÃ¶sba und numerisch leicht zu behandeln wird [ENGELN-MULLGES und 
REUTER, 19841. 
Nach Ermittlung der Beleuchtungsfunktion m(x) durch Gleichung (2.59) oder 
Gleichung (2.60) werden bei Anwendung der Routine vybricorr die Bilddaten 
nach 
korrigiert. Die korrigierte Bildfunktion s*(x, y) und die gestÃ¶rt Bildfunktion 
s(x ,  y) sind als ein Beispiel in Abbildung 2.5 dargestellt. Die Normierung in Glei- 
chung (2.62) gewÃ¤hrleistet daÂ dunkle Bereiche den hellen angeglichen werden 
und nicht umgekehrt. Zur Kontrolle der abgeleiteten Beleuchtungsfunktion lie- 
fert die Routine vybricorr optional auch die Funktion m(x)  normiert, wie sie im 
Diagramm der Abbildung 2.5 dargestellt ist. 
Ein Erfolg der Korrektur ist auch anhand der Grauwerthistogramme des Gesamt- 
bildes aus Abbildung 2.5 zu erkennen, wie sie in Abbildung 2.7 wiedergegeben 
sind. FÃ¼ das unkorrigierte Bild ergibt sich die Summe der Grauwerthistogramme 
aus Abbildung 2.6. Beim Vergleich wird deutlich, daÂ die beiden dominanten 
Bereiche dem gleichen Eistyp zuzuordnen sind. WÃ¤hren mit dem Grauwert- 
histogramm des unkorrigierten Bildes keine Segmentierung durchzufÃ¼hre wÃ¤re 
trennen sich die Bildbereiche im Histogramm des korrigierten Bildes mit relativ 
schmalen ÃœbergÃ¤nge 
2.2 Infrared-Line- Scanner (IRLS) 
Die StÃ¶runge in den Bilddaten des Infrared-Line-Scanner unterscheiden sich 
grundsÃ¤tzlic von denen der Line-Scan-Camera, da  die technische Realisierung 
dieses Scanners auf anderen Prinzipien beruht. GestÃ¶rt Bildzeilen treten bei 
extremen Einsatztemperaturen unter -35OC auf. Sie finden ihre Ursache wahr- 
scheinlich im Frequenzvervielfacher zur Erzeugung des Bildpunkttakts [BOCHERT, 
19921. Diese Fehlfunktion soll fÃ¼ spÃ¤ter EinsÃ¤tz behoben werden. Zur Ka- 
libration des Temperaturbildes sind im Infrared-Line-Scanner zwei temperierte 
Referenzplatten integriert. Mit der Bestimmung deren Temperatur und Messung 
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Abbildung 2.7: Grauwerthistogramme der korrigierten und unkorrigierten Bilddaten aus 
Abbildung 2.5. Das Maximum um s = 50 ist in diesem AbbildungsmaBstab nicht mehr gut  zu 
erkennen. 
der Strahlung durch den StrahlungsempfÃ¤nge kann jede einzelne Bildzeile ka- 
libriert werden. Die spezielle Abtastgeometrie des Scanners hat zur Folge, daÂ 
die aufgenommenen Bildelemente auf dem Untergrund nicht die gleiche FlÃ¤ch 
reprÃ¤sentieren es tritt eine geometrische Verzerrung auf. Des weiteren muÂ der 
Einfluo der AtmosphÃ¤r und Fremdstrahlung untersucht werden. 
GestÃ¶rt Bildzeilen. In den Bilddaten des Infrared-Line-Scanners treten zwei 
unterschiedliche Arten von gestÃ¶rte Bildzeilen auf. Bei der StÃ¶run einer gesam- 
ten Bildzeile haben alle Bildpunkte entweder einen konstanten oder einen zufÃ¤lli 
gen Wert, der nicht mit den Werten der Nachbarzeilen in Verbindung steht. Die 
Zeilen mit diesen StÃ¶runge sollen Ã¤hnlic der Behandlung im Abschnitt 2.1.1 
durch die vorherige Bildzeile ersetzt werden. 
Weitere BildstÃ¶runge treten bei extremen Einsatztemperaturen auf. Sie Ã¤uÂ§e 
sich durch zunehmend eingefÃ¼gt Bildpunkte mit dem Wert 255 zwischen den 
Meowerten. Durch jeden gestÃ¶rte Bildpunkt wird der Informationsgehalt der 
Bildzeile um einen Bildpunkt nach rechts verschoben. Die gestÃ¶rte Bildpunkte 
sollen erkannt und die Zeilen so geordnet werden, daÂ der ursprÃ¼nglich Zustand 
hergestellt wird. Die Bildpunkte, die durch die Verschiebung Ã¼be den rechten 
Rand hinausgeschoben wurden und somit verloren sind, sollen durch die entspre- 
chenden Bildpunkte der vorherigen Zeile ersetzt werden. 
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Die StÃ¶runge durch Temperatureinflui3 vergrÃ¶oer sich bei abnehmender Tempe- 
ratur, so daÂ die Bilddaten teilweise nicht fÃ¼ die Auswertung verwendet werden 
kÃ¶nnen 
Temperaturkalibration. Zur Kalibration des Temperaturbildes sind i m  In- 
frared-Line-Scanner zwei temperierte Referenzplatten integriert. WÃ¤hren der 
Messung werden ihre Temperaturen am oberen beziehungsweise unteren Bereich 
des MeBbereichs geregelt. Die aktuelle Temperatur der Referenzplatten wird mit- 
tels TemperaturfÃ¼hle gemessen, die dicht unter der OberflÃ¤ch angeordnet sind. 
WÃ¤hren der Aufnahme der einzelnen Bildzeilen wird neben der Strahlung des 
Untergrunds am Anfang und Ende der Bildzeile auch die StrahlungsintensitÃ¤ 
der Referenzplatten gemessen. Ãœbe diese Messungen kÃ¶nne den Strahlungsin- 
tensitÃ¤te absolute Temperaturen zugeordnet werden. Bei der Anwendung des 
Auswerteprogramms IRCALC [BOCHERT, 19921 hat sich gezeigt, daÂ die Kalibra- 
tion des Temperaturbildes mit dieser Methode ein streifiges Bild erzeugt, wie es 
auch charakteristisch fÃ¼ Aufnahmen mit Line-Scannern ist, die im thermischen 
Infrarot empfindlich sind [SABINS, 19861. Bei Ã¤ltere Systemen wird diese Strei- 
figkeit durch die Drift der Infrarotsensoren hervorgerufen. Diese Drift wird durch 
die Referenzmessungen ausgeglichen. Beim Infrared-Line-Scanner liefert die Ka- 
libration ein unbefriedigendes Ergebnis, da beim Mefleinsatz die turbulente Luft- 
strÃ¶mun an den Referenzplatten deren OberflÃ¤che zeitlich variiert abkÃ¼hlt Die 
Variationen sind so hochfrequent, daÂ sie sich nicht auf die TemperaturfÃ¼hler die 
sich direkt unter der OberflÃ¤ch befinden, wohl aber auf die Ausstrahlung auswir- 
ken. Dieser stÃ¶rend EinfluÂ soll bei der Kalibration beachtet und ausgeglichen 
werden. 
Geometrische Verzerrung. Bei der Verwendung des Infrared-Line-Scanners, 
bei dem die Abtastung des Untergrundes mittels Drehspiegel erfolgt, tritt eine 
geometrische Verzerrung auf. Die Abtastung der Bildpunkte erfolgt nicht irn glei- 
chen rÃ¤umliche Abstand auf dem Grund, sondern mit gleichem Winkelabstand 
der Empfangsrichtung, da der Bildpunkttakt aus der Stellung des rotierenden Ab- 
tastspiegel abgeleitet wird. Als Ergebnis wird der mittlere Bildbereich gestreckt 
und die Ã¤uÂ§er Bildbereiche gestaucht aufgenommen. Diese geometrische Ver- 
zerrung soll ausgeglichen werden, damit die Bilddaten winkel- und flÃ¤chentre 
sind und mit den Bilddaten der Line-Scan-Camera kombiniert werden kÃ¶nnen 
Frerndstrahlung. Als Fremdstrahlung wird die gemessene Strahlung bezeich- 
net, die den Strahlungssensor erreicht, aber nicht Ã¼be den vorgesehenen Strahlen- 
gang, also der Spiegeloptik, vom zu messenden Untergrund ausgeht. Der Anteil 
der Fremdstrahlung kann nur mit gioÂ§e Aufwand mefltechnisch am Infrared- 
Line-Scanner bestimmt werden. Daher sollen anhand der Bilddaten Untersuchun- 
gen bezÃ¼glic der Fremdstrahlung durchgefÃ¼hr werden. Wegen der zeilenweisen 
Kalibration ist hierbei nicht der absolute, sondern der relative Anteil von Bedeu- 
tung, der durch unterschiedliche Aufnahmewinkel hervorgerufen wird. 
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AtmosphÃ¤rische EinfluB und EmissivitÃ¤ der ErdoberflÃ¤che Die bisher 
angefÃ¼hrte Probleme sind durch die Konstruktion des Infmred-Line-Scanners 
bedingt. Hinzu kommen noch die eingeschrÃ¤nkt Transmission der AtmosphÃ¤r 
und EmissivitÃ¤ der ErdoberflÃ¤che FÃ¼ die Behandlung dieser Probleme ist wich- 
tig, daÂ diese Medien Strahlungsanteile absorbieren, reflektieren und transmit- 
tieren, wobei sich nach dem K I R C H H O F F S C ~ ~ ~  Gesetz diese Anteile immer zu 
Eins ergÃ¤nzen Hat die AtmosphÃ¤r also eine eingeschrÃ¤nkt Transmission, so 
wird von ihr auch Strahlung von anderen KÃ¶rper reflektiert und absorbiert. Der 
Absorptionsgrad entspricht dem Emissionsgrad, so daÂ auch die Temperatur der 
AtmosphÃ¤r die Messung beeinfluÂ§t Die Strahlungseigenschaften der unteren 
AtmosphÃ¤r in polaren Regionen hÃ¤nge im wesentlichen von ihrer Temperatur, 
Feuchte und ihrem Kohlendioxidgehalt ab. Erst bei der Fernerkundung von Sa- 
telliten aus mÃ¼sse noch weitere Gase berÃ¼cksichtig werden, die in der oberen 
AtmosphÃ¤r und StratosphÃ¤r vorhanden sind. Hier ist das Ozon erwÃ¤hnens 
wert, welches im Bereich von 9,4 pm bis 9,8 prn eine Absorptionsbande aufweist 
und somit die Temperaturmessung im WellenlÃ¤ngenbereic von 8 pm bis 12 pm 
beeinfluÂ§t 
Die EmissivitÃ¤ der zu messenden OberflÃ¤chen also Schnee, Eis und Wasser, ent- 
spricht nur angenÃ¤her der eines schwarzen Strahlers. Die eingeschrÃ¤nkt Emis- 
sivitÃ¤ bedeutet, daÂ die OberflÃ¤che thermische Strahlung aus der AtmosphÃ¤r 
zum Line-Scanner reflektiert. Das VerhÃ¤ltni der OberflÃ¤chentemperatu und 
Temperatur der AtmosphÃ¤r bestimmt, ob die gemessenen Temperaturen zu hoch 
oder niedrig'sind. Die EmissivitÃ¤te des Untergrundes sind neben der spektralen 
AbhÃ¤ngigkei auch vom Winkel der Ausstrahlung abhÃ¤ngig 
Bei der Auswertung der Temperaturbilder, die mit dem Infrared-Line-Scanner 
erfaÂ§ wurden, sollen Untersuchungen durchgefÃ¼hr werden, die den Mefifehler, 
der durch den atmosphÃ¤rische EinfluÂ und die eingeschrÃ¤nkt EmissivitÃ¤ der 
ErdoberflÃ¤ch hervorgerufen wird, in seiner GrÃ¶flenordnun bestimmt. Wenn 
nÃ¶ti und mÃ¶glich soll dieser Fehler korrigiert werden. 
Die Funktionswerte s(x, y)  reprÃ¤sentiere bei den Bilddaten des Infrared-Line- 
Scanners die StrahlungsintensitÃ¤te im Spektralbereich von 8 pm bis 12 ,um. Erst 
durch die Temperaturkalibration kann diesen Funktionswerten eine absolute Tem- 
peratur zugeordnet werden. HierfÃ¼ werden wÃ¤hren der Datenerfassung Refe- 
renzmessungen durchgefÃ¼hrt deren Ergebnisse zusammen mit den Bilddaten ge- 
speichert werden. Im Anhang B. l . l  ist dokumentiert, in welchem Format diese 
Daten nach der Konvertierung im VIFF-Format vorliegen. 
2.2.1 Kalibration des Temperaturbildes 
Allein mit einem StrahlungsempfÃ¤nge ist es nicht mÃ¶glich im Spektralbereich 
von 8 p m  bis 12pm absolute IntensitÃ¤te zu messen und darÃ¼be auf die Strah- 
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lungstemperatur der GegenstÃ¤nd zu schlieBen, von denen die Strahlung aus- 
geht. Die Halbleitersensoren, im Infrared-Line-Scanner ein Fotowiderstand aus 
Quecksilber-Cadmium-Tellurid (HgCdTe), unterliegen einer Drift mit Perioden 
bis minimal einigen Sekunden. Die Auswirkung dieser Drift ist im Vergleich zum 
empfangenen Signal so groÂ§ daÂ der VideoverstÃ¤rke des Infrared-Line-Scanners 
entweder oft Ã¼bersteuer wurde oder seine VerstÃ¤rkun so weit herabgesetzt wer- 
den muÂ§te daÂ auch die Signaldynamik unvertretbar verringert wÃ¼rde Beim 
Infrared-Line-Scanner wird dieses Problem durch einen VideoverstÃ¤rke mit pro- 
grammierbarem Offset gelÃ¶s [BOCHERT, 19921. WÃ¤hren der Datenerfassung im 
Personal-Computer werden die MeBdaten an den Referenzplatten unter Beruck- 
sichtigung des gewÃ¤hlte Mefibereichs beobachtet und die Drift des Strahlungs- 
Sensors durch Variation des Offsets des VideoverstÃ¤rker ausgeglichen. Der Offset 
des VideoverstÃ¤rker kann nur in diskreten Schritten verÃ¤nder werden. Daher 
treten in den unkalibrierten Bilddaten des Infrared-Line-Scanners in Richtung 
der Flugbewegung (y) IntensitÃ¤tsspriing auf. 
Neben den relativen Strahlungsmessungen s"(x, y) in der Szene werden auch die 
Strahlungen der linken si(y) und rechten sr(y) Referenzplatte gemessen. Durch 
die Temperaturmessung in den Referenzplatten (links: I?i(y); rechts: dr(y)) kann 
nun jedem relativen Wert s*(x, y) eine absolute Temperatur zugeordnet werden. 
Nach Anwendung der Routine vtempcal liegen die Bilddaten $(X, y) als kalibrierte 
Temperaturwerte vor. 
Mit d(x ,  y) als Temperaturverteilung und s(x,  y) als gespeicherte Ergebnisdaten 
ergibt sich folgende Beziehung: 
Hierbei sind do f f  als Temperaturoffset und AI? als Temperaturbereich im VIFF- 
Header in der Kommentarzeile gespeichert. S = 256 gibt den Wertebereich fÃ¼ 
s(x,  y) an. Beim Einsatz der Routine vtempcal werden die Bilddaten s(x ,  y) nach 
berechnet, wobei der lineare Zusammenhang zwischen s(x ,  y) und s*(x, y) durch 
Labormessungen bestÃ¤tig wurde. Die Koeffizienten al(y) und ao(y) ergeben sich 
durch die Messungen an der linken und rechten Referenzplatte. 
I ? r ( y ) - W  5-1 
' sr(y) - sl(y) AI? 
52 2 KORREKTUR DER LINE-SCANNER-DATEN 
Der Temperaturoffset dojj und Temperaturbereich Ad werden entweder entspre- 
chend der Einstellungen wÃ¤hren der Datenerfassung gewÃ¤hl oder erst beim 
Aufruf von vtempcal definiert. Hierbei ist eine direkte Vorgabe oder automati- 
sche Wahl mÃ¶glich Siehe auch Anhang B.3.1. 
Wenn man die Temperaturkalibration mit der Routine vtempcal durchfÃ¼hr und 
die Ausgangsdaten der Referenzmessungen verwendet, entsteht ein streifiges Er- 
gebnisbild. Dieses bedeutet, daÂ die Koeffizienten ao(y) und ai(y) aus Gleichung 
(2.64) stÃ¶rende Variationen unterliegen. Diese haben zwei Ursachen. Zum einen 
werden die OberflÃ¤che der Referenzplatten wÃ¤hren des MeÂ§betrieb durch tur- 
bulente LuftstrÃ¶mun zeitlich variiert abgekÃ¼hlt Die Variationen sind so hoch- 
frequent, daÂ sie sich nicht auf die TemperaturfÃ¼hler die sich dicht unter der 
OberflÃ¤ch befinden, wohl aber auf die Ausstrahlung auswirken. Zum anderen un- 
terliegen die Referenzmessungen einem Quantisierungsrauschen, da  sie mit endli- 
cher AuflÃ¶sun erfaÂ§ werden. Wesentlich wirkt sich das Quantisierungsrauschen 
bei den Temperaturmessungen d'[(y) und <?*(Y) (der * bezeichnet im Gegensatz 
zu den Gleichungen (2.65) und (2.66) die ursprÃ¼ngliche MeÂ§daten aus, da  diese 
Temperaturen nur etwa jede Sekunde gemessen werden und sich in diesen Zeit- 
abstÃ¤nde Ã„nderunge von bis zu 0,2OC einstellen kÃ¶nnen Die hochfrequente 
Registrierung von q y )  und d*(y) ist also durch sprunghafte WerteÃ¤nderunge 
charakterisiert. 
Diesem Problem wird durch Anwendung der Routine vtempcorr wie folgt abgehol- 
fen. Kontinuierliche TemperaturverlÃ¤uf d;(y) und dT(y) werden aus d?(y) bezie- 
hungsweise d *(Y) abgeleitet, indem nur die Temperaturwerte als gÃ¼lti Ã¼bernom 
men werden, die zum Zeitpunkt der Messung gespeichert wurden, also die Werte 
nach den sprunghaften Ã„nderungen Die hiermit entstehenden LÃ¼cke werden 
durch einen Polygonzug entlang der gÃ¼ltige MeÂ§wert aufgefÃ¼llt Anschlieoend 
werden diese Meoreihen durch einen symmetrischen Mittelwerttiefpao gefiltert, 
wobei die Anzahl der Werte zur Mittelwertbildung aus dem Abstand der signifi- 
kanten Temperaturmessungen abgeleitet wird. Diese Anzahl entspricht dem dop- 
pelten mittleren Abstand. Ergebnis dieser Berechnungen sind Temperaturwerte 
d;(y) und dr(y) ohne Quantisierungsrauschen. 
Zur Verbesserung der Strahlungsmessungen s;(y) und sT(y) wird zugrunde ge- 
legt, daÂ die Steigung a i ( ~ )  in Gleichung (2.64) sich nur linear zu y verÃ¤ndert 
Es werden analog zu Gleichung (2.65) die vorlÃ¤ufige Koeffizienten aus den Ori- 
ginalmessungen und S;(Y) bestimmt. 
Die Koeffizienten ai(y) werden aus a x y )  durch die Anwendung der linearen Re- 
gression bestimmt, wobei nur die Werte berÃ¼cksichtig werden, bei denen die 
absoluten Differenzen in Gleichung (2.67) einen empirischen Wert Ãœberschreite 
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(I^(Y) - ^(Y)I > 3 O C ;  I s * ( Y )  - sT(y)I > 12). 
Zur Bestimmung von ao(y) werden die Meoreihen s^(y) und s*(y) geglÃ¤ttet D a  
diese StrahlungsgrÃ¶Â§ durch die Offsetregelung des VideoverstÃ¤rker sprunghafte 
Ã„nderunge beinhalten, mÃ¼sse die Meiireihen zuerst in Teilbereiche zwischen 
den SprÃ¼nge unterteilt werden. Diese Teilbereiche werden separat voneinander 
behandelt. Schaltstellen des Videooffsets werden erkannt, wenn 
Da  der Schwellwert T von den Einstellungen des VideoverstÃ¤rker abhÃ¤ngt kann 
er als Parameter beim Aufruf von vtempcorr angegeben werden (Defaultwert: 
T = 4). In diesen Teilbereichen werden die beiden Randbereiche (10 Meiiwerte) 
durch ihre lineare Regression ersetzt und darauf die gesamten Teilbereiche separat 
voneinander durch einen Mittelwerttiefpaii gefiltert. Analog zu Gleichung (2.66) 
kÃ¶nnte nun die Koeffizienten ao(y) berechnet werden. Die Routine vtempcal 
berechnet die Koeffizienten al(y) und ao(y) jedoch aus den Referenzmessungen, 
so daÂ das Ergebnis von vtempcorr diese Daten bereitstellen muÂ§ Da al(y) 
durch lineare Regression des Ergebnisses von Gleichung (2.67) vorliegt, wird nur 
eine Meoreihe der Strahlungsmessungen sl(y) oder sr(y) verwendet und die an- 
dere Ã¼be Gleichung (2.65) berechnet. ZunÃ¤chs wird somit entschieden, welche 
Meiireihe, sl(y) oder sr(y),  den geringsten Schwankungen unterliegt. Ist dieses 
zum Beispiel sl(y), so berechnet sich nach Gleichung (2.65) 
Durch das beschriebene Verfahren wurde den stÃ¶rende hochfrequenten Signal- 
schwankungen und dem Quantisierungsrauschen Rechnung getragen. Durch die 
Kenntnis, daÂ sich al(y) nur langsam und stetig verÃ¤ndert wurde auch das Pro- 
blem gelÃ¶st daÂ die Referenzplatten zeitweilig Ã¤hnlich Temperaturen aufweisen 
kÃ¶nne und somit die Differenzen in Gleichung (2.65) klein und die Fehler bei 
der Bestimmung von al(y) groÂ werden. 
2.2.2 Elimination gestÃ¶rte Bildzeilen 
Auch bei der Erkennung der gestÃ¶rte Zeilen in den Bilddaten des Infrared- 
Line-Scanners wird auf die Anwendung der Gleichung (2.1) verzichtet, da diese 
durch einen empirischen Ansatz sicherer und schneller erkannt werden. Wegen 
der systemspezifischen Eigenart der Fehler kann nicht auf die LÃ¶sungsmÃ¶glichke 
zur Korrektur der gestÃ¶rte Bildzeilen bei der Behandlung der Daten der Line- 
Scan-Camera zurÃ¼ckgegriffe werden. 
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In den Bilddaten des Infrared-Line-Scanners treten zwei unterschiedliche Arten 
von gestÃ¶rte Bildzeilen auf. Bei der StÃ¶run einer gesamten Bildzeile haben 
alle Bildpunkte entweder einen konstanten oder einen zufÃ¤llige Wert, der nicht 
mit den Werten der Nachbarzeilen in Verbindung steht. Da hÃ¤ufi die gesamte 
Bildzeile den Maximalwert S - 1 = 255 enthalt, wird dieses als erstes Kriterium 
zur Fehlererkennung herangezogen. Ist 
so wird die Bildzeile y als gestÃ¶r erkannt. FÃ¼ die StÃ¶run mit zufÃ¤llige Werten 
werden die Differenzen von benachbarten Bildpunktintensitaten untersucht. Die 
Bildzeile y gilt als gestÃ¶rt wenn 
also mindestens die HÃ¤lft der Bildpunkte hohe Differenzen zu Nachbarbildpunk- 
ten aufweisen. Wenn eine der beiden Bedingungen aus Gleichung (2.70) oder 
(2.71) erfÃ¼ll ist, wird die betreffende Zeile durch die in Flugrichtung vorherge- 
hende Bildzeile ersetzt. 
Eine weitere Art von BildstÃ¶runge tritt bei extremen Betriebstemperaturen des 
Infrared-Line-Scanners auf. Sie Ã ¤ d e r  sich durch zunehmend eingefÃ¼gt Bild- 
punkte mit dem Maximalwert S - 1 = 255 zwischen den Meowerten. Durch 
jeden gestÃ¶rte Bildpunkt wird der Informationsgehalt der Bildzeile um einen 
Bildpunkt nach rechts verschoben. Die gestÃ¶rte Zeilen erhalten ein gepunktetes 
Aussehen, wobei der Punktabstand unter zehn Bildpunkte liegt und der gestÃ¶rt 
Bereich bÃ¼ndi am rechten Bildrand anschlieat. Zur Erkennung dieser StÃ¶run 
gen werden in den Zeilen die Bildpunkte gezÃ¤hlt die in der Vierernachbarschaft 
isoliert den maximalen Wert S - 1 aufweisen. Wenn der Anteil mindestens ein 
Zehntel des gestÃ¶rte Bereichs ausmacht, wird die Bildzeile als gestÃ¶r bearbeitet. 
Das bedeutet, daÂ fÃ¼ jeden gestÃ¶rte Bildpunkt der auf der rechten Seite lie- 
gende Zeilenabschnitt um einen Bildpunkt nach links verschoben wird, wodurch 
der gestÃ¶rt Bildpunkt Ãœberschriebe wird. Nach Behandlung aller gestÃ¶rte 
Bildpunkte der Zeile ist der rechte Bildrand durch die Verschiebung undefiniert. 
Dieser Bereich wird durch die in Flugrichtung vorhergehende Teilzeile ersetzt. 
Diese StÃ¶rungen die durch niedrige Betriebstemperaturen entstehen, vergrÃ¶ller 
sich mit abnehmenden Temperaturen, so daÂ die Bilddaten teilweise nicht fÃ¼ die 
Auswertung verwendet werden kÃ¶nnen 
2.2.3 Geometrische Entzerrung 
Die mit dem Infrared-Line-Scanner erfaÂ§te Bilddaten sind in Richtung der Koor- 
dinate senkrecht zur Flugrichtung nicht winkeltreu. Um bei der Auswertung der 
Daten prozentuale Bedeckungen berechnen zu kÃ¶nnen besonders fÃ¼ die Kombi- 
nation dieser Bilddaten mit den Daten der Line-Scan-Camera, muÂ diese geome- 
trische Verzerrung ausgeglichen werden. 
Die Verzerrung tritt durch die Abtastung des Untergrundes mit einem optome- 
chanischen System auf. Die Entfernung vom Scanner zum Untergrund ist an den 
beiden Randzonen der Bildzeilen grÃ¶Â§ als im Nadir. Daher ist die AuflÃ¶sun a m  
linken und rechten Rand kleiner als in der Mitte der Bilddaten. Bild 2.8 macht 
die Entstehung dieser Verzerrung deutlich. Der Abtastspiegel des Infrared-Line- 
Scanner rotiert mit konstanter Winkelgeschwindigkeit und die Abtastung erfolgt 
mit konstanter Frequenz. Hierdurch wird der mittlere Bildbereich gestreckt und 
die Ã¤uÂ§er Bereiche gestaucht aufgenommen. Typisch ist bei dieser Darstellung, 
daÂ gerade Strukturen zu einer S-Form entarten. 
Zur Entzerrung der Bilddaten ist eine nichtlineare Koordinatentransformation 
notwendig, wobei X' der ursprÃ¼ngliche verzerrten und x der erwÃ¼nschte unver- 
zerrten Bildpunktkoordinate entspricht. In Abbildung 2.8 ist zu erkennen, daÂ 0 
dem Gesamtwinkel der Bildzeilenaufnahme und 
dem Winkelinkrement der Abtastung entspricht. Hiermit ergibt sich der Zusam- 
menhang der beiden Koordinaten X* und X zu 
wobei sich h, die FlughÃ¶h wÃ¤hren der Datenerfassung, auch als 
ausdrÃ¼cke lÃ¤Â§ 
LÃ¶s man Gleichung (2.73) nach X* auf und setzt die Gleichungen (2.72) und 
(2.74) ein, so erhÃ¤l man die Koordinatentransformation zu 
X - 1  X - 1  X-1 X -- X =--- 
n arctan *. 2 
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Abbildung 2.8: Verzerrung der Bilddaten bei Verwendung von Line-Scannern mit optome- 
chanischem Abtastsystem. Links ist  der abgetastete Untergrund und recht das gespeicherte 
Bild dargestellt. 
WÃ¤hren der Datenerfassung werden die Werte s*(x*, y) fÃ¼ ganzzahlige X* ge- 
speichert und auch das Ergebnis s(x,  y) soll nur fÃ¼ ganzzahlige X berechnet 
werden. Bei Abbildung der Transformation nach Gleichung (2.75) tritt aber der 
Fall ein, daÂ die berechneten Werte X* nicht ganzzahlig sind und somit keine 
Bildpunktpositionen im verzerrten Bild bezeichnet werden. Naheliegend wÃ¤re 
einen gewichteten Mittelwert der beiden naheliegendsten Bildpunkte heranzuzie- 
hen, wobei die Gewichtung der Positionen der Koordinate X* entsprechen wÃ¼rde 
Diese lineare Interpolation hÃ¤tt jedoch eine unerwÃ¼nscht glÃ¤ttend Eigenschaft, 
Ã¤hnlic einem Tiefpaflfilter. 
Um diesen TiefpaBeffekt zu vermeiden wird bei der Koordinatentransformation 
die Spline-Interpolation verwendet. Auf die Berechnung von natÃ¼rliche kubi- 
schen Splines wurde schon im Abschnitt 2.1.4 eingegangen. Es wird bei der 
Transformation von 
Abbildung 2.9: Strahlungsanteile, die bei der Temperaturmessung mit dem Infrared-Line- 
Scanner betrachtet werden. a: relevante Ausstrahlung von der ErdoberflÃ¤che jedoch gedÃ¤mpf 
durch die AtmosphÃ¤re 6: nach oben gerichtete Ausstrahlung der AtmosphÃ¤re C: nach unten 
gerichtete Ausstrahlung der AtmosphÃ¤re die am Erdboden reflektiert wird; d: nach unten 
gerichtete Ausstrahlung der AtmosphÃ¤re die in der AtmosphÃ¤r reflektiert wird. Anteil d kann 
bei der Temperaturmessung mit dem Infrared-Line-Scanner vernachlÃ¤ssig werden. 
unter BerÃ¼cksichtigun von Gleichung (2.75) bei jeder gebrochenzahligen Bild- 
punktposition von X* eine Spline-Interpolation herangezogen, die IntensitÃ¤tswert 
der vier naheliegendsten Bildpunktpositionen berÃ¼cksichtigt 
2.2.4 AtmosphÃ¤rische Einfluf3 und EmissivitÃ¤ der ErdoberflÃ¤ch 
Die thermische Infrarotstrahlung im WellenlÃ¤ngenbereic von A = 8 pm bis A = 
12 pm, die vom Infrared-Line-Scanner empfangen wird, hat neben dem relevan- 
ten Anteil vom Untergrund noch Anteile aus der AtmosphÃ¤re Abbildung 2.9 
verdeutlicht die einzelnen Anteile, die im folgenden beschrieben werden. Der 
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Hauptteil ( U )  der Strahlung geht vom zu messenden Untergrund aus und ist Å¸he 
das P L A N C K S C ~ ~  Strahlungsgesetz von der Temperatur des strahlenden KÃ¶rper 
abhÃ¤ngig Als Temperatur ist die OberflÃ¤chentemperatu der KÃ¶rpe relevant. 
Dieses ist bei der Interpretation der MeBdaten besonders wichtig, da hiermit 
entsprechend der WellenlÃ¤nge (8 ,um bis 1 2 p n )  nur die obersten Mikrometer 
ausschlanggebend sind. Im Wasser bedeutet dieses, daÂ mit dem Infrared-Line- 
Scanner die Temperatur der OberflÃ¤chenschich erfaBt wird, die durch den Ener- 
gieaustausch zwischen Ozean und AtmosphÃ¤r beeinfluÂ§ ist. Nach MINNETT 
[1990] und I<EY und HAEFLIGER [I9921 ist diese Schicht wegen der Verdunstung 
um einige zehntel Kelvin kÃ¤lte als das Temperaturmittel der oberen Zentimeter. 
Die Sonnenstrahlung erwÃ¤rm diese OberflÃ¤ch nicht, da kurzwellige Strahlung 
im Wasser gut transmittiert wird und die Absorption Ã¼be viele Meter Wassertiefe 
verteilt ist. Diese InhomogenitÃ¤ bereitet auch Schwierigkeiten beim Tempera- 
turvergleich zwischen der Strahlungsmessung und in situ Messungen mit Kon- 
taktthermometern. 
Im Sommer wurden wÃ¤hren der Polarsternexpedition ARK IX/2 Ã¤hnlich Ef- 
fekte bezÃ¼glic der OberflÃ¤chentemperatu von Schnee beobachtet. Da der Schnee 
die Sonnenstrahlung aber nur gering transmittiert, erwÃ¤rm diese kurzwellige 
Strahlung die OberflÃ¤che Sublimation erwirkt eine AbkÃ¼hlun der OberflÃ¤che 
Beide Effekte sind stark durch die Topographie bestimmt. So wurde zum Beispiel 
an einem meterhohen SchneehÃ¼ge bei bedecktem Himmel, also diffuser kurzwel- 
liger Einstrahlung, auf der windzugewandten Seite eine um etwa 2 K geringere 
Temperatur.gemessen als auf der Seite im Windschatten. Im allgemeinen erwies 
sich die Messung der OberflÃ¤chentemperatu als schwierig und bei steigender 
Windgeschwindigkeit als unmÃ¶glich Bei geringen Windgeschwindigkeiten kann 
sich die effektive SchneeoberflÃ¤ch durch Sonneneinstrahlung stark erwÃ¤rmen da 
der Schnee porÃ¶ ist und die HohlrÃ¤um durch die stehende Luft isoliert werden. 
Die offenen HohlrÃ¤um mit Zugang von der OberflÃ¤ch strahlen Ã¤hnlic einem 
HohlkÃ¶rperstrahler 
Nur ideale SchwarzkÃ¶rperstrahle strahlen entsprechend dem P L A N C K S C ~ ~ ~  Str& 
lungsgesetz. Reale Medien haben einen Emissionsgrad E ,  der kleiner Eins ist. Der 
Emissionsgrad ist vom Material, der betrachteten WellenlÃ¤ng und dem Aus- 
strahlwinkel abhÃ¤ngi und muÂ bei der Berechnung der Ausstrahlung berÃ¼ck 
sichtigt werden. 
Die von der OberflÃ¤ch des Grundes emittierte Strahlung muÂ einen Teil der 
AtmosphÃ¤r durchdringen, bevor sie den StrahlungsempfÃ¤nge erreicht. Die At- 
mosphÃ¤r hat jedoch eine e inge~chr~nkte  Transmission T ,  die bei der Betrachtung 
der unteren AtmosphÃ¤r und geringen SchichtstÃ¤xke in erster Linie vom Was- 
serdampfgehalt abhÃ¤ngi ist. Die EinschrÃ¤nkun auf geringe SchichtstÃ¤rke ist 
bei der Fernerkundung vom Flugzeug oder Hubschrauber gÃ¼ltig In den Polarre- 
gionen kann der EinfluÂ von Aerosolen und nach ANDERSON und WILSON [I9841 
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auch die EinschrÃ¤nkun der Transmission durch andere Gase vernachlÃ¤ssig wer- 
den. 
Nach dem K I R C H H O F F S C ~ ~ ~  Gesetz gilt, daÂ sich die Summe aus Emissionsgrad 
C,  Transmissionsgrad T und Reflexionsgrad p eines Mediums zu Eins ergÃ¤nzen 
Wie oben erwÃ¤hn wurde, hat die AtmosphÃ¤r eine eingeschrÃ¤nkt Transmission 
und somit reflektiert und emittiert sie Strahlung (siehe Abbildung 2.9 b und 
d). Nach MINNETT [I9901 ist hierbei nur die EmissivitÃ¤ von Bedeutung, die 
Reflexion von langwelliger Strahlung im unteren Teil der AtmosphÃ¤r und somit 
auch Teil d aus Abbildung 2.9 ist vernachlÃ¤ssigbar Bei der BerÃ¼cksichtigun 
der Emission der AtmosphÃ¤r ist neben dem Emissionsgrad die Temperatur von 
Bedeutung und zudem wiederum die Transmission der Atmosphsre zwischen dem 
Ort der Ausstrahlung und der Strahlungsmessung. 
Vom Untergrund geht noch der Strahlungsanteil c aus. Ã„hnlic dem Anteil b hat  
er die AtmosphÃ¤r als Ursprung, ist aber nach unten gerichtet und gelangt durch 
die Reflexion am Untergrund zum Ort der Strahlungsmessung. Der Reflexions- 
grad ist nach Gleichung (2.77) der zu Eins ergÃ¤nzend Teil des Emissionsgrades, 
da der Untergrund im thermischen Infrarotbereich keine Transmission besitzt. 
Zusammengefaflt sind aus Abbildung 2.9 die Strahlungsanteile a, 6 und C zu 
berÃ¼cksichtigen Sie kÃ¶nne mathematisch als 
(1 - E(A, W))  f LA (s ,  A, TA) o(s ,  A ,  W) e-*lO,A'w) dz e-^(O,h!A") 
ausgedrÃ¼ck werden, wobei L/;(A, W) die unter dem Winkel W gemessene spektrale 
Strahlungsdichte in der FlughÃ¶h h ist, L&, T )  die eines idealen SchwarzkÃ¶rper 
strahlers der Temperatur T ,  die Ã¼be das P L A N C K S C ~ ~  Strahlungsgesetz berech- 
net werden kann. 
wobei h' = 6,626 lO'^ J s das P L A N C K S C ~ ~  Wirkungsquantum, 
k = 1,38 . 10-23 J K-' die B o ~ ~ ~ ~ ~ ~ N - K o n s t a n t e  und C = 299,s 106 m s-' 
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die Lichtgeschwindigkeit im Vakuum beschreibt. LA(^,^, TA) ist die Strahlungs- 
dichte der AtmosphÃ¤r in der HÃ¶h z, wobei in der HÃ¶h z die Temperatur TA 
herrscht. e(A, W) ist der Emissionskoeffizient des Untergrunds, abhÃ¤ngi von der 
WellenlÃ¤ng und dem Ausstrahlungswinkel. 
Die atmosphÃ¤risch Transmission 7(z1, 22, A,  W) wird auch als optische Dicke be- 
zeichnet und berechnet sich aus dem Ab~or~tionskoeffizienten a ( z ,  A, W )  der At- 
mosphÃ¤r in der HÃ¶h z. 
Um die spektrale Charakteristik des Sensors zu berÃ¼cksichtigen mÃ¼sse die spek- 
tralen Strahlungsdichten aus Gleichung (2.78) noch auf die relative spektrale 
Empfindlichkeit des Infrared-Line-Scanners @(A) bezogen werden (siehe auch 
BOCHERT [I9921 und GRASEBY INFRARED [1993]). 
Die StrahlungsgrÃ¶fi LA(z, A ,  TA) aus Gleichung (2.78) kann mit Hilfe des PLANCK- 
sehen Strahlungsgesetzes aus Gleichung (2.79) berechnet werden, sofern die Tem- 
peratur TA der AtmosphÃ¤r in den HÃ¶he z bekannt ist. Im letzten Term von 
Gleichung (2.78)) der die nach unten gerichtete atmosphÃ¤risch Strahlung be- 
schreibt, laufen die ~ntegrations~renzen von der GesamthÃ¶h der AtmosphÃ¤r hs 
bis zum Erdboden. Die Kenntnis Ã¼be den Zustand der AtmosphÃ¤r liegt im 
allgemeinen nicht bis in diese HÃ¶h vor. Beim Einsatz von meteorologischen 
Radiosonden [KOTTMEIER e t  al., 19931 vom Flugzeug aus kÃ¶nne die Integrati- 
onsgrenzen wie beim zweiten Term aus Gleichung (2.78) nur bis zur FlughÃ¶h bei 
der Datenerfassung berÃ¼cksichtig werden. Durch diese Vereinfachung treten nur 
Fehler auf, wenn eventuelle Wolken eine hÃ¶her Temperatur als der zu messende 
Untergrund aufweisen. Eine weitere Vereinfachung wÃ¤r durch eine NÃ¤herun 
nach SWINBANK [I9731 mÃ¶glich wenn man den Einflui? von Wolken vernachlÃ¤ssi 
gen kann. Die Untersuchungen von SWINBANK 119731 beziehen sich auf klaren 
Himmel und haben als Resultat, daÂ die nach unten gerichtete Strahlung im 
wesentlichen vom unteren Teil der AtmosphÃ¤r abhÃ¤ngi ist und somit als NÃ¤he 
rung Ã¼be die Lufttemperatur TAO in BodennÃ¤h beschrieben werden kann. Die 
integrale Himmelsstrahlungsdichte ist nach SWINBANK [I9731 
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wobei a = 5,6703 , l O ^  W rn^  K"4 die S T E F A N - B O L T Z M A N N - K O ~ S ~ ~ ~ ~ ~  ist. 
Informationen Ã¼be die AtmosphÃ¤r sind auch wegen der BerÃ¼cksichtigun des 
Absorptionskoeffizienten a(z ,  A ,  W)  in Gleichung (2.78) und Ã¼be die atmosphÃ¤ri 
sche Transmission 7 ( ~ 1 ,  z2, A ,  W) in Gleichung (2.80) wichtig. Nach ROBERTS et 
al. [I9761 ist der Absorptionskoeffizient der AtmosphÃ¤r nÃ¤herungsweis 
mit nbo(z) als Anzahl der WassermolekÃ¼l im Kubikmeter Luft, p(z) dem Luft- 
druck und pHzo(z) dem Wasserdampfdruck in der HÃ¶h z. Der Luftdruck nimmt 
mit der HÃ¶h z nach der barometrischen HÃ¶henforme aus Gleichung (2.44) ab, 
hierbei ist nur der Bodendruck po zu berÃ¼cksichtigen Der Wasserdampfdruck ist 
Ã¼be die relative Feuchte fTei(z) vom SÃ¤ttigungsdampfdruc p ~ ~ o ~ ~ t  abhÃ¤ngig 
wobei der SÃ¤ttigungsdampfdruc von PRUPPACHER und KLETT [I9801 als Po- 
lynom sechsten Grades genÃ¤her von der Lufttemperatur Â ¥ S  abgeleitet werden 
kann. 
Die Koeffizienten sind sowohl fÃ¼ AtmosphÃ¤re Ã¼be Wasser als auch Ã¼be Eis an- 
gegeben, wobei Temperaturbereiche von -lOÂ° < 'QA < +50Â° beziehungsweise 
-50Â° 5 -QA <: OÂ° als gÃ¼lti angegeben sind. 
Ã¼be Wasser Ã¼be Eis 
Die Anzahl der WassermolekÃ¼l pro Kubikmeter Luft n b o  in Gleichung (2.83) 
ist 
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mit der A ~ 0 ~ ~ ~ ~ 0 - K o n s t a n t e n  NA = 6,022 1023mol-1 und der allgemeinen 
Gaskonstanten R = 8,314 J K-I mol-l. 
Die GrÃ¶Â C(A, TA) aus Gleichung (2.83) ist von der betrachteten WellenlÃ¤ng 
und der Temperatur abhÃ¤ngig Die TemperaturabhÃ¤ngigkei wird von ROBERTS 
et  al. [I9761 zu 
angegeben. Die WellenlÃ¤ngenabhÃ¤ngigke wurde bei einer Temperatur von 
T = 296K von LEE [I9731 untersucht und ergibt sich als 
mit a = 1,23 . 10-31 m2 Pa-' molW1, b = 2,31 . 10-28 m2Pa-I mol-I und 
Ã Ÿ = 8 , 3 0 ~ 1 0 - 5 m  
Die AbhÃ¤ngigkei vom Blickwinkel W in Gleichung (2.78) wird fÃ¼ die Strahlung 
der AtmosphÃ¤r Ã¼be die erhÃ¶ht effektive WeglÃ¤ng durch die einzelnen At- 
mosphÃ¤renschichte berÃ¼cksichtig (siehe Gleichung (2.83)). Die EmissivitÃ¤ des 
Untergrunds ist neben der betrachteten WellenlÃ¤ng auch vom Ausstrahlwinkel 
abhÃ¤ngig Da die EmissivitÃ¤te der betrachteten Medien im allgemeinen fÃ¼ den 
WellenlÃ¤ngenbereic von A = 8 pm bis A = 12 pm als konstante Werte ange- 
geben werden, sei auch die vorliegende Arbeit hierauf beschrÃ¤nkt Aber REES 
und JAMES [1992] gehen auf die WellenlÃ¤ngenabhÃ¤ngigke in. Wasser hat im 
betrachteten WellenlÃ¤ngenbereic einen relativ konstanten Verlauf des Emissi- 
onsgrades. Der Emissionsgrad von Eis fÃ¤ll im Bereich ab A = 11 pm geringfÃ¼gi 
ab, wodurch der integrale Emissionsgrad von Eis geringer ist als der von Was- 
ser. Nach den Daten von BUETTNER und KERN [I9651 hat Wasser ein Ã¤hnliche 
Verhalten fÃ¼ WellenlÃ¤nge Ã¼be A = 12pm, also auÂ§erhal des relevanten Be- 
reichs. Diese Messungen zeigen, daÂ der WellenlÃ¤ngenbereic um A = 10 pm auch 
bezÃ¼glic der EmissivitÃ¤ von Wasser und Eis ein Optimum bietet, um aus der 
Strahlung die Temperatur abzuleiten, weil der Emissionsgrad sehr hoch ist. 
Die AbhÃ¤ngigkei der EmissivitÃ¤ E vom Ausstrahlwinkel W (siehe Abbildung 
2.9) wurde zum Beispiel ausfÃ¼hrlic von REES und JAMES [I9921 behandelt. Die 
Messungen wurden mit dem F R E S N E L S C ~ ~ ~  Modell verglichen und ergaben gute 
Ãœbereinstimmung Somit ist der Emissionsgrad des Untergrunds 
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1 (dn2 - sin2 W - COS W )' 1 ( n 2 c o s u - d n 2 - s i n 2 w  
&(W) = 1 - - 
(dn2 - sin2 W + cos W 
I 2  (2.90) 
-5 ( n ~ c o s ~ + ~ n ~ - ~ i n ~ w ) ~ ~  
wobei n die Brechzahl des betrachteten Mediums ist. Die Brechzahl ist rein reell, 
der imaginÃ¤r Teil kann nach REES und JAMES [I9921 vernachlÃ¤ssig werden. 
Hierbei wurden nur OberflÃ¤che von Eis und Wasser untersucht. Der Vergleich 
mit den Messungen von KEY und HAEFLIGER [1992], die die WinkelabhÃ¤ngig 
keit bei SchneeoberflÃ¤che angeben, zeigt auch eine Ãœbereinstimmun mit dem 
~RESNELschen Modell aus Gleichung (2.90). 
In der Literatur sind jedoch nur Angaben zu den Emissionsgraden gegeben und 
nicht bezÃ¼glic der Brechzahlen. Da sich die meisten Untersuchungen ohnehin 
auf senkrechte Ausstrahlung beziehen, kann der ~ u s a m m e n h a n ~  fÃ¼ W = 0 aus 
Gleichung (2.90) abgeleitet werden. 
Die grÃ¶Â§ Unsicherheit besteht bei der Bestimmung des Emissionsgrades fÃ¼ die 
unterschiedlichen Materialien, hier also Wasser, Eis und Schnee. Von BOCHERT 
[1992] wurde schon auf unzureichende Untersuchungen hingewiesen. Die dort 
gemachten Angaben kÃ¶nne durch die Messungen von BUETTNER und KERN 
119651, BARTON e t  al. [l989], KEY und HAEFLIGER [I9921 und LORENZ [I9711 
ergÃ¤nz werden. Hiermit ergeben sich zusammengefafit folgende Mittelwerte fÃ¼ 
senkrechte Ausstrahlung: 
Wasser: E = 0,930 bis E = 0,993; = 0,980 
Schnee: E = 0,970 bis E = 0,998; F = 0,990 (2.92) 
Eis: E = 0,960 bis E = 0,985; F = 0,970 
Bei der Anwendung von Gleichung (2.90) wird davon ausgegangen, daÂ die be- 
trachteten OberflÃ¤che eben sind. Dieses ist jedoch in der Natur nicht der Fall. 
Bei WasseroberflÃ¤che entsteht zum Beispiel Wellenbildung, wodurch Abweichun- 
gen des Emissionswinkels W nach oben und nach unten auftreten, die sich im 
Mittel gegenseitig aufheben. Da jedoch die WinkelabhÃ¤ngigkei des Emissions- 
vermÃ¶gen nach Gleichung (2.90) nicht linear, sondern mit zunehmendem Winkel 
W wesentlich stÃ¤rke zunimmt, wirken sich die durch Wellen vergrÃ¶oerte Emis- 
sionswinkel stÃ¤rke aus, als die durch verminderte Winkel. Dieses ist der Grund, 
weshalb der MeÂ§winke bei der Bestimmung der OberflÃ¤chentemperatu nicht zu 
groÂ gewÃ¤hl werden sollte. Nach LORENZ [I9711 kann der Effekt durch Wellen- 
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bildung bis zu einem MeÂ§winke von w = 45' gegenÃ¼be der Unsicherheit bei der 
Bestimmung des Emissionsgrades vernachlÃ¤ssig werden. 
Die Untersuchungen von DOZIER und WARREN [I9821 zeigen, daÂ der Emissions- 
grad von Schnee nur vernachlÃ¤ssigba von der Dichte, der Kristallstruktur und 
-grÃ¶Â§ dem FlÃ¼ssigwassergehal und Verunreinigungen abhÃ¤ngt 
Zur Korrektur der mit dem Infrared-Line-Scanner erfaÂ§te Daten wÃ¤r eine spek- 
trale Betrachtung, wie sie in Gleichung (2.78) dargestellt ist, naheliegend. Eine 
Ã¤hnlich spektrale Vorgehensweise wird zum Beispiel auch von PRICE [I9831 zur 
Korrektur von Satellitendaten verwendet. HierfÃ¼ wird Gleichung (2.78) umge- 
formt, wobei der zweite und dritte Summand der rechten Seite von Gleichung 
(2.78) analog zu Abbildung 2.9 als Lb(A) und Lc(A) beschrieben werden. Die 
AbhÃ¤ngigkei von A verdeutlicht, daÂ es sich um spektrale Strahlungsdichten 
handelt. 
wobei Lh(A, Th) neben der WellenlÃ¤ng A analog zu Gleichung (2.79) Ã¼be die 
Temperatur Th = 'Qh K /'C + 273,15 K, die vom Infrared-Line-Scanner in der 
HÃ¶h h gemessen wurde, berechnet wird. Mit Gleichung (2.79) ergibt sich die 
Temperatur T = i? K / 'C + 273,15 K auf dem Grund. 
Zur Kontrolle, ob die vorgesehene spektrale Korrektur ausreichend ist, wurden 
die Werte zur Abbildung 2.10 berechnet, in der unter Verwendung von Gleichung 
(2.94) die Temperaturdifferenz zwischen gemessener und wahrer Temperatur d h -  
i? Ã¼be der WellenlÃ¤ng A aufgetragen ist. Es wurde eine FlughÃ¶h h = 1200m, 
ein Bodenluftdruck po = 1013 hPa und senkrechte Messung w = 0' angenommen. 
Die relative Feuchte frei = 0,9 bis frei  = 0,7 und Temperatur der AtmosphÃ¤r 
& = -lOÂ° bis f f A  = -20Â° (TA = i ? ~  K / 'C + 273,15 K) wurden als linear 
mit der HÃ¶h abnehmend vorgegeben. Als Parameter sind zwei unterschiedliche 
Temperaturen, 'Qh = -lOÂ° und dh  = OÂ°C und ein variabler Emissionsgrad E ,  
der von der WellenlÃ¤ng unabhÃ¤ngi ist, angenommen. 
Zum einen ist zu erkennen, daÂ die Differenz d h  - i? neben dem EinfluÂ der 
AtmosphÃ¤r signifikant von der gemessenen Temperatur i?h und vom Emissi- 
onsgrad E des Untergrunds abhÃ¤ngi ist. Zum anderen ist die Temperaturdif- 
ferenz stark von der betrachteten WellenlÃ¤ng abhÃ¤ngig so daÂ eine spektrale 
Korrektur (BerÃ¼cksichtigun nur einer WellenlÃ¤nge) wie sie zum Beispiel von 
PRICE [I9831 dargestellt ist, nicht hinreichend fÃ¼ die angestrebte Genauigkeit 
ist. Die Betrachtung einer eventuellen mittleren WellenlÃ¤ng ist nicht mÃ¶glich 
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Abbildung 2.10: Temperaturdifferenz zwischen gemessener Temperatur in der HÃ¶h von 
h = 1200m und der wahren Temperatur auf dem Grund in AbhÃ¤ngigkei von der betrach- 
teten WellenlÃ¤ng A .  Die Berechnung wurde mit Gleichung (2.94) durchgefÃ¼hrt mit einer 
AtmosphÃ¤re wie sie im Text definiert ist. Zu erkennen sind neben der AbhÃ¤ngigkei vom 
Emissionsgrad C des Untergrunds und der Temperat,ur -9^ die starke AbhÃ¤ngigkei von der 
WellenlÃ¤ng A. 
da die WellenlÃ¤ngenabhÃ¤ngigke der zur Temperaturmessung relevanten Strah- 
lungsdichte neben der Empfindlichkeit des Infrared-Line-Scanners $(A) (siehe 
Gleichung (2.81)) auch vom P L A N C K S C ~ ~ ~  Strahlungsgesetz (Gleichung (2.79)) 
beeinfluÂ§ wird. Dieses erweist sich als besonders kritisch, da mit ErhÃ¶hun 
der gemessenen Temperatur nicht nur die integrale Strahlungsdichte ansteigt, 
sondern nach dem Wi~Nschen Verschiebungssatz sich auch die WellenlÃ¤ng des 
grÃ¶Â§t Anteils der spektralen Strahlungsdichte verÃ¤ndert Mit (siehe zum Bei- 
spiel BOCHERT [1992]) 
wandert das Maximum fÃ¼ Temperaturen von d = 20Â° bis d = -50Â° ge- 
rade durch den relevanten WellenlÃ¤ngenbereic von A = 10pm bis A = 13pm. 
Die Gewichtung der WellenlÃ¤ngenanteil ist somit neben der Empfindlichkeit des 
Sensors von der zu messenden Temperatur abhÃ¤ngig so daÂ die in Gleichung 
(2.81) eingefÃ¼hrt Integration notwendig ist. Aus Gleichung (2.78) wird statt 
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Gleichung (2.93) 
und ist analytisch nicht mehr nach der Temperatur T aufzulÃ¶sen zumal @(A) 
nicht einmal als analytische Funktion vorliegt, sondern aus Labormessungen 
[GRASEBY INFRARED, 19931 abgeleitet wird. Zur Korrektur der Temperatur- 
daten des Infrared-Line-Scanners wird Gleichung (2.96) numerisch gelÃ¶st so daÂ 
die Temperaturdifferenz 1 9 ~  -19 abhÃ¤ngi von der AtmosphÃ¤re dem Emissionsgrad 
- - 
des Untergrunds, dem Mefiwinkel und der gemessenen Temperatur vorliegt. Die 
Integrationsgrenzen Ai und A2 ergeben sich aus der spektralen Empfindlichkeit 
des Infrared-Line-Scanners zu AI = 7 pm und A2 = 14 pm. 
Im folgenden wird anhand der Auswertung von Gleichung (2.96) die SensibilitÃ¤ 
der Korrektur bezÃ¼glic atmosphÃ¤rische Schwankungen untersucht, um somit 
eventuelle Vereinfachungen einzufÃ¼hren So hat sich zum Beispiel ergeben, daÂ 
die Variation des Bodenluftdrucks praktisch keinen EinfluB auf die Strahlungs- 
messung hat. Somit wird bei der Korrekturrechnung immer ein Bodenluftdruck 
von po = 1013 hPa angenommen. 
In Abbildung 2.11 ist der Fehler der Temperaturmessung gegen die AtmosphÃ¤ren 
temperatur-aufgetragen. Die Temperatur TA und die relative Luftfeuchtigkeit frei 
sind der Ãœberschaubarkei halber bis in die FlughÃ¶h h = 1200 m als konstant de- 
finiert. Das Diagramm ist fÃ¼ einen Emissionsgrad des Untergrunds von E = 0.98 
berechnet. Parameter sind die relative Luftfeuchtigkeit und die gemessene Tem- 
peratur in FlughÃ¶he 
FÃ¼ extrem niedrige Lufttemperaturen der AtmosphÃ¤r ist zu erkennen, daÂ die 
Verfaschung der Messungen gering von der Feuchte, der gemessenen Temperatur 
und der Lufttemperatur abhÃ¤ngi ist. Der Fehler bei der Temperaturmessung 
ist im wesentlichen auf die eingeschrÃ¤nkt EmissivitÃ¤ des Untergrunds zurÃ¼ck 
zufÃ¼hren Erst bei AtmosphÃ¤rentemperature Ã¼be 'QA = OÂ° wÃ¤r der EinfluB 
der AtmosphÃ¤r so groÂ§ daÂ eine Korrektur notwendig ist. Zwar treten im Dia- 
gramm schon Fehlerwerte von einem Grad auf, aber bei einer Lufttemperatur 
von -QA = OÂ° sind weder MeÂ§wert von 'Qh = -20Â° noch von d i ,  = 20Â° zu 
erwarten. Der absolute Fehler, der bei der Temperaturmessung auftritt, ist sogar 
bei der AtmosphÃ¤rentemperatu von ' Q A  = 20Â° vertretbar, wenn man davon 
ausgeht, daÂ die Bodentemperatur Ã¤hnlic der AtmosphÃ¤rentemperatu ist. Die- 
ses ist einleuchtend, da der von der AtmosphÃ¤r absorbierte StrahlungsfluÂ bei 
Temperaturgleichheit 'Q = ' 9 ~  auch von der AtmosphÃ¤r emittiert wird. Die zu- 
nehmende Steigung der Graphen zeigt jedoch, daÂ der Kontrast abnimmt und 
bei Ungleichkeit von AtmosphÃ¤ren und Bodentemperatur groÂ§ Fehler auftreten. 
Abbildung 2.11: Temperaturdifferenz zwischen gemessener Temperatur in der HÃ¶h von 
h = 1200m und der wahren Temperatur auf dem Grund in AbhÃ¤ngigkei von der AtmosphÃ¤xen 
temperatur, die konstant mit der HÃ¶h ist. Parameter sind die relative Luftfeuchtigkeit fre; 
und die gemessene Temperatur t9h in FlughÃ¶he Bei geringen AtmosphÃ¤rentemperature hat 
die AtmosphÃ¤r nur geringen Einflufi. 
Abbildung 2.11 macht deutlich, daÂ die Strahlungsmessung in den Polarregionen 
wesentlich unproblematischer ist als in tropischen Gebieten. 
Wegen der geringen AbhÃ¤ngigkei von der relativen Luftfeuchtigkeit und der At- 
mosphÃ¤rentemperatu wird bei der Korrektur der Temperaturdaten jeweils ein 
mit der HÃ¶h linearer Verlauf angenommen, so daÂ die Temperatur- und Feuch- 
tigkeitsangaben nur fÃ¼ den Erdboden und die FlughÃ¶h notwendig sind. Diese 
Vereinfachung ist nur akzeptabel, wenn die AtmosphÃ¤rentemperatu wie in der 
vorliegenden Arbeit nicht zu hoch ist. 
Ã„hnlic ist LORENZ [I9731 bei Messungen in gemÃ¤Â§igt Zonen vorgegangen. Er 
nahm eine konstante relative Luftfeuchtigkeit und einen konstanten Temperatur- 
gradienten an, so daÂ nur die Lufttemperatur in FlughÃ¶h zur Korrekturrechnung 
herangezogen wurde. Trotz dieser Vereinfachungen hat LORENZ [I9731 sehr gute 
Ãœbereinstimmun mit in situ Messungen auf dem Grund erreicht. 
Die AbhÃ¤ngigkei der Temperatur von der FlughÃ¶h h wird in Abbildung 2.12 
verdeutlicht. Es wurde wiederum ein Emissionsgrad von E = 0,98 angenommen. 
Die relative Luftfeuchtigkeit ist konstant frei = 0,8 und in der FlughÃ¶h wurde 
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Abbildung 2.12: Temperaturdifferenz zwischen gemessener Temperatur in der HÃ¶h h und 
der wahren Temperatur auf dem Grund in AbhÃ¤ngigkei von der Flughohe. Mit zunehmender 
HÃ¶h fÃ¤ll der Luftdruck und somit der EinfluÃ der AtmosphÃ¤re 
immer eine Mefitemperatur von 1 9 ~  = OÂ° angenommen. Die Werte fÃ¼ eine 
HÃ¶h von h = Om werden ausschliefilich von der eingeschrÃ¤nkte Emission des 
Untergrunds hervorgerufen. Die Variation mit der Flughohe gibt den Einflui3 der 
AtmosphÃ¤r wieder. Bei AtmosphÃ¤rentemperature von unter d A  = 5OC haben 
ungenaue Angaben der Flughohe nur geringen Einflufi auf die Korrekturrech- 
nung. Besonders bei grofien FlughÃ¶he ist durch die Abnahme des Luftdrucks 
der Gradient der Temperaturdifferenz gering. Erst bei grÃ¶i3ere AtmosphÃ¤ren 
temperaturen steigt der EinfluB der AtmosphÃ¤r und dann wird besonders bei 
niederigen FlughÃ¶he die genaue Angabe der Flughohe relevant. 
Alle Betrachtungen setzten bisher senkrechte Strahlungsmessung voraus. Mit 
Variation des Mei3winkels W wird zum einen bei konstanter Flughohe die WeglÃ¤ng 
zwischen Ausstrahlung und Mei3ort vergrÃ¶fiert welches in Gleichung (2.83) zum 
Tragen kommt. Zum anderen ist nach Gleichung (2.90) der Emissionsgrad des 
Untergrunds vom Emissionswinkel abhÃ¤ngig 
Die AbhÃ¤ngigkei der Temperaturmessung vom Mefiwinkel wird in Abbildung 
2.13 dargestellt. Hierbei wurde ein Emissionsgrad fÃ¼ senkrechte Ausstrahlung 
von E = 0,98, eine gemessene Temperatur von '9 = OÂ° in der Flughohe von 
h = 1000m und eine relative Luftfeuchtigkeit von frei = 0,8 angenommen. Es 
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Abbildung 2.13: Temperaturdifferenz zwischen gemessener Temperatur in der HÃ¶h von 
h = 1000m und der wahren Temperatur auf dem Grund in AbhÃ¤ngigkei vom MeÃŸwinke 
W .  Der zunehmende Gradient bei groÃŸe MeÃŸwinkel macht eine Strahlungsmessung bei Ã¼be 
W = 45' unsicher. 
ist die Temperaturdifferenz zwischen gemessener Temperatur und wahrer Tem- 
peratur auf dem Grund Ã¼be dem MeBwinkel W aufgetragen. Als Parameter dient 
die AtmosphÃ¤rentemperatu d A ,  die Ã¼be die HÃ¶h konstant ist. Der Verlauf der 
Kennlinien zeigt, daÂ eine Korrektur auch bei MeBwinkeln bis W = 45' notwendig 
ist. GegenÃ¼be der Nadirmessung werden hierbei schon annÃ¤hern Fehler von ei- 
nem halben Kelvin erreicht. Der steigende Gradient der Temperaturdifferenz bei 
groÂ§e MeÂ§winkel W verdeutlicht, daÂ eine Messung bei Winkeln Ã¼be W = 45' 
groge Fehler hervorrufen wÃ¼rde Da das F R E S N E L S C ~ ~  Modell nur eine Approxi- 
mation des Emissionsverhalten ist, kann auch die Korrektur dieser groÂ§e Fehler 
nicht befriedigend greifen. Variationen in der Topographie wÃ¼rde bei groÂ§e 
MeBwinkeln zunehmende Bedeutung gewinnen. Deshalb ist von einer Messung 
bei Winkeln Ã¼be W = 45' abzuraten. Bei der Messung mit dem Infrared-Line- 
Scanner wird ein maximaler MeÃŸwinke von W = 45' erreicht. 
2.2.5 B e d e u t u n g  d e r  Hin te rg runds t rah lung  
Im Abschnitt 2.2.3, in dem auf die geometrische Entzerrung des Temperaturbil- 
des eingegangen wird, wurde schon erwÃ¤hnt daÂ die Abtastung des Untergrunds 
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Abbildung 2.14: Spiegeloptik des K ~ N ~ ~ ~ y - S c a n n e r s ,  de  im Infrared-Line-Scanner zum 
Einsatz kommt. Kennzeichnend fÃ¼ einen K E N N E D Y - ~ c ~ ~ ~ ~ ~  sind die Zweistrahloptik mit  ro- 
tierendem Vierseitenspiegel. 
durch einen rotierenden Abtastspiegel erfolgt. Speziell beim K E N N E D Y - ~ c ~ ~ ~ ~ ~ ,  
mit rotierendem Vierseitenspiegel und Zweistrahloptik, tritt neben der geometri- 
schen Verzerrung noch ein weiteres Problem auf. Je  nach Stellung des rotierenden 
Abtastspiegels steht fÃ¼ die Temperaturstrahlung vom zu messenden Untergrund 
eine unterschiedliche effektive SpiegelflÃ¤ch zur VerfÃ¼gung In Abbildung 2.14 ist 
die Optik des Kennedy-Scanners dargestellt. Bei der eingezeichneten Spiegelstel- 
lung kann mehr Strahlung vom Untergrund Ã¼be den rechten unteren Spiegel des 
Abtastspiegels als Ã¼be den linken unteren Spiegel zum Sensor gelangen. Bei der 
Messung im Nadir sind beide Anteile gleich groÂ§ 
Zur genauen geometrischen Untersuchung ist in Abbildung 2.15 der Abtastspie- 
gel in zwei unterschiedlichen Stellungen dargestellt. Auf der linken Seite ist 
die Spiegelstellung fÃ¼ Nadirmessung und rechts fÃ¼ einen MeÂ§winke von etwa 
W = 45' eingezeichnet. Die Strahlungsanteile zwischen den gestrichelten Linien 
gehen vom zu messenden Untergrund aus. Die ErgÃ¤nzun bis zu den Strich- 
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Abbildung 2.15: Verteilung von Strahlungsanteilen des Untergrunds und der Hintergrund- 
Strahlung, die aus dem Infrared-Line-Scanner selbst emittiert wird. Mit zunehmendem Winkel 
W wird der Strahlungsanteil vom Untergrund kleiner. 
Punkt-Linien und die Anteile zwischen diesen werden hier als Hintergrundstrah- 
lung bezeichnet. In der Darstellung ist zu erkennen, daÂ die Hintergrundstrahlung 
ihren Ursprung im GehÃ¤us des Infrared-Eine-Scanners hat. Ihre IntensitÃ¤ ist 
von der Temperatur des GerÃ¤t bestimmt. Allgemein setzt sich die Strahlung die 
den Strahlungssensor erreicht aus drei Anteilen zusammen. 
Hierbei beschreibt L n ( w )  den Strahlungsanteil vom zu messenden Untergrund, 
L h ( w )  die winkelabhÃ¤ngig Hintergrundstrahlung und L; die winkelunabhÃ¤ngig 
Hintergrundstrahlung. Die winkelunabhÃ¤ngig Hintergrundstrahlung ist in Ab- 
bildung 2.15 nicht eingezeichnet, sie ist eine Streustrahlung, die entweder direkt 
oder Ã¼be die feststehenden Spiegel den Sensor erreicht. Da ihr Anteil vom Ab- 
tastwinkel W unabhÃ¤ngi ist, wird er schon bei der Kalibration mit den Messungen 
an den Referenzplatten durch die Routine vtempcal eliminiert, so daÂ im folgen- 
den nur die winkelabhÃ¤ngige Anteile aus Gleichung (2.97) berÃ¼cksichtig werden 
mussen. Der Strahlungsanteil L n ( w )  ist vom Winkel W entsprechend der Projek- 
tion der relevanten SpiegelflÃ¤ch in Richtung des Strahlungsempfangs abhÃ¤ngig 
Aus Abbildung 2.15 last sich ableiten, daÂ 
L g ( w )  = Ln cos (2.98) 
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ist. Da sich auf dem Weg zum Sensor die StahlenbÃ¼nde vom Winkel w un- 
abhÃ¤ngi zu einem festen Wert ergÃ¤nze mÃ¼ssen reduziert sich der Anteil der 
winkelabhÃ¤ngige Hintergrundstrahlung zu 
L^) = L,, (1 - COS (^)) . 
Die beiden Anteile Ln und Lh bezeichnen die Strahlungsanteile, die sich ohne 
WinkelabhÃ¤ngigkei ergeben wÃ¼rden Mit der vorherrschenden GerÃ¤tetempe 
ratur Th = dh  K / 'C +273,15K wird die Hintergrundstrahlung Lh nach dem 
P L A N C K S C ~ ~ ~  Strahlungsgesetz analog zu Gleichung (2.79) berechnet. Die rÃ¤um 
liche Variation der Temperatur im GerÃ¤ kann nicht berÃ¼cksichtig werden, sie 
gilt als homogen und wird aus dem Mittelwert zweier Messungen im Scanner 
gebildet. 
Die Strahlungsdichte L(w), die den Sensor erreicht, wird Ã¼be die registrierte 
Temperatur T = i9 K /'G + 273,15 K ermittelt. Die Strahlungsdichte La die vom 
Untergrund ausgeht, kann nun mit Hilfe der Gleichungen (2.97) bis (2.99) zu 
L(w) - L,, (1 - COS (:)) 
La = (2.100) 
CO' ( Y )  
berechnet werden. Mit Hilfe der inversen Form des P L A N C K S C ~ ~ ~  Strahlungs- 
gesetzes ergibt sich aus der Strahlungsdichte Lh die korrigierte Temperatur des 
Untergrunds Tg = dg K / 'C + 273,15 K zu 
wobei h' = 6,626 , lO'^ J s  das P L A N C K S C ~ ~  Wirkungsquantum, 
k = 1,38 . 10-23 J K-I die B O L T Z M A N N - K O ~ S ~ ~ ~ ~ ~  und C = 299,8 106 ms-I die 
Lichtgeschwindigkeit im Vakuum beschreibt. Als WellenlÃ¤ng wird bei der Kor- 
rektur die mittlere WellenlÃ¤ng A = 10 pm angenommen. Es wird nicht analog 
zu Abschnitt 2.2.4 Ã¼be den relevanten WellenlÃ¤ngenbereic integriert, da dieses 
wegen der hierzu notwendigen numerischen LÃ¶sun einen sehr hohen Rechenauf- 
wand bedeuten wÃ¼rde Die hier erklÃ¤rt Methode ist trotzdem hinreichend. 
Zur Verdeutlichung der Auswirkungen der winkelabhÃ¤ngige Strahlungsvertei- 
lung sind in Abbildung 2.16 Signalmittelwerte Ã¼be die Bildspalten X dargestellt. 
Aus den Werten s* lÃ¤Â sich nach Gleichung (2.63) die dargestellte Temperatur 
berechnen. FÃ¼ dieses Beispiel wurde die Bilddatei ir031613.27b ausgewÃ¤hlt da 
sie ein homogen verteiltes Schollenfeld darstellt, so daÂ die mittleren Tempera- 
turen auf dem Grund Ã¼be die Koordinate X konstant sind. Die Abbildung 2.16 
zeigt zwei unterschiedliche Kennlinien. Die obere Kennlinie gibt die Mittelwerte 
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Abbildung 2.16: Mittlere IntensitÃ¤te der Spalten X fÃ¼ warme (111 < s* < 225) und kalte 
(0 < s* < 110) Bildbereiche. Der EinfluB der Hintergrundstrahlung nimmt mit zunehmendem 
Abtastwinkel zu. Daten aus ir031613.27b. 
der Spalten X an, wobei nur Werte von 111 < s* < 225 berÃ¼cksichtig wurden, 
die untere Kennlinie wurde aus den Werten 0 5 s* 5 110 gebildet. Es ist deut- 
lich zu erkennen, daÂ die mittleren Werte der hohen StrahlungsintensitÃ¤te mit  
zunehmender Entfernung von der Nadirmessung abnehmen. Die GerÃ¤tetempe 
ratur war im Beispiel kÃ¤lte als die warmen Bereiche des Untergrunds und ihr 
Strahlungsanteil nimmt zu beiden BildrÃ¤nder hin zu. Bei der unteren Kennlinie 
verhÃ¤l es sich anders, da die kalten Bereiche des Untergrunds kÃ¤lte waren als 
die GerÃ¤tetemperatu und zu den BildrÃ¤nder somit eine SignalerhÃ¶hun eintritt. 
Erst die Trennung in zwei unterschiedliche Temperaturbereiche verdeutlicht den 
Effekt der Hintergrundstrahlung. Bei einer Spaltensummation ohne Bereichs- 
trennung wÃ¼rde sich die Fehler angenÃ¤her aufheben 
Die Darstellung in Abbildung 2.16 wird fehlerhaft, wenn Bildpunkte des warmen 
Bereichs am ~ a n d  urch dieVerfÃ¤lschun in die Gruppe des kalten Bereichs fal- 
len, oder umgekehrt. Dieser Fehler, der lediglich die hier gezeigten Diagramme 
beeinfluÂ§ und nicht die Korrekturrechnung, ist im vorliegenden Fall gering, da 
Bildwerte um die Grenze der beiden Bereiche nur gering vertreten sind. Abbil- 
dung 2.17 zeigt das IntensitÃ¤tshistogram der Beispieldaten. IntensitÃ¤te im 
Bereich um s* = 110 sind nur gering vertreten. 
Abbildung 2.18 zeigt die mittleren IntensitÃ¤te der warmen und kalten Berei- 
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Abbildung 2.17: IntensitÃ¤tshistogram der Beispieldaten vor der Korrektur der Hinter- 
grundstrahlung. Daten aus ir031613.27b. 
ehe nach der Korrektur der Hintergrundstrahlung mit Gleichung (2.100). Die 
WinkelabhÃ¤ngigkei aus Abbildung 2.16 ist behoben. Einen weiteren Erfolg und 
damit die Notwendigkeit der Korrekturrechnung der Hintergrundstrahlung zeigt 
Abbildung 2.19. Im Gegensatz zum Histogramm in Abbildung 2.17 ist im Bereich 
um s = 160 eine weitere IntensitÃ¤tsklass zu erkennen, die jedoch stark mit der 
warmen Hauptklasse Ã¼berlapp ist. Eine Trennung dieser beiden Bereiche kÃ¶nnt 
eventuell mit Hilfe des sichtbaren Spektralbereichs erfolgen. 
Bisher wurde noch nicht berÃ¼cksichtigt daÂ die Referenzmessungen durch die 
Hintergrundstrahlung beeinfluÂ§ werden. Die Referenzmessungen werden unter 
einem Winkel von W = 60' durchgefÃ¼hrt Da entsprechend der Referenzmessun- 
gen auch der Temperaturbereich berechnet wird, kann die Korrektur am Tempe- 
raturoffset I?*,< und Temperaturbereich AI?* (siehe Abschnitt 2.2.1) durchgefÃ¼hr 
werden. Mit dem P L A N C K S C ~ ~ ~  Strahlungsgesetz werden die Strahlungsdichten 
der unkorrigierten unteren L*,Ã beziehungsweise oberen Meobereichsgren- 
Zen berechnet und analog zu Gleichung 2.100 die Korrektur durchgefÃ¼hrt 
LZff - L,, (1 - COS (F)) 
Loff = 
cos (F) 
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Abbildung 2.18: Mittlere IntensitÃ¤te der Spalten x fÃ¼ warme (111 <: s <; 225) und kalte 
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Die korrigierten Bereichsgrenzen kÃ¶nne anschlieflend analog zu Gleichung (2.101) 
aus den Strahlungsdichten berechnet werden. 
Die Korrektur der Hintergrundstrahlung wird mit Hilfe der Routine vzrbkr durch- 
gefÃ¼hrt 









2.3 Kombination von LSC und IRLS 
Bisher wurden die Daten aus den beiden SpektralkanÃ¤le voneinander getrennt 
behandelt, da durch die unterschiedlichen Aufnahmetechniken der Line-Scan- 
Camera und des Infrared-Line-Scanners auch die zu korrigierenden Fehler grund- 
sÃ¤tzlic unter verschiedenen Gesichtspunkten behandelt werden muÂ§ten Nach- 
dem nun die verbesserten Bilddaten zur VerfÃ¼gun stehen, sollen die Daten beider 
SpektralkanÃ¤l geometrisch so aneinander angepaÂ§ werden, daÂ fÃ¼ jeden Bild- 
punkt die Information beider SpektralkanÃ¤l gemeinsam vorliegt. Es liegt hiermit 
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Abbildung 2.19: IntensitÃ¤tshistogram der Beispieldaten nach der Korrektur der Hinter- 
grundstrahlung. Im Gegensatz zum Histogramm in Abbildung 2.17 ist im Bereich um s = 160 
eine dritte IntensitÃ¤tsklass zu erkennen, die jedoch stark mit der warmen Hauptklasse Ã¼ber 
lappt ist. 
ReflektivitÃ¤ und OberflÃ¤chentemperatu vor. 
FÃ¼ die Kombination der beiden SpektralkanÃ¤l wurde eine Line-Scan-Camera 
gebaut, deren Gesichtsfeld an das des Infrared-Line-Scanners angepaÂ§ ist. Ge- 
nau genommen ist der Aufnahmewinkel 0 etwas grÃ–Â§ als beim Infrared-Line- 
Scanner, damit der Bildbereich des Temperaturbildes in jedem Fall abgedeckt ist. 
Eine gewisse Toleranz ist notwendig, da die Line-Scan-Camera mechanisch am 
Infrared-Line-Scanner montiert ist und eine Justierung im Feldbetrieb zu kom- 
pliziert ist. 
Zur Kombination muÂ nun eine Koordinatentransformation gefunden werden, die 
das Bild des sichtbaren Spektralbereichs auf die Koordinaten des Temperaturbil- 
des abbildet. Die schmalen Randbereiche des sichtbaren Spektralbereichs, die 
mit dem Infrared-Line-Scanner nicht erfaÂ§ werden, sollen mit der Transforma- 
tion verworfen werden, so daÂ als Ergebnis ein zweikanaliges Bild mit einer Breite 
von X = 512 Bildpunkten vorliegt, das die gleichen Gegenstandspunkte darstellt. 
Nach der geometrischen Entzerrung des Bildes vom Infrared-Line-Scanner aus 
Abschnitt 2.2.3 wurde zuerst davon ausgegangen, daÂ beide Bilddaten an sich 
winkeltreu sind. Zur Anpassung eines winkeltreuen Bildes an ein anderes win- 
2.3 Kombination von LSC und IRLS 77 
keltreues Bild ist eine eingeschrÃ¤nkt bilineare Koordinatentransformation der 
Form 
ausreichend. Das angepaote Bild des sichtbaren Spektralbereichs ist hiermit 
Die GrÃ¶Â§ s*, X* und y* beziehen sich auf das Ursprungsbild und s ,  X und y 
auf das geometrisch korrigierte Bild. Da fÃ¼ die einzelnen Flugabschnitte eine 
konstante Fluggeschwindigkeit und -hÃ¶h angenommen wird, ist in Richtung y 
nur eine Verschiebung zu berÃ¼cksichtige und somit reduzieren sich die Terme 
aus Gleichung (2.104), da a1 = 0 und b2 = 1 sind. Wird fÃ¼ die Koordinate y 
nur die Verschiebung A y  = y - y* der Bildpunkte angegeben, so vereinfacht sich 
Gleichung (2.104) zu 
Der Linearkoeffizient bl ist notwendig, da  die Montage der Scanner nicht nur 
eine konstante Verschiebung der aufzunehmenden Zeilen auf dem Grund bewirkt, 
sondern zusÃ¤tzlic eine Schiefstellung. Der Koeffizient bo gibt die Verschiebung 
der Zeilenkoordinate X* = 0 an und bi ist ein MaÂ fÃ¼ die Schiefstellung. 
Die Koeffizienten fÃ¼ die Koordinatentransformation werden ermittelt, indem mit 
Hilfe der K ~ o ~ o s - R o u t i n e  warpimage in Bildabschnitten beider Spektralberei- 
ehe Pai3punkte an markanten Strukturen gesetzt werden. Aus den so entstan- 
denen Koordinatenpaaren wurde mit Hilfe linearer Regression die Koeffizienten 
aus Gleichung (2.106) ermittelt. Hierbei stellte sich heraus, daÂ die mechanische 
Kopplung der beiden Scanner nicht konstant ist. Es ist notwendig, fÃ¼ jeden 
Flugtag separate Koeffizienten zu ermitteln. Da die Verschiebung A y  des weite- 
ren von der FlughÃ¶he Fluggeschwindigkeit und Zeilenabtastrate abhÃ¤ngi ist und 
diese GrÃ–Be zwar wÃ¤hren eines Flugabschnittes, aber nicht fÃ¼ einen gesamten 
Flugtag konstant sind, kÃ¶nne die Koeffizienten fÃ¼ die Koordinatentransforma- 
tion beim Aufruf der Routine fÃ¼ die Transformation (vcomb) auf die FlughÃ¶h 
und AuflÃ¶sun normiert angegeben werden (siehe Anhang B.4). 
Bei der Auswertung der oben angesprochenen Koordinatenpaare mit deren Hilfe 
fÃ¼ die einzelnen Flugtage die Koeffizienten fÃ¼ Gleichung (2.104) beziehungs- 
weise (2.106) ermittelt werden sollten, stellte sich ein weiterer Fehler der Daten- 
erfassung heraus. Die Korrektur senkrecht zur Flugrichtung genÃ¼g entgegen der 
Theorie nicht der linearen Transformation. Als Ursache wurde die Verzeichnung 
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des Objektivs der Line-Scan-Camera gefunden. Das Bild des sichtbaren Spek- 
tralbereichs ist somit nicht winkeltreu. WÃ¤hren die geometrische Korrektur 
des Infrared-Line-Scanners analytisch ermittelt werden konnte (siehe Abschnitt 
2.2.3), wÃ¤r fÃ¼ das Objektiv eine Untersuchung im Optiklabor notwendig. FÃ¼ 
die vorliegende Arbeit wurde jedoch die Koordinatentransformation in Richtung 
X aus Gleichung (2.104) derart erweitert, daÂ die Verzeichnung behoben wird. 
Die Auswertung der Koordinatenpaare der Paopunkte zeigte, daÂ ein Polynom 
dritten Grades der Korrektur der Verzeichnung genÃ¼gt Es ist somit 
Die Koeffizienten a, kÃ¶nne uber entsprechende Koordinatenpaare mit Hilfe der 
kubischen Regression ermittelt werden. Hierbei entsteht jedoch das Problem, 
daÂ die PaBpunkte uber die gesamte Bildbreite gleichmaig verteilt sein mÃ¼ssen 
Schwierigkeiten entstehen, wenn es an genÃ¼gen Bildstruktur mangelt. D a  die 
Koeffizienten a2 und 0 3  jedoch von der Verzeichnung des Objektivs abhÃ¤nge 
und nur die Koeffizienten dy und ai von Flug zu Flug korrigiert werden sollen, 
wird Gleichung (2.107) in eine modifizierte Nullstellenform gewandelt, um eine 
eindeutige Zuordnung der Koeffizienten zur Geometrie zu ermÃ¶glichen 
Hierbei gibt unter anderem C die KrÃ¼mmun der kubischen Funktion an und 
ist ausschlieÂ§lic von der StÃ¤rk der Verzeichnung abhÃ¤ngig Auch X I  wird 
durch die Verzeichnung bestimmt, es ist der absolute Abstand vom Wendepunkt 
X: in dem die Funktion x(x*) dem Funktionswert im Wendepunkt entspricht 
x(x: - XI)  = x(xw)). Die Lage des Wendepunkts gibt nun noch eine Verschie- 
bung an. Die Lage des Objektivs und somit der Verzeichnungsfunktion bezÃ¼glic 
der Koordinate X ,  also des CCD-Sensors wird durch X* beschrieben. Im Idealfall 
ist X: = X/2. Die Verschiebung bezÃ¼glic des Infrared-Line-Scanners ist durch 
die Wendepunktkoordinate xW beschrieben. Somit ist xw die einzige GrÃ¶Â§ die 
fÃ¼ jeden Flug separat ermittelt werden muÂ§ Die anderen Koeffizienten sollten 
jedoch auch von Zeit zu Zeit kontrolliert werden. 
Abbildung 2.20 verdeutlicht diesen Sachverhalt noch einmal. Es sind Paflpunkt- 
koordinaten eines kurzen Flugabschnitts dargestellt, wobei im gesamten Bildab- 
schnitt genÃ¼gen Struktur zur PaBpunktzuordnung vorhanden ist. Die durch- 
gezogene Kennlinie, die kubische Regression zu allen PaBpunktkoordinaten, gibt 
die Koordinatentransformation an, deren Koeffizienten der Verzeichnung des Ob- 
jektivs und der Verschiebung der beiden Scanner zueinander genÃ¼gen In diesem 
Fall ergibt sich eine Standardabweichung der PaBpunkte zur Regressionskurve 
von er = 0,59 Punkten. Ein visueller Vergleich des transformierten Bildes mit  
dem Temperaturbild zeigt ein gutes Ergebnis. 
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Abbildung 2.20: Regressionskurve der Koordinatentransformation aus Gleichung (2.108). 
Die gestrichelte Kennlinie verdeutlicht den Fehler bei der Verwendung der Vollkreise als 
Teilmenge der Pafipunktpaare. Die Pafipunktpaare wurden aus den Bilddaten der Datei 
cs022812.13a ermittelt. 
Die vollen Kreise in Abbildung 2.20 geben eine Teilmenge der PaBpunkte wieder, 
die bei angenommen fehlender ÃŸildstruktu in den Randbereichen vorhanden 
wÃ¤re Die kubische Regression dieser Teilmenge ist gestrichelt dargestellt. Bei 
Anwendung dieser Transformation ergÃ¤be sich gegenÃ¼be der durchgezogenen 
Transforrnationskennlinie Fehler von bis zu Ax = 15 Bildpunkten. 
PaBt man dieser Teilmenge die Transformationsgleichung (2.108) an, wobei nur 
xW zu variieren ist und alle anderen Koeffizienten aus der durchgezogenen Re- 
gressionskennlinie Ã¼bernomme werden, so ergibt sich nach der Methode der 
kleinsten Fehlerquadrate annÃ¤hern die durchgezogene Kennlinie. Dieses gilt 
auch, wenn andere Teilmengen herangezogen werden. Bei der Ermittlung des 
einzigen Koeffizienten xw, der sich von Flug zu Flug Ã¤ndert ist also eine belie- 
bige Teilmenge von PaBpunktpaaren erforderlich. Es sollten jeweils Bildbereiche 
mit ausreichender Struktur gewÃ¤hl werden, wobei es unwesentlich ist, ob die 
PaBpunktpaare gleichmaig Ã¼be die Bildkoordinate X verteilt sind. Abbildung 
2.20 verdeutlicht, daÂ auch PaÃŸpunktmenge aus Randbereichen genÃ¼gen Es 
sollte aber eine ausreichende Anzahl von PaBpunkten ermittelt werden, um der 
Unsicherheit beim Plazieren der PaÃŸpunkt gerecht zu werden. Wegen der un- 
terschiedlichen Variation von ReflektivitÃ¤ und OberflÃ¤chentemperatu erfordert 
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die Pailpunktsetzung etwas Ãœbung In der vorliegenden Arbeit wurden jeweils 
etwa 20 bis 30 Paapunktpaare gesetzt. Bei der Ermittlung der Koeffizienten wur- 
den dann Ausreiaer verworfen, die von der Koordinatentransformation um Ã¼be 
A x  > 2 Bildpunke abwichen. 
Bei der Ausarbeitung dieser Methode wurde eine gute Reproduzierbarkeit so- 
wohl bei mehrfacher Anwendung auf denselben Bildabschnitt als auch auf Bild- 
abschnitte unterschiedlicher Flugtage festgestellt. 
Die Umrechnung zwischen den Koeffizienten aus Gleichung (2.107) und (2.108) 
ist 
beziehungsweise 
Diese Gleichungen sind notwendig, da  Ã¼blich Regressionsalgorithmen die Koef- 
fizienten fÃ¼ Gleichung (2.107) liefern. 
Bei der Bilddatenerfassung mit Line-Scannern hÃ¤nge die rÃ¤umliche AuflÃ¶sun 
gen in Richtung der Bildkoordinaten zur Flugrichtung (y) und senkrecht hierzu 
(X) von unterschiedlichen Parametern ab. In Flugrichtung ist sie durch die Flug- 
geschwindigkeit v und die Abtastrate f gegeben. 
Sekrecht zur Flugrichtung ist sie von der FlughÃ¶h h, vom gesamten Blickwinkel 
f2 und der BildzeilenlÃ¤ng X definiert. 
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GrundsÃ¤tzlic ist es mÃ¶glich durch Anpassung von FlughÃ¶he Fluggeschwindig- 
keit und Zeilenabtastrate Bilddaten zu erfassen, die in beiden Bilddimensionen 
gleiche rÃ¤umlich AuflÃ¶sun besitzen. HierfÃ¼ mÃ¼sse die Gleichungen (2.111) 
und (2.112) gleichgesetzt und nach dem jeweiligen frei wÃ¤hlbare Parameter auf- 
gelÃ¶s werden. Im praktischen Flugbetrieb ist jedoch besser zu realisieren, bei 
vorgegebener FlughÃ¶h und Fluggeschwindigkeit die Abtastrate so zu wÃ¤hlen daÂ 
die rÃ¤umlich AuflÃ¶sun in Flugrichtung grÃ¶fie ist, als senkrecht hierzu und bei 
der Verarbeitung der Bilddaten die AuflÃ¶sun anzupassen. Besonders bei den 
Flugzeugmessungen, bei denen von den Bilddaten abgeleitete KenngrÃ¶fie mit 
anderen Messungen korreliert werden sollen IKOTTMEIER et al., 19931 ist eine 
einheitliche Abtastrate unabhÃ¤ngi von der FlughÃ¶h notwendig. 
Die Anpassung der beiden AuflÃ¶sunge zueinander findet durch eine Koordina- 
tentransformation statt, wie sie in Gleichung (2.105) angegeben ist. Die Abbil- 
dungen der Transformation sind nun jedoch lineare Funktionen, da die Trans- 
formation sowohl als Eingabe als auch als Ergebnis einer winkeltreuen Darstel- 
lung entspricht. Zudem wird das Bild nur in der Richtung transformiert, die die 
grÃ¶oer AuflÃ¶sun enthÃ¤lt Es werden somit zwei FÃ¤ll unterschieden: 
Bei der Anwendung der Routine vrec, die die Koordinatentransformation ausfÃ¼hrt 
erhÃ¤l das Ergebnisbild bezÃ¼glic der Spalten- oder ZeilenlÃ¤ng ein neues Format. 
Durch die in diesem Abschnitt erarbeiteten Korrekturen und speziell durch die 
Kombination der Daten der Line-Scan-Camera und des Infrared-Line-Scanners 
liegt fÃ¼ ein bearbeitetes Bild zu jedem BildPunkt die Information beider Spek- 
tralbereiche kombiniert vor. Ein solches bearbeitetes Bild ist die Grundlage fÃ¼ 




X = X* 
Die Ergebnisse der Klassifikation kÃ¶nne gegenÃ¼be der Arbeit mit den Program- 
men LINECALC IBOCHERT, 1991a] oder IRCALC [BOCHERT, 19921 wesentlich ver- 
bessert werden, da  einerseits erstmals eine solch grÃ¼ndlich Korrektur der Bild- 
daten beider Spektralbereiche erarbeitet wurde. Andererseits lagen bisher noch 
keine kombinierten Daten der Line-Scan-Camera und des Infrared-Line-Scanners 
wenn Are - < I  
AY 
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vor, 
Durch die eingefÃ¼hrt Korrektur der Beleuchtungsschwankungen wahrend der 
Datenaufnahme fÃ¼ die Line-Scan-Camera und die verbesserte Kalibration des 
Temperaturbildes mÃ¼sse nicht mehr wie bei den Programmen LINECALC und 
IRCALC Bildabschnitte von nur 700 Bildzeilen bearbeitet werden. Mit den kor- 
rigierten Bilddaten kÃ¶nne Flugabschnitte von bis zu 20 000 Zeilen klassifiziert 
werden. 
Wahrend die geometrische Entzerrung der Bilddaten des Infrared-Line-Scanners 
schon mit dem Programm IRCALC durchgefÃ¼hr werden konnte, ist die Notwen- 
digkeit der Entzerrung der Bilddaten des sichtbaren Spektralbereichs erst mit der 
Kombination von Line-Scan-Camera und Infrared-Line-Scanner zu Tage getreten. 
Erst durch diese Entzerrung und die abschliefiende Transformation in Bilddaten, 
die in beide rÃ¤umlich Dimensionen gleiche AuflÃ¶sun besitzen, ist ein Vergleich 
mit Satellitendaten mÃ¶glich 
3 Klassifikation der Line-Scanner-Dat en 
Ziel der Klassifikation ist die Unterteilung von Bildern in bedeutungsvolle Teil- 
bereiche. Im vorliegenden Fall sollen Teilbereiche gebildet werden, die bestimmte 
gemeinsa,me Eigenschaften besitzen. Diese Teilbereiche mÃ¼sse im Bild nicht 
zwangslÃ¤ufi ein zusammenhÃ¤ngende Gebiet beschreiben, sie kÃ¶nne voneinan- 
der getrennt auftreten und trotzdem einer Objektklasse zugeordnet sein. Speziell 
in dieser Arbeit beschreiben die Klassen unterschiedliche Erscheinungsformen des 
Meereises und offenes Wasser. Im Anhang A ist auszugsweise zusammengestellt, 
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Tabelle 3.1: AbkÃ¼rzungen Wertigkeiten und farbliche Darstellung der unterschiedlichen Er- 
scheinungsformen des Meereises. Die Wertigkeit und Darstellungsfarben der Bildpunkte werden 
bei der Arbeit mi t  dem Bildverarbeitungsprogramm KHOROS verwendet. 
Das Ergebnis der Klassifikation der Line-Scanner-Daten sind Bilddaten im Byte- 
Format, wobei jeder Wert beschreibt, welcher Eistyp dem jeweiligen Bildpunkt 
zugeordnet ist. Die Zuordnung erfolgt nach den Angaben in Tabelle 3.1. 
Soweit es mÃ¶glic ist, wurde die Wertigkeit entsprechend dem Fortschritt des 
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Eiswachstums definiert, damit der Klassifikation folgende Rangordnungsopera- 
toren vorhersehbare Ergebnisse liefern. Bei Eistypen mit gleicher Rangordnung, 
wie Nilas und Pfannkucheneis muÂ§t die Wertigkeit willkÃ¼rlic festgelegt werden. 
Dieses hat jedoch geringen EinfluÂ§ da diese Erscheinungsformen selten gemein- 
sam vorkommen. 
In diesem Kapitel werden unterschiedliche Verfahren behandelt, mit denen eine 
Klassifikation durchgefÃ¼hr werden kann. Die Segmentierungsverfahren beziehen 
sich auf die Merkmalsextraktion aus einzelnen SpektralkanÃ¤len Diese Verfahren 
werden beschrieben, da sie Grundlage fÃ¼ die folgenden Klassifikationsverfahren 
sind. Mit der Kombination der Information zweier Spektralbereiche kann von 
den Segmentierungsverfahren zur multispektralen Klassifikation Ã¼bergegange 
werden. Nach der EinfÃ¼hrun des zweidimensionalen Histogramms wird die Be- 
deutung der Hauptkomponententransformation beschrieben. Diese ist besonders 
fÃ¼ weiterfÃ¼hrend Arbeiten wichtig, bei denen mehr als zwei Spektralbereiche 
zur VerfÃ¼gun stehen [HOLZSCHUHER, 19951. Allgemeine Klassifikationsstrate- 
gien und Klassifikatoren werden vorgestellt, da sie Grundlage fÃ¼ die Methode 
bilden, mit der die Eine-Scanner-Daten bearbeitet wurden. Diese Klassifikato- 
ren liefern jedoch keine zufriedenstellenden Ergebnisse, so daÂ fÃ¼ die vorliegende 
Arbeit eine spezielle interaktive Klassifikation entwickelt wurde. 
3.1 Segment ierungsverfahren 
Im allgemeinen spricht man in der digitalen Bildsignalverarbeitung von Segmen- 
tierung, wenn in einem einfachen Grauwertbild vom Hintergrund Objekte zu un- 
terscheiden sind. Das Ergebnis ist dann ein BinÃ¤rbil mit diskreten Klassen, in 
dem zum Beispiel fÃ¼ alle Objektbildpunkte eine Eins und fÃ¼ alle Hintergrund- 
bildpunkte eine Null steht. Fur das Problem der Unterscheidung verschiedener 
Eistypen sei die Definition so verÃ¤ndert daÂ als Ergebnis verschiedene Objekte 
voneinander unterschieden werden. Die spezielle Rolle des Hintergrunds entfÃ¤ll 
hiermit, da auch dieser eine Objektklasse darstellt. 
Ursprung ist also ein Bild, welches die Amplituden eines Spektralbereichs enthÃ¤lt 
Ergebnis ist ein Bild im Byte-Format, in dem fÃ¼ gleiche Objekte gleiche Wertig- 
keiten eingetragen sind. Wie bereits erwÃ¤hnt mÃ¼sse die Objekte nicht zwangs- 
lÃ¤ufi Ã¶rtlic miteinander verbunden sein. 
Bei der Segmentierung unterscheidet man zwischen punktorientierten und be- 
reichsorientierten Verfahren. 
3.1.1 Punktor ien t ie r te  Verfahren 
Punktorientierte Verfahren richten sich bei der Zuordnung der Bildpunkte zu den 
einzelnen Objekten nur nach der Wertigkeit der Bildpunkte. Diese entspricht bei 
3.1 Segmentierungsverfahren 
Abbildung 3.1: Grauwerthistogramm der Bilddaten nach Aufnahme mit der Line-Scan- 
Camera. Das Histogramm wurde mit Gleichung (3.1) berechnet und anschlieÃŸen normiert. 
Es kÃ¶nne die Objektklassen LSCi, LSCi und LSCs unterschieden werden. (Daten aus 
cs032813.07d) 
den Daten der Line-Scan-Camera der IntensitÃ¤ des reflektierten Sonnenlichts und 
beim Infrared-Line-Scanner der erfaflten OberflÃ¤chentemperatur In den Bildda- 
ten werden diese Eigenschaften als Grauwerte dargestellt. 
Punktorientierte Verfahren erfordern die Auffindung einer oder mehrerer Schwel- 
len, an denen die Grauwerte getrennt und unterschiedlichen Objekten zugeordnet 
werden kÃ¶nnen Diese Schwellen kÃ¶nne anhand von Grauwerthistogrammen ge- 
funden werden. Histogramme werden nach 
X-1 Y-1 
h(s) = X X Pzy mit Pxy = 1 wenn si(a;, y) = s 
x=0 y=0 (3.1) 
P = 0 sonst 
berechnet. Hierbei ist sl(x, y )  das Ursprungsbild und s die Koordinate des Hi- 
stogramms. Abbildung 3.1 zeigt ein solches Histogramm, wie es aus Daten der 
Line-Scan-Camera berechnet wurde. Hierbei ist die relative AuftrittshÃ¤ufigkei 
hr von Grauwerten auf den IntensitÃ¤te s ~ s c  aufgetragen. 
WÃ¼nschenswer wÃ¤re wenn sich die Objektklassen unter Verwendung der Bild- 
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daten eines Spektralbereichs gut voneinander unterscheiden und klar getrennte 
Maxima hervortreten. Idealerweise gibt es zwischen diesen Maxima jeweils Be- 
reiche, in denen die HÃ¤ufigkei auf Null abfÃ¤llt Dann kann die Schwelle i n  diese 
Bereiche fallen, um die Objektklassen sicher voneinander zu trennen. Bei der 
Betrachtung von Abbildung 3.1 wird deutlich, daÂ dieser einfache Fall nicht un- 
bedingt vorausgesetzt werden kann. In vielen FÃ¤lle kann man davon ausgehen, 
daÂ die Grauwerte einer Objektklasse nach der G ~ ~ s s s c h e n  Normalverteilung 
um das Maximum streuen. Wenn die Streuungen grÃ¶Â§ sind als der Abstand der 
Maxima, gibt es bezÃ¼glic der ZugehÃ¶rigkeitsbereich der Objektklassen Ãœberlap 
pungen. Auch wenn das Histogramm noch getrennte Verteilungen zeigt, bedeutet 
dieses, daÂ die Bildpunkte der Ãœberlappungsbereich nicht eindeutig zugeordnet 
werden kÃ¶nnen Bei der Betrachtung von Abbildung 3.1 fÃ¤ll jedoch auf, daÂ die 
ungenÃ¼gend AusprÃ¤gun des Minimums zwischen den Klassen LSC2 und LSC3 
nicht allein durch die G A U S S S C ~ ~  Verteilung der Klassen gebildet wurde. HierfÃ¼ 
lÃ¤ge die Objektklassen zu weit voneinander getrennt. Die G A U S S S C ~ ~  Verteilung 
wÃ¤r hier nur durch die rechte Flanke der Verteilungsfunktion der Objektklasse 
LSC3 beschrieben. 
WÃ¤hren die Streuungen innerhalb der einzelnen Klassen durch stochastische Va- 
riation der jeweiligen Eigenschaft in den Teilbereichen der Objekte des Ursprungs- 
bildes hervorgerufen werden, wird der Cbergang zwischen den Klassen LSC2 und 
LSC3 durch den Ãœbqangsbereic von einem zum anderen Objekt hervorge- 
rufen. Zum einen ist die Grenze zwischen zwei Objekten in der RealitÃ¤ nicht 
zwangslÃ¤ufi scharf, zum anderen werden bei der Datenerfassung Bildpunkte auf- 
genommen, die Teile von beiden benachbarten Objekten enthalten. Die Schwelle 
zwischen den Objektklassen LSCi und LSC3 in Abbildung 3.1 ist noch einfach 
zu setzen. Der Ãœbergan zur Klasse LSCI ist hingegen nicht eindeutig. Beim 
Finden der Schwellen ist es hilfreich, die Auswirkung der Segmentierung im Ur- 
sprungsbild zu betrachten. So wurden in Ã¤ltere Arbeiten die Schwellen bei der 
Segmentierung der Bilddaten der Line-Scan-Camera mit Hilfe des Auswertepro- 
gramms LINECALC [BOCHERT, 1991al manuell festgelegt, indem der Anwender 
neben dem Grauwerthistogramm mit markierten Schwellen das segmentierte und 
originale Bild betrachten konnte. 
Mit dem Wissen, daÂ die Bereiche zwischen den Histogramm-Maxima durch Bild- 
punkte der ÃœbergÃ¤n zwischen Objektklassen hervorgerufen werden, kann man 
ein modifiziertes Histogramm heranziehen, um die Minima deutlicher hervorzu- 
heben. Es werden ins Histogramm nur Bildpunkte Ã¼bernommen die nicht im 
Ãœbergangsbereic zwischen zwei Objekten liegen. Der Ãœbergangsbereic kann 
anhand der Gradientenbildung ermittelt werden. Von OTSU [I9731 ist diese Me- 
thode ausfÃ¼hrlic zur Vorbereitung von Histogrammen fÃ¼ automatische Schwel- 
lenfindung beschrieben worden. WESZKA und ROSENFELD [I9731 haben unter- 
schiedliche Verfahren zur Gradientenbildung untersucht. FÃ¼ die Anwendung bei 
der Segmentierung der Bilddaten der Line-Scan-Camera hat sich der LAPLACE- 
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Abbildung 3.2: Modifiziertes Grauwerthistogramm derselben Bilddaten (LSC), mit  denen 
das Histogramm in Abbildung 3.1 berechnet wurde. Die Objektklassen LSCL LSCi und LSCi 
kÃ¶nne deutlicher unterschieden werden. 
Operator als am effektivsten herausgestellt. Das Ursprungsbild wird mit der 
gefaltet und hierauf folgend werden vom Ursprungsbild nur Bildpunktwertigkei- 
ten ins Histogramm Ã¼bernommen solange der zum Bildpunkt gehÃ¶rig Gradi- 
ent eine bestimmte Gradientenschwelle nicht Ã¼berschreitet Diese Gradienten- 
schwelle kann durch Beurteilung des Erfolges gefunden werden. Abbildung 3.2 
zeigt das modifizierte Histogramm aus denselben Daten, aus denen Abbildung 3.1 
gewonnen wurde. Hierbei wird ersichtlich, daÂ die in Abbildung 3.1 angegebenen 
Schwellen mit Hilfe des modifizierten Histogramms ermittelt wurden. In diesem 
Beispiel wurde folgende prozentuale Verteilung der ObjektklassenzugehÃ¶rigkei 
ermittelt: 
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Abbildung 3.3: Grauwerthistogramm der Bilddaten nach Aufnahme mit dem Infrared-Line- 
Scanner. Es ist dieselbe Szene herangezogen, mit der das Histogram in Abbildung 3.1 berechnet 
wurde. Im Histogramm kÃ¶nne die Objektklassen I R L S i ,  IRLSv und IRLSs unterschieden 
werden. 
Die Erfahrung hat gezeigt, daÂ mit alleiniger Nutzung der Daten der Line-Scan- 
Camera zur Segmentierung unterschiedlicher Eistypen operationell drei Objekt- 
klassen voneinander getrennt werden kÃ¶nnen 
Mit dem Infrared-Line-Scanner stehen nun weitere Informationen zur VerfÃ¼gung 
Die Bilddaten der OberflÃ¤chentemperatu kÃ¶nne entsprechend der Bearbeitung 
der Daten der Line-Scan-Camera bearbeitet werden. Abbildung 3.3 zeigt das 
Grauwerthistogramm des Bildes des Infrared-Line-Scanners, das die gleiche Szene 
zeigt, aus der die Daten fÃ¼ die Abbildungen 3.1 und 3.2 gebildet wurden. Die 
Grauwerte entsprechen hierbei der OberflÃ¤chentemperatur es ist der Tempera- 
turbereich von 'Qmin = -32OC bis 'Qmax = -2OC dargestellt. Abbildung 3.4 zeigt 
analog zu Abbildung 3.2 das modifizierte Histogramm zur sicheren Festlegung 
der Schwellwerte, durch die die drei Objektklassen IRLSi, IRLSZ und IRLS3 
voneinander unterschieden werden. Im Vergleich zu den Angaben in Gleichung 
(3.3) ergeben sich hierbei die prozentualen Verteilungen zu 
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Abbildung 3.4: Modifiziertes, aus homogenen Gebieten aufgebautes, Grauwerthistogramm 
derselben Bilddaten (IRLS), mit  denen das Histogramm in Abbildung 3.3 berechnet wurde. 
Die Objektklassen I R L S l ,  IRLSz und IRLSy kÃ¶nne deutlicher unterschieden werden. 
Hierbei ist hervorzuheben, daÂ die jeweiligen Klassenbezeichnungen aus den Glei- 
chungen (3.3) und (3.4) einander nicht entsprechen mÃ¼ssen da  andere Merkmale 
zur Unterscheidung herangezogen wurden. Wenn aber davon ausgegangen wird, 
daÂ mit beiden Spektalbereichen dieselben Objektklassen unterschieden werden 
sollen, so kann bezÃ¼glic der prozentualen Vert,eilungen nur ein Zusammenhang 
zwischen den Klassen LSCl und IRLS3 gefunden werden. Es sei schon vorweg- 
genommen, daÂ dieses der Bereich des offenen Wassers ist. Offenes Wasser hat 
niedrige IntensitÃ¤te in den Daten der Line-Scan-Camera und hohe IntensitÃ¤te 
in den Daten des Infrared-Line-Scanners. Entsprechend bilden sich die Objekt- 
klassen LSCl in Abbildung 3.2 und IRLS3 in Abbildung 3.4 aus. 
Die beiden anderen Objektklassen der jeweiligen Spektalbereiche kÃ¶nne nicht 
einander zugeordnet werden. Es handelt sich bei den verbleibenden Klassen um 
drei signifikante Objekte, bei denen die hier verwendeten Spektralbereiche nicht 
korreliert sind. Im Abschnitt 3.2 wird gezeigt, daÂ die Klasse LSCy zwei ei- 
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gentliche Objektklassen enthÃ¤lt wobei diese nicht im sichtbaren Spektalbereich 
voneinander unterschieden werden kÃ¶nnen Entsprechend beinhaltet die Klasse 
IRLSi ebenfalls zwei signifikante Objektklassen, was auch das Doppelmaximum 
bei sims = 173 in Abbildung 3.4 vermuten lÃ¤Â§ Im Abschnitt 3.2 werden die 
Bilddaten, aus denen die Histogramme dieses Abschnitts gebildet wurden, mit 
Hilfe eines zweidimensionalen Histogramms analysiert. 
3.1.2 Bereichsorientierte Verfahren 
Im Gegensatz zu punktorientierten Verfahren wird bei den bereichsorientierten 
Verfahren nicht mehr ausschlieÂ§lic die Wertigkeit eines Bildpunktes herangezo- 
gen, um zu entscheiden, welcher Objektklasse er zugeordnet werden soll. Bei der 
Histogra,mm-Modifikation im vorherigen Abschnitt wurde zwar schon die Umge- 
bung eines Bildp~~nktes betrachtet, die eigentliche Zuordnung fand jedoch nur 
anhand der Wertigkeit der Bildpunkte statt. 
Obwohl in der vorliegenden Arbeit keine bereichsorientierten Segmentierungsver- 
fahren untersucht wurden, sollen sie kurz beschrieben werden, um ihre MÃ¶glich 
keiten zu demonstrieren. 
Von WAHL [I9891 wird ein Bereichswachtumsverfahren beschrieben, bei dem 
Nachbarschaftsbeziehungen von Bildpunkten bei der Segmentierung derart berÃ¼ck 
sichtigt werden, daÂ ausschlieÂ§lic zusammenhÃ¤ngend Objekte entstehen. Hier- 
durch wird 6s vermieden, da,Â einzelne isolierte Bildpunkte oder kleine Berei- 
che entstehen. Als Problem wird sich hierbei herausstellen, daÂ fÃ¼ jeden Ob- 
jektbereich ein Anfangspunkt gefunden werden muÂ§ Ausgehend von diesem 
Anfangspunkt wird ein iterativer ProzeÂ gestartet, bei dem den entstehenden 
Objektbereichen benachbarte Bildpunkte mit Ã¤hnliche Eigenschaften zugeord- 
net werden. Dieses Bereichswachstum wird solange fortgesetzt, bis sÃ¤mtlich 
Bildpunkte einem Objektbereich zugeordnet sind. Ein weiteres Verfahren, wel- 
ches von SPANN und WILSON [I9851 vorgestellt wird, wurde von SCHMIDT- 
GROTTRUP [I9921 schon exemplarisch erfolgreich mit Bilddaten der Line-Scan- 
Camera durchgefÃ¼hrt Es ist durch Integration in eine G ~ ~ ~ ~ p y r a m i d e  realisiert 
[WILSON und SPANN, 1988; JAHNE, 1989 und HABERACKER, 19851. 
Der Vorteil dieses Verfahrens wird deutlich, wenn man zunÃ¤chs davon ausgeht, 
daÂ das Originalbild zum Beispiel mit einem TiefpaBfilter bearbeitet wird, bevor 
ein Segmentierungsverfahren aus Abschnitt 3.1.1 Anwendung findet. Es handelt 
sich hierbei nicht mehr um ein rein punktorientiertes Verfahren, da durch die vor- 
hergehende Faltung die Wertigkeiten der einzelnen Bildpunkte von der Nachbar- 
schaft abhÃ¤ngt Dieses bewirkt zum Beispiel, daÂ die Streuung der Objektklassen 
aus Abbildung 3.1 verringert wird. Dieser Sachverhalt ist im Histogramm von 
Abbildung 3.5 dargestellt. Im Vergleich zu Abbildung 3.1 ist nur ein Erfolg im 
Bereich der Objektklasse LSCi und an der rechten Flanke des Haupmaximums 
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Abbildung 3.5: Grauwerthistogramm derselben Bilddaten (LSC), mit denen das Histogramm 
in Abbildung 3.1 berechnet wurde. Vor der Berechnung des Histogramms wurden die Bilddaten 
mit einem Tiefpaflfilter bearbeitet. 
zu erkennen. Im Bereich zwischen den Maxima hat diese Faltung keinen Erfolg, 
da  zwar die Objektbereiche homogenisiert sind, jedoch auch die ObjektÃ¼bergang 
unscharfer werden. Eigentlich mÃ¼Â§ die MaskengrÃ¶fl des Faltungsoperators an 
den Objektgrenzen auf die Bildpunkte eines Objektbereichs beschrankt werden. 
Die Festlegung der Objektgrenzen findet aber erst mit der Segmentierung selbst 
stat t .  Der PyramidenverknÃ¼pfungsalgorithmu [JAHNE, 19891 lÃ¶s dieses Pro- 
blem iterativ. In1 ersten Durchgang wird das Bild ohne BerÃ¼cksichtigun der 
Objektgrenzen bearbeitet, wodurch eine vorlÃ¤ufig Segmentierung durchgefÃ¼hr 
wird. Hieraus folgend wird das Bild erneut bearbeitet, jedoch unter BerÃ¼ck 
sichtigung der vorlÃ¤ufige Segmentierung und ihren Objektgrenzen, indem die 
Faltungsmaske a,n den Objektgrenzen nur ein Objekt berÃ¼cksichtigt Dieses Ver- 
fahren wird wiederholt, bis es zu einem stabilen Ergebnis konvergiert. Von JAHNE 
[I9891 ist zu diesem Verfahren ein effektiver Algorithmus angegeben, der als Fal- 
tungsmaske nicht unbedingt einen Tiefpafl voraussetzt. Es kÃ¶nne mit diesem 
Verfahren beliebige Merkmale wie zum Beispiel Gradienten zur Kantenfindung 
oder Texturen herangezogen werden. 
Dieses Verfahren wird fÃ¼ die vorliegende Arbeit nicht Ã¼bernommen da  der Auf- 
wand der Erweiterung zur BerÃ¼cksichtigun von zwei SpektralkanÃ¤le enorm wÃ¤r 
und spezielle Faltungsmasken entwickelt werden mÅ¸Â§te 
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3.2 Numerische Klassifikation 
Der Unterschied zwischen der Segmentierung und der Klassifikation liegt darin, 
daÂ bei der Klassifikation die Spektralbereiche nicht mehr nur separat betrachtet, 
sondern kombiniert werden. Die Berechnung von Histogrammen ist nicht auf 
Bilddaten eines einzelnen Spektralbereichs beschrÃ¤nkt Im zweidimensionalen 
Fall wird es durch 
mit P., = 1 wenn (si(x,y) = 1) A (s2(z, y) = m) 
Pxy = 0 sonst 
berechnet. Hierbei sind sl(x,  y) und s2(x, y )  die beiden Bilder in unterschiedlichen 
Spektalbereichen, 1 und m die Koordinaten des Histogramms. Im vorliegenden 
zweidimensionalen Fall kann das Histogramm noch bildlich dargestellt werden. 
Die relative AuftrittshÃ¤ufigkei von Wertigkeitskombinationen wird als Grauwert 
kodiert. Abbildung 3.6 zeigt das zweidimensionale Histogramm der Bilddaten, 
mit denen die Histogramme in Abschnitt 3.1 gebildet wurden. Hohe Werte der 
AuftrittshÃ¤ufigkei h(sLsa, sIRLs) aus Gleichung (3.5) werden durch zunehmende 
SchwÃ¤rzun dargestellt. 
Die Kodierung der relativen HÃ¤ufigkei zum Grauwertbild kann auf verschiedene 
Weise geschehen. Im Anhang B.5.-2 ist dargestellt, wie die hier gezeigten Histo- 
gramme durch die Routine vnhisto gebildet wurden. 
Es wird von einem zweidimensionalen Histogramm gesprochen, weil der Merk- 
malsraum zwei Dimensionen hat. Im vorliegenden Fall ist ein Merkmal die Inten- 
sitÃ¤ des reflektierten Sonnenlichts ST.SC und das zweite die HÃ¶h der OberflÃ¤chen 
temperatur SIRLS. Neben weiteren Spektalbereichen kÃ¶nne auch andere Merk- 
male wie zum Beispiel Texturen oder Kombinationen von Spektralinformation 
hinzugenommen werden. 
In der grafischen Darstellung des Histogramms in Abbildung 3.6 bilden sich im 
Merkmalsraum zu den einzelnen Objektklassen dunkle Wolken aus, die als Clu- 
ster bezeichnet werden. Das Cluster CSi liegt im Bereich von geringen Inten- 
sitÃ¤te des sichtbaren Spektralbereich und hohen IntensitÃ¤te  SI^ des 
infraroten Spektralbereich. Dieses ist das Cluster, das durch das offene Was- 
ser gebildet wurde. Da er bezuglich beider Merkmale von allen anderen Clu- 
stern zu unterscheiden ist, trat diese Objektklasse auch in den eindimensionalen 
Histogrammen eindeutig hervor. Anders verhÃ¤l es sich mit den verbleibenden 
Clustern. Das Cluster CS2 ist im sichtbaren Spektralbereich, also bezuglich des 
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Abbildung 3.6: Zweidimensionales Histogramm derselben Bilddaten, mit denen die Histo- 
gramme in den Abbildungen 3.1 bis 3.5 berechnet wurden. Es kÃ¶nne vier Objektklassen 
voneinander unterschieden werden. (Daten aus cs032813.07d) 
Merkmals SLSC nicht vom Cluster CS3 zu unterscheiden. Auch im infraroten 
Spektralbereich, dem Merkmal S[FILS lag er irn Ãœbergangsbereic zwischen den 
Objektklassen IRLS2 und IRLS3 und wurde der Klasse IRLS2 zugeschlagen. 
Nur im modifizierten Histogramm von Abbildung 3.4 konnte dieser Bereich Ã¼ber 
haupt unterschieden werden. Die Cluster CS2 und CS3 sind beide durch dunklen 
Nilas entstanden, wobei CS2 aus dÃ¼nnere Nilas gebildet wurde; die IntensitÃ¤ 
im infaroten Spektalbereich ist wesentlich hÃ¶her Im sichtbaren Spektralbereich 
ist kein Unterschied vorhanden, wodurch zu ersehen ist, daÂ beide Cluster zum 
dunklen Nilas gehÃ¶ren 
Grauweioes Eis bildet das Cluster CS4 und einjÃ¤hrige Eis das Cluster CSs. Im 
sichtbaren Spektralbereich sind die beiden Objektklassen nicht zu unterscheiden, 
da sie beide mit neuem Schnee bedeckt sind. 
In den folgenden Abschnitten wird nun behandelt, wie diese Cluster, die signifi- 
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Abbildung 3.7: Ergebnis einer Hauptkomponententransformation des Histogramms aus Ab- 
bildung 3.6. Die Merkmale s ~ s c  und SIRLS wurden in die Merkmale SM und S H K ~  Ã¼berfÃ¼hr 
Die wesentliche Information, die zur Trennung in unterschiedliche Objektklassen herangezogen 
wird, ist im Merkmal S H ~  enthalten. (Daten aus cs032813.07d) 
da,s Hauptachsensystem drehen, in dem die Merkmale untereinander unkorreliert 
sind. Man gewinnt aus den ursprÃ¼ngliche Merkmalen neue Merkmale, die unter- 
eina,nder unkorreliert sind. Die Kovarianzmatrix enthalt nach der Transformation 
in ihrer Hzmptdiagonalen die Varianzen der neuen Merkmale. Die aussagekrafti- 
gen Merkmale haben eine groÂ§ Varianz, die Merkmale mit kleiner Varianz tragen 
nicht viel zur Trennung der Objektklassen bei und kÃ¶nne weggelassen werden, 
ohne daÂ die Klassifikation wesentlich verschlechtert wird. 
Eine Transformation der Kovarianzmatrix bedeutet eine Koordinatentransforma- 
tion irn Merkmalsraum. Dieses ist beim Ãœbergan von Abbildung 3.6 zur Ab- 
bildung 3.7 zu erkennen. Das neue Histogramm wurde durch eine Koordinaten- 
drehung und -verschiebung gebildet. Die neuen Merkmale sind die Intensitaten 
S H ~  und S H K ~ .  Das Merkmal S H ~  hat gegenÃ¼be dem Merkmal S H K ~  eine we- 
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folgende prozentuale Verteilungen: 
Durch die Betrachtung der zweidimensionalen Histogramme und den Vergleich 
mit Gleichung (3.3) wird deutlich, daÂ die Objektklassen HK4 und HK5 gemein- 
sam die Objektklasse LSCy und die Klassen HK2 und die Klasse LSC2 
gebildet haben. Der Vergleich mit Gleichung (3.4) zeigt die Kombination der 
Objektklassen HK3 und HK4 zur Klasse IRLS2. Die Klasse HK2 ist bei der 
Betrachtung des infraroten Spektralbereichs auf die Objektklassen IRLSy  und 
IRLSs aufgeteilt worden. 
Auch wenn die Bearbeitung der Daten, die kombiniert mit der Line-Scan-Camera 
und dem Infrared-Line-Scanner erfaot wurden, einfach mit Hilfe der Haupt- 
komponententransformation und Segmentierung im Grauwerthistogramm durch- 
gefÃ¼hr werden kann, werden zur ErhÃ¶hun der Klassifikationsgenauigkeit die 
Objektklassen im zweidimensionalen Histogramm beschrieben. 
3.2.2 Klassifikationsstrategien 
Im ersten Schritt der numerischen Klassifikation stellt sich das Problem, wie 
die einzelnen Cluster im Merkmalsraum bezÃ¼glic ihrer Lage gefunden werden 
kÃ¶nnen Man unterscheidet hierbei zwischen Ãœberwachte und unÃ¼berwachte 
Strategien [JAHNE, 19891. Bei einer Ãœberwachte Klassifikation werden im Ur- 
sprungsbild Trainingsgebiete ausgewÃ¤hlt die signifikante Objektklassen reprÃ¤sen 
tieren. Mit der anschlieoenden Ãœbertragun dieser Trainingsgebiete in den Merk- 
malsraum kÃ¶nne die typischen Zentren der Objektklassen und darÃ¼be hinaus 
ein MaÂ der Streuungen der einzelnen Merkmale gefunden werden. Diese Ã¼ber 
wachte Klassifikationsstrategie setzt voraus, daÂ fÃ¼ jede vorkommende Objekt- 
klasse mindestens ein Trainingsgebiet ausgewÃ¤hl wurde. 
Universeller ist die unÃ¼berwacht Klassifikation einzusetzen. Hierbei wird im 
Merkmalsraum die Lage der dus te r  ermittelt. Ausgehend von einem beliebi- 
gen Ort im Merkmalsraum als Zentrum eines Clusters wird die Umgebung die- 
ser gebildeten Objektklasse zugeordnet, wenn entsprechende Zuordnungskriterien 
erfÃ¼ll sind. ErfÃ¼ll ein Element des Merkmalsraumes dieses Kriterium nicht, wird 
eine neue Objektklasse gebildet. Da mit der ErÃ¶ffnun einer neuen Objektklasse 
schon durchgefÃ¼hrt Zuordnungen eventuell dieser neuen Klasse zugeordnet wor- 
den wÃ¤ren werden diese Klassifikationen iterativ durchgefÃ¼hrt wodurch lange 
Rechenzeiten entstehen. Als Ergebnis liegen dann die Zentren der d u s t e r  vor. Je  
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Merkmalsraumes zu allen Schwerpunkten die E U K L I D ~ S C ~ ~  Distanz bestimmt und 
der Objektklasse mit geringster Distanz zugeordnet. Dieses setzt voraus, daÂ die 
Verteilungen der einzelnen Objektklassen etwa die gleiche Varianz haben. 
Bei unterschiedlichen Varianzen kann fÃ¼ jede Objektklasse eine mehrdimensio- 
nale Wahrscheinlichkeitsfunktion gebildet werden. Hierbei werden die Elemente 
des Merkmalsraumes der Objektklassen zugeordnet, zu der sie die grÃ¶Â§ Wahr- 
scheinlichkeit der ZugehÃ¶rigkei haben (Maximum-Likelihood-Classifier). 
Im folgenden werden anhand der Bilddaten der Line-Scanner die Grenzen dieser 
Verfahren demonstriert. Da durch ihre Anwendung unvertretbare Unsicherhei- 
ten entstehen, wurde in der vorliegenden Arbeit ein interaktive Klassifikation 
entwickelt, die in Abschnitt 3.4 beschrieben ist. 
3.3 Beurteilung der Ergebnisse 
In diesem Abschnitt soll zuerst eine quantitative Beurteilung der Ergebnisse er- 
folgen, die durch die hier vorgestellten Klassifikatoren erzielt wurden. Qualitativ 
werden diese Ergebnisse dann auch mit den Resultaten der Segmentierungen aus 
Abschnitt 3.1 und der interaktiven Klassifikation aus Abschnitt 3.4 verglichen. 
Zur Beurteilung der Klassifikationssicherheit ist in jedem Fall ein Vergleich des 
klassifizierten Bildes mit dem Ursprungsbild, welches in den unterschiedlichen 
Spektralbereichen vorliegt, notwendig. Bei dieser Kontrolle kÃ¶nne den Objekt- 
klassen auch die entsprechenden Erscheinungsformen des Meereises aus Tabelle 
3.1 zugeordnet werden. Wurde die Klassifikation unter Verwendung von Trai- 
ningsgebieten durchgefÃ¼hrt so kann im nachhinein kontrolliert werden, ob die 
Trainingsgebiete auch durch die Klassifikation entsprechend ihrer Vorgabe be- 
urteilt wurden. Es kÃ¶nne auch weitere Gebiete als Stichproben herangezogen 
werden, die Ã¤hnlic der Tainingsgebiete bearbeitet werden, jedoch nicht zur Klas- 
sifikation herangezogen werden. 
Im vorliegenden zweidimensionalen Fall kann die GÃ¼t der Klassifikation direkt im 
Merkmalsraum beurteilt werden, indem die Grenzen der gebildeten Objektklassen 
ins zweidimensionale Histogramm Ã¼bernomme werden. Bei MerkmalsrÃ¤ume 
hÃ¶here Dimension entfÃ¤ll diese anschauliche MÃ¶glichkei leider. Welche Be- 
deutung dieser Methode zukommt, wird bei der Beurteilung der automatischen 
Algorithmen deutlich. 
In Abbildung 3.9 sind zwei Ergebnisse einer automatischen Klassifikation darge- 
stellt. Im Histogramm auf der linken Seite sind die Grenzen der Objektklassen 
eingetragen, die durch die Anwendung der K H O R O S - R O U ~ ~ ~ ~  kmean [KHOROS 
GROUP, 19911, einem Minimum-Distance-Classifier, gefunden wurden. Hierbei 
wurden keine Zentren der Cluster vorgegeben. Entsprechend der Angaben aus 
Abbildung 3.6 wurde die Anzahl der Objektklassen auf fÃ¼n gesetzt. Auffallend 
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Abbildung 3.9: Zweidimensionales Histogramm mit eingezeichneten Grenzen der Ob- 
jektklassen. Gezeigt sind die Ergebnisse automatischer Klassifikatoren. Das Resultat des 
Maximum-Likelihood-Classifier, welches auf der rechten Seite dargestellt ist, bringt gegenÃ¼be 
des Minimum-Distance-Classifier (links) keinen Vorteil. (Daten aus cs032813.07d) 
ist, daÂ die Klasse CSi in die Klasse CSi integriert wurde. Hingegen wurde im Be- 
reich von niedrigen IntensitÃ¤te des infraroten Spektralbereichs die Objektklasse 
CS6 gebildet, obwohl in diesem Bereich kein signifikantes Cluster vorhanden ist. 
Ausgehend von den Zentren der Cluster, die mit dem Minimum-Distance-Classifier 
gefunden wurden, wurde das Bild mit einem Maximum-Likelihood-Classifier [PCI ,  
19941 bearbeitet. Das Ergebnis ist in Abbildung 3.9 auf der rechten Seite dar- 
gestellt. Diese Methode fÃ¼hr zu einem noch schlechteren Ergebnis, was be- 
sonders durch aufmerksame Betrachtung der Objektklasse CS5 zu erkennen ist. 
Die Grenze zur Klasse CS4 hat sich nicht wesentlich geÃ¤ndert In Richtung zu 
niedrigen IntensitÃ¤te des infraroten Spektralbereichs hat sich die Objektgrenze 
zugunsten der Klasse CS6 eng an das Cluster der Klasse CS5 geschoben. Dieses 
ist dadurch verursacht, daÂ die Objektklasse CS6 im Gegensatz zur Klasse CS5 
keinen signifikantes Cluster enthÃ¤lt wodurch ihre Varianz sehr groÂ wird. Hier- 
mit wird auch die Wahrscheinlichkeit groÂ§ daÂ Elemente des Merkmalsraumes 
in groÂ§e Entfernung vom Zentrum noch zur Klasse gehÃ¶ren Die Objektklasse 
CS5 hat ein deutliches Cluster, seine Verteilung eine geringe Varianz und somit 
fÃ¤ll gerade diese Objektklasse im Merkmalsraum sehr klein aus. 
Der groÂ§ Vorteil der ObjektivitÃ¤ der automatischen Algorithmen wird wegen 
der schlechten Ergebnisse, die in Abbildung 3.9 dargestellt sind, nicht genutzt. 
Besonders die AuÂ§erachtlassun der Objektklasse CS2 oder vielmehr die Integra- 
tion in die Klasse CSi ist nicht vertretbar. 
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Abbildung 3.10: Zweidimensionales Histogramm mit eingezeichneten Grenzen der Objekt- 
klassen. Das linke Diagramm zeigt das Ergebnis eines Minimum-Distance-Classifier mit manuell 
vorgegebenen Clusterzentren. Rechts sind die Objektklassengrenzen der interaktiven Klassifi- 
kation angegeben. (Daten aus cs032813.07d) 
Abbildung 3.10 zeigt auf der linken Seite das Ergebnis eines Minimun-Distance- 
Classifiers, wobei die Objektzentren manuell vorgegeben wurden. Das Ergebnis 
kann als gut befunden werden. Schwierigkeiten wÃ¼rde auftreten, wenn benach- 
barte Objektklassen bezÃ¼glic ihrer Verteilungen stark unterschiedliche Varian- 
Zen aufweisen. Hierbei wÃ¼rde sich die Objektgrenzen nicht verschieben. Mit den 
Ergebnissen aus Abbildung 3.9 wurde dargestellt, daÂ hierbei auch der Maximum- 
Likelihood-Classifier keine Besserung bewirkt. Auf der rechten Seite der Abbil- 
dung 3.10 ist hier schon das Ergebnis der interaktiven Klassifikation angegeben, 
Der wesentliche Unterschied ist bei der Definition der Objektklasse (75'2 zu erken- 
nen. Die Grenze zur Klasse CS3 ist vom Cluster der Klasse CS3 weiter entfernt. 
Auch das Cluster der Objektklasse C& wurde nicht so eng beschnitten. 
Die Zusammenfassung der Klassifikationsergebnisse der Beispielbilddaten ist in 
Tabelle 3.2 dargestellt. In der Kopfzeile sind fÃ¼ die einzelnen Spalten die Eisty- 
pen angegeben. Die AbkÃ¼rzunge sind die der Tabelle 3.1. Dunkler Nilas wurde 
fÃ¼ dieses Beispiel in zwei Objektklassen unterteilt, da  durch unterschiedliche Eis- 
dicken eine Trennung mÃ¶glic ist. Die einzelnen Bezeichnungen der Objektklas- 
Sen, wie sie bisher angegeben wurden, ist der Ãœbersich halber nicht in die Tabelle 
Ã¼bernomme worden. Bei der Beschreibung der einzelnen Verfahren wurde schon 
auf die ZugehÃ¶rigkei zu den Eistypen eingegangen. Die qualitative Beurteilung 
der Lage der Objektklassengrenzen im Merkmalsraum hat gezeigt, daÂ das Er- 
gebnis der interaktiven Klassifikation bei der Beurteilung der Methoden anhand 
Tabelle 3.2 als Referenz herangezogen werden kann. 
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lungen sind die Werte des Minimum-Distance-Classifier nahe an denen der inter- 
aktiven Klassifikation. Wie schon oben erwÃ¤hnt wurde das Ergebnis durch den 
Maximum-Likelihood-Classifier verschlechtert. Hiervon ist besonders die Grenze 
zwischen dem dunklen Nilas und dem grauweiflen Eis betroffen. Die Grenzver- 
schiebung der beiden Objektklassen fÃ¼ erstjÃ¤hrige Eis fÃ¤ll hier nicht ins Ge- 
wicht, wÃ¼rd aber bei einem anderen Fall zu unvertretbaren Fehlern fÃ¼hren 
Das Ergebnis des Minimum-Distance-Classifier mit manueller Festlegung der Clu- 
sterzentren entspricht praktisch dem der interaktiven Klassifikation. Nur die 
Verteilung zwischen den beiden Klassen des dunklen Nilas hat sich zu Gunsten 
des dÃ¼nnere Nilas verschoben. Bei der Betrachtung von Abbildung 3.10 wird 
deutlich, daÂ die Grenze zwischen diesen beiden Klassen sehr eng am d u s t e r  
der Objektklasse CS3 liegt. Hierbei wurde das Zentrum auf den Maximalwert 
des Clusters von CS3 gelegt, es wÃ¤r aber richtiger gewesen, das Zentrum im 
Schwerpunkt zu plazieren. 
In jedem Fall muÂ nach der Anwendung der automatischen Algorithmen der Beur- 
teilung der Ergebnisse hohe Aufmerksamkeit geschenkt werden. Durch VerÃ¤nde 
rung einzelner Parameter bezÃ¼glic der Zuordnungskriterien zu den einzelnen 
Objektklassen kÃ¶nne die hier gezeigten Ergebnisse eventuell noch verbessert wer- 
den. FÃ¼ die Darstellungen in diesem Abschnitt wurden die Grundeinstellungen 
der Algorithmen verwendet. Die Klassifikation der Beispieldaten mit 512x4000 
Bildpunkten in fÃ¼n Objektklassen dauerte auf einer SUN-SparcStation-10 mit 
der Routine kmean [KHOROS GROUP, 19911 etwa 40 Minuten. Ein optimierter 
IS02-Algorithmus [KHOROS GROUP, 19911 liefert annÃ¤hern das gleiche Ergeb- 
nis und kommt mit der HÃ¤lft der Rechenzeit aus. 
Die schlechteren Ergebnisse der automatischen Algorithmen, die aufwendige Kon- 
trolle der Ergebnisse und die hohen Rechenzeiten rechtfertigen eine interaktive 
Klassifikation. 
3.4 Interaktive Klassifikation 
Die hier vorgestellte interaktive Klassifikation beruht darauf, daÂ die Grenzen 
der Objektklassen im zweidimensionalen Histogramm manuell angegeben werden. 
FÃ¼ das Bildverarbeitungsprogramm KHOROS wurden sechs Routinen entwickelt, 
die diese interaktive Klassifikation unterstÃ¼tzen Die Anwendung der Routinen 
ist im Anhang B detailliert erklÃ¤rt die Programme selbst sind im Anhang D 
aufgelistet. 
Bei der Clusterbildung wird die Zuordnung der Elemente des Merkmalsraumes 
in die einzelnen Objektklassen durchgefÃ¼hrt Die eigentliche Klassifikation wird 
mit Hilfe einer Tabelle durchgefÃ¼hrt die bei der Clusterbildung aus dem zwei- 
dimensionalen Histogramm als Merkmalsraum entwickelt wurde. Unter Merk- 
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malsextraktion wird die Zuordnung der Objektklassen zu den unterschiedlichen 
Erscheinungsformen des Meereises verstanden. 
3.4.1 Clusterbildung 
Auf die Routine vSdhisto wurde schon im Abschnitt 3.2 eingegangen. Mit ihrer 
Anwendung wird unter BerÃ¼cksichtigun von Gleichung (3.5) das zweidimensio- 
nale Histogramm berechnet. Das Histogramm kann als Bild im Integer-Format 
angesehen werden, in dem die Elemente des Merkmalsraumes hohe Werte enthal- 
ten, wenn die entsprechende Kombination der Merkmale hÃ¤ufi vorkommt. Ana- 
log der Bearbeitung der eindimensionalen Grauwerthistogramme im Abschnitt 
3.1.1 kann das zweidimensionale Histogramm als modifiziertes Histogramm be- 
rechnet werden (siehe Ãœbergan von Abbildung 3.1 zu Abbildung 3.2). Hier- 
bei werden die Bilddaten beider SpektralkanÃ¤l mit dem L A p ~ A ~ ~ - O p e r a t o r  
aus Gleichung (3.2) gefaltet und nur dann Wertekombinationen ins Histogramm 
Ã¼bernommen wenn die Summe der Gradienten beider Spektralbereiche einen 
Schwellwert nicht Ã¼berschreitet Dieser Schwellwert kann beim Aufruf der Rou- 
tine v2dhisto angegeben werden. Analog zu Abbildung 3.5 sollten die Einga- 
bebilder vor der Bildung des Histogramms durch einen Medianfilter bearbeitet 
werden. Die GrÃ¶Â der Maske kann beliebig gewÃ¤hl werden. 
Zur Betrachtung und Weiterverarbeitung des Histogramms kann seine Darstel- 
lung mit der Routine vnhisto normiert werden. Das Ergebnis ist ein Bild im 
Byte-Format. Neben der Auswahl einer linearen oder logarithmischen Grauwert- 
transformation kann bei der Ãœbertragun auch die Wurzel der Elemente heran- 
gezogen werden. Zur Darstellung hat es sich als sinnvoll erwiesen, die Wertigkeit 
der Bilddaten zu invertieren, so daÂ hohe AuftrittshÃ¤ufigkeite als dunkle Wolken 
erscheinen. 
In Abbildung 3.11 ist ein Beispiel eines Histogramms dargestellt, bei dem die 
Vorteile der interaktiven Klassifikation besonders deutlich werden. Die dunklen 
Linien deuten wieder die Grenzen zwischen den einzelnen Objektklassen an. 
Das linke Bild zeigt das Ergebnis einer automatischen Klassifikation mit einem 
Minimum-Distance-Classifier von KHOROS. Die Lage der Grenzen orientiert sich 
nur wenig an den ausgebildeten Clustern. Auf der rechten Seite ist das gleiche 
Histogramm dargestellt. Die Objektklassen, deren Grenzen in die Abbildung 
Ã¼bernomme wurden, sind hierbei manuell mit der Routine segment nach der 
Orientierung an den Clustern gebildet worden. Bei der Arbeit mit der Routine 
segment kÃ¶nne mit der Maus Polygone, Kreise, Rechtecke oder freihand gezo- 
gene Objekte um die Cluster gebildet werden. Beim Abschlufi eines Objekts 
wird der Bereich der jeweiligen Objektklasse eingefÃ¤rbt Es stehen verschiedene 
Farben fÃ¼ die unterschiedlichen Objektklassen zur VerfÃ¼gung In den hier darge- 
stellten Histogrammen wurden nur die Objektklassengrenzen in die Histogramme 
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Abbildung 3.11: Zweidimensionales Histogramm mit eingezeichneten Grenzen der Objekt- 
klassen. Links ist das Ergebnis eines automatischen Minimum-Distance-Classifiers dargestellt. 
Rechts sind die Objektklassengrenzen der interaktiven Klassifikation angegeben. Bei die- 
sem Beispiel wird der Vorteil der interaktiven Klassifikation besonders deutlich.(Daten aus 
cs022814.10a) 
Ã¼bernommen um eine Orientierung zu gewÃ¤hren 
Bei der Bildung der einzelnen Objektklassen muÂ noch keine Aussage getroffen 
werden, um was fÃ¼ ein Objekt es sich handelt. Bei der Merkmalsextraktion 
kÃ¶nne spÃ¤te auch mehrere Objektklassen zu einer Klasse zusammengefagt wer- 
den. 
3.4.2 Klassifikation 
Die Klassifikation ist die Ãœbertragun der im Merkmalsraum gebildeten Objekt- 
klassen in die Raumkoordinaten des Ursprungsbildes. Dieser Schritt wird durch 
die Routine v2dclass durchgefÃ¼hrt Wenn die Tabelle m{sLsc, sJRLS) als Ei- 
gebnis der Routine segment aus dem zweidimensionalen Histogramm abgeleitete 
Objektklassen enthÃ¤lt ergibt sich das klassifizierte Bild zu 
Hierbei sind X und y die Koordinaten der erfaÂ§te Bilddaten. Bei der Klassi- 
fikation wird also neben den Objektklassen im Merkmalsraum als Ergebnis der 
Routine segment auch das Ursprungsbild in beiden SpektralkanÃ¤le benÃ¶tigt Das 
Ergebnis sind Bilddaten, die fÃ¼ gleiche Objekte auch gleiche Wertigkeiten enthal- 
ten. Die Farbpalette wird aus dem Ergebnis der Routine segment Ã¼bernommen 
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so daÂ man sich anhand der Farben orientieren kann. 
3.4.3 Merkmalsextraktion 
Bei der Merkmalsextraktion werden den Objektklassen die Wertigkeiten und Far- 
ben entsprechend Tabelle 3.1 zugeordnet. Diese Zuordnung findet mit Hilfe der 
Routine labe1 an der Darstellung des klassifizierten Bildes statt. Parallel kÃ¶nne 
bei der Merkmalsextraktion auch die ursprÃ¼ngliche Bilddaten der Line-Scan- 
Camera und des Infrared-Line-Scanners dargestellt werden. Ein Ausschnitt der 
Beispieldaten, aus denen die Histogramme der Abbildung 3.11 erstellt wurden, 
ist in Abbildung 3.12 wiedergegeben. Auf der linken Seite ist die unkalibrierte In- 
tensitÃ¤ des reflektierten Sonnenlichts und rechts die IntensitÃ¤ der OberflÃ¤chen 
temperatur mit einem Bereich von = -25OC (dunkel) bis dmax = -2OC 
(hell) dargestellt. Hilfreich sind auch die Angaben, die bei der Datenerfassung 
als Kommentare angelegt wurden. Durch die Integration eines Editors fÃ¼ Pro- 
tokolleingaben in die Erfassungsprogramme ist eine Zuordnung dieser Angaben 
leicht mÃ¶glich da  alle Eintragungen sowohl den Flugabschnitt als auch die Zei- 
lennummer enthalten IBOCHERT, 1991b und 19921. 
Anhand des Protokolls sollten vorab die mÃ¶gliche Eistypen eingeschrÃ¤nk wer- 
den. FÃ¼ die Zuordnung jeder einzelnen Objektklasse sollten die Informationen 
aus den Ursprungsbilddaten, wie zum Beispiel Abbildung 3.12, und aus den Hi- 
stogrammen' (Abbildung 3.11) hinzugezogen werden. In den Ursprungsbildern 
ist es mÃ¶glich neben den IntensitÃ¤te auch Texturen und Schollenformen fÃ¼ die 
Identifikation der Eistypen heranzuziehen. Das Ergebnis der Merkmalsextraktion 
der Bilddaten aus Abbildung 3.12 mit dem Histogramm aus Abbildung 3.11 ist 
in Abbildung 3.13 dargestellt. Die linke Seite zeigt das klassifizierte Bild mit 
unterschiedlichen GrautÃ¶nen Die Bedeutung der GrautÃ¶n kann aus dem Merk- 
malsraum entnommen werden. Die farbliche Darstellung ist rechts im unteren 
Diagramm und die Kennzeichnung der Objektklassen im oberen Diagramm ent- 
halten. Im Vergleich mit Abbildung 3.11 ist die Zusammenfassung der kleinen 
Objektklassen fÃ¼ niedrige Intensitaten im infraroten Spektralbereich zu erken- 
nen. 
Interessant ist die Anordnung der Objektklassen von erstjÃ¤hrige (FY), zweijahri- 
gern (SY)und mehrjÃ¤hrige Eis (MY). Hierbei sind bezÃ¼glic beider Spektral- 
bereiche Uberschneidungen zu erkennen. Die Klasse FY ist relativ warm und 
dunkel, da  bei der Aufnahme nur eine geringe Schneedecke vorhanden war. Die 
Objektklasse SY hat Ã¤hnlich Temperatur, jedoch durch die groÂ§ PorositÃ¤ des 
Eises eine hÃ¶her Reflektivitat im sichtbaren Spektralbereich. Das MY-Eis ist 
durch die grÃ¶Â§e Dicke die kÃ¤ltest Eisklasse. Die ReflektivitÃ¤ ist jedoch gerin- 
ger als die der Klasse SY, da durch Abschmelzungen an der oberen Seite Staub- 
ablagerungen an der OberflÃ¤ch akkumulieren. 
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Abbildung 3.12: Bilddaten s [ , s ~  der Line-Scan-Camera (links) und sipas des Infrared- 
- .  Line-Scanners (rechts) als Beispiel fÃ¼ eine interaktive Klassifikation. Die Ausschnitte zeigen 
ein Gebiet von etwa 3,5 km Breite und 10 km LÃ¤nge (Daten aus cs022814.10a) 
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Abbildung 3.13: Darstellung der Objektklassen im Merkmalsraum nach der Merkmalsextrak- 
tion und zweidimensionales Histogramm mit eingezeichneten Klassengrenzen. Das klassifizierte 
Bild ist auf der linken Seite dargestellt. (Daten aus cs022814.10a) 
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Nach der Merkmalsextraktion kann mit der Routine vlabhisto der Merkmalsraum 
entsprechend der endgÃ¼ltige Zuordnung der Objektklassen nach Tabelle 3.1 ge- 
bildet werden. Aus den Ursprungsbilddaten und dem klassifizierten Bild werden 
die Objektklassen Ã¤hnlic wie in Abbildung 3.13 rechts unten gebildet. 
Im vorliegenden Abschnitt, besonders bei der Behandlung der Beispieldaten, 
wurde deutlich, daÂ fÃ¼ die Interpretation der Objektklassen und die Merkmal- 
sextraktion Erfahrung und Ãœbun notwendig sind. Lediglich die relative Lage 
der Objektklassen im Merkmalsraum kann objektiviert werden. Der Abstand 
der einzelnen Cluster ist jedoch von den Bedingungen der Datenerfassung und 
der allgemeinen Situation beim Meoflug abhÃ¤ngig So ist die IntensitÃ¤ im sicht- 
baren Spektralbereich nicht kalibriert und der Kontrast von der Blendenstellung 
und der Helligkeit bei der Erfassung abhÃ¤ngig Die OberflÃ¤chentemperatu des 
Eises wird neben der Eisdicke von der Schneeauflage und im wesentlichen von 
der Lufttemperatur, Sonneneinstrahlung und Windgeschwindigkeit bestimmt. 

4.1 Synthetic-Aperture-Radar 11 1 
4.1.1 Prinzipielle Wirkungsweise 
Beim Seitensichtradar ist die Antenne auf dem Satelliten oder Flugzeug zu einer 
Seite senkrecht zur Flugrichtung ausgerichtet. Beim Synthetic-Aperture-Radar 
(SAR) des ERS-1 betragt der mittlere Winkel vom Nadir etwa aref = 23'. Seine 
Antenne ist so dimensioniert, daÂ senkrecht zur Flugrichtung ein Bereich von 
typischerweise aÃ£ea = 19,5O bis afoT = 26,6O abgedeckt wird. Dieses entspricht 
einer Breite von 100 km auf dem Grund. 
Obwohl auch das SAR ein Seitensichtradar ist, steht die Bezeichnung SLAR aus- 
schliefllich fÃ¼ Seitensichtradars mit realer Antennenapertur. Im oberen Teil von 
Abbildung 4.1 ist zu erkennen, daÂ beim SLAR die Antennenkeule so ausgerich- 
tet  ist, daÂ sie den Untergrund senkrecht zur Flugrichtung (Range) breit und in 
Flugrichtung (Azimuth) sehr schmal ausleuchtet. Die AuflÃ¶sun der Abbildung 
in Flugrichtung wird damit Ã¤hnlic realisiert wie bei Line-Scannern. Nach Auf- 
nahme einer Bildzeile wird das SLAR einen Bildzeilenabstand weiterbewegt und 
die nÃ¤chst Zeile aufgenommen. 
Die Aufnahme einer Bildzeile wird durch einen von der Antenne abgestrahlten 
kurzen Mikrowellenpuls eingeleitet. Der durch diesen Puls abgedeckte Bereich auf 
dem Grund hangt von der Antennengeometrie ab. Seine Ausdehnung ist umge- 
kehrt proportional zur AntennengrÃ¶oe Die AuflÃ¶sun senkrecht zur Flugrichtung 
dT wird durch die unterschiedliche Signallaufzeit bei Betrachtung der verschiede- 
nen Bereiche auf dem Grund ermÃ¶glicht Sie ist nach ULABY et  al. [1981] von 
der Pulslange T abhÃ¤ngig 
Hierbei ist c die Lichtgeschwindigkeit und a der Einfallswinkel der Strahlung auf 
dem Grund. Hohe AuflÃ¶sunge senkrecht zur Flugrichtung werden also durch 
sehr kurze Impulse erreicht. Durch die VerkÃ¼rzun der Impulse steigt einerseits 
jedoch die Bandbreite, andererseits niuÂ bei gleichbleibender abgestrahlter Ener- 
gie durch die ZeitverkÃ¼rzun die Leistung des Radars gesteigert werden. Da 
hierbei physikalisch Grenzen gesetzt sind, wird die AuflÃ¶sun durch frequenzmo- 
dulierte Pulse verbessert. Aus Gleichung (4.1) wird 
wobei die AuflÃ¶sun nun durch die Bandbreite B bestimmt ist und durch freie 
Wahl der Pulslange die Leistung des Radars in Grenzen gehalten werden kann. 
FÃ¼ das SAR des ERS-1 ergibt sich mit einer Bandbreite von B = 15,55 MHz eine 
mittlere AuflÃ¶sun senkrecht zur Flugrichtung nach Gleichung (4.2) zu 
dr = 24,7 m .  
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Abbildung 4.1: Aufnahmegeometrien beim Seitensichtradar. Im oberen Bild ist fÃ¼ das 
Radar mit realer Antennenapertur (SLAR) der bestrahlte Bereich dargestellt. Unten ist die 
Aufnahmetechnik fÃ¼ das Synthetic-Aperture-Radar (SAR) mit einer synthetischen Antennen- 
apertur von 2 L skizziert. 
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FÃ¼ die AuflÃ¶sun in Flugrichtung gilt fÃ¼ Radars mit realer Antennenapertur 
nach ULABY et al. [I9811 
mit R als Abstand zum Mei3gebiet und 1 als LÃ¤ng der Antenne in Flugrichtung. 
Mit einer WellenlÃ¤ng von A = 56mm, einer AntennenlÃ¤ng von 1 = 1 0 m  und 
von der FlughÃ¶h und MeÂ§winke abhÃ¤ngige Abstand R = 850 km ergÃ¤b sich 
fÃ¼ die Werte beim ERS-1, jedoch als Realisation eines Radars mit realer Anten- 
nenapertur, eine AuflÃ¶sun von da = 4,8 km. Bei der realisierten AuflÃ¶sun von 
da = 30 m m d t e  die Antenne eine nicht zu realisierende LÃ¤ng von 1 = 1600 m 
haben. 
Das Konzept des Radars mit synthetischer Antennenapertur ist, daÂ jeder Bereich 
auf dem aufzunehmenden Untergrund Ã¼be eine Zeitdauer von 
bestrahlt wird. Die Fluggeschwindigkeit des Satelliten ist durch V bestimmt, die 
Ausdehnung des bestrahlten Untergrunds in Flugrichtung analog zu Gleichung 
(4.3) mit 
WÃ¤hren der Zeitdauer, in der sich ein bestimmtes Objekt im Sichtbereich des 
Radars befindet, Ã¤nder sich stÃ¤ndi die relative Geschwindigkeit zwischen Ra- 
dar und Objekt, welches gleichzeitig durch die D o ~ ~ ~ ~ ~ v e r s c h i e b u n g  eine Fre-
quenzÃ¤nderun des empfangenen Signals hervorruft. Durch AuflÃ¶sun dieser Fre- 
quenzunterschiede kÃ¶nne in der sichtbaren Szene die Objekte voneinander ge- 
trennt werden. Umfangreiche Rechnungen ergeben, daÂ durch BerÃ¼cksichtigun 
dieser Frequenzunterschiede die Ausdehnung des bestrahlten Bereichs Ã¤quivalen 
zur halben synthetischen Antennenapertur ist. Hiermit wird die reale Anten- 
nenlÃ¤ng 1 aus Gleichung (4.3) durch die doppelte LÃ¤ng L der synthetischen 
Antennenapertur aus Gleichung (4.5) ersetzt. 
Obwohl mit dieser theoretischen Betrachtung die AuflÃ¶sun in Flugrichtung nur 
noch von der realen AntennengrÃ¶fl abhÃ¤ngt kann beim SAR des ERS-1 mit einer 
AntennenlÃ¤ng von 1 = 10 m keine AuflÃ¶sun von da, = 5 m erreicht werden. Die 
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EinschrÃ¤.nkun der nutzbaren Antennenapertur wird durch die Bedingung gege- 
ben, daÂ die vom Radar empfangene Phasenfront einen linearen Verlauf lÃ¤ng der 
Apertur aufweisen muÂ§ sich also die Objekte im Fernfeld der Antenne befinden 
mÃ¼ssen Die synthetische Antennenapertur ist jedoch sehr groÂ§ Das SAR des 
ERS-1 hat in Flugrichtung eine AuflÃ¶sun von da = 30 m. Mit Gleichung (4.3) 
ergibt sich somit die GrÃ¶Â der synthetischen Antennenapertur zu 2L = 1600m. 
4.1.2 RÃ¼ckstreueigenschafte von Meereis 
DaÂ Radardaten zur Unterscheidung von verschiedenen Typen von Meereis ge- 
nutzt werden kÃ¶nnen resultiert daraus, daÂ die RÃ¼ckstreueigenschafte von den 
physikalischen Eigenschaften des Eises abhÃ¤ngen Die IntensitÃ¤ten die zum Bei- 
spiel beim SAR des ERS-l als Bilddaten gespeichert sind, entsprechen der rÃ¼ckge 
streuten Leistung Pr, die von der Antenne des SAR empfangen wird, bezogen auf 
die relevante FlÃ¤che Nach ULABY et al. [I9821 ist die zurÃ¼ckgestreut Leistung 
Hierbei ist die gesendete Leistung Pi, der Antennengewinn G, die verwendete 
WellenlÃ¤ng A und die Entfernung vom Objekt R vom SAR und den Satellitengeo- 
metrien vorgegeben. Die empfangene Leistung ist proportional zum RÃ¼ckstreu 
wirkungsquerschnitt U.  
Zur Ermittlung der Leistung, die fÃ¼ die einzelnen Bildpunkte gespeichert wird, 
ist die Betrachtung des differentiellen RÃ¼ckstreukoeffiziente uO notwendig, da 
alle GrÃ¶Â§ auÂ§e der WellenlÃ¤ng A aus Gleichung (4.7) innerhalb eines Bild- 
punktes variieren kÃ¶nne und die Messungen vom Sensorsystem unabhÃ¤ngi sein 
sollen. 
Hierbei ist A die FlÃ¤ch eines Bildpunktes. Der spezifische RÃ¼ckstreukoeffizien 
uO wird vereinfacht auch als RÃ¼ckstreukoeffizien bezeichnet. Der RÃ¼ckstreuko 
effizient kann Ã¼be die Materialeigenschaften, welche die Wechselwirkungen zwi- 
schen der Materie und dem elektromagnetischen Feld bestimmen, Ã¼be die MAX- 
W E L L S C ~ ~ ~  Gleichungen berechnet werden. Diese Eigenschaften sind die relative 
PermeabilitÃ¤ pr ,  die relative PermittivitÃ¤ E? und die spezifische LeitfÃ¤higkei 
K .  Die PermeabilitÃ¤ p entspricht bei den betrachteten Materialien unabhÃ¤ngi 
von der WellenlÃ¤ag A der PermeabilitÃ¤ des Vakuums po, so daÂ die relative 
PermeabilitÃ¤ pr = 1 wird. 
In der Literatur ist es Ã¼blich die PermittivitÃ¤ und die spezifische LeitfÃ¤higkei 
K zur komplexen DielektrizitÃ¤tskonstante zusammenzufassen. 
Hierbei ist Â£ die PermittivitÃ¤ des Vakuums und W die Winkelfrequenz. Der 
Realteil ist die PermittivitÃ¤t der negative ImaginÃ¤rtei wird als DÃ¤mpfun be- 
zeichnet. Es wird noch verdeutlicht, daÂ die DÃ¤mpfun nicht ausschliei3lich von 
diesem Term verursacht wird. 
Bei der Anwendung der komplexen DielektrizitÃ¤tskonstante auf die Wellenglei- 
chung vereinfacht sich ihr Ansatz aus den M A X W E L L S C ~ ~ ~  Gleichungen zu 
9E 
r o t H  = E-, 
9t 
Eine Aussage zum elektrischen Feld E erhÃ¤l man, wenn man die erste Gleichung 
nochmals nach der Zeit t ableitet und die zweite Gleichung einsetzt. 
PE 
rot r o t H  = - E  [ I Q - ~  
9t 
Unter Anwendung der vektoranalytischen Beziehung 
rot r o t E  = - A E  + graddivE, (4.12) 
wobei wegen fehlender Raumladung die Divergenz divE = 0 ist, ergibt sich die 
Wellengleichung zu 
Eine LÃ¶sun der Wellengleichung ist die fÃ¼ Radaranwendungen in Betracht kom- 
mende ebene Welle mit E. als AnfangsfeldstÃ¤rk 
wobei sich der Ausbreitungsfaktor (Wellenzahl) k zu 
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ergibt. Durch die Variable z wird die Richtung der Wellenausbreitung beschrie- 
ben. 
Mit Gleichung (4.15) beginnt die Kompliziertheit der analytischen Betrachtun- 
gen. Durch das Radizieren des komplexen Ausdrucks der Materialeigenschaften 
kann Ã¼be die Richtung des resultierenden Vektors, der genau die HÃ¤lft des Ver- 
lustwinkels ausmacht, zwar das VerhÃ¤ltni zwischen imaginÃ¤re DÃ¤mpfungsfakto 
und dem realen Phasenfaktor bestimmt werden. Die Beurteilung der Gewichte 
der Komponenten der Materialeigenschaften gestaltet sich jedoch nicht einfach. 
Der genannte Verlustwinkel ist der Winkel des Vektors E aus Gleichung (4.9) und 
gibt somit Ã¼be die Materialeigenschaften Auskunft. Mit der Halbierung die- 
ses Winkels durch die Radizierung in Gleichung (4.15) ist der ImaginÃ¤rtei aus 
Gleichung (4.9) nicht die DÃ¤mpfung wird jedoch in der Literatur als DÃ¤mpfun 
bezeichnet, da er den wesentlichen Anteil hieran hat. 
Es gibt viele Untersuchungen, die die Bestimmung der komplexen DielektrizitÃ¤ts 
konstanten zum Inhalt haben. Von ULABY et  al. [I9861 werden gemessene Werte 
fÃ¼ unterschiedliche Eistypen bei verschiedenen Temperaturen vorgestellt. DIER- 
KING [I9921 beschÃ¤ftig sich mit RÃ¼ckstreumodelle und gibt auch einige Modell- 
ergebnisse an, die das frequenzabhÃ¤ngig Verhalten der DielektrizitÃ¤tskonstante 
unterschiedlicher Eistypen behandeln. 
Schon die Bemerkung von DIERKING [l992] in seiner Einleitung, daÂ die auf 
eine EisflÃ¤ch auftreffende elektromagnetische Strahlung teilweise reflektiert und 
teilweise gestreut wird, macht einen analytischen Ãœbergan von der Anwendung 
der Wellengleichung (4.14) zum RÃ¼ckstreukoeffiziente aus Gleichung (4.8) pro- 
blematisch. Richtig muÂ ergÃ¤nz werden, daÂ die auf eine EisflÃ¤ch auftreffende 
elektromagnetische Strahlung teilweise reflektiert, teilweise gestreut und teilweise 
gebrochen wird. Der aus der LÃ¶sun der Wellengleichung abzuleitende Geschwin- 
digkeitswechsel der well&ausbreitung beim Ãœbergan zwischen unterschiedlicher 
Materie fÃ¼hr zu den F R E S N E L S C ~ ~ ~  Formeln, die entsprechend des Einfallwinkels 
der Strahlung den reflektierten und ins zweite Medium gebrochenen Anteil angibt. 
Hierbei wÃ¼rde ausschlieÂ§lic die OberflÃ¤chenanteile deren Normale zum Radar 
gerichtet sind, zum Empfangssignal beitragen. Jedoch genÃ¼ge nur unendlich 
ausgedehnte plane Grenzschichten den F R E S N E L S C ~ ~ ~  Formeln. Die Rauhigkeit 
der betrachteten OberflÃ¤che liegt jedoch in der GrÃ¶flenordnun der beim Radar 
angewendeten WellenlÃ¤nge 
Die OberflÃ¤chenrauhigkei wird bei der Verwendung von alternativen Streumodel- 
len statistisch beschrieben. So geben die Standardabweichung der OberflÃ¤chen 
hÃ¶h o2 und die KorrelationslÃ¤ng lz MaÂ§ fÃ¼ die Rauhigkeit. Nur beim Nilas 
als Neueis sind diese GrÃ¶Â§ kleiner als die beim SAR des ERS-1 verwendete 
WellenlÃ¤ng von A = 57mm. Die in der von DIERKING [I9921 gegeben Ãœbersich 
enthaltenen Angaben reichen leider nur bis zu glattem Eis im bottnischen Meer- 
busen mit u2 = 2 mm und 1, = 14 mm. Die Werte von Nilas liegen noch niedriger. 
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Bei A > U, und A > 1, gilt bei den Wechselwirkungen an den GrenzflÃ¤che die 
R A Y L E I G H - ~ ~ ~ ~ U U ~ ~ .  Diese glatten Eistypen liefern im SAR-Bild geringe In- 
tensitÃ¤ten da bei der R A ~ ~ E l G ~ - S t r e u u n g  der diffus gestreute gegenÃ¼be dem 
gerichtet reflektierten Anteil sehr gering ist. 
In der Ãœbersich von DIERKING [I9921 reichen die statistischen Angaben der 
OberflÃ¤chenrauhigkei bis 6 = 44mm und 1, = 180 mm und werden in Ex- 
tremfÃ¤lle wie bei PreBeisrÃœcke wohl noch Ã¼berboten Bei A < U, und A < 1, ist 
die R A Y L E I G H - T ~ ~ O ~ ~ ~  auÂ§erhal ihres GÃ¼ltigkeitsbereichs hier kann dann die 
K I R C H H O F F - T ~ ~ O ~ ~ ~  angewendet werden, die zum Beispiel von DIERKING [I9921 
zur Anwendung von Radarmodellen erklÃ¤r wird. Bei der K I R C H H O F F - T ~ ~ O ~ ~ ~  
ist die gerichtete Reflexion gegenÃ¼be der diffusen Streuung vernachlÃ¤ssigbar der 
diffuse Anteil ist im Idealfall rotationssymmetrisch, und damit wird ein wesent- 
licher Signalanteil zurÃ¼c zum Radar gestreut. Besonders treten Kanten wie 
SchollenrÃ¤nde oder PreÂ§eisrÃ¼ck hervor. 
Neben den Betrachtungen der OberflÃ¤chenstreuun und -reflektion muÂ die Strah- 
lung betrachtet werden, die an der OberflÃ¤ch ins Eis gebrochen wird. Hierbei 
muÂ untersucht werden, wie tief die Strahlung in das Eis eindringt und wel- 
che Mechanismen eine RÃ¼ckstreuun im Eis als Volumenstreuung hervorrufen. 
Abbildung 4.2 zeigt als Ãœbersich die Eindringtiefe 4 der elektromagnetischen 
Strahlung in AbhÃ¤ngigkei von der verwendeten WellenlÃ¤nge Von DIERI<ING 
[I9921 werden detaillierte Untersuchungen bezÃ¼glic der AbhÃ¤ngigkei vom Eis- 
typ, Salzgehalt, LufteinschlÃ¼sse und Bestrahlungswinkel vorgestellt. 
In Abbildung 4.2 ist zu erkennen, daÂ die Eindringtiefe bei erstjÃ¤hrige Eis 
wegen des groÂ§e ImaginÃ¤rteil der DielektrizitÃ¤tskonstante und damit groÂ§e 
DÃ¤mpfun wesentlich geringer ist als beim mehrjÃ¤hrige Eis. Dieses wird durch 
den mit zunehmendem Alter abfallenden Salzgehalt des Eises hervorgerufen. Der 
Salzgehalt bestimmt im wesentlichen die DÃ¤mpfun im Eis und auch den Anteil 
der ins Eis gebrochenen Strahlung. Beim erstjÃ¤hrige Eis ist die Eindringtiefe bei 
der betrachteten Frequenz von f = 5,3 GHz (ERS-1-SAR) maximal 6 < 0,2 m.  
Hierbei hat die Strahlung wenig Gelegenheit zur Reflexion; zum einen wegen der 
geringen WeglÃ¤nge zum anderen weil erstjÃ¤hrige Eis im Inneren homogen ist, 
sich noch keine Strukturen in GrÃ¶Â§enordnu der WellenlÃ¤ng gebildet haben. 
Beim mehrjÃ¤hrige Eis dringt die Strahlung bei einer Frequenz von f = 5,3 GHz 
bis Ã¼be einen halben Meter ein und findet hier im Gegensatz zum Fall des erst- 
jÃ¤hrige Eises unterschiedliche ReflexionsmÃ¶glichkeite vor. Diese sind Streu- 
zentren wie Salzkristalle, ~oletaschen; LuftblÃ¤sche und in seltenen FÃ¤lle auch 
Einlagerungen von Fremdpartikeln. Von DIERKING [I9921 werden mit der Unter- 
suchung unterschiedlicher M~de l l~nsÃ¤tz  zur Beschreibung der Volumenstreuung 
die AbhÃ¤ngigkeite der RÃ¼ckstreuun von den Konzentrationen der genannten 
GrÃ¶Â§ dargestellt. Bei der Beschreibung der Volumenstreuung finden in erster 
Linie empirische Modelle Anwendung. 
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Abbildung 4.2: Eindringtiefe der elektromagnetischen Strahlung in reinem Eis und in erst- 
jÃ¤hrige und mehrjÃ¤hrige Meereis bei einer Temperatur von 8 = -lO0C. Die angegebenen 
Bereiche ergeben sich durch die aus der Literatur entnommenen komplexen DielektrizitÃ¤tskon 
stanten, die sich aus dem Salzgehalt und der Dichte des Mediums ergeben. Das Diagramm ist 
von ULABY et  al. [I9861 Ã¼bernon~n~en 
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Abbildung 4.3: FrequenzabhÃ¤ngigkei der RÃ¼ckstreukoeffiziente o-0 von erstjÃ¤hrige und 
mehrjÃ¤hrige Meereis bei einem MeÃŸwinke von a = 40' und horizontaler Polarisation (HH). 
Die linke Abbildung, in der beide Eistypen sicher voneinander unterschieden werden kÃ¶nnen 
gilt fÃ¼ normale Wintersituationen. Im rechten Diagramm, welches eine extreme Sommersitua- 
tion darstellt, ist speziell bei niedrigen MeÃŸfrequenze wie f = 5,3GHz (ERS-1-SAR) keine 
sichere Unterscheidung der Eistypen mÃ¶glich Die Diagramme sind von ULABY e t  al. [I9861 
Ã¼bernommen 
Wichtig bei der Betrachtung von Meereis ist auch die Schneeauflage. Bei trocke- 
nem Schnee ist bei der betrachteten WellenlÃ¤ng von A = 57mm die DÃ¤mpfun 
so gering, daÂ selbst bei extrem hoher Dichte Eindringtiefen von mindestens 20 
Metern [DIERKING, 19921 erreicht werden. Wegen der HomogenitÃ¤ findet keine 
Volumenstreuung statt ,  so daÂ Auflagen von trockenem Schnee nur bei extremen 
Ausmaflen eine Rolle spielen. Anders verhÃ¤l es sich bei feuchtem Schnee. Die 
DielektrizitÃ¤tskonstant von feuchtem Schnee liegt in der GrÃ¶Â von mehrjÃ¤hri 
gem Eis. OberflÃ¤chenreflektione spielen also keine solch groÂ§ Rolle wie beim 
erstjÃ¤hrige Eis. Volumenstreuung findet wegen der internen HomogenitÃ¤ eben- 
falls so gut wie nicht statt. Nach DIERKING [I9921 liegen die Eindringtiefen beim 
SAR des ERS-1 fÃ¼ zum Beispiel feuchten Schnee mit einem FlÃ¼ssigwasserge 
halt von 6% je nach Dichte bei etwa 4 = 0,2m. Daher treten beim Einsetzen 
der Schneeschmelze extreme ~ n d e r u n ~ e n  in den Radarbildern auf; mit feuchtem 
Schnee bedecktes Eis liefert nur ein geringes RÃ¼ckstreusignal 
Offenes Wasser nimmt bei der Klassifikation von eisbedeckten Gebieten eine be- 
sondere Position ein. Die RÃ¼ckstreuun der Radarwellen ist beim Wasser aus- 
schlieÃŸlic durch OberflÃ¤chenstreuun bestimmt, da wegen des hohen Salzgehalts 
die Eindringtiefe wesentlich geringer als eine WellenlÃ¤ng ist. Der RÃ¼ckstreuko 
effizient hÃ¤ng beim offenen Wasser also nur von der OberflÃ¤chenrauhigkei ab, 
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Abbildung 4.4: Anteile von OberflÃ¤chen und VolumenrÃ¼ckstreuun bei mehrjÃ¤hrige Eis 
in AbhÃ¤ngigkei der Frequenz. Die OberflÃ¤chenrauhigkei ist mit den statistischen Parametern 
der KorrelationslÃ¤ng und Standardabweichung der OberflÃ¤chenhÃ¶ gemessen. Die Korrelati- 
onslÃ¤ng entspricht bei allen Kurven 1, = 86 mm, die Standardabweichung der OberflÃ¤chenhÃ¶ 
betrÃ¤g U, = 8 , 1  mm fÃ¼ die rauhen und U, = l , 5 m m  fÃ¼ die glatten EisoberflÃ¤chen Die Dichte 
des Eises ist mit 700 Kg/m3 undder Radius der im Eis eingeschlossenen LuftblÃ¤sche mit  1 mm 
angenommen. Das Diagramm ist von ONSTOTT [I9921 Ã¼bernommen 
die eine hohe VariabilitÃ¤ hat. Je nach WindstÃ¤rk kÃ¶nne grÃ¶oer Rauhigkei- 
ten als beim Meereis auftreten oder die OberflÃ¤ch kann extrem glatt sein. ON- 
STOTT [I9921 demonstriert an einem Beispieldatensatz eines Meflfluges, der begin- 
nend auf dem offenen Ozean Ã¼be die Packeisgrenze verlÃ¤uft daÂ der RÃ¼ckstreu 
koeffizient von offenem Wasser innerhalb von 40 nautischen Meilen von u0 = 
-17 dB ~ t 2  dB bis u0 = -32 dB &0,5 dB variieren kann. Extrem fiel der RÃ¼ckstreu 
koeffizient beim Ã¼berschreite der Packeisgrenze ab, da  das Eis die Wellenbewe- 
gung dÃ¤mpft Der RÃ¼ckstreukoeffizien erreichte sein Minimum, als durch hohe 
Schollenkanten der Wind von der WasseroberflÃ¤ch abgeschattet wurde. 
Zur Veranschaulichung der GrÃ¶flenordnun der RadarrÃ¼ckstreuun stellen die 
Abbildungen 4.3 und 4.4 ihre FrequenzabhÃ¤ngigkei fÃ¼ unterschiedliche Anwen- 
dungen dar. Die Abbildungen sind von KIM [1984], zitiert nach ULABY et al. 
[I9861 beziehungsweise ONSTOTT [1992], Ã¼bernommen Abbildung 4.3 zeigt die 
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Variationsbereiche des RÃ¼ckstreukoeffiziente fÃ¼ erstjÃ¤hrige und mehrjÃ¤hrige 
Eis. Im linken Teil, in dem die Werte fÃ¼ normale Wintersituationen dargestellt 
sind, kÃ¶nne bei der vom SAR des ERS-1 verwendeten Frequenz von f = 5,3 GHz 
die beiden Eistypen sicher voneinander unterschieden werden. In einer extremen 
Sommersituation, wie sie dem rechten Diagramm zugrunde liegt, ist die Varia- 
tion des RÃ¼ckstreukoeffiziente von beiden Eistypen dahingehend vergrÃ¶fiert daÂ 
ein groÂ§e ~ber lappun~sbereich entsteht, in dem durch alleinige Nutzung des 
RÃ¼ckstreukoeffiziente keine eindeutige Zuordnung stattfinden kann. Die Unter- 
suchungen fanden zwar mit horizontal polarisierten Radarsignalen (EH) unter 
einem Meflwinkel von a = 40' statt, die prinzipiellen VerlÃ¤uf gelten jedoch auch 
fÃ¼ vertikale Polarisation (VV) und Meflwinkel von a = 23O vom SAR des ERS-1. 
Abbildung 4.4 zeigt die Anteile der OberflÃ¤chenrÃ¼ckstreuu und VolumenrÃ¼ck 
streuung bei mehrjÃ¤hrige Eis. Es ist zu erkennen, daÂ die Anteile der Ober- 
flÃ¤chenrÃ¼ckstreuu beim rauhen Eis gegenÃ¼be dem glatten Eis stark dominie- 
ren. AbhÃ¤ngi hiervon ist der Anteil der VolumenrÃ¼ckstreuun beim rauhen Eis 
etwas geringer als beim glatten Eis. FÃ¼ die beim SAR des ERS-1 verwende- 
ten Frequenz von f = 5,3 GHz liegt der Anteil der OberflÃ¤chenrÃ¼ckstreuu je 
nach Rauhigkeit des Eises Ã¼be oder unter dem Anteil der VolumenrÃ¼ckstreu 
ung. Die VolumenrÃ¼ckstreuun des Ã¤ltere Eises macht im Gegensatz zur Volu- 
menrÃ¼ckstreuun beim jÃ¼ngere Eis einen signifikanten Anteil aus. 
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Die Grundlage der Unterscheidung von Eistypen in SAR-Bildern ist die Eigen- 
schaft der RÃ¼ckstreuun des Radarsignals. Dieses sind sowohl der mittlere RÃ¼ck 
streukoeffizient als auch seine rÃ¤umlich Variation. Der aussagekrÃ¤ftigst Para- 
meter ist der Mittelwert des RÃ¼ckstreukoeffizienten Da dieser zur sicheren Tren- 
nung der unterschiedlichen Eistypen nicht ausreicht, werden zusÃ¤tzlic Parame- 
ter, die die Ã¶rtlich Variation des RÃ¼ckstreukoeffiziente ines Eistyp beschreiben, 
herangezogen. Diese umgebungsabhÃ¤ngige Merkmale werden allgemein auch als 
Textur bezeichnet. 
Eine prinzipielle Schwierigkeit bei der Unterscheidung von Texturen besteht darin, 
daÂ das Ergebnis von Texturanalysen von der GrÃ¶Â des Operatorfensters abhÃ¤ngi 
ist, mit dem die Textur erkannt werden soll. Um eine Textur zu erfassen, muÂ 
das Operatorfenster mindestens so groÂ sein, daÂ es einige Grundmuster erfaflt. 
Andererseits mÃ¶cht man eine bestimmte Textur aber mÃ¶glichs einem kleinen 
Bereich zuschreiben. Bei der Bearbeitung von SAR-Bildern ergeben sich allge- 
mein Ã¤hnlich Probleme durch die StÃ¶run durch Speckle-Rauschen. So wird zum 
Beispiel von LAUR [I9921 bei der Bestimmung des mittleren RÃ¼ckstreukoeffizien 
ten aus dem PRI-Produkt (Precision Image) eine Einbeziehung von mindestens 
500 Bildpunkten gefordert. 
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Bei der Bearbeitung von groÂ§e homogenen Bereichen kann dieser Forderung 
entsprochen werden. Schwierigkeiten treten am Ãœbergan unterschiedlicher Be- 
reiche auf, da bei groi3en Operatorfenstern in den Grenzbereichen gemischte Tex- 
turen und Mittelwerte bearbeitet werden, die keinen Klassen eindeutig zugeord- 
net werden kÃ¶nnen Wegen dieser gegensÃ¤tzliche Anforderung von groÂ§e Ope- 
ratorfenstern zur sicheren Erkennung von Texturen, aber kleinen Operatorfen- 
stern zur Vermeidung von Vermischungsprozessen an BereichsÃ¼bergÃ¤nge wird 
in diesem Abschnitt bei der Unterscheidung von Eistypen von homogenen Be- 
reichen ausgegangen, die nur einen Eistyp enthalten. Das Problem der Segmen- 
tierung und somit der Bearbeitung von Bereichsgrenzen wird im Abschnitt 4.3 
behandelt. 
4.2.1 Mitt lerer  RÃ¼ckstreukoeffizien 
Nach LAUR [I9921 berechnet sich der mittlere RÃ¼ckstreukoeffizien u0 der einzel- 
nen Bereiche auf dem Grund nach 
Hierbei ist 7 die mittlere IntensitÃ¤t die vom SAR des ERS-1 gemessen wird. 
K ( a )  ist ein ProportionalitÃ¤tsfaktor der fÃ¼ den Empfangswinkel a wÃ¤hren 
der Kalibraiion des SAR ermittelt wird und fÃ¼ ein spezielles Datenprodukt und 
SAR-Prozessor gÃ¼lti ist. PRI-Produkte, die nach September 1992 prozessiert 
wurden, sind bis auf den ProportionalitÃ¤tsfakto K ( a )  vollstÃ¤ndi kalibriert. 
Der Faktor K ( a )  ist abhÃ¤ngi vom MeÂ§winkel wobei die in den Daten angege- 
benen Werte fÃ¼ den mittleren Einfallswinkel aTef gÃ¼lti sind. 
K r e f  = I((arej) (4.17) 
FÃ¼ andere Winkel a berechnet sich der Faktor I< nach LAUR [I9921 zu 
Entsprechend der Aufnahmegeometrien ergeben sich die Winkel a der einzelnen 
Bildspalten X unter Einbeziehung der extremen Aufnahmewinkel anear und ajar 
fÃ¼ den Bereich kleinerer Winkel als aref (Near Range) zu 
a ( x )  = arctan (tan(anear) (I + 
4.2 Unterscheidung der Eistypen 123 
und fÃ¼ den Bereich grÃ¶ÃŸer Winkel a als a d  (Far Range) zu 
X bezeichnet die Anzahl der Spalten des Bildes. 
Die mittlere IntensitÃ¤ / berechnet sich na,ch LAUR [I9921 zu 
d(i) ist der Wert des Bildpunktes i im PRI-Produkt. Er ist proportional zur 
Quadratwurzel der IntensitÃ¤ IÃ die fÃ¼ einen Bildpunkt ermittelt wurde. Es 
finden an dieser Stelle nicht wie Ã¼blic die Ortskoordinaten X und y Anwendung, 
die auch die bildliche Struktur verdeutlichen wÃ¼rden da  die Einzugsbereiche 
zur 1ntensitÃ¤t.sbildun eine beliebige Form annehmen kÃ¶nnen N ist die Anzahl 
der Bildpunkte eines Segments und i sind die einzelnen Bildpunkte, wobei die 
Anordnung keine Rolle spielt. 
Die Werte fÃ¼ d(i) sind in den Bilddaten (Data Set File) enthalten. Die Werte fÃ¼ 
den ProportionalitÃ¤tsfakto Kr& die Winkel a re f ,  anear und ajar und die Bild- 
zeilenlÃ¤ng X sind in der Leitdatei (Leader File) gespeichert [ESA, 1992al. Mit 
der Routine priSviff wird das Rohdatenformat der PRI-Produkte vom D-PAF 
(German Processing and Archiving Facility) und UK-PAF (United Kingdorn) 
gelesen und nach der Korrektur der winkelabhÃ¤ngige Komponente des Propor- 
tionalitÃ¤tsfaktor I< aus Gleichung (4.18) im K ~ ~ ~ ~ s - F o r m a t  gespeichert. Die 
resultierenden Bilddaten im K ~ 0 ~ 0 s - F o r m a t  ergeben sich mit den Gleichungen 
(4.16), (4.18) und (4.21) zu 
Der Winkel a ( x )  kann aus Gleichung (4.19) beziehungsweise Gleichung (4.20) 
Ã¼bernomme werden. Der RÃ¼ckstre~~koeffizien d r einzelnen Segmente kann nun 
entsprechend Gleichung (4.16) und Gleichung (4.21) zu 
berechnet werden. 
Abbildung 4.5 gibt eine Illustration, wie die ?dittelwe~:tbildung den Auswirkun- 
gen des Speckle-Rauschens entgegenwirkt. Es ist der mittlere RÃ¼ckstreukoeffi 
zient von unterschiedlichen Bildsegmenten Ã¼be der SegmentgrÃ–G aufgetragen. 
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Abbildung 4.5: AbhÃ¤ngigkei des mittleren RÃ¼ckstreukoeffiziente von der SegmentgrÃ¶Be 
Die Daten sind nicht klassifiziert. Es kÃ¶nne jedoch bei den groBen Segmenten durch die unter- 
schiedlichen RÃ¼ckstreukoeffiziente drei Eistypen erkannt werden. (SAR-Daten aus Orbit: 8661, 
Frame: 1647) 
Die Segmente wurden nach dem Verfahren, das in Abschnitt 4.3 beschrieben 
wird, ermittelt. Anhand der groÂ§e Segmente ist zu erkennen, daÂ bezÃ¼glic des 
RÃ¼ckstreukoeffiziente zwischen drei Bereichstypen unterschieden werden kann. 
Mit abnehmender SegmentgrÃ¶Â§ wird die Variation der mittleren RÃ¼ckstreuko 
effizienten grooer, so daÂ die Unterscheidung unsicherer wird. Da es sich in 
Abbildung 4.5 um Daten handelt, die bezÃ¼glic der Eistypen nicht klassifiziert 
sind, kÃ¶nne keine Werte fÃ¼ die Standardabweichungen der mittleren RÃ¼ckstreu 
koeffizienten zu den SegmentgrÃ¶fle angegeben werden. Von SKRIVER [1994] 
wird fÃ¼ ERS-1-SAR-Daten gezeigt, daÂ die Standardabweichung auch noch fÃ¼ 
Segmentgrofien Ã¼be 5000 Bildpunkte mit zunehmender SegmentgrÃ¶Â abnimmt. 
Dieses trifft fÃ¼ mehrjÃ¤hrige Eis und Neueis unterschiedlicher Rauhigkeit zu, bei 
dem auch die GrÃ¶Â§ von Strukturen auf dem Eis eine flÃ¤chenbezogen Varia- 
tion hervorrufen kann. Bei homogenen Bereichen wie offenem Wasser wird durch 
SegmentgrÃ–Be Ã¼be 1000 Bildpunkten keine wesentliche Verminderung der Stan- 
dardabweichung erreicht. Theoretisch hat SKRIVER [1989a] diese AbhÃ¤ngigkei 
fÃ¼ unterschiedliche SAR-Systeme behandelt und fand fÃ¼ homogene Gebiete eine 
quadratische AbhÃ¤ngigkei zur reziproken Anzahl der Bildpunkte, die zur Mit- 
telwertbildung herangezogen werden. Theoretische Berechnungen zum SAR des 
ERS-1 liegen nicht vor. Die Arbeiten von SKRIVER zeigen jedoch, daÂ Seg- 
rnentgr6Ben von etwa 200 Bildpunkten dem Einfluo des Speckle-Rauschens aus- 
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reichend entgegenwirken. 
Die Variation der mittleren RÃ¼ckstreukoeffizienten die nicht von der Segment- 
grofle abhÃ¤ngi und somit auch fÃ¼ grofle Segmente vorhanden ist, ergibt sich aus 
der AbhÃ¤ngigkei des RÃ¼ckstreukoeffiziente vom Einfallswinkel auf dem Grund. 
Diese AbhÃ¤ngigkei ist nicht mit dem gerÃ¤tetechnische Effekt zu verwechseln 
der uber den winkelabhÃ¤ngige ProportionalitÃ¤tsfakto K aus Gleichung (4.18) 
behoben wird. Die WinkelabhÃ¤ngigkei muÂ fÃ¼ jeden Eistyp bestimmt werden 
und kann somit erst nach einer Klassifikation korrigiert werden. Nach einer Klas- 
sifikation erÃ¼brig sich diese jedoch. 
Wegen dieses Widerspruchs werden weitere KenngrÃ¶fle zur Unterscheidung her- 
angezogen. 
4.2.2 KenngrÃ–f3e der Verteilungsfunktionen 
Der im letzten Abschnitt behandelte Mittelwert u0 gehÃ¶r zu einer Reihe von 
KenngrÃ¶flen die die Verteilungsfunktion des RÃ¼ckstreukoeffiziente fÃ¼ einen 
Eistyp beschreiben. Neben dem Mittelwert kann die Streuung der MeÂ§wert 
beschrieben werden. Das einfachste StreuungsmaB ist die Spannweite R (Range), 
die aus der Differenz zwischen dem grÃ¶flte und kleinsten Wert innerhalb eines 
Bildsegments gebildet wird. 
R = rnax (uO*(i)) - min (uO*(i)) (4.24) 
Hierbei ist entsprechend Gleichung (4.23) 
wobei keine Mittelung Ã¼be den Bereich eines Bildsegments durchgefÃ¼hr wurde. 
Da der RÃ¼ckstreukoeffizien uO*(i} eines Bildpunktes wegen des Speckle-Rauschens 
alleine keine Aussage zulÃ¤Â und nur fÃ¼ die statistischen Berechnungen von Be- 
lang ist, bezeichnet u0 immer den mittleren RÃ¼ckstreukoeffiziente fÃ¼ ein Bild- 
segment endlicher GrÃ–Be 
Obwohl die Spannweite R zum Beispiel von SMITH et al. [I9951 zur Klassifi- 
kation von SAR-Daten des ERS-1 verwendet wurde, wird ihr in dieser Arbeit 
keine weitere Aufmerksamkeit gewidmet. SMITH et al. verwenden zur Klassifi- 
kation lediglich den mittleren RÃ¼ckstreukoeffiziente o0  und die Spannweite R. 
SACHS [I9921 verdeutlicht jedoch, daÂ die Spannweite nur einen Aufschlufl uber 
eine Verteilung liefert, wenn die Anzahl der Meflwerte, die hier der SegmentgrÃ¶fl 
entspricht, einen Umfang von N 5 13 entspricht. Aus Abbildung 4.5 ist zu erse- 
hen, daÂ dieser Forderung nicht entsprochen werden kann. Der Variationsbereich 
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sollte dann zumindest durch einen Toleranzbereich beschrieben werden, wodurch 
auch AusreiÂ§e eliminiert werden. 
Die im folgenden behandelten KenngrÃ–i3e zur Beschreibung der Verteilungs- 
funktion werden Momente genannt. Man unterscheidet gewÃ¶hnlich und zentrale 
Momente. Die Momente (gewÃ¶hnlich Momente) k-ter Ordnung sind gleich dem 
Erwartungswert der k-ten Potenz der Mei3grÃ¶i3e 
Das 1. Moment bezeichnet den im vorangegangenen Abschnitt eingefÃ¼hrte mi t t -  
leren RÃ¼ckstreukoeffiziente 
der den Mittelwert der Verteilung angibt. 
Die zentralen Momente u,k werden aus den Erwartungswerten der Abweichung 
vom Mittelwert gebildet. 
Der triviale Fall pi = 0 stellt keine Aussage dar. Das 2. zentrale Moment 
ist die Varianz. 
Die absoluten MaÂ§ der gewÃ¶hnliche und zentralen Momente sind wenig aussa- 
gekrÃ¤fti im Vergleich zwischen Verteilungen unterschiedlicher Eistypen. Um die 
Momente von Segmenten mit unterschiedlichen Mittelwerten miteinander ver- 
gleichen zu kÃ¶nnen werden diese auf die Momente 1. Ordnung normiert. Die 
normierten gewÃ¶hnliche Momente ÃŸ der k-ten Ordnung ergeben sich zu 
Der triviale Fall ÃŸ = ml/ml = 1 ist ohne Aussage. Ein wichtiges Mai3 fÃ¼ die 
Klassifikation von SAR-Daten ist das 2. normierte Moment. 
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Es wird in der Literatur oft als PMR (Power to Mean Ratio) bezeichnet. Das 
2. normierte Moment & hat von den KenngrÃ¶oe der Verteilungsfunktionen ne- 
ben dem Mittelwert die groote Bedeutung. Von SKRIVER wurde nach umfang- 
reichen theoretischen und praktischen Untersuchungen der Aussagekraft der Mo- 
mente ISKRIVER, 1989a] fÃ¼ Untersuchungen von SAR-Daten des ERS-1 [SKRI- 
VER, 19941 nur das 2. normierte Moment betrachtet. Es wird noch gezeigt, daÂ 
dieses normierte Moment die gleiche Aussage wie die auf den Mittelwert normierte 
Varianz zulÃ¤i3t 
Die hÃ¶here normierten Momente & und werden in dieser Arbeit nicht weiter 
betrachtet, da  sie eng mit den normierten zentralen Momenten 3. beziehungsweise 
4. Ordnung verwandt sind. 
Die normierten zentralen Momente sind definiert durch 
FÃ¼ k = 1 gilt 71 = 0 da /^ = 0. Da wegen p1 = u2 auch das 2. normierte 
Moment 7; = 1 trivial ist, wird die Varianz Å¸blic auch auf das Quadrat des 
Erwartungswertes normiert und VMR (Variance to Mean Ratio) genannt. 
Wegen 
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hat dieser Ausdruck die gleiche Aussage wie ÃŸ und wird hier nicht weiter be- 
trachtet. 
Eine anschauliche KenngrÃ–f3 der Verteilungsfunktion ist das 3. normierte zentrale 
Moment 
da bei eingipfeligen symmetrischen Verteilungen das 3.  zentrale Moment p3 und 
damit auch y3 Null ist. ' Das 3. normierte zentrale Moment ist somit ein MaÂ 
fÃ¼ die Schiefe (Skewness) einer Verteilungsfunktion. Liegt der Hauptanteil einer 
Verteilung bei niedrigen Meilwerten, dann nimmt die Schiefe 7 3  positive Werte 
an. Negative Schiefen haben ihren Hauptanteil der MeÂ§wert entsprechend bei 
hÃ¶here Werten als dem Mittelwert. 
Mit dem Ausmultiplizieren des ZÃ¤hler aus Gleichung (4.35) und Erweitern des 
Nenners mit ( E [ u ' * ( ~ ) ] ) ~  ergibt sich 
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was verdeutlicht, daÂ durch die Analyse des 3. normierten Moments ÃŸ keine 
zusÃ¤tzlich Information gewonnen wird. Es bleibt an dieser Stelle jedoch noch 
der Beweis offen, daÂ die Normierung des gewÃ¶hnliche Moments keine Vorteile 
gegenÃ¼be dem zentralen Moment aufweist. Durch die Vergleiche von Klassifikati- 
onsergebnissen unter alleiniger Nutzung von y3 und ÃŸ zeigt SKRIVER [1989a] fÃ¼ 
unterschiedliche SAR-Daten, daÂ die Schiefe, das 3. normierte zentrale Moment 
73 gegenÃ¼be dem 3. normierten Moment ÃŸ Vorteile hat. 
Neben der Schiefe gilt auch die WÃ¶lbun oder auch Exzess (Kurtosis) als an- 
schauliche KenngrÃ¶il von Verteilungsfunktionen. 
Liegt das Maximum der Verteilungsfunktion bei gleicher Varianz hÃ¶he als die 
Normalverteilung so spricht man von einer starken WÃ¶lbung Die Verteilungs- 
funktion wird zum Mittelwert hin spitzer. Bei schwacher WÃ¶lbun liegt das 
Maximum entsprechend tiefer und die Verteilungsfunktion ist gedrungener. Da 
das 4. normierte zentrale Moment 7 4  der Normalverteilung den Wert 7 4 ~  = 3 hat, 
wird der WÃ¶lbun in der Literatur oft zur Normierung dieser Wert abgezogen, so 
daÂ dann von positiver und negativer WÃ¶lbun gesprochen wird. 
Analog der Vorgehensweise aus Gleichung (4.36) kann der Zusammenhang zwi- 
schen dem 4. normierten zentralen Moment 7' und dem 4. normierten gewÃ¶hnli 
chen Moment gefunden werden. 
Wenn auch der Zusammenhang schwer oder garnicht zu deuten ist, so wird jedoch 
deutlich, daÂ durch Kenntnis von ÃŸ und ÃŸ Ã¼be 7 3  (siehe Gleichung (4.37)) durch 
Hinzunahme von ÃŸ keine zusÃ¤tzlich Information gewonnen werden kann. 
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Bei der Berechnung der Momente ist nach SACHS [I9921 TUKEYS FÃ¼nferrege 
zu beachten, die besagt, daÂ die Momente k-ter Ordnung erst relevant sind, 
wenn mindestens 5*' MeÂ§wert vorliegen. FÃ¼ die Schiefe 73 und WÃ¶lbun y4 
mÃ¼sse die Segmente der Bildbereiche, zu denen diese KenngrÃ¶fle der Vertei- 
lungsfunktionen berechnet werden, also mindestens N = 125 beziehungsweise 
N = 625 Bildpunkte enthalten. In Abschnitt 4.2.1 wurde erwÃ¤hnt daÂ die Seg- 
mentgrÃ¶fle mindestens N = 200 Bildpunkte umfassen sollten, um das Speckle- 
Rauschen zu unterdrticken. Um die MindestgrÃ¶fi der Bildsegmente nicht soweit 
zu vergrÃ¶flern daÂ kleinskalige Bildstrukturen verloren gehen, wird auf die Bear- 
beitung des 4. normierten zentralen Moments, der WÃ¶lbung verzichtet. Dieser 
Schritt wird unternommen, da SKRIVER [1989a] bei der Untersuchung anderer 
SAR-Daten erkannte, daÂ die WÃ¶lbun keine zusÃ¤tzlich Information liefert, die 
nicht schon aus der Schiefe gewonnen werden kann. 
Von den KenngrÃ¶Be der Verteilungsfunktion werden also der mittlere RÃ¼ckstreu 
koeffizient mi,  das 2. normierte Moment ÃŸ und die Schiefe 73 berÃ¼cksichtigt die 
hier noch einmal zur Ãœbersich zusammengestellt sind. 
4.2.3 K e n n w e r t e  d e r  Co-occurrence-Matr izen 
Mit Hilfe der Co-occurrence-Matrizen, die im Deutschen auch GrauwertÃ¼bergangs 
matrizen genannt werden, lassen sich weitere Merkmale zur lokalen oder globalen 
Bildcharakterisierung berechnen. Diese Methode hat gegenÃ¼be anderen Me- 
thoden, die eine Aussage Ã¼be die Textur liefern, den Vorteil, daÂ die Berech- 
nungen im Ortsbereich durchgefÃ¼hr werden, wodurch vertretbare Rechenzeiten 
entstehen. Auch bei der Arbeit mit Co-occurrence-Matrizen treten bei der loka- 
len Bildcharakterisierung Schwierigkeiten auf, da  eine geeignete Aussage groÂ§ 
Operatoren erfordert, wodurch BereichsÃ¼bergÃ¤n verschwimmen und an den 
Ãœbergangsbereiche keine eindeutige Zuordnung stattfinden kann. Auch hier gilt 
die Annahme aus den vorangegangenen Abschnitten, daÂ homogene Bereiche be- 
trachtet werden. Auf die Bildung der homogenen Bereiche wird im Abschnitt 4.3 
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eingegangen. 
Die Co-occurrence-Matrix enthÃ¤l eine Aussage Ã¼be IntensitÃ¤tspaarunge be- 
stimmter Bildpunktkonstellationen. Zur Bildung der Co-occurrence-Matrix 
p ( i , j ,  T )  des Bildes oder Bildbereiches s(x,  y )  muÂ der Vektor T vorgegeben wer- 
den, der die relative Lage der jeweils betrachteten Bildpunktpaare zueinander 
festlegt. Die Elemente der Matrix p(i, j, r )  geben jeweils die relative HÃ¤ufigkei 
an, mit der Bildpunktpaare mit der durch den Vektor T festgelegten Lagebezie- 
hung mit den Grauwerten i und j auftreten. 
Hierbei sind X und Y die GrÃ¶Â§ des Bildbereichs in den beiden Bilddimensio- 
nen. Bei der Anwendung auf Bildbereiche mit beliebiger Form muÂ Ã¼be alle 
Bildpunkte summiert werden und die Normierung auf die Anzahl der Bildpunkt- 
vergleiche erfolgen. Die Variablen rz und rÃ sind die Komponenten des Vektors T 
in die angegebenen Richtungen. FÃ¼ die Festlegung des Vektors T ist die Angabe 
von Betrag r = \r\ und Winkel @ = L r  vorteilhaft. Da fÃ¼ jeden Betrag und 
Winkel des Vektors T fÃ¼ die betrachteten Bildbereiche eine individuelle Matrix 
erstellt werden kann, wodurch enorme Datenmengen entstehen wÃ¼rden mÃ¼sse 
fÃ¼ den Vektor T wenige geeignete Realisationen gefunden werden. Der Betrag r 
kann ein diskretes Vielfaches des Bildpunktabstandes betragen 
und der Winkel zum Beispiel die Orientierungen 
annehmen. Bei dieser Auswahl fÃ¤ll auf, daÂ die Orientierungen 0 + 180' nicht 
betrachtet werden. Dieses liegt darin begrÃ¼ndet daÂ sich die folgenden Unter- 
suchungen an den Co-occurrence-Ma,trizen auf die Eintragungen und ihre Lage 
zur Hauptdiagonalen konzentrieren und sich hiermit die Kennwerte einer Co- 
occurrence-Matrix der ihrer transponierten entsprechen. Nun entspricht aber 
gerade die Erweiterung zu den Winkeln aus Gleichung (4.42) um jeweils 6 + 180' 
der Berechnung der transponierten von schon berechneten Matrizen. 
Bei einer Auswahl von zum Beispiel vier unterschiedlichen BetrÃ¤ge r und vier 
Winkeln G des Vektors T ergeben sich schon sechzehn Matrizen zu jedem Bildbe- 
reich. Aus jeder Matrix kÃ¶nne eine Anzahl unterschiedlicher Kennwerte ermit- 
telt werden. Wie die Variation des Vektors T weiter sinnvoll eingeschrÃ¤nk wird, 
lmnn nach der EinfÃ¼hrun der Kennwerte, die aus den Matrizen gebildet werden, 
verdeutlicht werden. 
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Vorher soll jedoch noch auf die Bedeutung der GrÃ¶Ã der Co-occurrence-Matrix 
eingegangen werden. Die Matrix ist quadratisch, da  in beiden Dimensionen die 
Anzahl S der Grauwerte zur VerfÃ¼gun stehen muÃŸ Da das Quadrat der radio- 
metrischen AuflÃ¶sun die GrÃ¶Â der Matrix bestimmt und hiervon wesentlich die 
Rechenzeiten zur Berabeitung der Bilddaten anhÃ¤ngen sollte die radiometrische 
AuflÃ¶sun der Bilddaten reduziert werden. In der Literatur werden Werte zwi- 
schen S = 16 bis S = 64 angewendet. Von SKRIVER [1989a] wird gezeigt, daÂ die 
notwendige Skalierung am besten dadurch realisiert wird, daÂ die IntensitÃ¤te des 
skalierten Bildes mÃ¶glichs gleichmaig Ã¼be den gesamten zur VerfÃ¼gu stehen- 
den Grauwertebereich von s = 0 bis s = S - 1 verteilt werden. Hierdurch werden 
die Texturmerkmale vom Mittelwert des RÃ¼ckstreukoeffiziente unabhÃ¤ngig 
HARALICK e t  al. [I9731 entwickelten vierzehn Texturmerkmale die aus den Co- 
occurrence-Matrizen gebildet werden kÃ¶nnen Unter BerÃ¼cksichtigun der Un- 
tersuchungen von SKRIVER [1989a und 19941, ULABY e t  al. [1992], NYSTUEN 
und GARCIA [I9921 und SHOKR [1991] wurden fÃ¼ die vorliegende Arbeit die 
Texturmerkmale Kontrast (Contrast) tCON, das inverse Differenzmoment (Invers 
Differene Moment) tIDM und die Entropie (Entropy) hNT ausgewÃ¤hlt 
Das Texturmerkmal Kontrast 
wird in der Literatur auch oft als Inertia bezeichnet. Der Kontrast ist das 
TrÃ¤gheitsmomen der Co-occurrence-Matrix, bezogen auf ihre Hauptdiagonale. 
Â¥fcoN(r ist nahe Null, wenn der'Bildbereich nur aus homogenen FlÃ¤che besteht, 
hierbei wird im wesentlichen die Hauptdiagonale der Co-occurrence-Matrix be- 
setzt sein. GroÂ wird t c o ~ ( r ) ,  wenn kontrastreiche Texturen mit hÃ¤ufige groÂ§e 
GrauwertsprÃ¼nge auftreten. Hierbei werden mehr die Matrixelemente besetzt, 
die von der Hauptdiagonalen entfernt sind. 
Das inverse Differenzmoment 
hat einen groÃŸe Wert bei Diagonalmatrizen. Daher wird dieses Merkmal auch 
oft als lokale HomogenitÃ¤ bezeichnet. Bei zunehmender Entfernung der Matrix- 
eintrage von der Hauptdiagonalen wird das inverse Differenzmoment kleiner. 
Die Entropie 
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ist ein MaÂ fÃ¼ den Informationsgehalt der Co-occurrence-Matrix. Der Informa- 
tionsgehalt ist maximal bei einer gleichverteilten Matrix und niedrig bei einer 
Diagonalmatrix. 
In den Gleichungen (4.43) bis (4.45) sind die Kennwerte der Co-occurrence- 
Matrizen neben den Bilddaten vom Vektor r abhÃ¤ngig der die Orientierung der 
Bildpunktpaare festlegt. Mit Gleichung (4.42) wurden die in Frage kommenden 
Winkel schon auf vier eingeschrÃ¤nkt so daÂ fÃ¼ jede KenngrÃ–B {(r)  und BetrÃ¤g 
des Vektors H vier unterschiedliche Werte gebildet werden. FÃ¼ die folgenden 
Untersuchungen wird der Mittelwert dieser vier Ausrichtungen betrachtet. 
Durch die Mittelwertbildung werden die Kennwerte der Co-occurrence-Matrix 
richtungsunabhÃ¤ngig was zur Klassifikation von Meereis notwendig ist. Zwar 
kÃ¶nne durch die Analyse der WinkelabhÃ¤ngigkeite ausgerichtete Strukturen 
wie Ridges, Leads, Wellen oder Windstrukturen charakterisiert werden, jedoch 
soll dieses durch die hier durchgefÃ¼hrt Klassifikation nicht bearbeitet werden. 
Die Ausrichtung dieser PhÃ¤nomen kann bezÃ¼glic der Bildkoordinaten beliebig 
sein, so daÂ der Mittelwert so gebildet werden muÂ§ daÂ die Texturmerkmale 
ausreichend isotrop werden. NYSTUEN und GARCIA 119921 haben die Voraus- 
setzungen zur Bildung von isotropen Texturmerkmalen erarbeitet und gefunden, 
daÂ die in Gleichung (4.46) berÃ¼cksichtigte Vektoren ausreichende Mittelung 
gewÃ¤hrleisten Bei der Verwendung von drei Vektoren macht sich anisotropes 
Verhalten schon sehr stark bemerkbar. 
BezÃ¼glic des Betrags des Vektors r ,  der den Abstand der Bildpunktpaare be- 
zeichnet, ergaben die Untersuchungen von SHOKR [1991] nur geringe AbhÃ¤ngig 
keiten in Bezug auf die Werte der Texturmerkmale. Hiervon abweichend sind die 
Ergebnisse von SKRIVER [1989a] und NYSTUEN und GARCIA [1992]. Sie zeigen 
Ã¼bereinstimmen am Beispiel des Kontrasts daÂ die Werte mit zunehmen- 
dem Vektorbetrag r ansteigen. NYSTUEN und GARCIA [I9921 erkennen einen 
Vektorbetrag von r = 4 als optimal, da fÃ¼ grÃ¶Â§e Werte das Texturmerkmal 
kaum noch ansteigt. Die in ihrer Arbeit erwÃ¤hnt optimale Separation bei r = 4 
ist anhand ihrer Daten jedoch nicht zu erkennen. FÃ¼ die vorliegende Arbeit wird 
der Vektorbetrag und damit das Texturmerkmal auf 
festgelegt, da  die Gradienten d{(r)/dr in den erwÃ¤hnte Arbeiten ab r = 3 relativ 
gering werden. Die hohen Gradienten fÃ¼ r = 1 und r = 2 wÃ¼rde die Ergebnisse 
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verschlechtern, da  der Betrag des Vektors r durch die diskreten Bildpunktdistan- 
Zen fÃ¼ die einzelnen Winkel 0 in Gleichung (4.46) Abweichungen unterworfen ist. 
Diese Abweichungen hÃ¤tte bei VektorbetrÃ¤ge unter r = 3 starken Einflui3 auf 
Texturmerkmale. Der Vektorbetrag wird nicht unnÃ¶ti groÂ gewÃ¤hlt d a  durch 
seine VergrÃ¶i3erun bei den Berechnungen an den Bildbereichsgrenzen die Anzahl 
der MatrizeneintrÃ¤g verringert wÃ¼rde 
Der einzige verbleibende Freiheitsgrad ist die GrÃ¶Â S ,  auf die die Bilddaten vor 
der Berechnung der Co-occurrence-Matrix normiert werden. Nach den Unter- 
suchungen von SKRIVER [1989a] hat die Variation von S nur auf die absoluten 
Werte der Texturmerkmale Einflui3. Die relativen Unterschiede zwischen den 
Merkmalen einzelner Eistypen bleiben jedoch in groÂ§e Bereichen konstant. Es 
wird 
festgelegt, da  hierdurch eine ausreichende radiometrische AuflÃ¶sun und akzep- 
table Rechenzeiten gewÃ¤.hrleiste sind. 
Aus den Gleichungen (4.43) bis (4.45) ergibt sich vereinfacht die Definition des 
Kontrasts, des inversen Differenzmomentes und der Entropie zu 
mit der Festlegung eines Vektorbetrags von r = 3, einer Mittelung der Textur- 
merkmale unterschiedlicher Orientierungen nach Gleichung (4.46) und radiome- 
trischer Normierung auf S = 32 Grauwerten. 
4.3 Segmentierung 
Das in diesem Abschnitt vorgestellte Segmentierungsverfahren wurde von SKRI- 
VER [1989a] fÃ¼ unterschiedliche SAR-Daten entwickelt. Speziell fÃ¼ die Anwen- 
dung bei den Daten des ERS-1 wurde es von ihm a m  Electromagnetics-Institute 
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der Technischen UniversitÃ¤ von DÃ¤nemar verbessert. Die Anwendung der von 
ihm zur VerfÃ¼gun gestellten Programme ist im Anhang C erklÃ¤rt Die in Fortran 
geschriebenen Programm-Listings sind in dieser Arbeit nicht enthalten. 
Die Aufgabe der Segmentierung ist die Unterteilung eines Bildes in Bereiche, de- 
ren Bildpunkte zu einer Objektklasse gehÃ¶ren Im allgemeinen unterscheidet m a n  
bei der Segmentierung zwischen punktorientierten und bereichsorientierten Ver- 
fahren. Im Kapitel 3 wurde bei der Anwendung auf die Daten der Line-Scanner 
ein punktorientiertes Segmentierungsverfahren vorgestellt. FÃ¼ die Zuordnung 
der Bildpunkte zu den unterschiedlichen Objektklassen war lediglich ihre Inten- 
sitÃ¤ in den beiden Spektralbereichen ausschlaggebend. Die Wertigkeiten der 
umgebenen Bildpunkte wurden nicht betrachtet. Diese Methode ist wegen des 
Speckle-Rauschens bei SAR-Daten nicht anwendbar. In den vorangegangenen 
Abschnitten wurde verdeutlicht, daÂ einzelne Bildpunkte nur eine Aussage zulas- 
sen wÃ¼rden wenn die Bilddaten zuvor mit einem groÂ§e TiefpaÂ§filte bearbeitet 
wÃ¼rden Die hierbei entstehende UnschÃ¤rf in den Bilddaten ist jedoch nicht 
vertretbar. 
Bei bereichsorientierten Segmentierungsverfahren werden zuerst Regionen gebild- 
tet, die anschlieÂ§en als gesamte Regionen den Objektklassen zugeordnet werden 
kÃ¶nnen Durch die der Klassifikation vorangestellte Segmentierung bleiben ei- 
nerseits feine Strukturen an den Bereichsgrenzen erhalten, andererseits stehen 
innerhalb der Regionen genÃ¼gen Bildpunkte zur VerfÃ¼gung die statistisch aus- 
reichende Sicherheit bei der Klassifikation gewÃ¤hrleisten 
Die angewendete bereichsorientierte Segmentierung wird als Bereichswachstum- 
verfahren (Region Growing) bezeichnet. Ausgehend von im Bild verteilten An- 
fangspunkten wird ein iterativer ProzeÂ gestartet, bei dem die umliegenden Bild- 
punkte den Regionen zugeordnet werden. Dieses Anwachsen wird so lange fort- 
gesetzt, bis ein Ãœbergan zu einem Bildbereich von anderer Struktur erreicht 
ist. Problematisch sind beim Bereichswachstumverfahren die Festlegung der An- 
fangspunkte und die Erkennung von BereichsÃ¼bergÃ¤ng an denen das Anwachsen 
stoppen soll. Beim vorliegenden Verfahren werden die BereichsÃ¼bergÃ¤n durch 
Kantendetektion gefunden. Die Anfangspunkte werden durch die Maxima einer 
Distanztransformation des Kantenbildes definiert. Nach AbschluÂ des Bereichs- 
wachstums werden benachbarte Segmente dahingehend untersucht, ob sie einer 
Objektklasse zugeordnet werden kÃ¶nne und gegebenfalls zu einer verschmolzen. 
Hierdurch wird die Anzahl der zu interpretierenden Segmente enorm verringert. 
4.3.1 Kantendetektion 
Mit den Operatoren zur Kantendetektion sollen die Bereichsgrenzen zwischen 
den Segmenten gefunden werden. Auf dem Weg vom SAR-Bild zum Kantenbild, 
welches zum einen als BinÃ¤rdate fÃ¼ jeden Bildpunkt die Information enthÃ¤lt 
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ob der Bildpunkt zu einer Kante gehÃ¶r oder nicht, zum anderen die Gradienten- 
richtung der ursprÃ¼ngliche Kante beinhaltet, werden unterschiedliche Bearbei- 
tungsschritte durchlaufen. 
Erst einmal mÃ¼sse die Kanten hervorgehoben werden, so daÂ ein Bild entsteht, 
in dem Bildpunkte, die potentielle Kanten darstellen, hohe Werte und die Ã¼bri 
gen niedrige Werte enthalten. HerkÃ¶mmlich Gradientenoperatoren sind fÃ¼ die 
Arbeit mit SAR-Daten aus zwei GrÃ¼nde nicht geeignet. 
Ihre Operatoren sind meist zu klein, so daÂ durch das Speckle-Rauschen in Berei- 
chen mit einem Eistyp Kanten fÃ¤lschlic erkannt werden. Der in dieser Arbeit ver- 
wendete quadratische Operator (Gamma Ration Edge Detector [MADSEN, 19861) 
hat eine KantenlÃ¤ng von 21 Bildpunkten. Er ist in neun unabhÃ¤ngig quadra- 
tische Bereiche mit KantenlÃ¤nge von sieben Bildpunkten unterteilt, deren ge- 
mittelte BildpunktintensitÃ¤te mit Mw bezeichnet werden. Die Indices X und 
y bezeichnen ihre Lage im Operator; sie kÃ¶nne jeweils die Werte 1, 2 und 3 
annehmen. Bei der Bildbearbeitung werden jeweils die Werte fÃ¼ den mittleren 
Bildpunkt des mittleren Bereichs MZ2 berechnet. Von SKRIVER [l989a] wur- 
den unterschiedliche OperatorgrÃ¶fle untersucht, wobei sich fÃ¼ SAR-Daten des 
ERS-1 die hier verwendete OperatorgrÃ¶fi als gÃ¼nsti erwieÂ ISKRIVER, 19941. 
Da das Speckle-Rauschen multiplikativen Charakter hat [MADSEN, 19861, fÃ¼hre 
herkÃ¶mmlich Gradientenoperatoren wegen der Verwendung von Differenzbil- 
dung unterschiedlicher Operatorelemente zur Kantendetektion zu dem Mifistand, 
daÂ die Wahrscheinlichkeit von Fehlinterpretation von den absoluten Bildpunkt- 
intensitÃ¤te abhÃ¤ngt Bei der von MADSEN [1989] vorgestellten Methode (Gamma 
Ratio Edge Detector) werden die VerhÃ¤ltniss 
gebildet, wodurch die Sicherheit der Kantendetektion bei allen Eistypen und 
ihren Helligkeiten gleich ist. FÃ¼ jeden Bildpunkt wird der Maximalwert der 
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Quotienten aus Gleichung (4.50) 
und die Richtung des Gradienten ermittelt. Die Richtung des quantisierten Gra- 
dienten entspricht der Ausrichtung der Elemente des maximalen Quotienten. I n  
Abbildung 4.6 ist als Beispiel ein Ausschnitt aus einem SAR-Bild des ERS-1 
mit seinen Bearbeitungsschritten dargestellt. Oben links ist das Ursprungsbild 
mit den RÃ¼ckstreuintensitÃ¤t abgebildet. Das Ergebnis der Kantenhervorhe- 
bung mit den Gleichungen (4.50) und (4.51) (Gamma Ration Edge Detector) 
ist oben rechts enthalten. Die Abbildung unten links zeigt die Gradientenrich- 
tung als Grauwertbild. Durch die Verwendung des grofien Operators bilden sich 
stat t  klarer Kanten breite Bereiche mit potentiellen Kantenbildpunkten. Da diese 
breiten ÃœbergangSbereich fÃ¼ eine Segmentierung nicht hilfreich sind, werden sie 
durch die folgende Vorgehensweise auf die Breite eines Bildpunktes reduziert. Je- 
der Bildpunkt wird mit seinen beiden Nachbarbildpunkten in Gradientenrichtung 
verglichen. Wenn die Wertigkeiten beider Nachbarbildpunkte geringer sind, han- 
delt es sich um einen potentiellen Kantenbildpunkt, dessen Wertigkeit mit einem 
Schwellwert verglichen wird. Liegt sein Wert oberhalb des Schwellwertes, wird 
er als Kante gekennzeichnet. Bei der Erstellung des Kantenbildes aus Abbildung 
4.6 wurde ein Schwellwert von T = 2,O gewÃ¤hlt 
Bei der Bearbeitung von SAR-Bildern ergeben sich keine durchgehenden Kanten, 
die die unterschiedlichen Bereiche des Ursprungsbildes eindeutig einschlieflen. Die 
LÃ¼cke sind im allgemeinen auch zu groÂ§ als daÂ sich Algorithmen zur Kanten- 
verfolgung erfolgreich einsetzen lassen. Daher wurde von SKRIVER [1989a] das 
folgende Bereichswachstumverfahren entwickelt. 
4.3.2 Bereichswachstum 
Durch das Bereichswachstumverfahren (Region Growing) werden aus den beiden 
unteren Bildern aus Abbildung 4.6 die Segmente gebildet. Das Anwachsen erfor- 
dert Startpunkte, die mÃ¶glichs in den Zentren der zu bildenden Segmente liegen. 
Diese Punkte werden gefunden, indem jedem Bildpunkt im Kantenbild seine Ent- 
fernung zur nÃ¤chste Kante zugewiesen wird. Abbildung 4.7 zeigt im oberen Teil 
das distanztransformierte Bild mit dem Kantenbild aus Abbildung 4.6. FÃ¼ ge- 
schlossene Bereiche ergeben sich ein oder mehrere Maxima in seiner Mitte, die 
als Anfangspunkte fÃ¼ das Bereichswachstum verwendet werden. Um die Bildung 
von unnÃ¶ti vielen Segmenten zu verhindern, werden dicht benachbarte Maxima 
zur Bildung eines Segments zusammengefaflt. Diese Segmentkerne erhalten alle 
unterschiedliche Kennzahlen, um sie in folgenden Verarbeitungsschritten getrennt 
behandeln zu kÃ¶nnen Ausgehend von diesen Segmentkernen werden alle Ã¼bri 
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Abbildung 4.6: Verarbeitungsschritte zum feinen Kantenbild. Mit dem Programm e d g d e t  
wird aus den1 originalen SAR-Bild oben links das unscharfe Kantenbild oben rechts und Gradi- 
entenbild unten links gebildet. Das Programm e d g t h r  berechnet aus diesem Zwischenergebnis 
feine Kanten. (Daten aus Orbit: 8657, Frame: 1935, vom 12. MÃ¤r 1993) 
4.3 Segmentierung 
Abbildung 4.7: Verarbeitungsschritte zum segmentierten Bild. Mit den Programmen sar- 
seg und edglnkm wird aus dem Kantenbild Ã¼be die Distanztransforn~ation (oben rechts) das 
segmentierte Bild gewonnen. D a  die Segmente fÃ¼ die Interpretation eine MindestgrÃ¶Ã haben 
mÃ¼ssen werden die Segmente teilweise zusammengefaÃŸt 
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gen Bildpunkte entsprechend der Gradientenrichtung des distanztransformierten 
Bildes zugeordnet. Lediglich die Kantenbildpunkte kÃ¶nne nicht eindeutig zu- 
geordnet werden, da ihr Gradient im dintanztransformierten Bild Null ist. Die 
Kanten werden mit Hilfe des Gradientenbildes (Gamma Ratio Edge Detector) der 
Ursprungsdaten zugeordnet. MADSEN [I9861 zeigt, daÂ das von ihm vorgestellte 
Verfahren die Bereichskanten in Richtung gegen den Gradienten verschiebt. 
Abbildung 4.7 zeigt unten links das Ergebnis des Bereichswachstumverfahren. Es 
ist zu erkennen, daÂ die fehlenden Kanten im Kantenbild dieses Segmentierungs- 
verfahren nicht beeintrÃ¤chtigt 
4.3.3 Segmentverschmelzung 
Beim vorgestellten Verfahren entstehen viele kleine Segmente, deren Interpreta- 
tion mit den vorgestellten statistischen Methoden wegen der in Abschnitt 4.2 
genannten GrÃ¼nd nicht mÃ¶glic ist. Dort wurde auch erwÃ¤hnt daÂ fÃ¼ kleine 
Bereiche nur der Wert des mittleren RÃ¼ckstreukoeffiziente gÃ¼lti ist. Daher 
wird die Entscheidung, ob benachbarte Segmente vereinigt werden, Ã¼be den 
Quotienten ihrer mittleren RÃ¼ckstreuintensitÃ¤t gefÃ¤llt Ist dieser kleiner als 
ein Schwellwert, werden die Segmente verschmolzen. 
Die ZusammenfÃ¼hrun der Segmente erfolgt im allgemeinen in drei Schritten. 
Zuerst werden alle Segmente mit einer geringen GrÃ¶Â N (zum Beispiel N < 50) 
den Nachbarsegmenten zugeordnet. Im zweiten Durchgang werden die Segmente 
bis zur mittleren GrÃ¶Â von etwa N < 500 Bildpunkten den Nachbarn zugeord- 
net, wenn der Quotient deren mittlerer RÃ¼ckstreuintensitÃ¤t kleiner als 2,5 dB 
ist. Zum Abschlug werden alle Segmente, ungeachtet ihrer GrÃ¶Â§ mit ihren 
Nachbarsegmenten verglichen und verschmolzen, wenn ihr Quotient 1 dB nicht 
Ã¼berschreitet In Abbildung 4.7 ist rechts unten das Ergebnis der Segmentver- 
schmelzung mit den im Text angegeben SegmentgrÃ¶Â§ und Quotienten darge- 
stellt. Die angegeben Werte kÃ¶nne bei SAR-Daten unterschiedlichen Charakters 
variiert werden, so daÂ man zufriedenstellende Ergebnisse erhÃ¤lt 
4.3.4 Segmentinterpretation 
Die Segmentinterpretation wird anhand der in Abschnitt 4.2 dargestellten sta- 
tistischen Parameter vorgenommen. Unter Anwendung der Routine segstat und 
segtex werden fÃ¼ jedes Segment der mittlere RÃ¼ckstreukoeffizien crO, das zweite 
normierte Moment ÃŸ und die Schiefe 73 und die Kennwerte der Co-occurrence- 
Matrix, der Kontrast < f c c w ,  das inverse Differenzmoment <fIDM und die Entropie 
tENT berechnet. Die berechneten Werte liegen in Form einer Tabelle den Seg- 
menten zugeordnet vor. Die Entscheidungskriterien, welche Wertekombinationen 
welchem Eistyp entspricht, wird im nÃ¤chste Kapitel erarbeitet. 
5 Interpretation der Radardaten 
Mit dem folgenden Kapitel wird nun das inhaltliche Ziel der vorliegenden Ar- 
beit angegangen. Es sollen die einzelnen Segmente der Radarbilder, die nach der 
Methode aus Abschnitt 4.3 gebildet wurden, interpretiert werden. Diese Inter- 
pretation bezieht sich auf die Eistypen und deren Eigenschaften. 
Grundlage sind hierfÃ¼ die nach Abschnitt 2 korrigierten Line-Scanner-Daten, die 
mit den Programmen aus Abschnitt 3 klassifiziert werden. FÃ¼ die Zuordnung 
der Line-Scanner-Daten zu den Radardaten werden beide Spektralbereiche der 
Line-Scanner genutzt, fÃ¼ die numerische Auswertung jedoch die klassifizierten 
Datensatze verwendet. Die zu interpretierenden Radardaten, die entsprechend 
der Algorithmen aus Abschnitt 4 segmentiert wurden, mÃ¼sse zur geometrischen 
Zuordnung der Line-Scanner-Daten als Bild der RÃ¼ckstreuintensitÃ im Byte- 
Format vorliegen. Bei der Auswertung wurde deutlich, daÂ die Navigationsda- 
ten der Line-Scanner, die wÃ¤hren der MeBflÃ¼g aufgezeichnet wurden, zwar zur 
groben Lokalisierung des Ã¼berflogene MeBgebiets herangezogen werden kÃ¶nnen 
jedoch fÃ¼ die Zuordnung der einzelnen Bildpunkte zu den SAR-Daten nicht von 
Nutzen sind. Dies gilt besonders, wenn die Aufnahme der Line-Scanner-Daten 
nicht zeitgleich zur Aufnahme der Radardaten durchgefÃ¼hr wurde. Daher wird 
nicht bildpunktweise verglichen, sondern fÃ¼ die numerische Auswertung das seg- 
mentierte Radarbild und die zugehÃ¶rig Tabelle der Statistik und Textur verwen- 
det. Diese sind als Ergebnis aus Abschnitt 4 hervorgegangen. 
Die Interpretation der Radardaten wird anhand des in der EinfÃ¼hrun erwÃ¤hn 
ten Szenarios vom 12. MÃ¤r 1993 vorgestellt. Das Radarbild ist in Abbildung 1.1 
auf Seite 11 und die Lage der Aufnahme in Abbildung 1.2 dargestellt. Hierbei 
ist zusÃ¤tzlic die Flugroute der Line-Scanner-Aufnahme eingetragen, anhand de- 
rer sich die Line-Scanner-Daten den Radardaten grob rÃ¤umlic zuordnen lassen. 
Das SAR des ERS-1 hat das Radarbild am 12. MÃ¤r 1993 um 12:48UTC aufge- 
nommen. Dasselbe Gebiet haben wir von 13:30 UTC bis 14:00 UTC durchflogen. 
Bereits die mittlere Differenz von einer Stunde zwischen den beiden Aufnahmen 
fÃ¼hr bei Annahme einer gleichmaigen Driftgeschwindigkeit von 20 cm/s zu einer 
Positionsanderung des Eises von etwa 700 m. 
Innerhalb des vom SAR abgedeckten Gebiets wurde mit den Line-Scannern bei 
einer FlughÃ¶h von 830 m und einer Geschwindigkeit von 70 m/s eine FlÃ¤ch von 
etwa 170 km2 aufgenommen. Dieses entspricht einer Million Bildpunkte des SAR, 
welche 1,6% einer Szene ausmachen. Dieser Anteil scheint im ersten Eindruck 
nicht allzu groÂ zu sein. In anderen Arbeiten, die Vergleichsmessungen zum 
ERS-1 zum Inhalt haben, konnte dieser Anteil wegen der punktuellen Messungen 
jedoch nicht im entferntesten erreicht werden. So haben zum Beispiel ULANDER 
et al. [I9951 ihre Untersuchungen durch sechs Feldmessungen innerhalb drei SAR- 
Szenen unterstÃ¼tzt BARBER et  al. [I9951 konnten nur die nahe Umgebung einer 
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Eisstation Ã¼be einige Zeit berÃ¼cksichtigen Aber auch andere Untersuchungen 
ohne Vergleichsmessungen benutzen bisher nur geringe Anteile der Bilddaten als 
Referenzgebiete, denen Eistypen empirisch zugeordnet werden. Sowohl bei den 
Untersuchungen von SUN et al. [I9921 an flugzeuggestÃ¼tzte SAR-Daten als auch 
bei SMITH et al. [I9951 werden nur etwa 0,2% der Flache als Trainingsgebiete 
herangezogen. Eine Ausnahme bilden die Arbeiten von SKRIVER, die bei der 
Untersuchung von flugzeuggestÃ¼tzte Radarmessungen einen Anteil von etwa 1% 
[1991] oder sogar 7% [1989b] als Trainingsdaten heranziehen. Hier muÂ jedoch 
bemerkt werden, daÂ die Interpretation ausschlieÂ§lic auf den Erfahrungen der 
Autoren basiert und nicht auf unabhÃ¤ngige Messungen. 
Die in dieser Arbeit vorgenommene Klassifikation der Line-Scanner-Daten zeigt, 
daÂ in dem Ã¼berflogene Gebiet folgendes Eis vorkam: 1,9% dunkler Nilas (DN), 
6,5% heller Nila (LN), 4,8% dÃ¼nne erstjÃ¤hrige Eis (FYl ) ,  20,0% mitteldickes 
erstjÃ¤hrige Eis (FY2), 2,4% dickes erstjÃ¤hrige Eis (FY3), 8,6% zweijÃ¤hrige Eis 
(SY) und 55,8% mehrjÃ¤hrige Eis (MY). Bei der Klassifikation der Line-Scanner- 
Daten half das Protokoll, das wahrend der MeÂ§flÃ¼ erstellt wurde. Das Datener- 
fassungsprogramm COMBSCAN ermÃ¶glich eine direkte Eingabe von Kommenta- 
ren in den Erfassungsrechner, so daÂ eine genaue Zuordnung der P ro t~ko l l e in t rÃ¤~  
zu den Bilddaten erreicht wird. 
Nach der Beschreibung der Methode, mit der die Line-Scanner-Daten den Gebie- 
ten der Radardaten zugeordnet werden (Abschnitt 5.1), wird die Aussagekraft 
der statistischen Parameter der Radardaten beurteilt (Abschnitt 5.2). Dort wird 
an  einem Beispiel auch gezeigt, wie leicht bei der Interpretation von Radardaten, 
ohne die Verwendung von Vergleichsmessungen, Fehlinterpretationen unterlaufen 
kÃ¶nnen 
Im Abschnitt 5.3 wird der Klassifikator vorgestellt, der mit der vorliegenden Ar- 
beit entwickelt wurde. Hierauf folgt eine umfassende Beurteilung der erarbeiteten 
Ergebnisse in Abschnitt 5.4. 
5.1 Zuordnung der Line-Scanner-Daten 
Ein Problem, von dem die GÃ¼t der Interpretation der Radardaten unter Ver- 
wendung von Line-Scanner-Daten in hohem MaÂ abhÃ¤ngt ist die rÃ¤umlich Zu- 
ordnung zwischen den Line-Scanner-Daten und den Radardaten. Hierbei geht 
es darum, die Ã¶rtlich Lage der Line-Scanner-Daten so zu transformieren, daÂ 
dieselben Eisgebiete in beiden DatensÃ¤tze dieselben Ortskoordinaten aufweisen. 
Obwohl es elegantere Methoden gibt, wurden die Line-Scanner-Daten interak- 
tiv an die Radardaten angepaÂ§t Die beiden naheliegendsten Alternativen hierzu 
waren die Zuordnung Ã¼be die wÃ¤hren des MeÂ§fluge aufgenommenen Positions- 
daten oder die Ermittlung der Transformationsfunktionen durch Korrelation der 
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beiden DatensÃ¤tze beziehungsweise sogar eine Kombination dieser beiden Me- 
thoden. Die alleinige Nutzung der Positionsdaten scheidet wegen der eingangs 
erwÃ¤hnte Eisdrift zwischen dem SatellitenÃ¼berflu und den Flugzeugmessun- 
gen aus. Der oben genannten Verschiebung von 700m entspricht im Radarbild 
eine Deplazierung um 56 Bildpunkte. Da jedoch im StrÃ¶mungsfel des Eises 
auch Konvergenzen, Divergenzen oder Rotationen zu erwarten sind, kÃ¶nnt eine 
Lagebestimmung durch die Positionsdaten lediglich den Ausgangspunkt fÃ¼ Be- 
stimmung und Korrektur der Eisdrift zwischen den beiden Messungen mittels 
nachfolgender Korrelation bilden. 
Dieser MÃ¶glichkei wurde nicht nachgegangen, da ihr Erfolg wegen der unter- 
schiedlichen Signaturen der Line-Scanner-Daten und der Radardaten grundsÃ¤tz 
lich in Frage gestellt ist. Die Anpassung durch Korrelation dÃ¼rft auch mit 
grofiem Aufwand kaum an die GÃ¼t der interaktiven Anpassung reichen. 
Auch die Zuordnung zwischen Line-Scanner-Daten und den Radardaten mittels 
Pai3punkten wurde nach einem Versuch verworfen. Durch die langgestreckten 
Line-Scanner-Bilder, die unterschiedlichen AuflÃ¶sunge von Line-Scanner und 
SAR, teilweise unscharfen Kanten und eventuelle Rotation in der Eissituation 
verzerrten die Line-Scanner-Daten bei der Anpassung mittels Pai3punkten bis 
zur Entartung. 
Die in dieser Arbeit verwendete interaktive Methode ist zwar mÃ¼hsam da die 
Zuordnung der Line-Scanner-Daten eines Mei3fluges zu einer SAR-Szene einen 
Arbeitsaufwand von einem Tag benÃ¶tigt erscheint jedoch wegen der grundsÃ¤tzli 
chen Bedeutung des exemplarischen Vergleichs gerechtfertigt. Hierzu wird folgen- 
dermai3en verfahren. Mit Hilfe der Routine vcsinsert, deren Anwendung im An- 
hang B.6.4 a,usfÃ¼hrlic beschrieben ist, erfolgt die Zuordnung der Line-Scanner- 
Daten in einzelnen Bildabschnitten. Die GrÃ–B der Bildabschnitte richten sich 
nach der Ãœbereinstimmun der DatensÃ¤tze Als Eingabe erwartet die Routine 
sowohl die Radardaten als auch die Line-Scanner-Daten. Nach Eingabe der Flug- 
abschnitte im Line-Scanner-Bild, eines Faktors zur Anpassung der AuflÃ¶sung der 
Positionierung im Radarbild und einer eventuell notwendigen Rotation werden 
die beiden Eingabebilder in ein zweikanaliges Ergebnisbild Ã¼berfÃ¼hr Relevante 
Ausschnitte dieses Ergebnisbildes kÃ¶nne mit der KHOROS-Routine animate be- 
trachtet werden. Diese Routine ermÃ¶glich einen stÃ¤ndige Wechsel der Darstel- 
lung beider Bilder auf dem Bildschirm, wodurch die Anpassung gut beurteilt und 
gegebenenfalls korrigiert werden kann. 
Mit dieser Methode werden nun die Line-Scanner-Daten eines gesamten Mefiflu- 
ges den Radardaten zugeordnet. Bei Unsicherheiten werden entsprechende Ab- 
schnitte der Line-Scanner-Daten verworfen. Abbildung 5.1 zeigt als Beispiel einen 
Ausschnitt angepagter Bilddaten. 
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5.2 Beurteilung der statistischen Parameter 
Bevor ein Klassifikator fÃ¼ die Radardaten entwickelt werden kann, mÃ¼sse ver- 
schiedene MÃ¶glichkeite zum Vergleich mit den Line-Scanner-Daten untersucht 
werden. So kann eine MindestgrÃ¶Â fÃ¼ ein Segment der Radardaten verlangt 
und damit kleinere Segmente vom Vergleich ausgeschlossen werden. Diese Idee 
geht zum einen auf die Untersuchungen in Abschnitt 4.2.1 zurÃ¼ck bei denen fÃ¼ 
den mittleren RÃ¼ckstreukoeffiziente SegmentgrÃ–Be von Ã¼be 200 Bildpunkten 
verwendet werden sollten, um dem Speckle-Rauschen entgegenzuwirken. I m  Ab- 
schnitt 4.2.2 wurde zum anderen darauf hingewiesen, daÂ die Berechnung der 
Momente ebenfalls eine MindestgrÃ¶fl der Segmente erfordert, um die statistische 
Sicherheit zu gewÃ¤hrleisten 
Die MÃ¶glichkeit nur ausgewÃ¤hlt Segmente zu berÃ¼cksichtigen bezieht sich auf 
die Auswertung der Eistypenkonzentration im Line-Scanner-Bild. So kÃ¶nne ent- 
weder die gesamten Anteile der Segmente der Radardaten den entsprechenden 
Eistypen der Line-Scanner-Daten zugeordnet werden oder nur die Anteile, die in 
den Line-Scanner-Daten den wesentlichen Eistyp ausmachen. 
Vor der Untersuchung dieser MÃ¶glichkeite soll jedoch an einem Beispiel gezeigt 
werden, wie leicht Fehlinterpretationen unterlaufen kÃ¶nnen wenn Radarbilder 
allein zur Deutung der Eistypen eingesetzt werden. 
5.2.1 Fehl interpreta t ion 
Abbildung 5.1 zeigt einen kleinen Ausschnitt der Bilddaten aus dem Szenario 
vom 12. MÃ¤r 1993. Beide Bilder geben dasselbe Gebiet mit einer GrÃ¶Â von 
3,7km X 2,7km wieder. Auf der linken Seite sind die RÃ¼ckstreuintensitÃ¤t 
des ERS-1-SAR und auf der rechten ist das Temperaturbild vom Infrared-Line- 
Scanner dargestellt. Das Line-Scanner-Bild ist mit dem in Abschnitt 5.1 be- 
schriebenen Verfahren auf die Koordinaten des Radarbildes transformiert, so 
daÂ gleiche Bildkoordinaten miteinander verglichen werden kÃ¶nnen Im Line- 
Scanner-Bild entsprechen dunkle Bereiche niedrigeren OberflÃ¤chentemperature 
und somit dickerem Eis als die hellen Bereiche. 
Im Line-Scanner-Bild sind unter anderem die Bereiche 1 und 2 gekennzeichnet. 
Im Radarbild ist der Bereich 1 von geringerer RÃ¼ckstreuintensitÃ als der Be- 
reich 2, was im Bereich l das jÃ¼nger Eis vermuten lÃ¤Â§ Man hÃ¤tt keine An- 
haltspunkte, die gegen diese Vermutung sprechen wÃ¼rden so daÂ bei der Arbeit 
mit subjektiv ausgewÃ¤hlte Trainingsgebieten eine entsprechende Festlegung er- 
folgen wÃ¼rde Im Bild des Infrared-Line-Scanner auf der rechten Seite ist anhand 
der Temperaturen jedoch eindeutig zu erkennen, daÂ der Bereich 1 kÃ¤lte und 
somit dicker und Ã¤lte ist, als das Eis des Bereichs 2. Bei der Klassifikation der 
Line-Scanner-Daten wurde der Bereich 1 als dickes erstjÃ¤hrige Eis und der Be- 
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Abbildung 5.1 : Ausschnitt aus dem Szenario 
X 2,7km. Auf der linken Seite sind die Rucks 
Frame: 1935; @eSd) und rechts das Temperatu 
Line-Scanner-Bild entsprechen dunkle Bereiche 
dickeres Eis als die hellen Bereiche. Die gekenn 
vom 12. MÃ¤r 1993 mit einer GrÃ¶Â von 3,7km 
itreuintensitaten des ERS-1-SAR (Orbit: 8657; 
rbild vom Infrared-Line-Scanner dargestellt. Im 
niedrigen OberflÃ¤chentemperature und somit 
zeichneten Bereiche werden im Text behandelt. 
reich 2 als mitteldickes erstjÃ¤hrige Eis interpretiert. Die RÃ¼ckstreuintensitÃ¤t 
lassen hier nur eine Aussage Ã¼be die UmstÃ¤nd wÃ¤hren der Eisbildung zu. Bei 
der Bildung des mitteldicken erstjÃ¤hrige Eises im Bereich 2 konnte eine glat- 
tere OberflÃ¤ch entstehen als bei der Bildung des dicken erstjÃ¤hrige Eises im 
Bereich 1. Ein Einflug durch ~ c h m e l z ~ ~ o z e s s e  ist in dieser Jahreszeit unwahr- 
scheinlich. Es waren auch nur so geringe SchneemÃ¤chtigkeite vorhanden, daÂ 
diese keine Auswirkungen auf die RÃ¼ckstreuintensitÃ¤t haben. 
Mit dem ausgewÃ¤hlte Bildausschnitt ist auch die Schwierigkeit der rÃ¤umliche 
Anpassung der Line-Scanner-Daten an die Radardaten zu erkennen. In der obe- 
ren BildhÃ¤lft sind die Schoilenkanten und Eisgebiete eindeutig einander zuzuord- 
nen. Irn unteren Drittel hingegen sind visuell in Bereichen mit hohem Kontrast 
im Line-Scanner-Bild keine eindeutigen Kanten im Radarbild zu erkennen. Die- 
ser Bildabschnitt wurde allerdings dennoch nicht verworfen, da  das segmentierte 
Radarbild die Grenzen noch unterscheidet, wie in Abbildung 4.7 zu erkennen ist. 
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Abbildung 5.2: Histogramme des Radarbildes vom 12. MÃ¤r 1993 (Orbit: 8657; Frame: 1935). 
Die originalen RÃ¼ckstreukoeffiziente zeigen nur die R ~ ~ ~ ~ ~ ~ ~ - V e r t e i l u n g  des Speckle- 
Rauschens. In den gemittelten Daten sind Objektklassen zu erkennen. 
5.2.2 Histogramme 
In Abschnitt 4 wurden einige Merkmale behandelt, anhand derer die Objekt- 
klassen im Radarbild voneinander unterschieden werden kÃ¶nnen Neben dem 
mittleren RÃ¼ckstreukoeffiziente u0 sind das 2. normierte Moment ÃŸ und das 
3. zentrale Moment, die Schiefe 7 3 ,  als KenngrÃ¶oe der Verteilungsfunktionen 
wichtig. Als TexturgrÃ¶Â§ werden der Kontrast tCON, das inverse Differenzmo- 
ment &DM und die Entropie tENT berÃ¼cksichtigt Diese Merkmale, oder auch nur 
eine Auswahl von ihnen, spannen einen mehrdimensionalen Merkmalsraum auf, 
der zum einen zur Darstellung von Histogrammen dient und fÃ¼ die Klassifikation 
relevant ist. Die Darstellung von Histogrammen beschrÃ¤nk sich jedoch auf ein 
oder zwei Dimensionen. Die Untersuchung der einzelnen statistischen Parameter 
der Radardaten fÃ¼hr in Abschnitt 5.3 zu einer mehrdimensionalen Klassifikation. 
Die wichtigste GrÃ¶Â bei der Interpretation von Radardaten ist der RÃ¼ckstreuko 
effizient. Von LAUR [I9921 wird angegeben, daÂ der RÃ¼ckstreukoeffizien wegen 
des Speckle-Rauschens nur als mittlerer RÃ¼ckstreukoeffizien eines Gebiets mit 
etwa 500 Bildpunkten gÃ¼lti ist. Welchen EinfluÂ das Speckle-Rauschen hat, 
ist im Histogramm von Abbildung 5.2 zu erkennen. Neben dem Histogramm 
der RÃ¼ckstreukoeffiziente des originalen Radarbildes ist das Histogramm der 
RÃ¼ckstreukoeffiziente dargestellt, nachdem sie Ã¼be 21 X 21 Bildpunkten gemit- 
telt wurden. WÃ¤hren den unbearbeiteten RÃ¼ckstreukoeffiziente lediglich die 
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Abbildung 5.3: Histogramme der segmentierten Radardaten entsprechend Abbildung 5.2. 
Im Gegensatz zum oberen Histogramm wurden im unteren nur Segmente berÃ¼cksichtigt die 
mindestens 2000 Bildpunkte enthalten. 








dem Speckle-Rauschen von Radarbildern eigene R A Y L E I G H - V ~ ~ ~ ~ ~ ~ U ~ ~  zu ent- 
nehmen ist, kÃ¶nne in den gemittelten Daten schon unterschiedliche Objektklas- 
Sen erkannt werden. Diese kÃ¶nne aber gerade wegen der Tiefpaflfilterung durch 
Mittelwertbildung im Histogramm nicht eindeutig voneinander getrennt werden. 
Die Verteilungen der einzelnen Objektklassen zeigen groÂ§ Ãœberlappungsbereiche 
Zentren liegen bei etwa -7 dB, -10 dB und -13 dB. 
Da die Tiefpaofilterung groÂ§ Unsicherheiten in den BereichsÃ¼bergÃ¤ng hervor- 
ruft, wurde die Segmentierung der Radardaten nicht nach einfacher Mittelwert- 
bildung, sondern nach den Verfahren aus Kapitel 4 durchgefÃ¼hrt so daÂ nun statt  
der Mittelwerte von beliebigen Umgebungen, Mittelwerte aus einzelnen Segmen- 
ten betrachtet werden. 
-15 -10 -5 
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Hiermit ergeben sich fÃ¼ dieselben Bilddaten, aus denen Abbildung 5.2 erstellt 
wurde, die Histogramme aus Abbildung 5.3. Im oberen Diagramm sind die Bild- 
f I 
A ^ *  I 
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punkte aller Segmente der Radardaten enthalten. Die Maxima sind schon stark 
ausgeprÃ¤gt Die Histogramme der segmentierten Radardaten sind inhomogen, 
da  alle Bildpunkte eines Segments bei der Mittelwertbildung denselben Wert er- 
halten und der Wertebereich der Merkmale bei der Erstellung der Histogramme 
mit der Routine vsarldl~ diskretisiert wird. In Abbildung 4.5 auf Seite 124 ist zu 
erkennen, daÂ die Bereiche zwischen den Maxima durch kleine Segmente gebil- 
det werden, deren mittlere RÃ¼ckstreukoeffiziente nicht reprÃ¤sentati fÃ¼ einen 
Eistyp sind. Mit der EinschrÃ¤nkung daÂ nur Segmente berÃ¼cksichtig werden, 
die mindesten 2000 Bildpunkte enthalten, entsteht ein Histogramm, bei dem die 
Anteile zwischen den Maxima wesentlich geringer sind. 
Die gezeigten Histogramme der segmentierten Radardaten kÃ¶nne mit der Rou- 
tine vsarl dh erstellt werden. Hierbei werden auch die spÃ¤te gezeigten Mittelwerte 
und Standardabweichungen fÃ¼ die Werte der einzelnen Eistypen berechnet. Die 
Routine vsarldh verarbeitet das Ergebnis der Routine vsarstat, dessen Struk- 
tur in Tabelle 5.1 gezeigt wird. Hierbei wird fÃ¼ jedes Segment des Radarbildes 
neben den statistischen Parametern die jeweilige Konzentration der Eistypen an- 
gegeben, die aus den klassifizierten Daten der Line-Scanner ermittelt wurde. We- 
gen der eingeschrÃ¤nkte Genauigkeit der interaktiven rÃ¤umliche Zuordnung der 
Line-Scanner-Daten werden die durchflogenen Radarsegmente mehrere Eistypen 
enthalten. 
Mit der Zusammenfuhrung der Radardaten und den klassifizierten Line-Scanner- 
Daten kÃ¶nne nun spezielle Histogramme der Radardaten erstellt werden, die 
ausschlieÂ§lic die Bereiche eines Eistyps berÃ¼cksichtigen 
Die Histogramme in Abbildung 5.4 zeigen die Verteilungen der mittleren RÃ¼ck 
streukoeffizienten fÃ¼ einzelne Eistypen. AusgewÃ¤hl wurden hierbei heller Nilas 
(LN), dickes erstjÃ¤hrige Eis (FY3) und mehrjÃ¤hrige Eis (MY). In die Histo- 
gramme sind als senkrechte Linien die Mittelwerte und, als grauer Bereich, die 
Standardabweichung eingetragen. Auffallend ist, daÂ sich die Merkmale des LN 
und des FY3 fast vÃ¶lli gleichen. Auch zum MY ist keine ausreichende Unter- 
scheidung vorhanden. 
In allen drei Histogrammen tritt zum Beispiel bei einem RÃ¼ckstreukoeffiziente 
von er0 = -7,2 dB ein starkes Maximum auf. Die Fehlinterpretation der Berei- 
che, die einen mittleren RÃ¼ckstreukoeffiziente von crO = -7,2 dB haben, kommt 
durch die unvollkommene rÃ¤umlich Zuordnung der Line-Scanner-Daten zu den 
Radardaten zustande. Wenn ein Segment, das ausschlieÂ§lic mehrjÃ¤hrige Eis 
enthÃ¤l und somit ein hohen mittleren RÃ¼ckstreukoeffiziente hat, mit den Line- 
Scanner-Daten verglichen wird, wird der GroÂ§tei der Line-Scanner-Daten auch 
diesen Eistyp bestÃ¤tigen Durch leichte rÃ¤umlich Verschiebungen wird jedoch 
ein gewisser Anteil des Segmentes im Line-Scanner-Bild als jÃ¼ngere Eis inter- 
pretiert. Bei der Erstellung der Histogramme aus Abbildung 5.4 wurden alle 
Bildpunkte, die sowohl mit den Line-Scannern als auch dem Radar abgedeckt 































30 bis 35 
Eintrag 
Segmentnummer 
Anzahl der Bildpunkte im Segment 
Objektklasse nach der Klassifikation (O=unklassifiziert) 
mittlerer RÃ¼ckstreukoeffizien u0 in dB 
2. normiertes Moment ÃŸ aus Gleichung (4.31) 
3. normiertes Moment ÃŸ aus Gleichung (4.30) 
4. normiertes Moment ÃŸ aus Gleichung (4.30) 
3. normiertes zentrales Moment oder Schiefe 7 3  aus Gig. (4.35) 
4. normiertes zentrales Moment oder WÃ¶lbun 7 4  aus Gig. (4.37) 
Angular-Second-Moment &M nach SKRIVER [1989a] 
Kontrast tCON aus Gleichung (4.49) 
inverses Differenzmoment tIDM aus Gleichung (4.49) 
Sum-Entropy (^SENT nach SKRIVER [1989a] 
Entropie tENT aus Gleichung (4.49) 
Difference-Entropy tDENT nach SKRIVER [1989a] 
Eistyp 0; Anteil in Prozent; unklassifiziert 
Eistyp 1; Anteil in Prozent; offenes Wasser 
Eistyp 2; Anteil in Prozent; Eisschlamm 
Eistyp 3; Anteil in Prozent; dunkler Nilas 
Eistyp 4; Anteil in Prozent; heller Nilas 
Eistyp 5; Anteil in Prozent; Pfannkucheneis 
Eistyp 6; Anteil in Prozent; graues Eis 
Eistyp 7; Anteil in Prozent; grauweiBes Eis 
Eistyp 8; Anteil in Prozent; dÃ¼nne erstjÃ¤hrige Eis 
Eistyp 9; Anteil in Prozent; mitteldickes erstjÃ¤hrige Eis 
Eistyp 10; Anteil in Prozent; dickes erstjÃ¤hrige Eis 
Eistyp 11; Anteil in Prozent; zweijÃ¤hrige Eis 
Eistyp 12; Anteil in Prozent; mehrjÃ¤hrige Eis 
Eistyp 13; Anteil in Prozent; PfÃ¼tz 
Eistyp 14; Anteil in Prozent; TrÃ¼mmerei 
Eistyp 15 bis 20; Anteile in Prozent; frei verfÃ¼gba 
Tabelle 5.1: EintrÃ¤g der Ergebnisdaten von der Routine vsarstat. Die prozentualen Angaben 
der Eistypen kÃ¶nne mit der Routine vtypmerge zusammengefaÃŸ werden. Die Bestimmung der 
Objektklassen wird durch die Routine vsarclas durchgefÃ¼hrt die im Abschnitt 5.3 beschrieben 
ist. 
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wurden, interpretiert. Die einzige EinschrÃ¤nkun stellt die Au8erachtlassung von 
Segmenten dar, die weniger als 700 Bildpunkte enthalten. 
-10 5 
Riickstreukoeffizient am/ dB 
Abbildung 5.4: Histogramme der mittleren RÃ¼ckstreukoeffiziente fÃ¼ mehrjÃ¤hrige Eis 
(h ,wy) ,  dickes erstjÃ¤hrige Eis ( h f y s )  und helles Nilas ( h ~ w ) .  Die senkrechte Linie gibt den 
jeweiligen Mittelwert und der graue Bereich in beide Richtungen eine Standardabweichung an. 
Bei der Berechnung der Histogramme wurden alle Bildpunkte berÃ¼cksichtigt die in Segmenten 
enthalten sind, deren GrÃ¶Ã 700 Bildpunkte Ã¼berschreite 
Wenn nur diejenigen Bildpunkte ins Histogramm Ã¼bernomme werden, deren mit 
Hilfe der Line-Scanner identifizierter Eistyp in dem jeweiligen Radarsegment den 
wesentlichen Anteil ausmacht, werden Fehlinterpretationen durch falsche rÃ¤um 
liche Zuordnung vermieden. Mit dieser Restriktion werden die Histogramme der 
einzelnen Eistypen neu berechnet (Abbildung 5.5). FÃ¼ LN, FY3 und MY zeigen 
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sich nun klar getrennte Bereiche der Standardabweichungen. Diese drei Bereiche 
kÃ¶nne also anhand der mittleren RÃ¼ckstreukoeffiziente des Radarbildes unter- 
schieden werden. 
-15 -10 5 
RÃ¼ckstreukceffizien oo/dB 
-15 -10 -5 
RÃ¼ckstreukceffizien 0' / dB 
Abbildung 5.5: Histogramme aus Abbildung 5.4. Es wurden jedoch nur die Bildpunkte 
der Radarsegmente berÃ¼cksichtigt die im Line-Scanner-Bild dem Eistyp mit dem wesentlichen 
Anteil entsprechen. 
In den folgenden Diagrammen werden zur Bequemlichkeit nicht mehr die Ge- 
samtverteilungen, sondern nur noch die Mittelwerte und Standardabweichungen 
dargestellt. Es werden wie zuvor nur die Segmente zur Auswertung herangezo- 
gen, die mindestens 700 Bildpunkte groÂ sind, und aus diesen Segmenten werden 
wiederum nur die Bereiche mit dem im Line-Scanner-Bild erkannten wesentlichen 
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Abbildung 5.6: Mittelwerte und Standardabweichungen fÃ¼ den mittleren RÃ¼ckstreukoeffi 
zienten D".  BerÃ¼cksichtig wurden Bildpunkte von Radarsegmenten mit einer GrÃ¶Ã von Ã¼be 
700 Bildpunkten, die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
Eistyp berÃ¼cksichtigt wie sie auch in Abbildung 5.5 zu Grunde lagen. Die Werte 
aus dieser Abbildung sind mit in Abbildung 5.6 enthalten. Senkrecht sind im Dia- 
gramm die Eistypen in der Wachstumsfolge enthalten. Man erkennt, daÂ altes 
Eis (SY und MY) durch den mittleren RÃ¼ckstreukoeffiziente gut von den restli- 
chen Eistypen unterschieden werden kann. SY und MY unterscheiden sich dabei 
kaum voneinander. Dieses trifft auch fÃ¼ die beiden erstjÃ¤hrige Eistypen FY1 
und FY2 zusammen mit-dem hellen Nilas (LN) zu. Von anderem erstjÃ¤hrige Eis 
unterscheidet sich FY3, welches vermutlich unter ruhigen WitterungsverhÃ¤ltnis 
Sen entstanden ist. Das dunkle Nilas (DN) hat zwar einen Mittelwert, der sich 
von allen anderen Eistypen stark unterscheidet, dieser wird aber von einer hohen 
Standardabweichung begleitet. 
Die Werte des 2. normierten Moments ÃŸ sind in Abbildung 5.7 wiedergegeben. 
Auch hier zeigt sich fÃ¼ DN ein groÂ§e Streubereich. Trotzdem kann dieser Eistyp 
von den anderen Typen, auÂ§e von FY3, getrennt werden. Es gibt in den Stan- 
dardabweichungen sonst nur eine Ãœberlappun mit dem LN. Eine Fehlinterpre- 
tation zwischen den beiden Nilas-Typen wÃ¤r nicht schwerwiegend, da ihre phy- 
sikalischen Eigenschaften Ã¤hnlic sind. Alle anderen Eistypen kÃ¶nne bezÃ¼glic 
des 2. normierten Moments nicht voneinander unterschieden werden. 
Da die Werte des 3. und 4. normierten Moments kaum von denen aus Abbil- 
dung 5.7 abweichen, werden diese in der vorliegenden Arbeit nicht berÃ¼cksichtigt 
Als weitere KenngrÃ¶Â der Verteilungsfunktionen von Radardaten ist das 3. zen- 
trale Moment, die Schiefe, in Abbildung 5.8 wiedergegeben. Auch hierbei sind 
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Abbildung 5.7: Mittelwerte und Standardabweichungen fÃ¼ das 2. normierte Moment ÃŸz 
BerÃ¼cksichtig wurden Bildpunkte von Radarsegmenten mit  einer GrÃ¶Ã von Ã¼be 700 Bild- 
punkten, die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
2 3 4 
3. zentrales Moment y3 
Abbildung 5.8: Mittelwerte und Standardabweichungen fÃ¼ das 3.  zentrale Moment, die 
Schiefe 73. BerÃ¼cksichtig wurden Bildpunkte von Radarsegmenten mi t  einer GrÃ¶Ã von Ã¼be 
700 Bildpunkten, die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
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Abbildung 5.9: Mittelwerte und Standardabweichungen fÃ¼ den Kontrast (coN. Beriick- 
sichtigt wurden Bildpunkte von Radarsegmenten mit  einer GrÃ¶Ã von Ã¼be 700 Bildpunkten, 
die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
DN und FY3 von den anderen Eistypen zu trennen. Sonst zeichnet sich nur 
FY1 durch die geringe Standardabweichung aus. Die WÃ¶lbung das 4. zentrale 
Moment, wi,rd hier nicht verwendet, da sie der Schiefe 7 3  gleicht. 
Die Abbildungen 5.9 bis 5.11 zeigen die Mittelwerte und Standardabweichungen 
der TexturgrÃ¶Be Kontrast inverses Differenzmoment bM und Entro- 
pie f ' E N T .  Beim Kontrast sind die Standardabweichungen wesentlich grÃ¶Â§ als 
die Unterschiede zwischen den Eistypen. Der Kontrast wird fÃ¼ die Klassifika- 
tion jedoch trotzdem wichtig sein, da sich der Mittelwert des LN vom FY1 und 
FY2 unterscheidet und diese Trennung mit den bisher genannten GrÃ–Be nicht 
vorgenommen werden konnte. Das inverse Differenzmoment und die Entropie 
sind wichtig fÃ¼ die Trennung von FY1 und FY2. Diese kann aber wegen der 
groBen Standardabweichungen von FY1 nur sehr unsicher durchgefÃ¼hr werden. 
Die anderen TexturgrÃ¶Ben Angular-Second-Moment Sum-Entropie [SENT 
und Differente-Entropie ( - D E N T ,  die in Tabelle 5.1 aud Seite 149 angegeben sind, 
kÃ¶nne die Unterscheidung der Eistypen nicht verbessern. 
Bei der gemeinsamen Darstellung verschiedener Parameter im zweidimensiona- 
len Merkmalsraum wird der Vorteil der kombinierten Anwendung der Parameter 
ersichtlich. Abbildung 5.12 zeigt die Mittelwerte und Standardabweichungen von 
Abbildung 5.6 und 5.7 im Merkmalsraum, der vom mittleren RÃ¼ckstreukoeffizien 
ten o0 und dem 2. normierten Moment ÃŸ aufgespannt wird. Betrachtet man zum 
Beispiel die MÃ¶glichkei der Unterscheidung von DN und LN in den eindimensio- 
nalen Darstellungen, so sind jeweils Ãœberlappungsbereich vorhanden. Im zweidi- 
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inverses Differenzmoment 
Abbildung 5.10: Mittelwerte und Standardabweichungen fÃ¼ das inverse Differenzmoment 
tmM- BerÃ¼cksichtig wurden Bildpunkte von Radarsegmenten mit  einer GrÃ¶Â von Ã¼be 700 
Bildpunkten, die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
6.6 6.8 
Entropie bÃˆr 
Abbildung 5.11: Mittelwerte und Standardabweichungen fÃ¼ die Entropie &NT. BerÃ¼ck 
sichtigt wurden Bildpunkte von Radarsegmenten mit einer GrÃ¶Ã von Ã¼be 700 Bildpunkten, 
die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
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Abbildung 5.12: Zweidimensionaler Merkmalsraum mit Mittelwerten und Standardabwei- 
chungen des mittleren RÃ¼ckstreukoeffiziente crO und des 2. normierten Moments 81. BerÃ¼ck 
sichtigt wurden Bildpunkte von Radarsegmenten mit einer GrÃ¶Ã von Ã¼be 700 Bildpunkten, 
die als wesentlicher Eistyp im Line-Scanner-Bild erkannt wurden. 
mensionalen Merkmalsraum kÃ¶nne die Einzugsgebiete der Eistypen als Ellipsen 
gedacht werden, deren Achsen durch die Ausdehnung der Standardabweichungen 
gegeben sind. In Abbildung 5.12 ist zu erkennen, daÂ hiermit der Ãœberlappungs 
bereich von DN und LN wesentlich kleiner geworden ist. Die AbstÃ¤nd zwischen 
den Eistypen prÃ¤ge sich weiter aus, wenn zusÃ¤tzlich Parameter mit einbezogen 
werden. Dieses ist jedoch grafisch nicht mehr darstellbar. 
Abbildung 5.13 zeigt den Merkmalsraumes aus Entropie und inversem Dif- 
ferenzmoment [ I D M .  MY und SY haben auch hier gleiche Eigenschaften. Die 
Sonderstellung von FY2 ist jedoch bemerkenswert. Bei Hinzunahme des mitt- 
leren RÃ¼ckstreukoeffiziente aus Abbildung 5.6 als dritte Dimension wÃ¼rd FY2 
dann auch von MY und SY getrennt werden kÃ¶nnen 
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Abbildung 5.13: Zweidimensionaler Merkmalsraum mit  Mittelwerten und Standardabwei- 
chungen der Entropie & und des inversen Differenzmoments f,ioM- BerÃ¼cksichtig wurden 
Bildpunkte von Radarsegmenten mit  einer GrÃ¶Â von Ã¼be 700 Bildpunkten, die als wesentlicher 
Eistyp in1 Line-Scanner-Bild erkannt wurden. 
5.3 Klassifikation der Radardaten 
Es mag vielleicht naheliegen, zu fragen, ob die Radardaten nicht nach einer Ã¤hn 
lichen Methode klassifiziert werden kÃ¶nnen wie sie im Abschnitt 3 fÃ¼ die Line- 
Scanner-Daten vorgestellt wurde. DaÂ dies nicht mÃ¶glic ist, liegt an den sehr 
unterschiedlichen Voraussetzungen. Mit der Auswertung der Line-Scanner-Daten 
stehen ja bereits Trainingsgebiete zur VerfÃ¼gung die als Referenz fÃ¼ die Klas- 
sifikation der Radardaten genutzt werden kÃ¶nnen Ohne diese vorangegangene 
Klassifikation kÃ¶nne fÃ¼ die Radardaten keine separaten Histogramme bezÃ¼glic 
der Eigenschaften verschiedener Eistypen erstellt werden, sondern man wÃ¤re wie 
bei den Line-Scanner-Daten, darauf angewiesen, daÂ sich die Objektklassen im 
Merkmalsraum deutlich voneinander unterscheiden. In den Histogrammen der 
einzelnen Parameter der Radarbilder sind die Streuungen jedoch so groÂ§ daÂ 
es kaum mÃ¶glic ist, signifikante Bereiche zu  trennen. Dies wird zum Beispiel 
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Abbildung 5.14: Zweidimensionaler Merkmalsraum mit der Lage der Segmente des Radar- 
bildes unter BerÃ¼cksichtigun des mittleren RÃ¼ckstreukoeffiziente u0 und des 2.  normierten 
Moments ÃŸ2 BerÃ¼cksichtig wurden Radarsegmente mit einer GrÃ¶Ã von Ã¼be 700 Bildpunkten. 
Die GrÃ¶Ã der Segmente wurden bei der Darstellung nicht angegeben. 
durch die Histogramme aus Abbildung 5.3 verdeutlicht, in denen hÃ¶chsten zwei 
0bjekt.klassen voneinander unterschieden werden kÃ¶nnen . Die mit den Histo- 
grammen in Abbildung 5.5 erkannte Objektklasse des FY3 wurde wegen ihres 
geringen Bedeckungsgrades vernachlÃ¤ssig werden. Dies liegt nicht daran, daÂ 
die EintrÃ¤g fÃ¼ die entsprechenden Ruckstreukoeffizienten im Histogramm nicht 
vorhanden sind, sondern an den allmÃ¤hliche ÃœbergÃ¤ng zwischen den Objekt- 
klassen wegen groÂ§e Streuungen. Das heiÂ§t in Abbildung 5.3 fehlen nicht die 
EintrÃ¤g fÃ¼ FY3, sondern ausgeprÃ¤gt Minima zwischen FY3 und den anderen 
Objektklassen. 
Abbildung 5.14 zeigt, daÂ auch ein zweidimensionales Histogramm aus statisti- 
schen Parametern der Radardaten kein besseres Ergebnis in Aussicht stellt. In 
der Abbildung wurden im Merkmalsraum vom mittleren Ruckstreukoeffizienten 
crO und 2. normierten Moment ÃŸ alle Segmentmittelwerte ungeachtet der GrÃ¶Â 
5.3 Klassifikation der Radardaten 159 
der Segmente eingetragen. Die einzige EinschrÃ¤nkun liegt wieder im Weglassen 
der Segmente unterhalb einer GrÃ¶Â von 700 Bildpunkten. Durch die gleichbe- 
rechtigte Darstellung von kleineren und grÃ¶Â§er Segmenten tragen die kleineren 
Segmente Ã¼berproportiona zur Abbildung bei. Es zeigt sich, daÂ die Trennung 
von FY3 und DN von den anderen Eistypen, die in Abbildung 5.12 deutlich ist, 
in Abbildung 5.14 nicht erkannt werden kann, obwohl die Eistypen FY3 und DN 
in den Beispieldaten hauptsÃ¤chlic als kleinere Segmente auftreten. Im darge- 
stellten zweidimensionalen Merkmalsraum kÃ¶nne selbst mit gutem Willen nur 
zwei Objektklassen voneinander unterschieden werden. 
GewiÂ treten bei der Hinzunahme von weiteren Dimensionen zusÃ¤tzlich Un- 
terscl~eidungsmerkmale auf. Diese sind jedoch in ihrer Gesamtheit nicht grafisch 
darstellbar. Schon daher scheidet eine interaktive Klassifikation wie bei den Line- 
Scanner-Daten bei der Bearbeitung der Radardaten aus. Bei der Klassifikation, 
die im folgenden erlÃ¤uter wird, kÃ¶nne hingegen beliebig viele Merkmale ge- 
meinsam ausgewertet werden. 
Zur Klassifikation der Radardaten wird ausschlieÂ§lic die Tabelle, die aus der An- 
wendung der Routine vsarstat mit den Daten des segmentierten Radarbildes und 
der klassifizierten Line-Scanner-Daten hervorgegangen ist, verwendet. Tabelle 5.1 
auf Seite 149 gibt die EintrÃ¤g wieder. Erst bei der ubertragung der Klassifi- 
kationsergebnisse in eine Karte, die Auskunft Ã¼be die rÃ¤umlich Verteilung der 
Eistypen gibt, wird zusÃ¤tzlic das segmentierte Radarbild herangezogen. 
FÃ¼ die Klassifikation der Radardaten werden die beschriebenen VariationsmÃ¶g 
lichkeiten bezÃ¼glic der eingeschrÃ¤nkte Nutzung der Segmente Ã¼bernommen da  
diese eine Verbesserung des Ergebnisses ermÃ¶glichen Zur Klassifikation wurde 
ein spezieller Maximum-Likelihood-Classifier programmiert, der neben den Mit- 
telwerten der Radareigenschaften fÃ¼ jeden Eistyp auch die Standardabweichung 
berÃ¼cksichtigt Bei der Klassifikation kÃ¶nne beliebige Kombinationen der Ra- 
dareigenschaften, die in Abschnitt 4.2 eingefÃ¼hr wurden, verwendet werden. 
Die in Tabelle 5.1 zusÃ¤tzlic aufgelisteten Textureigenschaften tAsM (Angular- 
Second-Moment), tsRArT (Sum-Entropy) und S,DENT (Differente-Entropy), die im 
Abschnitt 4.2 nicht erklÃ¤r wurden, sind von HARALICK et al. [l973] und SKRI- 
VER [1989a] beschrieben worden. Diese Parameter wurden mit der vorliegenden 
Arbeit nebenbei auf ihren potentiellen Nutzen fÃ¼ die Klassifikation von Radar- 
daten untersucht. Ihr Einsatz konnte jedoch keine Verbesserung bewirken. 
5.3.1 Feste Klassifikation 
Unter fester Klassifikation wird verstanden, daÂ die fÃ¼ die Klassifikation rele- 
vanten statistischen Parameter der Radardaten fest vorgegeben und auch unge- 
wichtet bewertet werden. Die Variation zur optimierten Klassifikation wird im 
nÃ¤.chste Abschnitt behandelt. 
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Die Klassifikation der Radardaten wird mit der Routine vsarclas durchgefÃ¼hrt 
Die Bearbeitung der Daten kann in drei Verarbeitungsschritte aufgeteilt wer- 
den. Nach der Bestimmung der statistischen Parameter der Radardaten fÃ¼ jeden 
Eistyp, wie sie schon im Abschnitt 5.2.2 behandelt wurde, wird die eigentliche 
Klassifikation durchgefÃ¼hrt Hierauf folgend wird das Ergebnis der Klassifikation 
anhand der Klassifikation der Line-Scanner-Daten kontrolliert. 
Neben dem Ergebnis der Klassifikation im Format von Daten entsprechend Ta- 
belle 5.1 werden Informationen Ã¼be die GÃ¼t des Ergebnisses und die Mittelwerte 
und Standardabweichungen der statistischen Parameter der Radardaten fÃ¼ je- 
den Eistyp in eine Textdatei geschrieben. ZusÃ¤tzlic wird die jeweilige Anzahl 
der Bildpunkte im Radarbild, aus denen die Mittelwerte gebildet wurden, gespei- 
chert. 
Im Abschnitt 5.2 wurde festgestellt, daÂ die statistischen Parameter der Ra- 
dardaten von unterschiedlichen Eistypen sich besser voneinander unterscheiden, 
wenn nur Segmente mit einer bestimmten MindestgrÃ¶fi berucksichtigt werden. 
Diese MindestgrÃ¶G kann bei der Bestimmung der statistischen Parameter mit 
der Routine vsarclas angegeben werden. Des weiteren wurde unterschieden, ob 
die statistischen Parameter eines Radarsegments fÃ¼ alle enthaltenen Eistypen 
entsprechend ihres prozentualen Anteils bewertet werden sollen oder nur fÃ¼ den 
Eistyp mit dem hauptsÃ¤chliche Anteil. Diese WahlmÃ¶glichkei bleibt wegen ihrer 
besseren Ergebnisse aus Abschnitt 5.2 weiterhin bestehen. 
Mit den entsprechenden Angaben werden nun diejenigen Segmente der Radarda- 
ten bearbeitet, fÃ¼ die auch eine Abdeckung durch Line-Scanner-Daten vorliegt. 
Es wurden zum Beispiel im Ausschnitt von Abbildung 5.1 auf Seite 145 der dar- 
gestellte Bereich sowohl vom SAR als auch von den Line-Scannern erfaÂ§t Wie 
in Abbildung 5.16 noch gezeigt wird, ist der Bereich 1 als homogener Bereich 
und somit als ein Segment erkannt worden. Derselbe Bereich wurde im Line- 
Scanner-Bild als dickes erstjÃ¤hrige Eis klassifiziert. Die statistischen Parameter 
des speziellen Radarsegments, wie mittlerer RÃ¼ckstreukoeffizient Momente und 
TexturgrÃ¶flen sind also bezeichnend fÃ¼ dickes erstjÃ¤hrige Eis. Da ein einzelnes 
Segment nicht reprÃ¤sentati fÃ¼ die gesamte SAR-Szene ist, werden alle statisti- 
schen Parameter der Radarsegmente, die zu einem Eistyp gehÃ¶ren zusammen- 
gefaÂ§t In Abbildung 5.1 wurde so zum Beispiel auch neben vielen anderen der 
Bereich 3 als dickes erstjÃ¤hrige Eis interpretiert und dem Bereich 1 zugeordnet. 
Bei der Bestimmung der Mittelwerte wurde eine Gewichtung anhand der Seg- 
mentgrÃ¶Â§ vorgenommen und neben dem Mittelwert die Standardabweichung 
berechnet. Mit diesen beiden GrÃ–Ge fÃ¼ jeden Eistyp und den statistischen Pa- 
rametern der Radardaten wird die Klassifikation durchgefÃ¼hrt 
Es wurde ein spezieller Maximum-Likelihood-Classifier programmiert, der neben 
den Clusterzentren, die aus den Mittelwerten gebildet wurden, die Standardab- 
weichung berucksichtigt. Je  nach Anzahl der ausgewÃ¤hlte zu berÃ¼cksichtigende 
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statistischen Parameter der Radardaten wird ein mehrdimensionaler Merkmals- 
raum geschaffen. Mit dem in Abschnitt 4.2 behandelten Mittelwert, den Momen- 
ten und TexturgrÃ¶Â§ hat der Merkmalsraum sechs Dimensionen und kann mit 
den Parametern aus Tabelle 5.1 bis zur zwÃ¶lfte Dimension anwachsen. 
FÃ¼ jedes Segment der Radardaten wird nun mit Hilfe der Parameter, aus de- 
nen der Merkmalsraum besteht, ein Vektor gebildet. Das Segment wird dem 
Eistyp zugeordnet, zu dem der Vektor die geringste E U K L I D S C ~ ~  Distanz hat. 
Die Komponenten der einzelnen Parameter dieser Distanz werden jeweils durch 
die Standardabweichung des zu einem Eistyp gehÃ¶rende Parameter dividiert. 
Diese Normierung erweitert den Minimum-Distance-Classifier zum Maximum- 
Likelihood-Classifier. 
Nach der durchgefÃ¼hrte Klassifikation wird deren GÃ¼t anhand der klassifizier- 
ten Line-Scanner-Daten bewertet. Im Beispiel von Abbildung 5.1 wurde der 
Bereich 4 zusammen mit dem Bereich 2 anhand der Line-Scanner-Daten als mit- 
teldickes erstjÃ¤hrige Eis klassifiziert. Im Radarbild ist der Bereich 4 jedoch gut 
vom Bereich 2 zu unterscheiden und bildet nach Abbildung 5.16 auch ein eigenes 
Segment. Sein RÃ¼ckstreukoeffizien zum Beispiel ist wesentlich kleiner als der 
vom Bereich 2. Da der Bereich 4 aber nur einen geringen Teil des Gebiets mit 
mitteldickem erstjÃ¤hrige Eis ausmacht, wird dieser die Statistik nicht wesent- 
lich beeinflussen. Im Radarbild Ã¤hnel der Bereich 4 eher den Bereichen 1 und 
3, die im Line-Scanner-Bild als dickes erstjÃ¤hrige Eis klassifiziert wurden. Die 
Bereiche 1 und 3 wurden im Radarbild auch richtig klassifiziert. Im Radarbild 
wird jedoch fÃ¤lschlicherweis auch der Bereich 4 als dickes erstjÃ¤hrige Eis inter- 
pretiert. Bei der abschlieÂ§ende Kontrolle mit den klassifizierten Line-Scanner- 
Daten wird hier also eine Fehlinterpretation erkannt, da im Line-Scanner-Bild 
mitteldickes erstjÃ¤hrige Eis erkannt wurde. Neben den klassifizierten Radarda- 
ten und den statistischen Parametern fÃ¼ die Eistypen enthÃ¤l das Ergebnis der 
Routine vsarclas eine Tabelle, die fÃ¼ alle im Line-Scanner-Bild klassifizierten 
Eistypen angibt, welcher Anteil der Eistypen mit den Abgaben fÃ¼ das Radarbild 
Ãœbereinstimmen also richtig klassifiziert wurde. 
Bei der Erstellung dieser Fehlerstatistik kann entschieden werden, ob alle Bild- 
punkte einzeln oder jeweils die zusammengefaflten Segmente des Radarbildes un- 
tersucht werden sollen. Bei der Bearbeitung der einzelnen Segmente wird der 
Eistyp mit dem wesentlichen Anteil verglichen, so daÂ Fehlklassifikationen, die 
durch falsche rÃ¤umlich Zuordnung der Bilddaten an BereichsÃ¼bergÃ¤ng entste- 
hen, unberÃ¼cksichtig bleiben. 
5.3.2 Optimierte  Klassifikation 
Bei den Auswertungarbeiten wurde deutlich, daÂ die Einbeziehung einiger sta- 
tistischer Parameter der Radardaten keineverbessung des Klassifikationsergeb- 
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haben keinen EinfluÂ auf die Statistik. 
Abbildung 5.15: Ausschnitt aus dem Szenario vom 12. MÃ¤r 1993 entsprechend Abbildung 
5.1. Auf der rechten Seite ist das Temperaturbild vom Infrared-Line-Scanner dargestellt. Das 
linke Bild enthÃ¤l das Ergebnis der Klassifikation aus beiden Line-Scannern. Im Bereich 1 liegt 
eine Fehlklassifikation vor. 
5.4.1 Verfahren 
Die Line-Scanner-Daten, die mit den Methoden aus Kapitel 2 korrigiert und mit 
denen aus Kapitel 3 klassifiziert wurden, kÃ¶nne Fehlinterpretationen enthalten. 
Durch unvollstÃ¤ndig Korrekturen kÃ¶nne beide Spektralbereiche fÃ¼ Gebiete mit 
gleichen Eistypen unterschiedliche IntensitÃ¤te zeigen oder es kann die Unter- 
scheidung von verschiedenen Eistypen wegen fehlender IntensitÃ¤tsunterschied 
unmÃ¶glic sein. Da speziell fÃ¼ die Korrektur von meflbedingten IntensitÃ¤ts 
variationen in den Line-Scanner-Daten Verfahren entwickelt wurden, die gute 
Ergebnisse liefern, wird diese Fehlerquelle geringe Bedeutung haben. Trotzdem 
bereiten nicht vollstÃ¤ndi korrigierte Fehler Schwierigkeiten bei der Segmentie- 
rung der Line-Scanner-Daten, wenn die Cluster der signifikanten Eistypen im 
Merkmalsraum nicht deutlich voneinander getrennt werden kÃ¶nnen Die Aus- 
wirkung eines solchen Fehlers ist in Abbildung 5.15 zu erkennen, in der auf der 
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rechten Seite ein Bild des Infrared-Line-Scanners und links die klassifizierten Da- 
ten aus beiden Line-Scannern dargestellt sind. Im gezeigten Bereich konnten 
drei Eistypen voneinander unterschieden werden. Neben dem schwarzen Hinter- 
grund ist das mehrjÃ¤hrig Eis (MY) dunkelgrau, dickes erstjÃ¤hrige Eis (FY3) 
mittelgrau und mitteldickes erstjÃ¤hrige Eis (FY2) hellgrau dargestellt. I m  Be- 
reich l ist zu erkennen, daÂ ein Teil des mehrjÃ¤hrige Eises als dickes erstjÃ¤hri 
ges Eis klassifiziert wurde. Im Temperaturbild kann eindeutig die ZugehÃ¶rigkei 
zur grÃ¶Â§er Scholle erkannt werden. Auch das Radarbild aus Abbildung 5.1 
zeigt dieses. WÃ¼rd nun die Klassifikation mit Clustern durchgefÃ¼hr werden, 
die diesen Bereich als mehrjÃ¤hrige Eis klassifizieren, so wÃ¼rde andere Bereiche 
einer Fehlklassifikation unterliegen. Im Beispiel von Abbildung 5.15 wÃ¼rd der 
Bildrand im Bereich 2 fÃ¤lschlic als mehrjÃ¤hrige Eis interpretiert werden. Im 
Temperaturbild kann diese Bereichsgrenze zwar nicht eindeutig erkannt werden, 
das Radarbild von Abbildung 5.1 bestÃ¤tig jedoch diese Schollenkante. 
Neben der Segmentierung enthÃ¤l auch die Klassifikation der Line-Scanner-Daten 
FehlermÃ¶glichkeiten Bei der Segmentierung der Bilddaten mit Hilfe des zweidi- 
mensionalen Histogramms (Kapitel 3) erhÃ¤l man eine Unterteilung in Gebiete 
mit gleichem Charakter. Es wurde dargestellt, daÂ die Klassifikation dieser 
Gebiete nicht anhand absoluter GrÃ¶Â§ der beiden Spektralbereiche der Line- 
Scanner durchgefuhrt wird. Dies ist nicht mÃ¶glich da im Fall des sichtbaren 
Spektralbereichs nur die relative Verteilung des reflektierten Sonnenlichts und 
nicht die ReflektivitÃ¤ der EisoberflÃ¤ch gemessen wird. Man kann den Eistypen 
ohnehin keine absolute ReflektivitÃ¤ zuordnen, da diese im wesentlichen durch 
aufliegenden Schnee und dessen Alter bestimmt wird. 
Mit dem Infrared-Line-Scanner werden zwar absolute Temperaturen gemessen, 
jedoch hÃ¤ng die OberflÃ¤~hentem~eratu stark von der Schneeauflage ab und da- 
neben auch von der Windgeschwindigkeit, Lufttemperatur und Sonneneinstrah- 
lung. Es ist also auch hier nur eine relative Unterscheidung der Eisdicken mÃ¶glich 
Nach der Segmentierung der Line-Scanner-Daten wird die Klassifikation der Ob- 
jektbereiche subjektiv durchgefuhrt. Die GÃ¼t hÃ¤ng auch von der GÃ¼t der 
Beobachtungen wÃ¤hren des MeBfluges ab, nach denen man sich bei der Klassi- 
fikation richten kann. Jedoch helfen auch die Bilddaten der Line-Scanner selbst 
bei der Klassifikation, da einzelne Bereiche der Objektklassen anhand ihrer Form 
und Struktur von erfahrenen Eisbeobachtern erkannt werden kÃ¶nnen Fehlklas- 
sifikationen haben keinen EinfluÂ auf die Rangfolge, da Ã¤ltere Eis dicker und 
somit an der OberflÃ¤ch im allgemeinen auch kÃ¤lte ist. Bei jÃ¼ngere Eis wird 
neben dem eindeutigen Temperaturverlauf das Erscheinungsbild mit zunehmen- 
der Dicke auch eindeutig heller. FÃ¼ die vorliegende Untersuchung ist es vor 
allem wichtig, daÂ gleiche Eisgebiete zu einen Eistyp zusammengefaflt werden, 
wÃ¤hren die Klassifikation zum richtigen Eistyp zweitrangig ist, da es zuerst zu 
untersuchen gilt, ob im Radarbild die Eistypen ein einheitliches Erscheinungsbild 
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Abbildung 5.16: Ausschnitt entsprechend Abbildung 5.1 und 5.15. Auf der linken Seite 
sind die Radarsegmentgrenzen dem Bild der RÃ¼ckstreuintensitÃ¤t des Radars Ãœberlager (Or- 
bit: 8657; Frame: 1935; @eSa). Rechts kann anhand der ZusammenfÃ¼hrun dieser Segment- 
grenzen und dem klassifizierten Line-Scanner-Bild die rÃ¤umlich Zuordnung beurteilt werden. 
haben. HierfÃ¼ ist die Identifizierung der Eistypen nicht notwendig; sie mÃ¼sse 
nur voneinander getrennt werden. 
Die Klassifikation kann durch die Zuhilfenahme von Feldmessungen sicherer durch- 
gefÃ¼hr werden. Diese MÃ¶glichkei wurde auf der Expedition ARK 1x12 [HIRCHE 
und I < A T T N E R , ~ ~ ~ ~ ]  im Sommer 1993 ausgiebig genutzt, indem alle Messungen, 
die mit den Line-Scannern durchgefÃ¼hr wurden, auch von Arbeiten auf dem Eis, 
die Dickenmessungen und Strukturunters~chungen beinhalten, begleitet wurden. 
FÃ¼ die Flugzeugexpedition REFLEX I1 [KOTTMEIER et a i ,  19931, die Anfang 
1993 im Winter durchgefÃ¼hr wurde, liegen nur Feldmessungen in der Umgebung 
des Forschungsschiffes POLARSTERN vor, das sich zeitweise im Untersuchungs- 
gebiet befand. Auf diese Untersuchungen konnte bei der Interpretation des hier 
vorgestellten Beispiels zurÃ¼ckgegriffe werden, da der Mei3flug das Einsatzgebiet 
von POLARSTERN passierte. 
Vor der gemeinsamen Auswertung der Line-Scanner-Daten und der Satellitenda- 
ten werden auch die Radarbilder segmentiert. Im Abschnitt 4.3 wurden mehrere 
Parameter vorgestellt, die bei der Segmentierung variiert werden kÃ¶nnen Mit 
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der visuellen Beurteilung der Zwischen- und Endergebnisse wird die Segmentie- 
rung optimiert. Die Segmentierung des Beispielausschnittes ist in Abbildung 5.16 
wiedergegeben. Auf der linken Seite sind die Segmentgrenzen dem Bild der 
RÃ¼ckstreuintensitÃ¤t des Radars Å¸berlagert Interpretationsfehler sind daran 
zu erkennen, daÂ Segmente mehrere Eistypen enthalten, also der Algorithmus 
bei der Segmentierung BereichsÃ¼bergÃ¤n erkannt hat. Die Parameter sollten 
so eingestellt werden, daÂ§ wie beim Ergebnis von Abbildung 5.16, mÃ¶glichs 
keine Mischsegmente auftreten. Die Klassifikation von kleinen Bereichen wird 
in jedem Fall unsicherer sein als die von groÂ§eren d a  bei groÂ§e Segmenten ne- 
ben dem Speckle-Rauschen auch Variationen im Erscheinungsbild der EisflÃ¤che 
durch Mittelwertbildung ausgeglichen und Texturen besser erkannt werden. Die 
Unterteilung von sehr groflen homogenen Bereichen in mehrere rnittelgrofle Seg- 
mente hat jedoch keinen EinfluÂ§ da die Segmente bei der Klassifikation wieder 
zusammengefaflt werden. Die Auswirkung fÃ¼ die Variation von Parametern bei 
der Segmentierung der Radardaten wird durch den Vergleich von Abbildung 5.16 
und Abbildung 4.7 auf Seite 139, in der unten rechts fast derselbe Ausschnitt 
dargestellt ist, deutlich. Die Segmentgrenzen sind zwar teilweise anders gewÃ¤hlt 
sie enthalten jedoch kein widersprÃ¼chliche Ergebnis. 
Die rechte Seite von Abbildung 5.16 zeigt nun die Segmentgrenzen des Radarbil- 
des, Å¸berlager von den klassifizierten Line-Scanner-Daten. Bei einer perfekten 
rÃ¤umliche Zuordnung zwischen Line-Scanner-Daten und Radardaten sowie glei- 
cher Trennung der Bereiche mÃ¼Â§t die Segmentgrenzen des Radarbildes mit  den 
Grenzen zwischen den Eistypen im Line-Scanner-Bild zusammenfallen. ZusÃ¤tz 
liche Segmentgrenzen sind wegen der oben genannten GrÃ¼nd von geringer Be- 
deutung. Im gezeigten Beispiel sind fÃ¼ fast sÃ¤mtlich Bereichsgrenzen der Line- 
Scanner-Daten auch Segmentgrenzen vorhanden, wenn diese auch nicht genau 
deckungsgleich sind. Nur im Bereich 1 von Abbildung 5.15 fehlt eine Segment- 
grenze im Radarbild. Als Grund wurde auch schon die fehlerhafte Segmentierung 
der Line-Scanner-Daten gefunden. Im Modus der Klassifikation der Radarda- 
ten mit der Routine vsarclas, in dem der wesentliche Anteil der Eisklasse im 
Line-Scanner-Bild fÃ¼ ein gesamtes Radarsegment gilt, wird jedoch auch dieses 
Segment richtig als mehrjÃ¤hrige Eis interpretiert. 
Die Verschiebung zwischen den Segmentgrenzen des Radarbildes und den Klassi- 
fikationsgrenzen des Line-Scanner-Bildes liegt in der zeitlichen Differenz zwischen 
den beiden Aufnahmen begrÃ¼ndet Auch hierbei kompensiert die Interpretation 
der Radarsegmente als denjenigen Eistyp, der den wesentlichen Anteil im Line- 
Scanner-Bild ausmacht, diese Verschiebung fast vollstÃ¤ndig Schwierigkeiten tre- 
ten erst auf, wenn die Fehler in der GroBenordnung der Segmentgroflen liegen, 
wie es speziell in Rissen bei Nilas oder offenem Wasser vorkommen kann. 
Im Beispielausschnitt lieferte die Analyse mit der Routine vsarclas folgende mitt- 
lere RÃ¼ckstreukoeffiziente und Standardabweichungen fÃ¼ mitteldickes und dickes 
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Abbildung 5.17: Klassifiziertes Radar- und Line-Scanner-Bild. Das Radarbild (links) wurde 
nur anhand der mittleren RÃ¼ckstreukoeffiziente crO klassifiziert und liefert schon gute Uber- 
einstimmung mit den Line-Scanner-Daten. 
erstjÃ¤hrige Eis und mehrjÃ¤hrige Eis: 
Eine allein mit diesen GrÃ¶Â§ durchgefÃ¼hrt Klassifikation ist in Abbildung 5.17 
im Vergleich zum klassifizierten Line-Scanner-Bild wiedergegeben. Die alleinige 
Nutzung der mittleren RÃ¼ckstreukoeffiziente liefert schon ein optisch recht gutes 
Ergebnis, das jedoch durch Tabelle 5.2 noch nicht bestÃ¤tig wird. 
Die Angaben in der Tabelle werden von der Routine vsarclas zur AbschÃ¤tzun der 
GÃ¼t der Klassifikation berechnet. Tabelle 5.2 enthÃ¤l in der obersten Zeile die 
prozentualen Anteile der vorhandenen Eistypen, wie sie aus dem Line-Scanner- 
Bild klassifiziert wurden. Die linke Spalte enthÃ¤l die gleichen Angaben fÃ¼ die 
klassifizierten Radardaten in1 Bildbereich der Line-Scanner. Beim Vergleich die- 
ser Angaben ist zu erkennen, daÂ im Radarbild 36,9% als mitteldickes erstjÃ¤hrige 
Eis (FY2) klassifiziert wurde, wobei im Line-Scanner-Bild nur 31,3% vorgegeben 
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Line-Scanner-Klassen in % 
mittlere Ãœbereinstimmung 71,2% 
FY2 
31,3 
Tabelle 5.2: Prozentuale Anteile der Eistypen im Radar- und Line-Scanner-Bild von Abbil- 
dung 5.17. ZusÃ¤tzlic ist angegeben, welche Anteile der Objektklassen des Line-Scanner-Bildes 
mit  den Objektklassen des Radarbildes zusammenfallen. Die mittlere Ubereinstimmung wird 
als Mittelwert der Angaben aus der Hauptdiagonalen berechnet. Die Klassifikation wurde nur 
mit Hilfe der mittleren RÃ¼ckstreukoeffiziente U' durchgefÃ¼hrt 
waren. Die Anteile vom dicken erstjÃ¤hrige Eis (FY3) stimmen sehr gut Ã¼berein 
jedoch wird im Radarbild zu wenig mehrjÃ¤hige Eis (MY) erkannt. Die unte- 
ren drei EintrÃ¤g der zweiten Spalte geben an, daÂ die Gebiete des FY2 vom 
Line-Scanner-Bild im Radarbild zu 78,5% richtig als FY2, zu 11,4% als FY3 und 
zu 10,1% als MY klassifiziert wurden. Entsprechende Angaben enthalten die 
restlichen EintrÃ¤g fÃ¼ FY3 und MY der Line-Scanner-Daten. In dieser Tabelle 
enthalten die Hauptdiagonalelemente Angaben Ã¼be die richtige Zuordnung. Ihr 
Mittelwert gibt als mittlere Ãœbereinstimmun eine Aussage Ã¼be die GÃ¼t der 
Klassifikation an. Tabelle 5.2-entstand auf Basis von Bildpunktvergleichen der 
beiden Bilder aus Abbildung 5.17. Die schlechten Ergebnisse der richtigen Zu- 
ordnung sind im wesentlichen auf die fehlerhafte Ãœbereinstimmun der Segment- 
grenzen des Radarbildes mit den Line-Scanner-Daten zurÃ¼ckzufÃ¼hre auf die mit 
Abbildung 5.16 hingewiesen wurde. Ein Vergleich der Anteile der drei Eistypen 
aus der Gesamteisbedeckung bleibt jedoch auch bei einer leichten Verschiebung 
und somit einer schlechten rÃ¤umliche Ãœbereinstimmun gÃ¼ltig 
Das Problem der rÃ¤umliche Zuordnung zwischen Line-Scanner- und Radarda- 
ten und die damit verbundenen Schwierigkeiten wurden dadurch gelÃ¶st daÂ nur 
die wesentlichen Anteile der Line-Scanner-Klassen in den Radarsegmenten zur 
Interpretation herangezogen wurden. Genauso wird nun auch bei der Kontrolle 
der Klassifikation vorgegangen. Statt des Vergleichs von einzelnen Bildpunkten 
werden Segmente im Radarbild untersucht. In die Fehlerstatistik gehen dann 
nur die Gebiete ein, die den wesentlichen Anteil der Line-Scanner-Klassen im 
Radarsegment ausmachen. Dieses Verfahren fÃ¼hr zu Tabelle 5.3. 
Man besuchte, daÂ die Angaben der Bedeckung mit unterschiedlichen Eistypen 
in beiden Bilddaten nicht mehr denen aus Tabelle 5.2 entsprechen, da nur noch 
klassen 11,4 55,5 
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11 Line-Scanner-Klassen in % 1 
mittlere Ãœbereinstimmung 87,6% 
Tabelle 5.3: Prozentuale Anteile der Eistypen im Radar- und Line-Scanner-Bild von Abbil- 
dung 5.17, wobei nur ausgewÃ¤hlt Gebiete berÃ¼cksichtig wurden (siehe Text). Die Klassifika- 
tion wurde nur mit  Hilfe des mittleren RÃ¼ckstreukoeffiziente durchgefÃ¼hrt 
Abbildung 5.18: Klassifizierte Radarbilder von demselben Gebiet wie in Abbildung 5.17. Das 
linke Bild wurde ausschlieÃŸlic unter Verwendung des 2. normierten Moments ÃŸ klassifiziert. 
Im rechten Bild lagen nur die Werte des inversen Differenzmoments S , J D ~  vor. 
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ausgewÃ¤hlt Gebiete berÃ¼cksichtig werden. Durch gemeinsame Betrachtung von 
Abbildung 5.16 und 5.17 kÃ¶nne die Segmente mit Fehlinterpretationen gefun- 
den werden. Es handelt sich im wesentlichen um kleine Gebiete. Die mittlere 
Ãœbereinstimmun wÃ¤chs so bereits auf 87,6% an. 
Bevor nun die Ergebnisse der Klassifikation durch eine Kombination von verschie- 
denen statistischen Parametern der Radardaten gezeigt werden, wird anhand des 
2. normierten Moments ÃŸ und des inversen Differenzmoments (.IDM der Textur 
das Potential der Verwendung dieser GrÃ¶Â§ dargestellt. Abbildung 5.18 zeigt 
auf der linken Seite das anha,nd von ÃŸ klassifizierte Radarbild. Die rechte Seite 
enthÃ¤l dagegen die Klassifikation, die unter Verwendung der TexturgrÃ–B (,IDM 
durchgefÃ¼hr wurde. Die Fehlerstatistiken sind in den Tabellen 5.4 und 5.5 dar- 
gestellt. 
11 Line-Scanner-Klassen in % 1 
mittlere Ãœbereinstimmung 70,4% 
Tabelle 5.4: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild 
von Abbildung 5.18 (linke Seite), wobei nur ausgewÃ¤hlt Gebiete berÃ¼cksichtig wurden (siehe 



























Tabelle 5.5: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild von 
Abbildung 5.18 (rechte Seite), wobei nur ausgewÃ¤hlt Gebiete berÃ¼cksichtig wurden (siehe 
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Abbildung 5.19: Klassifizierte Radarbilder von demselben Gebiet wie in Abbildung 5.17. 
Das linke Bild wurde mit dem kombinierten Einsatz des mittleren RÃ¼ckstreukoeffiziente 0-' 
und dem 2. normierten Moment ÃŸ klassifiziert. Das rechte Bild zeigt das beste Klassifikations- 
sergebnis mit einer mittleren Ãœbereinstimmun von 97,4%. Seine Fehlerstatistik ist in Tabelle 
5.6 dargestellt. 
In beiden Tabellen ist die groÂ§ Abweichung der Eistypenverteilung im Radar- 
bild von der im Line-Scanner-Bild auffallend. Die relativ hohen mittleren Ãœber 
einstimmungen von 70,4% bei ÃŸ und sogar 73,3% bei &M zeigen, daÂ diese 
GrÃ¶Â§ trotzdem als zusÃ¤tzlich Kriterien bei der Klassifikation der Radarda- 
ten erfolgversprechend sind. Bei alleiniger Nutzung eines einzelnen statistischen 
Parameters brachte der mittlere RÃ¼ckstreukoeffizien a0 mit einer mittleren Ãœber 
einstimmung von 87,6% das beste Ergebnis. Die normierten Momente ergaben fÃ¼ 
ÃŸ2 70,4%; ÃŸ3 74,9% und ÃŸ4 56,1%; die zentralen Momente fÃ¼ n: 61,1% und 
7 4 :  70,6%. Bei den Texturmaoen lagen neben dem inversen Differenzmoment 
tIDM mit 73,3% und dem Kontrast S,CON mit 50,7% nur schlechte Ãœbereinstim 
mungen vor. 
Bei der gleichzeitigen Verwendung mehrerer statistischer Parameter wird die im 
vorigen Abschnitt erklÃ¤rt optimierte Klassifikation angewendet. Als Kriterium 
zur Optimierung wird die mittlere Ãœbereinstimmun herangezogen. Das beste 
Ergebnis, welches mit der Kombination von zwei Parametern, nÃ¤mlic dem mitt- 
leren RÃ¼ckstreukoeffiziente a0 und dem 2. normierten Moment ÃŸi erzielt wurde, 
ist in Abbildung 5.19 auf der linken Seite und als Fehlerstatistik in Tabelle 5.6 
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dargestellt. Mit dieser Kombination wird eine mittlere Ãœbereinstimmun von 
94,8% erreicht. 
Die Kombination von ÃŸ und ÃŸ ergibt dagegen mit 74,9% keine Verbesserung im 
Vergleich zur alleinigen Nutzung von ÃŸ3 Diese beiden GrÃ–Â§ korrelieren nach 
SKRIVER [l989a] auch sehr stark miteinander. Es macht daher keinen Sinn, diese 
beiden GrÃ¶fle gemeinsam bei der Klassifikation einzusetzten. Entsprechendes 
gilt fÃ¼ die Kombination der normierten zentralen Momente 7 3  und 7 4  und fÃ¼ 
die TexturgrÃ¶fl (,GON in Verbindung mit {.IDM- Eine Verbesserung im Vergleich 
zu den jeweiligen Einzelwerten konnte beim Einsatz der Schiefe 7 3  in Kombination 
mit tCON oder ( , I ~ ~  erzielt werden. Diese Groflen sind nicht stark miteinander 
korreliert. 
mittlere Ãœbereinstimmung 94,7% 
Tabelle 5.6: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild 
von Abbildung 5.19 (linke Seite), wobei nur ausgewÃ¤hlt Gebiete berÃ¼cksichtig wurden (siehe 
Text). Die Klassifikation wurde mit  Hilfe des mittleren RÃ¼ckstreukoeffiziente (T' und des 












mittlere Ãœbereinstimmung 97,4% 




Tabelle 5.7: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild von 
Abbildung 5.19 (rechte Seite), wobei nur ausgewÃ¤hlt Gebiete berÃ¼cksichtig wurden (siehe 
Text). Dies ist die beste Klassifikation des Beispielausschnittes. Es wurde unter Verwendung 
des mittleren RÃ¼ckstreukoeffiziente U ' ,  des 2. normierten Moments ÃŸ und des inversen Diffe- 
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Abschlieflend zeigt das rechte Bild von Abbildung 5.19 das Ergebnis der Klas- 
sifikation unter gleichzeitiger Verwendung des mittleren RÃ¼ckstreukoeffiziente 
U',  des 2. normierten Moments ÃŸ und des inversen Differenzmoments tIDM. Es 
wird hiermit eine mittlere Ãœbereinstimmun von 97,4% erzielt. Beim Vergleich 
von Tabelle 5.7 mit Tabelle 5.6 fÃ¤ll erst einmal die Verbesserung der Eistypen- 
verteilung im Radarbild auf, die in der linken Spalte angegeben ist. Der Anteil 
des FY3 wird Ã¼berschÃ¤tz da die Bereiche des FY3 aus den Line-Scanner-Daten 
sÃ¤mtlic richtig klassifiziert wurden und die Fehlklassifikation des FY2 und MY 
einen Zuwachs des FY3 ergeben. In Abbildung 5.19 sind die fÃ¼n Bereiche ge- 
kennzeichnet, die falsch klassifiziert wurden. Mit Hilfe der Abbildung 5.16, in der 
die Segmentgrenzen des Radarbildes und die klassifizierten Line-Scanner-Daten 
enthalten sind, und der Abbildung 5.1 auf Seite 145 mit den originalen Bilddaten 
kÃ¶nne die Ursachen der Fehlklassifikation erkannt werden. 
Die Fehlklassifikation des FY2 als FY3, die mit 4,6% angegeben ist, wird aus- 
schliefllich durch den Bereich 1 in Abbildung 5.19 verursacht. Betrachtet man in 
diesem Bereich in Abbildung 5.1 die Daten des Infrared-Line-Scanners, so kann 
man davon ausgehen, daÂ es sich in diesem Bereich tatsÃ¤chlic nicht um FY3 
handelt, also eine Fehlklassifikation in den Line-Scanner-Daten und nicht in den 
Radardaten vorliegt. Wenn man dies korrigiert, steigt die mittlere Ãœbereinstim 
mung der Klassifikation sogar auf 99,0% an. Bei der Klassifikation des FY2 als 
MY handelt es sich um den Bereich 2. Dieser hat keine Bedeutung, da er bei der 
Bildung des Beispielausschnittes als kleiner Randbereich entstanden ist. MY ist 
in den Bereichen 3, 4 und 5 falsch klassifiziert. Die Bereiche 3 und 5 sind Fehl- 
klassifikationen, da  die Radarsignaturen in diesen Segmenten nicht ihrem Eistyp 
entsprechen. Der Bereich 4 umfaÂ§ nur eine sehr kleine Ecke des mittelgrauen 
FY3. Im ursprÃ¼ngliche Radarbild ist zu erkennen, daÂ sich dieses Segment 
tatsÃ¤chlic auf einer Schollenkante, die unterschiedliche Eistypen trennt, befin- 
det. So wie dieses Segment gebildet ist, kann es durchaus sowohl als MY als auch 
als FY3 interpretiert werden. Die Fehlklassifikation ist hier auf die fehlerhafte 
rÃ¤umlich Anpassung der DatensÃ¤tz zurÃ¼ckzufÃ¼hre 
Dieses Beispiel wurde ausfÃ¼hrlic behandelt, um die LeistungsfÃ¤higkei der ver- 
wendeten Methode zu untersuchen. Dabei wurde der Ausschnitt nicht nach der 
guten mittleren Ãœbereinstimmun ausgewÃ¤hlt sondern zur Veranschaulichung 
der Fehlinterpretation im Abschnitt 5.2.1. Um auf diese noch einmal zurÃ¼ck 
zukommen, ist auch bemerkenswert, daÂ der Bereich 4 aus Abbildung 5.1 im 
endgÃ¼ltige Ergebnis richtig klassifiziert wurde. Im Vergleich zwischen Abbil- 
dung 5.17 und 5.18 ist zu erkennen, daÂ dieser Bereich durch das 2. normierte 
Moment ÃŸ als FY2 richtig klassifiziert wird. 
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5.4.2 Wintersignaturen 
Obwohl mit der vorliegenden Methode nicht allgemeingÃ¼ltig Radarsignaturen 
fÃ¼ unterschiedliche Eistypen gefunden werden sollen, sind diese GrÃ¶fle fÃ¼ das 
gesamte Szenario vom 12. MÃ¤r 1993 in Tabelle 5.8 der VollstÃ¤ndigkei halber zu- 
sammengefaflt. Die Tabelle zeigt die Werte fÃ¼ eine SegmentmindestgrÃ¶fl von 500 
Bildpunkten, fÃ¼ die die besten Ergebnisse ermittelt wurden. Mit nur leichten Ab- 
weichungen entstanden die Abbildungen aus Abschnitt 5.2.2 unter Verwendung 
dieser Werte. 
Tabelle 5.8: Mittelwerte und Standardabweichungen der Radarsignaturen, wie sie fÃ¼ das 
Szenario vom 12. MÃ¤r 1993 ermittelt wurden. BerÃ¼cksichtig wurden Bildsegmente mi t  einer 
GrÃ¶Â von mindestens 500 Bildpunkten. 
Mit der Ausdehnung der Interpretation Ã¼be inen grÃ¶oere rÃ¤umliche Bereich in 
der Radarszene verschlechtern sich die Ergebnisse der Fehlerstatistiken. Hierbei 
schlÃ¤g die VerÃ¤nderlichkei der einzelnen Eistypen Ã¼be grÃ¶fler Distanzen zu 
Buche, die im behandelten Beispiel keinen Einflufl hatte. Diese Grooen werden 
im folgenden untersucht. 
Tabelle 5.9 zeigt die Ergebnisse der Klassifikation der gesamten Szene, bei der 
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I I Line-Scanner-Klassen in % 
mittlere Ãœbereinstimmung 32,4% 
Tabelle 5.9: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild 
vom 12. MÃ¤r 1993. Diese Ergebnisse wurden unter ausschlieÃŸliche Verwendung des mittleren 
RÃ¼ckstreulcoeffiziente u0 erzielt. 
nur der mittlere RÃ¼ckstreukoeffizien u0 zur Unterscheidung herangezogen wurde. 
Der Vergleich der mittleren ~bereinstimmung von nur 32,4% mit dem Wert aus 
Tabelle 5.2 (71,2%) bei deren Berechnung ebenfalls allein der mittlere RÃ¼ckstreu 
koeffizient crO berÃ¼cksichtig wurde, macht deutlich, welche Variationen die Ra- 
darsignaturen Ã¼be grÃ¶fler Gebiete haben. Dies schlechte Ergebnis kommt im 
wesentlichen durch die Fehlinterpretation von DN, FY1 und FY2 zustande. DN 
wird in groflen Teilen als FY3 interpretiert, da der Einzugsbereich von FY3 nach 
Abbildung 5.6 mit dem des DN Ãœberlager ist und wegen der geringen Standard- 
abweichung von FY3 dieser Eistyp bevorzugt wird. Entsprechendes gilt fÃ¼ FY1 
und FY2. Beide Eistypen werden im wesentlichen als LN klassifiziert. Diese drei 
Typen bilden nach Abbildung 5.6 ebenfalls einen gemeinsamen Einzugsbereich 
und kÃ¶nne mit ausschliefllicher Nutzung des mittleren RÃ¼ckstreukoeffiziente 
nicht voneinander unterschieden werden. Bei der Betrachtung der beiden letzten 
Reihen und Spalten sind die bereits in Abschnitt 5.2.2 stÃ¤ndi auftretenden Ã¼ber 
einstimmenden Eigenschaften der beiden alten Eistypen SY und MY zu erkennen. 
Die Unterscheidung kann auch bei Hinzunahme von weiteren statistischen Para- 
metern der Radardaten kaum verbessert werden, so daÂ diese Typen spÃ¤te auch 
als altes Eis (01 - old ice) zusammengefaflt werden. 
Mit der Hinzunahme des 2. normierten Moments ÃŸ verbessert sich die mittlere 
Ãœbereinstimmun auf 50,8%. Diese Steigerung kommt durch die bessere Klas- 
sifikation der Anteile von DN, FY1 und FY2 zustande. In Abbildung 5.12 ist 
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I I Line-Scanner-Klassen in % 
mittlere Ãœbereinstimmung 56,8% 
Tabelle 5.10: Prozentuale Anteile der Eistypen i m  Line-Scanner-Bild und dem Radarbild 
vom 12. MÃ¤r 1993. Dies ist die erfolgreichste Klassifikation mi t  Unterscheidung von sieben 
Eistypen. Es wurden bei der Klassifikation der mittlere RÃ¼ckstreukoeffizien U ' ,  das 2. nor- 
mierte Moment ÃŸ2 das 3. zentrale Moment 7 3  und die Texturmaoe, der Kontrast (,CON und 
das inverse Differenzmoment (UDM ausgewertet. 
im zweidimensionalen Merkmalsraum zu erkennen, warum DN nicht mehr zu so 
grofien Anteilen als FY3 klassifiziert wird. Das Einzugsgebiet von FY3 deckt nur 
noch einen Quadranten des DN ab. Auch hat das 2. normierte Moment ÃŸ von 
FY3 eine nicht so extrem geringe Standardabweichung. Mit Hilfe des 2. norrnier- 
ten Moments ÃŸ kÃ¶nne auch die drei Eistypen LN, FY1 und FY2 besser getrennt 
werden. 
Das beste Ergebnis, das bei der Unterscheidung von sieben Eistypen erzielt wurde, 
ist in Tabelle 5.10 wiedergegeben. Hierbei wurden keine SegmentmindestgrÃ¶f3e 
verwendet. Es wurde mit der gemeinsamen Nutzung von fÃ¼n Merkmalen erzielt. 
Neben dem mittleren RÃ¼ckstreukoeffiziente a0 und dem 2. normierten Moment 
ÃŸ wurden das 3. zentrale Moment -73 und die beiden TexturmaBe, der Kontrast 
tcoN und das inverse Differenzmoment f I D m  berÃ¼cksichtigt Die mittlere Ãœber 
einstimmung konnte hiermit auf 56,8% gesteigert werden. Abgesehen von der 
Fehlklassifikation zwischen den beiden alten Eistypen SY und MY wird das Er- 
gebnis durch die schlechte Identifizierung des erstjÃ¤hrige Eises begrenzt. Von 
allen drei Entwicklungsstadien des erstjÃ¤hrige Eises werden groi3e Anteile als Ni- 
las erkannt. Untereinander und zum alten Eis gibt es nur geringe Fehlklassifika- 
tionen. Bei der Ermittlung der Merkmale aus Segmenten mit einer MindestgrÃ¶fi 
von 500 Bildpunkten konnte dieses Ergebnis geringfÃ¼gi verbessert werden. Die 
Aussagekraft des inversen Differenzmoments hDM wurde hierbei unbedeutend, so 
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11 Line-Scanner-Klassen in % 1 
mittlere Ãœbereinstimmung 60,5% 
Tabelle 5.11 : Prozentuale Anteile der Eistypen im Line-Scanner-Bild und im Radarbild. 
Diese Tabelle wurde mit den Daten aus Tabelle 5.9 gebildet, indem die Eistypen in drei Gruppen 
zusammengefaflt wurden. 







Die Klassifikation kann genauer durchgefÃ¼hr werden, wenn die Anzahl der Eis- 
typen reduziert wird, also die Typen in gemeinsamen Gruppen zusammengefaÂ§ 
werden. Im vorliegenden Fall bietet sich eine Reduktion auf drei Eistypen an. DN 
und LN werden als Nilas (NI) zusammengefaat. Die drei Entwicklungsstadien des 
erstjÃ¤hrige Eises werden zum FY. Als altes Eis (01 - old ice) werden SY und MY 
vereint. Die Statistiken werden sich um den Teil verbessern, bei dem die Fehl- 
klassifikation innerhalb der gebildeten Gruppen stattfand. Die Fehlklassifikation 














Bei der Zusammenfassung gibt es zwei MÃ¶glichkeiten UngÃ¼nsti wÃ¤r es, von 
vornherein nur noch mit drei Eistypen zu arbeiten. Schon bei der Betrachtung 
der mittleren RÃ¼ckstreukoeffiziente in Abbildung 5.6 wird deutlich, daÂ bei der 
ZusammenfÃ¼hrun von FY1, FY2 und FY3 ein Mittelwert entstehen kÃ¶nnte der 
keinem dieser drei Typen gerecht werden wÃ¼rde Dieses wird ebenfalls bezÃ¼glic 
des Nilas deutlich. Nur beim alten Eis (01) wÃ¼rd es keine Schwierigkeiten geben. 
Wenn jedoch die Klassifikation mit allen Eistypen durchgefÃ¼hr und erst bei der 
Erstellung der Fehlerstatistik in Gruppen zusammengefaÂ§ wird, kÃ¶nne sowohl 
die Unterschiede der einzelnen Typen genutzt als auch durch die Zusammenfas- 






Durch die Zusammenfassung in Gruppen wird Tabelle 5.9 in Tabelle 5.11 Ã¼ber 
fÃ¼hr und die mittlere Ãœbereinstimmun auf 60,5% gesteigert, wobei allein der 
RÃ¼ckstreukoeffizien u0 genutzt wird. Mit der Zusammenfassung der Eistypen 
vor der Klassifikation wÃ¼rd dagegen eine mittlere Ãœbereinstimmun von nur 
58,0% erreicht. Das Ergebnis ist im Detail jedoch weitaus schlechter als das aus 
Tabelle 5.11, da  FY zu fast 92% als N1 klassifiziert wird. 
Durch die gleichzeitige Nutzung fÃ¼n statistischer Parameter wird Tabelle 5.12 aus 
5 INTERPRETATION DER RADARDATEN 
1 Line-Scanner-Klassen in % 1 
mittlere Ãœbereinstimmung 78,0% 
Tabelle 5.12: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und dem Radarbild. 
Diese Tabelle wurde mit den Daten aus Tabelle 5.10 gebildet, indem die Eistypen in drei Grup- 
pen zusammengefafit wurden. Dies ist die beste Klassifikation des gesamten Radarbildes. Es 
wurde unter Verwendung des mittleren RÃ¼ckstreukoeffiziente U', des 2. normierten Moments 
ÃŸi des 3 .  zentralen Moments 7 3  und der Texturmafie, des Kontrasts und des inversen 
Differenzmoments f i D M  erzielt. 
Tabelle 5.10 gebildet. Die mittlere Ãœbereinstimmun betrÃ¤g dann 78,0%. Mit 
einem besonderen Optimierungsverfahren konnte noch eine geringe Verbesserung 
auf eine mittlere Ãœbereinstimmun von knapp Ã¼be 80% erreicht werden. Die 
bei dieser Optimierung verfolgte Idee erÃ¶ffne jedoch neue Probleme, daher wird 
dieses Sachgebiet lediglich im Ausblick (Abschnitt 5.5) angesprochen. So kann 
Tabelle 5.12 in guter NÃ¤herun als Endergebnis der Klassifikationsgenauigkeit fÃ¼ 
die dargestellte Wintersituation angegeben werden. 
5.4.3 Sommersignaturen 
Als Beispiel der Interpretation von Sommersignaturen wird das Szenario vom 
14. Juni 1993 ausgewertet. Das Radarbild ist in Abbildung 1.3 auf Seite 13 und 
die Lage der Aufnahme in Abbildung 1.4 dargestellt. Das Radarbild wurde vom 
SAR des ERS-1 um 13:38UTC aufgenommen. Dasselbe Gebiet haben wir mit 
den Line-Scannern von 13:07 UTC bis 14:41 UTC durchflogen. Teilweise wurden 
die Aufnahmen also zeitgleich durchgefÃ¼hrt Die grÃ¶Â§ Differenz zwischen beiden 
Aufnahmen betrÃ¤g 63 Minuten, innerhalb derer das Eis bei einer angenommenen 
Driftgeschwindigkeit von 20 cm/s etwa um 750 m oder 60 Bildpunkte des SAR 
verschoben wurde. 
Innerhalb des vom SAR abgedeckten Gebiets wurde mit den Line-Scannern bei 
einer FlughÃ¶h von 1200 m und einer Geschwindigkeit von 51 m/s beziehungsweise 
66 rn/s eine FlÃ¤ch von etwa 350 km2 aufgenommen. Dieses entspricht etwa 3,6% 
der gesamten SAR-Szene. 
Beim schneebedeckten Eis handelt es sich im durchflogenen Gebiet im wesent- 
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liehen um dickes erstjÃ¤hrige Eis (FY3) und um zweijÃ¤hrige Eis (SY). Ge- 
legentlich trat auch dÃ¼nne erstjÃ¤hrige Eis (FY1) auf, bei dem anhand der 
OberflÃ¤chenstrukture zu erkennen war, daÂ dieses Eis kurz vor der Bildung 
von SchmelzpfÃ¼tze stand. Diese drei Eistypen konnten wÃ¤hren des Meflfluges 
wegen ihrer unterschiedlichen OberflÃ¤chenstrukture gut voneinander unterschie- 
den werden. Bei der Klassifikation mit den Line-Scannern konnten diese Eisty- 
pen nicht voneinander unterschieden werden, da der Infrared-Line-Scanner im 
Sommer wegen der gleichen OberflÃ¤chentemperature der verschiedenen Eisty- 
pen keine zusÃ¤tzlich Information liefert. Die OberflÃ¤chentemperatu des Eises 
hÃ¤ng im Sommer im wesentlichen von Lufttemperatur und Sonneneinstrahlung 
und kaum von der Eisdicke ab; sie liegt nahe der WasseroberflÃ¤chentemperatur 
Die Temperatur der SchneeoberflÃ¤ch liegt bei Lufttemperaturen um -2OC, wie 
sie im vorliegenden Fall herrschten, sogar Ã¼be der Wassertemperatur, d a  die 
nicht reflektierte Sonneneinstrahlung zu einem groÂ§e Teil in den obersten Mil- 
limetern absorbiert wird und diese erwÃ¤rmt Durch die porÃ¶s SchneeoberflÃ¤ch 
kann sich hiermit auch die oberste Schicht erwÃ¤rmen ohne daÂ diese durch den 
Wind gleich wieder abgekÃ¼hl wird. 
Mit der Line-Scan-Camera konnte das FY1, FY2 und SY nicht voneinander un- 
terschieden werden, da die Schneeauflage aller drei Eistypen etwa die gleiche 
ReflektivitÃ¤ hatte. Mit den beiden Line-Scannern konnte eine Klassifikation des 
aufgenommenen Gebiets in drei Eistypen zusÃ¤tzlic zum offenen Wasser erfolgen. 
12~7% des Gebiets bestanden aus offenem Wasser (OW). An den SchollenrÃ¤nder 
und dicht an den Gebieten mit TrÃ¼mmerei (BR - Brash Ice) konnten insgesamt 
0,7% der FlÃ¤ch als Eisschlamm (GE - Grease Ice) erkannt werden. Das schneebe- 
deckte Eis (SI - Snow Covered Ice) machte 75,9% der FlÃ¤ch aus. 10,7% waren mit 
TrÃ¼mmerei (BR) bedeckt. Mit der Auswertung der Radardaten wurde festge- 
stellt, daÂ die schmalen Streifen des Eisschlamms, die nur an den Randbereichen 
des offenen Wassers vorkamen, vom Radar nicht aufgelÃ¶s werden konnten. Der 
Anteil des Eisschlamms wurde deshalb dem offenen Wasser zugerechnet 
FÃ¼ die drei verbleibenden Bereichstypen ergeben sich die in Tabelle 5.13 zusam- 
mengefaflten Mittelwerte und Standardabweichungen des mittleren RÃ¼ckstreuko 
effizienten und der statistischen Parameter des Radarbildes. 
Bei der Auswertung der Sommerdaten wurde keine EinschrÃ¤nkun bezÃ¼glic der 
SegmentgrÃ¶fle vorgenommen. Im Gegensatz zur Wintersituation verschlechtern 
sich die Klassifikationsergebnisse, wenn eine MindestgrÃ–B der zu berÃ¼cksichti 
genden Segmente eingefÃ¼hr wird. Diese Verschlechterung liegt in den allgemein 
kleinen Segmenten von TrÃ¼mmerei (BR) und offenem Wasser (OW) begrÃ¼ndet 
Im relevanten Gebiet lagen BR und OW im wesentlichen in kleinen Bereichen 
vor und lieferten somit auch in den Radardaten kleine Segmente. Durch die 
EinfÃ¼hrun einer Mindestgrofie bei der Interpretation der Radardaten wÃ¼rde 
nur die untypischen groflen Segmente herangezogen. Die BerÃ¼cksichtigun der 
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kleinen Segmente schrÃ¤nk andererseits natÃ¼rlic die Sicherheit der Berechnung 
der statistischen Parameter ein (siehe auch Abschnitt 4.2.1 und 4.2.2). 
Tabelle 5.13: Mittelwerte und Standardabweichungen der Radarsignaturen, wie sie fÃ¼ das 
Szenario vom 14. Juni 1993 in der North-East-Water-Polynya ermittelt wurden. Es wurden alle 
Radarsegmente ungeachtet ihrer GrÃ–B berÃ¼cksichtigt 
mittlere Ãœbereinstimmung 49,1% 
Line-Scanner-Klassen in % 
10,l 89,l 
Tabelle 5.14: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und im Radarbild vom 
14. Juni 1993. Die Unterscheidung zwischen offenem Wasser (OW), schneebedecktem Eis (SI) 
und TrÃ¼mmerei (BR) basiert ausschlieÃŸlic auf die Verwendung des mittleren RÃ¼ckstreukoef 
fizienten 8. 
Tabelle 5.14 zeigt das Ergebnis der Klassifikation unter BerÃ¼cksichtigun des 
mittleren RÃ¼ckstreukoeffiziente uO. Es wurde eine mittlere Ãœbereinstimmun 
von nur 49,1% erreicht. Die Klassifikation der Winterdaten im vorangegangenen 
Abschnitt lieferte bei alleiniger Verwendung des mittleren RÃ¼ckstreukoeffiziente 
u0 fÃ¼ die Unterscheidung von drei Eistypen ein um mehr als 10% besseres Er- 
gebnis. Tabelle 5.14 zeigt, daÂ dies im wesentlichen durch die schlechte Trennung 




Diese beiden Typen kÃ¶nne mit Hilfe des mittleren RÃ¼ckstreukoeffiziente uO 
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Abbildung 5.20: Ausschnitt aus dem Szenario vom 14. Juni 1993 mit einer GrÃ¶Ã von 
3,7km X 2,7km. Auf der linken Seite sind die RÃ¼ckstreuintensitÃ¤t des ERS-1-SAR (Or- 
bit: 10003; Frame: 1953; @GSa) und rechts das Bild des sichtbaren Spektralbereichs von der 
Line-Scan-Camera dargestellt. Der Ubergang vom schneebedeckten Eis zum offenen Wasser ist 
im Bereich 2 im Radarbild nicht zu erkennen. 
hohen Windgeschwindigkeit von 5 m/s mit kleinen Wellen bedeckt waren. Das 
allgemeine Problem, daÂ wellenbedeckte WasserflÃ¤che je nach Windgeschwin- 
digkeiten einen beliebigen mittleren Riickstreukoeffizienten annehmen kÃ¶nnen ist 
auch hier gegenwÃ¤rtig In welchem MaÂ hierdurch Probleme entstehen, zeigt das 
verblÃ¼ffend Beispiel aus Abbildung 5.20, in dem nebeneinander dieselbe Region 
als SAR-Bild des ERS-1 und als Bild des sichtbaren Spektralbereichs der Line- 
Scan-Camera abgebildet ist. Beide Bildausschnitte zeigen ein Gebiet von 3,7 km 
X 2,7 km. Die eingezeichnete Lage der Line-Scanner- Ab deckung im Radarbild 
und die mit Ziffern markierten Gebiete helfen beim Vergleich von denselben Ge- 
bieten in beiden Bildern. Erstaunlich ist, daÂ die linke Kante der Scholle 2, bei 
der das schneebedeckte Eis in offenesWasser Ã¼bergeht im Radarbild nicht zu 
erkennen ist. FÃ¼ den Betrachter sind nicht einmal Texturunterschiede zu erken- 
nen. Im Radarbild treten dagegen die Bereiche mit TrÃ¼mmerei durch erhÃ¶ht 
RiickstreuintensitÃ¤te deutlich hervor. Diese sind zum Beispiel rechts unter der 
Scholle 1 zu erkennen. Die schneebedeckten Schollen im Bereich 3 sind ebenfalls 
von Trummereis umgeben. 
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mittlere Ãœbereinstimmung 66,3% 
Line-Scanner-Klassen in % 
10,l 89,l 
Tabelle 5.15: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und im Radarbild vom 
14. Juni 1993. Zur Klassifikation wurden die beiden TexturmaÃŸe das inverse Differenzmoment 
t IDM und die Entropie & N ~ ,  verwendet. 
Im Gegensatz zur Interpretation der Winterdaten nimmt der mittlere RÃ¼ckstreu 
koeffizient uO gegenÃ¼be den anderen statistischen Parametern keine herausra- 
gende Rolle ein. Bei der Verwendung nur eines Parameters wird mit dem 2. nor- 
mierten Moment ÃŸ eine grÃ¶Â§e mittlere Ãœbereinstimmun von 51,6% erreicht. 
Auch die Texturmaoe stehen diesem Ergebnis nicht nach. Mit der Entropie tENT 
kÃ¶nne die Daten zu 51,8% richtig klassifiziert werden. Hierbei wurde besonders 
die Unterscheidung von OW und SI verbessert, was darauf hindeutet, daÂ bei 
der ~ n t e r ~ r e t a t i o n  von Sommerdaten des SAR den TexturmaBen eine besondere 
Bedeutung zukommt und ihr Klassifikationspotential im Gegensatz zu Winter- 
situationen hÃ¶he liegt als das des mittleren RÃ¼ckstreukoeffiziente u0 oder der 








Durch die gemeinsame Verwendung von zwei Parametern werden die Ergebnisse 
schon wesentlich verbessert. Mit der Kombination des mittleren RÃ¼ckstreukoef 
fizienten aÂ und des 2. normierten Moments ÃŸ wird eine mittlere Ãœbereinstim 
mung von 62,3% erreicht. Dies Ergebnis wird von der Kombination der beiden 
TexturmaBe, dem inversen Differenzmoment und der Entropie [ E ~ T ,  noch 
Ã¼berboten Tabelle 5.15 zeigt, daÂ hiermit eine mittlere Ãœbereinstimmun von 
66,3% erreicht wird. 
WÃ¤.hren sich das Ergebnis der Kombination von aÂ und ÃŸ auf die sichere Er- 
kennung des BR stÃ¼tzt wird bei der Verwendung der Texturmaoe auch die Un- 




Wenn man sich bei der Hinzunahme von weiteren Parametern im wesentlichen 
auf den mittleren RÃ¼ckstreukoeffiziente uO und die Momente stÃ¼tzt kann das 
Ergebnis aus Tabelle 5.15 nicht verbessert werden. Die Kombination von uO,  ÃŸ2 
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mittlere Ãœbereinstimmung 73,1% 
Line-Scanner-Klassen in % 
10,l 89,l 
Tabelle 5.16: Prozentuale Anteile der Eistypen im Line-Scanner-Bild und im Radarbild vom 
14. Juni 1993. Zur Klassifikation wurden das 3. zentrale Moment 7 3  und die Texturmaf3e S C o ~ ,  
(,lDM und < R ~ T  herangezogen. Der mittlere RÃ¼ckstreukoeffizien er0 und das 2. normierte 




Als gÃ¼nst,igste Klassifikationssergebnis, das in Tabelle 5.16 dargestellt ist, ergab 
sich eine mittlere Ãœbereinstimmun von 73,1%. Bei der Optimierung stellte sich 
heraus, daÂ der mittlere RÃ¼ckstreukoeffizien 0 - O  und das 2. normierte Moment 
ÃŸ fÃ¼ die Klassifikation unbedeutend sind. Die Klassifikation wurde daher an- 
hand des 3. zentralen Moments 7 3  und der Texturmafie, des Kontrastes ( C O N ,  
des inversen Differenzmoments und der Entropie tENT durchgefÃ¼hrt In 
Tabelle 5.16 ist zu erkennen, daÂ SI und BR zu jeweils etwa 20% untereinander 
falsch klassifiziert wurden. Der Ãœbergan zwischen diesen beiden Eistypen ist 
auch nicht eindeutig, da  auch das BR aus grÃ¶flere schneebedeckten EisstÃ¼cke 




Um das nicht v o l l ~ t ~ n d i g  befriedigende Ergebnis doch noch zu verbessern, wurde 
an eine Erweiterung des Klassifikators gedacht, bei der die Clusterzentren der ein- 
zelnen Eistypen in Range-Richtung im Radarbild variieren. Dieser Idee liegt die 
Arbeit von PETTERSSON et al. [I9951 zugrunde, in der fÃ¼ einzelne Eistypen eine 
entsprechende AbhÃ¤ngigkei vermutet wurde. Bei erstjÃ¤hrige Eis reicht diese 
AbhÃ¤ngigkei in ihren Untersuchungen bis zu Unterschieden von Ag0 = 8 d B  
beim mittleren RÃ¼cl~streukoeffizienten Eine einheitliche AbhÃ¤ngigkei haben sie 
nur beim MY erkennen kÃ¶nnen die zwischen Near-Range und Far-Range jedoch 
nur etwa Ar0 = l dB ausmacht. Abbildung 5.21 zeigt die AbhÃ¤ngigkei des 
mittleren Riickstreukoeffizienten r 0  vom Range fÃ¼ die hier bearbeiteten Daten. 
Zur Berechnung wurde das Radarbild in Range-Richtung in acht Teile geteilt 
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0 erstjÃ¤hrige Eis 
0 neues Eis 
50 
Range r / km 
Abbildung 5.21: AbhÃ¤ngigkei des mittleren RÃ¼ckstreukoeffiziente in Range-Richtung fÃ¼ 
das Szenario vom 12. MÃ¤r 1993. FÃ¼ diese Untersuchung wurde das Radarbild in acht Teile 
unterteilt. 
leichte Verschiebung der Meflpunkte in Range-Richtung durchgefÃ¼hrt Bei der 
AbhÃ¤ngigkei fÃ¼ altes Eis wÃ¼rd eine lineare Regression ebenfalls eine Differenz 
von Ag0 = 1 dB zwischen Near-Range (0 km) und Far-Range (100 km) ergeben. 
Der Gradient hat nun aber ein anderes Vorzeichen als bei PETTERSSON et al. 
[1995], so daÂ es sich im hier untersuchten Bild nicht um eine WinkelabhÃ¤ngig 
keit des ~Ã¼cks t reuvermÃ¶~en  sondern um eine Variation des alten Eises irn abge- 
deckten Gebiet handelt, die in jede beliebige Richtung verlaufen kann und nicht 
zwangslÃ¤ufi monoton ist. 
Mit den statistischen Parametern der Radardaten, die in Tabelle 5.8 zusammen- 
gefaÂ§ wurden, wird die gesamte durchflogene Radarszene klassifiziert. Es kann 
hierbei natÃ¼rlic vorkommen, daÂ im Radarbild Eistypen enthalten sind, die nicht 
mit den Line-Scannern aufgenommen wurden. Diese scheiden fÃ¼ die Klassifika- 
tion aus. Daher muÂ beim Durchfliegen von Radaraufnahmen darauf geachtet 
werden, daÂ mÃ¶glichs groÂ§ Gebiete von den Line-Scannern erfaÂ§ werden. Ein 
langer Flug, der quer durch die Radarszene fÃ¼hrt ist besser als eine hohe rÃ¤um 
liche AuflÃ¶sun in einer kleineren Region. 
Die rÃ¤umlich und zeitliche Variation der Radarsignaturen von gleichen Erschei- 
nungsformen des Meereises bereitet bei der separaten Klassifikation einzelner Ra- 
darbilder keine Probleme. BezÃ¼glic des mittleren RÃ¼ckstreukoeffiziente sind in 
der Literatur neben der erwÃ¤hnte Arbeit von PETTERSSON et al. [I9951 keine 
groaeren Variationen gefunden worden als sie in Abbildung 5.21 dargestellt sind. 
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So haben auch KWOK et al. [I9941 Ã¼be eine Distanz von etwa 400 km im Win- 
ter in der BEAUFORT-See fÃ¼ MY maximale Variationen von nur Ag0 = 2dB 
ermitteln kÃ¶nnen Der Vorteil der vorliegenden Arbeit ist, daÂ zeitliche Varia- 
tionen der Radarsignaturen keinen EinfluÂ haben, da die statistischen Parameter 
zur Klassifikation fÃ¼ jede Szene neu ermittelt werden. Gerade an der zeitlichen 
VerÃ¤nderlichkei scheitert aber die genaue operationelle Klassifikation lÃ¤ngere 
Zeitreihen von Radarszenen. BARBER et al. [I9951 geben fÃ¼ Untersuchungen, 
die im MÃ¤r 1993 in der kanadischen Arktis durchgefÃ¼hr wurden, Variationen 
fÃ¼ F Y  von Ag0 > 5 dB innerhalb eines Monats an. Bis zum Sommer zeigten 
sich Variationen von Ã¼be Ag0 > 10dB. Ã„hnlic groÂ§ Variationen zeigen auch 
PETTERSSON et al. [I9951 fÃ¼ den Herbst 1991. 
Scheinbar prÃ¤sentier die Arbeit von STEFFEN und HEINRICHS [I9941 bessere 
Genauigkeiten als die hier erzielten. Sie untersuchen die DurchfÃ¼hrbarkei der 
Klassifikation von Meereis mittels ERS-1-SAR fÃ¼ Radarszenen vom April 1992 
aus der BEAUFORT-See. Die Kombination mit Daten des Landsat-Thematic- 
Mapper (TM) zeigt einen zum hier vorgestellten Ã¤hnliche Ansatz. Leider wurde 
jedoch nicht konsequent ein Vergleich der beiden DatensÃ¤tz durchgefÃ¼hrt Zur 
Klassifikation wurden sie kombiniert ausgewertet, woraus Klassifikationsgenauig- 
keiten von Ã¼be 90% resultierten. Die vorangegangenen Analysen von STEFFEN 
und HEINRICHS [I9941 bezÃ¼glic des SAR zeigen aber bereits, daÂ das Radar 
bei der Klassifikation nicht viel helfen kann. Dies ist leider nicht explizit dar- 
gestellt; es wird nicht zwischen dem KlassifikationsvermÃ¶ge des SAR und dem 
des Landsat-Thematic-Mapper unterschieden. DarÃ¼be hinaus lassen die in ihrer 
Arbeit abgebildeten Szenen die erwÃ¤hnt Klassifikationsgenauigkeit bei weitem 
nicht erkennen. Kalibrationsfehler des Landsat-Thematic-Mapper bringen Struk- 
turen in die Daten, die statt der angegeben Klassifikationgenauigkeiten von 98% 
und 90% bei FY und 01 eine geschÃ¤tzt Genauigkeit von etwa 60% ergeben. 
Es gibt Untersuchungen von SICRIVER [1994], die am selben Tag in derselben 
Region wie die vorliegenden Arbeiten stattfanden. Die dort fÃ¼ die Klassifikation 
angegebenen Genauigkeiten liegen um etwa 10% hÃ¶her als sie in der vorliegen- 
den Arbeit ermittelt wurden. Diese Differenz reprÃ¤sentier jedoch in Wirklichkeit 
keine hÃ¶her Klassifikationsgenauigkeit, sondern ist in der Unsicherheit der Test- 
daten begrÃ¼ndet Durch empirische ~e f in i t ion  von Trainings- und Testgebieten 
werden Fehlinterpretationen, wie sie in Abschnitt 5.2.1 behandelt wurden, entste- 
hen. Zudem werden gerade unsicher zu definierende Segmente bei der manuellen 
Interpretation gern umgangen. Bei vielen Arbeiten dieser Art wird konsequent 
eine Trennung von Trainings- und Testgebieten beibehalten, obwohl keine unter- 
schiedlichen Anforderungen an die beiden Gebietstypen gestellt werden. Dabei 
kÃ¶nnt der Unterschied zwischen Trainings- und Testgebieten bezÃ¼glic der sta- 
tistischen Parameter der Radardaten durch die Berechnung der jeweiligen Stan- 
dardabweichungen aussagekrÃ¤fti ermittelt werden. Mit der Nutzung aller defi- 
nierten Gebiete, sowohl als Trainings- als auch als Testgebiet, kÃ¶nnt die Beur- 
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teilung der Klassifikations- und Tesbicherheit erhÃ¶h werden. 
Da,Â eine Steigerung der hier gefundenen Genauigkeit nicht erreicht werden kann, 
wird auch durch die Arbeiten von SKOHR [I9911 sowie NYSTUEN und GARCIA 
[I9921 gestÃ¼tzt Beide beschÃ¤ftige sich sehr ausfÃ¼hrlic mit dem Potential der 
Texturanalyse von Radarclaten fÃ¼ die Klassifikation von Meereis. In beiden Ar- 
beiten werden flugzeuggestÃ¼tzt Radarmessungen durchgefÃ¼hrt Die Interpreta- 
tion der notwendigen Testgebiete konnte mit einer hohen Sicherheit durchgefÃ¼hr 
werden, da  die relevanten Gebiete von den Autoren selbst wÃ¤hren der MeBflÃœg 
in Augenschein genommen werden konnten und sie sich nicht allein auf die Ra- 
darsignaturen stÃ¼tze muÂ§ten NYSTUEN und GARCIA (19921 haben im April 
1987 in der GrÃ¶nlandse mit einer Ã¤hnliche Unterscheidung der Eistypen wie 
in Ta,belle 5.12 auf Seite 178 Genauigkeiten von 89% durch die Verwendung von 
Texturanalyse erreicht. 
Die Arbeiten von SKOIIR [I9911 zeigen die schlechtesten Ergebnisse fÃ¼ ein C- 
Band-Radar, wie auch das ERS-l-SAR eines ist. Im Vergleich zu Tabelle 5.11 
und 5.12 ermittelte er ohne Verwendung von Texturparametern Klassifikations- 
genauigkeiten von etwa 64%. Durch die Hinzunahme von TexturgrÃ–Be konnten 
die Ergebnisse bis 74% verbessert werden. 
Zu den beiden letzten Arbeiten muÂ noch angefÃ¼hr werden, daÂ auch hier die 
Auswahl der Trainings- und Testgebiete subjektiv erfolgte, wÃ¤hren in die Line- 
Scanner-Auswertung zwangslÃ¤ufi auch schwer zu deutende Regionen einflieÂ§en 
Die in Tabelle 5.12 angegebene mittlere Ãœbereinstimmun von 78% bedeutet also 
tatsÃ¤.chlic eine bisher mit  anderen Methoden nicht erreichte Klassifikationsge- 
nauigkeit. 
Ein Vergleich des Klassifikationssergebnisses der Sommerdaten mit  denen der 
Literatur scheitert daran, daÂ bisher keine Untersuchungen der Klassifikations- 
mÃ¶glichkeite von Radardaten unter sommerlichen Bedingungen verÃ¶ffentlich 
wurden. Allgemein wird es jedoch als unmÃ¶glic angesehen, im Sommer eine 
Klassifikation mit dem SAR des ER.$-1 durchzufÃ¼hren Der Grund hierfÃ¼ liegt 
im Vorkommen von OberflÃ¤chenwelle im offenen Wasser und der VerÃ¤nderun 
der OberflÃ¤cheneigenschafte mit dem Beginn der Schmelzphase. 
Eine grundsÃ¤tzlich Schwierigkeit entsteht bei der Anwendung des in dieser Ar- 
beit verwendeten Verfahrens durch die Tatsache, daÂ durch die Line-Scanner 
das schneebedeckte Eis irn Sommer nicht weiter klassifiziert werden kann. Da- 
durch entfÃ¤ll die Grundlage, auf der die weiteren Testschritte aufbauen. Dagegen 
lieÂ§e sich in den Radarbildern vermutlich schon unter Verwendung des mittleren 
RÃ¼ckstreukoeffiziente 0' verschiedene Eistypen trennen. In der vorliegenden Ar- 
beit ist der mittlere RÃ¼ckstreukoeffizien unbedeutend, da  nur der Mittelwert der 
unterschiedlichen Eistypen berechnet werden kann. Der Mittelwert lÃ¤Â jedoch 
keine Erkennung der einzelnen Eistypen zu. 
5.5 Ausblick 187 
5.5 Ausblick 
Im Ausblick werden zwei Aspekte behandelt. Zum Beginn wird diskutiert, in 
welchem MaÂ§ und mit Hilfe welcher Mittel die in der vorliegenden Ausarbeitung 
erreichten Klassifikationsgenauigkeiten erhÃ¶h werden kÃ¶nnen Hierbei handelt 
es sich zum einen um die Entwicklung eines verbesserten Klassifikators, zum 
anderen um den Einsatz mehrspektraler Lilie-Scanner fÃ¼ die Interpretation von 
Sommersignaturen. Abschlieflend wird auf Arbeiten eingegangen, die auf den 
hier erzielten Ergebnissen aufbauen. 
Im Abschnitt 5.4.2 wurde erwÃ¤hnt daÂ die erreichten Klassifikationsgenauig- 
keiten durch die Entwicklung eines optimierten Klassifikators verbessert werden 
kÃ¶nnten Der im Abschnitt 5.3 vorgestellte Kla,ssifikator skaliert in seiner Op- 
timierungsroutine nur die einzelnen Dimensionen des Merkmalsraumes. In der 
vorliegenden Arbeit wurde ein relativ einfacher Algorithmus programmiert, der 
die Skalierung der einzelnen Dimensionen in jeweils zehn Stufen variiert und nach 
der Skalierung und Berechnung aller MÃ¶glichkeite die beste Realisation als Er- 
gebnis liefert. 
Die Klassifikationsgenauigkeit kÃ¶nnt verbessert werden, wenn fÃ¼ jede Dimension 
des Merkmalsraumes die Mittelwerte und Bewertungen aller Eistypen in einem 
Optiniierungsprogramm angepaflt wÃ¼rden Die Bewertung der Cluster wurde in 
der vorliegenden Arbeit durch die Standardabweichung der Verteilungen vorge- 
nommen. Bei der Unterscheidung von drei Eistypen ergeben sich fÃ¼ jede Dimen- 
sion des Merkmalsraumes sechs zu optimierende Variablen. Sollen zum Beispiel 
fÃ¼n statistische Parameter der Radardaten in die Klassifikation einbezogen wer- 
den, so ergeben sich 30 bei der Optimierung zu beriicksichtigende Freiheitsgrade. 
Hiermit entsteht ein Problem, das in der vorliegenden Arbeit nicht gelÃ¶s werden 
konnte. 
Die Berechnung der Klassifikation ohne Optimierung benÃ¶tig auf einer Work- 
station (SUN SparcStation 10) etwa 0,8 Sekunden. Mit der hier implementierten 
Optimierung durch Skalierung der Merkmalsdimensionen entsteht fÃ¼ jede Di- 
mension nur ein Freiheitsgrad. Unter der BerÃ¼cksichtigun von vier statistischen 
Parametern der Radardaten, also vier Freiheitsgraden der Optimierung, ergaben 
sich schon Rechenzeiten von gut 2,2 Stunden, bei fÃ¼n Freiheitsgraden entspre- 
chend 22 Stunden. So ist bereits die Berechnung mit den oben erwÃ¤hnte 30 
Freiheitsgraden und dieser einfachen Optimierungsroutine unpraktikabel. 
Als Alternative zu diesem einfachen Optimierungsalgorithmus wurde testweise 
ein Gradientenverfahren programmiert, mit dem die I~lassifikat~onsergebnisse um 
einige Prozent verbessert werden konnten. Mit der Variation der Anfangsbedin- 
gungen lieferte der Optimierungsalgorithmus jedoch stÃ¤ndi andere Ergebnisse, 
da das Verfahren gegen lokale Minima konvergierte. Es wurde erkannt, daÂ die 
Entwicklung eines aufwendigeren Optimierungsverfahrens fÃ¼ die Klassifikation 
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der Radardaten den Umfang der vorliegenden Arbeit deutlich gesprengt hÃ¤tte 
Bei weiterfÃ¼hrende Projekten wÃ¤r die BeschÃ¤ftigun mit diesem Problem je- 
doch angebracht. 
Bei der Auswertung der Sommerdaten wurde als Manko erkannt, daÂ m i t  der 
Kombination von Line-Scan-Camera und Infrared-Line-Scanner die schneebe- 
deckten Eistypen nicht voneinander unterschieden werden konnten. Wegen der 
in Abschnitt 5.4.3 angefÃ¼hrte GrÃ¼nd liefert der Infrared-Line-Scanner wenig 
zusÃ¤tzlich Information zu denen der Line-Scan-Camera. Eine Verbesserungs- 
mÃ¶glichkei besteht jedoch fÃ¼ Sommersituationen, in denen SchmelzpfÃ¼tze oder 
andere OberflÃ¤chenverÃ¤nderung auftreten. Das bisherige System ist hierfÃ¼ 
zwar nicht geeignet, da  eine Unterscheidung von SchmelzpfÃ¼tze und Wolken- 
schatten aufgrund der gleichen Helligkeiten im Grauwertbild nicht mÃ¶glic ist. 
Wenn man jedoch die spektrale Signatur im sichtbaren Spektralbereich erfaÂ§t 
kann dies zu einer verbesserten Unterscheidung von Eistypen im Sommer fÃ¼hren 
Erste Untersuchungen bezÃ¼glic der spektralen Eigenschaften unterschiedlicher 
Eistypen wurden zum Beispiel von PEROVICH und GRENFELL [I9811 sowie 
SCHLOSSER [I9881 durchgefÃ¼hrt Derzeit werden auch von der Meereisgruppe 
des Alfred-Wegener-Instituts umfangreiche Untersuchungen der spektralen Al- 
bedo von SchmelzpfÃ¼tze und Meereis vorgenommen. Besondere Aufmerksam- 
keit wird dabei auch der Bedeutung von Sedimenteinschl&sen gewidmet, die in 
Sommersituationen sichtbar sind. 
Mit der Erkenntnis, daÂ durch eine spektrale AuflÃ¶sun der Line-Scanner-Auf- 
nahmen das Klassifikationspotential erhÃ¶h werden kann, wurde parallel zur vor- 
liegenden Ausarbeitung in Zusammenarbeit mit der Hochschule Bremen ein Color- 
Line-Scanner entwickelt [HOLZSCHUHER, 1995; BOCHERT und HOLZSCHUHER, 
19951, der die drei Grundfarben Rot, GrÃ¼ und Blau voneinander unterscheiden 
kann. BezÃ¼glic der radiometrischen und rÃ¤umliche AuflÃ¶sun ist der Color- 
Line-Scanner zu den in dieser Arbeit verwendeten Line-Scannern kompatibel. 
Der neue Line-Scanner wurde erstmals auf der Sommerkampagne REFLEX I11 
[HARTMANN et al., 19961 im Jahr 1995 nÃ¶rdlic von Spitzbergen erprobt. Die 
Auswertung der Daten bezÃ¼glic der spektralen Information ist noch nicht so 
weit vorangeschritten, daÂ eine Aussage Ã¼be den Grad des Nutzens gemacht 
werden kann. 
Der realisierte Color-Line-Scanner ist eine einfache Version eines Multispektral- 
Scanners, dessen Spektralbereiche an die Empfindlichkeit des menschlichen Auges 
angepaat sind. SelbstverstÃ¤ndlic sind mit einem Einsatz von Multispektral- 
Scannern wie dem ROSIS [VAN DER PIEPEN, 19951 und dem DAIS-7915 [OER- 
TEL, 19931, die beide etwa 80 Spektralbereiche unterscheiden und von der Deut- 
schen Forschungsanstalt fÃ¼ Luft- und Raumfahrt (DLR) eingesetzt werden, noch 
bessere Ergebnisse bezÃ¼glic der Unterscheidung von verschiedenen Meereistypen 
zu erwarten. Auch einer Kooperation des Alfred-Wegener-Instituts mit der DLR 

190 5 INTERPRETATION DER RADARDATEN 
ten keine offenen WasserflÃ¤che erkennen lassen [VIEHOFF et al., 1993; ergÃ¤nz 
durch EICKEN und HAAS, 19961. SKRIVER gibt fÃ¼ Daten desselben Gebiets, 
aufgenommen vom SSM/I, einen erkannten Anteil von 26% offenen Wassers an 
und interpretiert die Differenz zu der SAR-Klassifikation als Identifikationsun- 
sicherheit. Dieses Beispiel zeigt, welche Unsicherheiten noch immer bei der In- 
terpretation der Satellitendaten bestehen. Sie sind im wesentlichen durch die 
ungenÃ¼gend Kenntnis der wirklichen Eisbedeckung verursacht. 
Flachendeckende und umfassende Validierungen des SSM/I wurden bisher nur 
von STEFFEN und SCHWEIGER [1991] und CAVALIERI et  al. [1991] ausgiebig 
versucht. STEFFEN und SCHWEIGER ermittelten bei Vergleichen von Bilddaten 
des Landsat-Thematic-Mapper je nach Eisbedeckung und Jahreszeit Fehlinter- 
pretationen von 1% bis 11%. CAVALIERI et al. ermittelten anhand von flug- 
zeuggestÃ¼tzte Mikrowellenmessungen Ã¤hnlich Ergebnisse. Beide Arbeiten, und 
auch die neuere Arbeit von CAVALIERI und ONSTOTT [1993], in der ein Ver- 
gleich mit Daten des ERS-1-SAR durchgefÃ¼hr wird, haben aber einen nachlÃ¤ssi 
gen Ãœbergan zum SSM/I gemeinsam. Statt der Rohdaten der unterschiedlichen 
Kanale des SSM/I mit ihren verschiedenen AuflÃ¶sunge und Empfangscharakte- 
ristiken wird zum Vergleich das grober gerasterte und aus mehreren ÃœberflÃ¼g 
gemittelte Ergebnis einer Klassifikation verwendet. Hiermit wird, auch in rÃ¤um 
lich stark variablen Eisgebieten, ein Vergleich mit ungewichteten quadratischen 
Gebieten von Eiskarten aus Vergleichsdaten durchgefÃ¼hrt Dieser Vergleich birgt 
bereits methodisch groÂ§ Unsicherheiten. Beim Vergleich zwischen Karten der 
Eiskonzentration, die aus den Daten des ERS-1-SAR gewonnen werden, mit den 
Daten des SSM/I muÂ dieser Problematik erhÃ¶ht Aufmerksamkeit zukommen. 
Eine Validierung von SSM/I-Daten mit Hilfe der SAR-Daten des ERS-1 und 
ERS-2 steht auch auf dem Programm des vom Bundesministerium fÃ¼ Bildung, 
Wissenschaft und Forschung (BMBF) gefÃ¶rderte Projektverbund, Fernerkun- 
dung von Meereiseigenschaften und Prozessen (FEME) und wird vom Institut fÃ¼ 
Umweltphysik der UniversitÃ¤ Bremen in Angriff genommen. Es ist zu wÃ¼nschen 
daÂ die Ergebnisse der vorliegenden Arbeit hierfÃ¼ einen Beitrag geliefert haben. 
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A Meereistypen 
Damit die Klassifikation der Line-Scanner- und Radardaten einheitlich durch- 
gefÃ¼hr werden, sind im folgenden die wichtigsten Definitionen der Eisbezeich- 
nungen wiedergegeben, die bei der Fernerkundung von Meereis in Betracht kom- 
men. Die Definitionen wurden vom BUNDESAMT FUR SEESCHIFFAHRT U N D  
HYDROGRAPHIE [I9901 Ã¼bernommen 
A.1 New Ice - Neueis 
Eine allgemeine Bezeichnung fÃ¼ kÃ¼rzlic gebildetes Eis, die freischwebende Eis- 
nadeln und EisplÃ¤ttchen Eisschlamm, Schneeschlamm (Schneebrei) und Eis- 
breiklÃ¼mpche einschlieat. Diese Eisformen sind aus Eiskristallen zusammen- 
gesetzt, die nur leicht zusammengefroren sind und nur beim Schwimmen eine 
bestimmte Form annehmen. Nilas ist eine dÃ¼nn elastische Eiskruste, von mat- 
ter OberflÃ¤che 
Grease Ice - Eisschlamm (GR): Kennzeichnet ein spÃ¤tere Stadium des 
Gefriervorgangs als die Eisnadeln oder EisplÃ¤ttchen Die Eisnadeln oder 
EisplÃ¤ttche sind zusammengefÃ¼g und bilden an der WasseroberflÃ¤ch eine 
dÃ¼nn suppenartige Schicht. Eisschlamm reflektiert wenig Licht und gibt 
der See ein mattes Aussehen. 
Nilas - Nilas: Eine dÃ¼nn elastische Eiskruste, von matter OberflÃ¤ch und bis 
zu 10 cm dick. Sie wird durch Seegang und DÃ¼nun leicht verbogen; durch 
seitlichen Druck entsteht das auf- und untergeschobene Eis. Unterteilungen 
sind dunkler Nilas und heller Nilas. 
Dark Nilas - Dunkler Nilas (DN): Nilas, weniger als 5cm dick und von 
sehr dunkler Farbe. 
Light Nilas - Heller Nilas (LN): Nilas, mehr als 5 cm dick und von hellerer 
Farbe als dunkler Nilas. 
Pancake Ice - Pfannkucheneis (PC): Vorwiegend kreisfÃ¶rmig EisstÃ¼ck 
mit einem Durchmesser von 30 cm - 3 m, bis zu 10 cm dick und mit erhÃ¶hte 
RÃ¤ndern die durch das AneinanderstoBen der einzelnen StÃ¼ck entstehen. 
Es wird bei leichter DÃ¼nun aus dem Eisschlamm, Schneeschlamm oder 
aus EisbreiklÃ¼mpche gebildet, oder es entsteht durch Zerbrechen der Eis- 
haut des Nilas und, bei schwerem Seegangs- und DÃ¼nungsverhÃ¤ltnisse des 
grauen Eises. Es bildet sich manchmal auch innerhalb der WassersÃ¤ul an 
der Grenzschicht zwischen zwei physikalisch verschiedenen WasserkÃ¶rpern 
von der es an die OberflÃ¤ch aufschwimmt. Pfannkucheneis kann rasch 
weite WasserflÃ¤che bedecken. 
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A.2 Young Ice - Junges Eis 
Eis im Ãœbergangsstadiu vom Nilas zum erstjÃ¤hrige Eis, 10cm - 30cm dick. 
Es kann unterteilt werden in graues Eis und grauweifies Eis. 
Grey Ice - Graues Eis (GI): Junges Eis, 10 cm - 15 cm dick. Es ist weniger 
elastisch als Nilas und wird durch die DÃ¼nun zerbrochen. Durch seitlichen 
Druck wird es Ã¼bereinandergeschoben 
Grey-White Ice - GrauweiÃŸe Eis (GW): Junges Eis, 15 cm - 30 c m  dick. 
Durch seitlichen Druck wird es mehr gepreot als Ã¼bereinandergeschoben 
A.3 First-Year Ice - ErstjÃ¤hrige Eis (FY) 
Meereis, das sich aus dem jungen Eis entwickelteund in nur einem Winter gebildet 
wurde; Eisdicke 30 cm bis 2m. Es kann unterteilt werden in dÃ¼nne erstjÃ¤hrige 
Eis/weiÂ§e Eis, mitteldickes erstj Ã¤hrige Eis und dickes erstjÃ¤hrige Eis. 
Thin First-Year Ice - DÃ¼nne erstjÃ¤hrige Eis: ErstjÃ¤hrige Eis, 30 cm - 
70 cm dick. 
Medium First-Year Ice - Mitteldickes erstjÃ¤hrige Eis: ErstjÃ¤hrige Eis, 
70 cm - 120 cm dick. 
Thick First-Year Ice - Dickes erstjÃ¤hrige Eis: ErstjÃ¤hrige Eis, mehr als 
120 cm dick. 
A.4 Old Ice - Altes Eis 
Meereis, das die Eisschmelze von mindestens einem Sommer Ã¼berdauer hat. Die 
meisten seiner morphologischen Merkmale sind glatter als beim erstjÃ¤hrige Eis. 
Es wird unterteilt in zweijÃ¤hrige Eis und mehrjÃ¤hrige Eis. 
Second-Year Ice - ZweitjÃ¤hrige Eis (SY): Altes Eis, das die Eisschmelze 
eines Sommers Ãœberdauer hat mit einer typischen Dicke bis zu 2,5m und 
mehr. Da es dicker und weniger dicht als das erstjÃ¤hrig Eis ist, ragt es 
hÃ¶he Ã¼be den Wasserspiegel hinaus. GegenÅ¸be dem mehrjÃ¤hrige Eis 
entsteht wÃ¤hren des Schmelzens auf dem Eis ein regelmdiges Muster 
von zahlreichen kleinen PfÃ¼tzen Schneefreie Flecken und PfÃ¼tze haben 
gewÃ¶hnlic eine grÃ¼nlich-blau Farbe. 
A. 5 Erscheinungsformen 201 
Multi-Year Ice - MehrjÃ¤hrige Eis (MY): Altes Eis, bis zu 3 m  und mehr 
dick; Ã¼berdauert die Eisschmelze von mindestes zwei Sommern und ist fast 
salzfrei. Die PrefleishÃ¼ge sind noch mehr abgerundet als beim zweijÃ¤hrige 
Eis. Wo eine Schneedecke fehlt, hat das Eis gewÃ¶hnlic eine blaue Farbe. 
WÃ¤,hren der Eisschmelze bilden sich auf dem Eis groÂ§e untereinander 
verbundene PfÃ¼tzen das Abfluflsystem ist gut entwickelt. 
A.5 Erscheinungsformen 
Bare Ice - Schneefreies Eis: Eis ohne Schneedecke. 
Brash Ice - TrÃ¼mmerei (BR): Ansammlung von kleinen EisbruchstÃ¼cke 
(Durchmesser kleiner als 2 m); TrÃ¼mmerfor von anderen Eisarten. 
Crack - RiÂ§/Spalte Jeder Bruch im Festeis, zusammenhÃ¤ngende Eis oder 
in einer einzelnen Eisscholle, der zu einer Trennung von wenigen cm bin zu 
1 m fÃ¼hre kann. 
Finger Rafting - Auf- und Unterschieben des Eises: Eine Art des Ãœber 
einanderschiebens des Eises, wodurch Teile einer Eisscholle fingerartig ab- 
wechselnd Ã¼be und unter eine andere Scholle geraten. Tritt im allgemeinen 
bei Nilas und beim grauen Eis auf. 
Floe - Eisscholle: Ein verhÃ¤ltnismÃ¤J flaches StÃ¼c Meereis, dessen Durch- 
messer 20 m oder mehr betrÃ¤gt Je nach GrÃ¶Â werden die Bezeichnungen 
aus Tabelle A. 1.1 unterschieden 
Tabelle A. 1.1 : Bezeichnungen der SchollengrÃ¶ÃŸ und ihre Durchmesser. 
Lead - Rinne: Jeder befahrbare Bruch oder Durchgang im Meereis. 
riesig groi3e Eisschollen 




Level Ice - Ebenes Eis: Meereis, das noch nicht deformiert worden ist. 







0 Ã¼be 10 km 
0 = 2km - 10km 
0 = 500m - 2km 
0 = 100 m - 500 m 
0 = 20 m - 100 m 
202 A MEEREISTYPEN 
Puddle - PfÃ¼tz (PU): Eine auf dem Eis vorhandene Ansammlung von 
Schmelzwasser, hauptsÃ¤chlic durch schmelzenden Schnee hervorgerufen, 
tritt aber auch im vorgeschrittenen Stadium der Eisschmelze auf. 
Rafted Ice - Ãœbereinandergeschobene Eis: Eine Form des deformierten 
Eises, gebildet durch das Aufschieben eines EisstÃ¼che auf ein anderes. 
Ridge - PrefieisrÃ¼cken Aufgeprefltes Eis in Form eines RÃ¼cken oder Wal- 
les, wobei die Eisschollen Ã¼bereinandergehÃ¤u wurden. Der RÃ¼cke kann 
auch verwittert sein. Sein im Wasser nach unter ragender Teil wird Eiskiel 
genannt. 
Shearing - Scherbewegung: Ein Treibeisgebiet ist einer Scherung unterwor- 
fen, wenn die Geschwindigkeit des Eises sich eindeutig in der Normalen zur 
Bewegungsrichtung Ã¤ndert so daÂ ScherkrÃ¤ft auftreten. 
Thaw Holes - SchmelzwasserlÃ¶cher Vertikale LÃ¶che im Meereis; sie ent- 
stehen, wenn die auf der EisoberflÃ¤ch vorhandenen PfÃ¼tze sich durch das 
Eis bis zum darunterliegenden Wasser hindurchschmelzen. 
