The penetration of distributed power sources has been increasing with the continuous promotion of clean renewable energy sources. This paper seeks to improve the utilization rate of clean energy and reduce the cost of microgrid operation by first establishing a double-layer wind power prediction error model based on a comprehensive consideration of the time-of-use price and the operating characteristics of different types of clean energy sources, such as wind power, photovoltaic power, thermal power, and transmission tie lines. A combined cooling, heating, and power microgrid collaborative optimization model that considers wind power forecast uncertainty is established with the goal of minimizing economic cost, environmental cost, and degree of power-generation unit output asynchrony of the microgrid. The established multiobjective optimization model is solved using an improved intelligent optimization algorithm that combines the non-dominated sorting genetic algorithm (NSGA) with co-evolution theory and the beetle antennae search algorithm. This algorithm employs a variety of groups in the NSGA to help with correcting the approximations of group members through competition and cooperation. Therefore, the proposed algorithm can combine the excellent convergence of the NSGA and the powerful searching ability of co-evolutionary algorithms. Finally, a practical microgrid system in Northwest China is simulated as a case study, and the performance of the proposed algorithm is compared with that of the conventional NSGA. The simulation results demonstrate the superiority of the global search performance and the rapid convergence performance of the proposed hybrid algorithm.
k WT,j cost coefficient of jth wind turbine P theory−max,wt theoretical maximum output of wind turbine P PV,j active output of jth photovoltaic unit k PV,j cost coefficient of jth photovoltaic unit N PV number of photovoltaic units N WT number of wind turbines f(P) beta function α, β shape parameters that uniquely define beta-function characteristic A(α, β) normalization function. η/σ 2 expectation/variance of beta function φ(t) prediction error of current time period N col number of WP output data points F fuel /F run gas fuel cost/equipment operation and maintenance cost for CCHP microgrid F grid cost of CCHP microgrid to interact with external electricity grid η MT gas turbine power generation efficiency a, b, c, d parameters determined by gas turbine unit w LNG alorific value of gas Q GT (t) residual heat in flue gas emitted as waste heat by gas turbine η ST gas turbine power generation efficiency η ST,l heat loss coefficient of gas turbine j V ST gas consumption Q MT (t) residual heat in flue gas emitted as waste heat by gas turbine Q AH,out/in (t) output/input of waste heat boiler in period t η AF efficiency of waste heat boiler Q G,out (t) output of gas boiler in period t G cons (t) gas consumption η G efficiency of gas boiler Q HX (t) output of heat exchanger in period t η HX efficiency of heat exchanger Q AC (t) output of absorption chiller in period t η AC efficiency of absorption chiller Q EC (t) output of electric chiller in period t P EC (t) electric power consumed by electric chiller λ EC efficiency of electric chiller P trans (t) electric power transferred by microgrid to external grid or adjacent microgrid during period t P trans,max limit of transmission line G C price of gas F G gas consumption of gas boiler P sh (t)/P ov (t) differences between output power P load (t) load power of microgrid in period t B p (t) / S p (t) purchasing/selling prices of electricity k MT , k G , k AH efficiency of operation and maintenance costs of gas turbine, gas boiler, and waste heat boiler, respectively k HX , k AC , k EC efficiency of operation and maintenance costs of heat exchanger, absorption chiller, and electric chiller units, respectively k FC , k WT , k PV efficiency of operation and maintenance costs of battery, wind farms, and PV arrays, respectively P AH (t), P HX (t), P AC (t) output power of waste heat boiler, heat exchanger, and absorption chiller, respectively B/S p (t) purchasing and selling prices of electricity f F,P pollutant emission of CCHP microgrid f GT,i /f FC,i pollutant discharges per unit time of ith GT and FC unit e GT,i , g GT,i , r GT,i pollutant emission coefficients of ith GT unit e FC,i , g FC,i , r FC,i pollutant emission coefficients of ith FC unit λ GT,i raw material consumption coefficients of ith GT unit λ FC,i raw material consumption coefficients of jth FC unit P cool (t)/P heat (t) cold load power and heat load power of CCHP microgrid P GT,min/max,i minimum/maximum outputs of ith GT unit P FC,min/max,i minimum/maximum outputs of ith FC unit P GT,d /u,max,i maximum downward/upward ramping rate of ith GT unit output P FC,d /u,max,i maximum downward/upward ramping rate of ith FC unit output Q AH,min/max minimum/maximum heat outputs of waste heat boiler Q G,min/max minimum/maximum heat outputs of gas boiler Q HT,min/max minimum/maximum heat outputs of heat exchanger Q AC,min/max minimum/maximum cooling capacities of absorption chiller P EC,min/max minimum/maximum input electric power of electric chiller P wt,i (t) maximum output predicted of ith wind turbine at period t I. INTRODUCTION Currently, clean energy sources, such as wind power (WP) and photovoltaic (PV) power, have been promoted worldwide due to their renewability and environmental friendliness. Wind and PV power are also excellent distributed generation (DG) power sources that can be easily integrated with local small-scale power grids, such as microgrids. Here, a microgrid is generally considered a small-scale generationtransmission-distribution system that combines various local DG sources, energy storage systems, and electrical loads [1] . At present, combined cooling, heating, and power (CCHP) systems that simultaneously provide cooling, heating, and power have demonstrated considerable potential for microscale domestic applications [2] [3] [4] . However, the distributed nature of microgrids requires careful dispatch planning of each of the controllable units within the grid to ensure good economic performance. The conventional economic dispatching of a microgrid mainly relies on a reasonable management of the output of each controllable unit in the grid, and it addresses the uncertainties associated with the random nature of renewable energy sources like wind and PV power as much as possible under the premise of meeting the load demand [5] , while minimizing the economic losses caused by abandoned WP and PV power and the operation and maintenance cost of controllable units [6] , [7] . However, the uncertainty associated with renewable energy source outputs will inevitably affect the effectiveness and accuracy of conventional microgrid economic dispatching as the increasing penetration of renewable energy sources in microgrids [8] , [9] . While the output of PV power fluctuates to a relatively small degree and can be easily extrapolated from high-precision weather forecasts, the output of WP fluctuates greatly and irregularly due to the extreme randomness of wind direction and wind speed. Addressing this issue requires reasonable forecasting of wind outputs as well as more sophisticated economic dispatching methods. Research focused on WP output forecasting has achieved some reasonable results, and the forecasting methods employed can be mainly divided into simulation methods based on scenario prediction and analytic methods based on point prediction. Simulation methods based on scenario prediction employ sampling of each random uncertainty factor, and then integrate these factors into specific simulation scenarios. Then, the comprehensive influence of the probability distribution of these random variables on the objective function value and the risk value (or opportunity cost) is described according to the occurrence probability and simulation result of each scenario. An example of this method is the development of a probability model between the fatigue load of wind turbines and WP output [10] . Since each wind farm has different factors, such as topography, latitude, fan size, and the wind turbine material, there is an over-reliance on experience using simulation methods. The analytic method employs random sampling and probability statistics to obtain a more robust and universally applicable prediction model than that obtained by simulation methods [11] . In analytic methods based on point prediction, a corresponding empirical model of prediction error is established according to the prediction scale, such as a normal distribution model (NDM) or a Poisson distribution model (PDM), and its probability density function or distribution accumulation function is determined. For example, numerical methods, such as prediction functions and sampling, have been applied for constructing WP forecasting models [12] . The randomness of WP output has also been characterized in a model combining a stacked auto encoder (SAE) and a back-propagation (BP) algorithm [13] . Moreover, intelligent algorithms and fitting models have also been applied to WP prediction [10] , [14] . However, these typical uses of single-layer prediction models increases the computational burden of these models, and often fails to obtain sufficiently accurate confidence probability intervals. In this paper, a beta-function-based double-layer method of forecasting wind power output and calculating error expectation is proposed that describes the uncertainty of WP output more accurately and provides the economic cost due to inaccuracy. While the topic of microgrids has generated considerable interest in recent years, microgrid research has been typically more focused on optimal planning [15] , design [16] , [17] , and integration control [18] rather than on economic dispatch. In some research, price penalty factors are introduced in the early stages to transform the resulting multi-objective optimization problem into a single-objective optimization problem [19] , [20] . Nonetheless, these methods have failed to reflect the trade-off between economic and environmental objectives in the optimization process, and the price penalty factor value is often set based on the individual experience of the researcher, which is not an objective basis. By optimizing all of the objectives during each iteration, multi-objective EEDs can avoid inappropriate parameter selection due to insufficient experience of researchers. Currently, many methods are used to solve multi-objective EEDs, such as selflearning teaching-learning based optimization (TLBO) [21] and the technique for order preference by similarity to solution (TOPSIS) [22] . However, these methods often use only one single population to represent all of the decision variables in the actual optimization process. The coordinated relationship of each controllable unit in the microgrid is not fully considered in these solution processes [19] [20] [21] [22] , resulting in a high probability of obtaining a locally convergent solution with low computational efficiency. Co-evolutionary optimization algorithms have recently provided a new means of solving multi-objective optimization problems for microgrids. The term co-evolution was first proposed by Ehrlich and Raven in 1964 when discussing the evolutionary effects of plants and herbivores [23] . In 1980, Janzen provided a strict definition of co-evolution: the reciprocal adaptation of two or more interacting species [24] . In other words, co-evolution is the evolution of the reaction of traits. Co-evolutionary algorithms are often combined with other algorithms, such as the co-evolutionary genetic algorithm that combines a co-evolutionary algorithm with a classical genetic algorithm. Co-evolutionary optimization algorithms are therefore iterative algorithms inspired by the mutual cooperation and competition among biological populations in the biological world. For example, the introduction of a co-evolutionary theory framework into electric power systems and the electricity market has been demonstrated to provide a new method of optimal planning and operation of electric power systems [25] . However, the application of coevolutionary optimization algorithms in microgrids mainly focuses on microgrid control and the electricity market [26] , [27] , which means that the research on multi-objective environmental/economic dispatch of CCHP microgrids based on co-evolutionary optimization is necessary and interesting. In summary, this paper seeks to address all of the abovediscussed problems simultaneously by proposing a CCHP microgrid economic dispatch model with multiple types of power output units based on the time-of-use (TOU) price in conjunction with a double-layer wind power output forecasting error expectation, which describes the uncertainty of WP output more accurately. A co-evolutionary optimization algorithm is combined with the non-dominated sorting genetic algorithm (NSGA-II) to greatly improve the global search ability and convergence performance of the NSGA-II, which is named the CoNSBAS algorithm. A practical microgrid system in Northwest China is simulated as a case study, and the performance of the proposed algorithm is compared with that of the conventional NSGA-II. The simulation results demonstrate the superiority of the global search performance and the rapid convergence of the improved optimization algorithm.
II. REAL-TIME WIND POWER OUTPUT PROBABILITY PREDICTION MODEL
A. BETA-FUNCTION MODEL OF WIND POWER OUTPUT As discussed above, the dramatic fluctuation of WP output has a considerable impact on the economic dispatch of microgrids. However, a full consideration of the impact of WP output uncertainty on economic dispatch requires the application of the Monte Carlo simulation method to fit the WP output probability distribution [28] . Moreover, it has been proved that the characteristics of wind power output can be well expressed by the beta function [29] . To this end, this paper models the WP output probability distribution using a beta function. Because the processing range of the beta function is [0, 1] and the actual range of WP output is [0, ∞), we must first normalize the WP output probability distribution data.
To demonstrate the characteristics of WP output, Fig. 1 shows the WP output data of 200 points at a particular time in a day for an actual wind farm. The normalization and fitting process is described as follows. First, the wind farm output is normalized as follows.
We divide the normalized range of [0, 1] into γ regions, 0, 1 γ , . . . , γ −1 γ , 1 , and calculate the prediction error of the current time period according to h wt,i (t) and u wt,i (t) :
The real-time WP output probability is then expressed by a beta function as follows.
According to the nature of the beta distribution, the expectation function η, predicted variance σ 2 , and parameters α and β have the following functional relationships.
Here, N col is the number of WP output data points. The specific derivation is shown elsewhere [5] . The limitations of existing prediction algorithms and data recording methods make it unreasonable to predict WP output with 100% accuracy. Therefore, this paper employs a confidence level p of 95%. Next, the concept of WP overscheduling and under-scheduling must be introduced. The compensation due to inaccurate forecasting is expressed in the form of economic costs [31] .
B. COMPENSATION DUE TO INACCURATE FORECASTING
As discussed above, the microgrid dispatching system is scheduled according to the WP forecast curve. Therefore, error in the WP forecast curve due to the randomness of WP output will inevitably affect the power supply accuracy because h wt,t (t) may not be equal to u wt,t (t). The two cases in which h wt (t) > u wt,t (t) and h wt,i (t) < u wt,i (t) are denoted over-scheduling and under-scheduling, respectively. When h wt,t (t) > u wt,t (t), accepting all WP output may cause safety issues. Therefore, grid companies may issue abandonment commands for capacities exceeding the grid-connected technical standards. However, encouraging the development of WP requires that wind farms be fairly compensated for WP output abandonment by grids. However, to encourage the development of WP, it is necessary to compensate wind farms fairly for WP output abandonment by grids [32] . Contrary to the case of overscheduling, h wt,i (t) is completely acceptable when h wt,t (t) < u wt,t (t), while under-scheduling conditions require that the automatic gain control (AGC) be adjusted or that standby units be activated to meet the load demand. Grid companies may also need to purchase highpriced electricity in the real-time power auxiliary service market.
The current approach for applying a predictive model to account for random WP outputs typically adopts a number of predictive output intervals of equivalent periods [33] , and allocates equal computing resources for each interval. However, the actual WP data shown in Fig. 1 indicate that the WP output is mainly concentrated within a specific range, and some sub-intervals are observed with extremely low probability of WP output over the entire sub-interval, such as [0, 0.4] and [0.98, 1]. Moreover, the length of intervals over which the WP output is relatively dense, such as [0.4, 0.98], are very large, which results in excessively low output prediction accuracy that leads to excessive under-scheduling costs.
This paper addresses these issues by proposing the following four-step method for dynamically dividing the predicted WP output range based on historical WP output. However, we must first define the following three WP output intervals: i) overall output interval K = [0, 1], including all possible WP output values;
ii) upper output interval K = [P wt,min p=95% , P wt,max,p=95% ] K ⊆ , including the possibility of 95% WP output values iii) lower output intervals K i , = P 1a,i P ex,i (i = 1, · · · , N K i ⊆ K , are a subset of the upper output range that is used to predict WP output more accurately, where P la,i and P ex,i are the lower and upper limits of the output uncertainty set for lower output interval i.
Then, WP curve prediction and the calculation of compensation due to inaccurate forecasting are conducted as follows.
1) Set a number N = 24 of lower intervals.
2) The upper interval P wt min p=95% , P wt.max p=990 • is determined according to p = 95%. The maximum distribution accuracy of WP output is achieved by minimizing the length of the upper interval: min dis = P wt,max,p=95% − P wt,min,p=95% .
with the following constraints.
Here, N col is taken as 20,000 in this paper, and ε(·) is a step function.
3) Minimization is conducted using the particle swarm optimization (PSO) algorithm. For the data presented in Fig. 1 , the minimum normalized WP upper output interval satisfying p = 95% is [0.4871, 0.9699]. 4) Establish 24 beta-function intervals for the WP upper output interval [0.4871, 0.9699] with interval lengths of 0.02, and fit the WP output data to obtain a fitting curve with sufficient credibility. Each beta-function curve represents a predicted output within the output probability distribution function. Therefore, the power supply company will give the user side total WP compensation due to inaccurate forecasting Y according to the following formula [34] .
Here, k ex,i and k la,i are the over-scheduling and underscheduling compensation coefficients of wind farm i respectively, which are related to the market environment, and T is the scheduling period, which is set to 24h in a day. Accordingly, the WP uncertainty obtained by the beta function is given as follows..
III. CCHP MICROGRID MULTI-OBJECTIVE UNIT OPTIMIZATION MODEL
The CCHP microgrid system optimization economic dispatch model established in this paper takes three objectives of the microgrid system as the optimization goal, and considers the constraints to optimize outputs of all of the controllable devices in the microgrid. The specific structure of a standard microgrid system is illustrated in Fig. 2 . 
A. CCHP MICROGRID MODELING
In this paper, the CCHP microgrid is regarded as a whole. During the scheduling period, the microgrid system meets its own load requirements and specifies a schedule for each decision variable, so that the power generation cost, pollutant emission, and degree of power generation unit output asynchrony are at a minimum.
1) OPERATING COSTS
The objective function for the total operating cost F of the CCHP microgrid system is expressed as follows:
These specific costs are defined for the microgrid as follows. Gas turbine Gas turbines are often considered to be the core equipment in CCHP systems due to their excellent electric power and heat output capabilities. The waste heat obtained while generating electric power can provide heat energy to each energy conversion unit through a corresponding collection device to meet both heat and cold loads in the network area. In the absence of external factors, the gas turbine power generation efficiency η GT can be expressed by a cubic polynomial of the load rate δ :
The gas consumption V GT is given as:
where w LNG is taken as 9.7(kW · h)/m 3 . The residual heat Q GT (t) in the flue gas emitted as waste heat by the gas turbine is given as.
Waste heat boiler The waste heat of gas turbines is collected by the waste heat boiler to supply the cold and heat load requirements of the CCHP microgrid system. The output of the waste heat boiler, Q AH,out (t), in period t is determined by the input heat Q AH,in (t) and the efficiency η AF of the waste heat boiler:
Gas boiler When Q AH,in (t) is insufficient to supply the heat and cold load requirements of the co-supply system, the additional heat required is supplied by burning gas in the gas boiler. The output of the gas boiler, Q G,out (t), in period t is determined by the gas consumption G cons (t) and the efficiency η G of the gas boiler:
Steam heat exchanger The heat exchanger converts the steam heat of the waste heat boiler to supply the heat load demands of the system. The output of the heat exchanger, Q HX (t), in period t is determined by the heat output of the waste heat boiler supplied to the heat exchanger to meet the heat loads of the system and the efficiency η HX of the heat exchanger:
Absorption chiller The absorption chiller employs the heat in the waste heat boiler to supply the cooling load demands of the system. The output of the absorption chiller, Q AC (t), in period t is determined by the heat output of the waste heat boiler supplied to the absorption chiller to meet the cold loads of the system and the efficiency η AC of the absorption chiller:
Electric chiller When the output of the absorption chiller is insufficient to supply the cold loads of the system, the additional cooling is provided by the electric chiller by consuming electric power. The output of the electric chiller, Q EC (t), in period t is VOLUME 7, 2019 determined by the electric power consumed by the electric chiller P EC (t) and its efficiency λ EC :
Wind turbine Because WP is a clean energy source, it generally has no associated environmental compensation cost, such that only the depreciation cost and operation and maintenance costs are generally considered. In the life cycle of wind farm equipment, the power generation cost C WT is generally considered to have a linear relationship with the active output [35] , [36] :
Photovoltaic Array Similar to WP, PV power is also a clean energy source, and generally has no associated environmental costs. Its comprehensive operating costs mainly include depreciation costs and operation and maintenance costs. When PV panels function normally, the PV pover generation cost C PV is generally considered to have a linear relationship with the active output:
Electric power interactions with an external electrical grid The CCHP microgrid purchases electric power from an external grid or an adjacent microgrid when the DG power sources in the microgrid (i.e., gas turbines, wind farms, and PV arrays) cannot meet its total electric load demand. Similarly, the microgrid sells electricity to an external grid or an adjacent microgrid when the electric power generated by the microgrid is greater than its total electric load demand. The corresponding constraints that must be met are given as follows:
If P trans (t) > 0, the microgrid purchases electricity, and, if P trans (t) < 0, electricity is sold. The gas cost of the CCHP microgrid is given as:
The costs of interactions with external electric power grids F grid are determined by the deviation Pun(t) between the output and load of the microgrid and the purchasing and selling price of electricity at each moment, which are given as follows:
Here, P sh (t) and P ov (t) are the differences between the output power, given as P GT (t), P FC (t), P WT (t), and P PV (t) which are those of the gas turbines, batteries, wind farms, and PV arrays, respectively, and the load power P load (t) of the microgrid in period t, which represent deficit and excess states of output, respectively. Equipment operation and maintenance costs of the CCHP microgrid in period t are given as follows.
The total pollutant emission of the CCHP microgrid in period t is given as.
The main pollutants are carbon dioxide (CO 2 ), sulfur dioxide (SO 2 ) , and nitrogen oxides (NO,). For convenience of comparison, only the NOx emissions are considered in this paper. According to the operating data of thermal power units, the pollutant emissions of single gas turbine units and diesel units can be described by quadratic functions of their active power generation, which are given respectively as follows.
f FC,i = e FC,i P 2 FC,i + g FC,i P FC,i + r FC,i .
3) DEGREE OF POWER GENERATION UNIT OUTPUT ASYNCHRONY
The incremental rate gas cost increases with increasing active power output within the normal load range. Therefore, the service life of a single unit will be seriously affected if it must disproportionally bear the output of the microgrid for that type of unit. Therefore, this paper introduces the following function to represent the degree of output asynchrony for a given type of unit.
Because a high-power unit consumes less raw material than a low-power unit for the same active power output, the raw material consumption coefficient of a high-power unit is relatively small [37] .
B. CONSTRAINTS OF MULTI-OBJECTIVE OPTIMIZATION
The operating constraints of the CCHP microgrids system include constraints associated with cooling, heating, and energy balance, the constraints of equipment output, and interaction constraints with external grids, which are given as follows. Cold balance constraint:
Thermal balance constraint:
Electrical balance constraint:
The equipment operation constraints are given as follows. 
Q AH,min (t) ≤ Q AH (t) ≤ Q AH,max (t).
(40)
IV. HYBRID MULTI-OBJECTIVE OPTIMIZATION ALGORITHM A. COOPERATIVE CO-EVOLUTION THEORY
According to the principle of co-evolution, the final solution obtained in a game is a Nash equilibrium, where, in a game G = {S 1 , · · · , S n : u 1 , · · · , u n }, for any strategy group(S * 1 , · · · , S * n ) consisting of each strategy of each player, the strategy S * i of game party i is the best countermeasure against the combination of the other game party strategies S * 1 , · · · , S * i−1 , S * i+1 , · · · , S * n . This is denoted as follows.
Therefore, S * 1 , · · · , S * n is a Nash equilibrium of G for any S ij ∈ S i . The various populations learn from each other in the process of obtaining the Nash equilibrium, and continuously reconstruct their performance to make them finally tend toward a globally optimal solution.
B. NON-DOMINATED SORTING GENETIC ALGORITHM 1) PARETO OPTIMALITY SOLUTION
Multi-objective optimization problems have multiple optimization targets, where each is represented by an objective function, and are therefore quite different from singleobjective optimization problems. Here, a solution that optimizes all objective functions simultaneously is quite difficult to obtain because there is no conflict between the multiple targets. Therefore, the optimization of multi-objective problems typically adopt a solution set, which contains solutions that are incomparable among the various objective functions, and which is characterized by an inability to improve the result of any objective function without weakening the results of at least one other objective function. Such solutions are denoted non-dominated solutions or Pareto optimality solutions. This condition generally holds in power systems that function within a complex operating environment, and usually require the optimized scheduling of complex objective functions. For example, the multi-objective EED optimizations required in a CCHP microgrid system cannot be solved analytically due to their unique mathematical forms.
2) NSGA-II
The basic operation of the NSGA-II is given according to the following five steps.
(1) Initialize the individuals in the population V by randomly assigning values for all of the decision variables in each individual x = [x 1 x 2 . . . x n ] T . Then, calculate the target benefits of each initial individual according to the objective functions, and perform non-dominated sorting on the premise of satisfying the applicable constraints.
(2) Assuming m objective functions, the individuals x j are sequentially sorted according to their i th objective function values f i,j . For all other individuals x k , k = j, if f f ,j ≤ f i,k (the target is to minimize the objective function) or f i,j ≥ f i,k (the target is to maximize the objective function) are always true, then the degree of dominance of individual x j is 0, which is the current optimal solution. If f i,j = f k,j is always true for the (m − 1) th objective function of one individual x k , k = j, and f m,j ≥ f m,k (the goal of this paper is to minimize the objective function), the non-dominance of individual x j is 1.
(3) Lower-cost, low-asynchrony, and low-pollution individuals are given higher dominance, and form several nondominated layers.
(4) According to the m objective functions, the population of individuals in each non-dominated layer are sequentially ordered according to the following formula:
(42) VOLUME 7, 2019 (5) Generate new population V ' according to crossprobability η cr and mutation probability η mu , which are generally 0.5 and 0.02, respectively. (6) Calculate the corresponding objective function values and crowding distances for each individual of offspring population V ' Generate a temporary population by combining V ', and V , and conduct non-dominated sorting of the temporary population.
(7) Select the highest-performing individuals from the temporary population as the new V according a set ratio, which is 0.5.
(8) If the optimization condition is met, terminate iterations and record the optimal variable values; otherwise, return to step (2).
3) DEFECTS IN CURRENT NSGA-II
In the current NSGA-II, populations with different degrees of dominance cannot be further compared. This may lead to the exclusion of individuals with poor fitness, but with a high potential to yield subsequent generations of individuals with excellent fitness. Therefore, the global search capability of the NSGA-II has room for improvement.
C. DEFECTS IN CURRENT NSGA-II
The beetle antennae search (BAS) algorithm is an intelligent optimization algorithm proposed by Jiang and Li in 2017 that was inspired by the foraging process of longhorn beetles. Here, a beetle searching for food has no certain knowledge regarding the locations of food sources. However, the general location can be determined based upon the information received by its two long antennae. If the intensity of the scent received by the left antenna is greater than that received by the right antenna, the beetle will fly to the left; otherwise, it will fly to the right. The beetle can eventually locate food by applying this principle iteratively. The BAS algorithm flow for the z-dimensional CCHP microgrid system optimization problem is described by the following five steps.
(1) Eight optimization variables are selected in this paper: the output power P GT (t) of each of the four small gas turbines, the output power P FC (t) of the two fuel cell units, the grid tie line power P trans (t), and the heat distribution rate w. We assign z-dimensional vectors x l and x r to the left antenna and right antenna, respectively, and the distance between the two antennae is d.
(2) The orientation of the beetle is random, so a random z -dimensional unit vector is generated to represent x l and x r . r = rands(z, 1) rands(z, 1) .
where rands(z, 1) represents a random vector generated in z dimensions. Therefore, we respectively define x l and x r in successive iterations as follows:
Here, d λ is the distance between the two antennae and x λ is the position of the centroid of the beetle at the λ th iteration.
(3) Calculate the respective fitness values f l and f r of x l and x r , and determine the subsequent direction of the beetle according to the relationship between f l and f r :
where sign is the sign function and δ λ is the step size of beetle motion at the λ th iteration. (4) Calculate the fitness value after completing the beetle motion, and update d and δ as follows:
Here, eta d and eta δ are the attenuation coefficients for d and δ, respectively, which are both usually 0.95. (5) If the optimization condition is met, terminate iterations and record the optimal variable values; otherwise, return to step (2).
D. CoNSBAS ALGORITHM
The co-evolutionary framework and the BAS algorithm are combined to establish complex populations based on steps (1)-(5) of the NSGA-II, and mutual cooperation and learning are conducted. In the solution method of CCHP microgrids in this paper, the output of N GT gas turbines, output of N FC fuel cell units, power of transmission line, and heat distribution ratio in the waste heat boiler are selected as decision variables. Thus, two q-dimensional cooperative populations A and B are established, where A represents the outputs of N GT gas turbines and B the outputs of N FC fuel cell units, output of N FC fuel cell units, power of transmission line, and heat distribution ratio w of the waste heat boiler, which are given as follows: A =      P 1,1 P 1,2 · · · P 1,N GT f 1,1 · · · P 2,1 P 2,2 · · · P 2,N GT f 2,1 · · · . . . . . . . . . . . .
Here, P ij and P ij are the outputs of the jth group gas turbines and fuel cell unit j in the i th individual (i = 1, · · · , q, j = 1, · · · , N GT,j , · · · , N FC , f ij and f i,j are the respective fitness values of the j th objective function obtained by the ith individual of populations A and A, r i , and r i are the respective non-dominance of the i th individual of populations A and B, and L i and L i are the respective crowding distances of the i th individual of populations A and B. Therefore, the microgrid optimization process based on the CoNSBAS algorithm is given as follows. (1) Before conducting the BAS process at each iteration, we calculate the fitness as the reciprocal of the objective function value for the first individual of population A as follows.
. . .
Here, individual x 1 is combined with the q individuals of the entire population B sequentially, and the corresponding objective function B sequentially, and the corresponding objective function values are calculated according to (14) , (29) , and (32), respectively. These three fitness values for x 1 are used to calculate the crowding distance of x 1 according to (42) . Accordingly, this process is extended to the remaining individuals of populations A and B. Then, the crowding distances of populations A and B are respectively calculated and subjected to non-dominated sorting according to steps (2)-(4) of the NSGA-II. (2) Then, arrange the dynamic step size of beetle motion δ d and mutation probability η mud for each individual x v (v = 1, · · · , q) according to the following adaptive variation formula.
History min are the respective maximum and minimum crovuding distances of each individual x v during the iteration process, α δ and β δ are the variation coefficients of δ d , and α η and β η are the variation coefficients of η mud . Relatively high mutation and crossover opportunities are available when the population approaches a stable condition, which reduces the probability of reaching local optimal solutions.
(3) Generate offspring populations A' and B' from populations A and B according to δ d , η cr , η mud , and the BAS algorithm. A'', and B'' by combining A and  A', and B and B' , and apply the non-dominated sorting of A'' and B''. (5) Select the highest fitness individuals from A'' and B'' according the set ratio, and assign them as the new A and B. (6) If the optimization condition is met, terminate iterations and record the optimal variable values; otherwise, return to step (2).
(7) Cross-combine populations A and B, select the individual groups with the best degree of non-domination, record the values of the objective functions corresponding to each solution, and plot the Pareto front.
A flowchart of the proposed CoNSBAS algorithm is shown in Fig. 3 . The CoNSBAS algorithm has a greater complexity than the conventional NSGA-II. Therefore, a parallel computing environment is adopted in the present work to ensure that an adequate computation speed is obtained. In addition, this paper introduces a step penalty function mechanism in the calculation of the objective function to ensure that the optimization process does not exceed the limit of units, which helps maintain real-time power balance.
V. CASE ANALYSIS A. TEST MICROGRID DESCRIPTION
This paper employs an actual grid-connected microgrid in northwestern China as an example. The micro-grid consists of four gas turbines, two fuel cell units, four wind turbines, and two PV arrays. The operating parameters of the power units are listed in Table. 1. The dispatching performance of the proposed CoNSBAS algorithm is verified by comparison with that obtained with the conventional NSGA-II. The scheduling period is 24 h. Considering the local micro-grid WP and PV power output characteristics, the scheduling time is selected from 00:00 to 24:00 on the same day. In the example, the iteration limits of the NSGA-II and the CoNSBAS algorithm are 40, the population sizes are 600, and the maximum power of the transmission line connecting the microgrid to the external grid is 40 kW. The predicted active load, heating load, cooling load, PV unit output, wind turbine output, and renewable energy penetration rate are shown in Fig. 4 , and the timesharing electricity transaction prices prevalent in a particular region of China in 2017 shown in Fig. 5 were also adopted. The simulations were conducted on a personal computer with a four-core 2.6-GHz CPU and 4 GB of memory running Windows 10. The WP uncertainty model and the overall multi-objective optimization model were established using MatLab.
The thermal power unit is adopted as the main dispatching unit owing to its rapid response rate and good power regulation performance. The role of the external grid tie line is mainly to maintain the balance of power. Sudden changes in load that exceed the reaction time of the thermal power unit can be accommodated by selling excess WP and PV power to the external grid or by buying electricity from the external grid to meet deficiencies. Moreover, purchasing electricity from the external grid when the load is high can effectively address peak-to-valley differences in the load, and the peakshaving effect is obvious. 
B. WIND POWER UNCERTAINTY AND COMPENSATION DUE TO INACCURATE FORECASTING
The beta-function interval was obtained according to the fitting of each WP output interval, as discussed in Section II.B, and three of the 24 WP output prediction curves are shown in Fig. 6 . The parameters of these three WP output prediction curves are listed in Table. 2. Here, a normalized 95% confidence range of [0.4871, 0.9671] was employed rather than [0.4871, 0.9699] for convenience. Each lower output range is set according to the nature of the beta function, and the total WP compensation due to inaccurate forecasting given by (12) over the 24-h period was Y = 67.98 yuan. 
C. COMPARISON OF MULTI-OBJECTIVE ECONOMIC DISPATCHING ALGORITHMS-PERFORMANCE
The uncertainty forecast cost of WP obtained above was adopted for conducting scheduling optimization of the test microgrid using the NSGA-II and proposed CoNSBAS algorithm. We first consider the economic cost of the microgrid over the 24-h period as the objective function to highlight the economics of the improved algorithm. The operation costs of the gas turbines and fuel cells in the test microgrid obtained by the NSGA-II are shown in Fig. 7 and those obtained by the CoNSBAS algorithm are shown in Fig. 8 .
It can be seen from Fig. 4 and Fig. 7 that more WP output can be sold to the external grid for profit in the interval 00:00-07:00 due to the relatively low load of the microgrid. However, during the periods of gradually increasing load between 07:00-13:00 and 17:00-21:00, the operating costs of the thermal power units increase with increasing output, and the microgrid dispatch center will purchase electricity from the external grid if the existing units fail to meet the load requirements, or if the cost of meeting those requirements is too high. It is also noted that a sharply decreasing load or increasing renewable energy output that exceeds the adjustment capability of thermal power units due to the downward ramp rate constraints would cause the microgrid dispatch center to sell electricity to the external grid.
Comparing Fig. 7 and Fig. 8 , we note that the total operating cost obtained by the NSGA-II over the 24-h period was 2672.25 yuan according to (14) . In contrast, the CoNSBAS algorithm obtained an operating cost of 2598.90 yuan, which reduced the overall operating cost by 2.74%. Moreover, based on the data obtained from the figures, we note that the variance of each ST and FC unit output during the 24-h period obtained by the NSGA-II was 585.49 kW 2 , while the variance obtained by the CoNSBAS algorithm was 489.78 kW 2 , which represents a reduction of 16.24%. This indicates that the overall outputs of the ST and FC units obtained by the CoNSBAS algorithm exhibit a reduced range of fluctuations compared with those obtained by the NSGA-II. This is conducive to the maintenance and operation of the generator set. A comparison of the active power of the transmission line obtained by the NSGA-II and the CoNSBAS algorithm is shown in Fig. 9 . It can be clearly seen that the active power transmission obtained by the proposed algorithm is much more stable than that obtained by the NSGA-II, and the peak-to-valley difference is substantially reduced from 32.04 to 2.06 kW.
D. COMPARISON OF MULTI-OBJECTIVE ECONOMIC DISPATCHING ALGORITHMS-PARETO FRONT
Next, we established a multi-objective optimization model that seeks to minimize the pollutant emissions of thermal power units, degree of unit output asynchrony, and total running costs over a given period t = 1. In addition, the global optimization ability and convergence performance of the algorithms are compared. To this end, the final Pareto fronts obtained using NSGA-II and the CoNSBAS algorithm are given in Fig. 10 and Fig. 11 , respectively.
It can be seen from Fig. 10 that the microgrid must depend on its own active power generation output to avoid purchasing expensive electricity from the external grid, which will lead to a substantial increase in pollutant emissions because pollutant discharge is a quadratic function of the active output.
A comparison of Fig. 10 and Fig. 11 indicates that the NSGA-II readily falls into local optimal solutions under the complex grid conditions considering WP uncertainty, and that the CoNSBAS algorithm can not only obtain the optimal solutions of the NSGA-II, but can also obtain a superior Pareto front. According to the NSGA-II calculation data, the operating cost is 81.96 yuan when the pollution emission is 8.521 kg and degree of power generation unit output asynchrony is 32.02 kW 2 . Meanwhile, the operating cost obtained by the CoNSBAS algorithm is 81.96 yuan when the pollution emission is 8.53 kg and the output difference is 31.66 kW 2 , which reduces the operating cost by 21.40% relative to that of the NSGA-II. Moreover, it is found that the Pareto front provided by the NSGA-II presents various irregularities, such as sudden changes, while the CoNSBAS algorithm achieves a much smoother Pareto front. At the same time, the CoNSBAS algorithm is able to obtain a stable solution with a fewer number of iterations, which is more rigorously verified in the following subsection. In addition, in the case of equivalent pollutant emissions, a decreased degree of output asynchrony means that the output of each thermal power unit corresponds to a greater extent with the raw material consumption coefficients, which reduces the consumption of raw materials and the operating cost. The Pareto front of the CoNSBAS algorithm reflects this feature much better than the NSGA-II.
E. COMPARISON OF MULTI-OBJECTIVE ECONOMIC DISPATCHING ALGORITHMS-CONVERGENCE PERFORMANCE
The convergence performance of the NSGA-II and the CoNSBAS algorithm obtained at given periods t = 24 h are compared in Fig. 12 . It can be seen from Fig. 12 that both algorithms obtain stable solutions after 65 iterations. For example, the NSGA-II obtains a stable solution after 18 iterations, while the CoNS-BAS algorithm obtained a stable solution after the sixth iteration, and provides a better solution than that obtained by the NSGA-II. Therefore, the CoNSBAS algorithm is superior to the NSGA-II in terms of its convergence properties, particularly with respect to the convergence speed and convergence result.
VI. CONCLUSION
In this paper, the dynamic partition method and the PSO algorithm were employed to delineate the upper and lower intervals of WP output. The expected WP output prediction cost was obtained by fitting the normalized WP output data to beta functions. Then, a CCHP microgrid system model based on the TOU tariff mechanism considering WP uncertainty was established. The proposed CoNSBAS algorithm combined the NSGA-II with co-evolution theory and the BAS algorithm to address the premature convergence and slow convergence of conventional NSGA-II. Finally, the effectiveness and superiority of the global optimal solution search ability and convergence performance of the CoNSBAS algorithm were verified by simulations of the modeled microgrid system in comparison with the characteristics obtained using the conventional NSGA-II.
