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In questa tesi si affrontano le tematiche che riguardano l’innovazione tecnologica in 
Italia, tema diventato dominante nello scenario italiano ed europeo rappresentando la 
chiave di volta per lo sviluppo del sistema Paese. 
Si cerca di descrivere l’importanza che l’innovazione tecnologica ha per la 
competitività e lo sviluppo delle imprese e del territorio. 
Applicando un sistema di business intelligence si propone un modello per misurare 
l’innovazione tecnologica considerando varie scale territoriali, cercando di scendere il 
più possibile nel dettaglio. Le scale territoriali considerate sono formate da regione, 
provincia, sistema locale del lavoro e comune. 
Per consentire agli esperti di dominio di analizzare i risultati ottenuti in maniera 
semplice e intuitiva, si propongono metodologie di report semplici (tabelle pivot) e 
avanzate (mappe GIS). 
In fase del tutto sperimentale si cercherà di costruire un indice sintetico che misura 






















 1 INTRODUZIONE  
 
Negli ultimi anni, il tema dell’innovazione è diventato dominante nello scenario 
italiano ed europeo in particolare; una questione dirompente, che ha travalicato i confini 
ristretti dell’impresa ad alta tecnologia per penetrare con decisione nell’arena politica, 
agitata come arma di pressione nelle negoziazioni fra il Governo e il sistema industriale. 
Un tema complesso, talvolta condensato in slogan a effetto senza significato, talora 
esaltato come unica terapia efficace per i mali del sistema economico italiano. 
La chiave di volta per lo sviluppo del sistema Paese e il recupero di competitività 
delle aziende, passa inevitabilmente dalle nuove tecnologie, dall’information 
technology. 
Che l’information tecnology sia una leva di vantaggio competitivo è assodato ed è 
confermato anche dal fatto che Paesi come gli Stati Uniti dove si investe di più in 
information tecnology, sono quelli dove la crescita del PIL è maggiore. Tuttavia nelle 
aziende italiane ancora si tende a investire poco, a considerare la tecnologia un costo e 
non un investimento. 
Quello del rapporto diretto tra innovazione tecnologica e miglioramento delle 
capacità competitive di un'impresa è un tema scontato per gli addetti ai lavori e per i 
fornitori di soluzioni e sistemi informatici, ma che nella realtà dei fatti non trova 
riscontro. 
Ecco la necessità e l’importanza di misurare l’innovazione tecnologica a livello 
territoriale, che rappresenta l’obiettivo di questa tesi. 
Questo lavoro è frutto di uno stage durato circa 7 mesi svolto presso il laboratorio 
In-SAT (Innovazione nei Sistemi Aziendali e Territoriali) della Scuola Superiore 
Sant’Anna, coordinato dal professore Andrea Piccaluga (Scuola Superiore Sant’Anna di 
Pisa), dalla dottoressa Fosca Giannotti (ISTI, Istituto di Scienza e Tecnologie 
dell’Informazione) e dalla dottoressa Michela Lazzeroni (Dipartimento di Scienze 
dell'Uomo e dell'Ambiente, Università di Pisa) in collaborazione con il mio collega 
Francesco Filidei. 
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Inizialmente l’obiettivo del gruppo di ricerca operante nel laboratorio In-SAT era 
quello di misurare l’innovazione tecnologica focalizzandosi solo su alcune regioni 
italiane. 
Il progetto è stato invece esteso ad una misurazione su tutto il territorio italiano, 
considerando varie scale territoriali, cercando di scendere il più possibile nel dettaglio; 
questo è stato possibile grazie allo sviluppo di un completo processo di business 
intelligence, in particolare alle tecniche di data warehousing che abbiamo proposto al 
laboratorio. 
Il percorso evolutivo di questo lavoro inizia con lo studio del problema e la ricerca 
di modelli di misurazione dell’innovazione tecnologica. Vengono identificati due 
modelli molto importanti sviluppati su richiesta specifica da parte del consiglio 
nazionale di Lisbona del 2000, l’ European Innovation Scoreboard e il Regional 
Innovation Scoreboard. Vengono considerati anche studi effettuati focalizzandosi su 
specifiche aree territoriali (Lazzeroni 2004, Cesaroni e Piccaluga, 2003). 
Avendo come base il modello proposto dalla Commissione Europea per la 
misurazione dell’innovazione tecnologica su scala regionale, si propone un approccio 
alla misurazione dell’innovazione che scenda ad un livello di dettaglio maggiore, 
identificando una serie di indici riguardanti il sistema scientifico, le risorse umane, la 
specializzazione in settori high-tech, la ricerca e sviluppo e l’intensità brevettuale. Tale 
approccio considera diversi livelli di dettaglio territoriale a seconda della disponibilità 
dei dati; per certi indicatori siamo in grado di raggiungere il maggior dettaglio 
territoriale possibile: quello comunale. 
Dopo aver identificato gli indici di misurazione, è stato costruito un data warehouse 
contenente tutti i dati necessari per il calcolo degli indicatori. È importante precisare che 
prima dell’inizio di questo lavoro non erano disponibili nel laboratorio questi dati, 
infatti erano state create solo basi di dati relative ai brevetti e alle imprese spin-off, che 
coprivano solo una minima parte della conoscenza utile e necessaria, sono state quindi 
ricercate ulteriori fonti dalle quali reperire altre informazioni, come ad esempio le basi 
di dati pubbliche di Istat, Miur, Cordis e Unioncamere. 
A causa della eterogeneità delle fonti saranno necessarie numerose elaborazioni per 
predisporre i dati al caricamento nel data warehouse e al successivo utilizzo, infatti 
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questa fase del progetto si è rivelata molto onerosa confermando ciò che si afferma in 
letteratura rispetto all’impiego di risorse necessario per implementare il processo di 
estrazione, trasformazione e caricamento. 
Le procedure sviluppate per il processo di ETL saranno automatizzate con 
l’obiettivo di essere utilizzate per l’aggiornamento con le versioni successive dei dati. 
Sono state quindi create tutte le tabelle necessarie per la costruzione del data 
warehouse e dei vari data mart nei quali vengono calcolati gli indici finali. 
Le ultime fasi del percorso seguito riguardano la preparazione di report di 
navigazione e consultazione degli indici calcolati. 
L’esperto del dominio, utilizzando le funzionalità del sistema di business 
intelligence implementato, sarà in grado di monitorare tutti gli indicatori proposti per le 
varie scale territoriali considerate riuscendo ad avere un quadro complessivo e 
dettagliato della loro distribuzione. 
Le metodologie di report proposte, sono le tabelle pivot di Excel e le mappe GIS 
(Geographic Information Systems). Le prime permettono all’utente di esplorare 
facilmente i vari data mart prodotti in tutte le dimensioni disponibili, le mappe GIS 
invece permettono di analizzare graficamente, mediante l’utilizzo di carte tematiche, la 
distribuzione di un determinato indicatore sul territorio. 
In questo lavoro si tenta inoltre, in fase del tutto sperimentale, di costruire un 
indicatore sintetico (innovation performance) per misurare il grado di innovazione 
tecnologica di ogni provincia. 
Visti i buoni risultati ottenuti nella sperimentazione, il calcolo dell’innovation 
performance ha suscitato interesse da parte degli esperti, infatti sarà oggetto di studi 
futuri con l’obiettivo di consolidarne la metodologia di calcolo. 
Il lavoro svolto è stato molto interessante poiché si è rivelato un buon esempio del 
fatto che un modello di business intelligence può essere applicato, ottenendo ottimi 
risultati, in vari contesti e non solo in ambito aziendale come solitamente si trovano 
esempi in letteratura. 
 
Nel capitolo 2 Misurare l’innovazione tecnologica, si presenta il tema 
dell’innovazione tecnologica con particolare riferimento all’importanza che ha per la 
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competitività e lo sviluppo sia delle imprese che del territorio. Vengono inoltre 
presentate alcune metodologie di misurazione dell’innovazione tecnologica già presenti 
a livello Europeo, l’European Innovation Scoreboard e il Regional Innovation 
Scoreboard, che saranno poi adottate come una base consolidata per la definizione di 
una possibile metodologia di misurazione dell’innovazione ad un livello di dettaglio di 
analisi maggiore che a differenza dei metodi citati in precedenza non si limita al livello 
regionale, ma per alcune misure è possibile raggiungere il livello comunale. Nell’ultima 
parte di questo capitolo vengono presentate le diverse scale territoriali di analisi 
considerate nel progetto.  
Nel capitolo 3 Dai sistemi informativi direzionali alla business intelligence, si 
fornisce una rassegna delle tecnologie disponibili in letteratura e utilizzate per lo 
sviluppo del progetto oggetto di questa trattazione.  
Nella prima parte del capitolo viene fatta una presentazione sull’evoluzione storica 
dei sistemi informativi direzionali. In seguito viene presentata l’architettura dei sistemi 
di business intelligence descrivendo nel dettaglio ogni sua parte, dai sistemi alimentanti, 
ovvero i sistemi che contengono i dati elementari, fino alle funzionalità di business 
intelligence passando attraverso la descrizione dei sistemi di data warehouse. 
Nell’ultima parte del capitolo vengono presentati gli strumenti di analisi per queste 
tecnologie con particolare riferimento ai report e al data mining, soffermandosi 
soprattutto sulla descrizione del processo di KDD (Knowledge Discovery in Databases). 
Nel capitolo 4 Un progetto di business intelligence per misurare l’innovazione 
tecnologica a livello territoriale, si descrivono le fasi del progetto in ogni sua parte, da 
quella di estrazione trasformazione e caricamento dei dati fino a quella di progettazione 
del data warehouse e dei data mart. Nella parte riguardante la fase di estrazione 
trasformazione e caricamento dei dati, vengono descritti dettagliatamente tutti i 
pacchetti DTS (Data Transformation Services) di SQL Server 2000 implementati e di 
conseguenza tutte le operazioni effettuate per reperire i dati e popolare la base di dati, 
che verrà utilizzata in seguito per la costruzione del data warehouse. Successivamente 
viene presentato un esempio dell’approccio seguito nel progetto per la progettazione del 
data warehouse e del data mart dei brevetti. Infine vengono presentate le metodologie 
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di reporting adottate per analizzare i risultati ottenuti, viene descritto in particolare 
l’utilizzo delle tabelle pivot e delle mappe GIS. 
Nell’ultima parte del capitolo viene fatta una panoramica sugli strumenti software 
utilizzati per la realizzazione del progetto descrivendone le principali caratteristiche. 
Nel capitolo 5 I report e le estrazioni per la misurazione dell’innovazione 
tecnologica, si presentano alcuni esempi di report prodotti per la misurazione 
dell’innovazione tecnologica; vengono forniti esempi di tabelle pivot di Excel per la 
consultazione dei dati contenuti nei data mart implementati, inoltre vengono riportate 
alcune mappe GIS a diverse scale territoriali per la rappresentazione grafica dei vari 
indicatori. 





















2 MISURARE L’INNOVAZIONE TECNOLOGICA 
2.1 L’importanza della misurazione dell’innovazione tecnologica 
Negli ultimi anni, il tema dell’innovazione è diventato dominante nello scenario 
europeo e italiano in particolare. Una questione dirompente, che ha travalicato i confini 
ristretti dell’impresa ad alta tecnologia per penetrare con decisione nell’arena politica, 
agitata come arma di pressione nelle negoziazioni fra il Governo e il sistema industriale. 
Un tema complesso, talvolta condensato in slogan a effetto senza significato, talora 
esaltato come unica terapia efficace per i mali del sistema economico italiano. 
Come è noto, in Italia, la questione si presenta con toni a volte allarmanti, poiché è 
innegabile la debolezza dell’industria italiana sul fronte dell’innovazione. Inoltre 
sempre in Italia, sono ormai scomparse le grandi imprese science-based, che svolgono 
un ruolo decisivo nella diffusione dell’innovazione. 
C’è da considerare inoltre come negli ultimi anni le nuove tecnologie si stanno 
diffondendo sempre di più nella nostra società, garantendo nel contempo effetti quasi 
sempre positivi. Il progresso tecnologico ha consentito a consumatori di tutto il mondo 
l’accesso a un’ampia gamma di prodotti e servizi; ha accresciuto l’efficienza della 
produzione di generi alimentari e di altri beni di prima necessità; ha favorito la 
diffusione di nuove cure mediche in grado di migliorare le condizioni di salute; ha 
offerto l’opportunità di viaggiare e comunicare con quasi ogni parte del mondo. 
L’impatto complessivo dell’innovazione tecnologica può essere misurato attraverso 
il prodotto interno lordo (PIL). Nel 1957 l’economista Robert Merton Solow ha 
ipotizzato in una sua ricerca, costruita in base all’analisi del PIL pro capite negli Stati 
Uniti, che il residuo statistico, ovvero la componente di crescita non spiegata era da 
imputare al progresso tecnico; in altre parole è l’innovazione tecnologica ad aumentare 
la produzione che si può ottenere da una determinata quantità di lavoro e di capitale. 
In realtà anche se il PIL non è da ritenere un indicatore attendibile del tenore di vita, 
esso segnala ancora la quantità di beni acquistabili dai consumatori; pertanto, nella 
misura in cui i beni migliorino la qualità della vita, possiamo attribuire all’innovazione 
tecnologica un certo impatto positivo. 
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A volte l’innovazione tecnologica produce esternalità negative. Le tecnologie di 
produzione possono essere fonte di inquinamento dannoso per la comunità di cittadini 
che vivono in prossimità delle fabbriche; le tecnologie adoperate nell’agricoltura e nella 
pesca possono causare fenomeni di erosione, la distruzione di habitat naturali o il 
depauperamento della fauna oceanica; nella medicina, le tecnologie possono provocare 
conseguenze impreviste, quali la comparsa di nuove forme batteriche resistenti agli 
antibiotici o scatenare dilemmi etici su temi come le applicazioni dell’ingegneria 
genetica. Tuttavia, nella sua essenza più pura, la tecnologia è conoscenza: una 
conoscenza che consente di risolvere problemi e di perseguire scopi sempre più 
ambiziosi. 
L’innovazione tecnologica può essere definita, pertanto, come la creazione di nuova 
conoscenza, applicata a problemi di ordine pratico. 
Vediamo in seguito una trattazione più dettagliata dell’importanza dell’innovazione 
tecnologica per le imprese e per lo sviluppo territoriale. 
 
2.1.1 Innovazione tecnologica e competitività nelle imprese 
L’innovazione tecnologica è diventata in molti settori il fattore determinante del 
successo competitivo; per la maggior parte delle imprese innovare è ormai un 
imperativo strategico, fondamentale per mantenere e acquisire posizioni di leadership 
nel mercato così come per recuperare condizioni di svantaggio competitivo. 
La crescente importanza dell’innovazione è in parte dovuta alla globalizzazione dei 
mercati; non poche volte, infatti, è la pressione della concorrenza internazionale a 
imporre alle imprese di innovare in modo continuo allo scopo di produrre servizi e 
prodotti ad alto grado di differenziazione. 
L’introduzione di nuovi prodotti consente alle imprese di proteggere i propri 
margini, mentre gli investimenti nell’innovazione di processo si rivelano quasi sempre 
indispensabili per ridurre i costi. Anche i progressi dell’information technology hanno 
contribuito ad accelerare i ritmi dell’innovazione: la diffusione dei software per 
progettare e produrre con l’assistenza del computer (per esempio, le metodologie CAD 
– Computer-Aided Design, CAM – Computer-Aided Manifacturing) ha reso più facile e 
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rapido lo sviluppo dei nuovi prodotti, mentre l’introduzione di sistemi flessibili di 
produzione (FMS, Flexible-Manufacturing System), con il controllo diretto al computer 
del processo, ha consentito la sostenibilità economica di cicli di produzione sempre più 
brevi e attenuato l’importanza delle economie di scala nella produzione. 
Queste tecnologie aiutano l’azienda a sviluppare e produrre più varianti dello stesso 
prodotto, garantendo una maggiore aderenza alle esigenze di gruppi di clienti definiti 
con un sempre maggiore grado di dettaglio così da riuscire a differenziarsi rispetto alla 
concorrenza. 
Quando un’impresa adotta nuove tecnologie e accelera il proprio ritmo di 
innovazione, in realtà eleva per tutti i concorrenti la soglia competitiva e innalza le 
barriere all’ingresso: si determina per l’intero settore un balzo in avanti, sollecitando le 
imprese ad accorciare i cicli di sviluppo e a introdurre con maggiore velocità nuovi 
prodotti. L’esito finale di tale processo è una maggiore segmentazione del mercato e 
una rapida obsolescenza del prodotto. Il ciclo di vita del prodotto (ossia l’intervallo di 
tempo tra l’introduzione sul mercato e il ritiro o la sostituzione con un prodotto di nuova 
generazione) si è ridotto sino ad arrivare a soli 4-12 mesi per il software, 12-24 mesi per 
l’hardware e l’elettronica di consumo, e 18-36 mesi per gli elettrodomestici “bianchi” 
(frigoriferi, lavatrici, lavastoviglie) (Izzo, 2005). 
La spinta dell’innovazione, determinando un innalzamento degli standard 
competitivi in molti settori, ha reso più difficile per le imprese raggiungere il successo 
di mercato. 
Sebbene il governo rivesta un ruolo importante negli investimenti per l’innovazione 
tecnologica, tra i Paesi membri dell’Organizzazione per la Cooperazione e lo Sviluppo 
Economico (OCSE), la maggior parte dei fondi per R&S deriva dalle imprese e, a 
differenza dei fondi statali, tale quota di investimenti ha registrato negli ultimi anni un 
rapido aumento. 
Il quadro dell’innovazione in Italia, invece, si presenta capovolto: le imprese 
investono poco e la maggior parte delle risorse finanziarie investite in ricerca è di fonte 
pubblica1. 
                                                 
1A differenza di altri Paesi avanzati, le imprese italiane investono poco in ricerca. Mentre la quota di 
investimenti delle imprese in R&S supera il 72% in Giappone e sfiora il 67% negli Stati Uniti, la 
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Nella frenetica corsa all’innovazione, molte imprese si buttano a capofitto nello 
sviluppo di nuovi prodotti senza definire strategie chiare o predisporre processi ben 
articolati per la scelta e la gestione dei progetti. Così facendo, spesso avviano più 
progetti di quanti effettivamente possano sostenere, oppure ne scelgono alcuni che non 
sono adatti per le risorse dell’impresa e coerenti con i suoi obiettivi: ne consegue perciò 
un allungamento dei cicli di sviluppo e un alto tasso di fallimento. 
Anche se l’innovazione viene comunemente descritta come un processo spontaneo e 
non strutturato, non governato da regole e sciolto dai vincoli della pianificazione, in 
realtà questa convinzione si è rivelata fallace e, nel tempo, la maggioranza degli studi 
empirici converge nel dimostrare che gli innovatori di successo si avvalgono invece di 
strategie di innovazione e processi di management ben delineati. 
Gran parte delle idee innovative non si trasforma in nuovi prodotti di successo; 
molti studi suggeriscono che ciò accade solo a un’idea su qualche migliaio. Tanti 
progetti non sono in grado di evolvere in prodotti realizzabili sotto il profilo tecnico e, 
di quelli che ci riescono, solo pochi generano un rendimento di mercato adeguato agli 
investimenti. Secondo uno studio che si è avvalso sia dei risultati conseguiti da 
precedenti ricerche sul tasso di successo dell’innovazione, sia di dati relativi ai brevetti, 
ai fondi di venture capital e a ricerche di mercato, occorrono circa 3000 idee prima di 
giungere a un prodotto nuovo e di successo nel mercato (Izzo, 2005). 
Per migliorare il tasso di successo delle innovazioni di un’impresa, occorre 
elaborare una buona strategia. I progetti di innovazione dovrebbero essere coerenti con 
le risorse e gli obiettivi dell’impresa, facendo leva sulle sue competenze chiave (core 
competence) per contribuire al raggiungimento dell’obiettivo strategico. La struttura 
organizzativa e i sistemi di controllo dell’impresa dovrebbero incoraggiare la 
generazione di idee innovative, garantendone al contempo un’efficiente realizzazione. 
                                                                                                                                               
partecipazione delle imprese italiane al volume complessivo degli investimenti realizzati in Italia per la 
ricerca supera a stento la soglia del 50%, ben al di sotto della media dell’Unione Europea (65,6%), così 
come della quota delle imprese in Giappone (73,7%) e negli Stati Uniti (72,9%). In realtà, quasi tutti gli 
indicatori relativi alla ricerca pongono l’Italia nelle posizioni di coda. 
Grave in Italia è soprattutto, il ritardo delle imprese: gli investimenti delle imprese italiane in R&S sono 
tra i più bassi di Europa. 
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Il processo di sviluppo del nuovo prodotto dovrebbe massimizzare le probabilità di 
successo dei progetti sotto il profilo sia tecnico che commerciale. Per conseguire questi 
obiettivi, è indispensabile che il management dell’impresa abbia una conoscenza 
approfondita delle dinamiche dell’innovazione, concepisca una strategia di innovazione 
ben strutturata e formuli in modo adeguato i processi di implementazione della strategia 
di innovazione. 
C’è da considerare che quando si parla di innovazione non si intende solo la 
concezione di un nuovo prodotto ma l'innovazione rappresenta un concetto che si presta 
a varie applicazioni e può riguardare: 
• l'introduzione di una nuova qualità di un dato bene esistente; 
• l'introduzione di un nuovo metodo di produzione mai utilizzato; 
• l'apertura di un nuovo mercato non ancora occupato da un particolare settore 
industriale; 
• la scoperta di una nuova fonte di approvvigionamento di materie prime e 
semilavorati; 
• l'introduzione di nuove forme organizzative all'interno dell'industria. 
 
2.1.2 Innovazione tecnologica, sviluppo e competitività territoriale 
L’innovazione tecnologica costituisce una condizione strategica per lo sviluppo e la 
competitività non solo delle imprese, ma anche dei sistemi territoriali di rango nazionale 
(Nelson 1993; Lundvall 1992) e dei contesti intermedi quali quello regionale (Benko e 
Lipietz 1992; Malerba 1993) e quello locale (Aydalot 1986; Maillat 1992). 
L’innovazione tecnologica riduce il vincolo della distanza, favorisce la diffusione 
rapida delle informazioni e delle conoscenze e nello stesso tempo facilita 
l’individuazione e la penetrazione di nuovi mercati, la mobilità produttiva, la flessibilità 
residenziale e la formazione di modelli di sviluppo reticolari; inoltre incide sulla 
competitività dei singoli soggetti, ma anche degli stessi territori di appartenenza, 
considerati nelle diverse scale di riferimento (paesi, regioni, sistemi locali, città). 
La competitività territoriale si basa su fattori di natura prevalentemente immateriali 
(produzione di conoscenza, innovazione tecnologica, qualificazione delle risorse 
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umane) e sulla capacità del territorio di imporre in forma dinamica i vantaggi 
competitivi (Bramanti, 1997). 
La competitività di un sistema territoriale dipende quindi dalla disponibilità di 
risorse ed energie locali flessibili, cioè capaci da una parte di adattarsi velocemente agli 
stimoli globali e alle esigenze che emergono dai soggetti interni ed esterni all’area, 
dall’altra di conservare e valorizzare le proprie caratteristiche distintive. La 
concorrenza, infatti, si gioca soprattutto sulle capacità di apprendimento collettivo, e 
diventano più competitivi quei sistemi territoriali che sono in grado di individuare e 
seguire nuove traiettorie di sviluppo in maniera più veloce e più efficiente rispetto agli 
altri sistemi. Lo sviluppo di un determinato territorio è legato a quelle capacità che 
Storper (1997) chiama “destandardizzazione e generazione di varietà”, cioè alla capacità 
di essere diverso dagli altri, di promuovere le proprie vocazioni territoriali, di utilizzare 
le proprie conoscenze specifiche e non codificate, di creare varietà nelle risorse messe in 
gioco. 
I fattori che possono essere definiti tradizionali, quali l’efficienza delle infrastrutture 
di trasporto, la disponibilità degli incentivi, il costo della manodopera, l’offerta ricettiva 
turistica continuano a giocare un ruolo importante, ma acquistano rilevanza diversa a 
seconda che siano più o meno collegati con altre risorse del sistema o valorizzati 
attraverso l’interazione con i fattori immateriali. Emergono dunque nuove condizioni 
d’area basate sulla capacità dei territori di fornire manodopera altamente qualificata e 
servizi avanzati, di produrre e diffondere conoscenza tacita e codificata2, di presentare 
sistemi attivi di relazioni locali e internazionali. 
La produzione di conoscenza e l’accesso al sapere codificato sono sicuramente 
aspetti che incidono notevolmente sul vantaggio competitivo di un determinato sistema 
territoriale (Rullani, 2004). La chiusura rispetto al patrimonio scientifico e tecnologico 
esterno può generare un netto ritardo del sistema territoriale, determinando una 
progressiva perdita di competitività rispetto agli altri sistemi territoriali e un 
                                                 
2 Si fa riferimento alla distinzione tra due tipi di conoscenza (Nonaka e Takeuchi, 1995; Gambardella, 
1993; Rullani, 1994; Conti, 1997): la conoscenza codificata e la conoscenza tacita. La prima viene 
generata all’interno della sfera scientifica e circola attraverso canali formali, come pubblicazioni, Internet, 
brevetti ecc., mentre la seconda comprende l’insieme delle conoscenze concrete e delle abilità tecniche ed 
è il frutto di processi di apprendimento altamente localizzati e direttamente collegati alle condizioni che 
caratterizzano un determinato ambiente. 
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atteggiamento di ripiegamento su se stesso e di “replicazione” di comportamenti di 
routine. Il sistema territoriale particolarmente innovativo e dinamico è quello che riesce 
a produrre conoscenza specifica e differenziata rispetto ad altri contesti innovativi e 
nello stesso tempo ad aprirsi alla sfera cognitiva esterna, assorbendo e trasformando, 
sulla base del proprio patrimonio cognitivo e delle proprie traiettorie di sviluppo, i 
saperi di provenienza esogena (Lazzeroni, 2004). 
Nella progettazione e nel coordinamento delle dinamiche di sviluppo locale diventa 
rilevante il contributo dei vari soggetti che operano in un territorio secondo un  modello 
reticolare in cui ognuno svolge un suo compito, riveste un suo ruolo, occupa una sua 
posizione. Il vantaggio competitivo di un territorio dunque non è legato all’efficienza e 
all’innovatività di un singolo attore, ma diventa espressione di una cultura di sistema, in 
cui i diversi soggetti sono chiamati ad organizzarsi in reti competitive e differenziate e a 
farsi promotori di progetti di sviluppo locale (Lanzara e Lazzeroni, 2001). 
Come è stato evidenziato, il primo aspetto caratterizzante di un sistema locale è 
l’insieme delle risorse materiali e immateriali che definiscono la struttura e l’immagine 
del luogo. 
Tra le risorse materiali e immateriali emergono le core competence territoriali, cioè 
quelle competenze e risorse che non solo presentano le maggiori potenzialità di 
sviluppo, ma che attualmente fanno ottenere al sistema territoriale una posizione di 
leadership e di forza competitiva maggiore rispetto agli altri territori. 
Le risorse materiali e immateriali di un territorio, infatti, rappresentano i fattori 
statici di competitività, cioè una fotografia delle caratteristiche di un sistema in un 
determinato momento, l’analisi della dotazione esistente non è però sufficiente per 
valutare la competitività di un territorio; occorre porre attenzione anche ai processi di 
cambiamento, al dinamismo di sistema, alla capacità di apprendere, di interagire, di 
proporre progetti di sviluppo locale, integrando le idee esterne con le risorse interne. 
Ciò rappresenta il tentativo di collegare variabili statiche a variabili dinamiche, che 
possono dare un’idea non solo del cambiamento avvenuto ma soprattutto delle capacità 
attuali di attivare processi di cambiamento di innovazione territoriale (Lazzeroni, 2001). 
I processi di cambiamento e il dinamismo di un determinato territorio possono 
essere valutati da tre punti di vista: tecnologico, economico, istituzionale. 
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Il primo riguarda la sfera della conoscenza e della tecnologia, per cui la 
competitività di un sistema si gioca sulla qualità e sulla velocità di apprendimento e 
soprattutto sulla produzione di un tipo di conoscenza difficilmente imitabile e 
trasferibile in breve tempo: sul piano metodologico occorre quindi prendere in 
considerazione le attività di eccellenza nel campo scientifico e tecnologico e le capacità 
innovative specifiche maturate all’interno del sistema produttivo. Il secondo punto di 
vista, quello economico, consiste nell’analisi delle tendenze di sviluppo del sistema 
territoriale in termini di PIL, imprese e addetti, con particolare attenzione alle 
dinamiche di attrazione degli investimenti esteri e di esportazione dei prodotti specifici 
locali, che testimoniano la vitalità del sistema sia nelle relazioni interne che esterne. Il 
terzo aspetto fa riferimento ai progetti di sviluppo condotti o programmati degli attori 
locali, da cui si ricavano informazioni sulle capacità  delle istituzioni e dell’ambiente 
locale di organizzarsi, di sviluppare competenze interattive basate sulla fiducia 
reciproca e sulla definizione dei ruoli e dei compiti, di rispondere alle proposte di 
cambiamento provenienti sia dall’interno che dall’esterno del sistema. In altre parole, si 
tratta di valutare il dinamismo e la propensione all’innovazione delle istruzioni e 
dell’ambiente locale nel suo complesso. 
E’ opportuno quindi combinare fattori statici e dinamici e presentare una tassonomia 
di sistemi locali, che identifichi il livello di competitività di un‘area, c’è quindi la 
necessità di definire e calcolare alcuni indicatori quantitativi di valutazione del livello di 
competitività del sistema che sappiano misurare il grado di innovazione di un territorio. 
La competitività di un territorio è collegata ad una coesione di fattori. La capacità di 
produrre e valorizzare conoscenza e innovazione tecnologica rappresenta una visione di 
sviluppo essenziale. Per questa ragione, è diventato importante sia in ambito scientifico 
che politico misurare la rilevanza dell’innovazione tecnologica a livello territoriale. 
Nei paragrafi seguenti si descrivono in primo luogo, i metodi che attualmente 
vengono utilizzati dalla Commissione Europea per misurare l’innovazione tecnologica 
dei paesi membri, e in secondo luogo il sistema di indicatori selezionato per il progetto. 
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2.2 Metodi di misura per l’innovazione tecnologica 
Il presente paragrafo ha lo scopo di presentare il quadro degli indicatori utilizzati a 
livello europeo per misurare l’innovazione tecnologica. 
 
2.2.1 European Innovation Scoreboard 
Il “Quadro comparativo dell’Innovazione in Europa” 2001 (European Innovation 
Scoreboard, EIS, http://trendchart.cordis.lu) è stato sviluppato su richiesta specifica da 
parte del consiglio nazionale di Lisbona del 2000. Prende in esame l’innovazione 
tecnologica e fornisce indicatori per tracciare i progressi dell’UE verso il traguardo 
stabilito a Lisbona, vale a dire diventare nei prossimi dieci anni l’economia basata sulla 
conoscenza più competitiva e dinamica al mondo. 
Per misurare l’innovazione viene proposto un set di indicatori strutturali, come per 
esempio il numero dei brevetti o il numero di laureati in materie scientifico-
tecnologiche. Poiché tali indicatori vengono calcolati allo stesso modo in tutti gli stati 
membri, lo scoreboard è considerato uno strumento di benchmark che può essere usato 
per comparare le dinamiche dei processi di innovazione tra i vari paesi. 
L’EIS viene realizzato annualmente e include sia i dati attuali che quelli storici. In 
tal modo è possibile avere a disposizione, oltre alla posizione attuale del paese rispetto 
agli altri, anche un andamento nel tempo degli indicatori analizzati. 
L’EIS completa l’enterprise policy scoreboard e gli altri esercizi di benchmarking 
della Commissione Europea.  
In particolare, l’EIS prende in considerazione 17 indicatori principali suddivisi in 4 
macro-categorie (European Commission, 2002) : 
• Risorse umane 
1. Laureati nelle discipline scientifico-tecnologiche (% sulla popolazione con 
età 20-29 anni); 
2. Popolazione con istruzione post-secondaria (% sulla popolazione con età 25-
64 anni); 
3. Partecipazione alle attività di formazione permanente (life-long learning) (% 
sulla popolazione con età 25-64 anni); 
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4. Occupazione nei settori manifatturieri a medio-alta e ad alta tecnologia (% 
sul totale dell’occupazione); 
5. Occupazione nei servizi ad alta tecnologia (% sul totale dell’occupazione). 
• Creazione di conoscenza 
1. Spese in R&S di enti pubblici (% sul PIL); 
2. Spese in R&S di imprese private (% sul PIL); 
2.1. Domande di brevetti high-tech presso EPO (European patent office) 
(per un milione di abitanti)3; 
2.2. Domande di brevetti presso EPO  (per un milione di abitanti); 
2.3. Domande di brevetti high-tech presso USPTO (US patent office) (per 
un milione di abitanti). 
• Trasmissione  e applicazione di conoscenza 
1. Piccole e medie imprese che innovano in house (% sul totale delle imprese 
manifatturiere); 
2. Piccole e medie imprese che sono coinvolte in attività innovative in 
cooperazione con altre imprese (% sul totale delle imprese manifatturiere); 
3. Spese per l’innovazione (% sul fatturato) sostenute da imprese con più di 20 
addetti. 
• Finanza per l’innovazione, output e mercati 
1. Investimenti di Venture capital nelle imprese ad alta tecnologia (% sul PIL); 
2. Capitali raccolti sui mercati di borsa (in % sul PIL); 
3. Introduzione di nuovi prodotti sul mercato (% delle vendite o del volume di 
affari); 
4. Grado di utilizzo di internet (% di famiglie); 
4.1. Grado di utilizzo di internet (% di popolazione); 
5. Spese in ICT (% sul PIL); 
6. Percentuale di valore aggiunto manifatturiero generato dall’alta tecnologia; 
6.1. Stock degli Investimenti Diretti Esteri (Ide) (% sul PIL). 
                                                 
3 I brevetti high-tech comprendono le classi: farmaceutica, biotecnologia, information tecnology, 
aerospaziale. 
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Questo sistema dei dati risulta un importante sistema di riferimento per misurare le 
performance innovative a livello nazionale. Tali indicatori possono essere applicati 
anche a scala regionale. 
 
2.2.2 Regional Innovation Scoreboard 
Uno degli sviluppi dell’EIS 2002 è stata la formazione di un Quadro comparativo 
dell’innovazione regionale (Regional Innovation Scoreboard, RIS, 
http://trendchart.cordis.lu). Il RIS 2002 si è limitato agli indicatori EIS che fornivano 
dati a livello regionale e al confronto puramente statistico. La scelta di come stabilire la 
suddivisione in regioni si è attenuta alla linea generale stabilita dalla Commissione 
Europea: NUTS 1 per Austria, Finlandia, Francia, Grecia, Irlanda, Italia, Paesi Bassi, 
Portogallo, Spagna e Svezia, NUTS 2 per Belgio, Germania e Gran Bretagna. 
La selezione finale degli indicatori di innovazione tecnologica inclusi nello 
scoreboard regionale dell’innovazione si è fondata anche sulle principali teorie 
economiche sui processi innovativi. Nei punti seguenti vengono schematicamente 
presentati i principali quattro modelli teorici secondo la sistematica trattazione di 
Rothwell (Rothwell, 1995): 
A) Prima generazione: Science Push, secondo questo paradigma l’innovazione 
emerge da un processo lineare dove è la Ricerca e Sviluppo (R&S), sia pubblica 
sia privata, a rappresentare il fattore chiave, ovvero il motore della produzione di 
novità tecnologiche. Data la struttura di questo modello, la R&S risulta essere il 
fattore determinante del cambiamento tecnologico. In tale prospettiva, gli 
indicatori basati sulle misurazioni della spesa e del personale occupato in R&S 
rappresentano gli elementi cardine per la valutazione del potenziale innovativo 
in un sistema economico. Questo approccio iniziale si riflette nella formulazione 
del Manuale di Frascati (1963), nel quale venne posta particolare attenzione alla 
definizione e standardizzazione degli indicatori di R&S. 
B) Seconda generazione: Market Pull, in base a questa successiva categoria di 
modelli è l’esistenza di una domanda di mercato per l’innovazione ad esercitare 
il maggiore stimolo per la creazione di nuove idee. Conseguentemente, gli 
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investimenti in attività innovative tenderanno ad essere molto sensibili rispetto 
all’andamento del mercato. L’introduzione di considerazioni relative alla 
domanda di mercato al fine di spiegare il processo innovativo mette in risalto 
l’importanza di includere misurazioni di output dell’innovazione, in grado di 
cogliere i risultati effettivamente prodotti dagli investimenti in attività 
innovative. L’uso di indicatori brevettuali trae diretto spunto proprio da queste 
considerazioni. 
C) Terza generazione: Coupling Model, in base a questa categoria di modelli, il 
processo che conduce all’introduzione di innovazioni tecnologiche è costituito 
dall’interazione che si verifica tra le funzioni interne all’impresa, la conoscenza 
scientifica e tecnologica e le forze di mercato. Secondo questo approccio 
diventano fondamentali gli indicatori orientati a misurare la possibilità e la 
capacità delle imprese di attingere alle fonti di conoscenza scientifica locale. In  
tale contesto, il grado di investimento in conoscenza e capitale umano a livello 
regionale costituisce un fattore di assoluta rilevanza. 
D) Quarta generazione: System integration and Networking, in questa più recente 
categoria di modelli, l’innovazione viene presentata come il risultato di un 
processo di integrazione sistemica e di networking. L’attività innovativa viene 
stimolata dalla consuetudine ad instaurare continue relazioni con clienti e 
fornitori, ad operare sul mercato globale ed a creare partnership per attività di 
ricerca. Secondo quest’ultima prospettiva, la performance di un sistema 
regionale di innovazione è in larga misura dipendente dalla capacità che esso ha 
di fornire asset complementari al diretto processo innovativo, quali un supporto 
finanziario specializzato ed una appropriata governance delle risorse e delle 
infrastrutture pubbliche tangibili ed intangibili messe a disposizione del tessuto 
industriale. 
Negli ultimi anni la dimensione regionale dei processi innovativi ha ricevuto sempre 
maggiore interesse sia da parte della ricerca economica, sia da parte dei policy makers 
europei. Ciò può essere giustificato da diversi aspetti: 
 21
• la decisione della Commissione Europea nel 2003 di affiancare allo European 
Innovation Scoreboard, un Regional Innovation Scoreboard espressamente 
orientato a valutare le capacità innovative delle regioni europee; 
• il riconoscimento del cambiamento della mission delle Università, da semplici 
produttori di conoscenza ad istituzioni direttamente impegnate nel sostegno alla 
competitività del tessuto industriale regionale; 
• i processi di devolution,  in atto non solo in Italia, verso i governi regionali delle 
competenze in materia di politica industriale e di ricerca e sviluppo; 
• il rinnovato interesse per i distretti tecnologici e i parchi scientifici, il cui 
successo viene espressamente ricondotto alla prossimità geografica degli attori 
coinvolti e all’opportunità di condividere risorse scientifiche e tecnologiche 
locali. 
 
Struttura e definizione degli indicatori del RIS 
Lo scoreboard è strutturato secondo una progressiva aggregazione di singoli 
indicatori quantitativi all’interno di macro-aree. Tale struttura intende fornire 
l’opportunità di valutare la performance innovativa di un sistema di innovazione 
regionale su diversi livelli e secondo differenti prospettive. 




• Sistema finanziario 
• Sistema scientifico 
• Risorse umane 
A loro volta le 5 macro-categorie sono ricondotte a due distinte aree: 
• innovatività: include le macro-categorie risorse ed output. In questa area sono 
raggruppati gli indicatori che rappresentano i risultati diretti e le risorse investite 
nel processo innovativo; 
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• fattori abilitanti: includono le macro-categorie sistema finanziario, sistema 
scientifico e risorse umane. In questa area sono incluse misure relative agli 
elementi di contesto che costituiscono i principali fattori abilitanti del processo 
innovativo. 
Lo scoreboard così strutturato consente di calcolare un indice complessivo di 
performance innovativa dato dall’aggregazione dei valori ottenuti per le due macro-
aree. 
La figura 2.1 rappresenta le macro-aree e le macro-categorie sopra descritte. 
 
 
Fig. 2.1: Macro-aree e macro-categorie. 
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Innovation Performance: è l’indice sintetico che misura la prestazione innovativa 
complessiva di una regione aggregando sia le misure di “innovatività”, sia gli indicatori 
sui “fattori abilitanti”. 
Innovatività: l’indicatore rileva l’innovatività corrente del sistema industriale della 
regione. Esso è costituito da due gruppi di indicatori. I primi (output) indicano l’output 
innovativo prodotto dal sistema industriale, i secondi (risorse) misurano l’input di 
risorse immesse nel processo innovativo. 
Output: l’indicatore misura l’output innovativo del sistema regionale, sia nella 
forma di innovazioni protette da diritti di proprietà intellettuale, sia nella forma di 
innovazioni non protette attraverso lo strumento brevettuale. 
1 Hi-tech companies: l’indicatore esprime una misura normalizzata 
dell’incidenza locale di attività di ricerca industriale nei comparti hi-tech, misurata 
attraverso il numero di applicazioni brevettuali presso l’EPO in aree hi-tech, in rapporto 
alla popolazione della regione. 
2 Indice di intensità brevettuale: questo indicatore è definito, per ogni regione, 
come il rapporto tra il numero di brevetti europei assegnati in un anno ed il PIL 
regionale espresso in milioni di Euro x100. 
3 Share of innovative companies: l’indicatore esprime la quota parte di aziende 
presenti in una regione, che hanno dichiarato di svolgere attività di innovazione di 
prodotto e processo secondo i criteri definiti nell’EIS del 2003; il valore dell’indicatore 
viene normalizzato su scala europea. 
4 Leading innovative companies: questo indicatore riporta il numero di grandi 
imprese innovative presenti all’interno di una regione. Un’impresa viene definita leader 
tecnologico se appartiene, all’interno del proprio settore industriale, all’insieme delle 
prime 2000 imprese mondiali per numero complessivo. 
Risorse: l’indicatore aggregato fornisce una stima delle risorse che un sistema 
industriale regionale mette a disposizione del processo innovativo sia in termini di 
risorse investite in ricerca e sviluppo, sia in termini di capacità di accesso ai 
finanziamenti comunitari. 
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5 Incidenza R&S su valore aggiunto: questo indicatore è calcolato come il 
rapporto tra l’ammontare complessivo delle spese in R&S del settore pubblico e privato 
ed il corrispondente valore aggiunto misurato a livello regionale. 
6 Incidenza spesa privata: questo indicatore è calcolato, per ogni regione, come 
il rapporto tra l’ammontare delle spese in R&S del solo settore privato ed il complesso 
delle spese in R&S pubbliche e private. 
7 Competitività sui progetti: l’indicatore fornisce informazioni circa la capacità 
di competere su progetti europei e quindi sulle potenzialità di networking per 
l’innovazione presenti a livello regionale. 
8 Intensità spese in R&S: questo indicatore è calcolato come il rapporto tra 
l’ammontare complessivo delle spese in R&S del comparto pubblico e privato ed il 
corrispondente PIL della regione di riferimento. 
Fattori abilitanti: questo indicatore aggregato misura la capacità del sistema 
innovativo regionale di mettere a disposizione una serie di infrastrutture intangibili che 
costituiscono i fattori abilitanti del processo innovativo. L’indicatore è quindi il risultato 
dell’aggregazione di tre sottoindici che misurano la dotazione infrastrutturale di servizio 
al processo innovativo: il sistema finanziario, il sistema scientifico e le risorse umane. 
Sistema finanziario: l’indicatore misura la capacità della regione di mettere a 
disposizione del sistema le risorse finanziarie necessarie all’innovazione e alla crescita 
dell’impresa. Esso aggrega misure relative sia alla capacità del sistema di attrarre risorse 
di venture capitalist, sia alla capacità delle imprese innovative di finanziare i processi 
innovativi con capitale equity. 
9 Intensità venture capital: questo indicatore è costituito dal rapporto tra 
l’ammontare complessivo (espresso in milioni di Euro) di investimenti da parte di 
venture capitalist sul territorio regionale in uno specifico anno (escluse le operazioni di 
buy-out) e il corrispondente PIL regionale. 
10 Investimenti venture capitalist: questo indicatore rappresenta il numero di 
investimenti realizzati dai venture capital nelle diverse regioni in un specifico anno. 
11 Quotazione su nuovi mercati: l’indicatore è calcolato come il numero delle 
quotazioni iniziali sui nuovi mercati azionari europei in un determinato anno di imprese 
appartenenti alle regioni considerate. 
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12 Capitalizzazione di mercato: l’indicatore è calcolato come la sommatoria dei 
valori medi annui delle capitalizzazioni di tutte le imprese quotate sui nuovi mercati ed 
appartenenti alle regioni considerate (valori espressi in migliaia di Euro). 
Sistema scientifico: l’indicatore aggregato misura la capacità del sistema scientifico 
locale di produrre e mettere a disposizione dell’apparato innovativo competenze e 
conoscenze scientifiche di alto livello. Esso aggrega indicatori relativi sia alla quantità e 
qualità della produzione scientifica sia alla capacità di relazione tra il sistema scientifico 
locale e l’impresa. 
13 Impatto scientifico: l’indicatore è costituito dal rapporto tra il numero di 
citazioni ricevute da pubblicazioni scientifiche ed il totale delle pubblicazioni afferenti 
alle regioni considerate. 
14 Collaborazione Università - impresa: l’indicatore rappresenta l’incidenza di 
progetti europei che vedono la compartecipazione di istituzioni di ricerca pubbliche ed 
imprese regionali rispetto al totale dei progetti attribuiti alla regione. 
15 Produttività scientifica media: l’indicatore esprime il rapporto tra il numero 
totale delle pubblicazioni aventi almeno un autore con affiliazione ad un’istituzione di 
ricerca situata nella regione e la popolazione della regione. 
Risorse umane: l’indicatore aggregato misura la presenza di risorse umane di alto 
livello dedicate all’innovazione a livello regionale, sia nel sistema scientifico e della 
ricerca, sia nel sistema industriale. 
16 Nuove risorse per l’innovazione: questo indicatore è calcolato come il rapporto 
tra le risorse umane impiegate in scienza, tecnologia ed alta formazione e la 
popolazione delle regioni. 
17 Nuove risorse per l’innovazione settore privato: questo indicatore è calcolato 
come il rapporto tra il numero di impiegati in settori tecnologici (industria e istituzioni 
private) ed il totale dei lavoratori di una specifica regione. 
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2.2.3 Proposta di una metodologia di analisi 
Le metodologie di elaborazione dei dati presentate precedentemente sono state 
considerate come sistemi di riferimento per misurare le performance innovative a livello 
nazionale e regionale in Italia. 
Tenendo in considerazione tali modelli e la disponibilità dei dati a seconda della 
scala territoriale considerata4, sono stati selezionati alcuni indicatori inerenti la R&S, 
l’intensità brevettuale, le imprese high-tech e la produttività scientifica.  
L’obiettivo di questo lavoro è stato quello di effettuare un’ analisi più dettagliata 
delle performance innovative all’interno del territorio italiano creando un data 
warehouse sull’innovazione, che, a differenza degli European Scoreboard, 
comprendesse diverse scale territoriali (regione, provincia, comune). 
In figura 2.2 sono riportati gli indicatori della metodologia di analisi adottata che 
sono stati utilizzati nel progetto divisi a seconda del dettaglio territoriale al quale sono 
disponibili. 
                                                 
4 Le scale territoriali considerate sono formate da regione, provincia, sistema locale del lavoro e comune. 
La regione, la provincia e il comune costituiscono le basi territoriali amministrative relative al territorio 
italiano. Il sistema locale del lavoro è definito come una aggregazione di comuni che derivano da una 
ricerca condotta da Istat ed Irpet in collaborazione con l'Università di “Newcastle Upon Tyne” a partire 
dai dati relativi al “pendolarismo” dei componenti delle famiglie per motivi di lavoro ricavati dagli 
appositi quesiti posti nel Censimento Generale della Popolazione del 1991 (Istat, 1991). Successivamente 
i sistemi locali del lavoro sono stati aggiornati con la nuova classificazione fatta in base al Censimento 
Generale della Popolazione del 2001 (Istat, 2001). Gli indicatori presenti ad un dettaglio maggiore (per 
esempio il comune) vengono aggregati quando si passa ad un dettaglio inferiore (per esempio sistema 
locale del lavoro o provincia) secondo diversi metodi di aggregazione quali ad esempio la somma o la 




Fig. 2.2: Indicatori della metodologia di analisi adottata suddivisi per scala territoriale. 
 
Per il calcolo degli indicatori relativi alle Università sono state considerate solo le 







• Medicina veterinaria 
• Scienze matematiche, fisiche naturali. 
Per il calcolo degli indicatori relativi agli addetti high-tech sono state considerate le 
imprese che operano in settori high-tech secondo la suddivisione descritta di seguito 
(Lazzeroni, 2004). 
Si considerano quattro classi nel settore High-tech: 
• Htma: Settori manifatturieri high-tech ad elevato contenuto tecnologico 
• Htmm: Settori manifatturieri high-tech a medio contenuto tecnologico 
• Htsa: Settori terziari high-tech ad elevato contenuto tecnologico 
• Htsm: Settori terziari high-tech a medio contenuto tecnologico 
La suddivisione in tali classi viene fatta attraverso la selezione di specifiche attività 
economiche identificate da codici a 5 cifre denominati codici “ateco91” (attività 
economiche classificate da Istat nel 1991) ed è riportata di seguito: 
• Htma 
? 24.4  Fabbricazione di prodotti farmaceutici 
? 30  Fabbricazione di macchine per ufficio, di elaboratori e di sistemi 
informatici 
? 32  Fabbricazione di apparecchi radiotelevisivi e di apparecchiature per le    
comunicazioni 
? 33  Fabbricazione di apparecchi medicali, apparecchi di precisione, 
strumenti ottici e di orologi 
? 35.3  Costruzione di aeromobili e di veicoli spaziali 
• Htmm 
? 24.1  Fabbricazione di prodotti chimici di base 
? 24.2  Fabbricazione di pesticidi e di altri prodotti chimici 
? 24.6  Fabbricazione di altri prodotti chimici 
? 24.7  Fabbricazione di fibre sintetiche e artificiali 
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• Htsa 
? 72.2  Fornitura di software e consulenza in materia informatica 
? 72.60.1  Servizi di telematica, robotica, eidomatica 
? 73.1  Ricerca e sviluppo sperimentale nel campo delle scienze naturali e 
dell’ingegneria 
• Htsm 
? 64.2  Telecomunicazioni 
? 72.1  Consulenza per installazione di elaboratori elettronici 
? 72.3  Elaborazione elettronica dei dati 
? 72.4  Attività delle banche di dati 
? 72.5  Manutenzione e riparazione per macchine per ufficio e di elaboratori 
elettronici 
? 72.60.2  Altri servizi connessi con l’informatica 
? 73.2  Ricerca e sviluppo sperimentale nel campo delle scienze sociali ed 
umanistiche 
? 74.3  Collaudi ed analisi tecniche di prodotti 
Una volta chiarito quali tipologie di facoltà vengono selezionate e come vengono 
classificati i settori high-tech si può passare alla descrizione degli indicatori utilizzati 
nel progetto, partendo dagli indicatori disponibili al maggior dettaglio territoriale. 
 
Addetti high-tech 
Quoziente di localizzazione: questo indicatore è calcolato come il rapporto tra 
l’incidenza degli addetti high-tech sul totale degli addetti, alla scala considerata e 
l’incidenza degli addetti high-tech sul totale degli addetti a livello nazionale. Per 
definizione questo indicatore assume il valore 1 quando si considerano i valori a livello 
nazionale. Per tale motivo viene preso come riferimento la media nazionale (=1) per 
valutare il grado di concentrazione degli addetti high-tech di una determinata area. In 
formula si può scrivere Qi= (Yi / Xi) / (Y/ X) dove Yi e Xi corrispondono all’ammontare 
della grandezza considerata in una determinata area, mentre Y e X si riferiscono alla 
stessa grandezza però a livello nazionale; i valori delle Y corrispondono agli addetti 
impiegati nei settori high-tech, mentre i valori delle X corrispondono agli addetti totali. 
 30
Questo indicatore viene calcolato per il settore hi-tech totale, per il settore higher-
tech, e per i singoli settori ht manifatturieri e servizi a medio e ad elevato contenuto 
tecnologico (htmm, htsm, htma, htsa). 
Brevetti 
Numero di brevetti: questo indicatore rappresenta il numero totale di brevetti 
italiani registrati presso USPTO da enti (di ricerca e non) residenti nell’area territoriale 
considerata. 
Numero brevetti su addetti: rapporto tra il numero di brevetti come descritto sopra e 
il totale degli addetti dell’area territoriale considerata moltiplicato per 100.000. 
Numero brevetti su popolazione: indicatore calcolato come il rapporto tra il numero 
di brevetti e il totale della popolazione residente nell’area considerata moltiplicato per 
100.000. 
Popolazione laureata 
Percentuale dei  laureati sul totale della popolazione residente: questo indicatore è 
calcolato come il rapporto tra l’ammontare complessivo della popolazione in possesso 
di un diploma universitario o di laurea e l’ammontare della popolazione residente. 
Imprese spin-off 
Intensità imprese spin-off sulla popolazione residente: questo indicatore è costituito 
dal rapporto tra il numero di imprese spin-off e la popolazione residente di una 
determinata area geografica. 
Iscritti, laureati e docenti in materie scientifico-tecnologiche 
Incidenza % iscritti in materie ST sul totale degli iscritti: questo indicatore è 
calcolato come il rapporto tra iscritti in materie scientifico-tecnologiche e iscritti totali 
ed è espresso come percentuale, esso fornisce una indicazione ben precisa di quanto 
incidono le facoltà classificate come ST su tutte le facoltà. Analogo indicatore viene 
calcolato per i laureati e per i docenti. 
Incidenza iscritti in materie ST sulla popolazione residente: questo indicatore è 
costituito dal rapporto tra iscritti in materie scientifico-tecnologiche e la popolazione 
residente e successivamente moltiplicato per 100.000 affinché sia un valore 
significativo . Analogo indicatore viene calcolato per i laureati e per i docenti. 
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Incidenza % iscritti in materie ST su docenti in materie ST: questo indicatore 
calcolato come il rapporto tra iscritti e docenti in materie scientifico-tecnologiche, può 
dare un’indicazione dell’efficienza di una Università. Analogo indicatore viene 
calcolato considerando i laureati anziché gli iscritti. 
Incidenza docenti in materie ST sul totale degli addetti: questo indicatore è 
calcolato come il rapporto tra docenti in materie scientifico-tecnologiche e il totale degli 
addetti e successivamente moltiplicato per 100.000. 
Spese in R&S 
Incidenza % spesa in R&S: questo indicatore è calcolato come il rapporto tra la 
spesa sostenuta in attività di ricerca e sviluppo distinta per tipologia di ente e la spesa 
complessiva della regione considerata. Le tipologie di ente considerate sono Università, 
pubblica amministrazione e imprese. La spesa complessiva è data dalla somma delle 
spese delle singole tipologie di ente. 
Incidenza spesa in R&S su PIL: questo indicatore è calcolato come il rapporto tra la 
spesa complessiva sostenuta in attività di ricerca e sviluppo e l’ammontare del prodotto 
interno lordo espresso in milioni di Euro correnti (stessa unità di misura della spesa in 
R&S). 
Addetti in R&S 
Incidenza % addetti in R&S: questo indicatore è calcolato come il rapporto tra il 
numero di persone addette all’attività di ricerca e sviluppo distinte per tipologia di ente 
e il numero di addetti complessivo della regione considerata. Le tipologie di ente 
considerate sono Università, pubblica amministrazione e imprese.  
Incidenza addetti in R&S sulla popolazione residente: questo indicatore è calcolato 
come il rapporto tra il numero totale di addetti in attività di ricerca e sviluppo e la 
popolazione residente nella regione considerata. 
Incidenza addetti in R&S sugli addetti totali: questo indicatore è calcolato come il 
rapporto tra il numero totale di addetti in attività di ricerca e sviluppo e il totale 
complessivo di addetti (in attività di R&S e non) della regione considerata. 
Progetti Europei 
Incidenza % progetti europei distinti tra primo contraente e partner sul totale dei 
progetti: questo indicatore viene calcolato rapportando il numero di progetti europei 
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distinti per tipologia di contratto (primo contraente e partner) sul totale dei progetti 
europei assegnati a soggetti appartenenti alla regione considerata. 
per esempio: 
? n° progetti assegnati come primo contraente in Toscana sul totale dei 
progetti assegnati alla Toscana; 
? n° progetti assegnati come partner in Toscana sul totale dei progetti 
assegnati alla Toscana. 
Incidenza % progetti europei distinti per tipologia di soggetto sul totale dei 
progetti: questo indicatore viene calcolato rapportando il numero di progetti europei 
distinti per tipologia di soggetto (Università, industria, ricerca e altro) sul totale dei 
progetti europei assegnati ai soggetti appartenenti alla regione considerata. 
Per esempio: 
? n° progetti assegnati ad Università della Toscana sul totale dei progetti 
assegnati alla Toscana; 
? n° progetti assegnati ad imprese della Toscana sul totale dei progetti 
assegnati alla Toscana; 
Incidenza % dei progetti europei distinti per tipologia di contratto e per tipologia 
di soggetto: questo indicatore viene calcolato rapportando il numero di progetti europei 
distinti per tipologia di contratto (primo contraente e partner) e per soggetto (Università, 
industria, ricerca e altro) sul totale dei progetti europei assegnati ai soggetti appartenenti 
alla regione considerata distinti per tipologia di contratto. 
per esempio: 
? n° progetti assegnati come primo contraente ad Università della Toscana sul 
totale dei progetti assegnati come primo contraente alla Toscana; 
? n° progetti assegnati come primo contraente ad imprese della Toscana sul 
totale dei progetti assegnati come primo contraente alla Toscana. 
? n° progetti assegnati come partner ad Università della Toscana sul totale dei 
progetti assegnati come partner alla Toscana. 
Intensità progetti europei totali e come primo contraente sul totale degli addetti 
regionali: questo indicatore calcolato come il rapporto tra il numero di progetti europei 
totale e il numero complessivo degli addetti del territorio considerato non è una 
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percentuale ma viene moltiplicato per 100.000 affinché assuma un valore significativo. 
Analogamente viene calcolato lo stesso rapporto considerando il numero di progetti 
europei assegnati come primo contraente anziché considerare il totale dei progetti 
assegnati. 
Intensità progetti europei totali e come primo contraente sulla popolazione 
residente: questo indicatore viene calcolato analogamente a quello precedente con 
l’unica differenza che viene considerata la popolazione residente anziché l’ammontare 
totale degli addetti. 
 
2.2.4  Scale territoriali di analisi 
Il modello presentato per il RIS si “limita” ad analizzare gli indicatori a scala 
regionale, ovvero non è possibile sapere all’interno di ogni singola regione quali sono 
ad esempio le province o addirittura i comuni che più innovano o che hanno un 
potenziale innovativo maggiore di tutti gli altri comuni. 
Il progetto che verrà presentato in dettaglio successivamente va ben oltre quelle che 
sono le analisi finora presentate (EIS e RIS), infatti, poiché l’obiettivo del progetto è 
quello di riuscire a costruire ed applicare un modello di misurazione dell’innovazione 
tecnologica su differenti scale e ad un maggior dettaglio, si dispone di una gran quantità 
di informazione ben classificata e suddivisa a seconda della disponibilità del dato su 
tutto il territorio nazionale a diversi livelli di dettaglio. Sono disponibili dati su scala 
regionale, provinciale e comunale. 
In Italia, dal censimento 2001 risultano 5 ripartizioni geografiche, 20 regioni, 103 
province, 8101 comuni. 
Le macro ripartizioni geografiche si dividono in: 
1. Italia Nord-occidentale 
2. Italia Nord-orientale 
3. Italia Centrale 
4. Italia Meridionale 
5. Isole 
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La ripartizione 1 comprende le regioni Piemonte, Valle d’Aosta, Lombardia e 
Liguria, la ripartizione 2 comprende le regioni Trentino-Alto Adige, Veneto, Friuli-
Venezia Giulia e Emilia Romagna, la ripartizione 3 comprende le regioni Toscana, 
Umbria, Marche e Lazio, la ripartizione 4 comprende le regioni Abruzzo, Molise, 
Campania, Puglia, Basilicata e Calabria, infine la ripartizione 5 comprende le regioni 
Sicilia e Sardegna. 
Particolare attenzione meritano i sistemi locali del lavoro (SLL) che hanno un ruolo 
centrale in questo progetto. 
I SLL sono aggregazioni di comuni che derivano da una ricerca condotta da Istat ed 
Irpet in collaborazione con l'Università di “Newcastle Upon Tyne” a partire dai dati 
relativi al “pendolarismo” dei componenti delle famiglie per motivi di lavoro ricavati 
dagli appositi quesiti posti nel Censimento Generale della Popolazione del 1991 (Istat, 
1991). L'obiettivo di base è la costruzione di una griglia sul territorio determinata dai 
movimenti dei soggetti per motivi di lavoro; l'ambito territoriale che ne discende 
rappresenta l'area geografica in cui maggiormente si addensano quei movimenti.  
In questo modo si aggregano unità amministrative elementari (Comuni) individuati 
sul territorio dalle relazioni socio-economiche. I criteri adottati per la definizione dei 
SLL sono i seguenti: 
• Autocontenimento  
• Contiguità 
• Relazione spazio-tempo 
Con il termine “autocontenimento” si intende un territorio dove si concentrano 
attività produttive e di servizi in quantità tali da offrire opportunità di lavoro e 
residenziali alla maggior parte della popolazione che vi è insediata; capacità di un 
territorio di comprendere al proprio interno la maggior parte delle relazioni umane che 
intervengono tra le sedi dove si svolgono le attività produttive (località di lavoro) e 
quelle dove si svolgono le attività legate alla riproduzione sociale (località di residenza), 
concorrendo in questo modo al riconoscimento dei propri confini. Un territorio dotato di 
questa caratteristica si configura come un sistema locale, cioè come una entità socio-
economica che compendia occupazione, acquisti, relazioni e opportunità sociali; 
attività, comunque, limitate nel tempo e nello spazio, accessibili sotto il vincolo della 
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loro localizzazione e della loro durata, oltre ché delle tecnologie di trasporto disponibili, 
data una base residenziale individuale e la necessità di farvi ritorno alla fine della 
giornata (relazione spazio - tempo). 
Il vincolo di contiguità invece significa che i comuni contenuti all'interno di un SLL 
devono essere contigui, mentre con la dicitura relazione spazio-tempo si intende la 
distanza e tempo di percorrenza tra la località di residenza e la località di lavoro; tale 
concetto è relativo ed è strettamente connesso alla presenza di servizi efficienti. 
In base a questi elementi sono stati determinati tramite apposite tecniche statistiche 
di clustering 784 SLL esaustivi dell'intero territorio nazionale. E' bene sottolineare che i 
sistemi locali del lavoro così come i distretti industriali determinati dall'Istat (che dai 
SLL discendono) sono scevri da vincoli amministrativi. Quindi un SLL può essere 
formato da comuni appartenenti a province o regioni diverse. Analogamente a quanto 
accade quindi per i distretti industriali la classificazione per provincia o regione avviene 
secondo il comune capoluogo del SLL, individuato attraverso successive selezioni, in 
base alla numerosità di persone che vi si dirigono per motivi di lavoro. Ad esempio il 
SLL che ha il suo centro a Carrara, troverà posto all'interno dell'elenco dei SLL della 
regione Toscana pur comprendendo al suo interno un comune appartenente alla 
provincia ligure di La Spezia. 
I sistemi locali del lavoro definiti nel 1991 erano 784, tuttavia dai risultati definitivi 
del 14° censimento generale della popolazione e delle abitazioni, Istat ha reso noto, 
tramite un comunicato stampa pubblicato il 21 Luglio 20055 che il numero dei SLL è 
sceso da 784 a 686 cambiando non solo nel numero ma anche nella conformazione e 
nella definizione di nuovi codici e denominazioni. Lo studio che ha portato 
all’individuazione dei nuovi SLL è l’esito di un accordo di ricerca fra l’Istat e il 
Dipartimento di Economia dell’Università di Parma. La configurazione territoriale dei 
SLL è cambiata nel tempo poiché riflette i mutamenti dell’organizzazione territoriale 
della società e dell’economia del Paese. La diminuzione non è avvenuta in modo 
uniforme. Mentre in alcune aree del Paese essi diminuiscono, in altre aumentano. 
Questo ultimo fenomeno va ricondotto alla crescita economica di alcuni comuni che si 
                                                 
5  Il comunicato stampa è reperibile all’indirizzo 
http://www.istat.it/salastampa/comunicati/non_calendario/20050721_00/ 
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distaccano dai sistemi locali dei quali facevano parte in precedenza. Se nel passato 
un’elevata numerosità di sistemi locali del lavoro dipendeva dalla frammentazione degli 
insediamenti umani (residenziali/produttivi), la formazione di nuovi sistemi locali oggi 










































3 DAI SISTEMI INFORMATIVI DIREZIONALI ALLA 
BUSINESS INTELLIGENCE 
I sistemi informativi direzionali (SID) vengono definiti in letteratura (Pasini, 2004) 
composti non semplicemente dalle soluzioni tecnologiche hardware e software o dalle 
basi dati che li realizzano, ma anche dalle persone che li utilizzano o li creano, dalle 
norme, dalle procedure organizzative e dai meccanismi operativi che li fanno 
funzionare, evolvere e diffondere in azienda. 
 
3.1 Evoluzione dei SID 
Da circa 25 anni i sistemi informativi direzionali sono oggetto di un attento studio e 
riflessione da parte sia degli studiosi, sia dei manager d’azienda, sia di molte aziende 
produttrici delle soluzioni informatiche impiegabili per la loro realizzazione. 
In questi anni le tecnologie informatiche, le metodologie di analisi e di 
progettazione e gli approcci architetturali adottabili nella realizzazione di questi sistemi 
sono profondamente mutati. 
Ripercorrendo brevemente questo processo di cambiamento si individuano sei fasi 
evolutive: 
1. SID realizzati prevalentemente con strumenti di accesso e di interrogazione dei 
sistemi amministrativo-contabili e gestionali generalmente funzionanti su 
mainframe aziendali; 
2. SID basati su strutture di infocenter: in questa fase l’idea di fondo consisteva nel 
“travasare” sottoinsiemi di dati operativi aziendali in un ambiente di 
organizzazione e di gestione dati di tipo relazionale, per poter disporre di 
strumenti di accesso e di interrogazione più flessibili e semplici da utilizzare 
(cosiddetti 4GL, linguaggi di quarta generazione); 
3. SID basati soprattutto sulla progettazione sofisticata della componente dati, 
secondo approcci di data warehouse: in questa fase si ampliano e si completano 
i concetti di fondo e i vantaggi offerti dall’infocenter. Il data warehouse deve in 
particolar modo integrare le molteplici fonti di dati operativi e “disaccoppiare” 
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l’ambiente operativo dell’azienda dall’ambiente di analisi e di decisione sui fatti 
aziendali più rilevanti, al fine di garantire differenti velocità, ritmi, prestazioni, 
contenuti informativi e finalità di informazione; 
4. SID basati soprattutto sulla progettazione della componente applicativa dei 
sistemi di business intelligence: in questa fase l’attenzione degli addetti ai lavori 
e del management si sposta sulle soluzioni applicative di supporto ai processi e 
alle attività di controllo e di decisione (business solutions), e non solo sulle 
tecnologie “pure” di estrazione, organizzazione e gestione dei dati; 
5. SID basati su soluzioni applicative di e-business intelligence: in questa fase, 
diretta evoluzione della precedente, si focalizza l’attenzione anche sull’accesso e 
sull’integrazione nel data warehouse dei dati web; 
6. Business intelligence integration & strategy: in questa fase, non tecnologica, ma 
di carattere manageriale, si affronta principalmente il problema di management 
legato alla necessità di avere una visione integrata e una strategia di sviluppo dei 
sistemi di data warehouse e business intelligence: l’obiettivo è diffondere 
un’unica piattaforma informatica dei SID, standardizzata a livello aziendale, in 
modo da sfruttare le economie di scala, di scopo e di esperienza che ne derivano. 
Ognuna di queste fasi evolutive è caratterizzata da valori diversi di variabili come: 
1. frequenza di aggiornamento dei dati: il tempo reale nelle attività di analisi 
assume senso (nel caso, ad es. delle web companies con attività caratteristiche 
sempre on-line) e diventa tecnologicamente ed economicamente fattibile nella 
fase dell’e-business intelligence; 
2. funzionalità di analisi presenti nel software: nelle fasi iniziali riguardano 
principalmente la reportistica, poi con la fase dell’infocenter si affermano quelle 
di query, con la fase della business intelligence si diffondono le funzionalità 
OLAP e GIS, e infine quelle di mining sui grandi volumi di dati che si generano 
automaticamente nell’economia digitale (dai lettori ottici di codici a barre, dalla 
navigazione su Internet alle carte fedeltà e così via);  
3. i ruoli di information consumer sono prevalenti nelle fasi iniziali, quando le 
tecnologie sono poco diffuse e complesse da utilizzare; la combinazione con il 
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ruolo di information producer avviene soprattutto dalla fase della business 
intelligence; 
4. la stessa dinamica precedente seguono le due componenti push e pull nei SID, 
poiché la prima si presenta coerente con i ruoli di information consumer da parte 
dell’utente, la seconda con i ruoli di information producer; 
5. la diffusione dei tool di reportistica e di analisi caratterizza prevalentemente le 
fasi iniziali, soprattutto quella dell’infocenter, fino a quella del data warehouse; 
dalla fase successiva (quella della business intelligence) forte attenzione, da 
parte sia dell’offerta, sia della domanda, viene dedicata alle applicazioni di 
analisi “pacchettizzate” e da parametrare sulle necessità specifiche di ogni 
azienda; 
6. l’attenzione puntata sul business rispetto alla tecnologia, caratterizza le fasi più 
recenti, coerentemente a quanto descritto ai punti 3, 4 e 5; 
7. l’ampiezza delle fonti dei dati impiegati nei data warehouse e nei sistemi di 
business intelligence cresce nel tempo fino a includere, nella fase dell’e-business 
intelligence, anche i dati che si sedimentano nei web servers in forte diffusione 
in tutte le aziende. 
I SID oggigiorno si identificano con due espressioni di matrice più tecnologica: 
1. i sistemi di data warehouse che ne definiscono la componente dati; 
2. le funzionalità di business intelligence che ne definiscono la componente 









3.2 Architettura dei sistemi di business intelligence 
Dal punto di vista dell’architettura tecnologica si possono identificare tre livelli base 
(figura 3.1): 
1. Sistemi alimentanti, ovvero i sistemi che contengono i dati elementari; 
2. Sistemi di data warehouse, ovvero i sistemi per l’integrazione  e l’archiviazione 
dei dati semilavorati; 
3. Funzionalità  di business intelligence, ovvero i sistemi per l’accesso ai dati e la 
produzione di informazioni “finite”. 
 







3.2.1 I sistemi alimentanti 
I sistemi alimentanti o sistemi di origine dei dati elementari, sono costituiti dai 
sistemi gestionali e amministrativo-contabili di tipo ERP o tradizionali, dai sistemi che 
interfacciano il mercato (sistemi di CRM), dai sistemi Web (portali, e-commerce, siti 
informativi) e da tutti gli altri sistemi informativi formali di tipo operativo e/o 
transazionali. 
I sistemi ERP (Enterprise Resource Planning) o sistemi informativi integrati sono 
dei pacchetti software le cui applicazioni coprono in maniera integrata le esigenze 
informative delle varie funzioni di un’azienda (ad es. amministrazione, produzione, 
distribuzione, marketing, personale ecc.) e che permettono di pianificare, gestire e 
organizzare in modo unitario le risorse dell’azienda. Essi sono integrati, sia sotto il 
profilo dell’architettura informatica, sia sotto quello della progettazione logica, nel 
senso che permettono soluzioni di integrazione di tutti i processi gestionali e 
amministrativi. 
I sistemi di CRM (Costumer Relationship Management) permettono di: 
• automatizzare e ottimizzare le attività operative di marketing, di vendita e di 
customer service su canali off-line e on-line di interazione con il mercato; 
• integrare le molteplici fonti di dati sul cliente, modellizzarli, organizzarli e 
analizzarli al fine di creare nuova conoscenza aziendale sui clienti e sulle loro 
relazioni nel ciclo di vita e supportare più efficaci decisioni (di marketing, di 
vendita e di servizio) che impattano direttamente sul valore dei clienti attuali o 
prospettici. 
I dati elementari contenuti in questi sistemi vengono estratti, puliti e trasformati e 
infine caricati nel data warehouse. Quest’ultima fase si pone logicamente tra il primo ed 






3.2.1.1  Processo ETL 
Con l’avvento di Internet, di nuove tecnologie sempre più avanzate e l’esigenza da 
parte di aziende, Università e amministrazioni pubbliche di operare in un contesto 
competitivo sempre più ricco di informazioni ma soprattutto di dati spesso provenienti 
da fonti eterogenee, cresce sempre più il bisogno di integrare completamente le diverse 
applicazioni al fine di supportare le attività decisionali. Il problema quindi è quello di 
riuscire ad integrare le informazioni provenienti dalle fonti più disparate (sistemi ERP, 
mainframe, basi di dati relazionali e file di applicativi) e di muoverli attraverso i diversi 
ambienti dell’azienda o istituzione o, eventualmente, all’esterno di essa consentendo di 
indirizzare le scelte del management. 
È proprio in questo contesto che trovano spazio le applicazioni ETL il cui scopo è 
rendere disponibili i dati raccolti in azienda, provenienti da fonti eterogenee, ai soggetti 
incaricati di assumere le decisioni, nella forma e secondo le tempistiche più idonee a 
supportare il processo decisionale. 
Per riuscire a sfruttare pienamente i dati operativi disponibili, l’infrastruttura tecnica 
preposta al sostegno dei processi decisionali deve essere in grado di raccogliere, 
consolidare, trasformare e trasferire i dati, predisponendoli al meglio per la successiva 
fase analitica. 
Il processo ETL consiste in tre fasi principali (figura 3.2): 
• Estrazione 





Fig. 3.2: Fasi di un processo di ETL. 
 
Vediamo nel dettaglio le tre fasi sopra citate. 
Estrazione: questa fase implica la predisposizione di procedure in grado di leggere i 
record contenuti nei database o file sorgenti e di predisporli per la successiva fase di 
trasformazione. Tre sono le alternative che è possibile seguire nella fase di estrazione 
dei dati: gli sviluppatori potranno scrivere programmi ad hoc, scegliere in alternativa, di 
affidarsi agli strumenti ETL presenti sul mercato (ad es. DTS di SQL Server 2000) o 
utilizzare entrambe le soluzioni. Gli strumenti software presenti sul mercato hanno il 
vantaggio di non forzare gli utilizzatori a dover scrivere righe di codice di infrastruttura 
per far eseguire al sistema funzionalità quali l’apertura dei file o la lettura dei tracciati 
record, tutte attività svolte automaticamente dagli strumenti in commercio. 
Pulizia e Trasformazione: questa fase consiste nel trasformare, pulire e integrare i 
dati. La maggior parte degli strumenti prevede procedure di estrazione specifiche per i 
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più noti sistemi ERP o i più diffusi applicativi, questo consente di ridurre al minimo il 
lavoro del personale incaricato della gestione dati. Dopo aver raccolto i dati, le 
procedure di trasformazione provvedono a prepararli per la loro nuova collocazione. 
Con l’operazione di pulitura si determina la qualità dei dati che verranno caricati nel 
data warehouse correggendo gli errori e le inconsistenze presenti nei dati elementari (ad 
es. dati duplicati, dati mancanti, valori errati o nulli). Sono infatti numerosi gli errori di 
battitura che sono difficilmente evitabili se non si prevedono procedure di controllo dei 
valori inseriti; altrettanto comune è riscontrare differenze di codifica dei dati nello 
stesso campo (ad es. utilizzare abbreviazioni differenti per indicare lo stesso comune o 
la stessa nazione). 
Di seguito vengono descritte diverse tecniche di trasformazione.  
L’aggregazione consente di rimpiazzare numerosi record dettagliati con pochi 
riassuntivi immagazzinati nelle soluzioni di business intelligence. I data mart e i data 
warehouse sono dei database di dimensioni diverse che consentono agli utenti di 
analizzare insiemi di dati preventivamente aggregati e riassunti sulla base di criteri 
definiti, presentandoli secondo modalità piuttosto intuitive, allo scopo di verificare 
trend, macro-tendenze e caratteri salienti di un determinato fenomeno. I data mart sono 
di dimensioni minori e non possono includere informazioni dettagliate ma dati aggregati 
utilizzabili direttamente dal responsabile decisionale. 
Un’altra tecnica di trasformazione usata molto frequentemente è la traduzione in 
valori espliciti dei codici, infatti in molti database operazionali vengono immagazzinate 
informazioni codificate allo scopo di ridurre al minimo lo spazio occupato. Tuttavia i 
data mart contengono informazioni riassunte e sono pensati per un facile utilizzo da 
parte degli utenti finali, ed è per questo motivo che spesso viene utilizzata questa 
tecnica. 
La terza tecnica è la derivazione delle informazioni da un campo. Questa tecnica 
permette di creare nuove informazioni direttamente utilizzabili dagli utenti finali. Se, ad 
esempio, un database contiene due campi distinti uno relativo alle quantità di vendita e 
l’altro al prezzo unitario, sarà possibile creare un campo unitario (fatturato) durante la 
fase di trasformazione dei dati, in modo da semplificare l’analisi del fenomeno vendite. 
Oltre a derivare campi in modo semplice, dall’unione di due o più campi, gli strumenti 
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ETL permettono anche di crearne di nuovi, attraverso l’impiego di funzioni 
matematiche o statistiche e analisi logiche. 
Infine la quarta tecnica consiste nell’utilizzare algoritmi per eliminare dal sistema i 
dati non accurati o non consistenti rispetto al fenomeno da valutare. 
Caricamento: rappresenta l’ultima fase del processo ETL e consiste nel caricare le 
informazioni nella base di dati di destinazione. Durante questa fase il programmatore si 
trova ad affrontare due problematiche che solo all’apparenza risultano semplici. La 
prima riguarda la scelta dell’impostazione del tipo di caricamento, ovvero se il 
caricamento nella base di dati deve avvenire in forma  periodica oppure in forma 
continuativa. Questa ultima opzione risulta sovente costosa poiché richiede reti dedicate 
ad alta velocità. L’altra problematica riguarda la scelta tra due modelli di “replicazione” 
dei dati, ovvero di tipo  push in cui l’applicativo spinge i dati trasformati verso la base 
di dati di destinazione e di tipo pull in cui, al contrario, l’applicazione o la base di dati 
richiedono i dati in conformità alle specifiche esigenze del momento. Tuttavia è anche 
possibile adottare un modello ibrido tra push e pull. 
 
3.2.2 I sistemi data warehouse 
Il secondo livello dell’architettura di riferimento in esame è costituito dal data 
warehouse definito in letteratura (Albano, 2001) come l’anello di collegamento tra i 
dati, le applicazioni e i sistemi informativi di tipo operativo e transazionale e i sistemi 
informativi manageriali di supporto alle attività di controllo e di decisione. 
Il data warehouse di fatto assume tre ruoli sostanziali all’interno del sistema 
informativo aziendale (SI): 
1. ruolo di “integratore”: il sistema di data warehouse tipicamente integra sistemi 
informativi e basi di dati operativi differenti e stratificate nel tempo, interne ed 
esterne, correnti e storiche; 
2.  ruolo di “disaccoppiatore”: tra i sistemi informativi operativi e transazionali, 
che automatizzano i processi operativi aziendali di tipo routinario e ripetitivo, e 
i SID, che supportano attività e processi di controllo e di decisione manageriale; 
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3. ruolo di “consolidatore”: nelle strutture di gruppo, nelle organizzazioni 
“multidivisionali”, “multibusiness” o “multigeografiche”, il data warehouse può 
permettere a livello centrale (sede centrale o holding operativa) di 
omogeneizzare e analizzare correttamente fenomeni gestionali complessi 
generati da politiche e procedure gestionali diversificate (per prodotto o per area 
geografica). 
Di seguito viene riportata la definizione più diffusa e riconosciuta di cosa è un data 
warehouse. 
Il data warehouse può essere definito come “un insieme di dati subject oriented, 
integrato, time variant, non volatile costruito per supportare i processi decisionali 
aziendali” (Inmon, 1996). 
Questa definizione focalizza l’attenzione su una serie di aspetti peculiari del data 
warehouse: 
• orientato all’oggetto di indagine (ad es. la produzione, le vendite ecc.), nel 
senso che include tutti i dati che possono essere utilizzati nel processo di 
controllo e di decisione, raggruppandoli per aree, fatti o temi d’interesse e 
finalizzandoli a chi li utilizza e non a chi li genera; in altri termini, mentre i 
sistemi informativi tradizionali supportano funzioni o attività operative 
specifiche (inventario, fatturazione, gestione ordini ecc.), nel data warehouse i 
dati sono organizzati per oggetti di analisi ritenuti rilevanti: prodotti, clienti, 
agenti, punti di vendita, e così via, al fine di offrire tutte le informazioni inerenti 
a uno specifico fenomeno o fatto aziendale rilevante; 
• integrato, cioè consistente rispetto a un modello concettuale dei dati, al glossario 
aziendale e rispetto alle unità di misura e alle strutture di decodifica condivise a 
livello aziendale; in altri termini, mentre i dati archiviati nei sistemi informativi 
operativi sono spesso disomogenei in termini di codifica e formato, in un data 
warehouse i dati sono omogenei e consistenti; 
• variante nel tempo, ossia i dati nel data warehouse sono costituiti da 
“fotografie” (cosiddetti snapshots) periodiche dei fatti correnti o storici; spesso i 
dati includono anche le previsioni riferite al breve e medio termine e 
generalmente l’orizzonte temporale storico varia dai 2 ai 5 anni; 
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• non volatile, nel senso che il dato viene caricato periodicamente fuori linea, cioè 
una volta memorizzato correttamente può essere acceduto, ma non modificato, 
dall’utente; in altri termini, i dati operativi dei sistemi transazionali sono 
aggiornati in modo continuo e sono validi solo nel momento in cui sono estratti 
(ad es. un dato di fatturazione estratto un’ora prima o un’ora dopo può essere 
molto diverso); nel data warehouse i dati relativi a ogni oggetto o fenomeno da 
analizzare sono riferiti generalmente a un preciso periodo temporale, sono 
caricati periodicamente in massa e successivamente vengono analizzati: i dati 
originali caricati non vengono mai modificati e mantengono la loro integrità nel 
tempo, perché riferiti a fatti avvenuti (ad es. l’erogato nella settimana, il numero 
di nuovi clienti nel mese ecc.) che non devono subire modifiche di sorta, per 
essere conservati in modo accurato ed essere riutilizzabili in momenti differenti. 
Il data warehouse inoltre contiene dati storici, dati correnti, spesso dati previsionali 
riferiti all’immediato futuro, e dati esterni. Questi dati devono essere “semanticamente 
corretti” (non devono cioè esistere dati diversi identificati con lo stesso nome), rilevati e 
calcolati con criteri omogenei nel tempo (cioè invariati nel tempo per poter confrontare i 
dati passati con i dati correnti) e nello spazio (cioè uguali nelle diverse funzioni, 
divisioni, unità operative, magazzini o filiali dell’azienda). Per ottenere ciò deve esserci 
un catalogo dati che riassuma il significato preciso di ogni dato, le sue modalità di 
calcolo e la sua certificazione in termini di fonte di origine e allineamento rispetto a 
essa, di proprietà del dato e di omogeneità (ad es. unità di misura). 
Il catalogo dati contiene, quindi, dati che descrivono altri dati, i cosiddetti metadati. 
I metadati necessari all’interno di un data warehouse sono di varia natura: 
1. i “metadati di business”, sono dati che riguardano il significato e le modalità di 
calcolo dei dati (funzionale alla creazione di un linguaggio direzionale comune e 
condiviso), le viste di dati disponibili per gli utenti (intese come combinazioni di 
dimensioni di analisi disponibili e relative a una certa misura quantitativa), la 
provenienza dei dati (i database operativi), la proprietà dei dati, i processi usati 
per l’estrazione o le procedure che usano i dati (report, fogli elettronici ecc.); 
idealmente l’utente dovrebbe essere in grado di accedere e operare sui dati 
desiderati senza conoscere dove essi risiedano, in quale forma siano stati 
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memorizzati e quali strumenti software provvedano al loro trattamento fino alla 
schermata con cui l’utente interagisce; 
2. i “metadati tecnici”, i quali descrivono l’accesso ai dati di input storicizzati, il 
trasporto e la trasformazione di questi dai sistemi di origine all’ambiente 
direzionale del data warehouse, la descrizione del modello dei dati e delle 
aggregazioni presenti, le corrispondenze fra le fonti dei dati operativi e le tabelle 
di output del data warehouse, la mappatura dei dati operativi di input, le 
aggregazioni e i passaggi tra i livelli del data warehouse, la frequenza di 
aggiornamento dei dati, la sicurezza, e così via. 
Le principali differenze fra le classiche applicazioni transazionali interattive che 
usano basi di dati (On Line Transaction Processing, OLTP) e le applicazioni per il 
supporto alle decisioni che usano data warehouse (On Line Analytical Processing, 
OLAP) sono riassunte in tabella 3.1. 
 
Tab. 3.1: Principali differenze tra OLTP e OLAP. 
 
Il termine OLAP fu proposto da E. F. Codd, l’autore del modello relazionale dei 
dati, nel rapporto Providing OLAP to User Analysts: An IT Mandate, pubblicato nel 
1993, dove descrive il concetto usando 12 regole. 
Il termine fu proposto come variante del termine OLTP per caratterizzare un nuovo 
approccio all’analisi dei dati di supporto alle decisioni che consentisse ai dirigenti di 
passare dall’uso dei tradizionali e numerosi rapporti statici stampati periodicamente su 
carta, a rapporti in formato elettronico modificabili interattivamente per ottenere 
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rapidamente risposte a nuove richieste di analisi dei dati. Successivamente Nigel 
Pendse, autore del documento The OLAP Report, nella pagina web “What Is OLAP?” 
propone il modello FASMI (Fast Analysis of Shared Multidimensional Information), 
l’ultima versione del modello è del 2004, per caratterizzare in modo più semplice i 
sistemi OLAP come segue: 
• Fast: la “O” in OLAP richiede che tali sistemi devono fornire rapidamente i 
risultati solitamente in alcuni secondi e raramente in più di 20 o 30 secondi. 
Questo livello di prestazioni è cruciale per invogliare gli analisti a lavorare 
efficacemente sui dati; 
• Analysis: la “A” in OLAP richiede che tali sistemi devono fornire un ampio 
repertorio di funzioni analitiche riducendo al minimo la necessità di doverle 
definire con opportuni programmi; 
• Shared: di solito un sistema OLAP è una risorsa condivisa e quindi devono 
essere previsti opportuni meccanismi di controllo degli accessi ai dati; 
• Multidimensional: un requisito fondamentale dei sistemi OLAP è la visione 
multidimensionale dei dati con la possibilità di cambiare rapidamente le 
prospettive di analisi e i livelli di dettaglio, sfruttando la presenza di gerarchie. A 
causa della natura multidimensionale dei sistemi di OLAP, è tradizione usare il 
termine “cubo”per riferirsi ai dati da loro gestiti; 
• Information: i sistemi di OLAP devono memorizzare e produrre informazioni. I 
dati dei sistemi OLAP di solito provengono da più basi di dati operazionali e da 
fonti esterne. Le funzioni analitiche sono applicate a questi dati ed i risultati 
devono essere memorizzati nel sistema o visualizzati come risposta alle 
richieste. La grande quantità di informazioni gestite è una caratteristica 





3.2.2.1  Cosa si modella 
Per assistere i manager nelle attività di analisi dei dati a supporto dei loro processi 
decisionali, i dati vanno organizzati tenendo presente il modo in cui essi li utilizzano per 
i propri scopi: 
• i manager sono interessati ad analizzare collezioni, fatti che riguardano 
particolari fenomeni aziendali (funzione o processo), per esempio le vendite. 
Ogni fatto è caratterizzato da un insieme di misure (indicatori o variabili) che 
sono attributi numerici che riguardano una prestazione o il comportamento di un 
fenomeno aziendale. Esempi di misure, nel caso di fatti sulle vendite, sono le 
vendite in Euro, la quantità delle vendite, attuali o pianificate, il costo dei 
prodotti ecc.; 
• i manager ragionano in modo multidimensionale, ovvero sono interessati ad 
analizzare le misure dei fatti secondo delle prospettive di analisi, o dimensioni, 
per analizzare i risultati del business nel contesto aziendale al fine di trovare 
soluzioni ai problemi critici o per cogliere nuove opportunità. Le dimensioni 
sono grandezze a valori discreti. Esempi di dimensioni, nel caso di fatti sulle 
vendite, sono il tempo, il luogo della vendita, il prodotto, i clienti, i venditori 
ecc.; 
• i manager sono interessati ad analizzare i fatti eseguendo calcoli e aggregazioni 
complesse sulle misure per studiare l’andamento delle prestazioni aziendali. Ad 
es. interessano gli scostamenti percentuali dagli obiettivi del totale delle vendite 
per trimestre e per prodotto; 
• i manager sono interessati ad analizzare i fatti a diversi livelli di dettaglio per 
approfondire l’analisi di situazioni interessanti. Ad es. una volta scoperto un calo 
delle vendite in un determinato periodo in una regione specifica, si passa ad 
un’analisi dettagliata per provincia (o città) per cercare di scoprire le cause. Per 
questo motivo è utile rappresentare non solo le dimensioni di analisi, ma anche 
le gerarchie dimensionali che interessano gli attribuiti delle dimensioni per 
organizzarne i valori a diversi livelli di astrazione. Ad es. la dimensione tempo è 
utile rappresentarla con attributi mese, trimestre e anno sui quali si definisce una 
gerarchia per rappresentare il fatto che i valori del tempo possono essere 
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partizionati per mese, poi per trimestre e infine per anno. Le gerarchie 
dimensionali sono molto utili per l’analisi dei dati. Ad es. una volta analizzate le 
vendite per anno e per prodotto, la gerarchia temporale consente di analizzare le 
vendite per trimestre e poi per mese. 
Vediamo alcuni esempi di analisi dei dati che interessa eseguire e più avanti 
vedremo come formulare le richieste per produrre i risultati desiderati. Questi esempi si 
riferiscono ad un caso del progetto, quello del numero dei brevetti suddivisi per area 
geografica (comune) e distribuiti nel tempo dal 1976 ad oggi. 
 
1. si vogliono analizzare il numero dei brevetti in tutti i comuni in un particolare 
arco temporale; 
2. si vogliono analizzare il numero dei brevetti in certi comuni in un particolare 
arco temporale; 
3. si vuole analizzare il totale dei brevetti in ogni comune; 
4. si vuole analizzare il totale dei brevetti raggruppando i dati per data; il risultato 
consente di stabilire i periodi dell’anno nei quali sono stati depositati più 
brevetti; 
5. un tipo di analisi che si incontra spesso nelle applicazioni è : si vogliono 
aggregare le misure su alcune dimensioni e fornire anche i totali parziali per 
ogni valore di ogni dimensione (producendo così una cosiddetta tabella a doppia 
entrata – cross-tabulation). Questa operazione consente di produrre tabelle per 
trovare il totale dei brevetti per comune ad una certa data, con i totali parziali per 







3.2.2.2  Come si modella 
Vediamo tre esempi di modelli dei dati per rappresentare le nozioni di fatti, misure, 
dimensioni e gerarchie dimensionali. 
 
Modello multidimensionale a cubo 
Con il modello multidimensionale a cubo (data cube) i fatti con n dimensioni sono 
rappresentati da punti in uno spazio n-dimensionale. Un punto (un fatto) è individuato 
dai valori delle dimensioni ed ha associato un insieme di misure. 
Come vedremo, il modello multidimensionale a cubo facilita la comprensione delle 
tipiche operazioni di analisi dei dati che, per semplicità, supporremo sempre di 
applicare ad un cubo con tre dimensioni e una misura.  
Alcuni sistemi specializzati implementano direttamente il modello 
multidimensionale, usando un’opportuna struttura dati permanente tipo matrice. Sono i 
cosiddetti sistemi MOLAP (Multidimensional OLAP). 
Riprendiamo il caso del numero di brevetti depositati, supponendo che i dati siano 
memorizzati nella tabella relazionale brevetti figura 3.3, detta tabella dei fatti perchè 
contiene le informazioni di interesse sui dati da analizzare. 
Ogni riga descrive il numero di brevetti di un comune ad una certa data e di ogni 
tipologia di ente. I primi tre attributi (id_comune, isd, ente), detti dimensioni o 
coordinate, sono la chiave della tabella e rappresentano le proprietà dei fatti che 
descrivono le prospettive secondo le quali si vogliono analizzare gli eventi 
rappresentati. Il quarto attributo (num_brevetti), detto misura o indicatore, è la proprietà 
dei fatti a valori numerici che descrive un aspetto quantitativo dell’evento rappresentato 
da sottoporre a opportune analisi. 
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Fig. 3.3: La tabella dei fatti per l’esempio dei brevetti. 
 
Con il modello multidimensionale, i dati della tabella si rappresentano con un cubo 
come mostrato in figura 3.4, dove un valore delle dimensioni id_comune (C), isd (T) e 
ente(E) individuano una cella del cubo che rappresenta l’ammontare dei brevetti. 
 
Fig. 3.4: Esempio di cubo di dati. 
 
In generale una dimensione può essere a sua volta descritta da un insieme di attributi 
a valori discreti detti attributi dimensionali. Ad es. attributi interessanti per la 
dimensione isd potrebbero essere giorno, mese, anno, mentre per la dimensione 
id_comune potrebbero essere comune, provincia e regione. In presenza di attributi 
dimensionali, un aspetto interessante da considerare, ai fini delle operazioni di analisi 
dei dati, sono particolari relazioni gerarchiche (relazioni 1:N) fra i loro valori, dette 
gerarchie. Ad es. i valori dell’attributo comune sono in gerarchia con quelli di provincia 
(comune < provincia) nel senso che ad un valore di una provincia corrispondono più 
 54
comuni e ad una comune corrisponde una sola provincia. Per questa ragione si dice 
anche che una provincia è un concetto più generale di comune.  
Le gerarchie possono essere rappresentate graficamente come è mostrato in figura 
3.5, si noti che in generale le gerarchie sono rappresentate come un grafo diretto senza 
cicli. 
 
Fig. 3.5: Esempi di gerarchie per comune e data. 
 
Sono disponibili alcuni operatori per l’analisi dei dati, vediamo i principali in 
dettaglio (figura 3.6): 
Slice e dice: Gli operatori slice e dice ritornano un sottocubo, ma non cambiano i valori 
della misura nei cubetti, ovvero non fanno aggregazioni: 
• l’operatore slice taglia una fetta del cubo con una restrizione su una delle 
dimensioni. Ad es. si vogliono il numero dei brevetti per comune alla data D1, 
oppure per la data nell’intervallo D1, D4; 
• l’operatore dice taglia un cubetto del cubo con una restrizione su due o più 
dimensioni. Ad es. si vogliono il numero dei brevetti nei comuni A e B per la 
data nell’intervallo D1, D4. 
Roll-up e drill-down: 
• l’operatore roll-up raggruppa i dati su alcune dimensioni e calcola il valore di 
una funzione di aggregazione applicata ad una misura. L’operatore diminuisce il 
livello di dettaglio dell’analisi per riduzione del numero delle dimensioni. 
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Quando sugli attributi delle dimensioni sono definite delle gerarchie, 
l’operazione di roll-up è usata anche per passare da un’aggregazione su una 
misura per un raggruppamento su un attributo di una dimensione, 
all’aggregazione sulla stessa misura ma per un raggruppamento su un valore più 
“generale” dell’attributo di raggruppamento. Ad es. trovato il totale dei brevetti  
per giorno si passa al totale dei brevetti per mese ottenendo così delle 
aggregazioni meno specifiche; 
• l’operatore di drill-down si usa per aumentare il livello di dettaglio dell’analisi 
considerando più dimensioni o aggregando per attributi dimensionali più 
specifici. Ad es. da un’aggregazione per regioni si passa ad una più specifica per 
provincia. 
Pivot: L’operatore pivot (detto anche rotate) consente di ottenere rappresentazioni 
alternative dei dati ruotando il cubo o trasformando un cubo 3D in una serie di piani 2D. 
 
 
Fig 3.6: Principali operatori per l’analisi dei dati. 
 
Un’altra particolarità di questo modello è rappresentata dal cubo esteso, vediamo di 
che cosa si tratta. 
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Supponiamo di estendere il dominio di ogni dimensione con il valore “*”, che sta 
per tutti i valori della dimensione, e di essere interessati ad aggregare i valori della 
misura con la funzione sum. Il cubo viene esteso con nuove celle, come mostrato in 
figura 3.7, che contengono i valori della somma della misura quando il valore di altre 
dimensioni è uno qualsiasi del loro dominio. 
Ad es. usando la notazione Brevetti(id_comune, isd, ente, M) per riferirsi ad un 
cubo con dimensioni isd, id_comune, ente e misura M, la cella del cubo con coordinate 
(*, ’C1’, ‘E1’) contiene il totale dei brevetti del comune ’C1’ appartenenti al tipo di ente 
‘E1’ nel tempo, mentre la cella (*, ’C1’, *) contiene il totale dei brevetti del comune 
’C1’ per tutti gli enti  e per tutte le date. Quando al posto di un valore per una 
dimensione si specifica la dimensione, per esempio (*, isd, ente), si passa dalla specifica 
di una cella alla specifica di un cubo a due dimensioni con celle contenenti il totale dei 
brevetti (l’aggregazione della misura) per tutti comuni (in altre parole si raggruppano i 
dati per isd ed ente). Questi particolari sottocubi sono anche detti i cuboidi del cubo. 
Le celle con una coordinata “*”, che sono una grande parte di quelle possibili, sono 
dette dipendenti, perchè il loro contenuto può essere calcolato a partire da quello delle 
altre con coordinate prive di *; la loro utilità sta nel fatto che consentono di rispondere 
rapidamente a tipi comuni di operazioni di analisi dei dati.  
 
Fig. 3.7: Il cubo esteso e i cuboidi. 
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Ignorando per ora possibili gerarchie fra gli attributi dimensionali, con un cubo di 3 
dimensioni di possono definire 23 = 8 cuboidi che si usa rappresentare con la notazione: 
(id_comune, isd, ente), (id_comune, isd), (isd, ente), (id_comune,ente), 
(isd),(id_comune), (ente), (). 
Il cuboide (id_comune, isd, ente), che contiene i dati del data warehouse è 
l’elemento massimo, in quanto tutti gli altri dipendono da esso, e il cuboide (), o all, che 
contiene il totale di tutti i brevetti, è l’elemento minimo. 
L’insieme dei cuboidi è così un reticolo detto reticolo del data warehouse (figura 
3.8). 
 
Fig. 3.8: Il reticolo dei cuboidi. 
 
Modello multidimensionale relazionale 
Un modello multidimensionale si rappresenta con il modello relazionale usando 
schemi opportuni. 
I sistemi relazionali estesi con funzionalità per supportare efficientemente 
applicazioni OLAP sono detti sistemi ROLAP (Relational OLAP). 
In assenza di attributi dimensionali basta una sola tabella. 
In presenza di dimensioni con attributi si usano schemi relazionali di due forme 
particolari dette a stella e a fiocco di neve. 
Ad es. supponiamo che le dimensioni della tabella dei fatti di figura 3.3 siano 
descritte dalle seguenti tabelle: 
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• Comune (Id_Comune, Comune, Provincia, Regione) 
• Ente (Id_Ente, Nome, Categoria) 
• Date (TimeId, Giorno, Mese, Anno) 
In figura 3.9 viene mostrata una rappresentazione grafica dello schema relazionale 
che fa pensare ad una stella. Gli schemi a stella (star schema) sono molto comuni nelle 
applicazioni OLAP e prevedono una tabella centrale dei fatti con un attributo per ogni 
dimensione, che definisce una chiave esterna per la relativa tabella della dimensione, e 
tanti altri attributi quante sono le misure prese in considerazione. 
Gli attributi di una tabella delle dimensioni rappresentano le proprietà della 
dimensione. 
 
Fig. 3.9: Esempio di schema a stella. 
 
La presenza di eventuali gerarchie fra gli attributi dimensionali rende non 
normalizzato uno schema a stella. Per evitare il problema si passa ad uno schema a 
fiocco di neve (snowflake schema), un raffinamento dello schema a stella con esplicita 
rappresentazione in uno schema normalizzato delle gerarchie che esistono fra i valori 




Fig. 3.10: Esempio di schema a fiocco di neve. 
 
Ad esempio i comuni della dimensione id_Comune appartengono a delle province 
che a loro volta appartengono a regioni. 
Oppure una data appartiene ad un mese che a sua volta appartiene ad un anno. 
Per situazioni più complesse si possono avere più tabelle dei fatti che condividano 
alcune dimensioni e si parla di schema a costellazione (fact constellations). 
Sebbene molte operazioni di analisi dei dati di solito vengano fatte interattivamente 
con opportuni strumenti a partire da dati estratti dal data warehouse, nei sistemi 
relazionali sono state previste anche estensioni del linguaggio SQL per far eseguire 
alcune di queste operazioni direttamente dal gestore dei dati in modo da semplificare lo 
sviluppo di eventuali applicazioni che potrebbero farne uso. 
Vediamo in seguito gli operatori disponibili. 
Group By: Supponiamo di voler fare un’interrogazione per produrre i dati  
raggruppati per id_comune e ente per conoscere il totale dell’aggregazione del numero 
dei brevetti. 
La seguente interrogazione produce il risultato desiderato: 
 
SELECT      id_comune, ente, sum(num_brevetti) 
FROM         Brevetti 
GROUP BY id_comune, ente; 
 
Slice and dice: Con la rappresentazione relazionale dei dati queste operazioni si 
esprimono con operazioni di restrizioni e proiezioni. 
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Roll-up e drill-down: Con la rappresentazione relazionale dei dati queste operazioni 
si esprimono con il group by.  
Cube: In generale, se non si dispone dell’operatore cube, per produrre una tabella a 
doppia entrata in presenza di n dimensioni (ovvero n attributi nel group by), occorre una 
union all dei risultati di 2*n select e ciò rende costosa l’esecuzione dell’interrogazione. 
Disponendo invece dell’operatore cube il risultato si produce con una sola scansione 
dei dati. 
Inoltre l’SQL è stato esteso per consentire l’uso di funzioni analitiche per eseguire 
complesse operazioni di analisi dei dati, del tipo: “Qual’è il rango dei brevetti per 
mese?”, “Qual’è il totale cumulativo dei brevetti  per mese?”, “Qual’è il rapporto delle 
vendite di questo mese e le vendite annuali?”. 
Una select che contiene delle funzioni analitiche viene elaborata in tre fasi: 
1. si eseguono le operazioni specificate nelle clausole from, where, group by e 
having per ottenere un insieme di record; 
2. ai record calcolati nella prima fase si applicano le funzioni analitiche specificate 
producendo un nuovo insieme di record che differisce da quello della fase 
precedente solo per l’aggiunta ai record di nuovi campi calcolati; 
3. si applica l’eventuale distinct e infine l’order by per produrre il risultato. 
Le funzioni analitiche di solito si applicano a tutto l’insieme di record prodotto nella 
prima fase, ma si possono applicare anche separatamente a dei sottoinsiemi disgiunti 
ottenuti separando i record in base al valore di un’espressione definita sugli attributi dei 
record (opzione partition by). L’operazione di partizione  simile a quella che si esegue 
per il calcolo di un group by. L’unica differenza è che partition by non produce un 
record per ogni gruppo come accade con il group by, ma produce tanti record quanti 
sono gli elementi del gruppo, che poi verranno estesi con nuovi attributi calcolati 
usando delle funzione analitiche. Quando manca l’opzione partition by l’insieme dei 
record si comporta come un unico gruppo. 
Funzioni di rango: Si usano per ordinare i record di un insieme in base al valore di 
una misura, e per assegnare ad ogni record la posizione (rango) che occupa 
nell’ordinamento trovato. L’ordine standard dei record è ascendente, ovvero i record 
con posizione 1 hanno il valore minimo della misura, ma si può specificare anche 
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l’ordine decrescente. Il risultato è nell’ordine del rango, se non è specificato 
diversamente. 
Funzioni finestra: Per ogni record di un insieme, detto il record corrente, si può 
definire una finestra sui dati per stabilire l’insieme dei record ‘vicini’ da prendere in 
considerazione per il calcolo dei nuovi campi da aggiungere al record.  La dimensione 
della finestra può essere stabilita in modo fisico (opzione rows), in base al numero di 
record che ne fanno parte, oppure in modo logico (opzione range), in base a delle 
condizioni di solito basate su un attributo di tipo date. 
Il record corrente di un insieme (o di una partizione) è sia quello di riferimento per 
il calcolo di una funzione di aggregazione che quello rispetto al quale si definisce la 
dimensione della finestra scegliendo un record iniziale e uno finale, che possono poi 
cambiare quando si considera il successivo record corrente. 
Una finestra può includere tutti i record dell’insieme su cui è definita, oppure 
includere solo il record corrente. Ad es. per il calcolo di una funzione di somma 
cumulativa l’inizio è fisso al primo record dell’insieme e la fine si sposta dal primo 
all’ultimo record; mentre per il calcolo di una media mobile si spostano entrambi gli 
estremi. 
Per ogni record corrente, si considerano i record della finestra specificata e su di 
essi si calcola il valore di una funzione di aggregazione. 
 
Modello multidimensionale concettuale 
Per rappresentare a livello concettuale la struttura di un data warehouse con un 
formalismo grafico, si considera il modello dimensionale dei fatti (Dimensional Fact 
Model, DFM). 
I fatti si modellano con un rettangolo diviso in due parti, che contengono il nome del 
fatto e l’elenco delle misure interessanti. Le dimensioni si modellano con degli archi 
uscenti dal rettangolo (figura 3.11). Se le dimensioni hanno attributi, essi si modellano 
come in figura 3.12(a). Se esistono delle gerarchie dimensionali esse si modellano come 
in figura 3.12(b). 
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Fig. 3.11: Rappresentazione grafica delle dimensioni. 
 





3.2.2.3  Progettazione di un data warehouse 
La progettazione di un data warehouse, come accade per le basi di dati, è un’attività 
complessa che, a partire dall’analisi delle specifiche operazioni di supporto alle 
decisioni che si desiderano eseguire sui dati, stabilisce in particolare: 
1. quali informazioni raccogliere nel data warehouse e come organizzarle 
(progettazione concettuale). Una decisione cruciale riguarda il livello di 
granularità delle informazioni: ad es. se per l’analisi delle vendite si 
memorizzano i dati su tutti gli acquisti di ogni scontrino, la memoria 
necessaria potrebbe essere elevata, ma se si memorizza solo il totale degli 
acquisti fatti con ogni scontrino, si ridurrebbe l’occupazione di memoria ma 
diventerebbe impossibile analizzare la correlazione tra acquisti di prodotti 
diversi in un’unica spesa; 
2. come rappresentare le informazioni usando il modello dei dati di un sistema 
per la gestione di data warehouse (progettazione logica); 
3. come inserire i dati nel data warehouse, risolvendo i problemi dovuti 
all’eterogeneità delle sorgenti dei dati, e come mantenerlo ragionevolmente 
aggiornato. 
Come ogni altra base di dati, un data warehouse prevede un catalogo che contiene 
metadati sia sulla struttura logica e fisica dei dati, sia informazioni sulla loro 
provenienza e sulla data di caricamento. In generale, i dati da inserire nel data 
warehouse vanno prima sottoposti a importanti e complesse operazioni, come quelle 
descritte in precedenza nel processo di ETL. 
Per la progettazione del data warehouse si può procedere in due modi: 
1. Partire dai dati operazionali: il data warehouse viene definito a partire dai 
dati operazionali in modo che l’analisi dei requisiti venga fatta tenendo 
presente la struttura dei dati effettivamente disponibili. Questo modo di 
procedere porta certamente a produrre rapidamente un risultato, ma rischia di 
sacrificare importanti requisiti di analisi se non si considerano possibili 
interventi sui dati esistenti. 
2. Partire dall’analisi dei requisiti: il data warehouse viene definito a partire dai 
requisiti di analisi e solo dopo si verifica che le informazioni necessarie 
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siano disponibili. Questo modo di procedere rischia di far immaginare ai 
committenti delle soluzioni che poi risultano non attuabili per mancanza dei 
dati operazionali necessari. 
Nel seguito seguiremo il primo approccio e si mostra una possibile metodologia di 
progettazione proposta a partire da una base di dati operazionale. Tale approccio è 
costituito dalle seguenti fasi 
1. analisi dei dati operazionali; 
2. classificazione delle entità; 
3. definizione degli schemi concettuali iniziali dei data mart; 
4. analisi della granularità e dell’additività delle misure dei data mart; 
5. generazione degli schemi multidimensionali relazionali dei data mart; 
6. generazione dello schema multidimensionale relazionale del data warehouse. 
 
Vediamo nel dettaglio le varie fasi: 
Analisi dei dati operazionali: in questa fase si analizza lo schema relazionale della base 
di dati operazionale per compiere due passi: 
1. si uniformano la terminologia e le unità di misura delle grandezze numeriche 
che devono avere lo stesso riferimento temporale; 
2. si eliminano le tabelle e gli attributi ritenuti non interessanti ai fini dell’analisi 
dei dati. 
Classificazione delle entità: in questa fase si individuano i possibili fatti, le misure, le 
dimensioni e le gerarchie fra gli attributi dimensionali. Per procedere, si classificano le 
tabelle della base di dati in tre categorie: 
1. Entità evento: sono le tabelle che rappresentano eventi potenzialmente 
interessanti ai fini dell’analisi. Le entità evento hanno due caratteristiche 
fondamentali: 
(a) descrivono eventi che si verificano frequentemente nel tempo; 
(b) contengono attributi numerici che rappresentano possibili misure 
(valore, quantità, peso ecc.). 
E’ molto importante individuare correttamente le entità evento interessanti 
perché esse sono le naturali candidate da considerare poi per la definizione dei 
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fatti del data warehouse. Tuttavia, è bene tenere presente che non tutte le 
possibili entità evento sono utili ai fini dei processi decisionali e per stabilirlo 
occorre analizzare con attenzione i requisiti di analisi dei dati; 
2. Entità componente: sono le tabelle in relazione con un’entità evento con 
un’associazione (1:N). Le entità componente definiscono i dettagli di un’entità 
evento e quindi rappresentano informazioni utili per rispondere a domande del 
tipo “chi”, “cosa”, “quando”, “dove”, “come” e “perchè” relative alle entità 
evento. Un’importante entità componente di ogni entità evento è quella che 
rappresenta il tempo: le analisi storiche, infatti, ricoprono un ruolo fondamentale 
in tutti i data warehouse. Le entità componente sono le naturali candidate da 
considerare per la definizione delle dimensioni che stabiliscono le prospettive di 
analisi rispetto alle quali si raggruppano i fatti. Ad es. nel caso dei brevetti, è 
interessante analizzare il loro ammontare dai seguenti punti di vista: 
• tempo: quando si è verificato l’evento; 
• comune: chi ha fatto il brevetto; 
• ente: che tipo di ente ha fatto il brevetto. 
3. Entità di classificazione: sono le tabelle in relazione con un’entità componente 
(entità minimale) con una catena di associazioni (1:N). Queste entità 
scaturiscono da gerarchie nei dati e possono essere combinate con le entità 
minimali per definire attributi dimensionali. 
In alcuni casi, le entità del modello relazionale potrebbero rientrare in più di una 
delle categorie sopra elencate. Per risolvere le possibili ambiguità, si suggerisce una 
relazione di precedenze fra le categorie, da quella con precedenza più alta a quella con 
precedenza minore: 
1. entità evento; 
2. entità di classificazione; 
3. entità componente. 
Ad esempio, se un’entità rientra sia nella definizione di entità componente, sia in 
quella di entità di classificazione, si preferisce considerarla come un’entità di 
classificazione, poiché quest’ultima ha una precedenza maggiore dell’altra. 
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Definizione degli schemi concettuali iniziali dei data mart: usando la notazione del 
modello dimensionale dei fatti si propone uno schema concettuale iniziale per un data 
mart a partire da ogni entità evento interessata dai requisiti di analisi. Successivamente 
si fissano le dimensioni a partire dalle entità componenti con l’assorbimento delle entità 
di classificazione e si analizzano i loro attributi per stabilire quali sono le gerarchie 
dimensionali da modellare, che come si è visto in precedenza sono molto importanti poi 
ai fini dell’analisi dei dati.  
Ad esempio, per un attributo dimensionale data, nell’esempio isd si decidono gli 
attributi e le gerarchie, tipo giorno, mese, anno ecc., oppure per un attributo che 
rappresenta la posizione geografica, id_comune nell’esempio, si valuta l’opportunità 
della gerarchia comune, provincia, regione. 
Analisi della granularità e dell’additività delle misure dei data mart: un’importante 
caratteristica dei fatti è la loro granularità, ovvero il livello di dettaglio usato per 
descrivere le misure. La granularità determina la dimensione del data warehouse e il 
tipo di analisi che si possono effettuare sui dati.  
Come regola generale, i dati dovrebbero essere mantenuti al più alto livello di 
granularità, ovvero dovrebbero essere più dettagliati possibile, perchè poi da essi se ne 
possono ottenere altri meno dettagliati. Ad es. dal numero brevetti  riferiti al giorno si 
può passare al numero dei brevetti  mensili, ma dai brevetti mensili non si può passare 
ai brevetti giornalieri. 
Altra importante caratteristica dei fatti è l’additività delle misure, ovvero a quali 
restrizioni sono soggette le misure sul tipo di funzioni di aggregazione applicabili 
quando si raggruppa secondo certe dimensioni. In questo senso, le misure possono 
essere: 
• additive, se possono essere sommate secondo ogni dimensione; 
• semiadditive, se non si possono sommare secondo alcune dimensioni, 
tipicamente quella che rappresenta il tempo (ad esempio, non ha senso sommare 
per settimane il saldo di un conto corrente); 
• non additive, se possono essere solo contate o soggette a media (ad es. una 
percentuale o una temperatura). 
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Generazione degli schemi multidimensionali relazionali dei data mart: in questa 
fase si trasforma prima lo schema concettuale di ogni data mart in uno schema 
relazionale, decidendo se fare uno schema a stella o a fiocco di neve, e poi, nella fase 
successiva, si integrano i vari schemi in un unico schema del data warehouse. 
Generazione dello schema multidimensionale relazionale del data warehouse: in 
questa fase si integrano i vari schemi dei data mart in un unico schema del data 
warehouse, valutando le seguenti possibilità: 
• combinare le tabelle dei fatti con le stesse chiavi primarie (ovvero con le stesse 
dimensioni); 
• combinare le tabelle delle dimensioni. 
 
3.2.3 Le funzionalità di business intelligence 
L’ultimo livello dell’architettura è rappresentato dalle funzioni di business 
intelligence che permettono la ricerca intelligente di dati, la produzione e l’analisi in 
“tempo reale” di informazioni push e, soprattutto, pull, per il supporto ad attività di 
controllo e di decisione di manager e professional (i cosiddetti knowledge information 
workers) di qualunque livello aziendale. 
Questi sistemi permettono quindi agli utenti di crearsi le informazioni di cui hanno 
bisogno (modalità pull) nel rispetto dei propri tempi decisionali. 
Esiste una vasta gamma di funzionalità con le quali trattare i dati disponibili e 
produrre e analizzare in “tempo reale” le informazioni necessarie. Si illustrano di 
seguito le principali categorie di queste funzionalità: 
• funzionalità di cruscotto aziendale, di tableau de bord e di scorecard: esse 
offrono la possibilità di presentare in modo statico e in modalità push le 
informazioni mediante efficaci visualizzazioni grafiche di vario genere (ad es. 
semafori, tachimetri, business graphics, icone ecc.) e quindi di applicare allarmi 
grafici e cromatici per evidenziare problemi, eccezioni o fuori norma, come ad 
es. scostamenti da valori di soglia o di budget. Attraverso questi sistemi, più 
spesso destinati al vertice aziendale, si possono inoltre collegare gli obiettivi 
quantitativi alle loro metriche di misurazione, organizzandoli in una struttura 
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costruita sulla base dell’organizzazione aziendale oppure secondo le logiche 
delle balanced scorecards. E’ possibile anche definire i legami causa-effetto tra 
le misure, in termini quantitativi o qualitativi (solo alcune relazioni sono 
esprimibili in forma quantitativa, cioè attraverso un algoritmo matematico) allo 
scopo di mettere in relazione “stabile” cause (leading indicators) ed effetti 
(lagging indicator); 
• funzionalità di visualizzazione e di reporting tabellare e grafico: esse 
consentono la visualizzazione delle informazioni in formato “tabellare” (per 
esempio tabelle pivot) e grafico (bidimensionale o tridimensionale). I dati 
contenuti in un report possono essere automaticamente aggiornati, si possono 
poi definire i report che devono essere automaticamente prodotti e inviati via e-
mail, per fax, su dispositivi portatili a un gruppo di utenti predefiniti, si possono 
ancora definire modalità personalizzate per la produzione di set di report e 
grafici ritenuti importanti per il management (i cosiddetti briefing book). Una 
forma particolare di visualizzazione grafica è costituita dalla forma cartografica, 
che posiziona i dati, georeferenziati, su una cartina geografica; 
• funzionalità di drill: esse consentono di navigare in modo dinamico tra i dati 
lungo le dimensioni di analisi determinate a priori, permettendo di approfondire, 
con percorsi predefiniti, il livello di dettaglio dei dati aggregati e di sintesi, 
tramite il cosiddetto drill down, oppure, al contrario, di risalire la gerarchia della 
dimensione di analisi per ottenere dati più aggregati, tramite il cosiddetto roll 
up, o ancora, di incrociare più viste di analisi, tramite il cosiddetto drill across; 
• funzionalità di calcolo di indicatori derivati: esse offrono la possibilità di 
calcolare un nuovo indicatore partendo da quelli esistenti utilizzando funzioni 
matematiche elementari (ad es. sommatoria, valore massimo o minimo ecc.), 
funzioni statistiche elementari (ad es. media, varianza ecc.), oppure funzioni di 
ranking (per esempio i migliori o i peggiori 5) dei valori che si stanno 
analizzando; 
• funzionalità di analisi multidimensionale: esse permettono di analizzare i dati 
secondo diverse dimensioni di analisi, anche simultaneamente, sfruttando 
l’applicazione di filtri e le funzionalità di pivoting, drill e slice & dice. L’analisi 
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multidimensionale è basata su tecnologie di tipo OLAP (On-Line Analytical 
Processing) che permettono di ottenere in tempo reale molteplici visioni 
coerenti delle misure relative a un fatto aziendale. L’OLAP è un’attività di 
elaborazione dei dati all’interno del data warehouse e gli strumenti OLAP 
forniscono un supporto per effettuare l’analisi multidimensionale attraverso il 
concetto di  proiezione dell’ipercubo, con l’utilizzo di due operatori cosiddetti 
slice and dice. Gli slice and dice sono gli operatori fondamentali, che vengono 
combinati in modo da formare altre funzionalità degli OLAP tools: i già 
menzionati drill-down, roll-up, e drill-across; 
• funzionalità di query: esse offrono la possibilità di interrogare liberamente il 
data warehouse costruendo interrogazioni (query) libere, in maniera pull, senza 
conoscere la sintassi del linguaggio di interrogazione (tipicamente il linguaggio 
SQL), e quindi reperire le informazioni utili al management ricercando dati, 
correlandoli e sintetizzandoli secondo i criteri personali del decisore. Questi 
strumenti sono molto efficaci se è il decisore o l’analista stesso che ricercano i 
dati di loro interesse nel data warehouse, affinando sempre più la ricerca per 
ottenere informazioni mirate, e di conseguenza rispondono a esigenze 
informative non definite a priori e di tipo non “routinario” e strutturato; 
• funzionalità di modelling, di costruzione di scenari e simulazione: esse 
consentono di definire un modello logico-matematico di un problema aziendale 
da impiegare nella costruzione di scenari e nella simulazione aziendale (what-if 
analysis, goal seeking, sensitivity analysis). In questo modo il decisore ha a 
disposizione gli strumenti analitici con i quali fare ipotesi e previsioni su ciò che 
potrà accadere in termini di cambiamenti del contesto aziendale e di influenza di 
determinate azioni sulle prestazioni e sui risultati dell’azienda stessa; 
• funzionalità di statistica e di mining nei dati: esse consentono di applicare ai dati 
aziendali sofisticate funzioni statistiche (di clustering, di regressione, di 
classificazione ecc.) che permettono di scoprire relazioni logiche tra dati 
altrimenti non facilmente individuabili. 
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3.3 Strumenti di analisi 
3.3.1 Reporting 
Gli strumenti di reporting consentono di rappresentare in forma tabellare e grafica i 
dati estratti dal data warehouse secondo modalità preconfezionate di navigazione e 
interattive. Disporre di un tale strumento consente a manager o persone di alti livelli 
gerarchici di capire l’andamento della propria azienda in maniera molto semplice e 
veloce. Questi strumenti sono ormai diventati indispensabili per garantire il corretto 
svolgimento delle attività aziendali e per intraprendere azioni correttive in casi di 
scostamenti da valori medi o superamento di valori di soglia (per esempio valori di 
budget). 
Si parla di report interattivi nel senso che, una volta disegnati, possono essere 
calcolati, quando desiderato, in funzione dei nuovi dati disponibili nel data warehouse. 
Inoltre un report può essere personalizzato e distribuito (per esempio per via elettronica 
o cartacea) a seconda delle esigenze della persona a cui è destinato (per esempio il 
manager di negozio vede il rapporto solo a livello di negozio, il manager regionale 
anche a livello regionale ecc.). 
Una tipologia particolare di report è data dai cruscotti aziendali che risultano essere 
molto sintetici e di rapido impatto visivo, aggiornati alla situazione corrente e flessibili. 
Spesso sono destinati alle più alte figure aziendali e ai decision makers poiché sono in 
grado di mettere in luce gli indicatori chiave della performance aziendale. 
I cruscotti aziendali rappresentano uno dei prodotti finali della filiera della business 
intelligence, la loro semplicità e immediatezza si basa su un grande lavoro di 
integrazione, aggregazione, analisi e sintesi dei dati sorgente. 
Infine, un’altra tipologia di reporting anch’essa molto importante è rappresentata dai 
report cartografici che riportano i valori degli indicatori chiave su una base geografica 
(per esempio comuni di una determinata regione). Tramite queste tipologie di reporting 
è possibile navigare la dimensione geografica mediante operazioni di zoom-in (drill-
down) e zoom-out (rool-up) su mappe. Inoltre è possibile usare i colori per 
rappresentare i diversi valori di una misura. 
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3.3.1 Data Mining 
Da diversi anni ormai, stanno diventando sempre più familiari termini quali data 
mining e KDD, spesso confusi l’uno con l’altro, ma cosa sono in realtà? Quali 
differenze ci sono tra usare l’un termine anziché l’altro? 
Il costante progresso del hardware negli ultimi tre decenni, l’evoluzione di 
strumenti e metodi di archiviazione (dagli anni 70 con l’implementazione di DBMS 
relazionali agli anni 90 con il data warehouse) e l’avvento di internet, hanno causato 
una “esplosione” nella quantità di dati a disposizione di ogni individuo, sia esso 
personale, professionale o aziendale. Di fronte a questa situazione di abbondanza di dati 
e scarsità di informazioni, si ha l’esigenza di avere a disposizione tecniche e strumenti 
capaci di analizzare in modo automatico e intelligente queste grandi “miniere” di dati, al 
fine di “estrarre” la conoscenza ivi nascosta. 
Queste tecniche e strumenti sono rappresentate dall’emergente campo del KDD 
(Knowledge Discovery in Databases). Spesso questo termine viene utilizzato in 
sostituzione di data mining. Tecnicamente KDD è il processo per identificare nei dati 
pattern (forme) con caratteristiche di validità, novità, utilità potenziale e facilità di 
comprensione6 (figura 3.13). Data Mining invece è la componente principale del 
processo KDD, è la fase di applicazione di uno specifico algoritmo per l’individuazione 
dei “pattern” nascosti dei dati. 
                                                 
6 Traduzione della definizione fornita da Frawley, Piatetsky, Shapiro e Matheus nel 1991 
 72
 
Fig. 3.13: Processo di KDD. 
 
Il processo di KDD è un processo interattivo e iterativo suddiviso in diverse fasi 
(figura 3.13): 
• fase 1: si identifica il problema, tenendo conto della relativa conoscenza già 
acquisita in precedenza e gli obiettivi che si vogliono perseguire; 
• fase 2: si “puliscono” e si normalizzano i dati attraverso, ad es. l’eliminazione 
dei dati rumorosi (noise) e dei valori estremi (outlier), la gestione dei campi 
vuoti (missing values field); 
• fase 3: si seleziona l’insieme dei dati, oggetto del processo di estrazione 
(discovery) della conoscenza; 
• fase 4: si individuano le caratteristiche salienti per rappresentare il fenomeno che 
si sta analizzando in funzione dell’obiettivo definito, tendendo a ridurre il 
numero delle variabili prese in considerazione; 
• fase 5: si sceglie il cosiddetto “data mining task”, cioè il tipo di analisi sui dati 
da effettuare (classificazione, previsione, clustering, regole associative), si 
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scelgono le tecniche di data mining da impiegare per ricercare i pattern nei dati, 
in funzione del criterio generale alla base del processo di KDD (ad esempio, 
l’analista potrebbe essere maggiormente interessato alla comprensione del 
modello rispetto alle capacità di previsione dello stesso) ed infine si effettua il 
data mining, cioè si compie la ricerca dei pattern di interesse; 
• fase 6: si interpretano e si valuta l’accuratezza dei pattern “scoperti” con la 
possibilità di ritornare alle fasi precedenti per ulteriori iterazioni; 
• fase 7: si consolida e si formalizza la conoscenza acquisita (realizza-
zione/integrazione di un sistema applicativo, redazione di documentazione, 
presentazione alle parti interessate ecc.). 
Il ruolo fondamentale nel processo di KDD che è caratterizzato da un alto livello di 
iterazione è svolto dalla fase in cui si compie il data mining. 
Nonostante il campo di applicazione delle tecniche di data mining sia in continuo 
mutamento, alcune strategie fondamentali sono rimaste invariate. È necessario a questo 
punto chiarire cosa è una strategia e cosa è una tecnica. 
Per strategia si intende uno schema (linee guida) di approccio alla soluzione di un 
problema; per tecnica si intende uno o più algoritmi con una struttura conoscitiva che 
applicano una specifica strategia a un insieme di dati. 
Esistono due tipologie di strategie di data mining: 
• strategie supervisionate, in cui vengono costruiti dei modelli sulla base di 
attributi in input per predire o classificare i valori degli attributi di output; 
• strategie non supervisionate, in cui vengono costruiti dei modelli sulla base di 
attributi di input, ma non esiste alcun attributo di output da predire. 
Gli attributi di output vengono definiti variabili dipendenti in quanto i loro valori 
dipendono dai valori di uno o più attributi di input, mentre questi ultimi vengono 
definiti variabili indipendenti. 
Le tecniche attraverso cui il data mining viene realizzato si basano su metodologie 
statistiche e matematiche e si distinguono in: alberi decisionali (o decision tree), reti 
neurali e regole di associazione, per le strategie di apprendimento supervisionato e 
cluster analysis per le strategie di apprendimento non supervisionato. 
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Il data mining trova diverse applicazioni nell’ambito dell’economia e della finanza, 
nella scoperta di frodi bancarie, in applicazioni scientifiche, nella cura della salute e in 
sport e giochi (per esempio l’industria dei giochi ha incorporato modelli storici dei trend 
dei giocatori d’azzardo per identificare quanto un singolo giocatore sarebbe in grado di 
spendere durante una visita al suo casinò). 
Uno degli ambiti in cui l’applicazione del data mining si rivela particolarmente 
proficua è il Marketing. La strategia applicata in questo caso è quella della Market 
Basket Analysis (MBA), il cui scopo è quello di ricercare relazioni interessanti tra i 





























4  UN PROGETTO DI BUSINESS INTELLIGENCE PER 
MISURARE L’INNOVAZIONE TECNOLOGICA A 
LIVELLO TERRITORIALE 
4.1 Estrazione, trasformazione e caricamento 
Il progetto si è rivelato una conferma di quanto affermato in precedenza rispetto ai 
tempi di lavoro e alle risorse necessarie per implementare questo processo, infatti a 
causa della varietà delle fonti per la creazione del data warehouse  sono state necessarie 
numerose ricerche ed elaborazioni. Nella maggior parte dei casi  è stato possibile 
automatizzarle con dei pacchetti DTS di SQL Server per poi poter esser applicati in 
futuro con versioni aggiornate dei file, altre invece a causa della indisponibilità di base 
di dati o della mancanza dei dati in formato importabile non è stato possibile 
automatizzarle, è il caso ad esempio dei progetti europei. 
I pacchetti DTS sono stati implementati tenendo in considerazione la versione più 
recente dei file. 
Vediamo adesso la descrizione dei vari DTS di SQL Server implementati, per 
ognuno di essi viene descritto: 
• la fonte da cui è stato ricavato il dato; 
• il formato del file in input; 
• le fasi del processo di trasformazione. 
I pacchetti DTS da descrivere sono classificati per tipologia di dato in input, in 
particolare sono stati costruiti pacchetti per: 
• iscritti, laureati e docenti; 
• unità locali (addetti high-tech); 
• popolazione; 
• aree geografiche; 
• brevetti; 
• imprese spin-off; 
• progetti europei; 
• PIL; 
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I dati relativi agli iscritti sono disponibili e scaricabili dal sito del miur 
(www.miur.it/ustat/). 
Formato 
File Excel, nel quale è presente una tabella contenente gli iscritti  per ateneo, facoltà, 
corso di studi, cittadinanza, provenienza geografica e sesso relativi ad un anno 
accademico.  
Il file è suddiviso in 2 fogli contenenti tutti gli iscritti degli atenei in ordine 
alfabetico dalla A alla N e dalla P alla Z. 
Descrizione del pacchetto 
Il flusso di trasformazione importa solo i campi interessanti per l’analisi, quali 
“ateneo”, “facoltà”, “sede didattica” e il “totale” degli iscritti e li carica in due tabelle 
una contenente gli atenei dalla A alla N, l’altra quelli dalla P alla Z, successivamente 
unisce in una vista le due tabelle. La vista contiene dati relativi a tutti gli iscritti di tutte 
le facoltà quindi per considerare solo quelle scientifico/tecnologiche è necessario un 
filtro, una interrogazione SQL che seleziona e carica in una tabella solo le facoltà 
scientifico/tecnologiche: 
 
SELECT       ateneo, facolta, [sede didattica del corso (sigla provincia)], sum(totale) as totale 
FROM          iscritti_totale 
WHERE       (facolta like '%agraria%') or 
                    (facolta like '%farmacia%') or 
                    (facolta like '%medicina e chirurgia%') or 
                    (facolta like '%medicina veterinaria%') or 
                    (facolta like '%ingegneria%') or 
                    (facolta like '%scienze matematiche, fisiche e naturali%') 
GROUP BY ateneo, facolta, [sede didattica del corso (sigla provincia)] 
 
E’ stato necessario l’utilizzo del comando like perché le facoltà non sono scritte tutte 
nello stesso modo, i valori del campo non sono in un formato standard, ad esempio in 
alcuni casi oltre alla facoltà è indicata anche la sede distaccata di riferimento, quindi per 
le elaborazioni successive è stata necessaria un interrogazione per rendere le facoltà 
uniformi: 
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 SELECT  ateneo, [sede didattica del corso (sigla provincia)], totale, facolta = CASE  
                WHEN facolta LIKE 'agraria%' THEN 'agraria'  
                WHEN facolta LIKE 'farmacia%' THEN 'farmacia' 
                WHEN facolta LIKE 'medicina veterinaria%' THEN 'medicina veterinaria' 
                WHEN facolta LIKE 'medicina e chirurgia%' THEN 'medicina e chirurgia' 
                WHEN facolta LIKE 'ingegneria%'  THEN 'ingegneria'  
                WHEN facolta LIKE 'scienze matematiche,fisiche e naturali%'  
                THEN 'scienze matematiche,fisiche e naturali'  
                END 
FROM     iscritti_tecno 
 
Alla tabella appena creata è necessario aggiungere un campo, il codice della 
provincia relativo alla sede didattica del corso considerato, poiché anche in questo caso 
il campo “ateneo” non contiene il nome preciso della provincia ma ci sono casi in cui il 
nome è scritto in modo diverso, ad esempio Milano Cattolica, questa operazione è 
possibile grazie alla presenza del campo “Sede Didattica del Corso” che contiene la 
sigla della provincia, quindi con una semplice join tra la tabella e un’altra tabella 
contenente le informazioni relative alle province come il codice e la sigla è possibile 
aggiungere il codice della provincia. 
Il processo di trasformazione ha come output una tabella “Iscritti_anno” contenete 
tutti gli iscritti in materie scientifico/tecnologiche per facoltà e provincia relativa a dove 




I dati relativi ai laureati sono disponibili e scaricabili dal sito del miur 
(www.miur.it/ustat/). 
Formato 
File Excel, nel quale è presente una tabella contenente i laureati nell'anno solare per 
ateneo, facoltà, corso di studi, provenienza geografica e sesso. 
Descrizione del pacchetto 
Il flusso di trasformazione si comporta allo stesso modo del precedente per quanto 
riguarda la selezione dei campi interessanti per l’analisi, la selezione delle sole facoltà 
scientifico/tecnologiche, la correzione del campo facoltà e l’aggiunta del campo 
contenente il codice della provincia relativa al corso di studi. 
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Come output il processo ha una tabella “Laureati” contenete tutti i laureati in materie 




I dati relativi ai docenti sono disponibili dal sito del miur (www.miur.it/ustat/). 
Formato 
Interrogando la base di dati on-line è possibile ottenere una tabella contenete tutti i 
docenti per facoltà e ateneo, in questo caso non è possibile scaricare la tabella ma con 
un semplice copia e incolla in un foglio Excel è possibile renderla utilizzabile per 
elaborazioni successive. 
Descrizione del pacchetto 
Il flusso di trasformazione si comporta allo stesso modo dei precedenti per quanto 
riguarda la selezione dei campi interessanti per l’analisi, la selezione delle sole facoltà 
scientifico tecnologiche, la correzione del campo “facoltà”, mentre per l’attribuzione 
alla provincia di riferimento, poiché in questo caso non c’è la presenza del campo “Sede 
Didattica del corso”, è stata necessaria una interrogazione che corregge 
automaticamente il campo “ateneo” visto che non contiene solo la provincia ma anche il 
nome dell’Università, ad esempio Bari - Politecnico è stato corretto con Bari. 
In questo modo è stato possibile assegnare la provincia di riferimento e il codice 
corrispondente grazie alla join con la tabella “Province” attraverso il nome provincia. 
 
SELECT       facolta, sum(totale) as totale,ateneo = CASE  
                     WHEN ateneo LIKE 'ancona%' THEN 'ancona'   
                     WHEN ateneo LIKE 'arca%' THEN 'reggio di calabria'  
                     WHEN ateneo LIKE 'bari%' THEN 'bari' 
                      …………………………….           
                     WHEN ateneo LIKE 'viterbo%' THEN 'viterbo'  
                     WHEN ateneo LIKE 'potenza%' THEN 'potenza' END 
FROM          docenti_st 
GROUP BY  ateneo, facolta 
ORDER BY  ateneo 
 
Il processo di trasformazione ha come output una tabella “Docenti” contenete il 
numero di tutti i docenti in materie scientifico/tecnologiche per facoltà e provincia 
relativa a dove è situato il corso di studi. 
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 Totale Iscritti 
Per il calcolo di alcuni indicatori è stato necessario il calcolo del totale degli studenti 
iscritti ad ogni ateneo per poi essere successivamente rapportati al totale iscritti in 
discipline scientifico/tecnologiche. 
La fonte è un file di Excel scaricabile dal sito del miur contenente gli iscritti  per 
ateneo, facoltà, corso di studi, cittadinanza, provenienza geografica e sesso relativi ad 
un anno accademico. 
Il file viene importato in una tabella SQL Server, applicando la solita operazione 
descritta in precedenza ogni ateneo viene attribuito alla relativa provincia di riferimento 
grazie al campo “Sede Didattica provincia”. 
Raggruppando quindi per provincia attraverso il calcolo della funzione di 
aggregazione sum sul campo “totale” si ottiene il totale di iscritti per ogni ateneo di tutte 
le facoltà, infatti a differenza del processo di trasformazione per gli iscritti in materie 
scientifico/tecnologiche non è stato applicato il filtro sulle facoltà S/T. 
 
Totale Laureati 
Il procedimento è identico al precedente, naturalmente l’unica differenza è la fonte 
rappresentata dal file Excel contenente i laureati nell'anno solare per ateneo, facoltà, 
corso di studi, provenienza geografica e sesso. 
 
Totale Docenti 
Il totale docenti è stato calcolato interrogando la base di dati on-line dal sito del 
miur, mantenendo distinti solo gli atenei, visto che in questo caso si vuol calcolare il 
totale di tutte le facoltà per ateneo quindi non è necessario il filtro sul campo “facoltà” 
per selezionare solo quelle scientifico/tecnologiche. 
Dall’interrogazione della base di dati si ottiene una tabella contenente l’ateneo e il 
rispettivo totale docenti, a questo punto si ripresenta il problema affrontato in 
precedenza per quanto riguarda il campo “ateneo”. Non essendo scritta solo la provincia 
ma anche il nome dell’Università (es. Milano - Università commerciale "Luigi 
Bocconi"), non c’è la possibilità di assegnare agli atenei la provincia di riferimento. 
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Tale operazione è resa possibile dall’esecuzione dell’interrogazione SQL e dalla 
successiva join con la tabella “Province” già descritte in precedenza nel DTS relativo 
alla selezione dei docenti in materie scientifico/tecnologiche 
 
Unità locali (addetti high-tech) 
Fonte 
Risultati definitivi del 8° censimento generale dell’industria e dei servizi del 2001 di 
Istat. 
Formato 
File di testo codificato secondo il tracciato riportato in tabella 4.1, in cui ogni riga 
del file contiene i codici Istat della localizzazione geografica suddivisi per ripartizione, 
regione, provincia e comune, contiene inoltre informazioni relative al codice ateco 91 a 
5 cifre (che rappresenta l’attività economica), la classe di addetti, la tipologia di impresa 
(impresa, istituzione pubblica, istituzione no-profit), un valore 0 o 1 che indica se una 
impresa è artigiana oppure no, il numero di unità locali (al 1991 e al 2001) e il numero 
di addetti (al 1991 e al 2001). 
Variabili Lunghezza del 
campo 
Da col. A col. 
Ripartizione 1 1 1 
Regione 2 2 3 
Provincia 3 4 6 
Comune 3 7 9 
Ateco 91 a 5 cifre 5 10 14 
Classe di addetti 2 15 16 
Impresa o istituzione 1 17 17 
Flag artigiano 1 18 18 
Dati 1991 – numero 5 19 23 
Dati 1991 – addetti 8 24 31 
Dati 2001 – numero 5 32 36 
Dati 2001 – addetti 8 37 44 
Tab. 4.1: Tracciato record confronto 1991-2001. 
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 Di seguito viene riportato un esempio di riga contenuta nel file: 
“10100100101131031000000000000000000200000004” 
Tale riga viene interpretata nel seguente modo (tabella 4.2): 
Variabili Valore Descrizione 
Ripartizione 1 Italia Nord-occidentale 
Regione 01 Piemonte 
Provincia 001 Torino 
Comune 001 Agliè 
Ateco 91 a 5 cifre 01131 Colture viticole e aziende vitivinicole 
Classe di addetti 03 Corrisponde a 2 addetti 
Impresa o istituzione 1 È una impresa 
Flag artigiano 0 L’impresa non è artigiana 
Dati 1991 – numero 00000 Non ci sono unità locali per questa tipologia di
attività 
Dati 1991 – addetti 00000000 Non ci sono addetti per questa tipologia di attività 
Dati 2001 – numero 00002 Ci sono 2 unità locali 
Dati 2001 – addetti 00000004 Ci sono 4 addetti 
Tab. 4.2: Interpretazione dell’esempio di record contenuto nel file. 
 
Descrizione del pacchetto 
Il processo di trasformazione ha l’obiettivo di ricavare dai dati del censimento il 
numero di addetti nel settore high-tech precedentemente descritti: 
• Htma: settori manifatturieri high-tech ad elevato contenuto tecnologico; 
• Htmm: settori manifatturieri high-tech a medio contenuto tecnologico; 
• Htsa: settori terziari high-tech ad elevato contenuto tecnologico; 
• Htsm: settori terziari high-tech a medio contenuto tecnologico. 
Il processo inizia con la creazione o l’eventuale aggiornamento delle tabelle 
necessarie al flusso di trasformazione, successivamente viene letto il file di testo, 
decodificato e caricato nella tabella “Unilocal91_01”. 
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Si rende necessario ai fini del progetto raggruppare i dati per comune e perdere 
quindi il dettaglio della tipologia di impresa o istituzione per avere il numero totale 
degli addetti per comune. Parallelamente vengono selezionate dalla tabella 
“Unilocal91_01” solamente i record, quindi le righe del file, contenenti le categorie 
ateco che ci interessano per poter fare la classificazione in htma, htmm, htsa, htsm. 
Infine a partire dalla tabella "Unita_locali_ht_categorie" contenente i campi 
“codice_provincia”, “codice_comune”, “classe_ht”=['HTMA'|'HTSA'|'HTMM'|'HTSM'] 
e “dati_2001_addetti”  vengono create tre tabelle:  
• "Addetti_ht_x_categoria", che contiene solamente i comuni che hanno almeno 
un addetto in uno dei quattro settori high-tech; 
• "Addetti_ht_finale", contenente un record per ogni comune presente nella 
tabella "Comuni_censimento_2001", ovvero sono presenti anche i comuni che 
non hanno addetti in settori high-tech; 
• "Addetti_nazionale" che contiene i totali degli addetti a livello nazionale dei 
singoli settori high-tech. 
 
Popolazione 
I dati relativi alla popolazione sono stati prelevati dal data warehouse di Istat 
(dawinci) in base al 14° censimento della popolazione del 2001, 
(http://dawinci.istat.it/daWinci/jsp/MD/dawinciMD.jsp). 
Sono stati scaricati i dati relativi alla popolazione residente di 6 anni e più 
classificata per grado di istruzione e per sesso a dettaglio comunale e provinciale. 
Il formato dei file originali non si adattava ad elaborazioni automatiche pertanto 
sono state necessarie elaborazioni manuali. Le tabelle riportavano totali per riga di ogni 
tipologia di grado di istruzione e di sesso, per ogni provincia nel caso del dettaglio 
comunale e per ogni regione nel caso del dettaglio provinciale. 
Reso standard il formato dei file, ovvero eliminate le righe che contenevano i totali, 
questi sono stati letti e caricati in tabelle SQL Server tramite il processo di 
trasformazione automatico che semplicemente crea le tabelle di output necessarie e vi 




Al fine di creare un data warehouse che permetta la navigazione per aree 
geografiche, sono state create tabelle contenenti i codici Istat e le denominazioni di ogni 
ripartizione geografica, regione, provincia, sistema locale del lavoro (SLL) e comune. 
Tali informazioni sono state ricavate dal 14° censimento Istat e dal sito internet di 
Unioncamere . 
Come precedentemente descritto i dati definitivi del censimento 2001 hanno avuto 
ripercussioni sul numero e quindi sulla composizione dei sistemi locali del lavoro.  
In conseguenza a questo mutamento, il sistema è stato aggiornato con i nuovi SLL 
in maniera semplice e veloce grazie ai processi automatici costruiti appositamente per la 
trasformazione e il caricamento dei SLL del 1991, al fine di effettuare una analisi che 
sia coerente con i dati riferiti al 2001. 
La creazione delle tabelle per ripartizioni, regioni, province e comuni è risultata 
semplice poiché Istat diffonde questi dati in formati facilmente trasformabili da 
procedure automatiche. 
Più laboriosa è stata la creazione della tabella che associa ad ogni sistema locale del 
lavoro, i comuni che gli appartengono e la provincia alla quale fa riferimento. Il 
processo di trasformazione prende in input due tabelle, una denominata “sll” che 
contiene per ogni comune il codice Istat e la denominazione del SLL a cui appartiene; 
l’altra denominata “province_sll” che contiene per ogni SLL il codice Istat della 
provincia a cui fa riferimento. La tabella “sll” è stata creata, caricandovi i dati contenuti 
in un foglio Excel scaricato da Istat. La tabella “province_sll” invece è stata creata 
caricandovi i dati contenuti in un foglio Excel creato appositamente. 
Unendo le due tabelle mediante il campo “codice_sll” e raggruppando per esso è 
stata ottenuta la tabella finale “matrice_sll_comuni” (tabella 4.3), che contiene per ogni 
riga il codice Istat e la denominazione del SLL, il codice della provincia a cui fa 






Codice_sll Nome_sll Codice_provincia_sll Codice_provincia Codice_comune
001 Avigliana 001 001 006 
001 Avigliana 001 001 013 
… … ... … … 
Tab. 4.3: Esempio di record della tabella “Matrice_sll_comuni”. 
 
Ricerca e Sviluppo 
Fonte 
I dati relativi alla ricerca e sviluppo intra-muros in Italia relativi all’anno 2001, sono 
stati scaricati dal sito internet di Istat (http://www.istat.it). 
Formato 
Il formato del file sorgente è un file Excel contenente un foglio per i dati riguardanti 
il personale addetto alla ricerca e sviluppo ed uno per la spesa espressa in migliaia di 
Euro a scala regionale. Per ogni regione, vengono riportati i valori assoluti, sia del 
personale che quelli della spesa, suddivisi per amministrazione pubblica, Università, 
imprese e i rispettivi totali (tabella 4.4). 
 VALORI ASSOLUTI 
REGIONI  Amministrazioni 
pubbliche  
Università Imprese Totale 
Piemonte - V. d'Aosta 1.077  3.093         13.853  18.023  
Lombardia 3.345  6.660  18.691  28.696  
… … … … … 
Tab. 4.4: Personale addetto alla R&S in Italia nel 2001. 
 
Come si può notare dall’esempio riportato in tabella 4.4, alcune regioni vengono 
aggregate, in particolare si tratta di “Piemonte - Valle d’Aosta”, “Abruzzo - Molise” e 
“Calabria - Basilicata”. Poiché non è stato possibile dividere i valori e assegnarli alle 
singole regioni, è stato deciso di mantenerli uniti, con l’accorgimento di scrivere in 
modo corretto i nomi delle regioni secondo la dicitura Istat. (per esempio Valle d’Aosta 
anziché V. d’Aosta, oppure Trentino-Alto Adige anziché Trentino A. A.). 
Il processo di trasformazione è molto semplice: legge i fogli Excel che contengono i 
valori assoluti e li copia nelle tabelle “Addetti_R&S” e “Spesa_R&S_migliaia_euro”. 
 85
Viene inoltre creata una ulteriore tabella “Spesa_R&S_milioni_euro” in cui i valori 
assoluti della spesa sono riportati in milioni di Euro correnti anziché in migliaia. 
Quest’ultima tabella sarà utile successivamente quando si andranno a costruire gli 
indicatori di incidenza di spesa in R&S poiché i valori assoluti di spesa vengono 
rapportati al prodotto interno lordo che è espresso in milioni di Euro correnti. 
 
Prodotto Interno Lordo 
Fonte 
I dati relativi al prodotto interno lordo (PIL), sono stati scaricati dal sito internet di 
Istat (http://www.istat.it). 
Formato 
Il formato del file sorgente è un file Excel contenente un foglio che riporta diversi 
valori classificati per tipologia di aggregato (quello di interresse è “valore aggiunto ai 
prezzi base”), per dettaglio voci (quello di interesse è “prodotto interno lordo ai prezzi 
di mercato”), per unità di misura (quella di interesse è “milioni di Euro correnti”) e per 
anno. Ai fini dell’analisi sono stati selezionati solamente quelli relativi all’anno 2001. 
Il processo di trasformazione consiste nel modificare il foglio Excel in modo che 
contenga i valori del PIL relativi al 2001 per ogni regione, successivamente questi 
valori vengono copiati nella tabella “Pil”, infine viene creata un’altra tabella in cui 
vengono aggregate alcune regioni, in modo che corrispondano a quelle della tabella di 




Per i brevetti non esiste una base di dati che li contiene tutti, è stata utilizzata Spy2 
un’applicazione sviluppata internamente dal laboratorio In-SAT. 
Spy2 ogni settimana scarica automaticamente tutti i nuovi brevetti depositati 
importandoli e aggiornando la base di dati, anche in questo caso sono state necessarie 
numerose elaborazioni sulla sorgente per rendere possibile l’allocazione del numero dei 
brevetti ai rispettivi comuni, dato l’elevato numero di errori presenti nella base di dati 
rispetto al nome della località dove si trova l’azienda proprietaria del brevetto e 
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all’assenza del campo “codice comune” (essendo una base di dati internazionale è 
comprensibile che non venga tenuto in considerazione, un esempio potrebbe essere 
Agrate Brianza scritto in differenti modi a causa di errori di battitura da parte degli 
addetti al data entry). 
Formato 
Le tabelle della banca dati Spy2 protette da accessi esterni, sono state esportate su 
file csv7 dal proprietario della banca dati e caricate nelle tabelle SQL Server poiché non 
era possibile collegarsi direttamente tramite connessione ODBC. 
È stata quindi creata in SQL Server una copia della base di dati, che viene 
aggiornata periodicamente in modo da poter mantenere la copia allineata con il 
database originale.  
Uno dei problemi affrontati ha riguardato la denominazione dei comuni di 
appartenenza degli “Assignee” (ente proprietario del brevetto) che nella maggior parte 
dei casi non corrispondevano alle denominazioni date da Istat, questo problema si è reso 
ancora più difficoltoso dal fatto che nella banca dati Spy2 non vengono riportati i codici 
Istat dei comuni per i motivi descritti precedentemente.  
Il processo di trasformazione crea, se non esistono, tutte le tabelle della base di dati 
Spy2 che servono per la successiva costruzione del data warehouse e tre viste 
temporanee utilizzate per le successive elaborazioni che verranno cancellate alla fine del 
processo. 
Successivamente vengono caricati i dati letti dai file csv in tali tabelle e aggiornata 
la base di dati operazionale dei brevetti. Rimane quindi da risolvere il problema della 
denominazione dei paesi ovvero bisogna creare una tabella “sinonimi_comuni” che 
contenga per ogni comune della tabella “paese”, preventivamente aggiornata, il codice 
Istat del sinonimo ovvero del comune scritto correttamente secondo la dicitura Istat. 
L’aggiornamento della tabella “paese” viene fatto con l’ausilio di una tabella di 
lookup che restituisce l’indice dell’ultimo record di tale tabella chiamato 
“indice_ultimo”, che serve per poter fare il confronto con i record contenuti nel file csv. 
                                                 
7 I file CSV (Comma Separated Values), sono particolari file di testo che contengono dati tabellari. Ogni 
line rappresenta una riga o record della tabella, gli elementi di una riga sono separati da un carattere 
speciale (separatore) ed ordinati in base alla colonna. Un separatore può essere una virgola (comma), un 
tabulatore uno spazio.  
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Per ogni record del file di origine, viene confrontato il rispettivo indice con 
“indice_ultimo”, se è maggiore viene copiato nella tabella “paese” altrimenti tale record 
è già presente nella tabella e quindi non viene copiato. 
Di seguito viene riportata la procedura che esegue il confronto descritto sopra: 
 
Function Main() 
  lookup = DTSLookups("indice").Execute() 
  indice_ultimo = lookup(0) 
  if (CInt(DTSSource("Col001")) <= (indice_ultimo)) then 
   Main = DTSTransformStat_SkipInsert 
  else 
   DTSDestination("id") = DTSSource("Col001") 
   DTSDestination("nome") = DTSSource("Col002") 




Il passo successivo del processo di trasformazione consiste nel selezionare solo quei 
brevetti i cui proprietari risiedono in un paese italiano, poiché non interessano i paesi 
stranieri, vengono poi “puliti” i nomi dei paesi da eventuali virgole e/o parentesi e viene 
aggiunta la colonna “id_sinonimo” assegnandole inizialmente un valore uguale a 0 per 
poi modificarlo in seguito con l’applicazione “Brevetti” fatta appositamente, che 
assegna a “id_sinonimo” il codice Istat del comune. 
Di seguito viene riportato un esempio dei record contenuti nella tabella 
“sinonimi_comuni” (tabella 4.5) e della tabella “comuni” (tabella 4.6): 
 
id Nome Id_sinonimo 
37 Busto Arsizio-Varese 012026 
38 Busto Arsizio Varese 012026 
Tab. 4.5: Esempio di record della tabella “sinonimi_comuni”. 
 
Codice_istat Comune 
012026 Busto Arsizio 
Tab. 4.6: Esempio di record della tabella “comuni”. 
 
L’applicazione “Brevetti” assegna ad ogni paese il codice Istat del comune a cui si 
riferisce. All’avvio, l’applicazione su richiesta esplicita da parte dell’utente, interroga la 
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tabella “sinonimi_comuni” andando a selezionare quei paesi che hanno come valore del 
campo “id_sinonimo” il valore 0 (si ricorda che tale valore viene inserito 
automaticamente ogni qualvolta esiste un nuovo record nella tabella “paese”). Una 
volta selezionati tali paesi, se ne esistono, si verifica se nella tabella “sinonimi_comuni” 
esiste gia un paese con lo stesso nome a cui è già stato assegnato un sinonimo, in caso di 
esito negativo, si procede con la stessa interrogazione sulla tabella dei comuni. In questo 
modo l’applicazione è in grado di riconoscere automaticamente  tutti quei paesi che 
sono già stati analizzati precedentemente e che si ripresentano nella tabella “Paese” con 
indici diversi ai quali è gia stato assegnato l’indice del comune sinonimo, e tutti quei 
paesi che sono scritti in modo corretto secondo la dicitura Istat. Nel caso in cui non 
esiste un paese con lo stesso nome né nella tabella “sinonimi_comuni” né nella tabella 
“comune”, si comunica all’utente che tale paese non è conosciuto e quindi gli viene 
posta la possibilità di inserire manualmente il codice di un comune sinonimo, rendendo 
più semplice l’operazione visto che l’applicazione mette a disposizione un query 
browser che gli consente di accedere alla tabella comuni personalizzando 
l’interrogazione e un Web browser per la ricerca su internet di quei paesi (per esempio 
frazioni di comuni) che l’utente non è in grado di ricavare dalla semplice interrogazione 
della base di dati. 
Può capitare di avere due o più paesi con lo stesso nome ma che sono frazioni di 
comuni diversi, in questo caso l’utente può decidere di non assegnare alcun sinonimo a 
tale paese o di assegnarlo solo dopo una attenta scelta. Per esempio, in alcuni record 
della tabella “Paese” non veniva riportato il nome del paese ma bensì la via o la piazza, 
in questo caso a tale record non è stato assegnato alcun indice di sinonimo, oppure nomi 
di comuni ambigui come per esempio “Villafranca” dal momento che esistono il 
comune di “Villafranca di Verona”, “Villafranca d’Asti” e diversi altri. Si sono 
presentati anche casi in cui è stato deciso di assegnare come sinonimo il comune che da 
nome alla provincia dal momento che i comuni che risultavano ambigui appartenevano 
alla stessa provincia. 
Mediante questo approccio è stato possibile assegnare gli indici dei comuni sinonimi 
a 5426 nomi di paesi su un totale di 5947 ovvero circa il 91,23%. 
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 Procedure non automatizzate 
Vengono riportati in questa sezione gli unici casi un cui non è stato possibile 
implementare procedure automatizzate con i DTS per il processo ETL. 
Il primo riguarda i progetti europei, infatti non è disponibile nessuna base di dati 
relativa al numero dei progetti europei suddivisi per area geografica, l’unica possibilità 
è quella di consultare la base di dati on-line dal sito Cordis 
(www.cordis.lu/it/home.html), che rappresenta un servizio comunitario di informazione 
in materia di Ricerca e Sviluppo. 
La base di dati on-line contiene tutti i progetti europei con numerose informazioni 
relative ai contraenti e da la possibilità di formulare delle interrogazioni SQL. 
Ai fini dell’analisi i progetti interessanti sono prima di tutto quelli italiani, inoltre è 
stata fatta una distinzione in base al tipo del contraente, c’è un campo che permette di 
individuare appunto il settore in cui opera il contraente in questo caso la distinzione è 
stata fatta tra industria (non distinguendo sulla dimensione), Università, ricerca. 
Un altro filtro è stato posto sulla data di inizio del progetto che è il 2001, che 
rappresenta l’anno di interesse ai fini dell’analisi. 
Un esempio di interrogazione è il seguente: 
 
START DATE >= "2001-01-01" AND 
START DATE <= "2001-12-31"AND 
                             (PRIME CONTRACTOR TYPE = "INDUSTRY" OR 
                              PRIME CONTRACTOR TYPE = "SME (SMALL OR MEDIUM SIZED ENTERPRISE)") AND 
REGION = "SICILIA" 
 
L’output di questa interrogazione è una pagina in formato html contenente i titoli di 
tutti i progetti e il totale dei progetti trovati, quindi l’unico modo per creare una tabella è 
quello di riportare i totali ottenuti su un foglio Excel. 
Successivamente viene importata la tabella dal foglio Excel per creare una tabella di 
SQL Server. 
Il risultato finale di questo processo è rappresentato da due tabelle contenenti il 
totale dei progetti europei del 2001 per regione, una relativa ai progetti delle aziende 
prime contraenti e una relativa alle aziende partner, suddivisi per settore educational, 
research, industry e altro.  
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L’altro caso di procedura non automatizzata è relativo alle imprese spin-off. 
La fonte iniziale è una tabella di Microsoft Access, fornita da una ricerca 
dell’Università di Lecce, che contiene l’ente, la ragione sociale, il fatturato, gli addetti, 
la città, la provincia e la data di costituzione, alcuni di questi campi sono incompleti 
oppure non interessanti ai fini dell’analisi come la data di costituzione, il fatturato e il 
numero di addetti quindi non sono stati considerati. 
L’obiettivo finale è quello di ottenere una tabella che contenga tutti i comuni d’Italia 
con un campo che indica il numero di imprese spin-off presenti. 
Per la particolarità di questa tabella non è stato possibile implementare nessun DTS, 
ma le elaborazioni sono state fatte manualmente analizzando caso per caso, infatti in 
alcuni record mancava sia la città che la provincia quindi non sarebbe stato possibile 
attribuirli ad un comune o alla provincia, quindi per risalire al comune di appartenenza è 
stata fatta una ricerca on-line per individuare a quale zona appartenesse l’azienda, 
questo grazie al campo “Ragione sociale” che indica appunto il nome dell’azienda. 
Alla fine dopo aver corretto tutti i casi possibili la tabella è stata importata in SQL 
Server, inoltre è stata creata una nuova tabella contenete tutti i comuni d’Italia e i 
rispettivi codici con in più il campo “imprese spin-off” inizialmente con tutti valori 
uguale a 0, questo perché una join tra le due tabelle ha permesso l’aggiornamento del 
campo imprese spin-off, ovvero se un comune compare anche nella tabella imprese 
spin-off allora significa che in quel comune c’è la presenza di un impresa spin-off quindi 
il campo imprese spin-off viene incrementato di 1, così facendo al termine si ottiene una 
tabella contenete tutti i comuni d’Italia con il campo “imprese spin-off” che indica il 








4.2 Progettazione del data warehouse 
A causa della diversa granularità dei dati disponibili e delle misure da calcolare è 
stata necessaria la creazione di più data mart per il calcolo degli indicatori richiesti, 
infatti sono stati creati data mart per gli indicatori relativi alle Università, alle imprese 
high-tech, ai brevetti, alla ricerca e sviluppo e progetti europei.  
Per quanto riguarda la progettazione del data warehouse è stata seguita la procedura 
precedentemente descritta nel terzo capitolo, come esempio mostreremo il caso del data 
mart relativo ai brevetti, in seguito saranno elencati anche tutti gli altri data mart creati, 
senza però scendere nel dettaglio della progettazione. 
Il processo di ETL che precede la progettazione è già stato descritto in precedenza, 
passiamo quindi a descrivere le varie fasi della progettazione, nella prima fase quella 
relativa all’analisi dei dati operazionali organizzati nella base di dati in figura 4.1 sono 
state eliminate alcune tabelle non interessanti ai fini dell’analisi. 
 
Fig. 4.1: Base di dati dei brevetti. 
 
Le tabelle non considerate sono quelle relative alla classificazione dei brevetti, che 
sono “classifica” e “icl_table”, e quelle relative alle informazioni sugli inventori del 
brevetto, che sono inventori e paesi, questo perché ai fini dell’analisi non interessa chi 
ha fatto il brevetto ma interessa dove è stato fatto e quindi il comune di riferimento 
dell’Assignee (rappresenta l’ente titolare del brevetto). 
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A questo punto prima di individuare le entità e la loro classificazione (fase 2), si è 
resa necessaria la creazione di un tabella dei fatti poiché a causa della struttura della 
base di dati operazionale non è possibile individuare una tabella contenete la misura 
interessante ai fini l’analisi, ovvero il numero dei brevetti. 
La tabella dei fatti viene costruita selezionando dalla tabella della base di dati 
(figura 4.2), l’id del comune, dell’ente e la data (isd). A questo punto raggruppando per 
questi campi è possibile ottenere un nuovo campo, calcolato grazie alla funzione 
count(*), “numero_brevetti” che rappresenta la misura; inoltre attraverso id del comune 
e dell’ente oltre alla presenza del campo isd è possibile creare dimensioni e successive 
gerarchie. 
 
Fig 4.2: Creazione tabella dei fatti. 
 
A questo punto si può passare alla fase 2 quella relativa alla classificazione delle 
entità, l’entità evento è rappresentata dalla tabella dei fatti appena descritta infatti 
contiene la misura di interesse per l’analisi numero_brevetti, mentre le tabelle 
“assignee” e “paese” rappresentano l’entità componente visto che sono in relazione 1:N 
con l’entità evento e rappresentano chi è proprietario del brevetto e il luogo relativo 
all’ente proprietario, tali entità corrispondono anche alle dimensioni; un’altra entità 
componente è rappresentata dall’ente, che identifica chi ha fatto il brevetto (l’Assignee) 
e la tipologia di ente, ovvero se si tratta o no di un ente pubblico. 
Non si identifica la tabella relativa alla data (isd) come entità componente anche se 
sarà un dimensione del data warehouse poiché il software utilizzato riconosce 
automaticamente che si tratta di un campo di tipo data e permette di navigare il cubo 
per questa dimensione sfruttando anche la gerarchia giorno-mese-trimestre-anno. 
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A questo punto si individuano l’entità di classificazione che sono quelle in relazione 
1:N con l’entità componente che rappresentano poi le eventuali gerarchie nel nostro 
caso sono comuni, province e regioni ed ente (che identifica l’ente che ha depositato il 
brevetto). 
Una volta individuate le entità e le corrispondenti classificazioni si passa alla fase 
successiva la definizione degli schemi concettuali iniziali dei data mart. A partire 
dall’entità evento si fissano le dimensioni e a partire dalle entità componenti si decidono 
le gerarchie per mezzo dell’assorbimento delle entità di classificazione (figura 4.3): 
 
Fig. 4.3: Schema concettuale del data mart. 
 
Dopo la definizione dello schema del data mart di passa alla fase successiva quella 
relativa all’analisi della granularità e dell’additività delle misure dei data mart. 
Per quanto riguarda la granularità ovvero il livello di dettaglio per descrivere le 
misure per le aree territoriali sono disponibili dati a dettaglio comunale, per la data sono 
disponibili dati relativi al giorno. 
Per quanto riguarda la misura numero_brevetti possiamo affermare che è additiva 
visto che può essere sommata su tutte le dimensioni. 
A questo punto si passa alla fase di generazione degli schemi multidimensionali 
relazionali dei data mart (figura 4.4), la scelta è stata quella di creare un data 
warehouse con un schema a stella. 
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Fig. 4.4: Schema a stella del data mart. 
 
L’ultima fase quella relativa alla generazione degli schemi multidimensionali 
relazionali del data warehouse non è necessaria perché come è stato spiegato in 
precedenza non c’è la necessità di formare più data mart di conseguenza non c’è 
neppure la necessità di integrare i vari data mart. 
Al termine di questa fase si ottiene un cubo contenente tutti i brevetti depositati nel 
tempo, dal 1976 al 2005, relativi ad ogni Assignee e al comune di riferimento, si può 
quindi rispondere a domande del tipo: 
• Quanti sono i brevetti depositati nel 2000 nel Comune di Pisa? 
• Quanti sono i brevetti depositati a Gennaio 2004 nel Comune di Pisa? 
• Quanti sono i brevetti depositati dal CNR fino ad oggi? 
• Quanti sono i brevetti depositati nel 2001 da enti di ricerca di ogni regione 
Italiana? 
Naturalmente grazie alle gerarchie queste informazioni si possono avere per un 
livello più alto aggregando si può passare alla provincia e successivamente alla regione, 
allo stesso modo si può fare per la dimensione tempo. 
Per gli altri cubi che descriveremo di seguito è stato seguito il solito approccio che 
per motivi di semplicità non presentiamo di nuovo, ma faremo solo un quadro generale 
sulla loro struttura e sui loro contenuti. 
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Il cubo relativo alle Università, ha due dimensioni una relativa all’area geografica 
l’altra relativa alle facoltà, i dati sono disponibili fino a scala provinciale. 
Per l’area geografica è possibile navigare il cubo rispetto alla gerarchia provincia-
regione, mentre per la dimensione facoltà è possibile navigare il cubo selezionando una 
delle facoltà scientifico/tecnologiche considerate. 
Le misure sono rappresentate dal numero di iscritti, laureati e docenti relative alle 
facoltà scientifico/tecnologiche di ogni ateneo, e dal totale iscritti, laureati e docenti di 
tutti gli atenei non considerando la distinzione per facoltà. Altre misure utili per il 
calcolo degli indicatori sono la popolazione residente e il personale addetto. 
In seguito per il calcolo degli indicatori si calcolano i campi calcolati che in questo 
caso sono: 
• Iscritti_st/Iscritti (%); 
• Iscritti_st/Popolazione (*100000); 
• Iscritti_st/Docenti_st ; 
• Laureati_st/Laureati (%); 
• Laureati_st/Popolazione (*100000); 
• Laureati_st/Docenti_st ; 
• Docenti_st/Docenti (%); 
• Docenti_st/Popolazione (*100000); 
• Docenti_st/Addetti (*100000). 
Il cubo relativo alle imprese high-tech ha due dimensioni entrambi relative all’area 
geografica, i dati sono disponibili al livello comunale. 
Una dimensione relativa alla gerarchia comune-provincia-regione, l’altra relativa 
alla gerarchia comune-sll-provincia-regione, questo perché come spiegato in precedenza 
c’è una differenza tra aggregare da comune a provincia e tra comune-sll-provincia, 
ovvero i comuni di un sll con conseguente aggregazione sulla provincia di riferimento 
del centro del sll non corrispondono ai comuni di una provincia. 
Le misure sono rappresentate dal numero degli addetti high-tech mantenendo la 
distinzione precedentemente descritta tra htma, htsa, htmm e htma, inoltre ci sono altre 
misure utili per il calcolo degli indicatori relative al totale addetti, alla popolazione e al 
numero di imprese spin-off. 
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In seguito per il calcolo degli indicatori si calcolano i campi calcolati che in questo 
caso sono i quozienti di localizzazione mantenendo la distinzione tra htma, htsa, htmm e 
htma e la somma tra htma e htsa per individuare il settore higher tech oltre che alla 
somma delle quattro categorie. Inoltre viene calcolato il tasso delle imprese spin-off 
sulla popolazione residente (*100000) e la popolazione laureata sul totale della 
popolazione. 
Per quanto riguarda il cubo relativo alla ricerca e sviluppo e al numero dei progetti 
europei a causa della granularità dei dati disponibili non è navigabile poiché non ci sono 
dimensioni, i dati sono disponibili solo livello regionale e relativi ad un solo anno. 
La scelta del cubo è stata presa quindi per due motivi, uno per la semplicità con la 
quale possibile calcolare gli indicatori, l’altro perché successivamente sarà possibile 
creare una dimensione sulla data dal momento in cui saranno disponibili i dati sugli anni 
successivi. 
In questo caso le misure sono molte e riguardano gli addetti e la spesa in R&S 
suddivisa per pubblica amministrazione, Università ed imprese. Per quanto riguarda i 
progetti sono riportati il totale dei progetti europei suddivisi in base al tipo di ente 
contraente del progetto, se primario o partner e se si tratta di contraenti appartenenti ad 
Università, industria o enti di ricerca. 
 
4.3 Reporting: le tabelle pivot 
Il software utilizzato per la creazione dei data warehouse e dei data mart non 
fornisce una buona interfaccia utente per quanto riguarda la navigabilità del cubo, 
inoltre è necessario aver installato sul proprio computer il software, quindi per rendere i 
risultati facilmente consultabili e visibili da qualsiasi computer sono state create delle 
tabelle pivot di Excel esportate come file di cubo. 
Excel permette di importare i dati connettendosi per mezzo di una origine dati al 
cubo crea automaticamente la tabella pivot e riconosce misure, dimensioni e rispettive 
gerarchie, inoltre memorizza in un file detto file di cubo i dati del cubo. In questo modo 
è possibile consultare i dati da qualsiasi computer che abbia installato Excel, senza 
dover far riferimento all’origine dati del cubo. 
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A partire da essa l’utente finale può eseguire operazioni di pivoting, drill down e roll 
up, slice e dice sui dati del cubo combinando in modo opportuno le misure con le 
dimensioni di analisi 
Una tabella pivot offre la possibilità di analizzare i dati del cubo utilizzando gli 
operatori OLAP sopra citati, consentendo all’utente finale, di analizzare le misure 
aggregate al variare delle dimensioni. 
Gli operatori OLAP attraverso i quali vengono analizzati i dati, si basano su 
gerarchie definite sugli attributi dimensionali e in riferimento ad esse consentono di 
sintetizzare o espandere i risultati 
Permette inoltre di applicare sui dati tutte le funzioni supportate da Excel come ad 
esempio la creazione di grafici mantenendo attiva opzione di selezione delle dimensioni 
e rispettive gerarchie. 
 
4.4 Reporting: le mappe GIS 
Un GIS, (Geographic Information Systems) traducibile in Sistema Informativo 
Geografico (o Territoriale), è un sistema per la gestione, l’analisi e la visualizzazione di 
informazioni con contenuto geografico/spaziale. 
L’informazione geografica è gestita tramite insiemi di dati (dataset geografici) che 
costituiscono modelli di fenomeni geografici, cioè riferibili al territorio, utilizzando 
strutture di dati semplici e generiche. 
Il GIS è corredato da un insieme completo di strumenti (tool e funzionalità) per 
lavorare con i dati geografici. 
Un Sistema Informativo Geografico consente di interagire con l’informazione 
geografica secondo diversi punti di vista:  
1 L’approccio del Geodatabase, in cui un GIS viene considerato come un 
database spaziale, ossia un database contenente dataset che comprendono 
l’informazione geografica. Tramite un modello di dati specializzato consente la 
gestione di elementi vettoriali (features), immagini raster, topologie, reti e così 
via. 
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2 L’approccio della Geovisualizzazione, in cui un GIS consente di costruire 
rappresentazioni geografiche complete e complesse (mappe) in cui vengono 
visualizzati gli elementi (features) e le loro relazioni spaziali sulla superficie 
terrestre. Si possono costruire sia mappe di base che mappe “avanzate”, 
utilizzando le informazioni geografiche associate ai dati. Tali mappe possono 
essere archiviate e riutilizzate per supportare l'interrogazione, l'analisi e l’editing 
dei dati. 
3 L’approccio del Geoprocessing: un GIS è un insieme di strumenti operativi per 
l’analisi geografica e l’elaborazione dell’informazione. Le funzioni di 
Geoprocessing, a partire da dataset geografici esistenti, consentono di applicare 
ad essi delle funzioni analitiche e memorizzare i risultati in nuovi dataset.  
Le mappe GIS create in questo progetto, seguono l’approccio della 
geovisualizzazione e vengono utilizzate come uno strumento di reporting cartografico 
al fine di rendere più agevole la visualizzazione degli indici calcolati sulle differenti 
scale territoriali. 
Lo strumento utilizzato ci consente di utilizzare diverse tipologie di mappe, tra cui: 
• mappa a valori unici: viene utilizzato un colore diverso per simbolizzare 
ciascun valore in un attributo; 
• mappa a colori graduati: hanno una serie di simboli i cui colori cambiano in 
funzione del valore di un particolare attributo; 
• mappa a simboli graduati: molto simili a quelle a colori graduati, ma in 
questo caso le variazioni sono indicate dalle dimensioni del simbolo 
puntuale e dallo spessore del simbolo lineare piuttosto che dal colore; 
• mappa a densità di punti: simbolizza elementi poligonali utilizzando punti 
all’interno dei poligoni per rappresentare il valore di un attributo; 
• mappa a diagrammi: i dati sono simbolizzati da un diagramma a torta o da 
un diagramma a barre. 
La tipologia che è stata utilizzata per la generazione delle mappe GIS è quella a 
colori graduati poiché erano le più adatte per mostrare gli indici calcolati (in particolare 
valori percentuali, misure, tassi). Tale tipologia richiede che i dati vengano classificati 
in base ad uno dei metodi statistici descritti di seguito: 
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• interruzioni naturali: questo metodo identifica i punti di interruzione 
cercando raggruppamenti e schemi presenti nei dati. Nello strumento GIS 
utilizzato viene fatto uso di una formula statistica (l’ottimizzazione di jenk), 
che minimizza la variazione all’interno di ogni classe; 
• quantili: con questo metodo, ad ogni classe è assegnato lo stesso numero di 
elementi; 
• area uguale: questo metodo classifica gli elementi poligonali cercando i 
punti di interruzione nei valori degli attributi, cosicché l’area totale dei 
poligoni in ogni classe è approssimativamente la stessa; 
• stesso intervallo: questo metodo divide l’intervallo di valori degli attributi in 
sotto-intervalli della stessa dimensione; 
• deviazione standard: la deviazione standard mostra di quanto il valore di un 
attributo differisce dalla media di tutti gli altri valori. Questo metodo trova la 
media e colloca le interruzioni di classe sopra e sotto alla media, a intervalli 
di 1, 0,5 o 0,25 deviazioni standard, fino ad avere incluso tutti i dati in una 
classe. Lo strumento GIS utilizzato riunisce tutti i dati che superano tre 
deviazioni standard dalla media in due classi: con più di tre deviazioni 
standard al di sopra della media e con meno di tre deviazioni standard al di 
sotto della media. 
Esempi di questi metodi di classificazione sono riportati nel quinto capitolo quando 
vengono descritte alcune delle mappe GIS generate per gli indici calcolati. 
È importante ricordare che gli indici che sono disponibili ad una scala di dettaglio 
maggiore (ad esempio il comune), sono anche disponibili (mediante operazione di 
aggregazione sulle dimensioni del cubo) ad una scala di dettaglio inferiore (ad esempio 
la provincia). Per esempio gli indici riguardanti i quozienti di localizzazione sono 
disponibili dal livello comunale fino al livello regionale. Le mappe GIS sono state 
generate per ogni indice e per ogni scala territoriale. 
Questa operazione è risultata semplice dal momento che con lo strumento GIS 
utilizzato è possibile associare ai dati della cartografia di base dati contenuti in altre 
tabelle, siano esse basi di dati geografiche o basi di dati operazionali. La cartografia a 
disposizione era relativa alle regioni, alle province e ai comuni italiani. La cartografia 
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dei SLL poiché non era disponibile è stata creata mediante l’utilizzo di una applicazione 
software creata appositamente che con l’ausilio della tabella SQL Server  
“matrice_sll_comuni” seleziona i comuni appartenenti allo stesso SLL e li unisce in un 
unico oggetto grafico (feature). Ripetendo questa operazione per tutti i SLL si ottiene 
uno shapefile (file cartografico supportato da ArcMap) di tutti i 686 SLL del territorio 
nazionale. 
A questo punto si dispone di tutte le cartografie di base e si può procedere con 
l’associazione delle tabelle contenenti gli indici calcolati, per generare le mappe. 
A scala regionale viene riportato l’indicatore di incidenza della spesa in R&S su 
PIL, a scala provinciale viene riportata la distribuzione dei brevetti fatti da imprese (di 
ricerca e non) italiane rispetto al numero di addetti, a scala di SLL viene riportato come 
indicatore il quoziente di localizzazione high-tech e a scala comunale viene 
rappresentata la consistenza della popolazione laureata nei comuni della Toscana. 
 
4.5 Strumenti utilizzati 
Per la realizzazione del progetto, sono stati utilizzati diversi strumenti software 
ognuno con una propria caratteristica che garantisce un facile utilizzo e gestione. 
I principali strumenti utilizzati sono: 
• SQL Server 2000, per tutta la fase di ETL e progettazione del data warehouse; 
• SQL Server 2000 Analysis Services, per la creazione dei cubi OLAP e il calcolo 
degli indici composti; 
• Microsoft Excel, per una più semplice visualizzazione delle tabelle Pivot da 
parte degli utenti finali; 
• Esri ArcView 8.1, per la generazione delle mappe GIS. 
SQL Server è un pacchetto completo per la gestione e la creazione di basi di dati 
relazionali, inoltre grazie ai DTS da la possibilità di effettuare molte operazioni sui dati 
durante il processo di ETL, questo è stato uno dei principali motivi che ha spinto alla 
scelta di questo software, visto che sono state molte le operazioni necessarie durante 
questa fase. 
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SQL Server fornisce inoltre Analysis Services, un tools che consente di popolare e 
di creare data warehouse e data mart, da la possibilità di creare misure e membri 
calcolati aggiuntivi, potendo così raffinare l’analisi con lo studio di indici calcolati ad-
hoc. Inoltre mette a disposizione un semplice ed intuitivo editor di cubi, in cui è 
possibile sia creare il cubo di analisi (tabella dei fatti e dimensioni) che “navigarlo”. 
Di seguito è riportato un esempio di interfaccia utente di SQL Server 2000 Analysis 
Services che consente la creazione del cubo OLAP (figura 4.5). 
 
 
Fig. 4.5: Editor di cubi di SQL Server 2000 AS. 
 
Nel riquadro a destra possiamo notare lo schema del cubo. Qui è possibile 
aggiungere nuove dimensioni, cancellare quelle presenti ed inserire le connessioni tra la 
tabella dei fatti e quelle delle dimensioni. 
Nei riquadri di sinistra invece sono riportate le dimensioni selezionate per le analisi, 
vengono inoltre indicate le misure presenti nel cubo e i membri calcolati creati 
dall’utente. 
Per la navigazione dei cubi sono state preferite le tabelle pivot di Microsoft Excel 
piuttosto che Analysis Manager. Le tabelle pivot si possono consultare con semplicità 
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ed offrono molte opzioni in più rispetto ad Analysis Manager come per esempio la 
possibilità di ordinare i dati in base ai valori di un campo. Inoltre grazie all’esistenza dei 
file di cubo, si possono consultare i dati da qualsiasi computer che abbia installato 
Microsoft Excel senza la necessità di doversi connettere tramite connessione ODBC 
all’origine dati OLAP. 
Come precedentemente accennato, lo strumento software utilizzato per la 
realizzazione di mappe GIS è ArcView 8.1, il desktop GIS più diffuso al mondo che 
fornisce numerose e potenti funzionalità per la visualizzazione, l'interrogazione, 
l'analisi, l'integrazione e la distribuzione di tutte le tipologie di dati geografici. 
ArcView consiste in tre applicazioni desktop: ArcMap, ArcCatalog ed ArcToolbox. 
ArcMap consente la visualizzazione e l'analisi dei dati, con la possibilità di eseguire 
interrogazioni. ArcCatalog permette di gestire i dati, creare e organizzare veri e propri 
database geografici, ArcToolbox è dotata di numerosi strumenti GIS utilizzati per 
l’elaborazione di dati geografici. 
Usando queste tre applicazioni insieme, è possibile effettuare tutta una serie di 
operazioni sui GIS, dalla più semplice alla più avanzata: dall'amministrazione dei dati 


















5 I REPORT E LE ESTRAZIONI PER LA 
MISURAZIONE DELL’INNOVAZIONE TECNOLOGICA  
 
In questo capitolo saranno presentate le modalità di report messe a disposizione 
all’utente per l’estrazione e l’analisi dei dati ottenuti. 
Per semplicità saranno presentati alcuni esempi, i più significativi, di indicatori 
calcolati, ovviamente ogni indicatore può essere rappresentato utilizzando tutte le 
modalità di report adottate, tabelle pivot di Excel e mappe GIS. 
Le tabelle pivot sono state utilizzate per rappresentare tutti i data mart implementati, 
mentre le mappe GIS sono state utilizzate per mostrare i singoli indicatori distribuiti sul 
territorio in base alle diverse scale territoriali disponibili. 
Vediamo in seguito un esempio di interfaccia con tabelle pivot, esamineremo il caso 
del data mart relativo agli indicatori delle Università (figura 5.1); questo strumento 
offre la possibilità di esplorare il cubo in tutte le sue dimensioni disponibili, si possono 
selezionare alcune regioni, province di interesse e visualizzare i dati solo per le aree che 




Fig 5.1: Tabella pivot del data mart relativo agli indicatori delle Università. 
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Alle tabelle pivot di si possono applicare tutte le operazioni che Excel permette di  
fare su qualsiasi foglio di lavoro, ad esempio permette di costruire grafici, dando sempre 
la possibilità di selezionare le dimensioni e le misure, che nel caso preso in esame sono 
l’area territoriale e gli indicatori calcolati (figura 5.2). 
 
Fig 5.2: Grafico della distribuzione a livello regionale del numero di iscritti, laureati e docenti sulla 
popolazione. 
 
Il vantaggio che si ha nell’utilizzare questi grafici è la facilità con la quale possono 
essere monitorati ed interpretati i vari indicatori presi in esame e la possibilità di 
effettuare le operazioni OLAP descritte in precedenza (ad es drill down e roll up). 
Il caso in esame analizza il numero di iscritti, laureati e docenti in materie 
scientifico tecnologiche rapportati sulla popolazione, è immediato notare come la 
Toscana abbia valori superiori a tutte le altre Regioni. Dal grafico è possibile scendere a 
un maggior dettaglio ad esempio “esplodendo” la Regione Toscana per analizzare 
quindi i valori delle singole province (figura 5.3). 
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Fig. 5.3: Grafico della distribuzione del numero di iscritti, laureati e docenti sulla popolazione nelle 
province toscane. 
 
Come si può notare dal grafico la Provincia di Pisa è quella che ha valori più alti per 
tutti e tre gli indicatori considerati, segue Siena e infine la Provincia di Firenze, le altre 
province toscane non vengono visualizzate visto che non hanno Università scientifico 
tecnologiche. 
L’altro esempio di reportistica avanzata applicata al progetto sono le mappe GIS. Di 
seguito viene riportata una mappa per ogni scala territoriale disponibili. La tipologia di 
mappa utilizzata per questi indicatori, è quella a colori graduati. 
Il primo esempio mostra l’incidenza della spesa sostenuta in ricerca e sviluppo sul 
PIL dalle regioni italiane nell’anno 2001 (figura 5.4). Tali valori espressi in percentuale, 
sono stati classificati utilizzando il metodo dei quantili. 
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Fig. 5.4: Incidenza % della spesa in R&S sul PIL – regioni italiane – anno 2001. 
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Osservando la mappa, si può notare che le regioni che investono maggiori risorse in 
termini di spesa in attività di ricerca e sviluppo siano quelle della ripartizione nord-
occidentale, nord-orientale e centrale, a differenza di quelle della ripartizione 
meridionale e isole che a parte qualche caso positivo risultano investire meno in tali 
attività. Nel calcolo dell’indice, oltre alla spesa in ricerca e sviluppo incide anche il 
prodotto interno lordo, fattore molto importante in cui le regioni del centro-nord 
prevalgono su quelle del sud. La percentuale media della spesa in ricerca e sviluppo sul 
PIL di tutte le regioni italiane è dello 0,875 % e 9 regioni su 20 hanno un valore 
dell’indice che supera tale valore medio. 
Il secondo esempio rappresenta le distribuzione dei brevetti rispetto agli addetti sulle 
103 province italiane (figura 5.5). Tali valori sono stati classificati utilizzando il metodo 
della deviazione standard. 
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Fig. 5.5: Distribuzione dei brevetti sulle province italiane rispetto al numero di addetti. 
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In questo secondo caso, è interessante notare come le aree con una distribuzione 
maggiore di brevetti rispetto agli addetti totali, siano incentrate soprattutto nella parte 
nord-occidentale e nord-orientale d’Italia. Questo è dovuto in particolar modo al fatto 
che in tali aree vengono prodotti un maggior numero di brevetti. Il valor medio 
dell’indice è 0,65 e il 32% delle province italiane supera tale valore. Di questo 32%, il 
10% sono province della ripartizione meridionale, mentre il restante 90% sono province 
delle ripartizioni centrale, nord-occidentale e nord-orientale. 
Il terzo esempio di rappresentazione con mappa GIS molto significativo è quello 
della specializzazione dei sistemi locali del lavoro nei settori ad alto contenuto 
tecnologico nell’anno 2001 (figura 5.6). Viene preso in considerazione il settore high-
tech totale, quindi comprensivo dei settori manifatturiero e terziario a medio e ad 
elevato contenuto tecnologico. 
Tali valori sono stati classificati utilizzando il metodo degli intervalli naturali. In 
questo caso viene aggiunta una descrizione (molto alta, alta, media, bassa e scarsa) della 
classe per chiarire meglio la specializzazione di ogni SLL. 
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Fig. 5.6: La specializzazione dei SLL nei settori ad alto contenuto tecnologico. 
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In questa mappa come nelle precedenti, si nota una forte specializzazione dei sistemi 
locali del lavoro nei settori high-tech delle aree del nord, anche se tuttavia nel sud 
emergono alcune aree con media e alta specializzazione. Il valore di riferimento per 
definire una scarsa, bassa, media, alta e molto alta specializzazione è il valore 
dell’indice calcolato a livello nazionale che è uguale a 1. L’ 11,22% dei SLL ha un 
quoziente di localizzazione high-tech superiore alla media nazionale, in particolare 
assume rilievo l’area delle Province di Roma, L’Aquila e limitrofe nel centro Italia e 
l’area delle Province di Belluno, Torino e Milano nel nord Italia. Il settore che incide 
maggiormente per i SLL di Ivrea, Roma, Milano, Pisa e Torino è quello terziario a 
medio ed elevato contenuto tecnologico, mentre per i SLL nell’area di Belluno, 
L’Aquila, Brindisi e Caserta è quello manifatturiero a medio ed elevato contenuto 
tecnologico. 
Il quarto esempio riguarda la rappresentazione della consistenza della popolazione 
laureata nell’anno 2001 al maggior dettaglio territoriale disponibile, quello comunale. 
Per motivi di visualizzazione vengono mostrati solo i Comuni della Toscana (figura 




Fig. 5.7: La consistenza della popolazione laureata nei comuni della Toscana – anno 2001. 
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Da questa mappa è semplice notare come nelle aree in cui è presente una Università 
ci sia una maggiore consistenza della popolazione laureata, mentre tale consistenza va 
diminuendo man mano che ci si allontana geograficamente da tali aree. Il valore medio 
relativo alla Toscana di questo indice è 5,13% e il 37,63% dei comuni ha un valore 
superiore alla media. Un caso particolare è il comune di Lucca che nonostante non abbia 
una Università ha comunque una forte consistenza della popolazione laureata. 
Per cercare di fornire all’esperto del dominio un indicatore sintetico del grado di 
innovazione di un territorio, a partire dal modello proposto dal RIS si tenta di costruire 
un unico indicatore di performance per misurare la prestazione innovativa complessiva 
di un’area aggregando tutti gli indicatori calcolati. 
Il procedimento per il calcolo dell’innovation performance è il seguente: 
viene prima normalizzato il valore dell’indicatore di ogni provincia rapportandolo al 
massimo valore della distribuzione:  
Indicatore i = Valore i / Max(Valore), dove i=i-esima provincia, 
in seguito ogni indicatore normalizzato viene moltiplicato per un fattore Wj, che 
rappresenta il peso assegnato ad ogni indicatore j, infine tutti gli indicatori pesati 
vengono sommati e divisi per la sommatoria dei pesi Wj assegnati: 
 Innovation performance i = ∑j=1..m Wj * Indicatore ij / ∑j=1..m Wj. 
Questo approccio è da considerarsi in fase del tutto sperimentale, infatti non è 
semplice ridurre la misurazione ad un solo indicatore, uno dei principali problemi da 
affrontare è stabilire il peso da assegnare ad ogni indicatore, ovvero Wj. Questo è il 
fattore che influenza maggiormente il risultato finale, infatti il fatto di assegnare più 
peso ad un indicatore piuttosto che ad un altro può portare a risultati totalmente diversi. 
Dato l’approccio del tutto sperimentale seguito nel progetto per il calcolo di questo 
indicatore di performance è stato deciso di assegnare ad ogni indicatore il solito peso, 
quindi Wj uguale a 1, è chiaro che per assegnare il giusto peso ad ogni indicatore 
sarebbero necessari numerosi studi da parte di esperti del dominio. 
Il modello proposto dal RIS viene utilizzato per il calcolo di un unico indicatore di 
performance al livello regionale, nel progetto invece si costruisce l’innovation 
performance al livello provinciale. 
Gli indicatori considerati sono quelli rappresentati in figura 5.8: 
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Fig. 5.8: Gli indicatori considerati per il calcolo dell’innovation performance. 
 
Vediamo a questo punto la rappresentazione cartografica dell’innovation 
performance (figura 5.9), i valori dell’indicatore sono stati classificati manualmente in 
quattro categorie basandosi sul metodo dello stesso intervallo. 
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Fig. 5.9: Indicatore sintetico sulle province italiane. 
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Il valore medio dell’indice è 0,215 e circa il 35% delle province ha un valore 
superiore alla media. 
Come si può notare dalla carta la provincia di Pisa è l’unica ad avere l’innovation 
performance maggiore di 0,54, sono rappresentate inoltre sulla carta le altre province 
con un innovation performance elevato, le migliori quattro dopo naturalmente Pisa. 
Questi modelli di reporting come si può notare dagli esempi forniscono all’utente o 





































6 CONCLUSIONI E SVILUPPI FUTURI 
 
L’attività di stage svolta, ha richiesto una mia partecipazione attiva in laboratorio 
per circa 7 mesi. Tale periodo mi ha dato la possibilità di inserirmi in un gruppo di 
lavoro ben preparato e organizzato, e di seguire in prima persona l’evoluzione di un 
processo di business intelligence, dallo studio del problema fino alla sua completa 
realizzazione. 
Il motivo che mi ha portato alla scelta di questo progetto, è principalmente 
l’interesse che ho verso le tematiche che riguardano la business intelligence in genere e 
il fatto che essa venisse applicata ad un contesto che all’apparenza non si prestava a tali 
tipologie di applicazioni. 
Il percorso evolutivo di questo lavoro è iniziato con lo studio del problema 
ricercando informazioni sul tema dell’innovazione tecnologica verificando anche cosa 
fosse gia stato fatto al riguardo dalla Commissione Europea e cosa fosse presente in 
letteratura. Sono state identificate trattazioni che riguardano studi effettuati su scala 
europea (European Innovation Scoreboard) e regionale (Regional Innovation 
Scoreboard) e studi effettuati focalizzandosi su specifiche aree territoriali (Lazzeroni 
2004, Cesaroni e Piccaluga, 2003). 
A partire dal modello proposto dalla Commissione Europea per la misurazione 
dell’innovazione tecnologica su scala regionale, si è cercato di proporre un approccio 
alla misurazione dell’innovazione su diverse scale di tutto il territorio nazionale, 
identificando una serie di indici riguardanti il sistema scientifico, le risorse umane, la 
specializzazione in settori high-tech, la ricerca e sviluppo e l’intensità brevettuale. 
Dopo aver identificato gli indici di misurazione, sono state ricercate le fonti dalle 
quali reperire i dati necessari per calcolarli, in particolare abbiamo attinto da fonti come 
Istat, Miur, Cordis, Unioncamere e altre interne al laboratorio. A questo punto sono 
state create tutte le tabelle necessarie per la costruzione del data warehouse e dei vari 
data mart nei quali vengono calcolati gli indici finali. 
Le ultime fasi del percorso seguito hanno riguardato la preparazione di report di 
navigazione e consultazione degli indici calcolati. 
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L’esperto del dominio, utilizzando le funzionalità del sistema di business 
intelligence implementato, è in grado di monitorare tutti gli indicatori proposti per le 
varie scale territoriali considerate riuscendo ad avere un quadro complessivo e 
dettagliato della loro distribuzione. 
Le metodologie di report proposte, valutate positivamente dagli esperti del dominio, 
sono le tabelle pivot di Excel e le mappe GIS. 
Gli esperti del dominio analizzando i report e i risultati ottenuti hanno potuto 
valutare, esprimendo pareri decisamente positivi, le potenzialità di questo tipo di 
tecnologie. 
In questo lavoro si è tentato inoltre, in fase del tutto sperimentale, di costruire un 
indicatore sintetico (innovation performance) per misure il grado di innovazione 
tecnologica di ogni provincia. 
Visti i buoni risultati ottenuti nella sperimentazione, il calcolo dell’innovation 
performance ha suscitato interesse da parte degli esperti del dominio, uno dei possibili 
sviluppi futuri di questo lavoro è costituito da uno studio più approfondito di questo 
indice, in particolare si cercherà di assegnare il giusto peso (importanza che un 
indicatore ha rispetto all’indice sintetico) ad ogni indicatore considerato per il calcolo. 
Similmente a quanto è stato fatto per l’indice sintetico, si tenterà di classificare le 
province in classi mediante tecniche di data mining, in particolare con l’utilizzo delle 
tecniche di clustering.  
Un altro sviluppo futuro di questo progetto sarà quello di cercare di reperire i dati ad 
un maggior livello di dettaglio disponibile, questo permetterebbe di fare analisi sulla 
distribuzione del grado di innovazione di un territorio fino al dettaglio comunale 
considerando anche altri indicatori oltre a quelli gia disponibili. In particolare per il 
calcolo degli indicatori relativi alle Università si è notato che nell’ultima versione 
disponibile (2004) dei dati relativi al numero di iscritti, laureati e docenti, pubblicati dal 
Ministero dell’Istruzione, dell’Università e della Ricerca, sono disponibili dati fino al 
dettaglio comunale grazie alla presenza di un campo che permette di assegnare ad ogni 
corso di studi il rispettivo comune dove è localizzato il corso di studi stesso; questo 
permetterà quindi di calcolare gli indicatori relativi alle Università fino al dettaglio 
comunale. 
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Questo lavoro è stato molto interessante perché ha arricchito le mie conoscenze 
riguardo alle tematiche dell’innovazione tecnologica e della business intelligence e si è 
rivelato un buon esempio del fatto che un modello di business intelligence può essere 
applicato, ottenendo ottimi risultati, in contesti di vario genere e non solo in ambito 
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