Positive solution of three-point boundary value problem for the one-dimensional p-Laplacian with singularities  by Ma, Dexiang et al.
J. Math. Anal. Appl. 324 (2006) 118–133
www.elsevier.com/locate/jmaa
Positive solution of three-point boundary value problem
for the one-dimensional p-Laplacian with singularities
Dexiang Ma a,∗, Jianxin Han b, Xuegang Chen a
a College of Information Science and Engineering, Shandong University of Science and Technology, Qingdao,
Shandong 266510, China
b Statistics and Mathematics Department, Shandong Finance Institute, Jinan, Shandong 250014, China
Received 13 October 2005
Available online 9 February 2006
Submitted by William F. Ames
Abstract
In the paper, we deal with positive solutions of the following nonlinear three-point singular boundary
value problem with a p-Laplacian operator:(
φp(u
′)
)′ + q(t)f (t, u) = 0, 0 < t < 1,
subject to
u(0)− g(u′(0))= 0, u(1)− βu(η) = 0,
or
u(0)− αu(η) = 0, u(1)− g(u′(1))= 0,
where f (t, u) may be singular at u = 0 and q(t) may be singular at t = 0,1. New existence principles are
established.
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Several papers have been devoted in the recent years to the study of BVPs with one-
dimensional p-Laplacian,(
φp(u
′)
)′ + q(t)f (t, u) = 0, 0 < t < 1, (1.1)
subject to different linear or nonlinear boundary conditions, see [1–4] and their references. By
using the fixed point theorem in cones due to Krasnoselskii, Wang [1], Kong and Wang [2]
studied (1.1) subject to one of the following nonlinear boundary conditions:
(w1) u(0)− g1
(
u′(0)
)= 0, u(1)+ g2(u′(1))= 0,
(w2) u(0)− g1
(
u′(0)
)= 0, u′(1) = 0,
(w3) u′(0) = 0, u(1)+ g2
(
u′(1)
)= 0.
By use of the fixed point theorem of three functionals, He and Ge [3] also study (1.1) subject
to (w1)–(w3). Using the fixed point theorem of five functionals, Guo and Ge [4] studied (1.1)
subject to one of the four pairs of linear and nonlinear boundary conditions:
(g1) u(0) = 0, u(1) = 0,
(g2) u(0)− g1
(
u′(0)
)= 0, u(1)+ g2(u′(1))= 0,
(g3) u(0)− g1
(
u′(0)
)= 0, u′(1) = 0,
(g4) u′(0) = 0, u(1)+ g2
(
u′(1)
)= 0.
However, all the above-mentioned references are not allowed to possess singularity for the
term f (t, u) at u = 0, which is of more actual significance. Singular differential boundary value
problem arises in many branches of both applied and basic mathematics. It has been extensively
studied in the literature, we refer the reader to [14]. As is well known, when f (t, u) has singu-
larity at u = 0, the integral operator (obtained when we change a differential equation into an
equivalent integral equation) is not completely continuous, which generates some difficulties in
proof.
Motivated by the technique in [14, Chapter 2], in this paper we study (1.1) subject to one of
the following two nonlinear three-point boundary conditions:
u(0)− g(u′(0))= 0, u(1)− βu(η) = 0, (1.2a)
u(0)− αu(η) = 0, u(1)− g(u′(1))= 0, (1.2b)
where φp(s) = |s|p−2s, p > 1; 0 < η < 1; 0 α,β < 1; g is a nondecreasing continuous func-
tion defined on (−∞,+∞) satisfying ug(u) 0. We need only f (t, u) ∈ C([0,1] × (0,+∞),
(0,+∞)) and q(t) ∈ C((0,1), (0,+∞)) instead of f (t, u) ∈,C([0,1]×[0,+∞), (0,+∞)) and
q(t) ∈ C([0,1], (0,+∞)), which means f (t, u) may be singular at u = 0 and q(t) may be sin-
gular at t = 0,1.
As for multi-point boundary value problems of second-order ordinary differential equations,
some authors have obtained the existence results, see, for example, [5–9]. However, they did not
discuss the case when f has singularity at u = 0. Recently, by using the method of fixed point
index, Xu [10] studied{
y′′(t)+ f (t, y) = 0,
y(0) = 0, αy(η) = y(1),
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and the monotone iterative technique, Zhang and Wang [11] showed some existence results of
solutions for a class of singular nonlinear second-order three-point boundary value problems,
where only the singularity of q(t) at t = 0 or t = 1 is permitted.
Very recently, Liu in [12] studied{
(φp(u
′))′ + q(t)f (u) = 0, 0 < t < 1,
u′(0) = 0, u(1) = αu(η), (1.2)
where q(t) may be singular at some points whereas f (u) has no singularity. However, the way
used in [12] cannot be used to (1.1) subject to (1.2a) and (1.2b) because these BVPs cannot be
changed into an equivalent integral equation without parameter. But (1.2) can be changed easily
since u′(0) = 0.
For the singular (we mean f (t, u) may has singularity at u = 0) multi-point boundary value
problems with a p-Laplacian, to the author’s knowledge, few papers have been seen in the liter-
ature.
In this paper, we will use some new existence principles to get positive solutions to (1.1)
subject to (1.2a) or (1.2b). Even when a = 0 or α = β = 0 or g = const, the approach used in this
paper is new and the conditions we impose on f are different from [1–12]. In fact, if we choose
α = β = 0, g = 0 in our paper, then (1.1) subject to (1.2a) or (1.2b) changes into{
(φp(u
′))′ + q(t)f (t, u) = 0, 0 < t < 1,
u(0) = 0, u(1) = 0, (1.3)
which has been studied in [13] when f (t, u) = f (u) may have singularity at u = 0. In our paper,
we eliminate the monotone condition imposed on f which is a crucial condition in the proof
of [13].
Let E = C[0,1] be endowed with a norm ‖x‖ = maxt∈[0,1] |x(t)|, then E is a Banach space.
A positive solution u(t) to (1.1) subject to (1.2a), (1.2b) means u(t) ∈ C1[0,1] which is positive
on (0,1), (φp(u′(·)))′ ∈ C(0,1) ∩ L1[0,1] and u(t) satisfies (1.1) and (1.2a) or (1.2b), respec-
tively. We know that when p > 1, φp(s) is strictly increasing on (−∞,+∞). So φ−1p exists.
Moreover, φ−1p = φq , where 1/p + 1/q = 1.
The following conditions are needed in this paper:
(H1a) q(t) ∈ C(0,1)∩L1[0,1] with q(t) 0 and nondecreasing on (0,1);
(H1b) q(t) ∈ C(0,1)∩L1[0,1] with q(t) 0 and nonincreasing on (0,1);
(H2) f : [0,1] × (0,+∞) → [0,+∞) is continuous;
(H3) 0  f (t, y)  f1(y) + f2(y) on [0,1] × (0,+∞) with f1 > 0 continuous, nonincreas-
ing on (0,+∞) and ∫ L0 f1(u) du < +∞ for any fixed L > 0; f2  0 is continuous on[0,+∞);
(H4) for any K > 0, there exists ψK(t) : (0,1) → (0,+∞) such that f (t, y)ψK(t), t ∈ (0,1)
for any y(t) ∈ C[0,1] with 0 y(t)K ;
(H5) ∫ η0 φ−1p ( ∫ ηs q(r)ψ(r) dr) ds > 0, ∫ 1η φ−1p ( ∫ sη q(r)ψ(r) dr) ds > 0 and ∫ η0 f1(k1s)×
q(s) ds + ∫ 1
η
f1(k2(1 − s))q(s) ds < +∞ for any k1 > 0, k2 > 0.
When c > 0, let G(c) = ∫ c0 [f1(u) + f2(u)]du, then G(c) is increasing in c. I (c) =∫ c
φ−1p (t) dt = (p − 1)/pcp/(p−1), so I−1(c) exists and I−1(c) = (p/(p − 1))(p−1)/pc(p−1)/p .0
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I−1(u)I−1(v) for any u > 0, v > 0. When c < 0, we can easily obtain that I (−c) = I (c).
The main results of this paper are as follows.
Theorem 1.1. Assume (H1a), (H2)–(H5) hold and
sup
c∈(0,+∞)
c
φ−1p (I−1(G(c)))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] > 1.
Then (1.1) subject to (1.2a) has at least one positive solution.
Theorem 1.2. Assume (H1b), (H2)–(H5) hold and
sup
c∈(0,+∞)
c
φ−1p (I−1(G(c)))( pp−1 )1/p
[ 1
1−α
∫ η
0 (q(s))
1/p ds + ∫ 1
η
(q(s))1/p ds
] > 1.
Then (1.1) subject to (1.2b) has at least one positive solution.
The paper is organized as follows. After this section, we establish some lemmas and some new
existence principles in Section 2. In Section 3, we will use these existence principles to prove our
main results, i.e., Theorems 1.1 and 1.2. An example is given in Section 4.
2. Preliminary
In this section, we suppose F : [0,1] × (−∞,+∞) → [0,+∞) is continuous and h ∈
C(0,1)∩L1[0,1] with h(t) 0 on (0,1).
Firstly, we give some lemmas for (1.1) subject to (1.2a).
For any x ∈ C[0,1], let u be a solution of the following differential equation:{
(φp(u
′))′ + h(t)F (t, x(t)) = 0, 0 < t < 1,
u(0)− g(u′(0)) = a, u(1)− βu(η) = (1 − β)a,
where a is a fixed constant. Then
u′(t) = φ−1p
(
Ax −
t∫
0
h(t)F
(
t, x(t)
)
dt
)
,
u(t) = Bx +
t∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds,
where Ax , Bx satisfy the boundary conditions, i.e.,
Bx − g
(
φ−1p (Ax)
)= a,
Bx +
1∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds
− β
[
Bx +
η∫
φ−1p
(
Ax −
s∫
h(r)F
(
r, x(r)
)
dr
)
ds
]
= (1 − β)a.0 0
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(1 − β)g(φ−1p (Ax))+
1∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds
− β
η∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds = 0,
i.e.,
(1 − β)g(φ−1p (Ax))+ β
1∫
η
φ−1p
[
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
]
ds
+ (1 − β)
1∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds = 0. (2.1)
Let
H(c) = (1 − β)g(φ−1(c))+ β
1∫
η
φ−1p
(
c −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds
+ (1 − β)
1∫
0
φ−1p
(
c −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds.
Obviously, H(c) is strictly increasing with respect to c. Moreover, we have H(0)  0 and
H(
∫ 1
0 h(r)F (r, x(r)) dr)  0, so there exists a unique Ax ∈ [0,
∫ 1
0 h(r)F (r, x(r)) dr] such that
H(Ax) = 0. This means there exists a unique Ax ∈ [0,
∫ 1
0 q(r)F (r, x(r)) dr] satisfying (2.1). So,
u(t) = a + g(φ−1p (Ax))+
t∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds,
where Ax is the unique constant satisfying (2.1).
For any x ∈ C[0.1], let Ax be the unique constant satisfying (2.1) according to x(t), then the
following conclusion holds.
Lemma 2.1. Ax :C[0,1] → R is continuous.
Proof. For any {xn(t)} ∈ C[0,1] and xn(t) converges to x0(t) uniformly on [0,1], let {An}
(n = 0,1,2, . . .) be constants decided by (2.1) according to xn(t) (n = 0,1,2, . . .). Since xn(t)
converges to x0(t) uniformly on [0,1] and F : [0,1]× (−∞,+∞) → [0,+∞) is continuous, we
get that for ε = 1 there exists N > 0 such that, when n >N , for any t ∈ [0,1],
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(
r, xn(r)
)
 h(r)
[
1 + F (r, x0(r))] h(r)[1 + max
r∈[0,1]
F
(
r, x0(r)
)]
. (2.2)
So,
An ∈
[
0,
1∫
0
h(r)F
(
r, xn(r)
)
dr
]
⊆
[
0,
(
1 + max
r∈[0,1]
F
(
r, x0(r)
)) 1∫
0
h(r) dr
]
,
which means {An} is bounded.
Suppose An does not converge to A0. Then there exist two subsequences {A(1)nk } and {A(2)nk } of
{An} with A(1)nk → c1 and A(2)nk → c2 since {An} is bounded, but c1 
= c2. For any n >N ,
∣∣∣∣∣An −
s∫
0
h(r)F
(
r, xn(r)
)
dr
∣∣∣∣∣An +
s∫
0
h(r)F
(
r, xn(r)
)
dr 
1∫
0
h(r)F
(
r, xn(r)
)
dr
 2
[
1 + max
r∈[0,1]
F
(
r, x0(r)
)] 1∫
0
h(r) dr, (2.3)
moreover we have
(1 − β)g(φ−1(A(1)nk ))+
1∫
0
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds
− β
η∫
0
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds = 0. (2.4)
Combining (2.2), (2.3) and using Lebesgue’s dominated convergence in (2.4), we get
0 = lim
nk→∞
(1 − β)g(φ−1(A(1)nk ))+ limnk→∞
1∫
0
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds
− lim
nk→∞
β
η∫
0
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds
= (1 − β)g(φ−1(c1))+
1∫
0
lim
nk→∞
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds
− β
η∫
0
lim
nk→∞
φ−1p
(
A(1)nk −
s∫
0
h(r)F
(
r, x(1)nk
)
dr
)
ds
= (1 − β)g(φ−1(c1))+
1∫
φ−1p
(
lim
nk→∞
A(1)nk −
s∫
lim
nk→∞
h(r)F
(
r, x(1)nk
)
dr
)
ds0 0
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η∫
0
φ−1p
(
lim
nk→∞
A(1)nk −
s∫
0
lim
nk→∞
h(r)F
(
r, x(1)nk
)
dr
)
ds
= (1 − β)g(φ−1p (c1))+
1∫
0
φ−1p
(
c1 −
s∫
0
h(r)F
(
r, x0(r)
)
dr
)
ds
− β
η∫
0
φ−1p
(
c1 −
s∫
0
h(r)F
(
r, x0(r)
)
dr
)
ds.
Since {An} (n = 0,1,2,3, . . .) is unique, we get c1 = A0.
Similarly, c2 = A0. So c1 = c2, which is a contradiction. Therefore, for any xn(t) → x0(t),
An → A0, which means Ax :C[0,1] → R is continuous. 
For any x(t) ∈ C[0,1], define
T x(t) = a + g(φ−1p (Ax))+
t∫
0
φ−1p
(
Ax −
s∫
0
h(r)F
(
r, x(r)
)
dr
)
ds,
where Ax is a constant decided in Eq. (2.1) according to x(t). By Lemma 2.1, we have the
following result:
Lemma 2.2. T :C[0,1] → C[0,1] is completely continuous.
Proof. T is obviously continuous since Ax is continuous in x. We only need to prove T
is compact. Let Ω ∈ C[0,1] be a bounded set, then there must exists R such that Ω ⊆
{x | x(t) ∈ C[0,1], ‖x‖ = maxt∈[0,1] |x(t)|  R}. For any x(t) ∈ Ω , since Ax ∈ [0,
∫ 1
0 h(r)×
F(r, x(r)) dr], we have
|Ax |
1∫
0
h(r)F
(
r, x(r)
)
dr  max
0r1,−RxR
F(r, x)
1∫
0
h(r) dr = M.
So ∥∥(T x)(t)∥∥ |a| + g(φ−1p (M))+ φ−1p (2M),
∥∥(T x)′(t)∥∥= φ−1p
(
Ax −
t∫
0
h(r)F
(
r, x(r)
)
dr
)
ds  φ−1p (2M).
The Arzela–Ascoli theorem guarantees that T is compact. 
Now we give our first existence principle which is very important in the proof of Theorem 1.1.
Lemma 2.3 (Existence principle). Assume there is a constant M > a independent of λ, with
‖u‖ = maxt∈0,1] |u(t)| 
= M for any solution u(t) ∈ C1[0,1] and (φp(u′))′ ∈ C(0,1)∩L1[0,1] to{
(φp(u
′))′ + λh(t)F (t, u) = 0, 0 < t < 1,
u(0)− g(u′(0)) = a > 0, u(1)− βu(η) = (1 − β)a, (2.5)λ
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Then (2.5)1 has at least one solution u(t) ∈ C1[0,1] and (φp(u′))′ ∈ C(0,1) ∩ L1[0,1] with
‖u‖M .
Proof. For any λ ∈ [0,1], define
Nλu(t) = a + g
(
φ−1p (Au)
)+
t∫
0
φ−1p
(
Au −
s∫
0
h(r)(λF )
(
r, u(r)
)
dr
)
ds,
where Au is a constant decided in (2.1) according to u. Then by Lemma 2.2, Nλ :C[0,1] →
C[0,1] is completely continuous. It is easily verified that u(t) is a solution to (2.5)λ ⇔ u is a
fixed point of Nλ in C[0,1]. Let Ω = {u | u(t) ∈ C[0,1],‖u‖ < M}, then Ω is an open set in
C[0,1]. If there exists u ∈ ∂Ω such that N1u = u, then u(t) is a solution of (2.5)1 with ‖u‖M ,
so the conclusion is true. Otherwise, that is for any u ∈ ∂Ω , N1u 
= u. For λ = 0, when u ∈ ∂Ω ,
(I −N0)u(t) = u(t)−N0u(t) = u(t)− a 
= θ since ‖u‖ = M > a. For λ ∈ (0,1), if there exists
u ∈ ∂Ω such that (I − Nλ)u = 0, then u(t) is also a solution to (2.5)λ. By the condition of the
lemma, ‖u‖ 
= M which is a contradiction to u ∈ ∂Ω . So for any u ∈ ∂Ω and λ ∈ [0,1],
Nλu 
= u.
By homotopy invariance of Leray–Schauder degree, we get
Deg{I −N1,Ω, θ} = Deg{I −N0,Ω, θ} = 1.
So N1 has a fixed point u in Ω , i.e., (2.5)1 has a solution u(t) ∈ C1[0,1] with (φp(u′))′ ∈
C(0,1)∩L1[0,1] and ‖u‖M . 
Lemma 2.4. If u(t) is a solution to{
(φp(u
′))′ + h(t)F (t, u) = 0, 0 < t < 1,
u(0)− g(u′(0)) = b > 0, u(1)− βu(η) = (1 − β)b, (2.6)
then
(i) u is concave;
(ii) u(t) b;
(iii) there exists t0 ∈ [0,1) such that u(t0) = maxt∈[0,1] u(t) = ‖u‖ and u′(t0) = 0.
Proof. Suppose u(t) is a solution to (2.6), then
(i) (φp(u′))′ = −h(t)F (t, u) 0, so φp(u′) is nonincreasing. Therefore u′ is nonincreasing,
which implies the concavity of u(t).
(ii) Firstly, we prove u(0) b.
If not, then u(0) < b. So g(u′(0)) = u(0) − b < 0, which means u′(t)  0, t ∈ [0,1] since
u(t) is concave. So u(1)  u(η)  u(0) < b. Therefore (1 − β)b = u(1) − βu(η)  u(η) −
βu(η) = (1−β)u(η) and u(η) b which is a contradiction. So u(0) b. As a result, g(u′(0)) =
u(0)− b 0, so u′(0) 0.
Secondly, we prove u(1) b.
If u′(t) 0 for any t ∈ [0,1]. Then u(1) u(0) b.
If there exists t1 ∈ (0,1] such that u′(t) < 0. Since u′(0)  0, there must exist t2 ∈ [0, t1)
such that u′(t2) = 0 and u′(t)  0 for t ∈ [0, t2]; u′(t)  0 for t ∈ [t2,1]. If η ∈ (0, t2), then
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u(1)− βu(η) u(1)− βu(1) = (1 − β)u(1) which means u(1) b.
In all cases we have u(0) b and u(1) b. So u(t) b since u(t) is concave.
(iii) From βu(η) = u(1)− (1−β)b u(1)− (1−β)u(η), we get u(η) u(1). So there exists
t0 ∈ [0,1) such that u(t0) = maxt∈[0,1] u(t) = ‖u‖. If t0 ∈ (0,1), then u′(t0) = 0. If t0 = 0, then on
the one hand, u′(0) 0 since u(0) = maxt∈[0,1] u(t), on the other hand, g(u′(0)) = u(0)− b 0
which means u′(0) 0, so u′(0) = 0.
In what follows, we give Lemmas 2.5–2.8 about (1.1) subject to (1.2b), since the proofs are
similar, we omit them partly. 
For any x ∈ C[0,1], let u(t) be a solution to the following BVP{
(φp(u
′))′ + h(t)F (t, x) = 0, 0 < t < 1,
u(0)− αu(η) = (1 − α)a, u(1)− g(u′(1)) = a,
where a is a fixed point. Then as proved above,
u(t) = a − g(φ−1p (Ax))−
1∫
t
φ−1p
(
Ax +
1∫
s
h(r)F
(
r, x(r)
)
dr
)
ds,
where Ax is unique and satisfies
g
(
φ−1p (Ax)
)+
1∫
0
φ−1p
(
Ax +
1∫
s
h(r)F
(
r, x(r)
)
dr
)
ds
+ α
1 − α
η∫
0
φ−1p
(
Ax +
1∫
s
h(r)F
(
r, x(r)
)
dr
)
ds = 0. (2.7)
For any x(t) ∈ C[0,1], let Ax be the unique constant satisfying (2.7) according to x(t), then
the following conclusion holds.
Lemma 2.5. Ax :C[0,1] → R is continuous.
For any x ∈ C[0,1], define
(T x)(t) = a − g(φ−1p (Ax))−
1∫
t
φ−1p
(
Ax +
1∫
s
h(r)F
(
r, x(r)
)
dr
)
ds,
where Ax is the constant decided in Eq. (2.7) according to x. As proved in Lemma 2.2, we have:
Lemma 2.6. T :C[0,1] → C[0,1] is completely continuous.
Lemma 2.7 (Existence principle). Assume there is a constant M > a independent of λ, with
‖u‖ = maxt∈[0,1] |u(t)| 
= M for any solution u(t) ∈ C1[0,1] and (φp(u′))′ ∈ C(0,1) ∩ L1[0,1]
to {
(φp(u
′))′ + λh(t)F (t, u) = 0, 0 < t < 1,
u(0)− αu(η) = (1 − α)a, u(1)− g(u′(1)) = a > 0, (2.8)λ
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Then (2.8)1 has at least one solution u(t) ∈ C1[0,1] and (φp(u′))′ ∈ C(0,1) ∩ L1[0,1] with
‖u‖M .
Lemma 2.8. If u(t) is a solution to{
(φp(u
′))′ + h(t)F (t, u) = 0, 0 < t < 1,
u(0)− αu(η) = (1 − α)b, u(1)− g(u′(1)) = b > 0, (2.9)
then
(i) u is concave;
(ii) u(t) b;
(iii) there exists t0 ∈ (0,1] such that u(t0) = maxt∈[0,1] |u(t)| = ‖u‖ and u′(t0) = 0.
Proof. Suppose u(t) is a solution to (2.9), then the proof of (i) is similar to (i) of Lemma 2.4 and
we omit it.
(ii) Firstly, we prove u(1) b.
If not, then u(1) < b. So g(u′(1)) = b − u(1) > 0, which means u′(1)  0, so u′(t)  0,
t ∈ [0,1] since u(t) is concave. So u(0)  u(η)  u(1) < b. Therefore (1 − α)b = u(0) −
αu(η) u(η) − αu(η) = (1 − α)u(η) and thus u(η) b which is a contradiction. So u(1) b.
As a result, g(u′(1)) = b − u(1) 0, so u′(1) 0.
Secondly, we prove u(0) b.
If u′(t) 0 for any t ∈ [0,1]. Then u(0) u(1) b.
If there exists t1 ∈ [0,1) such that u′(t1) > 0. Since u′(1)  0, there must exist t2 ∈ (0, t1]
such that u′(t2) = 0 and u′(t)  0 for t ∈ [0, t2]; u′(t)  0 for t ∈ [t2,1]. If η ∈ (0, t2), then
u(η) u(0), so (1 −α)b = u(0)−αu(η) u(0)−αu(0) = (1 −α)u(0) which means u(0) b.
If η ∈ [t2,1), then u(η) u(1) b, so u(0) = (1 − α)b + αu(η) b.
Above all we have u(0) b and u(1) b. So u(t) b since u is concave.
(iii) From αu(η) = u(0)− (1−α)b u(0)− (1−α)u(η), we get u(η) u(0). So there exists
t0 ∈ (0,1] such that u(t0) = maxt∈[0,1] u(t) = ‖u‖. If t0 ∈ (0,1), then u′(t0) = 0. If t0 = 1, then on
the one hand, u′(1) 0 since u(1) = maxt∈[0,1] u(t), on the other hand, g(u′(1)) = b − u(1) 0
which means u′(1) 0, so u′(1) = 0. 
3. Proofs of main results
Proof of Theorem 1.1. Since
sup
c∈(0,+∞)
c
φ−1p (I−1(G(c)))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] > 1,
there are M0 > 0 and ε > 0 such that
M0
ε + φ−1p (I−1(G(M0)))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] > 1.
Choose n0 ∈ {1,2,3, . . .} with 1/n0 < ε and let N0 = {n0, n0 + 1, n0 + 2, . . .}. In what follows,
we will show that{
(φp(u
′))′ + q(t)f (t, u) = 0, 0 < t < 1,
u(0)− g(u′(0)) = 1 , u(1)− βu(η) = (1−β) , (3.1)
m m
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In order to show (3.1) has a solution for each m ∈ N0, consider{
(φp(u
′))′ + q(t)f ∗(t, u) = 0, 0 < t < 1,
u(0)− g(u′(0)) = 1
m
, u(1)− βu(η) = (1−β)
m
,
(3.2)m
where
f ∗(t, u) =
{
f (t, u), u 1
m
,
f (t, 1
m
), u < 1
m
.
Then f ∗(t, u) ∈ C([0,1] × (−∞,+∞), [0,+∞)).
To show (3.2)m has a solution for each m ∈ N0, we will apply Lemma 2.3. Consider the family
of problems{
(φp(u
′))′ + λq(t)f ∗(t, u) = 0, 0 < t < 1, 0 < λ< 1,
u(0)− g(u′(0)) = 1
m
, u(1)− βu(η) = (1−β)
m
.
(3.2)mλ
Let u ∈ C1[0,1] be a solution of (3.2)mλ . From Lemma 2.4 we know that u(t) is concave,
u(t) 1/m and there exists t0 ∈ [0,1) such that u(t0) = ‖u‖ = maxt∈[0,1] |u(t)| and u′(t0) = 0.
So u′(t) 0, t ∈ [0, t0] and u′(t) 0, t ∈ [t0,1].
Now, for t ∈ [t0,1], by (H3) we have
0−(φp(u′))′ = λq(t)f ∗(t, u) = λq(t)f (t, u) q(t)[f1(u)+ f2(u)].
Multiply by −u′ to obtain, for t ∈ [t0,1](
φp(u
′)
)′
φ−1p
(
φp(u
′)
)
 q(t)
[
f1(u)+ f2(u)
]
(−u′).
Integrate from t0 to t (t  t0), by (H1a), to obtain
φp(u
′(t))∫
0
φ−1p (z) dz q(t)
u0∫
u(t)
[
f1(z)+ f2(z)
]
dz = q(t)[G(u(t0))−G(u(t))],
so
I
(−φp(u′(t)))= I(φp(u′(t))) q(t)[G(u(t0))−G(u(t))] q(t)
[
G
(
u(t0)
)−G( 1
m
)]
 q(t)G
(
u(t0)
)
,
i.e.,
0−u′(t) φ−1p
(
I−1
(
q(t)G(y0)
))
 φ−1p
(
I−1
(
q(t)
))(
I−1
(
G(y0)
))
, t ∈ [t0,1]. (3.3)
If η ∈ (t0,1), integrate (3.3) from η to 1 to obtain
u(η)− u(1) φ−1p
(
I−1
(
G
(
u(t0)
))) 1∫
η
φ−1p
(
I−1
(
q(s)
))
ds.
If η ∈ (0, t0], integrate (3.3) from t0 to 1 to obtain
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(
I−1
(
G
(
u(t0)
))) 1∫
t0
φ−1p
(
I−1
(
q(s)
))
ds
 φ−1p
(
I−1
(
G
(
u(t0)
))) 1∫
η
φ−1p
(
I−1
(
q(s)
))
ds.
Since u(t0) u(η), we also get
u(η)− u(1) u(t0)− u(1) φ−1p
(
I−1
(
G
(
u(t0)
))) 1∫
η
φ−1p
(
I−1
(
q(s)
))
ds.
Furthermore, since u(1) = βu(η)+ (1 − β)/m, we obtain
u(1) 1
m
+ β
1 − β φ
−1
p
(
I−1
(
G
(
u(t0)
))) 1∫
η
φ−1p
(
I−1
(
q(s)
))
ds.
Integrate (3.3) from t0 to 1 to obtain
u(t0) = u(1)+ φ−1p
(
I−1
(
G
(
u(t0)
))) 1∫
t0
φ−1p
(
I−1
(
q(s)
))
ds
 u(1)+ φ−1p
(
I−1
(
G
(
u(t0)
))) 1∫
0
φ−1p
(
I−1
(
q(s)
))
ds
 1
m
+ φ−1p
(
I−1
(
G
(
u(t0)
)))
×
[
β
1 − β
1∫
η
φ−1p
(
I−1
(
q(s)
))
ds +
1∫
0
φ−1p
(
I−1
(
q(s)
))
ds
]
= ε + φ−1p
(
I−1
(
G
(
u(t0)
)))[ 1
1 − β
1∫
η
φ−1p
(
I−1
(
q(s)
))
ds +
η∫
0
φ−1p
(
I−1
(
q(s)
))
ds
]
= ε + φ−1p
(
I−1
(
G
(
u(t0)
)))( p
p − 1
)1/p[ 1
1 − β
1∫
η
(
q(s)
)1/p
ds +
η∫
0
(
q(s)
)1/p
ds
]
,
i.e.,
u(t0)
ε + φ−1p (I−1(G(u(t0))))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] > 1,
which means u(t0) 
= M0. Lemma 2.3 implies that (3.2)m has at least solution um(t) ∈ C1[0,1]
and (φp(u′))′ ∈ C(0,1) ∩ L1[0,1] with ‖um‖ M0 (independent of m) for any fixed m. From
Lemma 2.4, we know um(t) 1/m> 0. So f ∗(t, um(t)) = f (t, um(t)). Therefore um(t) is also
a solution to (3.1).
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notice that
0 < um(t)M0, t ∈ [0,1].
Now (H4) implies that there is a continuous function ψ : [0,1] → (0,+∞) (independent of m)
with
f
(
t, um(t)
)
ψ(t), t ∈ (0,1),
i.e.,
−(φp(um)′)′ ψ(t)q(t), t ∈ (0,1). (3.4)
For any m ∈ N0, by Lemma 2.4, there exists tm ∈ [0,1) such that u(tm) = maxt∈[0,1] um(t),
(um)′(tm) = 0, (um)′(t) 0 for t ∈ [0, tm] and (um)′(t) 0 for t ∈ [tm,1].
If η tm, then for any t ∈ [0, η] ⊆ [0, tm], integrate (3.4) for t to tm to obtain
φp
((
um
)′
(t)
)

tm∫
t
q(s)ψ(s) ds,
i.e.,
(
um
)′
(t) φ−1p
( tm∫
t
q(s)ψ(s) ds
)
. (3.5)
Integrating (3.5) from 0 to t , one has
um(t) 1
m
+
t∫
0
φ−1p
( tm∫
s
q(r)ψ(r) dr
)
ds 
t∫
0
φ−1p
( η∫
s
q(r)ψ(r) dr
)
ds.
So um(η)
∫ η
0 φ
−1
p (
∫ η
s
q(r)ψ(r) dr) ds = θ1 
= 0.
If η tm, then for any t ∈ [η,1] ⊆ [tm,1], integrate (3.4) from tm to t , one has
−φp
((
um
)′
(t)
)

t∫
tm
q(s)ψ(s) ds,
i.e.,
−(um)′(t) φ−1p
( t∫
tm
q(s)ψ(s) ds
)
. (3.6)
Integrating (3.6) from t to 1, then
um(t) um(1)+
1∫
t
φ−1p
( s∫
tm
q(r)ψ(r) dr
)
ds 
1∫
t
φ−1p
( s∫
η
q(r)ψ(r) dr
)
ds.
So um(η)
∫ 1
η
φ−1p (
∫ s
η
q(r)ψ(r) dr) ds = θ2 
= 0.
In both cases we have um(η) θ = min{θ1, θ2}.
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um(t) u(0)+ u
m(η)− u(0)
η
t = u
m(η)
η
t +
(
1 − t
η
)
u(0) θ1
η
t  θ
η
t, t ∈ [0, η].
For t ∈ [η,1], since um(t) is concave on [η,1], we have
um(t) um(1)+ u
m(η)− um(1)
η − 1 (t − 1) =
um(η)
1 − η (1 − t)+
t − η
1 − ηu
m(1)
 θ1
1 − η (1 − t)
θ
1 − η (1 − t), t ∈ [η,1].
Let
δ(t) =
{
θ
η
t, t ∈ [0, η],
θ
1−η (1 − t), t ∈ [η,1].
Then for any m ∈ N0,
um(t) δ(t), t ∈ [0,1].
For any t ∈ [0,1], since f1(u) is nonincreasing with respect to u, one has
0−(φp(um)′)′ = q(t)f (t, um(t)) q(t)[f1(um(t))+ max
0rM0
f2(r)
]
 q(t)f1
(
δ(t)
)+ max
0rM0
f2(r)q(t).
So we obtain
∣∣φp((um)′(t))∣∣
1∫
0
q(s)f1
(
δ(s)
)
ds + max
0rM0
f2(r)
1∫
0
q(s) ds (3.7)
and (φp((um)′(t)))′ ∈ L1[0,1] since q(s)g(δ(s)) ∈ L1[0,1], q(t) ∈ L1[0,1]. By the absolute
continuity of integral, we have that {φp((um)′(t))} is equi-continuous. Moreover, from (3.7) we
get
∣∣(um)′(t)∣∣ φ−1p
( 1∫
0
q(s)g
(
δ(s)
)
ds + max
0rM0
f2(r)
1∫
0
q(s) ds
)
.
Furthermore, we have already proved
0 < um(t)M0.
The Arzela–Ascoli theorem guarantees that there is a subsequence N∗ ⊂ N0 and a func-
tion z(t) ∈ C1[0,1] with (um)(t) → z(t) and φp((um)′(t)) → φp(z′(t)) uniformly on [0,1] as
m → +∞ through N∗. By the definition of um(t), we have{
φp((u
m)′(t)) = φp((um)′(0))−
∫ t
0 q(s)f (s, u
m)ds, 0 < t < 1,
um(0)− g((um)′(0)) = 1
m
, um(1)− βum(η) = 1−β
m
.
(3.8)
Let m → +∞ through N∗ in (3.8), then{
φp((z)
′(t)) = φp((z)′(0))−
∫ t
0 q(s)f (s, z) ds, 0 < t < 1,
z(0)− g(z′(0)) = 0, z(1)− βz(η) = 0,
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(φp((z)
′(t)))′ + q(t)f (t, z) = 0, 0 < t < 1,
z(0)− g(z′(0)) = 0, z(1)− βz(η) = 0.
From M0  um(t)  δ(t), t ∈ [0,1], we have M0  z(t)  δ(t) for t ∈ [0,1], so z(t) > 0
for t ∈ (0,1) and −(φp((z)′(t)))′ = q(t)f (t, z)  q(t)[f1(z) + f2(z)]  q(t)f1(δ(t)) + q(t)×
max0rM0 f2(r) ∈ L1[0,1], therefore (φp((z)′(t)))′ ∈ L1[0,1] which means z(t) is a positive
solution to (1.1) subject to (1.2a). 
Proof of Theorem 1.2. By using Lemmas 2.5–2.8, the proof of Theorem 1.2 is very similar to
Theorem 1.1, we omit it. 
4. An example
Now, we give an example. Consider{
(φp(u
′))′ + a
(1−t)1/2
[
u17/4 + 1
u1/4
+ ∣∣sin 1
u1/4
∣∣]= 0, 0 < t < 1,
u(0)− (u′(0))3 = 0, u(1) = 12u
( 1
3
)
,
(4.1)
where φp(s) = |s|p−2s, p = 3, a > 0 is a constant.
Comparing to Theorem 1.1, we have g(v) = v3; β = 1/2, η = 1/3. We verify (H1a), (H2)–
(H5) as follows.
(H1a) q(t) = a
(1−t)1/2 ∈ L1[0,1] with q(t) > 0 on (0,1) and nondecreasing;
(H2) f (t, u) = u17/4 + 1
u1/4
+ |sin 1
u1/4
| > 0 is continuous on [0,1] × (0,+∞);
(H3) f (t, u)  2
u1/4
+ u17/4 = f1(u) + f2(u). For any fixed L > 0,
∫ L
0 f1(u) du =
∫ L
0
2du
u1/4
<
+∞;
(H4) for any K > 0, when 0 y(t)K , f (t, y) 1
K1/4
= ψK(t), t ∈ (0,1);
(H5) obviously, ∫ η0 φ−1p ∫ ηs q(r)ψ(r) dr ds > 0 and ∫ 1η φ−1p ∫ sη q(r)ψ(r) dr ds > 0. Moreover,
η∫
0
f1(k1s)q(s) ds +
1∫
η
f1
(
k2(1 − s)
)
q(s) ds
=
η∫
0
2a ds
k
1/4
1 s
1/4(1 − s)1/2
+
1∫
η
2a ds
k
1/4
2 (1 − s)3/4
< +∞
for any k1 > 0, k2 > 0.
When u > 0,
φ−1p (u) = u1/2; I (u) =
u∫
0
φ−1p (z) dz =
2
3
u3/2; I−1(u) =
(
3
2
u
)2/3
;
G(u) =
u∫ [
f1(z)+ f2(z)
]
dz =
u∫ [
z17/4 + 2
z1/4
]
dz = 4
21
u21/4 + 8
3
u3/4;0 0
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(
I−1
(
G(u)
))= (3
2
)1/3( 4
21
u21/4 + 8
3
u3/4
)1/3
;
(
p
p − 1
)1/p[ 1
1 − β
1∫
η
(
q(s)
)1/p
ds +
η∫
0
(
q(s)
)1/p
ds
]
=
[(
2
3
)1/2
+
(
3
2
)1/3]6
5
a1/3,
so
sup
c∈(0,+∞)
c
φ−1p (I−1(G(c)))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] =
Δ
a1/3
,
where Δ = 5·71/627/4·31/2+34/3·23/2 . If 0 < a < (Δ)3, then
sup
c∈(0,+∞)
c
φ−1p (I−1(G(c)))( pp−1 )1/p
[ 1
1−β
∫ 1
η
(q(s))1/p ds + ∫ η0 (q(s))1/p ds] > 1.
According to Theorem 1.1, (4.1) has a positive solution when 0 < a < (Δ)3.
Remark 4.1. The results in [1–4] cannot be applied to (4.1) even f has no singularity at u = 0,
because it is impossible to find m> 0 such that 0 g(v)mv since g(v) = v3 in (4.1).
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