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РЕФЕРАТ 
 
 Выпускная квалификационная работа дипломная работа по теме 
«Реконструкция 3-dобъектов по видеоряду» содержит 28 страниц текста,  8 
использованных источника. 
 РЕКОНСТУКЦИЯ, КЛЮЧЕВЫЕ ТОЧКИ, ДЕСКРИПТОРЫ,  SIFT, 
ФУНДАМЕНТАЛЬНАЯ МАТРИЦА, СУЩЕСТВЕННАЯ МАТРИЦА, 
ОБЛАКО ТОЧЕК, МАТРИЦА КАМЕРЫ, STRUCTUREFROMMOTION. 
 Цель работы – исследовать существующие методы в области 
компьютерного зрения и восстановления трёхмерных объектов по видеоряду 
и создать программу, которая позволяет построить трёхмерную модель по 
видеоряду. 
 В результате работы были исследованы различные методы и 
алгоритмы построения трёхмерных объектов и реализовано программное 
обеспечение, которое создаёт модель реально существующего объекта. 
Программный продукт  использует реализацию необходимых для 
трёхмерной реконструкции алгоритмов в виде программной библиотеки 
OpenCV. Программный продукт удовлетворяет поставленным требованиям, 
однако данная тема нуждается в дальнейших исследованиях и разработках в 
области компьютерного зрения. 
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ВВЕДЕНИЕ 
 
В конце 20 века начали появляться методы получения простых 3D 
объектов типа несложного строения, с текстурой этого строения. Эти 
программы были не очень распространены, так как проще было собрать 
модель в трехмерном редакторе. Это продолжалось до 2006–2007 года, когда 
появился и вошел в широкое употребление продукт Google SketchUp, где 
можно разметить руками фотографию с изображением здания, загрузить еще 
один вид здания и уточнить по ней его форуму и расположение объектов. 
Относительно простым способом на выходе появляется готовый 3D объект. 
В 2011 Auotodesk, выпустила облачный сервис под названием 123D Catch, в 
этой программе по набору фотографий объекта с разных ракурсов можно 
получить неплохой трехмерный объект с текстурой. Примерно в то же время 
начали появляться программы, позволяющие использовать Web камеру.  
В компьютерной графике и компьютерном зрении, трехмерная 
реконструкция (3D reconstruction) - это процесс получения формы и облика 
реальных объектов. Это направление стало особенно актуальным с 
появлением 3D печати. Сейчас, когда любую 3D модель можно распечатать, 
переместить в реальный мир, можно без сомнения сказать, что трехмерная 
реконструкция может использоваться в любой области: в медицине, военном 
деле, образовании, производстве, кинематографе, анимации, дизайне, 
индустрии развлечений и т.д.  
Построение трёхмерных моделей из множества двумерных снимков, 
сделанных с разных точек съёмки, не является чем-то новым, однако 
создание таких моделей весьма сложная задача из-за большого объёма 
данных, которые необходимо подвергнуть обработке. Как правило, 
существующие алгоритмы решают достаточно узкий спектр задач (например, 
реконструкция города, где много прямых линий) и предъявляют 
определенные требования и ограничения к исходным снимкам. Также 
существует проблема с движущимися объектами, объектами которые 
преломляют свет (многогранный стакан), объектами которые меняют свой 
цвет (светофор).  
На данный момент, большинство получаемых таким образом, 3D 
фотографий и моделей имеют низкое качество, с высоким количеством 
отдельно лежащих шумовых фрагментов модели. Во многом, качество 
выходной модели зависит от качества серии входных изображений (уровня 
шума, оптических деформаций, бликов), а также от сложности самой 
выходной модели (наличие пустот и полостей, выпуклости, отражающих 
поверхностей). По некоторым данным точность трехмерной реконструкции 
моделей не улучшается примерно с 2006 года: появляются более быстрые 
алгоритмы, заточенные под видеокарты, но не более точные.  
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Исследования по трёхмерной реконструкции объектов отличаются 
большим разнообразием в постановке задач и выборе средств их решения. На 
текущий момент методы делятся на две группы:  
 активные методы (например, с использованием лазерных 
сканеров);  
 пассивные методы при известной геометрии съемки 
(аэрофотосъемка, стереосъемка и т.д.).  
Основная задача в рамках трехмерной реконструкции - автоматизация 
процесса реконструкции моделей, которая включает:  
 определение расстояния до объектов;  
 определение расположения камеры; 
 расположение точек относительно друг друга; 
 определение изменившихся областей между двумя кадрами 
(motion detection) [4]; 
 автоматическое исключение статического фона из рассмотрения 
(background subtraction) [4]; 
 определение перемещения пикселей между двумя соседними 
кадрами (оптический поток – optical flow);  
 возможность работы с некалиброванными фотографиями, когда 
съемка производится в неконтролируемых условиях (self-colibration); 
 возможность использования любого оборудования, в том числе 
обычных цифровых фотоаппаратов и видеокамер, параметров которых мы 
заранее не знаем;  
Эти задачи решает такая наука, как компьютерное зрение. 
Компьютерное зрение – пограничная область знаний, она интересна для 
изучения и непредсказуема и использует знания из физики, геометрии, 
математической статистики и других наук. 
Цель данной дипломной работы – исследовать существующие методы 
в области компьютерного зрения и трёхмерной реконструкции и создать 
программное обеспечение, которое решает задачу построения трёхмерного 
объекта по видеоряду без использования специальных средств. Также 
программа должна быть проста и удобна в использовании, не требовать 
больших затрат времени, строить приемлемую 3D модель реально 
существующего объекта. 
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1 Методы реконструкции трёхмерных объектов 
 
Существуют разные подходы восстановления трёхмерных моделей по 
изображениям, но чтобы выполнить поставленные задачи был использован 
следующий алгоритм: 
1. Разложение видео в набор изображений; 
2. На изображениях выбираются ключевые точки и их 
дескрипторы; 
3. Сравнивая дескрипторы, находим соответствующие друг 
другу ключевые точки на разных изображениях; 
4. На основе набора совпавших ключевых точек строится 
модель преобразования изображений, с помощью которого из одного 
изображения можно получить другое; 
5. Зная модель преобразования камеры и соответствия точек 
на различных кадрах, вычисляем трёхмерные координаты и строим 
облако точек. 
Первый пункт не требует специальных средств и пояснений, остальные 
этапы далее рассмотрим подробнее. 
 
1.1 Ключевые точки и их дескрипторы 
 
Один из самых известных алгоритмов для нахождения ключевых точек 
и их дескрипторов – SIFT. Он позволяет находить ключевые точки 
инвариантные относительно смещения, поворота, масштаба (один и тот же 
объект может быть разных размеров на различных изображениях),  
изменения яркости, изменения положения камеры. Можно сказать, что SIFT 
позволяет заменить изображение некоторой моделью — набором его 
ключевых точек. Для того чтобы определить, какая ключевая точка одного 
изображения соответствует ключевой точке другого изображения 
используют дескрипторы. Дескриптор — идентификатор ключевой точки, 
выделяющий её из остальной массы особых точек. В свою очередь, 
дескрипторы должны обеспечивать инвариантность нахождения 
соответствия между особыми точками относительно преобразований 
изображений. Рассмотрим основные этапы алгоритма: 
1. Обнаружение экстремума масштабируемых пространств. 
Первый этап вычислений – поиск экстремума по всем масштабам и 
положениям изображений. Это возможно эффективно реализовать с 
помощью разностей гауссианов (Difference of Gaussian, DoG), которые 
позволяют обнаружить особые точки, инвариантные относительно 
масштаба и направления. 
2. Уточнение особых точек. Отбор особых точек на основе 
характеристик их устойчивости, проверка особых точек на роль 
ключевых. 
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3. Нахождение ориентации ключевой точки. Одно или более 
направлений задаются для каждой ключевой точки, основываясь на 
градиенте направлений для области изображения. Все дальнейшие 
операции выполняются с помощью изображений, которые изменены 
относительно заданных направлений и масштаба, таким образом, 
обеспечивая инвариантность относительно различных трансформаций. 
4. Дескрипторы ключевых точек. Локальные градиенты 
изображения являются характеристиками в области вокруг каждой 
ключевой точки.  
Основным моментом в определении ключевых точек является 
построение пирамиды гауссианов (Gaussian) и разностей гауссианов 
(Difference of Gaussian, DoG). Нахождение областей, которые инвариантны 
относительно изменений масштаба изображения, можно реализовать 
поиском устойчивых ключевых точек через все возможные масштабы, 
используя масштабируемые пространства. Масштабируемым пространством 
изображения является набор всевозможных, сглаженных некоторым 
фильтром, версий исходного изображения. Доказано, что гауссово 
масштабируемое пространство является линейным, инвариантным 
относительно сдвигов, вращений, масштаба, не смещающим локальные 
экстремумы, и обладает свойством полугрупп. Для нас важно, что различная 
степень размытия изображения гауссовым фильтром может быть принята за 
исходное изображение, взятое в некотором масштабе. 
Коендеринк(Koenderink) и Линдеберг(Lindeberg) показали, что из всего 
многообразия возможных решений, единственно возможным ядром 
масштабируемого пространства может быть гауссиан.  Вследствие этого, 
масштабируемое пространство изображения определено как функция L(x, y, 
σ), которая является результатом свёртки гауссиана с переменным 
масштабом с исходным изображением I(x, y): 
 
                                                                                           (1) 
  
где  L — значение гауссиана в точке с координатами (x,y); 
σ — радиус размытия. I — значение исходного изображения; 
 * — операция свертки; 
 G — гауссово ядро: 
 
         
 
    
 
        
   .                                                                           (2) 
 
Разностью гауссианов называют изображение, полученное путем 
попиксельного вычитания одного гауссина исходного изображения из 
гауссиана с другим радиусом размытия:  
 
7 
 
                                               
                                                                                                                                        (3) 
 
 
Инвариантность относительно масштаба достигается за счет 
нахождения ключевых точек для исходного изображения, взятого в разных 
масштабах. Для этого строится пирамида гауссианов: все масштабируемое 
пространство разбивается на некоторые участки — октавы, причем часть 
масштабируемого пространства, занимаемого следующей октавой, в два раза 
больше части, занимаемой предыдущей. К тому же, при переходе от одной 
октавы к другой размеры изображения уменьшаются вдвое. Естественно, что 
каждая октава охватывает бесконечное множество гауссианов изображения, 
поэтому строится только некоторое их количество N, с определенным шагом 
по радиусу размытия. С тем же шагом достраиваются два дополнительных 
гауссиана (всего получается N+2), выходящие за пределы октавы. Масштаб 
первого изображения следующей октавы равен масштабу изображения из 
предыдущей октавы с номером N. Параллельно с построением пирамиды 
гауссианов, строится пирамида разностей гауссианов, состоящая из 
разностей соседних изображений в пирамиде гауссианов. Соответственно, 
количество изображений в этой пирамиде будет N+1. 
На рисунке 1 слева изображена пирамида гауссианов, а справа — их 
разностей. Схематично показано, что каждая разность получается из двух 
соседних гауссианов, количество разностей на единицу меньше количества 
гауссианов, при переходе к следующей октаве размер изображений 
уменьшается вдвое, далее процесс повторяется. 
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Рисунок 1 – Пирамиды гауссианов и разности гауссианов 
 
После построения пирамид мы можем найти особые точки. Будем 
считать точку особой, если она является локальным экстремумом разности 
гауссианов.  
В каждом изображении из пирамиды разности гауссианов ищутся 
точки локального экстремума. Каждая точка текущего изображения разности 
гауссианов сравнивается с её восьмью соседями и с девятью соседями на 
разностях гауссианов, находящихся на уровень выше и ниже в пирамиде 
(Рисунок 2). Если эта точка больше (меньше) всех соседей, то только тогда 
она принимается за точку локального экстремума. Максимум и минимум 
разности гауссианов определяется сравнением пикселя (отмеченным Х) с его 
26 соседями (Рисунок 2). 
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Рисунок 2- Схема определение максимума (минимума) разности 
гауссианов 
 
Следующим шагом будет проверка пригодности особой точки на роль 
ключевой. Первым делом определяются координаты особой точки с 
субпиксельной точностью. Это достигается с помощью аппроксимирования 
функции D(x,y,σ) многочленом Тейлора второго порядка, взятого в точке 
вычисленного экстремума: 
 
       
   
  
  
 
 
  
   
   
                                                                     (4) 
 
 
где  D — функция разности гауссианов;  
X = (x,y,σ) — вектор смещения относительно точки разложения;  
первая производная D — градиент;  
вторая производная D — матрица Гессе. 
Далее находим экстремум многочлена Тейлора путем вычисления 
производной и приравнивания ее к нулю. В итоге получим смещение точки 
вычисленного экстремума, относительно точного: 
 
   
     
   
  
  
                                                                                                (5) 
 
Все производные вычисляются по формулам конечных разностей. В 
итоге получаем СЛАУ размерности 3x3, относительно компонент вектора  . 
Если одна из компонент вектора больше 0.5*h, где h – шаг в данном 
направлении, то это означает, что на самом деле точка экстремума была 
вычислена неверно и нужно сдвинуться к соседней точке в направлении 
указанных компонент. Для соседней точки все повторяется заново. Если 
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таким образом мы вышли за пределы октавы, то следует исключить данную 
точку из рассмотрения. 
Когда положение точки экстремума вычислено, проверяется на малость 
само значение D в этой точке по формуле: 
 
       
 
 
   
  
 .                                                                                     (6) 
 
Если эта проверка не проходит, то точка исключается, как точка с 
малым контрастом. 
Наконец, последняя проверка. Если особая точка лежит на границе 
какого-то объекта или плохо освещена, то такую точку можно исключить из 
рассмотрения. Эти точки имеют большой изгиб (одна из компонент второй 
производной) вдоль границы и малый в перпендикулярном направлении. 
Этот большой изгиб определяется матрицей Гессе H. Для проверки подойдет 
H размера 2x2:  
 
   
      
      
 .                                                                                         (7) 
 
Пусть Tr(H) — след матрицы, а Det(H) — её определитель, а также 
пусть α – собственное значение с наибольшей величиной, а β – с 
наименьшей: 
 
                 ,                                                                     (8) 
                   
 
                                                                (9) 
 
Пусть r — отношение большего изгиба к меньшему, и      тогда: 
 
      
      
 
      
  
 
       
   
 
      
 
 ,                                          (10) 
 
 
и точка рассматривается дальше, если 
 
      
      
 
      
 
.                                                                                    (11) 
 
После того, как мы убедились, что какая-то точка является ключевой, 
нужно вычислить её ориентацию. Как будет видно далее, точка может иметь 
несколько направлений. 
Направление ключевой точки вычисляется исходя из направлений 
градиентов точек, соседних с особой. Все вычисления градиентов 
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производятся на изображении в пирамиде гауссианов, с масштабом наиболее 
близким к масштабу ключевой точки. Длина градиента m(x,y) и направление 
градиента θ(x,y)  в точке (x,y) вычисляются по формулам: 
 
                                
 
                    
 
 (12) 
                                                      
−1, .                                                                                                                              (13) 
 
Для начала определим окрестность ключевой точки, в котором будут 
рассмотрены градиенты. По сути, это будет окрестность, требуемая для 
свертки с гауссовым ядром. Для гауссова ядра действует так называемое 
правило «трех сигм». Оно состоит в том, что значение гауссова ядра очень 
близко к нулю на расстоянии, превышающем 3*σ. Таким образом, радиус 
окрестности определяется как 3*σ. 
Направление ключевой точки найдем из гистограммы направлений. 
Гистограмма состоит из 36 компонент, которые равномерно покрывают 
промежуток в 360 градусов, и формируется она следующим образом: каждая 
точка окрестности вносит вклад, равный m*G(x, y, σ), в ту компоненту 
гистограммы, которая покрывает промежуток, содержащий направление 
градиента θ(x, y). Направление ключевой точки лежит в промежутке, 
покрываемом максимальной компонентой гистограммы(max). Если в 
гистограмме есть ещё компоненты с величинами не меньше 0.8*max, то 
ключевой точке приписываются дополнительные направления. 
Далее необходимо построить дескрипторы ключевых точек. 
Дескриптором может выступать любой объект (лишь бы он справлялся со 
своими функциями), но обычно дескриптором является некая информация об 
окрестности ключевой точки. Такой выбор сделан в силу нескольких причин: 
на маленькие области меньшее влияние оказывают эффекты искажений, 
некоторые изменения (изменение положения объекта на картинке, изменение 
сцены, перекрытие одного объекта другим, поворот) могут не повлиять на 
дескриптор вовсе. 
В методе SIFT дескриптором является вектор. Как и направление 
ключевой точки, дескриптор вычисляется на гауссиане, ближайшем по 
масштабу к ключевой точке, и исходя из градиентов в некоторой окрестности 
ключевой точки. Перед вычислением дескриптора эту окрестность 
поворачивают на угол направления ключевой точки, чем и достигается 
инвариантность относительно поворота.  
Для каждого пикселя вычисляется длина и направление вектора. 
Значение каждой точки окна дескриптора будет домножается на значение 
гауссова ядра в этой точке, как на весовой коэффициент. На рисунке 3 мы 
можем видеть схематически изображенный дескриптор особой точки, 
размерности 2x2x8. Первые две цифры в значении размерности — это 
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количество регионов по горизонтали и вертикали. Те квадраты, которые 
охватывали некоторый регион пикселей на левом изображений, справа 
охватывают гистограммы, построенные на пикселях этих регионов. 
Соответственно, третья цифра в размерности дескриптора означает 
количество компонент гистограммы этих регионов. Гистограммы в регионах 
вычисляются так же, как и гистограмма направлений, но каждая гистограмма 
покрывает участок в 360 градусов, но делит его на 8 частей. На рисунке 3 
изображена часть изображения с вычисленными градиентами для каждого 
пикселя (слева) и (справа) полученный на её основе дескриптор. Круг 
обозначает окно свёртки с гауссовым ядром. 
 
 
 
Рисунок 3- Дескриптор ключевой точки 
 
 
Каждому градиенту в окне дескриптора можно приписать три 
вещественные координаты (x, y, n), где x — расстояние до градиента по 
горизонтали, y — расстояние по вертикали, n — расстояние до направления 
градиента в гистограмме (имеется в виду соответствующая гистограмма 
дескриптора, в которую вносит вклад этот градиент). Дескриптор ключевой 
точки состоит из всех полученных гистограмм. Размерность дескриптора на 
рисунке 32 компоненты (2x2x8), но на практике используются дескрипторы 
размерности 128 компонент (4x4x8). Полученный дескриптор нормализуется, 
после чего все его компоненты, значение которых больше 0.2, урезаются до 
значения 0.2 и затем дескриптор нормализуется ещё раз. В таком виде 
дескрипторы готовы к использованию. [6] 
 
1.2 Сравнение дескрипторов 
 
Далее нужно найти пары ключевых точек, таких, что первая ключевая 
точка из пары является второй точкой из пары, но на другом изображении. К 
каждой точке прилагается её дескриптор. Если дескрипторы точек на разных 
изображениях близки, то можно считать, что это один и тот же физический 
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объект.  Для этого нужно сравнить дескрипторы точек разных изображений и 
найти наиболее близкие дескрипторы, и по этому соответствию составить 
пары. Таким образом, мы приходим к задаче поиска ближайшего соседа, 
которая заключается в отыскании среди множества элементов, 
расположенных в определенном метрическом пространстве, элементов 
близких к заданному, согласно некоторой заданной функции близости, 
определяющей это метрическое пространство.  
 
1.3 Модель преобразования 
 
Дальнейшие действия направлены на то, чтобы из ключевых точек  
(точек-соответствий, point correspondences) получить координаты точек и 
положение камеры в пространстве. Для этого нужно построить 
математическую модель камеры. Рассмотрим модель, предложенную Р. 
Хартли и А. Циссерманом [5]: 
 
         
 
 
 ,                                                                                         (14) 
 
где y – координата точки на изображении в однородных координатах; 
K – матрица камеры;  
X – трехмерные координаты точки;  
[R|t]- матрица перехода. 
Распишем подробнее: 
 
 
  
  
  
   
     
     
   
  
         
         
         
  
  
  
  
  
  
  
 
                                 (15) 
 
Из этой модели следует, что процесс перевода точки в пространстве в 
координаты изображения можно разбить на два этапа, реализуемыми двумя 
матрицами в формуле: 
1. [R|t] — R и t представляют собой положение камеры в 
пространстве. На этом этапе координаты точек переводятся в 
локальные координаты камеры. R — матрица поворота размером 3x3, t 
— трехмерный вектор смещения — вместе они составляют матрицу 
перехода [R|t] (размером 3x4), которая определяет положение камеры в 
кадре. R и t называют внешними параметрами камеры. 
2. K — матрица камеры. Локальные координаты точек 
переводятся в однородные координаты изображения. fx, fy — 
фокальное расстояние в пикселях, cx, cy — оптический центр камеры 
(обычно это координаты центра изображения). Эти параметры 
называют внутренними параметрами камеры. 
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Важным свойством этой модели является то, что точки, лежащие на 
одной прямой в пространстве, будут также лежать на одной прямой на 
изображении. 
В действительности, описываемая модель может быть неточной. В 
реальных камерах существуют линзовые искажения, из-за которых прямые 
линии в реальном мире становятся кривыми на изображениях (фотографиях 
и кадрах видео). Эти искажения называются дисторсией. С учетом дисторсии 
модель будет иметь вид: 
 
 
  
  
           
 
 
  ,                                                                           (16) 
 
где D(X) — функция, принимающая однородные координаты точек 
изображения и возвращающая обычные координаты на изображении; 
    
  
  
 ,    
  
  
 (получено переводом координат из однородных в 
обычные координаты на изображении).  
Искажения дисторсии не зависит от глубины видимых точек, а только 
от координат на изображении. А значит «исправить» изображение (получив 
прямые линии там, где они и должны быть) можно не зная внешних 
параметров камеры и координат точек в пространстве.  
Пусть InvD(X) –обратная функция к D(X), a x i- двумерный вектор 
координат точки на изображении. Преобразуем формулу (16): 
 
                
 
 
 .                                                                            (17) 
 
Выражение остается справедливым. Продолжим: 
 
                  
 
 
 .                                                                        (18) 
 
Обозначим      
           (а если без дисторсии, то     
    
  
 
 ). В результате формула становится проще: 
          
 
 
                                                                                           (19) 
 
где nxi — это нормализованные точки изображения. 
Итак, предположим, у нас есть два изображения А и В, полученные от 
одной камеры. Нам неизвестны положения камер и координаты точек в 
пространстве. Договоримся вести расчеты относительно первого кадра. Тогда 
матрица поворота изображения А - RA = E (E — единичная матрица), а tA = 
(0, 0, 0). Положение камеры в кадре B обозначим просто как R и t (т. е. RB = 
R, t
B
 = t). [R|t] — это матрица координат второго кадра, которая является 
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матрицей смещения положения камеры от кадра A к кадру B. В итоге 
получаем следующую систему (без учета дисторсии): 
 
 
  
    
 
 
 
  
         
 
 
 
 .                                                                                     (20) 
 
Используя фундаментальную матрицу F (fubdamental matrix), которая 
задаёт соответствие между проекциями точек   
  и   
  на изображения камер, 
получим такое уравнение (эпиполярное ограничение):  
 
   
  
 
   
                                                                                               (21) 
 
Также заметим, что F имеет размер 3х3 и должна иметь ранг равный 2. 
Из фундаментальной матрицы F  можно получить необходимые нам R и t. 
Однако мы рассматривали модель без учета дисторсии, с ее учетом 
зависимость точек между кадрами будет нелинейная, и рассматриваемое 
выше условие уже не будет работать. Но мы можем перейти к 
нормализованным точкам и использовать существенную матрицу E (essential 
matrix). По существенной матрице можно восстановить положение и поворот 
второй камеры относительно первой, поэтому она используется в задачах, в 
которых нужно определить движение камеры и определить трёхмерные 
координаты точки. Тогда мы получим следующую систему: 
 
 
   
   
 
 
 
   
        
 
 
 
                                                                                       (22) 
 
А также уравнение для неё: 
 
    
  
 
    
   .                                                                                      (23) 
 
Фундаментальная и сущностная матрицы связаны таким образом: 
 
                                                                                                        (24) 
 
Теперь перед нами встала задача нахождения либо фундаментальной 
матрицы F, либо существенной матрицы E, из которой позже мы сможем 
получить R и t. 
Вернемся к уравнению (21) и перепишем его в виде (  
    и   
   ): 
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                                                                                         (25) 
 
Здесь опущен параметр i ради удобства, но имеем ввиду что (25) 
справедливо для каждой точки. 
Введем вектор f и матрицу M: 
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Тогда всю систему уравнений можно представить в виде: 
 
                                                                                                                         (26) 
 
Поскольку уравнение однородно по коэффициентам F, можно 
положить, что      , и использовать минимум 8 точечных соответствий 
для записи (26) в виде системы 8х8 неоднородных линейных уравнений: 
 
 
 
 
 
 
 
 
 
 
    
     
     
     
 
    
     
     
     
 
    
     
     
     
 
    
    
     
     
     
     
 
    
     
     
     
     
 
    
     
     
     
     
 
     
    
     
     
 
    
     
     
 
    
     
     
 
    
     
     
     
     
     
     
     
     
     
     
     
 
    
     
     
     
     
     
     
     
     
     
     
     
 
    
     
     
     
     
     
     
     
     
     
     
     
 
    
     
     
     
     
     
     
     
     
     
     
     
 
    
     
     
     
     
     
     
     
     
     
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
   
   
   
   
   
   
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
                                                                                                                   (27) 
 
 Использование этой системы для нахождения фундаментальной 
матрицы даёт восьмиточечный алгоритм, первоначально предложенный 
Лонгетом-Хиггинсом. Очевидным решением здесь является нулевой вектор, 
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но нас интересуют не тривиальные решения. Стоит отметить, что 
использование алгоритма некорректно, если матрица 8х8 сингулярна. 
Теперь получим положения камер из существенной матрицы. 
 
Введем матрицу H:  
 
   
    
   
   
   
 
Используем сингулярное разложение на существенной матрице: 
 
                                                                                                       (28) 
 
Тогда получаем такие решения: 
 
      
 ,      
         
           
     
 
где    ,    — координаты положения камеры. 
Нам же необходимо положение камеры в локальных координатах 
самой камеры:  
 
      .                                                                                                 (29) 
 
Выходит четыре решения:           ,            ,            , 
          . В случае 8-ми точечного алгоритма, выбираем из этих четырёх 
решений. Выбрать нужно только одно, то, которое будет давать меньше 
ошибок. 
Для вычисления точек в трехмерном пространстве возьмем больше, 
чем два кадра  — A, B, C, … 
                         — положение камер кадров A, B, C,…  
            — нормализованные точки. 
Необходимо найти трехмерные координаты точки - X, используем 
уравнение (19) и составим систему, решив которую мы получим искомые 
координаты: 
 
 
 
 
             
 
 
             
 
 
             
 
 
 
 .                                                                                  (30) 
 
Чтобы работать с последовательностью кадров, нужно просто разбить 
последовательность на последовательные пары кадров. Обрабатывая пары 
кадров, мы получаем смещение камеры от одного кадра к другому. Из этого 
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можно получить координаты положения камеры в остальных кадрах. По 
точкам-соответствиям получаем трехмерные координаты точек в 
пространстве и получаем облако точек, которое можно превратить в 
трехмерную модель[4][6]. 
 
2 Требования к программному продукту 
 
Разрабатываемый программный продукт, реализующий трёхмерную 
реконструкцию изображений, тем самым выполняя алгоритм, приведённый 
выше, должен соответствовать ряду требований: 
 не требовать специальных средств и аппаратуры; 
 быть удобным в использовании; 
 строить достоверную модель реально существующего объекта; 
 не требовать больших затрат ресурсов (времени и памяти); 
 быть открытым и доступным. 
Всвязи с этим проведем обзор уже существующих программных 
средств, которые решают подобные задачи. 
  
3 Обзор программных средств 
 
Задача построения 3D объекта по видеоряду сводится к задаче 
построения 3D объекта из набора изображений, поэтому мы рассмотрим 
различные программные продукты, которые строят модели не только из 
видео, но также и из набора изображений. 
Доктор Дэвид Маккиннон (David McKinnon) из Технологического 
университета в Квинсленде (Австралия) разработал революционную 
программу 3DSee, которая генерирует 3D-модели на основе обычных 
фотографий — автоматически, без человеческого участия. Для работы 
движку нужно 5-15 фотографий, которые соответствуют требованиям, в том 
числе должны пересекаться как минимум на 80-90%.  
Программа ищет точки пересечения, анализирует характеристики оптической 
системы (фокусное расстояние камеры и проч.), создаёт файл геометрии 
сцены и происходит 3D-реконструкция. От пользователя требуется только 
предоставить изображения. 
В Disney Research было разработано приложение, способное строить 
3D-модели из обычных фотографий. Благодаря оригинальному алгоритму, 
программа способна из нескольких сотен изображений строить трехмерные 
модели сложных сцен прямиком из реальной жизни, и поэтому обещает стать 
полезным средством для создания фильмов, игр и моделей для 3D-принтеров. 
Заслуга Disney Research в том, что созданный ими алгоритм умеет 
эффективно распоряжаться огромными масштабами данных, обрабатывая их 
без необходимости держать все данные в памяти одновременно. 
PhotoModeler(разработчик Eos Systems) является одним из наиболее 
известных в мире пакетов фотограмметрического ПО, предназначенного для 
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получения трехмерных моделей на основе фотографий, которые создаются 
путем преобразования двумерной информации, содержащейся в 
фотографиях, в точно рассчитанные трехмерные точки, линии и плоскости, а 
затем могут быть экспортированы в AutoCAD, 3dStudio и другие пакеты для 
дальнейшей обработки. Создание трехмерной модели в PhotoModeler — 
операция весьма кропотливая в силу того, что многие действия приходится 
выполнять вручную и осуществляется в несколько этапов. Вначале 
необходимо получить и отсканировать фотографии. Идеальный вариант — 
наличие такого количества фотографий, чтобы каждая большая отдельная 
плоскость объекта была запечатлена не менее чем с двух различных точек. 
Затем определяются параметры камеры (при этом допускается использование 
разных камер для разных снимков), определяются размеры объекта, для 
которого создается 3D-модель, и задается местоположение каждой из камер. 
После этого также вручную расставляются ключевые опорные точки, 
устанавливается тип связи между отдельными группами точек в виде линий 
или плоскостей. На последнем этапе на основе опорных точек, линий и 
плоскостей программа генерирует трехмерную модель, которую можно будет 
экспортировать в CAD-программу. Оценить полученный результат позволяет 
модуль 3D Viewer, благодаря которому можно подробно рассматривать и 
вращать любые модели. 
Приложение 3D Photo Builder Professional (разработчик Anything3d) 
служит для получения профессиональных трехмерных изображений на 
основе серий обычных фотографий, снятых в разных ракурсах. В первую 
очередь программа ориентирована на дизайнеров, которые занимаются 
созданием наглядных объемных изображений, демонстрирующих товары, 
предлагаемые компанией, для интерактивных каталогов продукции. 3D Photo 
Builder Professional отличается удобным и дружественным интерфейсом и 
поддерживает широкий набор разнообразных инструментов для хранения, 
редактирования, предварительного просмотра, экспорта и публикации 
изображений в Сети. Использование интеллектуального алгоритма сшивания 
фотографий в автоматическом режиме, дополненное возможностями ручной 
коррекции и настройки параметров фона заполнения, позволяет добиваться 
профессионального качества создаваемых трехмерных изображений. 
Встроенный графический редактор дает возможность осуществлять 
цветовую коррекцию, искажение и обрезку исходных изображений. 
Широкий диапазон форматов импорта и экспорта позволяет импортировать 
снимки с TWAIN-источников и экспортировать трехмерные изображения в 
форматы flash, qtvr, avi и др. Возможны сохранение изображений как zip-
архивов, анимационных gif’ов и скринсейверов и отправка их по 
электронной почте, сохранение в html-формате и загрузка на ftp-сервер при 
помощи специального встроенного модуля Web-загрузки. 
3DCombine (RPS Software) является приложением для создания 
стереоизображений и стереовидеофайлов. С помощью программы можно с 
легкостью превратить стереопару в трехмерное изображение в одном из 
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поддерживаемых программой трехмерных стереоформатов: Parallel, Cross 
Eyed (JPS), Above/Below (Left/Right), Red/Green Anaglyph (Gray), Red/Blue 
Anaglyph (Colour), Interlaced или Yellow/Blue Anaglyph (Colour). Кроме того, 
3DCombine умеет конвертировать плоское изображение в объемное, 
восстанавливая информацию о глубине изображения путем анализа 
перспективы и теней. На первый взгляд работа с программой не представляет 
ни малейшего труда — достаточно загрузить исходные изображения и 
выбрать метод преобразования, тем более что все они могут настраиваться в 
автоматическом режиме. К тому же можно прибегнуть к помощи мастера, 
который проведет пользователя через все необходимые этапы. Однако все не 
так просто, и добиться действительно впечатляющего результата удастся 
только при наличии немалого опыта по обработке стереоизображений, 
однако профессионалы при помощи 3DCombine могут получить уникальные 
результаты. Любители же должны будут предварительно внимательно 
ознакомиться с входящими в поставку демонстрационными примерами и с 
технологиями создания иллюзии объема в стереоизображениях. 
Компания Auotodesk, разработала облачный сервис под названием 
123D Catch, который позволяет в автоматическом режиме построить 3D 
модель объекта по набору фотоизображений. Есть несколько ограничений на 
изображения и процесс съемки: 
 Сначала производится съемка объекта со всех сторон, а 
затем делаются более детальные виды (если требуется); 
 Объект должен быть неподвижен. Необходимо 
перемещаться вокруг него, а не вращать объект; 
 Каждый последующий кадр должен 
накладываться/пересекать предыдущий; 
 Сервис не работает с прозрачными объектами; 
 Количество фотографий не должно превышать 70 штук; 
 Размер фото уменьшается на серверах сервиса до 3 
мегапикселей.  
На выходе получаются хорошие модели, которые можно сохранить в 
разных форматах.[1] 
Однако практически все программы данного типа являются закрытыми 
разработками или платными, с закрытым кодом, что делает их использование 
в исследованиях практически невозможным. 
 
4 Обзор инструментальных средств 
 
На сегодняшний момент существует небольшой выбор 
программных библиотек с реализацией алгоритмов компьютерного 
зрения и 3D реконструкции. Многие из них являются частными 
закрытыми разработками внутри корпораций (Intel, Microsoft, Google), а 
некоторые результатом деятельности отдельных программистов, 
университетов и компаний со всего мира, и распространяемые под 
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свободными лицензиями. Именно библиотеки со свободным 
лицензированием рассматривались в качестве инструментального 
средства для разработки настоящего программного продукта, так как они  
доступны и имеют документацию, что упрощает разработку проекта.  
Существуют две основные библиотеки компьютерного зрения:  
 PCL (Point-Clouds Library) 
 OpenCV (OpenSource Computer Vision) 
PCL – это большой открытый проект для работы с изображениями 
и обработкой облаков точек. PCL содержит множество 
высокотехнологичных алгоритмов, включающих в себя фильтрацию, 
получение особенностей на изображении, реконструкцию поверхности, 
фиксацию объектов, подгонку моделей, и сегментацию. Может свободно 
применяться для коммерческого и исследовательского использования. [7] 
OpenCV – библиотека алгоритмов компьютерного зрения, 
обработки изображений и численных алгоритмов общего назначения с 
открытым кодом. Реализована на C/C++, также разрабатывается для 
Python, Java, Ruby, Matlab, Lua и других языков. Может свободно 
использоваться в академических и коммерческих целях — 
распространяется в условиях лицензии BSD.  Библиотека содержит более 
2500 оптимизированных алгоритмов, которые включают в себя набор как 
классических, так и современных алгоритмов компьютерного зрения и 
машинного обучения. Алгоритмы могут быть использованы для 
определения и распознавания лиц, определения объектов, классификации 
движений человека на видео, интерпретации изображений, калибровки 
камеры по эталону, устранение оптических искажений, определение 
сходства, анализ перемещения объекта, определение формы объекта и 
слежение за объектом, 3D-реконструкция, сегментация объекта, 
распознавание жестов и многое другое. OpenCV имеет более чем 47 
тысяч человек в сообществе и примерное количество загрузок превышает 
7 миллионов. Библиотека широко используется в компаниях, 
исследовательских группах и государственных органах . 
Основные модули библиотеки: 
 cxcore - ядро, содержит базовые структуры данных и 
алгоритмы, базовые операции над многомерными числовыми 
массивами, реализует матричную алгебру, математические 
функции, генераторы случайных чисел, базовые функции 2D 
графики; 
 CV - модуль обработки изображений и компьютерного 
зрения, содержит: базовые операции над изображениями 
(фильтрация, геометрические преобразования, 
преобразование цветовых пространств и т. д.);  анализ 
изображений (выбор отличительных признаков, морфология, 
поиск контуров, гистограммы); анализ движения, слежение за 
объектами; обнаружение объектов, в частности лиц; 
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калибровка камер, элементы восстановления 
пространственной структуры. 
 Highgui - модуль для ввода/вывода изображений и видео, 
создания пользовательского интерфейса, реализует: захват 
видео с камер и из видео файлов, чтение/запись статических 
изображений; функции для организации простого UI 
(пользовательского интерфейса). 
 Cvaux содержит пространственное зрение, которое включает в 
себя: стерео калибровку, самокалибровку, поиск стерео-
соответствий. 
 CvCam позволяет осуществлять захват видео с цифровых 
видео-камер. [3] 
LibMV – это программно-аппаратная часть реализующая 
компьютерное зрение. В отличие от многих библиотек компьютерного 
зрения с широким спектром задач, LibMV сфокусирована на алгоритмах 
сопоставления движений, плотной реконструкции, реконструкции из 
неорганизованной коллекции фотографий, распознавании изображений и 
др. 
В данном дипломном проекте была выбрана библиотека OpenCV, 
как наиболее широко распространённая и сопровождаемая подробной 
документацией. Библиотека содержит модуль SFM (Structure-From-
Motion). Этот модуль содержит алгоритмы для выполнения трёхмерной 
реконструкции из набора двумерных изображений. Ядром модуля 
является облегчённая версия библиотеки LibMV, которая в свою очередь 
разделена на несколько отдельных модулей, которые могут решить 
поставленные задачи, реализуя алгоритмы SIFT, восьмиточечный 
алгоритм и др. 
 
5 Архитектура программного продукта 
 
В современном мире наиболее удобной моделью является такая 
модель как «клиент-сервер». Большинство устройств имеют выход в 
интернет, и действительно удобно вести ресурсозатратные вычисления 
на отдаленном сервере. Стандартизация клиентов для взаимодействия с 
Интернетом не подлежит сомнению, тогда как гибкость сервера в свою 
очередь напротив, позволяет решать задачу с минимальной подстройкой 
под платформу, существенно упрощая её реализацию. Также модель 
«клиент-сервер» позволяет разделить программный продукт на две 
существенные части и облегчить разработку каждого из них. 
При реализации данного программного продукта была выбрана 
именно модель «клиент-сервер» ввиду вышеперечисленных достоинств. 
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В общем виде, архитектуру приложения можно представить в виде 
следующей блок-схемы: 
 
 
Рисунок 4 - Архитектура приложения 
 
Описание компонентов: 
 Сервер на базе операционной системы GNU/Linux–любой 
компьютер с сетевой картой и доступом в интернети 
установленной на нём операционной системой DebianGNU/Linux; 
 Веб-сервер Apache – установленный из пакетов ОС Debian с 
поддержкой подключаемых модулей; 
 Модуль CGI– модуль из стандартной поставки веб-сервера Apache, 
позволяющий выполняться сценариям и программам на многих 
языках программирования; 
 Веб-страницы – написанные на чистом языке разметки HTML для 
предоставления конечному пользователю удобный 
пользовательский интерфейс; 
 Модуль взаимодействия с клиентом – написанная на языке 
программирования Python программа, работающая в контексте 
CGI, которая выполняет загрузку предоставленных пользователем 
изображений, подготовку, выполнение программного модуля 
трёхмерной реконструкции с передачей ему входных данных и 
динамическое построение HTML страницы с результатом процесса 
реконструкции; 
 Программный модуль для процесса реконструкции – это 
написанное на языке программирования C++ приложение, 
выполняющееся в контексте операционной системы и 
Сервер на базе 
операционной системы 
GNU/Linux 
Веб-сервер Apache 
Модуль 
взаимодействия с 
клиентом 
Программный модуль 
для процесса 
реконструкции 
Модуль CGI 
Веб-страница Клиент на С#  
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использующее библиотеку OpenCV с модулем SFM для создания 
облака точек. 
 Клиент на языке C#, реализуещее разложение видео на кадры. 
 
6 Экспериментальные исследования 
 
В ходе экспериментальных исследований были загружены 
изображения различных объектов (зданий, маленьких фигурок). 
1. Здание РЖД 
 
 
 
Рисунок 5 – Фотография здания РЖД и построенная модель. 
 
На основе 8 кадров было найдено 8092 точки, время расчетов 
составило 93,1 секунды. На модели присутствуют лишние точки, но в целом 
объект можно узнать. 
2. Глобус 
 
 
 
Рисунок 6 –Фотография глобуса и его построенная модель 
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На основе 9 кадров было найдено 1197 точек, время расчетов составило 
39 секунд. Объект построен не точно, проблема вероятнее всего в освещении 
объекта.   
3. Фигурка совы 
 
 
 
Рисунок 7 – Фотография совы и построенная на её основе модель 
 
На основе 9 кадров было найдено 1434 ключевых точки, время 
расчетов составило 56 секунд. Модель вышла достаточно хорошая, объект 
узнаваем. 
4. Часть корпуса университета 
 
 
 
Рисунок 8 – Фотография корпуса университета и построенная на её основе 
модель 
 
На основе 12 кадров было найдено 12667 ключевых точек, время 
расчетов 245 секунд. Объект получился похожим на реальный, можно 
разглядеть окна. 
В общем было проведено около 20 экспериментов, из них около 50% 
успешны, однако некоторые объекты получились неузнаваемы. На качество 
модели влияет зашумленность фона, освещение, количество и качество 
кадров. Также очень сильно влияют ошибки расчета фокального расстояния, 
которое вводится пользователем при создании модели, и если оно указано 
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неверно, то на выходе мы чаще всего получаем бесформенное облако точек. 
В целом модели получились разреженные, и в дальнейшем надо работать над 
созданием более плотных моделей. 
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ЗАКЛЮЧЕНИЕ 
 
В ходе данной дипломной работы было проведено исследование 
различных методов и алгоритмов трёхмерной реконструкции и 
компьютерного зрения. Был выбран оптимальный алгоритм для решения 
поставленных задач, он неплохо показал себя в некоторых экспериментах, 
однако оказался недостаточно эффективным в других, и нуждается в 
доработке и дополнительном исследовании. Также необходимо исследовать 
больше алгоритмов для фильтрации «недостоверных точек».   
Было реализовано программное обеспечение, основанное на модели 
«клиент-сервер», которое справляется с задачей реконструкции трёхмерного 
объекта. Для реализации данного проекта была выбрана библиотека 
компьютерного зрения OpenCV. Программа работает быстро и удобна в 
использовании, не требует специальных средств, и следовательно, 
удовлетворяет поставленным требованиям.  
 В целом проект нуждается в дополнительных исследованиях и 
доработке, сейчас область компьютерного зрения активно развивается, и 
появляются новые методы и алгоритмы, которые могут помочь решить 
поставленные задачи более точно. В настоящее время, проблемы, 
рассматриваемые в данной дипломной работе, остаются актуальными и ждут 
своего решения.  
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