Abstract-Recently the use of lattice reduction (LR) methods for data detection in multiple-input multiple-output (MIMO) systems has been proposed in order to achieve full diversity with suboptimal detection schemes. To this end, several reduction criteria and algorithms known from lattice theory have been applied. In this work new insights about the applicability of the various LR methods to linear and non-linear detection schemes are developed. In fact, the crucial performance parameters for linear and non-linear schemes are their associated postequalization SNRs. It turns out that Seysens's LR algorithm and LLL reduction perform differently with respect to these post-equalization SNRs, which explains their different error-rate behavior in context of linear as well as non-linear data detection.
I. INTRODUCTION In the past ten years the application of multiple antennas at the transmitter and the receiver has gained considerable interest in the research community. In case of spatial multiplexing systems the source transmits parallel data streams over the antennas to increase the spectral efficiency. To estimate the transmitted data with reasonable complexity several suboptimal detection schemes have been proposed. Unfortunately, these common linear and non-linear schemes cannot fully exploit the diversity that is available in multiple-input multipleoutput (MIMO) fading channels.
In order to improve the performance of these suboptimum schemes, the application of lattice reduction (LR) as a preprocessing method has been proposed [1] , [2] . In this context LR is applied to transform the system model into an equivalent one with a better conditioned channel matrix prior to low-complexity detectors using linear equalization (LE) or successive interference cancellation (SIC). This results in a significantly improved performance of the corresponding de tection scheme To this end several reduction algorithms like the well known LLL reduction [3] or Seysen's LR algorithm [4] have been applied for data detection in MIMO systems, e.g. [2] , [5] [6] [7] [8] . In fact, LLL reduction even allows LE or SIC schemes to achieve full diversity [9] . 
B. LLL-Reduction
The original definition of LLL reduction by Lenstra, Lenstra and Lovasz was restricted to real-valued matrices [3] and extended with respect to complex matrices recently [7] . Within this paper we focus on its complex-valued version since it requires less complexity and achieves comparable performance results. The LLL algorithm is based on the QR decomposition Starting with H QR the iterative LLL algorithm yields a reduced basis H= QR and a corresponding transformation matrix T To this end the algorithm successively performs so-called size-reductions to meet (3a) and exchanges two neighboring basis vectors if (3b) is not fulfilled [3] , [5] .
The beneficial impact of applying the Sorted QR Decomposition (SQRD) [12] to the computational complexity of the LLL algorithm was presented in [5] , [6] . Furthermore it was shown, that the consideration of the MMSE criterion by reducing the extended channel matrix A H=I (4) leads simultaneously to a strong performance improvement and further reduction of computational complexity [5] .
C. Dual LLL-Reduction
Instead of performing LLL reduction with respect to the basis H, a reduction of the dual basis H* (H+)H = H(HHH)- (5) was proposed in [9] in order to improve the performance of LR-aided LE. By applying LLL with respect to the dual basis the QR decomposition H* = Q*R* is achieved. In the sequel, this reduction will be abbreviated by DLLL and the corresponding f-th dual basis vector is denoted with he. For MMSE the extended dual matrix H* (H±)H is reduced.
D. Seysen's LR Algorithm
The basic principle of Seyen's LR algorithm [4] By using the reduced channel matrix Hl:= HT and introducing z=T-1s, system model (1) can be rewritten as [6] x = Hs + n = HTT-Hl + n = Hz + n .
(7)
The idea behind LR-aided data detection is to consider this equivalent system Fig. 1 . The case of finite constellations is discussed in detail in [5] . Q{2}. The multiplication with H+ usually causes less noise amplification than the multiplication with H+ due to the more orthogonal columns of Hf. Therefore, a hard decision based on 2 is in general more reliable than that based on s = H+x (corresponding to conventional ZF-LE). As mentioned before, the extension with respect to the MMSE criterion is directly achieved by LR of the extended channel matrix H introduced in (4) . As demonstrated in [5] , [6] [9] ).
Furthermore, the overall error probability will be dominated by the layer f with the minimum SNR1E, i. For a MIMO systems with NT = NR = 6 antennas part a) of Fig. 3 hout applying
