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Many planning problems require the synthesis 
of decisions of several, interactive individuals 
or agencies. Often, these groups are arranged 
within a hierarchical administrative structure or 
organization. Now, planning in hierarchical 
organizations is an interactive process in which 
a central or supremal unit coordinates lower 
level units to optimize overall system 
performance. When the subunits are afforded a 
degree of autonomy, the situation may become 
complicated by the fact that their individual 
objectives do not always coincide with those of 
the leader. 
Bilevel optimizations problems are 
mathematical programs which have a sub-set of 
their variables constrained to an optimal 
solution of other programs parameterized by their 
remaining variables. 
The present dissertation is devoted to 
''Integer Bilevel Programming". This dissertation 
is divided into five chapters, with an 
introduction in every chapter. 
Chapter 1 is a brief history about the origin 
of Operations Research followed by the 
definitions of basic techniques like linear 
programming, integer programming, multilevel 
programming and an overview of bilevel 
programming and its integer restriction. 
Chapter 2 deals with various cutting plane 
methods involved to solve an integer programming 
problem mainly Gomory's fractional cut, all 
integer cut, mixed integer cut NAZ-cut and AT-
cut. 
Chapter 3 examines various branch and bound 
techniques for solving integer programming 
problem. It explains the Land and Doig algorithm 
and Dakin'5 braching rule, also giving the basic 
knowledge of branching, bounding and fathoming in 
branch and bound techniques. 
Chapter 4 is devoted to the study of integer 
bilevel programming problem. The Kth-best 
algorithm for linear bilevel programming problem 
is extended to solve integer linear bilevel 
programming problem by introducing the improved 
NAZ cut for integer programming. This improved 
NAZ cut along with the A-T cut is used in 
extended Kth-best algorithm for integer linear 
bilevel programming problem. 
Chapter 5 gives an overview on applications 
of bilevel programming problem in different 
fields. Mathematical formulations of problems 
related to market economy, waste minimization, 
chemicals and distributors is also represented. 
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1.1 Brief History 
Before indulging into the depth of the topic "Integer Bilevel 
Programming" it is necessary to have sufficient knowledge of the tree 
from where the topic is branched out. It is known that in this era of 
research and development where there are uncountable number of 
fields and subject one should not ignore the history of the topic. So 
going into the history of scientific achievements of mankind it is 
found that Operations Research was originated during the Second 
World War, when the military management in the U.K. called upon a 
group of scientist from different discipline to use their scientific 
talent for providing assistance to several strategic and logical war 
problems. And soon an encouraging result was achieved by British 
Scientist. They develop the methodology to optimize their objectives. 
They coined the term as "Operations Research" because they were 
dealing with "Research on Military Operations". OR (Operations 
Research) became a technique for decision making problems to 
establish the optimal solutions. It is concerned with the application of 
scientific methods. 
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Later after the World War is over, with the advent of the 
industrial revolution the world has seen a remarkable growth in size 
and complexity of organizations. A large number of new technique 
and sophisticated tools of analysis are being required to meet the 
challenge arising from the modern technology that too accompanied 
by the advance scientific techniques. This leads to the emergence of 
Operations Research that is quite efficient in determining an optimal 
solution from all available alternative situations. Although there are 
many types of conceivable operations, the practitioners of operations 
research have found that a number of problems reappear in different 
circumstances. Thus, an operation may be in the area of 
manufacturer industry while still another may be in service sector. 
However, their essential features are the same. Thus, it is possible to 
describe these problems by naming the general categories into which 
they fall irrespective of their physical description. In addition, a 
common analytical technique can be used to find the solution of 
problems belonging to the same general category. These are 
commonly referred to as 'operations research techniques'. Some of 
the important O.R. techniques often used by decision-makers in 
modern times in business and industry are as under: 
• Linear Programming 
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Waiting line or queuing theory 
Inventory control/planning 
Reliability 
Game theory 
Decision theory 
Network analysis 
Simulation 
Integrated production models 
Non-linear programming 
Dynamic programming 
Heuristic programming 
Integer programming 
Algorithmic programming 
Quadratic programming 
Parametric programming 
Probabilistic programming 
Search theory 
Replacement theory 
Further, with invent of automation the centralization of 
organizational management has been disintegrated. For instance in 
today's world even a single unit of industry is divided into different 
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departments like of productions, sales and inventory that are also 
being governed by specialized men. Each department has its own 
goal and value system that often arise conflicting ideas and disagree 
with attempt to serve the common purpose of the overall 
organization. In such situation it becomes the most difficult task for 
the head of the organization to coordinate with the policies and 
component of different departments so that they serve the best 
interest to the industry. Such kind of a problem could be resolved 
introducing a new technique known as Bilevel Programming 
Problem. 
Further illustration has been explained step by step below. 
1.2 Linear Programming 
Linear Programming is concerned with solving a very special type of 
problem. One in which all relations must be linear both in the 
constraints and in the function to be optimized. 
The General Linear Programming can be described as follows: 
"Given a set of m linear inequalities or equations in n variables, we 
wish to find non-negative values of these variables which will satisfy 
the constraints and maximize some linear function of the variables." 
Mathematically this can be stated as 
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Minimize z = qxi + C2X2 H h c^ Xn (1.3.1) 
Subject to 
^ii^i + 312^ 2 + ••• + ^m^n > or = or < bi 
321X2 + 321X2 + ••• + a2nXn > or = or < b2 x {13.2) 
amiXi + 3^ 2X2 + - + SmnXnOr >= or < b^. 
Xi,X2, ...,Xn > 0 (1.3.3) 
Here qXi + C2X2 H \- c^x^ is the objective function to be 
minimized and will be denoted by Z. The coefficients ci, C2,..., Cn are 
the cost coefficients diud xi, xz, ..., Xn are the decision variables to he 
n 
determined. The inequality S a..x. ^^<= b. denotes the i* 
constraint. The coefficients aij are called the teciinological 
coefficients The technological coefficients form the constraint matrix 
A. 
^ == 
— 
^ 1 1 
^ 2 1 
a , 
« 1 2 
« 2 2 
iti 2. 
... 
... 
a 
a. 
Cl 
The column vector whose x^"^ component is hi which is referred to as 
the rigfit tiand side vector, represents the minimal requirements to 
be satisfied. The constraint xi, xi,..., Xn > 0 is called a feasible vector 
and represents the non-negativity restrictions The set of all such 
points is said to form the feasible region or feasible space. Any set 
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that satisfy the constraints (1.3.2) will be called a solution to the LPP 
(Linear Programming Problem). Any solution that satisfies the non-
negative restrictions is called a feasible solution. Any feasible 
solution which optimizes the objective function is called an optimal 
feasible solution. 
1.3 Integer Programming Problem 
Any decision problem (with an objective to be maximized or 
minimized) in which the decision variables must assume non-
fractional or discrete values may be classified as an integer 
optimization problem. In general, an integer problem may be 
constrained or unconstrained and the functions representing the 
objective and constraints may be linear or nonlinear. An integer 
problem is classified as linear if, by relaxing the integer restriction on 
the variables, the resulting functions are strictly linear. 
The general integer program may be defined as 
Maximize (orminimize) z= g^{x,,x,,...,x,,) (1-4.1) 
Subjectto^if,(x,,x2,...,xJ^ or = or ^ /,, ,/e M = {!,2,...,/»} (1.4.2) 
(1.4.3) 
XJ integer, J^ IQ N 
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If / = # , that is, all the variables x^ are restricted to integer values, 
the problem is called a pure integer program. Otherwise, \U '^ N, 
then one is dealing with mixed program. Equation (1.4.1) is the 
objective function, which can be a linear or non-linear function. 
Expression (1.4.2) and (1.4.3) are the constraints and non-negative 
restrictions respectively. In the absence of the integrality condition, 
the problem becomes an ordinary (continuous) linear or nonlinear 
program. 
Due to the integrity condition the set of all feasible solutions to 
an integer linear programming problems is no longer convex as a 
result the simplex method cannot be used to solve an integer linear 
programming problem. 
Sometimes, a good, if not optimal solution may be obtained by 
solving the problem without integer restrictions and then rounding 
off the results to integer values. Unfortunately this method does not 
produce fruitful results for every problem, rounding off may produce 
an integer solution that is infeasible or non-optimum, thus rounding 
offhas a limited value. 
A systematic procedure for obtaining an optimum integer 
solution to an all integer programming problems was first suggested 
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by R.E. Gomory. His method starts without taking into consideration 
the integer requirement. 
This type of programming is of particular importance in 
business and industry where quite often, the fractional solutions are 
unrealistic because the units are not divisible. For example, it is 
absurd to speak of 2.3 men working on project or 8.7 machines in a 
workshop. The integer solution to a problem can however, be 
obtained by rounding off the optimum values of the variables to the 
nearest integer values. But it is generally inaccurate to obtain an 
integer solution by rounding off in this manner, for there is no 
guarantee that the deviation from the exact integer solution will not 
be too large to retain the feasibility. 
Integer programming techniques are generally categorized 
into two broad types: (1) search methods and (2) cutting methods. 
The first type is motivated by the fact that the integer solution space 
can be regarded as consisting of a finite number of points. In its 
simplest form, search methods seek enumerating all such points. This 
would be equivalent to simple exhaustive enumeration. What makes 
search methods more promising than simple exhaustive 
enumeration, however, is that technique can be developed to 
enumerate only a portion of all candidate solutions while 
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automatically discarding the remaining points as non-promising. 
Clearly, the efficiency of the resulting search algorithm depends on 
the power of the techniques that are developed to discard the non-
promising solution points. 
Search methods primarily include implicit enumeration 
techniques and branch and bound techniques. The first type is mostly 
suited for the zero-one problem, and may actually be considered as a 
special case of the branch and bound methods. 
Cutting methods are developed primarily for the (mixed or 
pure) integer linear problem. These methods are motivated by the 
fact that the simplex solution to a linear program must occur at an 
extreme point. 
1.4 Multilevef Programming problem 
Many planning problems require the synthesis of decision of 
several, interacting individuals or agencies. Often, these groups are 
arranged within a hierarchical administrative structure, each with 
independent and perhaps conflicting objectives. 
A mathematical programming problem for this special kind of 
problem was developed and called upon as Multi level programming 
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problem. The general multi level programming problem is a nested 
optimization over a single feasible region. Control over the decision 
variables is partitioned among the levels but a decision variable of 
one level may affect the objective functions of other levels. Thus an 
important feature of multi level programming problems is that a 
planner at one level of the hierarchical may have his objective 
function and decision space determined in part by variables 
controlled at other levels. Hov^ever, his control instruments may 
allow him to influence the policies at other levels and thereby 
improve his own-objective function. 
The multi level programming problem as specialized to two 
levels can be viewed as a standard mathematical program whose 
constraint region has been modified to include an implicitly defined 
function which is also called as Bilevel Programming problem, i.e., the 
Bilevel Programming Problem (BPP) is a special case of multilevel 
programming problem. 
1.5 Bilevel Programming problem 
The idea of BPP was first motivated by the game theory of H. 
Stackelberg in 'The theory of the market economy' in the year 1952. 
And after years the original formulation for BPP appeared in 1973 in 
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a paper by J. Bracken and J. McGill (1973), although it was W. Candler 
and R. Nortan who first used the designation bi level and multilevel 
programming. However it was not until the early eighties that these 
problems started receiving the attention they deserve. The formal 
formulation of the linear BPP has been defined by Candler and 
Townsley in 'A Hnear two level Programming problem' in year 1982 
as well as Fortuny-Amat and McCarl in 'A representation and 
economic interpretation of a two-level programming problem' in 
year 1981. 
Problem Statement 
Before entering into the problem of two level programming, we 
first need to understand the outline required to construct the BPP. It 
possess some special characteristics 
1. There exist interacting decision-making units within a 
predominantly hierarchical structure. 
2. The execution of decisions is sequential from higher to lower 
level. The lower level decision maker executes its pohcies after 
and in view of the decision of the higher levels. 
3. Each decision-making unit optimizes its own objective function 
independently of other units, but is affected by the actions and 
reactions of other units. 
11 
Chapter 1 
4. The external effect on a decision-makers problem can be 
reflected in both his objective function and his set of feasible 
decisions. 
Further assume that there are two levels in a hierarchical with 
higher and lower level decision-makers, respectively. Let a vector of 
decision variables (x,y) e M" be partitioned among the two planners. 
The higher level decision maker has control over the vector x G 
Inland the lower-level decision maker has control over the vector y 
e M"2^  where ni+nz = n. Furthermore, assuming that F, f: 
M"i X IR"2 -^ li^ n are linear and bounded the linear BPP can 
mathematically be stated as follows: 
PI: maXjj F(x, y) = ax + by where y solves 
P2: maXyfix.y) = ex + dy, 
such that Ax -I- By < b, 
where a, c G W^\ b, d G M"2, b G M"", A is an mxnz matrix. Denote the 
problem constraint region 
S = {(x,y)\Ax + By < b]. 
Hence for each value of.v, lower level will react with a corresponding 
value ofj'. This induces a functional relationship between the 
decisions of leader and the reactions of the follower. For a given x, let 
Y(x) denote the set of optimal solution to the inner problem P2, 
12 
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max3,e(3(;,) /(y) = dy where Qix) = {y \By <b- Ax] 
And represent the higher-level decision-makers solution space, or the 
set of rational reactions of f over S, as 
'i'riS) = {(x,y)\ix,y)eS,yeY(ix)] 
We assume that S is closed, bounded and non-empty with Q(x) as 
bounded and non-empty and a unique solution exists for P2 for any 
feasible x. 
The definition of feasibility and optimality for the linear BPP are then 
given by the follow i^ng 
Definitionl: A point (x, y) is called feasibility if (x, y) £ H^f (S) 
Definition2: A feasible point (x*,y*) is called optimal if ax* -I- by* is 
unique for all y* 6 Y(x*), and ax* -I- by* > ax -l-by for all feasible 
pairs (x,y)eH^f(S). 
1.6 Integer Bilevel Programming Problem 
There are many real world bilevel programming problems in which 
all the decision variables make sense only if they have integer values. 
These types of problems are referred to as all integer bilevel 
13 
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programming problems. Also important decision making problems 
may involve decisions in both discrete and continuous variables. For 
example, a chemical engineering design problem may involve 
discrete decisions regarding the existence of chemical process units 
in addition to decisions in continuous variables, such as 
temperatures or pressures. Problems in this class, involving both 
discrete and continuous decision variables are mixed integer bilevel 
programming problems. Advances in the solution of the mixed 
integer bilevel programming problem can greatly expand the scope 
of decision making problems that can be modeled and solved within a 
bilevel optimization framework. The general mixed integer linear 
bilevel programming problem is of the following form: 
maXx F(x, y) = ax + by where y solves ^ 
maXy f(x, y) = CX + dy 
s. t. Ax + By 
Xi ,X2 , . . . ,X i6M"i , y i , y 2 , . . . , y j 6 E " 2 
> (1.7.1) 
where x is a vector of upper level variables, of which i are continuous 
and (ni-i) are integer, y is a vector of lower level variables, of which j 
are continuous and (nz-j) are integers. 
The general formulation (1.7.1) contains a number of classes of 
bilevel optimization problems by appropriate consideration or 
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elimination of its elements. These mixed-integer bilevel optimization 
problems can be classified into following categories: 
(I) Integer Upper, Continuous Lower: If the set of lower 
integer variables is empty, and the set of upper integer 
variables is nonempty, then the mixed-integer bilevel 
programming problem is of Type 1 . If the objective 
function and the constraints of both the upper and lower 
problems are linear, then this problem is a mixed-integer 
linear bilevel programming problem of Type I. If there 
are nonlinear terms in the lower or upper problem 
constraints or the objective functions, then the problem 
is a mixed integer nonlinear bilevel programming 
problem of Type I. 
(II) All Integer: If the sets of upper and lower integer 
variables are nonempty, and the sets of lower and upper 
continuous variables are empty, then the problem is a all 
integer bilevel programming problem. If the constraints 
and objective functions of both the upper and lower 
problems are linear, then the problem is an integer linear 
bilevel programming problem of Type II. Else, if there are 
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nonlinear terms, then the problem is an integer nonlinear 
bilevel programming problem of Type II. 
(III) Continuous Upper, Integer lower: If the sets of lower 
continuous and upper integer variables are empty, and 
the sets of lower integer and upper continuous variables 
are nonempty, then the problem is a mixed integer 
bilevel programming of Type 111. If the constraints and 
objective functions of both the lower and upper problems 
are linear, then the problem is a mixed integer linear 
bilevel programming problem of Type III. Else, if there 
are nonlinear terms, then the problem is a mixed integer 
nonlinear bilevel programming problem of Type III. 
(IV) Mixed Integer Upper and Lower: If the sets of both upper 
and lower continuous and integer variables are 
nonempty, then the problem is a mixed integer bilevel 
programming problem of Type IV. If the constraints and 
the objective functions of both the upper and lower 
problems are linear, then the problem is a mixed integer 
bilevel programming problem of Type IV. Else, if there 
are nonlinear terms, then the problem is a mixed integer 
nonlinear bilevel programming of Type IV. 
16 
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1.7 Applications of Bi-level Programming Problem 
The hierarchical optimization structure of Bi level 
Programming Problem appears naturally in many applications 
when lower level actions depend on upper level decisions. The 
applications include transportation, management, planning 
optimal design etc. In this dissertation 1 have classified the 
application into three areas 
1. Economic System 
There are many applications in the economic system 
such as a distribution centre, the stackelberg duoply model, a 
job incentive program and price ceilings in the oil industry etc. 
Let us consider here the case of distribution centre and 
see how a BPP can be applied to it. 
Assume a distribution centre supplying products to 
customers in a certain area which is also served by a 
competitor. Our distribution centre must set a price level for its 
products such that its profit maximized. However, the 
customers can buy either from the distribution centre or from 
competitors, depending on the relative prices of the product. In 
making this decision to buy, the customers will consider 
(excluding brand loyalty considerations) economic criteria 
17 
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such as cost minimization. There, again, the distribution centre 
faces a mathematical programming problem subject to the 
optimization problem of the customers. 
2. Agricultural model 
This problem has been presented in many applications 
such as a fertilizer supply model, the agricultural policy, Nile 
valley case, the milk industry, a Mexican agricultural model, a 
water supply model and the Indus Basin model etc. 
Consider the case of farming communities that use 
irrigation; frequently, during the growing season, the water 
supply is not sufficient to entirely cover the requirements of all 
possible water use patterns. Thus some kind of entity (maybe a 
government agency) is usually placed in charge of allocating 
water. Evidently, no matter what the allocation criteria are the 
farmers will try to optimize their production according to their 
resources and the allotted water supply. Therefore, the entity 
in charge could wish to optimize its criteria for water 
distribution subject to the optimization problems of the 
farmers. 
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3. Government Policy 
Application in the distribution of government resources 
has been studied. Candler and Nortan presented a version of 
this problem in an economic policy context: the government 
determines certain goals to be achieved during the planning 
period, and in order to optimize their achievement, the 
government can use certain policy measures such as taxes and 
subsidies. Once the policy measures are announced, the private 
sector reacts to the government policy measures by optimally 
forming a plan of action. This private sector plan, however, may 
not be what the government anticipated. Further, the reaction 
of the private sector, together with the government's posted 
policy measures will jointly determine the degree of 
achievement of the government's economic goals. In any 
problem of this nature and, in general in an economic policy 
problem in which the government's objectives are at least in 
partial conflict with the private sector goals, the policy makers 
face an optimization problem subject to the optimization 
problems for industries and consumers. 
As an example of this process, consider the milk 
manufacturing industry. Assume that the particular goal 
selected by the policy makers for this sector is the reduction in 
i9 
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the use of imported fuel. To achieve this objective, the policy 
makers can impose taxes on imported fuels; they can also 
subsidize industries' use of domestically produced energy 
sources and/or industries' installation of certain energy 
efficient process, such as heat recovery devices. Once the 
detailed structure of taxes and subsidizes has been put forth by 
the government, industry vi'ill decide on its production plans. In 
the end, the industries' use of imported fuels may rise, remain 
the same as before, or diminish. The fact that industries react in 
accordance to their own objectives to any set of policy 
measures, and with disregard to the goals of the economy, 
forces the policy measures, use a strategy such that the use of 
imported fuels is minimized given that the industries will react 
rationally according to their goals and limitations. 
The above list is far from being complete and only gives 
us an impression of the many different fields where bilevel 
programming applications can be found. 
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2.1 Introduction 
Cutting plane technique is a systematic method for solving the integer 
programming problem. Gomory first suggested this method for solving 
an All integer linear programming problem and later extended the 
procedure to cover the more difficult case of Mixed integer linear 
programming problem where in certain variables are required to be 
integers. 
Now let us consider the continuous linear programming problem. 
Maximize z - ^^^ Cj j^ 
subject to Iljli ajj Xj = bj ; i = 1,2,..., m 
and Xj>0 ; j = 1,2,...., n 
Equivalently in matrix notations the above problem may be expressed 
as: 
Maximize z = c^x 
s.t. Ax = b 
x > 0 
21 
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If B is the final basis then the continuous optimal solution to the given 
problem will be given by 
XB = B-^b - B-^NBXNB (2.1.1) 
And the optimal value of the objective function is given by 
Z = C B^B + £ NB^ iNB (2.1.2) 
where XB and XNB are vectors of basis and non-basic variables at the 
continuous optimal solution respectively. Using (1) the objective 
function can be expressed in terms of non-basic variables as 
z = C'B (B-^b - B-INBXNB) + C'NBXNB 
= c'eB-ib - (c'gB-iNB - C'NB)XNB (2-1.3) 
If Zj is defined as Zj = c'BB-^aj ; j e NB (2.1.4) 
where aj is the j ' ^ column of A and NB denote the set of non-basic 
subscripts then by (2.1.4) 
(C'BB-^NB - C'N)XN = ZjeNB(Zj " Cj)Xj (2.1.5) 
The continuous optimal solution given in (1) can also be expressed as: 
Xj = xf - i;jgNB «ijXj ; i e M (2.1.6) 
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Using (2.1.1) where xfis the i* element of B'^b, aij is the (i, j) element 
of B~^N and M denote the set of basic subscripts 
Similarly using (2.1.3) and (2.1.5) the objective function can be 
expressed as 
Z= C, - Ej£NBCjXj (2.1.7) 
where c„ = EJ6NB Cj Xj and Cj = Zj - Cj; j £ NB. As the above solution is 
optimal we have Zj - Cj = Cj > 0 ; j 6 NB. 
Now consider the same LPP with integer restrictions on the 
variables. We can now restate the AILPP in terms of its continuous 
optimum solution as: 
Maximize z = c^  - I1J6NBCJXJ (2.1.8,a) 
subject to Xj = Xj* - EjeNB «ij ^ j : ^^^ (2.1.8.b) 
Xi, Xj > 0; i G M and j 6 NB (2.1.8.c) 
Xi and Xj integer (2.1.8.d) 
2.2 Gomoiy's Fractional cut 
Gomory, R.E. (1958) developed this cut to solve integer programs. First 
we treat the integer program as a linear program and solve ot by the 
primal of dual simplex method without integer restriction. 
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Let the optimal solution to the LPP be restricted, if all Xi's are integer 
then the problem is solved. If not, we select any of the constraint 
equations for which x,* S 0 (modi) =» X; does not have an integer value. 
Let the equation for Xk is selected that is 
Xk = Xk-EjeNBakjXj (2.2.1) 
is selected. Equation (9) can be expressed as 
Xk = K] + fk - SieNB(Kj] + fki)xj (2.2.2) 
Where [a] denote the largest integer less than a, fk > 0 is the fractional 
part of xj^ and f^ is positive fractional part of ttkj. Expression (2.2.2) is 
called the "source row". From (2.2.2) we get 
Xk - [Xk] + EjeNsKjlxj = fk - SjeNB fkj Xj (2.2.3) 
Now in order Xk and Xj; jeNB to be integer the RHS of (2.2.3) must also 
be integer. Thus a necessary condition for the variable Xk and x,; j€NB to 
be integer is that 
fk - EjGNefkjXj = O(modl) (2.2.4) 
Now, since f^  - SJ€NB fkjXj < fk < 1 
(2.2.4)=^ fk-Sj6NBfkjXj <0 
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or fk - ZjeNB fkjXj + s = 0 
where s > 0 is a slack variable. 
or s - EjeNBfkjXj= ~fk (2-2.5) 
Expression (2.2.5) is called the Gomory's fractional cut (in short f-cut) 
which should be added to the final tableau of the continuous solution. 
Since Xj = 0 ; j6NB we have s= -fk, which is infeasible. 
Dual simplex method is then applied to restore the feasibility. If the 
resulting optimum solution is integer the problem is solved, otherwise a 
new cut is constructed from the last simplex tableau. If it is impossible 
to restore feasibility after applying the cut then we conclude that no 
feasibility integer solution to the given problem exists. 
Numerical Illustration 
Minimize z= 6xi+5x2 
Subject to 2xi+X2 > 80 
xi+2x2 > 60 
Xi, X2 > 0 
Using column dual-simplex method we get the tableau of solution as 
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Tableau 0 
x4 x3 
z 
Xl 
X2 
X3 
X4 
800 
3 
100 
3 
40 
T 
0 
0 
7 
~3 
2 
~3 
1 
3 
-1 
0 
4 
" 3 
1 
3 
2 
" 3 
0 
-1 
Tableau '0' give the continuous optimum solution 
100 40 „<t 800 
asxi=—X2=-;Z*= — 
_ Xl 
100 1 1 1 
=33- and x, =13- both have - as their 
fractional part. We can break the tie arbitrarily-
taking the row corresponding to X2 as the source 
the "Source row". The fractional cut corresponding 
to X2 is denoted by f2-cut and is given by 
2^ fijXj + Sj = -fi iGM 
jeNB 
At present iteration i=2, NB = (4, 3} f24=-, f23 = -
Required f2-cut is _ i 1 _ 1 X4, — XQ T" S O — 3 4 3 i Z 3 
Adding this fz-cut at the bottom of the final continuous column simplex 
tableau we get 
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Tableau 0' 
X4 X3 
z 
Xl 
X2 
X3 
X4 
S2 
800 
3 
100 
3 
40 
3 
0 
0 
1 
3 
7 
3 
2 
3 
1 
3 
-1 
0 
1 
3 
4 
3 
1 
3 
2 
3 
0 
-1 
1 
3 
Most negative = {—, j , 0, 0, - - } 
si leaves. 
-Vs -V: 
Applying dual column simplex method we get the 
new improved tableau as 
Tableau 1 
z 
Xl 
X2 
X3 
X4 
X4 
268 
33 
14 
0 
1 
-1 
S2 
-4 
-1 1 
1 -2 
-1 0 
1 -1 
The current solution is x^  = 33 and xl = 14 with z* = 268 
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Since all current variables have integer values the current solution is the 
required all integer solution. 
Properties of fractional cut 
• Coefficient of the starting tableau: For the development of f-cut it 
is necessary that all variables including the slack and surplus must 
be integers. This is guaranteed by converting the starting tableau 
is an all integer tableau by multiplying each equation by an 
appropriate number. 
Example: Consider the constraint 
3X]^  + -X2 < — , where xi, X2 are integer 
Using y > 0 as slack variable we have 
1 13 
Sx-i + -x, + y = — 
It can be seen that this equation cannot be satisfied by any integer 
y. Note that xi, X2 are integers. Therefore, before adding y to LHS, 
we must multiply the constraint by 6 to convert all coefficients 
and the RHS into integer as 
18xi + 3X2 + y = 26 
Obviously xi = 1, X2 = 2 & y = 2 is one of the many integer 
solutions satisfying this constraint equation. 
28 
Chapter 2 
• Slack variables of f-cuts: The slack variable of the f-cut is 
necessarily integer. 
The f-cut is given as: s = -(f^ - Y,]em fkjXj) 
Since the RHS is an integer the LHS that is, s must also be an 
integer. This implies that the nevi' augmented LPP after 
introducing the f-cut is also an AILPP. This also shows that every 
f-cut necessarily passes through at least one integer point which 
may or may not be feasible. 
• Number of different cuts: Different cuts can be generated from the 
current continuous optimum tableau. This is achieved by using 
any of the tableau rows as a source row or any multiple of the row 
as a source row, or a multiple combination of all the rows of the 
tableau as a source row. From the computational point of view the 
strongest of these cuts is that one which cuts deepest in the 
continuous solution space without eliminating any integer point. 
• Strength of the f-cut: The P-cut is said to be stronger than the f**-
cutiff,;. < f^* for all i and fk > f,**, with strict inequality holding 
at least once. P-cut is said to be uniformly stronger than f**-cut if 
strict inequality holding at least once. 
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Conditions under which Gomory's f-cut algorithm converges: 
> The value of the objective function z is bounded from belovu 
for all feasible integer points. 
> Only one cut is added at a time. 
> The source row generating a cut is selected as the first 
equation in the tableau having fk ^ 0, starting with the 
objective equation. This means that z must also be an integer 
variable. 
2.3 Gomory^ s All Integer cut 
To eliminate the rounding off errors in fractional cuts Gomory, E. 
(1960) developed a more efficient procedure. In this cut the coefficients 
of variables are integer and its pivotal element is always '-1'. Thus if the 
original problem consists of all integer coefficients the integer property 
can be maintained and there will be no rounding off errors. The all 
integer cuts are derived directly from the initial dual feasible tableau 
and we need not to solve the continuous problem first. 
Consider the dual feasible AILPP as: 
Maximize b„ = agiXi + 302X3 + ••• + aojXj + ... + ao^ Xn 
subject to ajiXi + 342X2 + - + ajjX,- + - + Sj^ x^  < bj, i =^  1.2,..., m. 
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Xj>0;j=l,2,...,n. 
all Xj's are integer 
where bi < 0; i=l,2,...,m and agy < 0 ; j = 1,2,...,n. 
Let the row corresponding to Xk is selected as the source row that is 
Xfc = bj, - XjeNB akj Xj source row (2.3.1) 
where bk < 0. 
Multiplying the source row by - , where A > 1 we get 
A. 
Xk _ bk _ y, 0 ^ 
or 
or ([^]+fx)xk+EjeNB([Y]+fkj)Xj X 
If we drop (f;^ X^i^  + f^ j-Xj) which is a positive quantity is dropped from 
the L.H.S, the resulting inequality will be given as 
or H^^k + EjeNB A, ^ J - A 
or [iK+i:ieNB[^]x,<[!^] (2.3.2) 
Since, A >1, [j] - 0 and (2.3.2) gives, EJSNB A >=! ^  [ T ] 
or E, £NB X Xj +S^ = [^] (2.3.3) 
where Sk > 0 is the slack variable in the cut (2.3.3) 
31 
Chapter 2 
Expression (2.3.3) is required equation of the all integer cut called ^-cut. 
As Xj are non-basic their present value is zero and we have the new 
basic variable Sk = [-7] = negative integer. 
A. 
Thus after adding the cut the solution will become infeasible but 
optimum and we can apply the column dual simplex method to restore 
feasibility. 
Selection of A: In order to maintain the integer property of the tableau 
the pivotal element in the A-cut must be equal to -1. This condition is 
automatically satisfied if every negative coefficient in the LHS of A-cut if 
-1. This can be achieved by letting 
A > max jeNB {-%•} (2.3.4) 
akj<-l 
X can be selected more efficiently to produce maximize decrease in the 
value of the objective function. Let bo be the current value of the 
objective function and ar be the pivotal column. The improved value b^  
of the objective function is given by 
b: = b„ + [^]a„r,where h^<^ (2.3.5) 
(2.3.5) => unless aor=0, the decrease in bl is maximum when A should 
be as small as possible while keeping the pivotal element equal to '-1'. 
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By lexicographic property of the maximization dual tableau aj. is 
determined such that 
ar = l_minj£,/{aj} (2.3.6) 
Wherer = {j|akj<0;j6NB}. 
Expression (2.3.6) ensure that the pivotal element [-^] will be equal to 
Now let |if is the largest integer defined as: n,*is the largest integer 
satisfying 
^r < ^Sj - IGI ' 
With the above definition ofjip ^r = !• Also 
or 
or 
or 
X 
X 
X> 
< A 
-a-kj 
(2.3.7) 
JGI' 
Thus the smallest value of A satisfying the lexicographic condition will 
be 
X = maxyg;/(^] (2.3.8) 
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NOTE: The condition A > lis always satisfied by the value of A given by 
(2.3.8) except when the original pivotal element is already -1. In this 
situation we need not to construct A-cut and we continue with source 
row as the pivotal row. 
Numerical Illustration 
Minimize z = 2xi+5x2+2x3 
S.t -Xl+4X2+X3 >7 
Xl + 2X2-X3>4 
3xi+X2+2x3>5 
xi, X2, X3 >0 and integer 
Since the original problem is of minimization with cost vector c >0, it is 
dual feasible. Furthermore the constraints are of > type with RHS vector 
b >0. These conditions imply that 1-dual simplex method can be applied. 
We first write the problem as 
Maximize z = -2xi-5x2-2x3 
s.t. Xl - 4X2 - X3 - X4 = -7 
- Xl - 2X2+X3 - Xs = -4 
-3Xi -X2- 2X3-X6=-5 
Xj >0 and integer; j=l,2,...,6 
where X4, X5, and xe > 0 are surplus variables. 
34 
Chapter 2 
The starting l-dual simplex Tableau '0' as 
Tableau 0 
Xl X2 X3 
z 
Xl 
X2 
X3 
X4 
XS 
X6 
0 
0 
0 
0 
-7 
-4 
-5 
2 
-1 
0 
0 
1 
-1 
-3 
5 2 
0 0 
-1 0 
0 -1 
-4 -1 
-2 1 
-1 -2 
Since b4 = minb.{ b j = - 7 the 4* row will be the 
source row and we have k=4. 
In the source row elements 342= 1, a43=-l are 
negative therefore 1 = {2, 3}. 
Now 1 - minjej-(a2,33) = £3 because 32 = 
' 0 ^ 
- 1 
0 
- 4 
and 33 
' 0 ^ 
0 
- 1 
- 1 
3nd 
the first non-zero element of 33 is 2 which is less than first non-zero 
element of 32 which is 5. 
Thus 33 will be the pivotal column =^ \il =1. Now |i2= 2(Integer 
part of the first non-zero element of the j'h row; je| , to the first non-
zero element of the pivotal column) 
NowAjijej are 
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342 - ( - 4 ) _ , 
and ^ _ _ £ l 3 _ - ( - 1 ) _ ^ 
So that A= max {2,1} = 2. Thus the Arcut is given by 
iieNB Xj + Sk = bk LA for k=4 and \=2 
Xl + [-^]x2 + [-^]x3+S4= [-^] 
or 2xo - Xo + SA = - 4 
This cut will be added as the last row of the current tableau; 
Tableau 0' 
Xl X2 X3 
z 
Xl 
X2 
X3 
X4 
X5 
X6 
S4 
0 
0 
0 
0 
-7 
-4 
-5 
-4 
2 
-1 
0 
0 
1 
-1 
-3 
0 
5 3 
0 0 
-1 0 
0 -1 
-4 -1 
-2 1 
-1 -2 
-2 -1 
In the next solution xs will become a basic variable 
and S4 will became the new non-basic variable. 
After pivoting at '-1' the next tableau '1 ' is given as: 
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Tableau 1 
Xl X2 X3 
z 
Xl 
X2 
X3 
X4 
XS 
X6 
-8 
0 
0 
4 
-3 
-8 
-5 
2 
-1 
0 
0 
1 
-1 
-3 
1 2 
0 0 
-1 0 
2 -1 
-2 -1 
-4 1 
-1 -2 
Since bs = minb.<o{bi} = -8 the 5^ ^ J-QW will be the 
new source row and k=5. In the source row the 
element asi =-1 therefore, J = {1, 2}. Now 1-
minj6i-{aj) = a^ . 
Therefore §2 will be the pivotal column and |i2 = land \i[ = = 2. 
NowXj;iGj-are:Ai = - ^ = - and A2 = - ^ = 4. 
Thus X = max {1/2,4} = 4. This gives the A2-cut as: 
[-a^.^h r 4] — L 4j X2 + r 1] L 4J - - SA+SC = [-!] 
or - X i - X2 + Ss = - 2 
Appending this cut at the end of the table 1 we get 
37 
Chapter 2 
Tableau 1' 
Xl X2 S4 
z 
Xl 
X2 
X3 
X4 
X5 
X6 
S5 
-8 
0 
0 
4 
-3 
-8 
3 
-2 
2 
-1 
0 
0 
1 
-1 
-3 
-1 
1 2 
0 0 
-1 0 
2 -1 
-2 -1 
-4 1 
3 -2 
-1 0 
Pivoting at '-1' we get the next tableau '2' in which 
X2 will be the new basic variable and ss will be the 
new non-basic variable in place of xz. 
Tableau 2 
Xl S5 S4 
z 
Xl 
X2 
X3 
X4 
XS 
X6 
-10 
0 
2 
10 
1 
0 
-3 
1 
-1 
1 
-2 
3 
3 
-6 
1 2 
0 0 
-1 0 
2 -1 
-2 -1 
-4 1 
3 -2 
In the source row aes and aes are negative thus J = 
(1, 3}. ai will be the pivotal column and [il = 1. 
Now 1I3 = 2 and Aj; jG J" are Ai = - ^ = 6 
Xi + 
andAi = - ^ = 1=^  A == max {6,1} = 6. 
^^ 3 
And the Ae - cut is given as 
-Xl - S4 + S6 == - 1 
Appending this cut at the end of tableau 3 we get 
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Tableau 2' 
Xi S5 S4 
z 
Xl 
X2 
X3 
X4 
X5 
X6 
S6 
-10 
0 
2 
10 
1 
0 
-3 
-1 
1 
-1 
1 
-2 
3 
3 
-6 
-1 
1 2 
0 0 
-1 0 
2 -1 
-2 -1 
-4 1 
3 -2 
0 -1 
Pivoting at -1 we get the tableau '3' with xi as basic 
and S6 as non-basic variable. 
Tableau 3 
z 
Xl 
X2 
X3 
X4 
XS 
X6 
11 
1 
1 
2 
-2 
-3 
3 
S6 
1 
-1 
1 
-2 
3 
3 
-6 
S5 
1 
S4 
1 
0 1 
-1 -1 
2 1 
-2 -4 
-4 -2 
3 4 
J = (5,4} 1-min (ss, S4} = ss arbitrary. 
,,* _ 1 ,,* _ [2] _ 7 ^ _ (-4) _ A J - (-2) 114 - 1,114 - l^ -J - z, As - — — - 4, A4- — — 
And A =max {4, 2} = 4. Thus As'-cut will be 
= 2 
[-1] s^  + S4 + Sc = 
-S5 -S4 + S5 = -1 
Appending this cut at the end of tableau 3 we get 
Tableau 3' 
39 
Chapter 2 
S6 S5 S4 
z 
Xi 
X2 
X3 
X4 
X5 
X6 
S5 
-11 
1 
1 
2 
-2 
-3 
3 
-1 
1 
-1 
1 
-2 
3 
3 
-6 
0 
1 1 
0 1 
-1 -1 
2 1 
-2 -1 
-4 -2 
3 4 
-1 -1 
Pivoting at-1 we get the tableau '4' as 
Tableau 4 
S6 Ss S4 
z 
Xl 
X2 
X3 
X4 
X5 
X6 
-12 
1 
2 
0 
0 
1 
0 
1 
-1 
1 
-2 
3 
3 
-6 
1 1 
0 1 
-1 0 
2 -1 
-2 -6 
-4 2 
3 1 
The above solution is feasible and optimal with x^  = l^ Xj = 2^ X3 = 0 
and z* = - (-12) = 12, because the original problem was of 
minimization. 
2.4 Mixed Integer Cut 
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The previous two cuts viz. Gomory's f-cut and A-cut are constructed to 
solve AILPPs. These cuts are not appHcable to mixed integer LPPs 
(MILPP) where only some of the variables are restricted to be integers 
the remaining variables may be allowed to take non-integer values as 
well. The mixed cut is also due to Gomory, R.E. (Feb 1960). 
Consider a mixed integer linear programming problem which is 
dual feasible. 
Let Xk is required to be an integer. Further let its equation in the 
optimum continuous solution be 
Xk= Pk- EjeNBakjWj (2.4.1) 
where Wj are non-basic variables. 
This equation will be treated as the source row developing a mixed cut. 
A necessary condition for Xk to be integer is that any one of the 
two constraints 
Xk ^  [Pk] + 1 and Xk < [Pk] are satisfied. 
From equation (1) x^ - [p j^ = fk - IjeNB «kj 
where fk > 0 is the fractional part of (3k 
41 
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Nowifxk< [Pk] then - EjeNBakjWj < -fk (2.4.2) 
which would be the required cut if it is known in advance that the 
integer value of Xk at the optimal solution does not exceed [(3k]. 
On the other hand if Xk > [pk] + 1, then this is equivalent to 
SjENB «kjWj < fk - 1 (2.4.3) 
Now let 
l+ = (j |aki>0} 
and l" = {j| ctkj <0} 
then (2.4.2) implies 
- Zj€j+ «kjWj < - XjeNB «kjWj < -fk (2.4.4) 
l\er ctkjWj < ZjeNB "kj-Wj < fk - 1 
Multiplying both sides by > 0 we get 
S i e r ( ^ ) w , < - f k (2,4.5) 
Using the definitions of J+ and I' (2.4.4) and (2.4.5) can be combined into 
one condition as 
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^i^r ( T ^ ) ^i - ^J I^^  "i^ J^ i ^ - f^  ^2.4.6) 
Expression (2.4.6) is the required mixed cut or m-cut. 
A stronger m-cut (m*-cut): If some non-basic variables Wj are also 
integers the m-cut given by (2.4.6) can be made stronger. 
The original Xk will not be distributed if akj associated with an 
integer Wj is increased or decreased by any integer quantity which 
means that akj can be made positive or negative regardless of their 
values in Xk -equation. Thus for integer Wj the dichotomization of its akj 
according to |+ and J- is unnecessary. 
This means that the coefficient of Wj can be reduced in m~cut to make it 
the strongest. Thus for an integer Wj the smallest value of akj<0 is fkj -1 
and akj>0 is fkj, where akj= [akj] + fkj; 0<fkj<l. 
This means that in the m-cut the smallest absolute value for the 
coefficients must be {-77777 ^^ ^ J^  I' ^^^ ^^ j for j£ ]+. But since for 
integer Wj are unnecessary, the smallest coefficient for an integer Wj are 
given by 
«^ = ™"(lI^'M'- i^  
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where i= {j | w\ is an integer} 
=> Akj = fkj if fkj < fk 
^•^^^^-^ if fkj > fk 
(1-fk) ' -
and the stronger m-cut is given by 
^)el„- ( T ^ ) Wj - Ej„j a,jWj - Sjei X,^^ < - f, (2.4.7) 
where J" = {j|j e ( p n I„)} ; J+ = {j|j e 0+ n !„)} 
and In = {j|Wj is not an integer) that is In means (not in I). Expression 
(2.4.7) gives the stronger m-cut called m*-cut. 
Numerical Illustration 
Consider the Mixed integer linear programming problem: 
Maximize z = -5x2 - 10x4 +20 
subject to Xj —X2 —X4 = -
4 11 7 
- - X o + X3 -t-—X4 = -
Xl, X2;X3,X4, >0 
X3, X4 integer. 
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The matrix of technological coefficients is 
A = 
- - 0 -
3 3 
_ 4 . 11 
3 3 
B VO V 
An starting identity basis is available as B= (ai, as). The starting 1-dual 
tableau is: 
Tableau 0 
X2 X4 
Xi 
X2 
Xs 
X4 
20 
5 
3 
0 
7 
3 
0 
5 
5 
~3 
-1 
4 
~3 
0 
10 
1 
~3 
0 
11 
T 
-1 
Tableau '0' give the continuous optimum 
5 7 
solution as xi =-, xs =- ; Z*= 20 but xs must be 
an integer implies the row corresponding to xs 
will be the source row. 
The X3 - equation is given as 
7 , 4 11 
^ 3 =" ~ + 7X9 X4 
" 2 ^ - ( - ^ 2 + 7 X 4 ) (0 
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=^ {NB} = (2,4}, a32= - 1 and a34= j , [PK] = 2, fk = f3= ^ 
and;- = {4}and/+ = {2} 
The m-cut is given as 
or (7r^a32)x2- (a34)x4 < -fs 
2 11 ^ 1 
or - - ^ 2 ^4 ^ — 
3 "^  3 ^ 3 
2 11 1 r 4.\ 
or S3 - -X2 - JX4 = - - (m-cut) 
where 53 > 0 is slack variavle. 
However a stronger cut the m*-cut can be developed as given below. 
The m*-cut: 
We choose that NB variable Wj that should be integer, so j=4. (v j6 1) 
«34 = 7 = 3 + ^ =» [034] = 3 and f34 = ^ 
Thus A34 = m i n { ^ ^ , A y ] 
l ~ / 3 4 
= ™"'H)'=J 
= min le'sJ 
Further 1= (4), also, In = (NB) - {1} = [2, 4} - (4} = {2} 
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Thus In = {{2} n {2}) = {2} 
Jrt = {{4} n { 2}} = (p 
and the m*-cut is given by 
Sjefn- ( T ^ ) Wj - EjeiS «kj Wj - Ej6i AkjWj < - f^  
or 
or 
or 
fa "3 
^ W 2 - 0 - A34W4 < - f g 
1—111 
2 1 ^ 1 
2 1 _ 1 
S3 - - ^ 2 " 7 ^ 4 - ; (m*-cut) 
where S3 > 0 is the slack variable of the m*-cut. 
Appending this cut at the end of the Tableau '0' we get 
Tableau 0' 
X2 X4 
Xi 
X2 
X3 
X4 
S3 
20 
5 
3 
0 
7 
3 
0 
1 
3 
5 
5 
~3 
-1 
4 
~3 
0 
2 
3 
10 
1 
~3 
0 
11 
T 
-1 
1 
6 
Pivoting at - - the next tableau is 
^ 3 
ar = l-min{aj | je NB) 
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Tableau 1 
S3 X4 
Xi 
X2 
X3 
X4 
35 
T 
5 
2 
1 
2 
3 
0 
15 
y 
5 
~2 
3 
" 2 
-2 
0 
35 
T 
1 
12 
1 
4 
4 
-1 
5 1 
The solution given by this table is X2 = -; ^2 = - / ^ 3 = 3 & X4 = 0 
in which Xg and X4are integers. 
This is the required optimum solution. The value of the objective 
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2 
2.5 NAZ Cut and A-T Cut for Integer Programming 
NAZ cut has recently been developed by Abdul Bari and Qazi 
Shoeb Ahmed in March (2003) to add to the integer programming 
problem after finding the solution to the linear programming relaxation 
problem. This new type of cut has been derived by finding the minimum 
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perpendicular distance from the integer points, which are inside the 
feasible region, to the objective surface passing through the non-integer 
solution. The cut is the hyperplane passing through this point and 
parallel to the objective function surface. The cut has been designed in 
such a way that the feasible region of an integer program is 
considerably reduced. 
The NAZ cut can be briefly described as below: 
We consider a pure integer programming problem 
Maximize z = ex ^ 
subject to AnjxnX < b (PI) 
X = (Xi,X2, . . . ,Xn) > 0 J 
And Xj integers j=l, 2,..., n. 
The linear programming problem derived by omitting all the integer 
restrictions on the variables is called the linear programming relaxation. 
The linear programming relaxation associated with the above ILPP is 
Maximize z = ex ] 
simply subject to Ax < b[ (P2) 
x > 0 J 
First we solve the linear programming relaxation. Let the solution be x*. 
If x* is all integer, then the problem is solved. 
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Let the kth component of x* be non-integer with value x'' = a .^ The 
nearest integer values to x'' are 
xf = [a^Jand a^  = [a^] + 1 = (4), for k = 1,2, n. 
Where [t] is the largest integer less than or equal to t and (t) is the 
smallest integer greater than or equal to t. 
With such bifurcations we can find all the 2" integer points in the 
surrounding of the non integer solution x*. Denote the set of indices of 
these 2" points by T. 
Let the objective value at x* be z*. thus the objective function level 
plane at X* will be-
ex* = z* (2.5.1) 
Now we find the perpendicular distance dj from the surrounding 
points, to the objective plane by using the formula Dantzig (1963), 
z * - ex? 
di= 4 - ^ ^ , ieT (2.5.2) 
• - 1 = 1 "-J 
where xf is an integer point around x*. 
Now we search for the point xfwhich has a minimum distance 
from the objective function hyper plane. 
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Obviously the negative distance and the distance from the 
infeasible points should be omitted. We choose the minimum positive 
distance from the points, which are feasible. 
Let S be the set of indices i6T for which xf are feasible. 
Let x° = [^ = rninie^ d^ } 
A plane passing through this integer point and parallel to the objective 
htper plane will be cx°= TP. 
Clearly zO<z*. 
We will introduce the NAZ cut 
cxo > zo (2.5.3) 
Now z° acts as a lower bound for the integer solution to the problem PI. 
It has been further proved that this cut will not eliminate the optimal 
integer solution from the original integer programming problem. 
Bari and Alam (2005) have further extended this approach to find the 
integer optimum after adding NAZ cut. They have introduced the A-T 
cut and showed that the integer optimal solution within the reduced 
region obtained after adding NAZ cut will always lie on this cut. 
Let x" be defined as: 
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Now to find the integer optimum solution A-T cut at x" is defined as 
Numerical Illustration 
Maximize z = 2xi + 3x2 
s.t. 5x1 + 2x2 < 15 
3x1 + 5x2 < 15 
xi, X2 > 0 and integer. 
After solving this problem as a non-integer problem by using simplex 
method we get the non-integer solution as 
xi= 2.37 X2= 158 and z = 9.48. 
So we round off the non-integer solution to the nearest four 
integers point as (2, 2), (3, 2), (3, 1) and (2, 1). Now calculate the 
perpendicular distances from these points by using the distance 
formula. 
- 0 57 
The distance from the point (2, 2) is -j=^, 
- 2 57 
The distance from the point (3, 2) is —j=^, 
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0.43 
The distance from the point (3,1) is —= 
2.43 The distance from the point (2,1) is -j=r 
We discard those points for which distance is negative and check 
whether the constraints are satisfied then discard that point. Now we 
are left with only one point (2,1), which is in the feasible region. 
Now we derive NAZ cut passing through the integer point (2, 1) as 
(Figure 2) 
\ -^ 
•'-<,^f<-t 
^ d •• - ^ ' ^ 
'M 
1 
^ r v . 
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Fig 2 
2xi + 3x2 > 7 
And solving the problem by using branch and bound method we get the 
optimal integer solution to the problem as (figure 3) 
xi = 0, X2 = 3 and z=9. 
x , < 2 
X, = 2.37 
Xj = 1.5S 
z = 9.48 
vX, a 3 
X, < 1 
1 
X, = 2.00 
X,, = 1.80 
z = 9.40 
Infeasible 
Fathomed 
(Integer solulion) 
x , < l . 
X, = 1.68 
X, = 2.00 
z = 9.35 . x , > 2 
X, = 1.00 
X, = 138 
7 = 9.13 oc,>3 
Infeasible 
x, = 1.00 
X, = 2.00 
z = 8.00 
Fathomed 
(Integer solution) 
X, = 0.00 
X, = 3.00 
z = 9.00 
Fathomed 
(Integer optimal solution) 
Fig 3 
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ranek and ^oii/nd 
>;.c^ 
^ / " . > ^ 
.J^M^iA ^ .~^ b'-• y w . ^ - ^ - - '^ -
3.1 Introduction 
The solution space of a general integer programming 
problem can be assumed bounded with only a finite number of 
integer points in it. Thus in order to solve an integer linear 
programming problem (ILPP) one can enumerate all such 
integer point and keep track of the feasible solution with best 
possible objective value. Unfortunately the number of integer 
points, although finite can be very large. So that it may not be 
practically possible to enumerate all such points. 
Branch and Bound (B & B) gives a general algorithm for 
finding optimal solutions of various optimization problems, 
especially in discrete and combinatorial optimization. It consists of a 
systematic enumeration of all candidate solutions, where large 
subsets of fruitless candidates are discarded by using upper and 
lower estimated bounds of the quantity being optimized. 
At first a continuous optimum solution is obtained. If this 
solution satisfies the integer restrictions also, then the problem 
is solved otherwise Branch and Bound Method may be applied. 
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The application of Branch and Bound Method involves three 
basic operations. Branching, Bounding and Fathoming. 
> Branching: 
Branching is a partition of the continuous solution space 
into disjoint subspaces (sub problems) which are also 
continuous. The purpose of branching is to eliminate parts of 
the continuous solution space that are not feasible for integer 
problem. This is achieved by adding mutually exclusive 
constraints that are necessary conditions for integer solutions, 
in such a way that no feasible integer point is eliminated, 
> Bounding: 
Assuming that the original problem is of maximization, the 
optimal objective value of each sub problem created by 
branching sets an upper bound on the objective value of the 
associated integer feasible solutions. The process of computing 
the bounds is called bounding. These bounds are essential for 
"ranking" the optimal solutions of the sub problems and hence 
to locate the optimal integer solution. 
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> Fathoming: 
In Branching and Bounding Method each created sub 
problem is solved as a continuous problem. A sub problem that 
has been discarded for further consideration of branching is 
called a fathomed sub problem. There may be three reasons for 
fathoming a sub problem. 
(i) The sub problem yields an integer solution. This provides 
a lower bound on the optimum integer solution. 
(ii) The continuous optimal solution of the sub problem is no 
better than the current best integer solution. 
(iii) The sub problem is infeasible. 
> Optimality Criterion: 
The optimum integer solution is available when the sub 
problem having the largest upper bound among all sub 
problems yields an integer solution. 
> The Branch and Bound Principle: 
Although Branch and Bound Method was applied to 
several practical problems since 1960 its theory was developed 
by Bertier and Roy (1965) only Later Balas, E (1968) restated 
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the theory in a simpler form. Balas work was extended by 
Mitten, L. (1970). 
Let S be any arbitrary set. Further let associated with each 
element S, e S there is a specified real valued function. 
z:S-^R (3.1.1) 
where E is the set of real numbers. 
The elements Si of S are ordered according to the value of 
z. The problem is to determine the element S*GS that gives the 
optimum value of z. If the objective is to maximize z then S* 
must be such that 
z(S*) = max {z(Si)|Si e S] (3.1.2) 
The solution of the above problem may be obtained if the 
following three basic conditions are satisfied. 
(i) There exist an arbitrary superset T of S with a real 
valued function 
W:T-^R (3.1.3) 
such that if tj eS then W{t.) = z{ij), where t^ is an element of the 
superse t T. 
(ii) A branching rule B can be defined to generate a family 
of subsets [Ti'^j from the subsets T"^  Q T, that is, 
B ( T K ) - { T ^ T 2 ^ Tqk} (3.1.4) 
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where it is assumed that [T'^ I > 2 and provided that 
where tjj^  is defined such that 
W^ = H/(t,g max{U^(tjJ|ty G T^ )^ (3.1.5) 
Note: By \1^\ the cardinality of 1^ is meant (by cardinality, 
number of elements in 1^ is meant). 
In general f| r* *<l>, than is Tj ,i = 1,2,...,q need not to be 
mutually exclusive. However if Tj*^  are mutually exclusive, also 
the branching is equivalent to partitioning which had its added 
benefits in making the procedure more efficient. 
(iii) T, I>Kand B are selected such that an upper bound on 
the objective value of every ty G T^ can be determined 
for each T'^  c T This upper bound is given by (3.1.5) as 
These three conditions provide the basic ingredients for 
developing a branch and bound algorithm. 
> The concept of lower bound: 
Definition 
Define a subset r* (generated by B) as active if it has not 
yet been examined and let AcT be the family of all activer' . A 
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lower bound Z on optimal Sj e S is determined as the value of W 
associated with only tj GS. This may be obtained by inspection. 
The lower bound can thus be used to discard all active subset T'^  
whose optimal objective (upper bond) w * does not exceed Z. In 
other words, if 
r i I r r * W =rm {W I r active} (2.6) 
then a subset r* is stored only if 
l<w'^w (2.7) 
Thus any T*^  having PF* ^ z need not to be stored. This will 
reduce the computer storage requirements. 
3.2 The Land and Doig Algorithm: 
The first known Branch and Bound algorithm was 
developed by Land, A.H. and Doig, A.G. (1960). This algorithm 
follows the steps of the general Branch and Bound principle 
discussed earlier. 
Consider the following mixed integer linear programming 
problem (MILPP): 
Maximize Z = Z c, 
-r'j 
e.V 
Subject to Z dijXj^ bj,i^ M, 
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X. integer, j ^ i^ N, 
where A'= {1,2,..., «}, M = {1,2,..., m} and I, is the set of indices of 
those Xj that are restricted to be integers. Clearly, if I=N, then 
the problem will become on AILPP. 
Let, S denote the set of feasible solutions to the MILPP, 
that is, 
S - W^ E" \ 2^ a.^x . - b^,i ^ M ,x_'^ 0 and x ^ integer for j ^ I 
i^N 
(2.8) 
Further, let T denote the set of feasible solutions to the 
continuous LPP, that is, 
T = \x^E"\Y. a ,^ .x ,^Z. , , /^M,x>0 (2 .9 ) 
I .i^N J 
The algorithm starts with the continuous optimum 
solution to the LPP. This will provide an upper bound on all the 
elements of S. If this continuous optimum solution also belong 
to S, that is, Xj e / are integers the MILPP is solved. To proceed 
further, let this continuous optimum solution is infeasible with 
respect to S. 
Chapter 3 
Select any variable x,^,K^l, that non-integer in the 
continuous optimum solution. Let the value of A-^. isx*. The least 
decrease in the value of W by forcing x^  to be integer will be 
associated with either [xj or [xj + i, where [xj is the largest 
integer less thanx^. Thus by branching to the subsets of T 
associated with [x*] and [xj + i it is certain that the resulting 
upper bounds will remain proper with respect to the optimum 
elements in S. Consequently it is sufficient to branch the two 
subsets of T that are defined by imposing the integer 
restrictions x^=[.rj and x^ . =[xj + i on the continuous problem. 
To keep track of the generated branches a tree as shown 
in the figure may be used 
^ i 
U/^ 
X, - U] + 1 
Ow, M 
Fig.l 
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A node (circle) represents a given LPP, while the branches 
represent the additional constraint leading to the LPPs 
associated with the newly created nodes. Let fF„* and fF/^  give 
the value of W for the two node corresponding to x^  =[x^] and 
x^ =[xj + i respectively andfF„^  >w^, then FF„* will be examined 
first otherwise w^ will be examine first. If the optimum 
solution corresponding to fr„* is in S, it is required optimum. 
Otherwise, let x,- is non-integer then x,- is used for further 
branching (If more than one integer variable have non-integer 
values, then the variable with largest fractional value is selected 
first for branching, Ties are broken arbitrarily). After branching 
at Xr we have the tree as given below. The newly added 
branches are shown by broken lines. 
w^ 
^r-k] 
- & -
6w' 
%< 
I 
6 
r 
Wh^ 
- U\ 
'^^ 
Fig. 2 
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The branching at ff,* provides the upper bound for all the 
subsets emanating from this node, it may not provide the upper 
bound on all branches (subsets) emanating from node Xk with 
^k ^ U\]~'^ .Thus a single branch x^ ^ {x[]-l must be added at W .^ 
3.2.1 The general rule for adding the additional branch is as 
follows: 
Given that x.=v' is the branch leading to the node 
selected for examination, then the two branches Xj=v-\ and 
x. = '^ + \ must emanate from the node at the top end of x. =v m 
order to ensure proper upper bounding on all active subsets. 
w^ 
-? \ ^k 
- M-1 
K'/i 
-<B 
m 
6w, M 
6 < 
^^li 
Fig. 3 
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A node is said to be active if it is not fathomed and is a 
candidate for branching, let A denote the set of active nodes at 
any time. 
The active set A is now defined by the nodes w^\w„',,w^ andfF^ 
Assume thatw 1^, = Max{ w \ Act]\s setis^}; then node f^^  is 
examined. Suppose that the continuous optimum solution at w^^^ 
is not in (if it is in S the process terminates). Let Xt, tel is not as 
integer, and then three branches will be added to the tree 
according to the above discussion as shown in the Figure below; 
Fig. 4 
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The active set A is now defined by the nodes w^\w^',w^,,w^\ and 
w^. Again let IF^  = Max {ff | Active set is ^ } , then w^^ is examined 
next. 
The above procedure is repeated at PF^  and the process of 
branching and bounding is continued until either a feasible 
solution in S is obtained (which is the optimum) or every 
branch terminates with an infeasible solution which means the 
given integer programming problem has no solution. 
To complete the procedure it is to be noted that if upon 
branching, the solution associated with a node yields a feasible 
point in S then the corresponding value of f^  (say Wb) can be 
used as a lower bound Z = ff^  on all future nodes. Thus in future 
branching any node yielding a value of W less than or equal to Z 
can be discarded (fathomed). This will help in shortening the 
calculations. 
Numerical Illustration 
Consider the example solved by Land-Doig Algorithm that is 
Maximize z = Sxi+xz 
S.t 17x1+11x2 < 86.5 
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Xi + 2X2< 10.2 
xi < 3.87 
Xi, X2^0 and integer 
The following table shows the various additional constraints 
and the solutions of the created sub problems along with the 
corresponding value of the objective function. 
The optimal solution x* = 3,A,-* = 3, with z' = 12 is achieved at node 
A-g = 4 
i<\Z 
Fig 4 
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Table-1 
Node 
0 
1 
2 
3 
4 
5 
6 
7 
Additional 
constraints 
-
xi —2 
X2 E.'i-
U, =3 
k = 2 
U, =4 
X2 =3 
1^1 = ' 
U, =3 
I'' ~~' U, =4 
A-z = 0 
Xj = 3 
Iv, = 3 
Solution 
Xi 
3.87 
3.8 
3.87 
3 
~ 
3.15 
3 
-
3.87 
3 
X2 
1.87 
2 
1 
2 
~ 
3 
1 
-
0 
3 
z 
13.48 
13.4 
12.6 
11 
~ 
12.54 
10 
-
11.61 
12 
Property of 
solution 
Non-integer 
M 
II 
Integer 
No solution 
Non-integer 
Integer (Lower 
bound) 
No solution 
Non-integer 
Integer 
(optimal) 
No solution 
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8 
L, =3 
U, =4 
xi = 4 2.2 4 <12(10.2) 
Discard 
(fathomed) 
3.3 Dakin's Branching Rule 
In the Land Doig Algorithm large number of branches 
could originate from the some node. This complicates the tree 
diagram and also puts additional burden on the computer 
memory. Dakin, R. (1965) gave the following branching rules to 
overcome this drawback. 
Let x,.,k^ I whose non-integer value at a given node isx* 
Then a necessary condition for ^A-to be an integer is that 
X, ^ [ x , ] o r X, ^ [ x J + 1 
This means that the range [x[]< x^ "^[^j + i is not feasible with 
respect to the integer problems. 
Thus at each node only two branches are needed, namely one 
corresponding to x^^[x]] and the other corresponding to 
A-j. ^ [.vj + i As these additional constraints are inequalities the 
entire range of possible integer points is covered by the two 
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branches and no further branching from the some node would 
be necessary. 
Numerical Illustration 
Consider the example solved by Dakin's Algorithm that is 
Maximize z = 3xi+X2 
S.t 17x1+11x2 < 86.5 
xi+2x2<10.2 
xi < 3.87 
xi, X2 >. 0 and integer 
The following table shows the various additional constraints 
and the solutions of the created sub problems along with the 
corresponding value of the objective function. 
The optimal solution x* = 3,x* = 3, with z' = 12 is achieved at 
node 7. 
(D 
^ , < 3 
Integer 
z -- 10 
0-
<3 
® 
T^g > 2 
A-, > 4 
NS 
® 
J_0_ 
A- < 3 
A'2< 3 
©-
Integer 
© .«-| > 4 
NS 
A-g > 4 
z <\2 
Fig.5 
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Table-2 
Node 
0 
1 
2 
3 
4 
5 
6 
7 
8 
Additional 
constraints 
-
xi>_2 
X2^\ 
U, ^3 
U, ^4 
• 
X, ^ 3 
Xj ^ 3 
| x , ^ 3 
Ix, S 4 
Solution 
Xi 
3.87 
3.8 
3.87 
3 
-
3 
-
3 
-
X2 
1.87 
2 
1 
3.23 
-
1 
-
3 
-
z 
13.48 
13.4 
12.6 
12.23 
-
10 
-
12 
<12 
Property of 
solution 
Non-integer 
11 
ri 
II 
No solution 
Integer 
(Lower 
bound) 
No solution 
Integer 
(optimal) 
Discard 
(fathomed) 
Following the above discussion, the original Land-Doig 
algorithm is not suitable, in general, to solve the nonlinear 
integer problem, primarily because the validity of the branching 
rules is tied with the assumption of linearity. However, Dakin's 
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modification of the Land-doig algorithm makes the branching 
rule independent of the linearity condition. Specifically, given 
that X^ = x\ is the optimum value ofx,, which is fractional, than 
in order for Xj to assume an integer value it must satisfy one of 
the two conditions: x^^[x]] + \ or x.^[x\] .this clearly has 
nothing to do with linearity. 
It appears, however, that one can have reasonably good results 
with nonlinear algorithms if the constraints and objective 
function of the problem satisfy certain condition of convexity 
and concavity so that a local optimum becomes the global 
optimum. In these situations, Dakin's method can be applied 
directly in the exact manner prescribed for the linear problem. 
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4.1 Introduction 
Many researchers have designed algorithms for the 
solution of the bilevel linear programming problem. However, 
there has been very little attention in the literature on both the 
solution and the application of bilevel problems involving 
discrete decisions. This is mainly because these problems pose 
major algorithmic challenges in the development of effective 
solution strategies. For attacking such problems cutting plane 
algorithms have found large attention in the past either as 
stand-alone algorithms or in connection with enumeration 
methods as branch-and-cut algorithms. The second approach 
explicitly uses the structure of the solution set mapping of the 
discrete lower level optimization problem. Luh et ah (1982) 
discussed the case where all the decision variables are discrete 
for a three level hierarchical programming problem. For the 
solution of the all integer bilevel linear programming problem, 
a branch and bound type of enumerative solution algorithm 
Chapter 4 
has been developed by Moore and Bard (1990). They examined 
the case where each player tries to maximize the individual 
objective function over a jointly constrained polyhedron. The 
decision variables were variously partitioned into continuous 
and discrete sets. They developed an implicit enumeration 
scheme that finds a good feasible solutions within relatively 
few iterations and a set of heuristics were also developed that 
may be used when the computations become too burdensome. 
Another branch and bound technique is developed by Wen and 
Yang (1990), where only the upper level problem has discrete 
decision variables and the lower level problem has continuous 
decision variables. Bard and Moore (1992) further presented 
an algorithm for solving the zero-one case in bilevel 
programming problem. They converted the leader's objective 
function into a parameterized constraint, and then solved the 
resultant problem. Edmunds and Bard (1992) developed a 
branch and bound algorithm for the mixed integer nonlinear 
bilevel programming problem that finds a global optima for a 
class of bilevel programming problem where leader controls a 
set of continuous and discrete variables and tries to minimize a 
convex nonlinear objective function. Cutting plane and 
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parametric solution approaches have also been developed by 
Dempe (1995) to solve problems where lower level has a 
separable upper variable in its objective function only. 
Saharidis and lerapetritou (2008) gave an algorithm for the 
resolution of mixed integer bilevel programming problem 
based on Benders decomposition method. 
Some other algorithms for mixed integer and all integer 
solution for bilevel programming problem can be found in the 
monograph by Bard (1998) and in the papers by Edmunds and 
Bard (1990), Chern et al. (1991), jan and Chern (1994), Sahin 
and Ciric (1998), Zeynepand Floudas (2005). 
This chapter focuses on integer linear bilevel programming 
problem, in which all the functions involved are linear. Here an 
extended Tfth-best approach by Adhami, Bari, and Rabbani 
(2009a) is being illustrated. Extended Ath-best algorithm is an 
extended form of Kth algorithm earlier developed by Bialas and 
Karwan (1984) for finding the integer solution to a linear 
bilevel programming problem by introducing A-T cut (Bari and 
Alam, 2005) to the reduced feasible region obtained after using 
an improved version of NAZ cut (Bari and Shoib, 2003). Here 
first of all we will give a brief description of Ath-best algorithm 
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and then discuss the improvement in NAZ cut. An algorithm is 
then presented to solve the integer linear bilevel programming 
problem. An example is presented at the end of the chapter to 
highlight the computational details. 
4.2 The Ath-Best Algorithm 
Bialas and Karwan (1984) proposed the Ath-best 
approach that compute global solutions of bilevel linear 
programming problems by enumerating the extreme points of 
the constraint region. The Ath-best approach has been proven 
to be a valuable analysis tool with a wide range of successful 
applications for bilevel hnear programming problems. 
Consider the following bilevel linear programming problem: 
max /,(X|,X2) = c,x, ^ c.,x^, where Xj solves (PI) 
max / , ( A ' | , X 3 ) = (i|X| + (^ 2X2 ( P 2 ) 
S.t. ^ |X | + A^Xj - b, 
where x^ £ E"i and X2 G M"^ d^ and c, is an /?, -dimensional 
row vector, c, and d^are n^- dimensional row vectors, ^, and 
A^ are m x «, and m^ n^matrices respectively and b \s an m -
dimensional column vector. 
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Let 5 c IR"i'^ "2 denote the feasible choices of {x^,x^). We 
assume that the polyhedron S defined by the common 
constraints is nonempty and bounded. For any fixed choice of 
X|, lower level will choose a value of x^ to maximize the 
objective function /jCxpXj). Hence, for each feasible value of 
X|, lower level will react with a corresponding value of x^. This 
induces a functional relationship between the decisions of 
upper level, X,, and the reactions of lower level* Hence, upper 
level is really restricted to choosing a point in the set, say 
'^ j^(S) given by 
W,(S)^Ux,,x,)^S / j (X| 5X2)- max / j (X|, Xj) f. This is the set 
of rational reactions of / j over S . For convenience of notation 
and terminology we will refer to 5 ' = V^  ^ (S) as the upper level 
feasible region, and S^ = S as the lower level feasible region. 
Also it is shown that if x is an extreme point of 5"', then x is an 
extreme point of 5 ^ Let Xj'pX*2p...x*;^ ,j denote the A^  ordered 
basic feasible solutions to the linear programming problem 
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max ex 
S.t. Ax=b (4.2.1) 
such that cATj', ^ cx*+,j,(/ = l,...,A^-l). Then solving (PI) is 
equivalent to finding the index /^ * = min ie (i,...,Af)|A:*| e s''. 
yielding the global optimal solutionx'. . This requires finding 
the ( A: *) th best extreme point solution to the problem given in 
(4.2.1). The Ath-best algorithm performs this search and thus 
obtains a global optimal solution. 
4.3 The Algorithm to Solve Integer Linear Bilevel Programming 
This algorithm for solving integer linear bilevel 
programming problem was developed by Adhami, Bari and 
Rabbani (2009a). Using the common notation in bilevel 
programming, the integer linear bilevel programming problem 
can be written as follows: 
max /,(x,,x2) = C|X| +C2X2, where x^ solves 
•*i 
max / , (XpX,)-t/|X, + d^x^ (4.3.1) 
•'2 
S.t. ^|X| + A2X2 - b 
X|,X2 - 0, XpXj are integers 
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where x^ E E^^ and X2 e M"^ , d^ and c, is an n, -dimensional 
row vector, c^  and d^Sive n^- dimensional row vectors, A^ is an 
m ^ «2-matrix and his an m -dimensional column vector . We 
assume that the polyhedron S defined by the common 
constraints is nonempty and bounded. 
First, we solve the linear programming relaxation for leader's 
problem associated with (4.3.1) using simplex method i.e., we 
solve, 
max / | (XpX^) ~ C|A', + c^x^ 
s.tA^x^+A^x^^b, (4.3.2) 
XpXj - 0 
Let the solution hex'. If the solution is non-integer we add the 
NAZ cut c,x, + c.x, ^ c^x° + Cjx" =7°, which passes throughx" 
, where x° == (x^.Xj)is the integer point inside the feasible 
region and z** is the value of leader's problem atxV 
Now to find the integer optimum solution we add the A-T cut 
Z X, = Z or;: at 
7 = 1 i-"e.s'" 
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Let x*,,Xf*2j,...x* j^ denote the A^  ordered basic feasible 
solutions to the problem (4.3.2) such that 
(/ = 1,...,A^-1). 
Let S^ be the projection of S onto the leader's decision space. 
For each Xj',, ^  5",, a feasible solution to the bilevel linear 
integer problem (4.3.1) is obtained by solving the following 
integer linear programming problem: 
max d^x^ + d-iX^ 
S.t A^x^ ^ b- |^A-['j, (4.3.3) 
x^-O and integer. 
For the above problem also we can find the integer optimum by 
using NAZ cut and A-T cut. Let M (xj'j) denote the set of optimal 
solution to (4.3.3). We assume that for any fixed choice of 
leader, follower has some room to respond, i.e., M(xj'|)'^ ^. 
Hence, the feasible region of the leader, called the inducible 
region IR, is 
1R={(A-|,X,):X, es^,x, ^ M(x')} 
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With the above extensions in the Ath-best algorithm we can 
find the integer optimum solution for the bilevel programming 
problems. 
The procedure can be summarized in the following steps: 
Step 1. Set / = 1. Solve (4.3.2) with the simplex method. If the 
solution is non-integer then add NAZ cut and A-T cut to obtain 
integer optimum solution as x*,. Let W = (jc^ 'j) andr = ^. Go to 
Step 2. 
Step 2. Solve (4.3.3) for integer optimum solution using NAZ 
cut and A-T cut. Let this solution be denoted by x. Ifx = x*j, 
stop; X* J is the global optimum to (4.3.1). Otherwise, go to Step 
Step 3. Let ff,,, denote the set of adjacent extreme points x of 
Xj^j such thatcx ^ cxyy 
Let r = r ^ (x*j) and W = {W ^ ^vO^ T\Go to step 4. 
Step 4. Set / = / + 1 and choosex*, so that ex *j = max ^^^^ (ex). 
Go to step 2. 
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Numerical Illustration 
Consider the following integer linear bilevel programming 
problem 
max /( jCpXj) = 18x, + 22 x. 
where x^ solves: 
max / , (XpX,) ~ 2x, + X2 (a) 
S.t. 17 X,+24x2 ^102 
84 X, + 76 X2 ^ 399 
XpXj -0 ,x,,x2 are integers. 
The first step of the above procedure is to solve the linear 
programming problem 
max / ( x , ,X2) = 18x, + Hx^^ 
S.t. 17 X, +24x2 -102 (b) 
84 X, +76x2^399 
X,, X2 - 0 
We get the non-integer solution asx* = 2.66 , X2'== 2.36 and 
/(x;,x;) = 99.96 
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We round off the non integer solution to the nearest four 
integer points as (2, 2), (2, 3), (3, 2) and (3, 3). The respective 
differences are 
99.96-80=19.96; 99.96 "102 = "2.04 ; 99.96-98=1.96; 
99.96-120 =-20.04 
We are left with only one feasible point (2, 2), which gives the 
minimum positive difference. Now the NAZ cut and A-T cut 
passing through the integer point (2, 2) can be derived 
respectively as 
and 
18 x, +22A-2 ^80 
Now solving the problem (a) with these additional constraints 
we obtain the integer optimum solution as 
X* = 0, xj = 4 and f{x\,x\) = 88 
Let Xj'j = (0,4), the first best solution. Set W = {(0,4)} and T = ^. 
To determine if x^ 'j is an element of M(X['j) we solve 
max / , (X|, A'2) - 2X| + x^ 
S.t. 17 X| +24x2 -^02 
84 X| + 76 X2 ^ 399 (c) 
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x,,Xy - 0 
x^=0 
x^,Xj integer. 
After adding the required NAZ cut and A-T cut we get the 
integer optimal solution as 
jc = (0,4). Hence, x = ;c*, 
Therefore, x* = (0,4) is the global optimal solution to bilevel 
linear integer programming problem (a). 
4.4 New Definition for Linear Bilevel Programming Problem 
Kth-best algorithm is one of the most popular algorithms 
that have been proposed for the solution of linear bilevel 
programming problem. The basic idea in this algorithm is that 
the global optimal solution of the bilevel program is attained at 
an extreme point of the space constructed by the constraints of 
the leader and follower program. However, Shi, et aJ. (2005a), 
showed that it could not deal well with a linear bilevel 
programming when the constraints functions at the upper level 
are of the arbitrary linear form. 
For X ^ X ^ R",y ^ Y ^ R'",F : X ^ Y -^ R\ and 
f : X >^Y ^ R \ a linear bilevel programming problem given by 
Bard (1998) is as follows 
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min F(x,y) - c.x + d.y. 
S.t. A^x + B^y^b,, 
min f(x,y) = CjX'^cijy, (4.4.1) 
- ' 
S.t. AjX + Bjy^bj, 
wherec, ,C2 ^ R",d^,d, e j?"',^^ e RP^b^ e /^''^^^ e _/;/'""^ 
corresponding to (4.4.1) Bard gave the following basic 
definition for linear bilevel programming solution. 
Definition 4.1 
(a) Constraint, region of the linear bilevel programming 
problem: 
5 = {{x,y) -.x^ X,y^ Y,A^x + B^y ^ b^A.x + B,y ^ b,} 
(b) Feasible set for the follower for each fixed x^ X : 
S{x)={yeY:B,y^b,-A,x} 
(c) Projection of 5 onto the leader's decision space: 
SiX) = {x^ X -.^y^ Y,A^x+ B^y^b^ A,x+ B.y^b,} 
(d) Follower's rational reaction set for x ^ S{X): 
P(x) = {;; e r : j ; € arg min[ f{x, y): y ^ S(x)]} 
Where arg min 
[f{x,y):y^S{x)] = {y^S{x):f{x,y)^f{x,y),yes{x)} 
(e) Inducible region: 
IR={ix,y):{x,y)es,y^P(x)} 
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Definition 4.2 
{x*,}'*) is said to be complete optimal solution, if and only if 
there exists {x\y*)^S such that F{x\y*)^ F{x,y) and 
f{x\y*)^ f{x,y) fo ra l l (x ,> ; )e5 . 
The rational reaction set /"(x) defines the response while the 
inducible region IR represents the set over which the leader 
may optimize his objective. Thus in terms of the above 
notations, the linear bilevel programming problem can be 
written as 
min{ F{x,y):{x,y)^IR] 
These formulations and definitions are the foundation of linear 
bilevel programming theory and methods. But Shi et al. 
(2005a) showed that there exists a fatal deficiency for this 
theory as its performance is dependent on a linear form of the 
upper level constraint functions. Following the introduction, 
this chapter addresses the new definition for linear bilevel 
programming theory and an extended Kth- best approach to 
linear bilevel programming problem. The extended Kth- best 
approach is then further extended to solve the integer linear 
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bilevel programming problem. At the end an example is given 
to illustrate the algorithm followed by a computer program for 
the introduced algorithm. 
The general formulation of a bilevel problem using common 
notations, is as follows 
min F(x,y) - c.x'^ d.y, 
s.t. A^x^Bj^b^, 
min f{x,y)-C2X + d-,y, (4.4.1) 
S.t. A2X + B^y^ b^. 
Corresponding to (3.2.1), Shi et al. gave the following new 
definition for linear bilevel programming solution: 
Definition 4.3 
(a) Constraint region of the linear bilevel programming 
problem: 
S = {{x,y):x^ X,y^Y,A^x + B^y^b^A,x + B.y^b,} 
The linear bilevel programming problem constraint region 
refers to all possible combinations of choices that the leader 
and the follower may make. 
(b) Projection of S onto the leader's decision space: 
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S{X) = {x e X : 3;; e Y,A^x+ B^y ^ b^A,x + B,y ^ b,} 
Here it is suggested that the definition of bilevel programming 
model requires that the leader moves first by selecting an x in 
attempt to minimize its objecting subjecting to both upper and 
lower level constraints. 
(c) Feasible set for the follow e^r V;c ^ SiX): 
S(x) = {yeY:(x,y)es] 
The follower's feasible region is affected by the leader's choice 
ofx, and the follower's allowable choices are the element of5. 
(d) Follower's rational reaction set forx^ S(X): 
Pix) = {y^Y:y^arg min[ f{x,y): y ^ S{x)]} 
The follower observes the leader's action and reacts by 
selecting y from his feasible set to minimize his objective 
function. 
(e) Inducible region: 
IR={{x,y):(x,y)^S,y^Pix)} 
Further it is proved that if s is nonempty and compact, there 
exists an optimal solution for a linear bilevel programming 
problem. 
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The basic idea of extended algorithm is that the extreme points 
of 5 are selected and checked if it is on inducible region IR . If it 
is then, the current extreme point is the optimal solution. If not, 
select the next one and check. 
M o r e specifically, let (x^^^,y^^^),...,(x^,^^,y^j^^) denote the N 
ordered extreme points to the linear programming problem 
mm{ c^x + d^y:ix,y)^S}, (4.4.3) 
such t h a t C|X(., + ^iJVj,, ^ c,X[,+|, + d^y^.^,^,j = \,...,N-\. 
Let J' denote the optimal solution to the following problem 
min( fix^,^,y):y^S(x^,^)). (4.4.4) 
Now we only need to find the smallest/(/e {!,...,iV}) under 
which yj,j = y. 
Let (4.4.4) be written as follows 
min f{x,y) 
S.t. ;; 6 S{x), 
X ~ A-(,j 
From definition 4.3(a) and 4.3(c), we have 
min j{x,y)- c^x^ dj^y 
S.t. ^ , x + 5 | j ; ^ ^ | , 
A^x^B^y^b,, (4.4.5) 
^ ^ ( ' ] ' 
j ; ^ 0. 
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The solving is equivalent to select one ordered extreme point 
(X[,,,;/(,,), then solve (4.4.5) to obtain the optimal solution 
y ^ ^i']' (^[/]^[/])^^ ^^^ global optimum to (4.4.2). Othervi^ ise, 
check the next extreme point. 
4.5 The Extended Kth-Best Algorithm for Integer Linear Bilevel 
Programming Problem 
According to the extended Kth-best approach for linear bilevel 
programming problem let us write the linear integer bilevel 
problem for leader in the following format 
max F{x,y) = c^x"^ d^y 
S.t. A^x + B^y^b^, 
A^x + B^y^h,, (4.5.1) 
x, ^ 0, >;^  0 and integer 
First we solve the linear programming relaxation for the above 
problem using simplex method. Let the solution be(x*,>^*). If 
the solution is non-integer we add the NAZ cut 
C|X +C2>' ^ C|x''+ 02^° = z°, which passes through(x°,;^°), an 
integer point inside the feasible region which has the minimum 
positive difference from the objective function value at(x*,j*). 
z" is the value of leader's problem at(x\y°). 
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Let (A-°,;;°) be defined as 
where 5"" = set of indices of 2" integer points in the 
surroundings ofthe non-integer solution (x',y'). 
Now to find the integer optimum solution we add the A-T cut 
t(x^+y^.)= S c ^ f + < ) a t ( / , / ) . 
7 = 1 
Let (x*j,y*]),...(xj'^,py*^j) denote theyV ordered basic feasible 
solutions to the problem (3.2.2) 
such thatc,x*j + d,y'^.^ ^ c,x*,,j + c?,>;*,,,],(/ = \,...,N - 1). 
And for each of these values is associated an integer solution 
obtained after adding NAZ cut and A-T cut. Let these integer 
points be(X['|j,> f^^ 2j),...,(x°„,,3 °^^ j). 
From definition 3.2.1(a) and 3.2.1(c), we can write the 
follower's problem as follows 
max f{x,y) - c^x'^ d^y 
S.t. A^x + B^y^b^, 
Chapter 4 
A,x + B,y^b„ (4.5.2) 
_ 0 
X X j . j , 
y^o and integer. 
Let y denote the integer optimal solution to the above 
problem. 
We only need to find the smallest/(/£ {i,...,//}) under which 
0 _ ~ 
yv] - y-
The solving is equivalent to select one ordered integer point 
(X[°j,>'[°]), then solve (4.5.2) to obtain the optimal solution3^. If 
y = y^^^, then (x^^^yl^) is the global optimum to (4.5.1). 
Otherwise, check the next integer point. 
The procedure can be summarized in the following steps: 
Step 1. Set 7 = 1, Solve (4.4.5) with the simplex method. If the 
solution is non integer then add NAZ cut and A-T cut to obtain 
integer optimum solution as(x°j,;^°]). Let 
W = ixyj,yy^) SiYidT = </>. Go to Step 2. 
Step 2. Solve (4.5.2) for integer optimum solution using NAZ 
cut and A-T cut. Let this solution be denoted by y. \fy = y^^, 
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Stop; (Xi,yy^,]) is the global optimum to integer linear bilevel 
programming problem. Otherwise, go to Step 3. 
Step3. Let w^.^ denote the set of adjacent integer points such 
that c,x',^ + d.y'.^ ^ c,^(%, + d^y'.^^y (/ = 1,... ,7V - I). 
Let r = r ^ {x^,.^,y°.^) andw = {W^ w^.^) ^ r' '. Go to step 4. 
Step4. Set / = / + ! and choose (^ J^ j, >>["]) so that 
Go to step 2. 
Numerical Illustration 
Consider the following integer linear bilevel programming 
problem; 
max F{x ,y ) - 1)X + Ay 
S.t. 3x^ly^\5 
A- + 47 ^ 10 
X '^ Q,y'^ Oand integer 
max / (X ,y ) = 5x + 9y (a) 
S.t. 2x + y^9 
x^ly^l 
X ^ 0,j^  ^  Oand integer 
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According to the extended Ath-best approach, above example 
can be written in the following format 
max F{x ,y ) = 3x + 4y 
J! 
S.t 3x + 2y^\5 
x + 4y^l0 
2x + y^9 (b) 
x + 2y^7, 
x^(i,y^ 0 and integer 
Solving the above problem by simplex method we get the non 
integer solution as x* = 3.71 , y' = 1.57 and F{x',y') = 17.42 
We round off the non integer solution to the nearest four 
integer points as (3,1), (3, 2), (4,1) and (4, 2). 
We are left with only one feasible point (3,1), which gives the 
minimum positive difference. Now the NAZ cut and A-T cut 
passing through the integer point (3, 1) can be derived 
respectively as 
3x +4; ; ^13 
and 
A-, +x,-4 
Now solving the problem (b) with these additional constraints 
we obtain the integer optimum solution as 
(X['',j,;.°j) = (2,2),andF(A-"„,;^°,)=14 
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Lei{x^^•^,y^^^) = {2,2) the first best solution. Set ^ = {(2,2)} and 
7 = ^ 
Go to step 2. 
By (3.3.2), we have 
max f{x ,;^ ) = 5x + 9y 
S.t. 3x + 2>^^15 
x + 4y^\0 
2x + y^9 (c) 
x + 2y^7 
X - 2 
x>o,y^ 0 and integer 
Solving the above problem, we have/= 2. Since>^ = j^^.j, we 
Stop here. The global solution to the problem is 
(^m'>'m)-(2,2). 
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ma^^am/rmr^ 
5.1 Market Economy 
Hierarchical models used to describe the real market situations 
reflects the case that different decision makers try to realize best 
decisions on the market with respect to their own, generally different 
objectives and they are often not able to realize their decisions 
independently but are forced to act according to a certain hierarchy. 
This hierarchy divides the two decision makers into a leader and 
follower. Leader is able to dictate the selling prices or to overstock 
the market with his products but in choosing his selections he has to 
anticipate the possible reactions of the follower since his profit 
strongly depends not only on his own decision but also on the 
response of the follower. On the other hand, the choice of the leader 
influences the set of possible decisions as well as the objectives of the 
follower who thus has to react on the selection of the leader. The 
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problem which he has to solve is the so-called Stackelberg game, 
which can be formulated as follows: 
Let X and Y denote the set of admissible strategies x and y of the 
leader and the follower, respectively. Assume that the values of the 
choices are measured by means of the functions /^  (:c, y) and/^, {x,y), 
denoting the utility functions of the leader and the follower 
respectively. Then, knowing the selection x of the leader the follower 
has to select his best strategy y{x) such that his utility function is 
maximized onr: 
y{x) e H^{x) := arg max {//, {x,y) \y^Y). 
X 
Where arg max f{x) is the set of values of xfor which /(x)has the 
largest value. Being aware of this selection, the leader solves the 
stackelberg game for computing his best selection: 
m2.x{f,{x,y):x^ X,y^¥{x). 
X 
Bilevel programming problems are more general than Stackelberg 
games in the sense that both admissible sets can also depend on the 
choices of the other decision maker. 
5.2 Waste Minimization 
Sometimes the production of decision makers is influenced by the 
results of the economic activities of other manufacturers even if they 
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are not competitors on the market. This is evident in an 
environmental setting when one producer pollutes the environment 
with by-products of his production and the other manufacturer needs 
a clean environment as a basis of his own activities. For example, a 
paper producing plant situated at the upper course of some river 
influencing the natural resource water of a fishery at lower course of 
the same river. A higher productivity of the paper plant implies a 
lower water quality in the river since this leads to more waste in the 
river. This implies a decreasing stock of fish in the river and hence a 
decreasing income for the fishery. If the paper plant does not recover 
for the pollution of the environment, the fishermen only have to pay 
for the resulting damage. Let /,, (x) and //.. (x,y) denote the profit of 
the paper plant and the fishery respectively, depending on their 
respective economical efforts x and y. Here, the common profit 
obtained by the fishery depends on the efforts of the paper plant and 
will be decreasing with increasing x. If both parties try to maximize 
their respective profits, the market will fail since the fishery will be 
destroyed by the waste produced by the plant. 
Now to save the fishery government has to correct the failure of the 
market e.g. by a tax which has to be paid by the producer of the 
negative external effect. Let for simplicity this tax depend linearly on 
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X. Then, the profit function of the paper plant changes to g,, (x) - rx , 
where r is the tax rate determined by the government and the paper 
plant will now maximize its profit depending on r. Denote the 
optimal effort by x{r). The larger r, the smaller x(r)of the paper 
plant will be. Hence the damage for the fishery will be decreased by 
increasing r. This can indeed save the fishery. Consequently, the 
optimal effort of the fishery y{x{r)) also depend on the tax rate r. 
Now, it is the government's task to determine the tax rate. For doing 
so a welfare function can be used measuring the social welfare in 
dependence on the paper and the fish produced by both industries 
and on the value of the tax paid by the paper plant. Let this function 
be given by W {x,y,r). Then the government can decide to determine 
r such that W{x{r\y{x{r)\ r) is maximized where x(r) and y{x{r)) 
are the optimal decisions of the paper plant and the fishery induced 
by the fixed value of r. This, in a very natural way leads to a 
formulation as a bilevel programming problem: 
max W {x,y,r) 
subject to the conditions that x solves the problem 
max { f],(x)- rx} 
y solves 
max fi.{x,y) 
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given r,x and the upper level constraint 
is also satisfied. 
For a detailed discussion of this approach one can refer to Weimann 
(1991). 
5.3 Optimal Chemical Equilibria 
In producing substances by chemical reactions we have often want to 
know how to compose a mixture of chemical substance such that 
The substance we like to produce really arises as a result of the 
chemical reaction in the reactor and 
The amount of this substance should clearly as large as possible or 
some other (poisonous as itching) substance is desired to be vacuous 
or at least of a small amount. 
It is possible to model this as bilevel optimization problem where the 
first aim describes the lower problem and the second one is used to 
motivate the upper level objective function. 
Let us start with the lower level problem. Although the chemists are 
technically not able to observe in situ the single chemical reactions at 
higher temperatures, they described the final point of the system by a 
convex programming problem. In this problem, the entropy 
functional f(x, p, T) is minimized subject to the conditions that the 
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mass conversation principle is satisfied and masses are not negative. 
Thus, the obtained equilibrium state depends on the pressure p and 
the temperature T in the reactor as well as on the masses y of the 
substance which have been put into the reactor: 
y Ci(p,T)xi + y XjlimXi -^  min 
1=1 1=1 
G 
z = y Xj , Ax = Ax, X > 0 
where G < N denotes the number of gaseous and N the total no. of 
reacting substances. Each row of the matrix A corresponds to a 
chemical element, each column to a substance. Hence, a column gives 
the amount of the different elements in the substances; x is the vector 
of the masses of the substances in the resulting chemical equihbrium 
whereas y denotes the initial masses of substances put into the 
reactor; A is a sub matrix of A consisting of the columns 
corresponding to the initial substance. The value of ci(p, T) gives the 
chemical potential of a substance which depends on the pressure p 
and the temperature T. let x(p, T, y) denote the unique optimal 
solution of this problem. The variables p, T, y can thus be considered 
as parameters for the chemical reaction. The problem is now that 
these exists some desire about the result of the chemical reactions 
which should be reached as best as possible, as e.g. the goal that the 
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mass of one substance should be as large or as small as possible in 
resulting equilibrium. To reach this goal the parameters p, T, y are to 
be selected such that the resulting chemical equilibrium satisfies the 
overall goal as best as possible: 
(c,x) -> min 
P,T,y 
(p,T,y)£Y,x = x(p,T,y) 
5.4 Distributors Problem 
The farmers of a certain region can buy anhydrous ammonia from a 
fertilizer dealer settled in the region or from a competitor in a 
neighboring region. All dealers offer five alternative purchasing 
systems: 
(1) At plant, 
(2) Delivered, 
(3) Delivered and applied, 
(4) At plant with applicator rental, 
(5) Delivered with applicator rental. 
The dealer of the neighboring region has put forth a price list for each 
of the alternatives and our dealer has now to decide about the base 
price to use in order to maximize his profit. 
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The farmers will buy from the dealers only for economic 
reasons; i.e. they want to minimize the cost of fertilizer (assuming the 
farmers wish a fixed quantity of fertilizer). 
The dealer's problem can then be formulated as a two-level 
mathematical program as follows: 
max[Po-C]Q 
s.t. 
qi2 + qi3 + qi5 ^_pT'i 
qi3+qi4 + qi5^DA 
5 
^ d j q i j < D L >• dealer's equipment constraints 
5 
2qij-Q = 0 
)=i 
5 5 
min ) Pijqij + ) Pzj qj 
1=1 1=1 
2 5 >^  
i = l j = l 
2j(qii + qi4) <Tn 
i = l 
2 
2^(qii + qi2)^An 
> farmer's subproblem 
i = l 
2 5 
^ ^ h j g i j < L n 
i = l j = l 
Po,Q.qii>0 
i= 1,2; j=l,...,5 
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where: 
qij = fertilizer bought from dealer in region using purchasing 
alternative j ; 
q2j = same for competitor; 
Pij = price if bought from dealer in region; 
P2J = price if bought from competitor; 
Q = fixed quantity of fertilizer each farm requires; 
T= farmer's truck capacity for delivery; 
A=applicator's capacity at the farm; 
L = labour available at each farm; 
hj =labour required per unit of fertihzer applied; 
n= number of farmers within the region; 
C= dealer's cost of purchasing the fertilizer; 
DT= dealer's truck capacity; 
DA= dealer's applicator capacity; 
DL= dealer's labour availability; 
dj = dealer's labour required per unit of fertilizer applied; 
Q = quantity sold by the fertilizer dealer. 
The base price, Po, is related to the purchase for the farmer s follows: 
Pii= Po 
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Pi2=Po+tr 
Pi3=Po+tr+a 
Pi4= Po+ Y 
Pi5= Po+ tr + Y 
where, 
Po = base price of fertilizer; 
t = delivery charge per unit per mile; 
r = distance from dealer to average farmer in the region; 
a = application charge per unit applied; 
Y = applicator rental charge per unit applied. 
For a detailed discussion of this approach one can refer to Fortuny-
AmatJ. and McCarl, B. (1981). 
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