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Abstract
We study spectral properties of a spinless quantum particle confined
to an infinite planar layer with hard walls, which interacts with a peri-
odic lattice of point perturbations and a homogeneous magnetic field
perpendicular to the layer. It is supposed that the lattice cell contains
a finite number of impurities and the flux through the cell is rational.
Using the Landau-Zak transformation, we convert the problem into
investigation of the corresponding fiber operators which is performed
by means of Krein’s formula. This yields an explicit description of the
spectral bands, which may be absolutely continuous or degenerate,
depending on the parameters of the model.
Keywords: Schro¨dinger operator with magnetic field, Dirichlet layer,
periodic point potential, group of magnetic translations
1 Introduction
The object of the present study is a three-dimensional spinless quantum par-
ticle interacting with a homogeneous magnetic field and a periodic point po-
1
tential. In addition, the particle is confined to a flat layer of a constant width
d with Dirichlet boundary conditions, the magnetic field being perpendicular
to the layer. The lattice of the point interactions is two-dimensional, not
necessarily planar, and both of its generating vectors are, of course, parallel
to the boundary planes of the layer.
The problem is clearly motivated by the need of modeling electrons in a
semiconductor layer with ‘impurities’, either natural or artificially created.
If they may be supposed to be well localized, one often describes them by
point interactions. It is useful because in such a way we get solvable models
which make it possible to derive the spectral and scattering properties of a
given configuration in a relatively simple way, and at the same time they
reproduce the basic features of an actual crystal-lattice layer with some alien
atoms and a low-density electron gas. Various systems of this type have been
investigated in the literature; we refer to our previous paper [5] and an earlier
study of the two-dimensional analogue [4] for an extensive bibliography as
well as for a discussion of the used approximations.
The said paper [5] was devoted to investigation of a flat hard-wall layer
with a finite number of point interactions, with or without a magnetic field;
we analyzed there the spectra, and in the former case also the scattering
properties of such systems. The situation is more complicated when the
number of point perturbation is infinite. The spectral content of such mod-
els is very rich and difficult to treat in the general setting; this is why we
restrict our attention here to the particular case specified above, in which
the periodicity allows us to employ the Bloch-Floquet decomposition, with
its specific features due to presence of a homogeneous magnetic field that
were first pointed out by J. Zak in his classical papers [14].
On the other hand, the present work represents a generalization of the
results derived in [7] for a two-dimensional Schro¨dinger operator with a pe-
riodic point potential and a homogeneous magnetic field perpendicular to
the plane. Loosely speaking we ‘add’ the third dimension in the direction of
the magnetic field and allow the positions of the point potentials to ‘spread’
transversally preserving the periodicity – this is what we meant by a two-
dimensional lattice in the first paragraph.
Our basic tool for spectral analysis is the Krein formula which expresses
the resolvent perturbation due to the point interactions. It is important that
in absence of the impurities the Hamiltonian of the system allows a separation
of the plane variables from the transverse one. As a consequence, the free
resolvent kernel of the fiber operator (as well as all quantities derived from
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it such as Bloch eigenfunctions, etc.) can be written by means of explicitly
given series. In this sense our model is solvable, the only difference from
those in the full space is that there such quantities can be written in terms
of elementary or special functions.
In accordance with [7] we adopt two more simplifying assumptions: we
suppose that the number of point interactions in an elementary cell of the
lattice is finite and the flux through the cell is rational. Especially the second
one is important because one naturally expects in analogy with the two-
dimensional case that the spectral character can be substantially different
for an irrational flux; it is an independent problem of its own interest which
we are not going to discuss here. On the other hand, following the setting of
the paper [7] we study general point perturbations including the situations
when the particle can “jump” between different impurity sites within a cell.
The reason is that mathematically it does not mean a lot of extra work;
physically interesting case is naturally that of point interactions defined by
local boundary conditions, i.e. with the parameter matrix A appearing in
the relation (4.1) being diagonal.
Let us review briefly the contents of the paper. We start in the following
section with analyzing the free Hamiltonian. Next, in Section 3, we formulate
the Bloch-Floquet theory for the present case; the main result is so-called
Landau-Zak transformation which makes it possible to reduce the spectral
problem to investigation of suitable fiber operators. This is done by means of
Krein’s formula in Section 4. The last three sections are devoted to successive
analysis of the spectra at three levels of complexity: (i) an integer flux (in the
units of magnetic-flux quanta) through the elementary cell and a single point
interaction in the cell, (ii) an integer flux and a finite number of impurities
in the elementary cell, (iii) and finally, the case of an arbitrary rational flux.
2 Free Hamiltonian
Consider an infinite layer of a fixed width d, i.e. Σ = R2 × [0, d]. The
coordinates we are going to use are ~x = (x, x3), where x = (x1, x2) ∈ R2
and x3 ∈ [0, d]. The layer is placed into a homogeneous magnetic field of
intensity ~B = (0, 0, B). We will use the circular gauge, ~A = 1
2
B(−x2, x1, 0),
and rational units, ~ = c = e = 2m = 1. A quantum particle confined to the
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layer is described by the free magnetic Schro¨dinger operator in L2(Σ),
H0 = (−i~∇− ~A)2, (2.1)
with Dirichlet boundary conditions
ψ(x, 0) = ψ(x, d) = 0 , x ∈ R2. (2.2)
In the absence of an additional interaction the variables separate, i.e. the
operator H0 can be decomposed into transverse modes,
H0 =
∞⊕
n=1
hn⊗I , hn =
(
−i ∂
∂x1
+
B
2
x2
)2
+
(
−i ∂
∂x2
− B
2
x1
)2
+
(πn
d
)2
,
(2.3)
where I is the unit operator in L2(0, d). The first two terms at the r.h.s.,
in the following denoted as h, describe a two-dimensional particle in the
perpendicular homogeneous field in the circular gauge. The third term rep-
resents the energy of the nth transverse mode; the corresponding normalized
eigenfunction will be denoted as χn : χn(x3) =
√
2
d
sin
(
nπx3
d
)
. The resolvent
kernel of the operator h is well known [3] to be
(h− z)−1 (x, x′) = 1
4π
exp
(
−iB
2
x ∧ x′ − |B|
4
|x−x′|2
)
× Γ
( |B|−z
2|B|
)
U
( |B|−z
2|B| , 1;
|B|
2
|x−x′|2
)
,
where U is the irregular confluent hypergeometric function, Γ is the gamma
function and x ∧ x′ := x1x′2 − x2x′1. For the sake of brevity we denote this
kernel as G2D0 (x, x
′; z). The decomposition (2.3) then yields an explicit form
for the resolvent kernel of the operator (2.1), namely
G0(~x, ~x
′; z) ≡ (H0 − z)−1 (x, x3; x′, x′3)
=
∞∑
n=1
G2D0
(
x, x′; z−
(πn
d
)2)
χn(x3)χn(x
′
3)
=
1
2πd
exp
(
−iB
2
x ∧ x′ − |B|
4
|x−x′|2
)
×
∞∑
n=1
Γ
( |B|−k2n(z)
2|B|
)
U
( |B|−k2n(z)
2|B| , 1;
|B|
2
|x−x′|2
)
× sin
(nπx3
d
)
sin
(
nπx′3
d
)
, (2.4)
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where kn :=
√
z − (πn/d)2. Applying Fourier transformation to the trans-
verse part, M : L2([0, d]) 7→ ℓ2(N) defined by
(Mf)(n) =
∫ d
0
dy χn(y)f(y) , n ∈ N , (2.5)
one can rewrite the free resolvent kernel as a matrix with the elements
G0(x, n; x
′, n′; z) = δnn′G
2D
0
(
x, x′; z −
(πn
d
)2)
. (2.6)
Consequently, the spectrum of the free Hamiltonian consists of Landau levels
shifted by the energies of the transverse modes,
σ (H0) = σess (H0) =
{
|B|(2m+ 1) +
(πn
d
)2
: m,n−1 ∈ N0
}
. (2.7)
The energy corresponding to the lth Landau level and nth transverse mode
will be denoted as ε(l, n) := |B|(2l + 1) + (πn/d)2. If the |B| and (π/d)2
are rationally related it may happen that there exist more than one pair of
numbers (li, ni) giving the same value, ε(li, ni) = z0. In such a case we will
denote this set of pairs as J(z0) and the number of these pairs as |J(z0)|.
3 Magnetic translations
Next we consider a lattice Γ = Λ +K, where Λ is a lattice spanned by two
independent vectors in R2, which can be without loss of generality supposed
to be ~a = (a1, 0, 0) and ~b = (b1, b2, 0) with b2 6= 0, and K is a set of |K| points
~κi, i = 1, . . . , n, from the elementary cell {sa + tb : s, t ∈ [0, 1)} × (0, d) of
the (interior of the) layer.
As usual with periodic systems, the first thing to do is to find the ap-
propriate representation of the translation group. In presence of a magnetic
field the argument shift must be composed with multiplication by a suitable
phase factor. Specifically, the translation by a vector ~v = (v, 0) acts in the
state space L2(Σ) of our system as follows,
f(~x) 7→ exp(−πiξ x ∧ v)f(~x−~v) , (3.1)
where ξ is the number of the flux quanta of the field ~B through the unit
area of the plane R2. Recall that the quantum of magnetic flux is given
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by 2π~c/|e|, thus with the chosen system of units we have ξ = B/(2π).
The phase factor at the r.h.s. can be rewritten as exp
(
1
2
( ~B × ~v).~x
)
. Since
~B = (0, 0, B) and we consider translations in the plane, i.e. by a vector
~v = (v1, v2, 0), it is obvious that the third coordinate plays a marginal role
only in magnetic translations. This allows us to follow closely the procedure
used in [7] to analyze spectral properties of a particle confined to a plane,
i.e. with the third components of the vectors ~v and ~x absent.
Let us briefly summarize needed notions and facts. First we define the
group of discrete magnetic translation over the lattice Λ,
W (ξ,Λ) = {(~λ, ζ) : ~λ ∈ Λ, ζ = exp(πiηn), n ∈ Z} , (3.2)
where η = a1b2ξ = a∧ b ξ is the number of flux quanta of the field ~B through
the elementary cell. In the coordinates relative to the basis ~a and ~b the
multiplication in W (ξ,Λ) has the form
(~λ, ζ)(~λ′, ζ ′) =
(
~λ+ ~λ′, ζζ ′ exp(πiη(λaλ
′
b − λbλ′a))
)
. (3.3)
Notice that groups W (ξi,Λi) corresponding to different values of ξi and dif-
ferent lattices Λi but having the same value of η are isomorphic, hence we
will denote the group simply by Wη. Next we define the representation T of
the group Wη in the space L
2(Σ) as follows
(T (~λ, ζ)f)(~x) = ζ exp(−πiξ x ∧ λ)f(~x− ~λ) . (3.4)
Furthermore, replacing ~x ∈ Σ in the last formula by vectors ~γ ∈ Γ we get a
representation D of Wη in the space ℓ
2(Γ).
If the flux η is a rational number, then any unitary representation of the
group Wη can be uniquely decomposed into orthogonal sum of irreducible
representations. Any ‘physical’ irreducible representations can be parame-
terized by a point p = (p1, p2) from the torus T
2 = [0, 1)× [0, 1) – see [11]. If
η is an integer, then the group is Abelian and the irreducible representations
are one-dimensional, their characters being given by
χ((~λ, ζ); p) = ζ exp
(
− 2πi(λap1 + λbp2 + (N/2)λaλb)
)
. (3.5)
For a general rational flux, η = N/M , the irreducible representations of Wη
are generally M-dimensional. In particular, the generators (~a, 1) and (~b, 1)
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are in this case given by
△((~a, 1); p) = diag [e−2πip1 , e−2πi(p1+η), . . . , e−2πi(p1+(M−1)η)] ,
△((~b, 1); p) =
[
0 IM−1
e−2πip2 0
]
, (3.6)
where zeros in the second line are (M−1)-dimensional column and row vectors,
respectively. In order to obtain nonequivalent representations, of course, we
must restrict here p to the torus T 2η = [0,M
−1)× [0, 1).
The decomposition into irreducible representations is accomplished by the
Landau-Zak transformation Lη. Recall that the magnetic translations from
Wη does not affect the third coordinate, or in the transverse-modes repre-
sentation, they do not affect the quantum number n. By a straightforward
modification of the two-dimensional formulae [7], we define thus Lη by
Lη : L2(R2)⊗ ℓ2(N) → L2(T 2η )⊗ CM ⊗ CN ⊗ ℓ2(N)⊗ ℓ2(N),
(Lηf)(p, j, k, l, n) = N− 12
∞∑
m=−∞
exp
(
2πim
p2 + k
N
)
(3.7)
×
∫
R2
d2xf(x, n)ψ∗0(x; p1 + ηj +m, l) ,
(L−1η f˜)(x, n) = N−
1
2
M−1∑
j=0
N−1∑
k=0
∞∑
l=0
∞∑
m=−∞
∫ 1/M
0
dp1
∫ 1
0
dp2f˜(p, j, k, l, n)
× exp
(
−2πimp2 + k
N
)
ψ0(x; p1 + ηj +m, l) ,
where ψ0(x; q, l) with q ∈ R and l = 0, 1, . . . , are generalized eigenfunction
of the operator h (the ‘planar’ part of the Hamiltonian H0) associated with
the lattice Λ,
ψ0(x; q, l) =
(
b2
η
π3/2
|B|3/2 2
l+1 l!
)− 1
2
exp
(
iπ
b1
a1η
q2
)
exp
(
2πi
x1
a1
( η
b2
x2
2
+ q
))
× exp
(
− |B|
(
x2 +
b2
η
q
)2)
Hl
(
|B| 12
(
x2 +
b2
η
q
))
,
with Hl being the lth-order Hermite polynomial. As in the two-dimensional
case, we get the following claims.
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Theorem 3.1 Assume that the flux is a rational number, η = N/M . Then
the Landau-Zak transformation (3.7) decomposes the representation T of a
magnetic translation (~v, ζ) ∈ Wη into a direct integral of multiples of irre-
ducible representations △(·), in other words
LηT (~v, ζ)L−1η =
∫ ⊕
T 2η
d2p△(~v, ζ ; p)⊗ ICN ⊗ Iℓ2(N) ⊗ Iℓ2(N). (3.8)
In particular, if the flux η is integer, then the irreducible representations are
one-dimensional and their characters are given by the expression (3.5).
The second important feature of the Landau-Zak transformation is that it
diagonalizes the free Hamiltonian in the space L2(T 2η ), as well as any other
operator which exhibits the magnetic-translation symmetry:
Theorem 3.2 Assume that a self-adjoint operator H acting on L2(Σ) is
invariant w.r.t. the group Wη; then it can be decomposed into a direct integral
H˜ =
∫ ⊕
T 2η
d2p H˜(p) , (3.9)
where H˜ = (Lη ⊗M)H(Lη ⊗M)−1 and the fiber operator H˜(p) acts on the
space CM ⊗ CN ⊗ ℓ2(N)⊗ ℓ2(N).
4 The perturbed Hamiltonian
Now let us consider perturbation of the free Hamiltonian H0 by point po-
tentials placed at the points of the lattice Γ. To define the perturbed
operator HA, where A are the coupling-parameter matrix introduced by
the relation (4.1) below, we employ the standard technique based on the-
ory of self-adjoint extensions of symmetric operators. First, we pass to
the symmetric operator SΓ which is the restriction of H0 to the domain
D(SΓ) := {f ∈ D(H0) : f(~γ) = 0, ~γ ∈ Γ}, it is well defined in view of the
usual Sobolev embedding. The sought Hamiltonian HA is then an appropri-
ate self-adjoint extension of the operator SΓ. There is a family of such exten-
sions which can be parametrized in different ways, the most traditional one is
the von Neumann method using unitary maps between deficiency subspaces.
For our purposes it is more suitable to employ the mentioned self-adjoint
operator A acting in ℓ2(Γ); its properties will be specified later.
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One of possible characterizations of the extensions starts from the (gen-
eralized) boundary values. In this approach, one determines the domain
D(HA) as the set of all functions having prescribed behavior in the vicinity
of the point-potential sites ~γ ∈ Γ, namely
ψ(~x) = L0(ψ;~γ)
1 + i ~A(~γ).(~x− ~γ)
|~x− ~γ| + L1(ψ;~γ) +O(|~x− ~γ|),
where the vectors Lj(ψ) := {Lj(ψ;~γ) : ~γ ∈ Γ } , j = 0, 1 , are related by
L1(ψ) = −4πAL0(ψ) . (4.1)
This is a generalization of the usual point-interaction definition – see [2] –
the latter corresponds to a diagonal A and represents the physically most
interesting situation, at least from the viewpoint of modeling semiconductor
layers with impurities, as we pointed out in the introduction.
Spectral properties of the Hamiltonian can be found by means of its
resolvent. Krein’s formula gives us its kernel, i.e. the Green function of HA
for a fixed operator A,
G(~x, ~x′; z) = G0(~x, ~x
′; z)−
∑
γ,γ′∈Γ
[Q(z) + A]−1(~γ,~γ′)G0(~x,~γ; z)G0(~γ
′, ~x′; z) .
(4.2)
with Q(z) given by the relation (4.4) below. If we use the transverse-mode
representation of the Hamiltonian in the space L2(R2)⊗ ℓ2(N) we get
G(x, n; x′, n′; z) = δnn′G
2D
0
(
x, x′; z −
(πn
d
)2)
(4.3)
−
∑
~γ,~γ′∈Γ
[Q(z) + A]−1(~γ,~γ′)G2D0
(
x, γ; z −
(πn
d
)2)
×G2D0
(
γ′, x′; z −
(
πn′
d
)2)
χn(γ3)χn′(γ
′
3).
Since the Krein’s formula (4.2) was originally meant for a finite number of
point potentials and the set Γ is infinite, we have to be a bit more precise.
One possible way how to define the Hamiltonian HA is via strong resolvent
limit of the family of “restricted” operatorsHA(Γ¯) which are point-interaction
Hamiltonians referring to finite subsets Γ¯ ⊂ Γ, an example for diagonal A
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and B = 0 can be found in [2, III.1.1]. But the limit is not necessary; the
existence of the operator HA and the generalized Krein formula have been
already proven for a larger class of operators, – see, e.g., [8] or [12].
The matrix Q in (4.2) is given by
Q(~γ,~γ′; z) =
{
G0(~γ,~γ
′; z) ~γ 6= ~γ′
Q0(γ3; z) ~γ = ~γ
′ , (4.4)
where Q0(γ3; z) is the regularized Green function (stripped off the pole sin-
gularity) which is defined by lim|~x−~γ|→0(G0(~x,~γ; z)− 14π |~x− ~γ|−1). We know
from [5] how it looks like,
Q0(γ3; z) =
1
2πd
∞∑
n=1
[
ln
(
(πn)2
2|B|d2
)
− ψ
(
|B| − z + (πn
d
)2
2|B|
)]
sin2
(πnγ3
d
)
+
1
4πd
[
CE + ψ
(γ3
d
)
+
π
2
cot
(πγ3
d
)]
. (4.5)
In case when two point potentials are arranged vertically, i.e. γ = γ′ and
γ3 6= γ′3, the corresponding element of Q is well defined but the expression
(2.4) makes no sense and has to be recast into the form
Q(~γ,~γ′; z) =
1
2πd
∞∑
n=1
[
ln
(
(πn)2
2|B|d2
)
− ψ
(
|B| − z + (πn
d
)2
2|B|
)]
× sin
(πnγ3
d
)
sin
(
πnγ′3
d
)
+
1
4πd
[
CE + ψ
(
γ3 + γ
′
3
2d
)
+
π
2
cot
(
π(γ3 + γ
′
3)
2d
)]
− 1
4πd
[
CE + ψ
( |γ3 − γ′3|
2d
)
+
π
2
cot
(
π|γ3 − γ′3|
2d
)]
.
For the sake of brevity it is useful to rewrite the Krein’s formula in a compact
form,
RA(z) = R0(z)− Γz[Q(z) + A]−1Γ∗z, (4.6)
where Γz is a map from ℓ
2(Γ) to L2(R2)⊗ ℓ2(N) defined by
(Γzφ)(x, n) :=
∑
~γ∈Γ
φ(~γ)G2D0
(
x, γ; z −
(πn
d
)2)
χn(γ3). (4.7)
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The operator H0 is invariant under magnetic translations from the groupWη.
One can easily check that the free resolvent kernel satisfies the relation
G0(~x− ~λ, ~x′ − ~λ; z) = exp(πiξ (x− x′) ∧ λ)G0(~x, ~x′; z). (4.8)
Our aim is to study the situation when the operator HA is alsoWη-invariant,
which is the case when the operator A is assumed to satisfy the same con-
dition. Notice that this is trivially satisfied if A is a diagonal matrix. We
will assume only that A is a self-adjoint operator invariant w.r.t. Wη, and
furthermore, that it is bounded and there exist two positive constants c1 and
c2 such that
|A(~γ,~γ′)| ≤ c1 exp(−c2|γ − γ′|) for all ~γ, γ′ ∈ Γ . (4.9)
The last condition means a restriction on the non-locality we have allowed
mathematically: it means that the probability of particle hoping between
two points of the lattice Γ decays exponentially with their distance.
A similar estimate is valid for the operator Q – for any given z /∈ σ(H0)
there exist two positive constants c3 and c4 such that
|Q(~γ,~γ′; z)| ≤ c3 exp(−c4|γ − γ′|) for all ~γ, γ′ ∈ Γ , (4.10)
as it follows from the definition (4.4) of the function Q and the free resolvent
kernel (2.4). The infinite sum contained in the second formula converges be-
cause the term Γ(u)U(u, 1; s) can be written for large positive u as 2K0(2
√
us)
(see [1, 13.3.3]) and the Macdonald functionK0 decays exponentially for large
argument. Using the asymptotics of the function U(u, 1; s) we conclude that
the sum grows with |γ| at most as a polynomial; hence the exponential term
exp(−1
4
|B||γ|2) is sufficient to yield the estimate.
If z approaches a point from the spectrum of the free Hamiltonian H0 the
elements of Q may diverge – cf. [5] – in other words the functions Q(~γ,~γ′; ·)
are in general meromorphic. We summarize the above discussion in the
following theorem:
Theorem 4.1 Suppose that an operator A acting on ℓ2(Γ) is self-adjoint
and Wη-invariant. Then there is exactly one self-adjoint extension HA of the
operator SΓ with Green function given by
G(~x, ~x′; z) = G0(~x, ~x
′; z)−
∑
γ,γ′∈Γ
[Q(z) + A]−1(~γ,~γ′)G0(~x,~γ; z)G0(~γ
′, ~x′; z) ,
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where the operator Q(z) is defined by the relations (4.4) and (4.5). As an
operator in ℓ2(Γ), i.e. an infinite matrix, Q(~γ,~γ′; z) satisfies the estimate
(4.10) for some c3, c4 > 0 and it is Wη-invariant. As a function of z, Q
is meromorphic and all its poles belong to the spectrum σ(H0). Finally, the
operator HA is also Wη-invariant.
5 The case of integral flux and a monoatomic
crystal
We begin with the simplest case assuming that the flux η through the elemen-
tary cell is integral, η = N ≥ 1, and that this cell contains only one potential
placed at ~κ = (0, 0, κ3); in other words in this section we have Γ = Λ + {~κ}.
We already know from Thm. 3.1 that to diagonalize the representation
T acting in L2(Σ) we have to employ the Landau-Zak transformation. Since
M = 1 in the present case we drop the parameter j. Diagonalization of the
representation D acting in ℓ2(Γ) is achieved by the Fourier transformation
Fη : ℓ2(Λ) 7→ L2(T 2) which is defined by
(Fηφ)(p) =
∑
~λ∈Λ
φ(~λ+ ~κ)eλ(p) (5.1)
with the basis eλ(p) := exp(−2πi(λap1 + λbp2 + Nλaλb/2)). It reduces the
action of the magnetic translation to multiplication by the function eλ(p). In
view of the Wη-invariance of G0, the transformed function Q˜ equals
Q˜(p; z) = (FηQ(z)F−1η )(p) =
∑
~λ∈Λ
Q(~λ,~κ; z)eλ(p). (5.2)
With the exponential estimate (4.10) of the function Q in mind, we infer that
the function Q˜ is well defined. It is also meromorphic in z with simple poles,
which lie in σ(H0). Both the functions Q˜(p; z) and A˜(p) are real-analytic
with respect to p1, p2 ∈ R.
Our goal now is to find the Lη-transformation of the Green function given
by Krein’s formula (4.6). To this aim we denote
R˜A(z) = LηRA(z)L−1η ,
R˜0(z) = LηR0(z)L−1η ,
Γ˜z = LηΓzF−1η .
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After a straightforward computation we arrive at the formula
G(p; k, l, n; k′, l′, n′; z) = δkk′ δll′ δnn′
1
ε(l, n)− z (5.3)
− [Q˜(p; z) + A˜(p)]−1 δ˜0(p; k, l)
ε(l, n)− z
δ˜∗0(p; k
′, l′)
ε(l′, n′)− zχn(κ3)χn′(κ3) ,
where δ˜0(p; k, l) is the Lη-transformed delta-function in R2,
δ˜γ(p; k, l) = N
−1/2
∞∑
m=−∞
exp
(
2πim
p2 + k
N
)
ψ∗0(γ, p1 +m, l) ; (5.4)
we have used here the relation
δ˜λ+γ(p; k, l) = exp(πiξ γ ∧ λ) eλ(p) δ˜γ(p; k, l) , (5.5)
which follows from the Wη-invariance of the free resolvent kernel and the
fact that δ˜γ(p; k, l) = (|B|(2l + 1) − z)(LηG2D0 (·, γ; z))(p; k, l). Recall that
although the Landau-Zak transformation Lη acts on L2(R2) ⊗ ℓ2(N), it can
be viewed as two-dimensional since it does not affect the transverse modes.
To perform the spectral analysis we need to know the behavior of the
function Q˜(p; z) for fixed p and real z. It is convenient to treat this problem
separately in each of the (infinitely many) intervals corresponding to gaps in
the free Hamiltonian spectrum. To this end, we denote the points of σ(H0)
arranged in the ascending order by εi, i = 0, 1, . . . . The function Q˜(p, ·)
diverges at a chosen point εi if and only if there exists at least one pair
of integer numbers (l, n) ∈ J(εi) such that χn(κ3) 6= 0 and p belongs to
Ul = {p ∈ T 2 : δ˜0(p; ·, l) 6= 0}, where the expression δ˜0(p; ·, l) stands for an
N -dimensional vector. By [9] the residues in Krein’s formula (4.6) are given
by dQ/dz = Γ∗z∗Γz; the transformed form of this relation reads
∂Q˜
∂z
(p; z) =
∞∑
l=0
∞∑
n=1
1
|ε(l, n)− z|2 χ
2
n(κ3)
N−1∑
k=0
|δ˜0(p; k, l)|2. (5.6)
For notational convenience, we also put ε−1 = −∞ and U−1 = T 2. It is clear
from (5.6) that the function Q˜(p, ·) is monotonously increasing in each of the
intervals (εi−1, εi).
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The asymptotic behaviour of Q˜(p, z) for large negative z is governed by
the function Q0(κ3; z), while the contribution of the rest of the series in ex-
pression (5.2) for Q˜ is bounded, its convergence being ensured by the estimate
(4.10). By [5] the divergent term has the expansion
Q0(κ3; z) = −
√−z
4π
+O(1) as z → −∞ . (5.7)
Now we are ready to analyze the spectrum of the fibre operator H˜A(p). The
first thing we would like to know is whether the Landau levels of the free
system stay in the spectrum σ(H˜A(p)). By examining the residues of the
Green function (5.3) at z = εi ∈ σ(H0), i = 0, 1, . . . , it is straightforward
find the multiplicity of εi in σ(H˜A(p)) and the corresponding eigenspaces.
Lemma 5.1 Assume that the flux η equals an integer number N and the
lattice Γ is ‘monoatomic’. Fix a point εi from σ(H0) and p ∈ T 2, then one
of the following three situations occurs:
(i) if there is at least one pair (l, n) ∈ J(εi) satisfying δ˜0(p; ·, l) 6= 0 and
χn(κ3) 6= 0, the multiplicity d(p; εi) equals N |J(εi)| − 1 and the eigenspace is
the orthogonal complement of the vector ω(p; εi) in the space Ω(p; εi), where
ω(p; εi) =
(
δ˜0(p; k, l)χn(κ3)
∑
(l0,n0)∈J(εi)
δll0δnno
)
k,l,n
,
Ω(p; εi) = C
N ⊗
( ⊕
(l,n)∈J(εi)
(el ⊗ χn)
)
, (5.8)
(ii) if χn(κ3)δ˜0(p; ·, l) is a zero vector for all indices (l, n) ∈ J(εi) and
Q˜(p; εi) + A˜(p) 6= 0, then d(p; εi) = N |J(εi)| and Ω(p; εi) is the eigenspace,
(iii) if χn(κ3)δ˜0(p; ·, l) is a zero vector for all indices (l, n) ∈ J(εi) and
Q˜(p; εi) + A˜(p) = 0, then d(p; εi) = N |J(εi)|+ 1. In this case the eigenspace
is the linear hull of Ω(p; εi) and the vector
(
δ˜0(p;k,l)χn(κ3)
ε(l,n)−εi
)
k,l,n
, where we put
0/0 := 0 for elements with (l, n) ∈ J(εi).
This answers the question what happens with the free Hamiltonian spec-
trum under influence of the perturbation. However, the spectrum σ(H˜A(p))
contains not only the original modified Landau levels but also additional
points due to the presence of the point potential. From the properties of
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Q˜(p, ·) it is obvious that there is exactly one solution Eik(p) of the implicit
equation
Q˜(p;E) + A˜(p) = 0 (5.9)
in any interval (εik−1(p), εik(p)), where (εik(p))
∞
k=−1 is a subsequence of all points
from (εi)
∞
i=−1 at which the function Q˜(p; ·) diverges. If E does not belong
to σ(H0), the said solution is a nondegenarate eigenvalue of H˜A(p) with the
unnormalized eigenvector
(
δ˜0(p;k,l)
ε(l,n)−E(p)
χn(κ3)
)
k,l,n
. This vector is non-trivial,
which follows from the inequality (6.9) derived below and applied to the
derivative ∂Q˜/∂z given in the monoatomic case by (5.6).
Let us summarize the effect of the periodic point potential on the spec-
trum σ(H˜A(p)) at a fixed point p ∈ T 2. The modified Landau level εi in the
spectrum of the free Hamiltonian H0 has the multiplicity equal to N |J(εi)|.
In the perturbed spectrum σ(H˜A(p)) the generic situation is the case (i) of
the above lemma, when the function Q˜(p; ·) diverges at εi. Then an eigen-
value splits off this level moving down with the increasing A˜(p) towards the
neighbouring lower modified Landau levels. In particular, for N |J(εi)| = 1
the perturbation removes in this way the level εi from the spectrum σ(H˜A(p))
entirely. On the other hand, if Q˜(p; ·) does not diverge at εi, the multiplic-
ity remains the same or it can be enlarged by one; the latter happens when
an eigenvalue coming from a higher modified Landau level reaches εi for a
particular A˜(p). These two situations correspond, of course, to cases (ii) and
(iii) of Lemma 5.1, respectively.
After we have found the spectrum of the fibre operator for a fixed quasi-
momentum, we can proceed to analysis of the spectrum of the full operator
HA ≃ H˜A =
∫ ⊕
T 2
H˜A(p) dp . (5.10)
Since the functions appearing in the equation (5.9) are real-analytic the same
is true for its solution. Fix an interval (εi−1, εi) such that there are two
pairs of indices (l1, n1) ∈ J(εi−1) and (l2, n2) ∈ J(εi) with χn1(κ3) 6= 0 and
χn2(κ3) 6= 0, then by the above discussion there is a real-analytic function
Ei(·) defined on a set Ul1 ∩ Ul2 with the range in (εi−1, εi). Moreover, A˜(·)
is bounded as a continuous function on a compact set. Combining this ob-
servation with the asymptotics (5.7) for i = 0, we see that also the range of
Ei(·) is a bounded interval. Since δ˜0(·; k, l) is an analytic function and Ul 6= ∅
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for all l ∈ N∪{0}, the domains Ul are dense open sets of full measure, so any
intersection Ul1 ∩ Ul2 is also an open set of full measure. Hence the function
Ei(·) extends by continuity to the entire torus T 2 and its range lies in the
interval [εi−1, εi], having a finite lower bound for i = 0.
A modification is needed in case of an ‘orphan’ modified Landau level,
i.e. a point εi′ for which there is no pair of indices (l, n) ∈ J(εi′) satisfying
χn(κ3) 6= 0. It is obvious that this cannot be a pole of Q˜(p; ·) for any p, and
consequently, the implicit equation (5.9) may have no solution in one or both
of the intervals (εi′−1, εi′) and (εi′, εi′+1). Instead we have to consider in this
case the joint interval amended with the common endpoint. Then there is
a unique solution Ei′+1(p) of (5.9) on the interval (εi′−1, εi′+1), provided its
endpoints belong to the ‘regular’ class considered above, and the dispersion
function Ei′(p) is excluded from further consideration; the argument easily
extends to the situation with two or more neighbouring ‘orphan’ points. Note
that the number of ‘non-orphan’ levels is infinite.
Eliminating the ‘orphan’ points εi′ from (εi)
∞
i=0 we obtain a subsequence
(εik)
∞
k=0; we add conventionally ε−1 = −∞ as its first term. For each interval
(εik−1, εik) we have then a unique dispersion function Eik(p) defined on an
open set of full measure as a solution to (5.9) and extended by continuity to
the entire torus T 2.
Lemma 5.2 The function Eik(·) defined above has following properties:
(i) if εik−1 < Eik(p) < εik , then Eik(p) is the unique solution to the implicit
equation (5.9) in (εik−1, εik),
(ii) if εik is a pole of the function Q˜(p; ·), then Eik(p) < εik < Eik+1(p),
(iii) if εik is not a pole of the function Q˜(p; ·), then
Q˜(p; εik) + A˜(p) < 0 ⇒ Eik(p) = εik < Eik+1(p) ,
Q˜(p; εik) + A˜(p) > 0 ⇒ Eik(p) < εik = Eik+1(p) ,
Q˜(p; εik) + A˜(p) = 0 ⇒ Eik(p) = εik = Eik+1(p) .
Proof: The proof is similar to the one for point interactions on the plane [7].
By definition of the sequence {εik}∞k=−1 there are pairs of indices (l1, n1) ∈
J(εik−1) and (l2, n2) ∈ J(εik) such that χn1(κ3) 6= 0 and χn2(κ3) 6= 0.
The union Ul1 ∩ Ul2 has a full measure in T 2, so the extension of Eik(·)
to the whole T 2 by continuity (using a sequence {pn}∞n=1 ∈ Ul1 ∩ Ul2 tend-
ing to p ∈ T 2) is well defined. Assume first that Eik(p) does not coin-
cide with the endpoints εik−1 and εik of the interval. From the condition
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µ(pn;Eik(pn)) := Q˜(pn;Eik(pn))+A˜(pn) = 0 and the joint continuity of µ(·; ·)
in the a neighbourhood of the point (p, Eik(p)) we infer that µ(p;Eik(p)) = 0
for any p ∈ T 2; then the claim (i) follows from the monotonicity of the
function µ(p; ·).
The point Eik(p) defined as above cannot be a pole of the function µ(p; ·).
To see this, consider the function z 7→ β(p; z) := µ(p; z)(z − εik−1)(z − εik),
which is analytic in an interval (εik−1 − ρ, εik + ρ) with a small enough ρ > 0.
Using the continuity again we find that β(p;Eik(p)) = 0 for any p ∈ T 2, thus
a pole at Eik(p) is excluded. This proves the claim (ii).
To prove the last statement of the lemma, we need two auxiliary results:
Eik(p) = εik ⇒ lim
z→Eik(p)
µ(p; z) ≤ 0 ,
Eik(p) = εik−1 ⇒ lim
z→Eik(p)
µ(p; z) ≥ 0 . (5.11)
Let us check the first relation. Assume that Eik(p) = εik but the limit is
strictly positive, then there are E0 ∈ (εik−1, εik) with µ(p;E0) > 0 and pn˜
such that µ(pn˜;E0) > 0 and E0 < Eik(pn˜). However, the monotonicity of
µ(p; ·) leads then to a contradiction, 0 < µ(pn˜;E0) < µ(pn˜;Eik(pn˜)) = 0.
Assume now that εik is not a pole of µ(p; ·) and µ(p; εik) < 0. By (5.11)
we would have εik < Eik+1(p). There is an integer number n0 such that
µ(pn; εik) < 0 holds for all n > n0, hence εik < Eik(pn) for all n > n0, and
consequently, εik ≤ Eik(p). The case of the opposite inequality µ(p; εik) > 0
is treated in a similar way.
Finally, let us consider the last case when εik is not a pole of µ(p; ·) and
µ(p; εik) = 0. We have to exclude both the strict inequalities Eik(p) < εik and
εik < Eik+1(p). Assume, for instance, that the first one of them holds. From
(5.11) and the proof of the claim (i) we know that limz→Eik(p) µ(p; z) ≥ 0.
There exists E1 satisfying Eik(p) < E1 < εik and we arrive at a contradiction,
0 ≤ µ(p;Eik(p)) < µ(p;E1) ≤ µ(p; εik) = 0.
To finish the proof, we must check that the definition of Eik(p) is indepen-
dent of the choice of the approximating sequence (pn)
∞
n=1. Consider another
sequence (p′n)
∞
n=1 converging to p and denote the limit of Eik(p
′
n) by E
′
ik
(p).
Assume Eik(p) < E
′
ik
(p), then by the claim (i) it is necessary that at least one
of these points coincides with one of the endpoints of the interval (εik−1, εik).
Using (5.11) we arrive at the relations
lim
z→Eik (p)
µ(p; z) ≥ 0 , lim
z→E′ik
(p)
µ(p; z) ≤ 0 .
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Choosing points E1, E2 such that Eik(p) < E1 < E2 < E
′
ik
(p), we get a
contradiction, 0 ≤ µ(p;Eik(p)) ≤ µ(p;E1) < µ(p;E2) ≤ µ(p;E ′ik(p)) ≤ 0.
Combining the above results with with the direct-integral decomposition
(5.10) we arrive finally at the sought description of the spectrum σ(HA).
Theorem 5.1 Suppose that the flux η is integer, η = N , and the elementary
cell contains one point potential. Then σ(HA) consists of two parts:
(i) The first one is the union of spectral bands denoted by Jk, k = 0, 1, . . .,
where Jk is the range of the function Eik(·) over the torus T 2, with Eik(p)
defined by the implicit equation (5.9). Each band Jk lies within one interval
[εik−1, εik ] and two neighboring bands Jk and Jk+1 have a common endpoint
εik if and only if there exist p1 and p2 from T
2 such that Q˜(p1; z) and Q˜(p2; z)
do not have a pole at εik and
Q˜(p1; εik) + A˜(p1) ≥ 0 ,
Q˜(p2; εik) + A˜(p2) ≤ 0 .
There is at most one degenerate band corresponding to a constant Eik(·).
In particular, the degeneracy is excluded if the matrix A is diagonal, i.e.
A = αIℓ2(Γ) for some α ∈ R. The absolutely continuous spectrum of HA is
the union
⋃∞
k=0 Jk with the exception of the possible degenerate band.
(ii) The point part of the spectrum consists, in addition to the mentioned
degenerate band, of the modified Landau levels z0 from σ(H0) which persist
under the perturbation. This concerns the whole σ(H0) if N ≥ 2 while for
N = 1, the levels z0 ∈ σ(H0) for which there is just one pair of indices
(l, n) ∈ J(z0) and χn(κ3) 6= 0 have to be removed.
Proof: Most part follows from Lemma 5.1 and Lemma 5.2; it remains us to
check the claims about the degenerate band in (i). Suppose that there are
two different degenerate bands {E} and {E ′} with E, E ′ ∈ R separated from
the spectrum of H0. Then we have Q˜(p;E) + A˜(p) = 0 for all p ∈ T 2 and
the same for E ′ which yields
Q(~γ,~κ;E) = −A(~γ,~κ) = Q(~γ,~κ;E ′) (5.12)
for all ~γ from the set Λ. In particular, choosing ~γ with a large modulus, we
find different terms for the corresponding matrix elements of Q at different
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energies E and E ′, because
Q(~γ,~κ;E) = C(E) e−
|B|
4
|γ|2|γ|
E−|B|−(pi
d
)2
|B|
(
1 +O(|γ|−ν)) , (5.13)
where ν = min
{
2, 3
|B|
(π
d
)2
}
, which leads to a contradiction with (5.12). The
expansion (5.13) follows from the definition of Q by (4.4) in combination
with the asymptotic behavior of the hypergeometric function, U(a, 1; s) =
s−a(1 +O(|s|−1)) – see [1, 13.1.8]. Furthermore, consider a diagonal matrix
A and suppose that there is a degenerate band {E}. Then the condition
Q˜(p;E) + α = 0 holds for any p ∈ T 2. In view of the relation (5.2) it leads
to the requirement Q(~γ,~κ;E) = 0 for all ~γ 6= ~κ which again contradicts the
known asymptotic behavior.
Thus we have obtained spectral bands between neighboring points of
the unperturbed spectrum as in the planar case [7]. Needless to say, the
bands are not the same because the dispersion functions are different and
also the unperturbed spectrum is different: its points are sums of the ‘two-
dimensional’ Landau levels and energies of transverse modes. In this sense
the band structure in a layer is richer.
The most important difference from the planar case is the possible exis-
tence of a spectral gap containing the whole interval (εi−1, εi) for some integer
i, so that the free-spectrum gap is preserved by the perturbation. Such a sit-
uation occurs, for example, if the positions of point potentials coincide with
a node of each transverse mode corresponding to εi, i.e. χn(κ3) = 0 for all
(l, n) ∈ J(εi), and if at the same time Q˜(p; εi)+A˜(p) ≤ 0 holds for all p ∈ T 2.
The last condition is satisfied, e.g., for a diagonal matrix A = αI with the
parameter α ≤ −maxp∈T 2 |Q˜(p; εi)| as it follows from monotonicity of the
function Q˜(p; ·). Although it is not a generic situation it is not purely hypo-
thetical. On the other hand, such a preserved gap cannot occur for the lowest
interval, k = 0, or in the situation when both endpoints contain the contribu-
tion from the lowest transverse mode, i.e. (l, 1) ∈ J(εi−1) and (l′, 1) ∈ J(εi).
In case of a thin layer, it means that there is exactly one spectral band be-
tween each two neighboring modified Landau levels below ε(0, 2), i.e. below
the threshold of the second transverse mode; it is obvious that the thinness
here has to be understood in comparison to the characteristic length given
by the magnetic field.
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6 The case of integral flux and polyatomic
crystal
Consider next a polyatomic lattice Λ, i.e. suppose that the set K contains
more than one point, ~κi 6= ~κj for i, j = 1, . . . , |K|, i 6= j. The flux η is again
an integer number N . Compared to (5.1) the Fourier transformation must
be modified; Fη : ℓ2(Γ) 7→ L2(T 2)⊗ ℓ2(K) acts now as
(Fηφ)(p;~κ) =
∑
~λ∈Λ
φ(~λ) exp [πiξ κ ∧ λ− 2πi(λap1 + λbp2 +Nλaλb/2) ] ,
(6.1)
i.e. values of the transformed function Fηφ of the variable p ∈ T 2 are no
longer scalar but rather |K|-dimensional vectors. The Fourier transformed
operator FηD((~λ, 1))F−1η with ~λ ∈ Λ acts again as a multiplication by eλ(p).
An argument similar to that of the monoatomic case leads to
(Q˜(z) + A˜)(p;~κ,~κ′) = (Fη(Q(z) + A)F−1η )(p;~κ,~κ) (6.2)
=
∑
~λ∈Λ
(Q(z) + A)(~λ+ ~κ,~κ′) exp [πiξ κ ∧ λ− 2πi(λap1 + λbp2 +Nλaλb/2)] .
The matrix elements Q˜(p;~κ,~κ′; z) are real-analytic with respect to p ∈ T 2 and
meromorphic in z with simple poles which can be located only at the points
of σ(H0). The matrix elements A˜(p;~κ,~κ
′) are real-analytic in p. Finally, the
transformed Green function reads
G(p; k, l, n; k′, l′, n′; z) = δkk′δll′δnn′
1
ε(l, n)− z (6.3)
−
∑
~κ,~κ′∈K
[Q˜(p; z) + A˜(p)]−1(~κ,~κ′)
δ˜κ(p; k, l)
ε(l, n)− z
δ˜∗κ′(p; k
′, l′)
ε(l′, n′)− z χn(κ3)χn′(κ
′
3) .
Using the known relation dQ˜/dz = Γ˜∗z∗Γ˜z for the derivative, we get
∂Q˜
∂z
(p;~κ,~κ′; z) =
∞∑
l=0
∞∑
n=1
1
|ε(l, n)− z|2 χn(κ3)χn(κ
′
3)
N−1∑
k=0
δ˜∗κ(p; k, l)δ˜κ′(p; k, l).
(6.4)
The asymptotic behaviour of the diagonal elements of the matrix Q˜(p; z) as
z → −∞ is similar to (5.7), while the non-diagonal elements are bounded,
Q˜(p;~κ,~κ′; z) = −δ~κ~κ′
√−z
4π
+O(1) . (6.5)
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Let us begin the spectral analysis with the fiber operator H˜A(p) for a
fixed p ∈ T 2. For each point εi ∈ σ(H0) we define matrix Gεi(p) as the
residue of −Q˜(p; z) at z = εi, i.e.
Gεi(p;~κ,~κ
′) =
∑
(l,n)∈J(εi)
χn(κ3)χn(κ
′
3)
N−1∑
k=0
δ˜∗κ(p; k, l)δ˜κ′(p; k, l) , (6.6)
and we denote its rank by rεi(p). We further define Pεi(p) as the orthogonal
projection onto kerGεi(p) ⊂ ℓ2(K) and operator Dεi(p) as
Dεi(p) = lim
z→εi
Pεi(p)(Q˜(p; z) + A˜(p))|kerGεi (p) . (6.7)
The multiplicity of εi in the spectrum of the free Hamiltonian is equal to
N |J(εi)| with the eigenspace Ω(εi) defined by (5.8). The second term of the
Green function (6.3) modifies the residue at z = εi in two possible ways:
(i) taking into account contribution from the indices (l, n), (l′, n′) ∈ J(εi) to
the kernel of the resolvent, we get the orthogonal projection to the subspace
spanned by the vectors (χni(κ3)δ˜κ(p; k, li))k,i with k = 0, . . . , N − 1 and
(li, ni) ∈ J(εi). In this way the multiplicity of εi is diminished by rεi(p).
(ii) On the other hand, for indices (l, n) /∈ J(εi) we get a nonzero residue
when the operator Dεi(p) is not invertible. The corresponding eigenspace is
orthogonal to Ω(εi) with the maximal possible dimension equal to |K|.
Putting two terms of the Green function (6.3) together, we arrive at the
following result:
Lemma 6.1 Assume that the flux η equals an integer number N and the el-
ementary cell of the lattice Γ contains |K| point interactions. Choose a point
εi ∈ σ(H0) and fix p ∈ T 2. Then the multiplicity dεi(p) of εi in σ(H˜A(p)) is
equal to
dεi(p) = N |J(εi)| − rεi(p),
if Dεi(p) is invertible, while in the opposite case it satisfies the inequalities
N |J(εi)| − rεi(p) ≤ dεi(p) ≤ N |J(εi)|+ |K| − rεi(p) .
Apart from the modified Landau levels of the free system, the spectrum
of H˜A(p) contains eigenvalues due to the presence of the point potentials. A
necessary condition for E ∈ R \ σ(H0) to be an eigenvalue is
det[Q˜(p;E) + A˜(p)] = 0. (6.8)
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Notice that E might not be an eigenvalue of H˜A(p) if the vectors
ψ~κ =
( δ˜κ(p; k, l)
ε(l, n)− E χn(κ3)
)
k,l,n
, ~κ ∈ K
were not linearly independent, in which case the second term in Green func-
tion (6.3) could vanish. This cannot happen, however, because ∂Q˜/∂z is
the Gram matrix for this |K|-tuple of vectors and by [9] one has for a fixed
z 6∈ σ(H0) the inequality
∂Q˜(p; z)
∂z
≥ czIℓ2(K) (6.9)
with some cz > 0. Therefore ψ~κ are linearly independent and eigenvectors
corresponding to E are given by
∑
~κ∈K β~κψ~κ, where the vectors {β~κ} belong
to ker[Q˜(p;E) + A˜(p)].
A useful way to solve the implicit equation (6.8) is by examining the
eigenvalues µ(j)(p; z), j = 1, . . . , |K| of the matrix Q˜(p; z) + A˜(p) with the
numbering which takes their multiplicity into account. Apparently, a solu-
tion of equation µ(j)(p;E) = 0 for some j solves also the original equation.
Properties of the functions µ are described in following lemma:
Lemma 6.2 Suppose that the flux η is an integer number N and the ele-
mentary cell of Γ contains |K| point potentials, and fix p ∈ T 2. Then the
eigenvalues µ(j)(p; z) of the matrix Q˜(p; z) + A˜(p) are monotonously increas-
ing functions of z in each interval (εi−1, εi), i = 0, 1, . . . . When z approaches
a modified Landau level εi, exactly rεi(p) functions of the family µ
(j)(p; ·),
j = 1, . . . , |K| diverge, while the remaining ones have finite limits. When z
tends to −∞, all the |K| functions µ(j)(p; ·) diverge to −∞.
Proof: Since the matrix Q˜(p; z2) − Q˜(p; z1) with εi−1 < z1 < z2 < εi is
by (6.9) positive definite, the Lidskii’s theorem [10, Thm. II.6.10] yields the
inequality µ(j)(p; z1) < µ
(j)(p; z2) for each j, hence all the functions µ
(j)(p; ·)
increase monotonously between every two neighboring points of σ(H0). To
prove the second claim, take |K| eigenvalues β(j)(p; z), j = 1, . . . , |K|, of
matrix (εi − z)[Q˜(p; z) + A˜(p)]. By Rellich’s theorem [10, Thm. II.6.8] the
functions β(j) are continuously differentiable in some neighborhood of εi,
an for z = εi the matrix under considerations coincides with Gεi. Finally,
using Gershgorin’s circles – see [6, Thm. XIV.5.5] – in combination with the
asymptotic formula (6.5) for the matrix Q˜(p; z) we get the last claim.
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The lemma implies that there are at most |K| eigenvalues in each interval
(εi−1, εi), i = 0, 1, . . . which is after all clear from general principles – cf. [13,
Sec. 8.3]. To get a more specific information about the actual number of
eigenvalues, we have to look closely at the number rεi(p).
Remark 6.1 Since the matrix Gεi(p) is obviously the Gram matrix of the
system of N |J(εi)|-dimensional vectors(
χns(κ3)δ˜κ(p; k, ls)
)
k,s
k = 0, . . . , N − 1 , (ls, ns) ∈ J(εi) ,
the rank rεi(p) cannot exceed min(|K|, N |J(εi)|). There are three situations
when the maximum value specified here cannot be achieved whatever point
p is considered. First, the dimension of the vectors is in fact smaller if
χns(κ3) = 0 holds for some index ns and all ~κ ∈ K. In general, the said
dimension is equal to N |J˜(εi)|, where J˜(εi) is the set J(εi) from which the
pairs (ls, ns) with the described property were deleted. Second, the number
of the vectors is |K|, but when a lattice point ~κ is such that χns(κ3) = 0 holds
for all (ls, ns) ∈ J(εi), the corresponding vector is zero for any p. Excluding
such elements from the set K we obtain a subset denoted as K¯(εi).
Finally, we must also examine carefully the situation when several points
~κj, j = 1, . . . , q, from the elementary cell differ in the third coordinate only,
i.e. they are arranged vertically in the layer. If the level εi is not degenerate,
by neglecting all but one of the q vectors in question, we do not change the
rank of the Gram matrix, provided the one which we keep is not a zero vector.
If a degenerate level is admitted, then the number of linearly independent
vectors among these q vectors is less or equal to the rank of the following
matrix (
χns(κ
j
3)
)
j,s
j = 0, . . . , q, (ls, ns) ∈ J˜(εi) .
Then we eliminate the remaining ones of the q vectors from K¯(εi) and obtain
in this way another subset of K which we denote as K˜(εi). The maximal
possible rank rεi(p) of the matrix Gεi(p) is in this way equal to
min(|K˜(εi)|, N |J˜(εi)|) ;
whether the maximum is achieved at a point p or not now depends on the
functions δ˜κ(·; k, l).
Such a dependence of rεi(p) on the parameters of the problem makes the
general spectral analysis cumbersome. In what follows we will thus restrict
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our attention to the generic situation only and we impose additional restric-
tions on the Hamiltonian HA. First of all, we assume that (π/d)
2 and |B|
are not rationally related, so that J(εi) = 1 holds for all modified Landau
levels εi. Furthermore, we define the sets
U ′εi := {p ∈ T 2 : rεi(p) = rmax ≡ min(N, |K˜|)} ,
U ′′εi := {p ∈ T 2 : Dεi is invertible}
and
Uεi := U
′
εi
∩ U ′′εi , (6.10)
where |K˜| represents the number of points ~κ ∈ K after we have excluded
q − 1 points from every q-tuple in which the first two coordinates coincide.
The set K˜ does not depend on εi any more.
In the rest of the paper, we consider only operators HA such that the
set
⋂
i≥0 Uεi is nonempty, which is a generic situation. One can check easily
that by an arbitrarily small shift of the points ~κ in the elementary cell QΛ
we can achieve that
⋂
i≥0 U
′
εi
6= ∅, and in a similar way, by an arbitrarily
small perturbation of the diagonal elements of the matrix A we can always
satisfy the condition
⋂
i≥0 U
′′
εi
6= ∅. Recall that the possible positions ~κ of
point potentials in the elementary cell are dense in Q
|K|
Λ , while all possible
values of A(~κ,~κ) span R|K|, and consequently, the set{
(~κ1, . . . , ~κ|K|, A(~κ1, ~κ1), . . . , A(~κ|K|, ~κ|K|)) ∈ Q|K|Λ × R|K| :
⋂
i≥0
Uεi 6= ∅
}
has a full measure in Q
|K|
Λ × R|K|.
For |K| = rmax and p ∈ Uεi−1 ∩ Uεi, the number of the eigenvalues in the
free Hamiltonian spectral gap equals |K|. Now we employ the assumption⋂
i≥0 Uεi 6= ∅: since δ˜κ(p; k, l) and Q˜(p; z) with z /∈ σ(H0) are analytic as
functions of p, all sets the U ′εi and U
′′
εi
, i ≥ 0, have full measures, and
the same is true for the intersection Uεi−1 ∩ Uεi. The functions E(j)i (·) are
bounded, which follows for i = 0 from the asymptotic formula (6.5) and
the boundedness of the matrix A˜ while otherwise the claim is valid trivially.
Thus we may extend the |K| dispersion functions E(j)i (·) by continuity to the
entire torus T 2. We arrive at the following result.
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Lemma 6.3 Assume that |K| = rmax and the Hamiltonian HA satisfies⋂
i≥0 Uεi 6= ∅. Consider the extended functions E(j)i (p), j = 1, . . . , |K|, de-
fined on T 2 in the described way. Then the inequalities εi−1 < E
(j)
i (p) < εi
for some j, 1 ≤ j ≤ |K|, implies that E(j)i (p) is a solution of the implicit
equation (6.8).
For |K| > rmax and p ∈ Uεi−1 ∩ Uεi, the number of eigenvalues in the
interval (εi−1, εi) is not necessarily equal to |K|. Consider first p ∈
⋂
i≥0 Uεi .
In this case, |K|− rmax functions µ(j)(p; z) do not diverge when z approaches
an endpoint of the interval, instead they ‘meet’ there one of functions µ from
the neighboring interval. Then it is natural to unify these functions coming
from neighboring intervals obtaining new functions ν
(j)
i (p; ), i = 0, 1, . . . , j =
1, . . . , rmax, which are defined on the enlarged intervals (εi−s, εi), where 1 ≤
s ≤ |K|/rmax if the fraction is integer, otherwise 1 ≤ s ≤ [|K|/rmax] + 1. We
put εi−s = −∞ and Uεi−s = T 2 whenever i− s < 0. On each subinterval, the
corresponding families of functions ν(p; z) and µ(p; z) coincide. The function
ν
(j)
i (p; z) tends to ±∞ as z approaches εi or εi−s, respectively. Thus there
exists exactly one solution to the equation ν
(j)
i (p;E) = 0 which we denote
as E
(j)
i (p). The same conclusion can be made under a weaker assumption,
p ∈ ⋂sl=0Uεi−l . This set has again a full measure and functions E(j)i (·) are
bounded, so we can extend the dispersion functions by continuity to the
entire torus T 2.
After having analyzed the fiber operator spectrum, let us run p run
through the torus T 2 to get the spectrum of the Hamiltonian HA.
Theorem 6.1 Suppose that the flux η is an integer number N and the ele-
mentary cell of the lattice Γ contains |K| points. In addition, let (π/d)2 and
|B| be irrationally related and let the Hamiltonian HA satisfy the condition⋂
i≥0 Uεi 6= ∅, where the sets Uεi are defined by (6.10). Then the spectrum of
HA consists of two parts, namely
(i) spectral bands Iji with j = 1, . . . , rmax and i = 0, 1, . . . , where rmax =
min(N, |K˜|) and K˜ is the maximal subset of K such that no pair of points
from K ′ coincide in the first two coordinates. Each band Iji is given as the
range of the extended function E
(j)
i (p), p ∈ T 2, which is defined by the implicit
equation (6.8); it lies within the interval [εi−s, εi], where 1 ≤ s ≤ |K|/rmax if
the fraction is integer and 1 ≤ s ≤ [|K|/rmax] + 1 otherwise. The absolutely
continuous spectrum of HA is the union
⋃∞
i=0
⋃rmax
j=1 I
j
i except possible bands
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degenerate to a point,
(ii) modified Landau levels from the spectrum of H0. If N ≤ rmax, some
points of σ(H0) may be absent from the spectrum of HA.
The theorem says nothing about possible common endpoint of two neigh-
boring bands, which coul be compared to the analogous part of Theorem 5.1
in the monoatomic case. However, the term ‘neighboring bands’ does not
have much sense here; the bands Iji with the same index i may overlap and
for |K| > rmax also bands with different indices i may overlap.
Apart from the difference between the modified Landau levels here from
the unperturbed spectrum in the planar case, the structure of the two spectra
is similar with one difference: the number of bands Iji which neighbor with the
same point εi from above equals min(N, |K˜|), while in the planar case [7] it
is min(N, |K|) instead. The reason is clear: the magnetic field perpendicular
to the layer does not ‘distinguish’ two points placed one on the top of the
other, and such a situation can never occur in the planar case.
In the previous chapter we have found that the spectrum can contain a gap
covering the whole interval (εi−1, εi) for some i. In the polyatomic case it is
obviously possible for |K| ≥ 2rmax, while the above discussion excludes such
a situation otherwise. It might thus seem that for |K| = rmax = 1 we get a
contradiction. However, the discrepancy comes from the stronger restriction
we have imposed upon the operator HA; the condition
⋂
i≥0 Uεi 6= ∅ does not
allow χn(κ3) = 0 to hold for all (l, n) ∈ J(ε).
7 The case of a rational flux
The general case when the flux is a rational number, η = N
M
, can be in
some sense reduced to the previous analysis. We can pass to an integral flux
η′ = N by enlarging the elementary cell. The new lattice Λ′ is generated by
vectors ~a and M~b and the new set K ′ is given by K + {0,~b, . . . , (M − 1)~b}.
However, the result obtained by this simple trick is not fully correct be-
cause it does not take the M-fold degeneracy into account. Recall that the
Hamiltonian HA commutes with all magnetic translations from Wη. Hence
any of its eigenspaces can be written as a direct sum of spaces of the irre-
ducible representations of Wη, which are M-dimensional. Therefore addi-
tional modifications are needed here. We define the Fourier transformation
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Fη : ℓ2(Γ) 7→ L2(T 2η )⊗ CM ⊗ CM ⊗ ℓ2(K) by the prescription
(Fηφ)(p; j,m,~κ) =
∑
λa,λb∈Z
φ(λa~a + (λbM +m)~b+ ~κ) (7.1)
× exp
[
πiξ κ ∧ (λa~a + λbM~b)
]
× exp
[
− 2πi
(
λap1 + λbp2 +
N
2
λa
(
λb +
m+ 2j
M
))]
.
The transformed quantity FηD(·)F−1η is then a direct integral of multiples
of irreducible representations,
FηD(·)F−1η =
∫ ⊕
T 2η
d2p△′(·; p)⊗ Iℓ2(K) .
The representation △d(·; p) acting on CM ⊗ CM is given by
△d((~a, 1); p) = △((~a, 1); p)⊗ ICM ,
△d((~b, 1); p) = S ⊗△′(p),
where S and △′(p) are operators on CM which act at the basis vectors ej ,
j = 0, . . . ,M−1 , in following way,
Sej = ej⊖1 , △′(p)ej = exp(−2πip2δj,M−1)ej⊕1 ,
with ⊕ and ⊖ representing the sum and difference in {0, . . . ,M −1} modulo
M. This representation is equivalent to the representation △(·; p)⊗ ICM .
Applying now the Fourier transformation to the operator Q(z) + A we
get
(Q˜(z) + A˜)(p; j,m,~κ, j′, m′, ~κ′) = δjj′
∑
λa,λb∈Z
exp
[
πiξ κ ∧ (λa~a+ λbM~b)
]
× exp
[
−2πi
(
λap1 + λbp2 +
N
2
λa
(
λb +
m+ 2j
M
))]
× (Q(z) + A)(λa~a + (λbM +m)~b+ ~κ,m′~b+ ~κ′) . (7.2)
Finally, the transformed Green function reads
G(p; j, k, l, n; j′, k′, l′, n′; z) = δjj′δkk′δll′δnn′
1
ε(l, n)− z (7.3)
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− δjj′
∑
~κ,~κ′∈K
M−1∑
m,m′=0
[Q˜(p, j; z) + A˜(p, j)]−1(m,~κ,m′, ~κ′)
× δ˜m,κ(p; j, k, l)
ε(l, n)− z
δ˜∗m′,κ′(p; j, k
′, l′)
ε(l′, n′)− z χn(κ3)χn′(κ
′
3) ,
where
δ˜m,κ(p; j, k, l) = N
−1/2
∞∑
r=−∞
exp
(
2πir
p2 + k
N
)
ψ∗0(mb+ κ; p1 + ηj + r, l) .
(7.4)
We have employed a relation similar to (5.5) with λ ∈ Λ′ and an additional
parameter j, and the M-dimensional representation △(·, p) instead of the
character χ(·; p).
Next, we proceed to the spectral analysis in the same way as we did in
the previous section. The implicit equation defining the dispersion function
E
(r,j)
i (p) has the form
det[Q˜(p; j;E) + A˜(p; j)] = 0 (7.5)
with the dimension of the matrix being equal to |K|M . Due to the equiva-
lence of the two representations which we have mentioned above, the matrices
Q˜(p; j; z) + A˜(p; j) for different j are unitarily equivalent. This is the source
of the M-fold degeneracy of the eigenvalues of H˜A(p), and thus also of the
spectral bands of HA.
To simplify the description of the spectrum σ(HA), we consider in the
following theorem a lattice with |K| = 1.
Theorem 7.1 Assume that the flux η is a rational number N/M and the
elementary cell contains one point potential. In addition, let (π/d)2 and
|B| be irrationally related, and let the Hamiltonian HA satisfy the condition⋂
i≥0
⋂M−1
j=0 U
j
εi
6= ∅, where the sets U jεi are defined in analogy with the expres-
sion (6.10). Then the spectrum σ(HA) consists of two parts:
(i) The first one is the union of spectral bands Iri with r = 1, . . . , rmax and
i = 0, 1, . . ., where rmax = min(M,N). The band I
r
i is given as a range of the
function p 7→ E(r,j)i (p) with p ∈ T 2η , defined by the implicit equation (7.5) for
some j. Each band Iri is M-times degenerated and it lies within the interval
[εi−s, εi], where 1 ≤ s ≤M if N = 1 and 1 ≤ s ≤ [M/N ] + 1 otherwise. The
absolutely continuous spectrum is the union of all bands Iri except possible
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bands degenerated to a point.
(ii) The second part of the spectrum contains modified Landau levels from
σ(H0). In the case N ≤ M some points of σ(H0) may be absent from the
spectrum σ(HA).
8 Survey of the results
We have analyzed the spectrum of a Dirichlet layer with a periodic array of
point perturbations in presence of homogeneous magnetic field. The generic
picture we have obtained for a rational flux, η = N/M , has some well-known
features analogous to [7]: in the case of a single potential in the elementary
cell, there are min(M,N) spectral bands which split off each modified Landau
level εi, each band is M-times degenerated, and its location is not necessarily
restricted to the gaps adjacent to the Landau level in question; more precisely,
ifM > N it may spread below εi−1. In the case of n > 1 perturbations in the
elementary cell, the number of the spectral bands changes to min(nM,N),
while the M-fold degeneracy remains the same.
Apart of the magnetic field and the lattice spacing, the system has another
parameter, namely the layer width d. Its first and most visible effect on the
spectrum is that the Landau levels in the unperturbed spectrum are combined
with the energies of transverse modes (that is what we mean by modified
Landau levels), and thus they are described by a pair of quantum numbers.
Due to this fact the results are similar to those for the two-dimensional system
of [7] only in the generic situation when (π/d)2/|B| is an irrational number
and no point potential is placed at a node of a transverse mode.
If these additional conditions are not satisfied, one has to examine each
Landau level separately as we did in Remark 6.1. For example, if (π/d)2 and
|B| are rationally related, some Landau levels have an extra degeneracy and
the number of bands may increase, because one must consider appropriate
multiple of the integer N . On the other hand, if we allow the sites of point
potentials coincide with a node of a transverse mode, the number of bands
may decrease because unperturbed levels do not “feel” the interaction.
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