QPCOMP is an extremely robust algorithm for solving mixed nonlinear complementarity problems that has fast local convergence behavior. Based in part on the NE/SQP method of Pang and Gabriel 14], this algorithm represents a signi cant advance in robustness at no cost in e ciency. In particular, the algorithm is shown to solve any solvable Lipschitz continuous, continuously di erentiable, pseudo-monotone mixed nonlinear complementarity problem. QP-COMP also extends the NE/SQP method for the nonlinear complementarity problem to the more general mixed nonlinear complementarity problem. Computational results are provided, which demonstrate the e ectiveness of the algorithm.
Introduction
This paper describes a new algorithm for solving the mixed nonlinear complementarity problem (MCP), which provides a signi cant improvement in robustness over previous superlinearly or quadratically convergent algorithms, while preserving these fast local convergence properties.
The MCP is de ned in terms of a box IB := Q n i=1 l i ; u i ] and a function f : IB ! IR n , where for each i, ?1 l i < u i 1. The problem MCP(f; IB) is to nd x 2 IB such that (x ? l) > f(x) + = (u ? x) > f(x) ? = 0; where f(x) + represents the projection of f(x) onto the positive orthant, and f(x) ? := f(x) + ?f(x). Further, in the above de nition, we agree that 1 0 = 0.
Note that by choosing l = 0 and u = 1, the MCP reduces to the standard nonlinear complementarity problem (NCP), which is to nd x 0 such that f(x) 0 and x > f(x) = 0:
Complementarity problems (both MCP and NCP) arise in many applications 4, 7] and are the subject of much recent computational work. Indeed in recent years, a signi cant number of algorithms have been developed to solve complementarity problems. Most of these algorithms can be classi ed as descent methods; they work to minimize a nonnegative merit function, which is chosen so that zeros of the merit function correspond to solutions of the complementarity problem. Among the algorithms included in this class are PATH 5, 15] , MILES 17] , SMOOTH 3] , NE/SQP 14], and BDIFF 10] . Within this basic framework, there are substantial di erences between the algorithms; the algorithms di er in the choice of merit function, the techniques used for determining search directions, and the globalization strategies used to guarantee descent of the merit function. However, because all of these algorithms work to minimize a merit function, their global convergence behavior is limited by the same fundamental di culty: the merit function may have local minima that are not solutions of the complementarity problem. This di culty manifests itself in di erent ways for di erent algorithms. In PATH and MILES, it arises as a rank-de cient basis or as a linear complementarity subproblem which is not solvable. In SMOOTH, it appears as a singular Jacobian matrix. In NE/SQP it arises as convergence to a point that fails some regularity condition.
Due to this di culty, the best these algorithms can hope for, in terms of global convergence behavior, is to guarantee nding a solution only when the merit function has no strict local minimizers that are not global minimizers. In general, this means that the function f must be monotonic in order to guarantee convergence from arbitrary starting points. This paper describes and implements an algorithm QPCOMP that does not su er from the above di culty, and hence is more robust than many other MCP algorithms. QPCOMP is based upon a strategy presented in Section 2 of this paper. This strategy provides a means of extending any algorithm which reliably solves strongly monotone MCPs so that it will solve a much broader class of problems. In particular, it will solve any problem which satis es a pseudo-monotonicity condition at a solution. Applying this strategy to the NE/SQP algorithm 14], results in the QPCOMP algorithm.
NE/SQP is an algorithm for solving nonlinear complementarity problems that has a number of theoretical advantages. We present this algorithm in Section 3, along with extensions to the MCP framework that are necessary for its use in our context. When we tested this algorithm on our suite of test problems, we found that NE/SQP compares poorly to PATH, SMOOTH, and MILES in terms of robustness. In fact, we shall show in Section 3 that the algorithm cannot reliably solve even one dimensional monotone linear complementarity problems. However, NE/SQP works well on strongly monotone problems, which is all that is required for our strategy to work.
In Section 4, we present the QPCOMP algorithm. The main convergence result for this algorithm is given in Theorem 4.1, which shows global convergence under the assumption of pseudomonotonicity at a solution, whenever f is a Lipschitz continuous, continuously di erentiable function. The e ectiveness of the algorithm is demonstrated convincingly by the test results given in Section 5. This is in spite of the poor performance of the NE/SQP algorithm on which QPCOMP is based.
Before we begin, a word about notation is in order. Iteration numbers appear as superscripts on vectors and matrices and as subscripts on scalars. Subscripts on a vector (or matrix) represent either subvectors (or submatrices) or components of the vector or matrix . For example, if M is an n n matrix with elements M jk ; j; k = 1; : : :; n, and J and K are index sets such that J; K f1; : : :; ng, then M J;K denotes the jJj jKj submatrix of M consisting of the elements M jk ; j 2 J; k 2 K. Similarly, x j represents the jth component of the vector x. The notation x + and x ? refers to the positive and negative components of the vector x. Speci cally, x + is the vector whose ith component is given by max(x i ; 0), and x ? := x + ? x. The 
The Basic Idea
As mentioned in the introduction, numerous algorithms exist which are extremely pro cient at solving monotone or strongly monotone mixed complementarity problems. The challenge then is to develop an e cient algorithm that solves a broader class of problems. In this section we present a strategy for taking algorithms which work well on strongly monotone MCPs and extending them to solve MCPs for which a considerably weakened monotonicity condition is satis ed. To state this condition, we rst need to de ne the concept of pseudo-monotonicity:
De nition 2.1 Given a set IB IR n , the mapping f : IB ! IR n is said to be pseudo-monotone at a point x 2 IB if 8y 2 IB, f(x ) > (y ? x ) 0 implies f(y) > (y ? x ) 0:
f is said to be pseudo-monotone on IB if it is pseudo-monotone at every point in IB.
It is known 9] that if a function g : IR n ! IR is pseudo-convex 11, De nition 9.3.1], then rg is a pseudo-monotone function. However, if g is only pseudo-convex at a point x , it does not necessarily follow that rg is pseudo-monotone at x .
Pseudo-monotonicity is a weaker condition than monotonicity. In particular, every monotone function is pseudo-monotone. But the converse is not true. For example, consider the function f(x) := x=2 + sin(x). This function is pseudo-monotone, but is not monotone. Note further that the natural merit function kf(x)k 2 =2 has strict local minima that are not global minima. Thus, we see that the natural merit function of a pseudo-monotone function can have local minima that are not global minima.
In order to guarantee global convergence of our algorithm we shall require that the following assumption be satis ed: Assumption 2.2 MCP(f; IB) has a solution x such that f is pseudo-monotone at x .
If MCP(f; IB) satis es Assumption 2.2, we say that MCP(f; IB) is pseudo-monotone at a solution. However, for simplicity, we will abuse terminology somewhat and say simply that MCP(f; IB) is pseudo-monotone. This should not cause any confusion since all of our discussion will refer to problems which satisfy Assumption 2.2.
The strategy we present for pseudo-monotone MCPs is based upon extending a descent-based algorithm for strongly monotone MCPs. The idea behind a descent-based algorithm is to reformulate the MCP as a minimization problem involving a nonnegative merit function : IB ! IR+. The merit function is de ned in such a way that (x) = 0 if and only if x is a solution to MCP(f; IB). If f is strongly monotone, it is easy to construct a merit function which has no local minima. It is then a simple task to nd the global minimizer of , thereby giving a solution to the MCP. If however f is not monotone, then the merit function chosen will, in all likelihood, contain local minima for which 6 = 0. The algorithm may then terminate at such a local minimum, rather than at the solution.
To overcome this di culty, we would like to nd some way to \escape" from this local minimum. This can be accomplished by constructing an improved starting pointx where (x) is smaller than the value of at the local minimum. Since the descent-based algorithm never allows the value of to increase, the algorithm can be restarted fromx with the guarantee that it will never return to the local minimum. Obviously, nding such an improved starting point is not a straightforward task. However, this can be achieved when the problem is pseudo-monotone. The remainder of this section describes how to construct this improved starting point.
We begin by de ning a particular merit function for our algorithm: To do this, we rst introduce the mapping H : IB ! IR n de ned by H i (x) := min(x i ? l i ; max(x i ? u i ; f i (x))):
It is easily shown that H(x) = 0 if and only if x solves MCP(f; IB). Using this function, we de ne
Clearly, x is a solution to MCP(f; IB) if and only if x is a minimizer of with (x) = 0.
In Section 3 we will present a basic algorithm for solving strongly monotone MCPs, which is based on minimizing this particular choice of . However, for now, we simply assume that such an algorithm exists. Moreover we assume that the algorithm will fail in a nite number of iterations whenever it cannot solve the problem. Now suppose the basic algorithm fails at a point x 0 . Our strategy will be to solve a sequence of perturbed problems, generating a sequence of solutions fx k g that leads to an improved starting pointx. The perturbed problems we solve are based on the following perturbation of f: given a centering point x 2 IB, and a number > 0, let f ; x (x) := f(x) + (x ? x): If f is Lipschitz continuous, then for large enough, f ; x is strongly monotone. Thus, the basic algorithm will be able to solve the perturbed problem MCP(f ; x ).
With a su ciently large we can then generate a sequence of iterates as follows: given a point 
By similar reasoning, this inequality holds for i 2 I u . Finally, for i 2 I f , f ;x k i (x k+1 ) = 0, so x k i ? x k+1 i = f i (x k+1 )= , whereupon it follows that (4) is satis ed as an equality.
Thus in all cases, inequality (4) is satis ed, which gives us the following.
by (4).
Summing over all components, This deceptively simple problem proved intractable for all of the descent-based methods we tested. In particular, we tried to solve this problem using PATH, MILES, NE/SQP, and SMOOTH. All four algorithms failed from a starting point of x = 0. But this should not be surprising since f is not monotone. However, f is pseudo-monotone on IB. Thus, it is easily solved by our technique. For example, using = 1:1 and a starting point x 0 = 0, the strategy generates the sequence of iterates shown in Table 1 .
Note that at the 7th iteration, an improved starting point is found, (i.e, (x 7 ) < (x 0 )). At this point, a basic algorithm (e.g., Newton's method) can be used to obtain the nal solution.
In this section, we have introduced a basic strategy for taking descent-based algorithms that solve strongly monotone MCPs, and extending them to solve pseudo-monotone MCPs. This is, in fact, the main idea presented in this paper. However, to turn this strategy into a working algorithm, a number of details must be addressed:
1. We must ensure that the basic algorithm (for solving the strongly monotone MCPs) terminates in a nite number of iterations. This issue will be addressed in detail in Section 3. 2. Since we require nite termination of the basic algorithm, we must allow inexact solutions of the perturbed subproblems. We shall therefore need to incorporate control parameters into our strategy which govern the accuracy demanded by each subproblem. In the our actual implementation of the algorithm we demand very little accuracy for each subproblem. In fact, except in extreme circumstances, we allow only one step of the basic algorithm before updating the perturbed problem. To guarantee convergence of this approach requires more laborious analysis which we defer until Section 4.
3. Since we have no a priori information regarding the Lipschitz continuity of f, we shall have to incorporate some adaptive strategy for choosing in order to ensure that, eventually, the subproblems all become solvable.
The next two sections of the paper are devoted to addressing these details.
Subproblem Solution
In this section, we present an algorithm for solving strongly monotone MCPs, which is based on the NE/SQP algorithm 14]. NE/SQP was originally developed as a method for solving the nonlinear complementarity problem. When it was rst introduced, NE/SQP o ered a signi cant advance in the robustness of NCP solvers because the subproblems it needs to solve at each iteration are convex quadratic programs, which are always solvable. Today, its robustness has been greatly surpassed by PATH, MILES, and SMOOTH (see Section 5). However, NE/SQP is still a viable technique for solving strongly monotone MCPs. Moreover, NE/SQP has the very desirable feature of evaluating the function f only on its domain IB. This is in marked contrast to the SMOOTH algorithm which requires f to be de ned on all of IR n .
In this section, we rst present the NE/SQP algorithm extended to the MCP framework. Since the development closely parallels that given in 14], we are deliberately terse in our presentation. Moreover, we omit the proofs to Proposition 3.1, Theorem 3.4 and Lemma 3.5. However, detailed proofs for these results are given in 1, Chapter 2]. Once the extended NE/SQP algorithm is presented we will then modify it to ensure nite termination. We note that Gabriel 8] also extended NE/SQP to address the upper bound nonlinear complementarity problem, a special case of MCP where l = 0 and u > 0 is nite.
Extension of NE/SQP to the MCP Framework
Recall that a vector x solves MCP(f; IB) if and only if (x) = 0, where is de ned by (2) and (3). The NE/SQP algorithm attempts to solve this problem by solving the minimization problem min x2IB (x). We will use as a merit function for the MCP. To describe the algorithm in detail we need to partition the indices f1; : : :; ng into ve sets as follows:
It will at times be convenient to refer also to the index sets J l (x) := I l (x) S I el (x) and J u (x) := I u (x) S I eu (x). As in the original description of NE/SQP, the subscripts of these sets are chosen to re ect their meaning. For example, the subscripts l; f, and u correspond to the indices where H i (x) = (x i ? l i ); f i (x), and (x i ? u i ) respectively. The subscripts el and eu correspond to the indices where f i (x) is equal to l i and u i , respectively.
These index sets are used to de ne an iteration function : IB IR n ! IR as follows:
Given a point x k 2 IB, the algorithm chooses a descent direction d k by solving the convex quadratic programming problem (QP k ) given by
We note that in the original NE/SQP algorithm, an additional constraint was added to this quadratic program, namely, d i = 0 if f i (x k ) = 0 and x k i = l i or x k i = u i . However, this constraint is unnecessary for the convergence results, so we omit it from our algorithm. 
Item (1) in the above proposition ensures that each QP is solvable. Item (2) ensures that the solution to the QP will be a descent direction for unless x is a stationary point of . Item (3) allows us to use a Armijo type linesearch which will be guaranteed to terminate in a nite number of iterations. Item (4) will be used in the proof of Theorem 3.14. We now state the algorithm.
Algorithm NE/SQP
Step 1 Initialization] Select ; 2 (0; 1), and a starting vector x 0 2 IB. Set k = 0.
Step 2 Direction generation] Solve (QP k ), giving the direction d k .
If (x k ; d k ) = (x k ), terminate the algorithm; otherwise, continue. The convergence results of this algorithm are based on two regularity conditions: b-regularity and s-regularity. It is convenient to partition the index sets as follows in order to de ne these regularity conditions. Note that when l = 0; u = 1 the above de nition is identical to the concept of s-regularity 14,
The following theorem parallels the convergence results of 14, Theorems 1 and 2] and establishes the fact that the NE/SQP algorithm has very good local convergence behavior. The global convergence results contained above are not very useful from a practical standpoint. The problem is that the s-regularity and b-regularity conditions are dependent not only on the problem, but also on the algorithm. In particular, they depend on the particular choice of merit function used. A result that will be more useful for our purposes is available as a result of the following lemma: It should be noted that the strong monotonicity assumption above is essential. For example, consider the monotone function f : IR+ ! IR given by f(x) = 1, and let IB := IR+. For this choice of f and IB, it is easily veri ed that 8x > 1, x is neither b-regular or s-regular. As a consequence, even though MCP(f; IB) has the trivial solution x = 0, NE/SQP fails to nd it with any starting point x > 1. Thus, we see that NE/SQP cannot be relied upon to solve monotone linear complementarity problems. We now state our main convergence result of the NE/SQP algorithm. Proof By Lemma 3.5, x is both b-regular and s-regular. Therefore, by Theorem 3.4, x is a solution of MCP(f; IB) and the iterates fx k g generated by the NE/SQP algorithm converge to x with convergence rates speci ed in Theorem 3.4.
Modi cation of NE/SQP to Guarantee Finite Termination
The NE/SQP algorithm has the drawback that it does not necessarily terminate in a nite number of iterations unless it converges to a solution. In particular, while the algorithm guarantees descent of at every iteration, the sequence f (x k )g may not converge to 0. This can happen either by generating an unbounded sequence of points, or by converging slowly to an irregular point. This will clearly be unacceptable if we are to use the algorithm to solve a sequence of perturbed subproblems. We therefore present a modi ed NE/SQP algorithm which has the same local convergence properties as the original NE/SQP algorithm, but which also guarantees nite termination, even when it fails.
Modi ed NE/SQP Algorithm
Step 1 Initialization] Given a starting vector x 0 2 IB, a convergence tolerance tol, and termination parameters 2 (0; 1), and 11, select ; 2 (0; 1), and set k = 0. 
Set x k+1 = x k + m k d k and continue.
Step 4 Termination check] If (x k+1 ) tol terminate the algorithm, returning the solution x k+1 . Otherwise, return to Step 2, with k replaced by k + 1. Note that by setting = 0 and = 1, the modi ed algorithm is identical to NE/SQP, with the addition of a particular stopping criteria in Step 4. However, by choosing 2 (0; 1) and < 1, we can ensure that the algorithm will terminate in a nite number of iterations, which we will prove in Theorem 3.14. This has the drawback that the modi ed algorithm may fail when the original algorithm would have succeeded. However, we shall overcome this drawback in the QPCOMP algorithm by carefully controlling the parameter . Moreover, the modi ed algorithm also has the same local convergence properties as the original algorithm. where d k is an optimal solution of (QP k ).
The above lemmas show that for x k close enough to x, the modi ed algorithm will not terminate in Step 2, as long as x is b-regular. Thus, the modi ed algorithm has the same local convergence properties as the original algorithm. This establishes the following theorem: Theorem 3.9 Under the conditions of Theorem 3.4, the Modi ed NE/SQP algorithm generates a well de ned sequence of iterates fx k g IB, along with a sequence of optimal solutions fd k g for the subproblems (QP k ). Furthermore, if x is an accumulation point of fx k g, and if either f is strongly monotone, or x is both b-regular and s-regular, then x is a solution of MCP(f; IB) and the iterates converge to x at the rates speci ed in Theorem 3.4.
The remainder of this section is aimed at proving that the Modi ed NE/SQP algorithm terminates. This is accomplished by considering what happens if the algorithm does not terminate.
In this case, we shall show that the iterates fx k g converge to a point x . Using this fact, we will place bounds on certain quantities, which will then be used to establish a minimum rate of decrease for the merit function . This will then force the merit function to zero, which means that the algorithm will terminate after all, by the test in Step 4. We now prove that the iterates converge. Let f k g be the sequence of steplengths generated in step 3 of the algorithm, i.e., k := m k .
Then,
(by the linesearch test (7) (9) Furthermore, for any > 0, we can choose^ ( ) > 0 such that for k su ciently large, the following holds for all 2 0;^ ( )]:
(10) We are now able to establish a minimum rate of decrease for the merit function. Lemma 3.13 Under the hypotheses of Lemma 3.11, there exists a constant^ 2 (0; 1) such that (x k+1 ) ^ (x k ); 8 k su ciently large. Proof Suppose 2 (0; 1), and let 2 0;^ ( )] where^ ( ) is chosen according to Lemma 3.12.
Suppose that k is large enough that (10) holds. We shall examine the terms H i (x k + d k ) 2 
Summing over all components, we get 
Observe that the steplength m generated by Step 3 of the algorithm is chosen such that m is the smallest integer satisfying (7). Thus, := m?1 cannot satisfy (15) . But this means that m?1 ; which implies m :
It follows by the linesearch test (7) and Lemma 3.10 that
By setting^ := 1 ? 2 =2, the proof is complete.
Theorem 3.14 If 2 (0; 1) and < 1, then the modi ed NE/SQP algorithm will terminate in a nite number of iterations provided that f is continuously di erentiable on IB.
Proof Let tol > 0 be the stopping tolerance used in the algorithm. If the algorithm does not terminate, then by Lemma 3.13, there exists^ 2 (0; 1) such that for k su ciently large, (x k+1 ) ^ (x k ). Thus, after su ciently many iterations, (x k ) < tol, and the algorithm will terminate in
Step 4.
The QPCOMP Algorithm
The basic idea behind QPCOMP is simple. The algorithm rst tries to solve the problem using the modi ed NE/SQP algorithm. If this fails, QPCOMP then solves a sequence of perturbed problems in order to nd a point with an improved value of the merit function. Once this point is found, QPCOMP returns to running the modi ed NE/SQP algorithm on the original problem, starting from this improved point. One complication of the algorithm is that the subproblems must be solved inexactly in order to guarantee that they are each completed in a nite amount of time. To handle this we have introduced a sequence of tolerances f j g which control the accuracy demanded by each subproblem.
Another complication is that the best choices of the parameters and cannot be known in advance. We now state the algorithm, including a description of how these parameters are adaptively chosen.
Algorithm QPCOMP
Step 1 Step 4 Generate better starting point] Set best := (x), set y 0 =x, set j = 0, and choose > 0, and choose a positive sequence f j g # 0.
Step 4a Run the Modi ed NE/SQP algorithm to solve the perturbed problem MCP(f ;y j ; IB) from starting point y j , with tol = j =(1+ y j ). This generates a pointỹ.
Step 4b Ifỹ fails to solve the perturbed problem to the requested accuracy, set + and , and goto step 4a; otherwise, continue.
Step 4c Check point] If (ỹ) best , set x k+1 =ỹ and return to step 2, with k replaced by k + 1. Otherwise, set y j+1 :=ỹ and return to step 4a, with j replaced by j + 1.
Observe, that the QPCOMP algorithm has the same local convergence properties as NE/SQP.
In particular, by Theorem 3.9, for any b-regular solution x , there is a neighborhood such that the modi ed NE/SQP algorithm is identical to NE/SQP within this neighborhood. Thus, in Step 2 of the QPCOMP algorithm, if x k is su ciently close to x , then the modi ed NE/SQP algorithm will converge to x at the rates speci ed by Theorem 3.4.
We now establish global convergence properties for the algorithm: The remainder of this section is devoted to proving this theorem. As an introduction to the proof, note that if Step 4 is always successful at generating an improved starting point, then even if the Modi ed NE/SQP always fails in Step 2, the merit function values f (x k )g will converge to 0 at least linearly, since (x k+1 ) (x k ) for all k. Thus, our convergence analysis is reduced to proving that Step 4 always generates an improved starting point.
In the analysis that follows, it will be convenient to de ne perturbed index sets by To show that Step 4 is always successful at generating an improved starting point, we begin by assuming that the Modi ed NE/SQP algorithm in Step 4a of QPCOMP fails at most a nite number of times. Later, we will remove this assumption. It follows that after a nite number of iterations,ỹ always solves the perturbed problem to the desired accuracy, so the algorithm always continues past Step 4b to Step 4c. Thus, either an improved point will eventually be found, or the algorithm will generate a sequence of iterates fy j g such that H ;y j (y j+1 ) j 1 + ky j k : We then use the fact that f j g converges to 0 to show that (y j ) ! 0. This result is proved in the following lemma: Lemma 4.2 Let f be a Lipschitz continuous function and let f k g be a sequence of positive numbers that converges to 0. Let > 0 and let fx k g be a sequence of points in IB such that H ;x k (x k+1 ) k 1 + kx k k ; 8k: (16) Suppose MCP(f; IB) satis es Assumption 2.2, then for any > 0, there exists an iterate x j 2 fx k g such that (x j ) .
Proof Let x be the solution to MCP(f; IB) guaranteed by Assumption 2.2 which satis es (1), and let y k := H ;x k (x k+1 ). In the same spirit as the proof to Theorem 2.3, we establish a lower bound on the term (x k+1 i ? x i )(x k i ? x k+1 i ). 
Note that k x k+1 ? x (nL + 1)= + 0 + n kf(x )k = :
Let C := (nL + 1)= + 0 + n kf(x )k = . Then k C implies that x k+1 ? x 1. Now, let f k : k 2 g be the subsequence of f k g for which k C; 8k 2 . It follows then that x k+1 ? x 1; 8k 2 . If we divide each side of (21) 
Observe that x k ? x (1 + kx k k) kx k + x k (1 + kx k k) kx k + 1: Thus, the subsequence f k : k 2 g is bounded, from which it follows that f k g is bounded. Now, assume the lemma is false. Then there exists an > 0 such that for all k, (x k ) > 2 =2, which implies H(x k ) > . Furthermore, for k large enough, k < 2 : Without loss of generality, we can assume that this inequality holds for all k. But, then
The lemma is thus proved by contradiction.
Note that Lemma 4.2 did not make any assumption on the choice of other than that it is greater than 0. Thus, even if is smaller than the Lipschitz constant, we can guarantee convergence.
The next stage in our analysis is to prove that the Modi ed NE/SQP algorithm can fail at most a nite number of times in Step 4a of QPCOMP. This is accomplished by observing that after each failure, the value of is increased, while the value of is decreased. Thus, the result will be proved if we can show that for large enough, and small enough, the Modi ed NE/SQP algorithm will always solve the perturbed problem MCP(f ;y j ; IB). This is accomplished by the following two lemmas. By Lemma 4.5 either the algorithm will terminate with a solution in Step 3, or Step 2 will be executed an in nite number of times. But if Step 2 is executed an in nite number of times, then we have (x k+1 ) < (x k ) =) (x k ) < k (x 0 ); so (x k ) converges to zero.
Implementation and Testing
The QPCOMP algorithm was coded in ANSI C, using double precision arithmetic. The Fortran package MINOS 12] was used to solve the quadratic subproblems. The algorithm allows for a great deal of exibility in the choice of parameters, which can be speci ed in an options le. For testing purposes, we used the following choices of parameters in the QPCOMP and Modi ed NE/SQP algorithms: = :9, = 1:0e4, = :5, = :5. The sequence f j g used in Step 4 of the QPCOMP algorithm was given by j+1 = 0:999 j , with 0 set to 1000. This e ectively caused the Modi ed NE/SQP algorithm to perform only one iteration before returning control back to QPCOMP. The parameter was updated as follows:
1. In Step 4, is set to best .
In
Step 4b, ifỹ fails to solve the perturbed problem, is set to max(:1; 10 ); otherwise, it is multiplied by :9. Finally, the parameter is initially chosen to be :01. Thereafter, in Step 4b, it is set to min(1= ; ).
For practical considerations, we also placed a limit on the number of allowable iterations of the linesearch in Step 3 of the modi ed NE/SQP algorithm. This limit is set to 10 when the Modi ed NE/SQP algorithm is called from Step 2 of QPCOMP, and is increased by 4 whenever the Modi ed NE/SQP algorithm fails, up to a maximum of 30.
QPCOMP was interfaced with the GAMS modeling language 2, 6], allowing problems to be easily speci ed in GAMS, and the algorithm to be tested using MCPLIB 4] and GAMSLIB 2] . Speci cally, we tested QPCOMP on every problem with fewer than 110 variables in MCPLIB and GAMSLIB. Larger problems were excluded because our implementation of QPCOMP uses a dense solver for the QP subproblems. Table 2 summarizes the features of the problems tested.
We also tested NE/SQP, PATH version 2. 8 5] , and SMOOTH version 3.0 3] on the problems in Table 2 . To run NE/SQP, we simply used the QPCOMP algorithm with = 1 and = 0. A comparison of the performance of the algorithms is given in Table 3 . Many of the problems in the library are speci ed with more than one starting point. The particular starting point used is shown in the second column of the table. For each problem we report the execution time (in seconds) and the number of function and Jacobian evaluation, f and J. To save space, we have omitted from this table any problems which all four algorithms solved in less than a second. All of the problems were solved to an accuracy of 10 ?6 . Speci cally, for QPCOMP the stopping criteria was kH(x)k 10 ?6 . subproblems. The inability of QPCOMP to achieve higher accuracy on these problems appears to be a symptom of this di culty. The fact that QPCOMP is not as fast as PATH and SMOOTH is not surprising; our intent was to demonstrate the robustness of our approach. In contrast to the slow execution times of QPCOMP, note that the number of function and Jacobian evaluations required by the QPCOMP algorithm is often quite reasonable. This indicates that a much more e cient version of the code might be attainable by using a faster QP solver. It is important also to recognize that PATH and SMOOTH are nely tuned codes which include numerous enhancements that greatly improve their performance. For example both algorithms employ a projected Newton preprocessor, which although unreliable, often produces an approximate solution extremely quickly. In addition, version 2.8 of PATH uses a proximal perturbation heuristic that was motivated by the success of QPCOMP. In contrast, the version of QPCOMP we tested here is exactly the version for which we proved our convergence results.
Conclusions
In this paper, we have demonstrated that our strategy for solving a sequence of perturbed subproblems is very e ective in enhancing the robustness of an algorithm. Our numerical results indicate that the NE/SQP algorithm is considerably less robust than either PATH, or SMOOTH. However, it is certainly capable of being used as a solver for perturbed problems that are strongly monotone. We were thus able to develop the QPCOMP algorithm which is theoretically more robust than any superlinearly or quadratically convergent algorithms currently available. The test results demonstrate a dramatic improvement in robustness over the NE/SQP algorithm.
There are several weaknesses in the NE/SQP solver which became evident in developing and testing QPCOMP. The rst lies in the de nition of the H function, which is fundamental to the calculation of the direction taken at each step. In our opinion, search directions for complementarity problems are best calculated by incorporating both function information and boundary information.
However, the H function used by NE/SQP uses only one or the other at each iteration. The second weakness lies in the fact that a quadratic program is solved at each iteration. This is not only more expensive than solving a linear system, but also causes problems with ill-conditioning. While this approach was necessary in NE/SQP to ensure that the subproblems were always solvable, it is not required if a perturbation strategy is used, since any unsolvable subproblem can be handled by a simple perturbation. We are therefore anxious to try our perturbation strategy on more promising fundamental algorithms.
