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Solving Optimal Control Problems for Delayed Control-Affine Systems
with Quadratic Cost by Numerical Continuation
Riccardo Bonalli∗ †, Bruno He´risse´† and Emmanuel Tre´lat∗
Abstract—In this paper we introduce a new method to solve
fixed-delay optimal control problems which exploits numerical
homotopy procedures. It is known that solving this kind of
problems via indirect methods is complex and computationally
demanding because their implementation is faced with two
difficulties: the extremal equations are of mixed type, and
besides, the shooting method has to be carefully initialized.
Here, starting from the solution of the non-delayed version of
the optimal control problem, the delay is introduced by nu-
merical homotopy methods. Convergence results, which ensure
the effectiveness of the whole procedure, are provided. The
numerical efficiency is illustrated on an example.
I. INTRODUCTION
Let n be a positive integer, M, T positive real numbers
and define an initial state function φ ∈C0([−M,0],Rn). For
every τ ∈ (0,M], consider the following delayed single-input
control-affine system in Rn

x˙τ (t) = f0(xτ(t))+ f1(xτ(t− τ))+ uτ(t) f2(xτ (t))
xτ (t) = φ(t) , t ∈ [−M,0] , uτ(·) ∈ L2([0,T ],R)
(1)
where f0, f1 and f2 are smooth vector fields. This dynamics
describes a great number of phenomena in physics, biology
and economics [1], and it is widely used in engineering for
modeling.
Fix a vector x¯ ∈ Rn. We consider the Delayed Optimal
Control Problem (OCP)τ of steering the control system (1)
to x¯, minimizing the cost function
CT (uτ(·)) =
∫ T
0
u2τ(t) dt
This kind of control problems comes into play, for exam-
ple, when the energy of a physical system is minimized or the
value of the utility of an exhaustible resource is maximized.
The literature is abundant of numerical methods to solve
(OCP)τ , for example [2], [3], [4], [5], [6], [7], [8]. Nev-
ertheless, some applications, like atmospheric reentry and
satellite launching [2], require great accuracy like indirect
methods can provide. It is then interesting understanding how
to solve (OCP)τ via these procedures. Our impression is that
the resolution of (OCP)τ by indirect methods has not yet
been adequately addressed in the literature.
The basic version of indirect methods, the shooting
method, consists of solving, handling Newton-like algo-
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rithms, the two-point or multi-point boundary value prob-
lem arising from applying the Pontryagin Maximum Prin-
ciple (PMP) [9]. Implementing such a routine on (OCP)τ
originates two main troublesome drawbacks that make the
classical indirect approach unusable.
The first one is the most critical and is induced by the
PMP. It is known [9] that, provided an optimum (xτ(·),uτ (·)),
the delayed dual formulation ensures the existence of an
absolutely continuous function pτ(·) of [0,T ] and a non-
positive real number p0τ satisfying

p˙τ(t) =−∂H
∂x
(xτ(t),xτ(t− τ),uτ(t), pτ(t), p0τ )
−∂H
∂y
(xτ(t+ τ),xτ(t),uτ(t+ τ), pτ(t+ τ), p
0
τ) ,
t ∈ [0,T − τ]
p˙τ(t) =−∂H
∂x
(xτ(t),xτ(t− τ),uτ(t), pτ(t), p0τ ) ,
t ∈ (T − τ,T ]
(2)
where H(x,y,u, p, p0) = 〈p, f0(x)+ f1(y)+ u f2(x)〉+ p0u is
the Hamiltonian. Assuming that uτ(·) is known as a function
of xτ(·) and pτ(·), each iteration of a shooting method
consists of solving the coupled dynamics (1)-(2), where a
value of pτ(T ) is provided. This means that one has to
solve a system of mixed type differential equations. The
difficulty which comes up from dealing with these equations
is the lack of global information which do not allow a local
integration by usual iterative methods [10]. Some techniques
to solve mixed type differential equations were developed
[11], [12], [13]. However, these approaches are limited to
linear systems.
The second flaw of using indirect methods, common to any
kind of shooting algorithm, is that they are possibly hard to
initialize because of their dependence on Newton methods
[10]. Indeed, even if we assume that we are able to solve
(1)-(2), a good numerical guess of function pτ(·) must be
provided first, to make the whole procedure converge.
Let the Non-Delayed Optimal Control Problem (OCP)0
be

min CT (u(·)) =
∫ T
0
u2(t) dt , u(·) ∈ L2([0,T ],R)
x˙(t) = f0(x(t))+ f1(x(t))+ u(t) f2(x(t))
x(t) = φ(t) , t ∈ [−M,0] , x(T ) = x¯
In many situations, exploiting the non-delayed PMP mixed
to other techniques [2], one is able to initialize efficiently a
shooting method on (OCP)0. Thus, it is legitimate to wonder
if one may solve (OCP)τ by indirect methods starting an
iterative procedure on (OCP)0 like homotopy methods [14].
This approach is a way to address the previous flaws: on one
hand, we could solve (1)-(2) by using the previous global
state solution and, on the other hand, the related global
adjoint solution could be used to guess the value of pτ(·)
of the next iteration.
Homotopy methods consist in deforming the problem into
a simpler one that we are able to solve ((OCP)0 in our case)
and then solving a sequence of shooting problems, step by
step, to come back to the original problem. However, without
appropriate assumptions, they can fail whenever, during the
iteration path, bifurcation points, singularities or different
connected components are encountered [2], [14].
The idea proposed in this paper consists of introducing a
new method coupled with a convergence result that allows
to solve successfully (OCP)τ using indirect methods, by
applying homotopy procedures which start from its non-
delayed version (OCP)0.
The paper is organised as follows. In Section II the as-
sumptions needed for the convergence theorem are provided
followed by the main statement; then, the routine used to
solve (OCP)τ is derived. Section III contains the proof of
the main result. In Section IV the numerical effectiveness
of the aforementioned procedure is showed by proposing
a numerical example. Finally, Section V proposes some
conclusions and perspectives while Section VI contains two
technical results used in the main proof.
II. ASSUMPTIONS, MAIN RESULT AND ALGORITHM
The main result that we present requires assumptions
concerning (OCP)0 only. They are the following ones
(H1) f0, f1 and f2 are bounded in R
n;
(H2) (OCP)0 has a unique solution, denoted (x(·),u(·));
(H3) The optimal trajectory x(·) has a unique extremal lift
(up to a multiplicative scalar) defined in [0,T ], which is
moreover normal, denoted (x(·), p(·),−1,u(·)), solution
of the Pontryagin Maximum Principle.
We want to stress the fact that we do not need any
assumption concerning (OCP)τ . Assumption (H1) plays only
a technical role within the proof and it is not limiting:
provided that all considered trajectories remain in some
bounded set, one may multiply the dynamics by a vanishing
smooth function. (H2), (H3) are usually stronger to satisfy
and we suggest in Section III C how they can be weakened.
Theorem 1 Under Assumptions (H1), (H2) and (H3), there
exists τ¯ > 0 such that, for every τ ∈ (0, τ¯), (OCP)τ has at
least one solution (xτ(·),uτ (·)), every extremal lift of which is
normal. Let (xτ (·),uτ(·), pτ (·),−1) such a normal extremal
lift. Then, as τ tends to 0,
• xτ(·) converges uniformly to x(·) on [−M,T ];
• pτ(·) converges uniformly to p(·) on [0,T ];
• uτ(·) converges to u(·) in L2 for the weak topology.
It is crucial to note that Theorem 1 gives the non-trivial
conclusion that the adjoint vectors pτ(·) of (OCP)τ converge
to the adjoint p(·) of the non-delayed version (OCP)0, inde-
pendently from the sequence of τ chosen. Since, as we said
before, there exist several procedures to initialize efficiently
shooting methods on (OCP)0, the following algorithm arises
straightforwardly
1. Set k = 0, τk = 0. Solve (OCP)τ0 by indirect methods
and denote pτ0(·) its adjoint vector solution;
2. Given a desired delay τd < τ¯ to achieve, start a
homotopy method on τ :
while τk < τd do
• Set k= k+ 1 and update τk ;
• Compute pτk(·) by solving (OCP)τk using a
shooting method initialized with pτk−1(·).
end
More precisely, within the shooting method at step 2. , the
adjoint vector of the previous iteration is used as a global
guess, thanks to which, the integration of (1)-(2) is computed
by replacing the time-forward elements by known terms.
The convergence of this method is ensured by Theorem 1,
independently from how τ converges to zero. This allows to
use every numerical homotopy approach to solve (OCP)τ .
III. PROOF OF THEOREM 1
In this section, we focus on the proof of Theorem 1.
Two technical results used in the proof are recalled in the
Appendix (Section VI).
A. Existence Theorem
The first step consists in establishing the existence of
solutions of (OCP)τ . The approach exploits a sensitivity
analysis of the end-point mapping as done in the proof of
the PMP.
Theorem 2 Under Assumptions (H1), (H2) and (H3), there
exist τ¯ > 0 and R> 0 such that, for every τ ∈ (0, τ¯), (OCP)τ
has at least one solution (xτ(·),uτ (·)) which is continuous
with respect to τ and such that ‖uτ(·)‖L2 ≤ R.
Proof: Let v(·) ∈ L2([0,T ],R). For every τ ∈ [0,M], we
denote xτ,v(·) the solution of

y˙(t) = f0(y(t))+ f1(y(t− τ))+ v(t) f2(y(t))
y(t) = φ(t) , t ∈ [−M,0]
It is straightforward that, thanks to (H1), xτ,v(·) is defined
on the whole interval [−M,T ]. Then, we can define
E˜T : [0,M]×L2([0,T ],R)→Rn : (τ,v(·)) 7→ xτ,v(T )− x¯
Thanks to Theorem 4 (Section VI), E˜T is continuous and
continuously differentiable with respect to v, for every
τ ∈ [0,M].
By (H3), (x(·),u(·), p(·),−1) is the unique extremal lift
of (OCP)0, which is moreover normal. From the PMP, it
follows that, for every v(·) ∈ L2([0,T ],R)
p(T ).
∂ E˜T
∂v
(0,u(·)) · v(·)− dCT (u(·)) · v(·) = 0
If one supposes that ∂ E˜T∂v (0,u(·)) is not surjective, it would
exist a row vector ψ ∈ Rn \ {0} such that
ψ .
∂ E˜T
∂v
(0,u(·)) · v(·) = 0
But, this implies that (x(·),u(·)) would have an abnormal
extremal lift, which raises a contradiction. It follows
∂ E˜T
∂v
(0,u(·)) ·L2([0,T ],R) = Rn
Hence, from Theorem 3 (Section VI), it exists a real num-
ber τ¯ > 0 and a C0 function τ ∈ [0, τ¯) 7→ uτ(·)∈ L2([0,T ],R)
such that, for every τ ∈ [0, τ¯), it holds xτ,uτ (T )= x¯. Moreover,
by possibly taking a smaller τ¯ , we assume that
‖uτ(·)‖L2 ≤ ‖u(·)‖L2 + 1= R , ∀τ ∈ (0, τ¯)
Consider now the following problem
(PRτ )


min
∫ T
0
v2(t) dt , v(·) ∈ L2([0,T ],R) , ‖v(·)‖L2 ≤ R
y˙(t) = f0(y(t))+ f1(y(t− τ))+ v(t) f2(y(t))
y(t) = φ(t) , t ∈ [−M,0] , y(T ) = x¯
The previous argument shows that, for every τ ∈ (0, τ¯),
(PRτ ) is controllable. Moreover, thanks to (H1), all admissible
trajectories of (PRτ ) are uniformly bounded.
Take a sequence of controls (vk(·))k∈N ⊆ L2([0,T ],R)
admissible for (PRτ ) such that their costs converge to the
infimum taken on the set of admissible controls of (PRτ ).
Let (yk(·))k∈N the sequence of the associated solutions.
Since (vk(·))k∈N is bounded in L2, it exists a function
v¯(·) ∈ L2([0,T ],R) such that, up to a sequence, vk(·)
converges to v¯(·) in L2 for the weak topology. Clearly
yk(t) = φ(t) ·1[−M,0](t)+1(0,T ](t) ·
[
φ(0) (3)
+
∫ t
0
(
f0(yk(s))+ f1(yk(s− τ))+ vk(s) f2(yk(s))
)
ds
]
Since the sequence (y˙k(·))k∈N is bounded in L2([0,T ],R),
(yk(·))k∈N is bounded in H1([0,T ],Rn). Hence, it exists a
function y¯(·) ∈ H1([0,T ],Rn) such that, up to a sequence,
yk(·) converges to y¯(·) in H1 for the weak topology. The
embedding of H1([0,T ],Rn) into C0([0,T ],Rn) is compact.
Then, it follows that yk(·) converges uniformly to y¯(·) within
[0,T ]. In particular y¯(0) = φ(0), y¯(T ) = x¯. Hence, we can
extend continuously y¯(·) to [−M,T ] setting y¯(t) = φ(t) for
t ∈ [−M,0]. Thanks to the definition of weak convergence,
passing to the limit within (3) gives easily
y¯(t) = φ(t) ·1[−M,0](t)+1(0,T ](t) ·
[
φ(0)
+
∫ t
0
(
f0(y¯(s))+ f1(y¯(s− τ))+ v¯(s) f2(y¯(s))
)
ds
]
Then, (y¯(·), v¯(·)) is an optimal solution of (PRτ ). Since an
optimal solution of (PRτ ) is also optimal for (OCP)τ , the
conclusion follows. ✷
B. Convergence Theorem
Once the existence of solutions of (OCP)τ is established,
we can use their C0 dependence with respect to τ to prove
their convergence to solutions of (OCP)0.
Proof of Theorem 1: We divide the proof in three parts.
Existence: Thanks to Theorem 2, there exist τ¯ > 0, R > 0
such that, for every τ ∈ (0, τ¯), (OCP)τ has at least one
solution (xτ(·),uτ(·)), for which ‖uτ(·)‖L2 ≤ R.
Convergence of (xτ (·), uτ(·)): Let (τk)k∈N be a sequence
of positive real numbers converging to 0. We denote
(xτk(·),uτk (·))k∈N the associated sequence of optimal solu-
tions of (OCP)τk . Since (uτk(·))k∈N is bounded in L2, it exists
a function u¯(·)∈ L2([0,T ],R) such that, up to a subsequence,
uτk(·) converges to u¯(·) in L2 for the weak topology. Thanks
to (H1) and ‖uτ(·)‖L2 ≤ R, from
xτk(t) = φ(t) ·1[−M,0](t)+1(0,T ](t) ·
[
φ(0)
+
∫ t
0
(
f0(xτk(s))+ f1(xτk(s− τk))+ uτk(s) f2(xτk(s))
)
ds
]
we obtain that (xτk (·))k∈N is bounded in C0([−M,T ],Rn) and
consequently in L2([0,T ],Rn). Moreover, (x˙τk(·))k∈N has an
upper bound in L2([0,T ],Rn). Then, (xτk(·))k∈N is bounded
in H1([0,T ],Rn). This implies that it exists a function
x¯ ∈ H1([0,T ],Rn) such that, up to a subsequence, xτk (·)
converges to x¯(·) in H1 for the weak topology. Since the
embedding of H1([0,T ],Rn) into C0([0,T ],Rn) is compact,
it follows that xτk(·) converges uniformly to x¯(·) within
[0,T ]. In particular x¯(0) = φ(0), x¯(T ) = x¯. Hence, we can
extend continuously x¯(·) to [−M,T ] setting x¯(t) = φ(t) for
t ∈ [−M,0]. From this, we have, for every t ∈ [0,T ]∣∣∣∣ limτk→0
∫ t
0
f1(xτk(s− τk)) ds−
∫ t
0
f1(x¯(s)) ds
∣∣∣∣
≤ lim
τk→0
∫ t
0
| f1(xτk(s− τk))− f1(x¯(s− τk))| ds
+ lim
τk→0
∫ t
0
| f1(x¯(s− τk))− f1(x¯(s))| ds
≤ lim
τk→0
T‖ f1(xτk(·))− f1(x¯(·))‖C0 + 0= 0
by the dominated convergence theorem, and∣∣∣∣ limτk→0
∫ t
0
uτk(s) f2(xτk (s)) ds−
∫ t
0
u¯(s) f2(x¯(s)) ds
∣∣∣∣
≤ lim
τk→0
∫ t
0
|uτk(s) f2(xτk (s))− uτk(s) f2(x¯(s))| ds
+∣∣∣∣ limτk→0
∫ t
0
uτk(s) f2(x¯(s)) ds−
∫ t
0
u¯(s) f2(x¯(s)) ds
∣∣∣∣
≤ lim
τk→0
√
TR‖ f2(xτk(·))− f2(x¯(·))‖C0 + 0= 0
by the definition of weak convergence. Then
x¯(t) = φ(t) ·1[−M,0](t)+1(0,T ](t) ·
[
φ(0)
+
∫ t
0
(
f0(x¯(s))+ f1(x¯(s))+ u¯(s) f2(x¯(s))
)
ds
]
when t ∈ [−M,T ]. Hence, x¯(·) is an admissible trajectory of
(OCP)0, generated by control u¯(·). Now, from Theorem 2,
for every k ∈N, it exists vτk(·) ∈ L2([0,T ],R) admissible for
(OCP)τk such that ‖vτk(·)‖L2 converges to ‖u(·)‖L2 . Since
‖u¯(·)‖L2 ≤ liminf‖uτk(·)‖L2 ≤ ‖v(·)‖L2 ,
∀ k ∈ N , v(·) admissible for (OCP)τk
passing to the limit, we infer that ‖u¯(·)‖L2 ≤ ‖u(·)‖L2 .
Hence, (H2) gives x¯(·) = x(·) in [−M,T ] and u¯(·) = u(·)
almost everywhere in [0,T ]. Since (τk)k∈N is an arbitrary
sequence, these convergence results hold for the whole
family (xτ(·),uτ (·)).
Convergence of pτ(·): From formulation (2) applied to
(OCP)τ , we know that, for every τ ∈ (0, τ¯), there exists an
extremal lift (xτ (·),uτ(·), pτ (·), p0τ) satisfying
(Dτ)


p˙τ(t) =−
〈
pτ(t),
∂ f0
∂x
(xτ(t))+ uτ(t)
∂ f2
∂x
(xτ (t))
〉
−
〈
pτ(t+ τ),
∂ f1
∂x
(xτ(t))
〉
, t ∈ [0,T − τ]
p˙τ(t) =−
〈
pτ(t),
∂ f0
∂x
(xτ(t))+ uτ(t)
∂ f2
∂x
(xτ (t))
〉
,
t ∈ (T − τ,T ]
In the following, we denote
ET (τ,v(·)) : [0, τ¯)×L2([0,T ],R)→ Rn : (τ,v(·)) 7→ xτ,v(T )
where xτ,v(·) is the trajectory associated to v(·) satisfying (1).
By Theorem 4, ET (τ,v(·)) is continuous in both variables
and has continuous derivative with respect to v. Moreover,
for every sequence (uk(·))k∈N of controls weakly conver-
gent to a control u(·) and every sequence of real numbers
(τk)k∈N ⊆ [0,M] converging to τ ∈ [0,M]
∂ET
∂v
(τk,uk(·))−→ ∂ET
∂v
(τ,u(·))
For sake of clarity, we split this proof in subparts.
1) Every extremal lift (xτ(·),uτ(·), pτ (·), p0τ) of any solu-
tion of (OCP)τ is normal, i.e. p
0
τ =−1.
We argue by contradiction. Suppose that for every integer
k there exists τk ∈ (0,1/k) such that (xτk (·),uτk(·), pτk (·),0)
is an extremal lift associated to the solution (xτk(·),uτk(·))
of (OCP)τk . Then, from the PMP, we have
∀v(·) ∈ L2([0,T ],R) , pτk(T ).
∂ET
∂v
(τk,uτk(·)) · v(·) = 0
(4)
We denote ψτk = pτk(T ). Since pτk(T ) is unique up to a
multiplicative constant, we can suppose ‖ψτk‖= 1 for every
integer k. Then, up to a subsequence, (ψτk )N converges to
some vector ψ 6= 0. Passing to the limit within (4), thanks
to the previous results, it follows immediately
∀v(·) ∈ L2([0,T ],R) , ψ .∂ET
∂v
(0,u(·)) · v(·) = 0
which raises a contradiction because of (H3).
We remark that, thanks to the argument above, from
the delayed version of the PMP we have that, for every
τ ∈ (0, τ¯) and every v(·) ∈ L2([0,T ],R), it holds
pτ(T ).
∂ET
∂v
(τ,uτ(·)) · v(·)− dCT (uτ(·)) · v(·) = 0 (5)
2) Setting p0τ = −1, the set of all possible pτ(T ), with
τ ∈ (0, τ¯), is bounded.
We proceed again by contradiction. Assume that there
exists a sequence (τk)N of positive real numbers converging
to 0 such that ‖pτk(T )‖ tends to +∞. Since the sequence(
pτk (T )
‖pτk (T )‖
)
k∈N
is bounded in Rn, up to a subsequence, it
converges to some unit vector ψ . Then, dividing by ‖pτk(T )‖
and passing to the limit within (5), thanks to the previous
results, we have
∀v(·) ∈ L2([0,T ],R) , ψ .∂ET
∂v
(0,u(·)) · v(·) = 0
which raises a contradiction because of (H3).
3) pτ(·) converges uniformly to p(·) on [0,T ], where
(x(·),u(·), p(·),−1) is the unique extremal lift of (x(·),u(·)).
For every τ ∈ (0, τ¯), set ψτ = pτ(T ). We know that the
adjoint system of (OCP)τ is represented by (Dτ).
From the previous argumentation, the family of all ψτ ,
0 < τ < τ¯ is bounded. Let ψ be a closure point
of that family, and (τk)k∈N a sequence of positive real
numbers converging to 0 such that ψτk tends to ψ . Using
the continuous dependence from initial data, we infer that
the sequence (pτk(·))k∈N converges uniformly to the solution
z(·) of the Cauchy problem

z˙(t) =−
〈
z(t),
∂ f0
∂x
(x(t))+
∂ f1
∂x
(x(t))+ u(t)
∂ f2
∂x
(x(t))
〉
z(T ) = ψ
Moreover, passing to the limit within (5) gives
ψ .
∂ET
∂v
(0,u(·)) · v(·)− dCT (u(·)) · v(·) = 0
for every v(·) ∈ L2([0,T ],R). It follows immediately that
(x(·),u(·),z(·),−1) is a normal extremal lift of (OCP)0.
Exploiting (H3), we obtain z(·) = p(·) in [0,T ].
The conclusion follows. ✷
C. Remarks
Assumptions (H2), (H3) allow to identify the limit of the
sequence of solutions of (OCP)τ . However, they are usually
not satisfied or difficult to prove. Nevertheless, one can prove
that these assumptions remain satisfied in certain general
frameworks. Moreover, they can be weakened to modify
Theorem 1 in terms of closure points. We refer to remarks
2.8, 2.19 of [15] and to remarks 1.4, 2.6 of [16] for details.
IV. NUMERICAL EXAMPLE
In this section we apply the method introduced by The-
orem 1 to a two dimensional rendezvous problem, usually
encountered in aerospace and robotic applications.
The framework is as follows. Consider a vehicle which
moves with constant velocity v0 and whose path lies in
a plane (x,y). The mission consists in reaching a point
(x¯, y¯) with a specified orientation θ¯ starting from (x0,y0,θ0)
in a fixed time T > 0. When the actuators change set-
up, mechanical frictions or aerodynamic effects prevent the
instantaneous displacement of the vehicle; this is modeled by
a constant delay τ in changing orientations. The dynamics
is 

x˙τ(t) = v0 cos(θτ (t)) , y˙τ(t) = v0 sin(θτ(t))
θ˙τ(t) = c0v0δτ (t− τ) , δ˙τ(t) = uτ(t)
(6)
where c0 > 0 is constant (that we set equal to one, without
loss of generality) and δτ is the steering angle.
One can ask to minimize the energy used to change path;
this is equivalent to solve the problem of minimizing the
integral of the square of uτ(·) subject to dynamics (6). Then,
the algorithm introduced in Section II can be applied to solve
this specific (OCP)τ . In particular, without loss of generality
(see Section II), a linear continuation is used.
We impose as initial and final states respectively
(x0,y0,θ0,δ0) = (0,0,pi/4,5 ·10−4), constant in [−τ,0], and
(x¯, y¯, θ¯ , δ¯ ) = (1500,1000,pi/20,0), with T = 19 s. We run
three tests for which we suppose a constant velocity of
100 m/s and delays respectively of τ = 0 s, τ = 2 s, τ = 4 s.
The optimal values of the costs obtained are CT (u0(·)) =
6.09179 ·10−7, CT (u2(·)) = 6.05183 ·10−7 and CT (u4(·)) =
8.68821 ·10−7 while the optimal values of the initial adjoint
vectors obtained are
τ (s) px(0) ·108 py(0) ·108 pθ (0) ·106 pδ (0) ·104
0 −1.4576 −1.0064 2.8854 2.9331
2 −1.4406 −0.95041 3.1203 −1.2453
4 0.30418 −0.24459 −5.2204 −13.948
Figures 1 shows the optimal controls. It is clear that,
adding delay, the solutions drift apart from the non-delayed
one through a non-intuitive way, difficult to foresee. The
approach proposed happens to be very efficient. For example,
testing the previous case, a fast rate of convergence is ensured
when τ ∈ (0,7], even if such extended range of values is
physically meaningless.
V. CONCLUSION AND PERSPECTIVES
In this paper, we have presented a new approach that al-
lows to solve optimal control problems with delayed control-
affine dynamics exploiting indirect methods coupled with
homotopy procedures. The idea is to introduce the delay
step by step with a continuation parameter, starting from
the solution of the non-delayed problem. This procedure is
suggested by a convergence result which allows to initialize
successfully the related shooting method by providing a
global guess of the adjoint vector.
Future works on this subject focus on extending the afore-
mentioned procedure to general non-linear delayed optimal
control problems with control constraints. The main step
consists of adapting Theorem 1 to the control constraints
framework, exploiting the needle-like variation technique.
VI. APPENDIX
Here, some technical results used in Section III are pre-
sented. We recall first the Implicit Function Theorem.
Theorem 3 Let U be a Banach space and consider a
mapping
F : [0,M]×U →Rn : (ε,x) 7→ F(ε,x)
satisfying the following assumptions:
• F(0,x0) = 0;
• F is continuous;
• For every ε ∈ [0,M], F is continuously differentiable
with respect to x at x0 and
∂F
∂x
(ε,x0) is continuous with
respect to ε;
•
∂F
∂x
(0,x0)(U) = R
n.
Then, there exists ε0 > 0 and a continuous function
g : [0,ε0)→U such that g(0) = x0 and
F(ε,g(ε)) = 0 , ∀ε ∈ [0,ε0)
We have the following useful result
Theorem 4 Fix M > 0, x1 ∈ Rn and consider, for every
control u(·) ∈ L2([0,T ],R), the following problem
(P)


x˙τ,u(t) = f0(xτ,u(t))+ f1(xτ,u(t− τ))+ u(t) f2(xτ,u(t))
xτ,u(t) = φ(t) , t ∈ [−M,0]
where τ ∈ [0,M] and φ is continuous in [−M,0]. If f0, f1
and f2 are smooth and bounded, function
ET : [0,M]×L2([0,T ],R)→Rn : (τ,v) 7→ xτ,v(T )
is well defined and continuous by the continuous dependence
from initial data of (P). Moreover, for every τ ∈ [0,M] and
u(·) ∈ L2([0,T ],R), ET is continuously differentiable with
respect to v at u(·) and it holds
∂ET
∂v
(τ,u) · v(·) =
∫ T
0
Xu(T,s) f2(xτ,u(s))v(s) ds
where Xu(t,s) is the matrix solution of
(PLin)


X˙u(t,s) = A
1
u(t)Xu(t,s)+A
2
u(t)Xu(t− τ,s)
Xu(t,s) =


I , t = s
0 , t < s
with A1u(t) = d f0(xτ,u(t)) + u(t)d f2(xτ,u(t)),
A2u(t) = d f1(xτ,u(t− τ)). Finally,
∂ET
∂v
(τ,u) is continuous
because of the continuous dependence of Xu(t,s) by initial
data. In particular, for every sequence (uk(·))k∈N of controls
weakly convergent to a control u(·) and every sequence of
real numbers (τk)k∈N ⊆ [0,M] converging to τ ∈ [0,M], it
holds
∂ET
∂v
(τk,uk(·))−→ ∂ET
∂v
(τ,u(·))
Proof: The first part can be easily achieved following the
procedure developed to prove Proposition 3.6 of [17].
In order to prove the last result, we may remark that,
adapting easily the proof of Proposition 3.3 of [17], it follows
that if (uk)k∈N ⊆ L2([0,T ],R) is a sequence of controls
weakly converging to some control u ∈ L2([0,T ],R) and
(τk)k∈N ⊆ [0,M] is a sequence converging to τ ∈ [0,M],
xτk,uk(·) converges uniformly to xτ,u(·). Hence, it suffices to
show that Xτk,uk(T, ·) converges uniformly to Xτ,u(T, ·) for
every sequence of controls (uk)k∈N ⊆ L2([0,T ],R) weakly
converging to some control u ∈ L2([0,T ],R) and every se-
quence (τk)k∈N ⊆ [0,M] converging to τ ∈ [0,M]. Since
A1τk,uk(·), A2τk,uk(·) converge uniformly respectively to A1τ,u(·),
A2τ,u(·) (hence, they are bounded) and, by the Gronwall
inequality, Xτk,uk(·,s) are uniformly bounded on [s,T ], for
every ε > 0 it exists an integer Nε such that, for every k≥Nε
and s ∈ [0,T ], we have
‖Xτ,u(T,s)−Xτk,uk(T,s)‖
≤
∫ T
s
‖A1τk,uk(t)(Xτ,u(t,s)−Xτk,uk(t,s))‖ dt
+
∫ T
s
‖A2τk,uk(t)(Xτ,u(t− τ,s)−Xτk,uk(t− τk,s))‖ dt
+
∫ T
s
‖(A1τ,u(t)−A1τk,uk(t))Xτ,u(t,s)‖ dt
+
∫ T
s
‖(A2τ,u(t)−A2τk,uk(t))Xτ,u(t− τ,s)‖ dt
≤C1
∫ T
s
‖Xτ,u(t,s)−Xτk,uk(t,s)‖ dt+ ε
+C2
(∫ s
s−τ
‖Xτ,u(r,s)−Xτk,uk(r,s)‖ dr
+
∫ T−τ
s
‖Xτ,u(r,s)−Xτk,uk(r,s)‖ dr
)
≤C
∫ T
s
‖Xτ,u(t,s)−Xτk,uk(t,s)‖ dt+ ε
The thesis follows from the Gronwall inequality. ✷
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Fig. 1: Control uτ(t).
