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Abstract
This paper derives a new class of adaptive regularization parameter choice strategies that
can be effectively and efficiently applied when regularizing large-scale linear inverse prob-
lems by combining standard Tikhonov regularization and projection onto Krylov subspaces
of increasing dimension (computed by the Golub-Kahan bidiagonalization algorithm). The
success of this regularization approach heavily depends on the accurate tuning of two pa-
rameters (namely, the Tikhonov parameter and the dimension of the projection subspace):
these are simultaneously set using new strategies that can be regarded as special instances
of bilevel optimization methods, which are solved by using a new paradigm that interlaces
the iterations performed to project the Tikhonov problem (lower-level problem) with those
performed to apply a given parameter choice rule (higher-level problem). The discrep-
ancy principle, the GCV, the quasi-optimality criterion, and Regin´ska criterion can all be
adapted to work in this framework. The links between Gauss quadrature and Golub-Kahan
bidiagonalization are exploited to prove convergence results for the discrepancy principle,
and to give insight into the behavior of the other considered regularization parameter choice
rules. Several numerical tests modeling inverse problems in imaging show that the new pa-
rameter choice strategies lead to regularization methods that are reliable, and intrinsically
simpler and cheaper than other strategies already available in the literature.
Keywords— regularization parameter choice rules, large-scale linear problems, hybrid meth-
ods, Golub-Kahan bidiagonalization, Gauss quadrature, Tikhonov regularization, modified
Newton method, discrepancy principle, GCV, Regin´ska, quasi-optimality, imaging problems.
1 Introduction
This paper considers linear, large-scale, discrete ill-posed problems of the form
Ax+ e = b , (1)
where the matrix A ∈ Rm×n is ill-conditioned with ill-determined rank (i.e., the singular values
of A quickly decay and cluster at zero without an evident gap between two consecutive ones),
x ∈ Rn is the desired solution, b ∈ Rm is the available right-hand side vector, which is affected
by some unknown Gaussian white noise e ∈ Rm. Problems like this model inverse problems
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Table 1: Functionals P (x(α)) in (3) associated to the parameter rules considered in this paper.
P (x(α)) Parameter rules
bT
(
(αI − αε¯2I + 2AAT log((AAT + αI)−1)
)
b− bT (AAT )2x(α) (DP)
discrepancy principle, [22]
(where ε¯ ' ‖e‖/‖b‖, see (1))
‖b−Ax(α)‖2
(trace(I −A(ATA+ αI)−1AT ))2 (GCV)
generalized cross validation, [30]
(GCV)
α2x(α)T (ATA+ αI)−2x(α) (QO) quasi-optimality criterion, [18]
‖b−Ax(α)‖‖x(α)‖ (R) Regin´ska criterion, [25]
arising in a variety of applications, which typically stem from the discretization of first-kind
Fredholm integral equations (see [16] and the references therein).
It is well-known that, in order to compute a good approximation to x, one should regularize
(1), i.e., replace (1) with a problem closely related to it that is less sensitive to perturbations
in the data. Although many approaches are possible to achieve this, in this paper we focus on
the standard Tikhonov regularization method, which consists in computing
x(α) = arg min
x∈Rn
‖Ax− b‖2 + α‖x‖2︸ ︷︷ ︸
=:F (x,α)
, (2)
where the regularization parameter α ≥ 0 has a key role in balancing the effect of the fit-to-data
term ‖Ax− b‖2 and the regularization term ‖x‖2; one typically assumes that α is between the
smallest and the largest singular value of A. Here and in the following we use the shorthand
notation ‖ · ‖ = ‖ · ‖2 = 〈·, ·〉1/2 to denote the vector 2-norm, induced by the standard inner
product 〈·, ·〉 on Rd, d ≥ 1. Many parameter choice rules have been already derived to choose
a suitable α in (2): the ones considered in this paper can be expressed in the framework
min
α≥0
P (x(α)) subject to x(α) = arg min
x∈Rn
F (x, α) , (3)
where P (x(α)) is a condition to allows a suitable choice of α ≥ 0, and F (x, α) is defined
in (2). A list of the functionals P (x(α)) considered in this paper is given in Table 1 (some
expressions, like the discrepancy principle one, may seem unconventional and will be explained
in Section 3). Problem (3) is formally a bi-level optimization problem, consisting of a lower-
level optimization problem whose solution x(α) is an argument of the higher-level minimization
problem; see [20]. Thanks to the particular form of F (x, α), one can derive a closed-form
solution for x(α), and substitute its expression in P (x(α)), so that problem (3) is essentially a
single-level optimization problem. However, in practice, one can obtain x(α) directly only when
some factorizations of A (such as the SVD) can be computed: this is not the case for large-scale
unstructured problems (1). In these situations, one should resort to an iterative linear solver to
approximate the solution x(α) of the lower-level problem in (3), while a nonlinear solver is used
to compute an approximation to the higher-level problem in (3). Because of this, problem (3)
should still be treated as a bi-level optimization problem. In particular, an inner-outer iteration
scheme is naturally established when solving (3), which involves two stopping criteria: one for
the inner iterations (to be repeatedly applied), and one for the outer iterations. This paper
considers only Krylov projection methods based on Golub-Kahan bidiagonalization (GKB) to
compute an approximation to the lower-level problem where, at iteration k, given a Krylov
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solution subspace Kk of dimension k, an approximation xk(α) ∈ Kk of the solution x(α) of (2)
is computed imposing some additional constraints.
When solving problem (3), two classical approaches are possible. The first obvious (but com-
putationally expensive) one is to repeatedly solve problems of the form (2), once for every
value of the regularization parameter computed within the iterations of minα≥0 P (x(α)). This
approach is equivalent to applying the well-known variable projection method to (3) (see, e.g.,
[13]), and it is sketched in Algorithm 1. Note that the intermediate values of α so determined
Algorithm 1 Variable projection method for problem (3).
1: Choose an initial guess α0.
2: for ` = 1, 2, . . . until a stopping criterion is satisfied do
3: for k = 1, 2, . . . until a stopping criterion is satisfied do
4: Apply an iterative method to (2) to approximate xk(α`) = xk(`)(α`).
5: end for
6: Apply a step of a nonlinear solver to compute α`+1 (given α` and xk(α`)
7: end for
8: Take xk(α`) = xk(`)(α`) as an approximation of the solution of (2).
are always computed for the full-dimensional problem (2), which is therefore solved multiple
times. In other words, Algorithm 1 corresponds to a “first regularize then project” approach
(see [16, §6.4]). As highlighted by the notation xk(`)(α`), the number of iterations in lines 3–5
of Algorithm 1 depends in general on the current value of α`. At step 4 of Algorithm 1, one can
apply any iterative solver for linear least squares problems; in particular, when using a Krylov
method, most of the computations performed to determine xk(α`) = xk(`)(α`) at the `th outer
iteration can be smartly rearranged or recycled to compute xk(α`+1) = xk(`+1)(α`+1) at the
(`+ 1)th outer iteration; see, for instance, [2, 9, 31].
The second and usually more computationally convenient approach is to perform a so-called
hybrid method, which projects problem (2) onto Krylov subspaces Kk of increasing dimension
k. The main claimed advantage of hybrid methods is that, if k  min{n,m}, one can compute
a good regularization parameter for small-scale projected problems only; see [6, 19]. Indeed,
when employing a hybrid method, instead of (3) one solves a sequence of bi-level optimization
problems of the form
min
αk≥0
Pk(xk(αk)) subject to xk(αk) = arg min
xk∈Kk
F (xk, αk) , (4)
where the functional Pk appearing in the higher-level problem is a specific regularization pa-
rameter choice rule to be employed at the kth iteration (it is often a projected version of the
strategies listed in Table 1), and the lower-level problem of order k is the projection of problem
(2) onto the space Kk (see Section 2.1 for more details). A common framework for hybrid meth-
ods is sketched in Algorithm 2. Note that, when solving (4), one fully runs (till convergence) a
Algorithm 2 Hybrid method for problem (3).
1: for k = 1, 2, . . . until a stopping criterion is satisfied do
2: Compute the Krylov subspace Kk and project problem (2).
3: for ` = 1, 2, . . . until a stopping criterion is satisfied do
4: Apply a nonlinear solver to approximate αk = αk(`) and xk(αk) = xk(αk(`)) in (4).
5: end for
6: end for
7: Take xk(αk) = xk(αk(`)) as an approximation of the solution of (2).
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parameter choice strategy, with the outcome of selecting a suitable regularization parameter for
iteration k (i.e., this is in principle a local choice, good for the kth projected Tikhonov problem
only). Indeed, when performing hybrid methods, it is often observed that the regularization
parameter that is good for the projected problem may not be good for the full-dimensional
problem [19]: therefore, solving (4) to high precision for all k’s may be worthless; nonetheless,
when k increases, the regularization parameter obtained applying (4) seems to stabilize around
a value that is good for the full-dimensional problem, too; see [6]. As highlighted by the nota-
tion αk(`), the value of the regularization parameter to be employed for the order k lower-level
problem in (4) depends on the number of iterations in lines 3–5 of Algorithm 2; however, to
keep lighter notations, in the following only αk will be used. We can regard hybrid methods
as two-parameter methods, where regularization is achieved by jointly and carefully tuning
both k and αk; in general the optimal regularization parameter αk (i.e., the one minimizing
the error) increases with k, as the projected problem becomes increasingly ill-conditioned and
needs more regularization. Since the projected Tikhonov problem is of order k, if k  n the
lower-level problem in (4) can be solved directly, and (4) is indeed a single-level optimization
problem: in this setting, only a stopping criterion for the higher-level problem should be set;
however, one needs an additional (and often heuristic) stopping criterion to set k, i.e., to guar-
antee that problem (4) is a good approximation to problem (3). According to the classification
in [16, §6.4], hybrid methods are “first project then regularize” approaches. There is a rich
literature on parameter choice rules adapted or specific for hybrid methods; see, for instance,
[4, 7, 8, 12, 17, 28] and the references therein.
The goal of this paper is to introduce a new efficient class of parameter choice strategies for
large-scale problems (2), which leverage ideas typical of the hybrid approach to (4), but are
applied directly to (3). In particular, by an innovative use of projection methods (i.e., Krylov
subspace methods based on the GKB algorithm) and by exploiting their connections to Gaus-
sian quadrature rules, the new strategies simultaneously compute a value for k, αk and xk(αk),
thereby computing a good approximation of the solution of the original problem (3). The core
idea behind the new strategis is to “interlace” the iterations needed to solve the lower-level
problem and the higher-level problem in (3). These strategies result in only one iteration cycle,
bypassing both the approaches in Algorithms 1 and 2. Namely (as sketched in Algorithm 3),
each iteration of the new methods consists in performing one step of a projection method for
solving the linear lower-level problem in (3), and one step of an iterative scheme for solving
the nonlinear higher-level problem in (3). Note that, when performing Algorithm 3, the ap-
Algorithm 3 New adaptive algorithm for problem (3).
1: Choose an initial guess α1.
2: for k = 1, 2, . . . until a stopping criterion is satisfied do
3: Compute the Krylov subspace Kk and project problem (2).
4: Apply a step of a nonlinear solver to compute αk+1 (given Kk and αk).
5: end for
6: Take xk(αk+1) ∈ Kk as an approximation of the solution of (2).
proximation subspace for the solution of (3) is enlarged while a suitable value for α is set. As
already mentioned, Algorithm 3 avoids nested iteration cycles, so that only one stopping cri-
terion should be set (this is typically a standard stopping criterion applied to the higher-level
problem in (3)). The new strategy, in addition to being conceptually simpler, potentially allows
for great computational savings: this is obvious when compared to the approach in Algorithm
1; however, note that, for each k, the approach in Algorithm 2 still requires the repeated so-
lution of the lower-level problem (4) which may become expensive when k increases. When
the functional P (x(α)) in (3) is the discrepancy principle, convergence of the couple (xk, αk)
computed by Algorithm 3 to the solution (x, α) of (3) can be proven. Fort the other functionals
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listed in Table 1, theoretical insight into the behavior of Algorithm 3 can be provided.
We must mention that an approach similar to the adaptive strategies presented in this paper
was already derived in [11] (the so-called “secant update method”). However, the secant update
method handles the discrepancy principle only, and no formal convergence proof was provided
in [11]. The present paper still considers the discrepancy principle as a possible choice for the
functional P (x(α)) in (3), but adopts a different nonlinear solver with respect to the secant up-
date method, and gives a convergence proof for the new strategy (when GKB is used to project
the linear lower-level problem in (3)). Moreover, the present paper extends this framework to
handle all the choices of P (x(α)) listed in Table 1. We also remark that the idea of exploiting
the links between GKB and Gaussian quadrature rules to choose the regularization parameter
in (2) is not completely new: for instance, the authors of [14] adopt Gaussian quadrature rules
to estimate a value of α in the full-dimensional problem (2) according to GCV, and the authors
of [3, 4, 8] explore a variety of parameter choice methods (including some of the ones listed in
Table 1) to be employed in Algorithm 2, using Gaussian quadrature rules to link some projected
functionals Pk(xk(αk)) to their full-dimensional counterparts P (x(α)), and to set stopping cri-
teria for the number of iterations k. The approach proposed in this paper is novel in that
GKB and Gaussian quadrature rules are employed in the framework of bi-level optimization
problems, and values of αk, and xk(αk) approximating the solution of (3) are simultaneously
computed within only one iteration cycle.
The remaining part of this paper is organized as follows. Section 2 recalls some background
material. Section 3 unfolds the theory and implementation of the new class of adaptive param-
eter choice methods. Section 4 presents some numerical experiments and comparisons. Section
5 presents concluding remarks.
2 Background
This section briefly recalls basic facts about regularizing Krylov methods based on Golub-Kahan
bigiagonalization (GKB), which are the backbones of the strategies proposed in this paper for
the solution of (3), and which are more carefully detailed in [1, Chapter 4] and [16, Chapter 6].
Also some specific links between GKB and Gauss quadrature are briefly recalled (a more general
and complete description can be found in [15]): these will be used to derive approximations for
the functionals in Table 1 and for devising convergence proofs.
2.1 GKB-based iterative regularization methods
Given a matrix A ∈ Rm×n and a vector b ∈ Rm, the kth iteration of the GKB algorithm consists
in updating partial matrix factorizations of the form
AVk = UkBk + σk+1uk+1e
T
k = Uk+1B¯k , A
TUk = VkB
T
k , (5)
where Vk ∈ Rn×k and Uk+1 = [Uk, uk+1] = [u1, . . . , uk, uk+1] ∈ Rm×(k+1), with u1 = b/‖b‖, are
matrices whose orthonormal columns span the Krylov subspacesKk(ATA,AT b) andKk(AAT , b),
respectively; Bk and B¯k are lower bidiagonal matrices of the form
Bk =

ρ1
σ2 ρ2
. . .
. . .
σk−1 ρk−1
σk ρk
 ∈ Rk×k, B¯k =
[
Bk
σk+1e
T
k
]
∈ R(k+1)×k. (6)
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Here and in the following, ei denotes the ith canonical basis vector of Rd, d ≥ i. The following
assumption: the GKB algorithm (5) does not breakdown, (7)
i.e., ρk, σk > 0 for all k ≤ min{m,n}, will be made through the paper.
It is well-known that many Krylov methods based on GKB are iterative regularization methods,
with the number of iterations acting as a regularization parameter. One of the most widespread
methods in this class is arguably LSQR, which is mathematically equivalent to CGLS. The kth
LSQR iteration approximates the solution of (1) by taking
xk = Vkyk, where yk = arg min
y∈Rk
‖B¯ky − ‖b‖e1‖ .
By exploiting the first decomposition in (5) and the properties of the matrices appearing therein,
one can easily see that the LSQR solution minimizes the norm of the residual rk = b − Axk
among all the vectors belonging to the space Kk(ATA,AT b).
As already hinted in Section 1, Krylov methods based on GKB are also commonly employed
as hybrid regularization methods (Algorithm 2): at the kth iteration of a GKB-based hybrid
method, the Tikhonov problem (2) is projected onto the space Kk(ATA,AT b), obtaining
xk(αk) = Vkyk(αk) , where yk(αk) = arg min
y∈Rk
‖B¯ky − ‖b‖e1‖2 + αk‖y‖2 , (8)
where the first decomposition in (5) and the properties of the matrices appearing therein have
been used; the iteration-dependent regularization parameter αk can be determined by solving
(4) (lines 3–5 of Algorithm 2). The claimed main upside of hybrid methods is their reduced
sensitivity to the stopping criterion for the iterations k, which allows to compute a typically
more accurate solution in larger Krylov subspaces Kk with respect to purely iterative methods;
see, for instance, [6, 24].
The symmetric Lanczos and the GKB algorithms are closely related, in that, multiplying the
second equation in (5) from the left by A, and using the first equation in (5), one obtains
AATUk = AVkBk = Uk BkB
T
k︸ ︷︷ ︸
=:Tk
+σk+1uk+1e
T
kB
T
k = UkTk + σk+1ρkuk+1e
T
k . (9)
Here, the lower bidiagonal matrix Bk defined in (6) can also be regarded as the Cholesky factor
of the symmetric positive definite tridiagonal matrix Tk = BkB
T
k obtained after k iterations of
the symmetric Lanczos algorithm applied to AAT with initial vector b. Moreover, multiplying
the first expression in (5) from the left with AT , and using again the second equation in (5),
one obtains
ATAVk = A
TUkBk + σk+1A
Tuk+1e
T
k = A
TUk+1B¯k = Vk+1B
T
k+1B¯k
= Vk B¯
T
k B¯k︸ ︷︷ ︸
=:Tˆk
+ρk+1σk+1vk+1e
T
k , (10)
so that Vk can be regarded as the matrix generated by performing k steps of the symmetric Lanc-
zos algorithm applied to ATA, with initial vector AT b. After computing the QR-factorization
B¯k = QkBˆ
T
k , where Bˆk ∈ Rk×k is lower bidiagonal, one can see that BˆTk is the Cholesky factor
of the symmetric positive definite tridiagonal matrix Tˆk = B¯
T
k B¯k = BˆkBˆ
T
k .
2.2 Gauss quadrature for approximating quadratic forms
Let C ∈ Rp×p be a symmetric semi-positive definite matrix, having spectral decomposition
C = WΛWT , where Λ is a diagonal matrix whose diagonal elements are the eigenvalues 0 ≤
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λ1 ≤ λ2 ≤ · · · ≤ λp of C, and W is the orthonormal matrix whose columns are the normalized
eigenvectors of C. This section presents a strategy to compute approximations or bounds for
general quadratic forms
f(φ,C, u) = uTφ(C)u , (11)
where u ∈ Rp is a given vector and φ is a given smooth function on the interval [0,+∞) of the
real line. Using standard definitions and derivations, (11) can be expressed as
f(φ,C, u) = uTφ(C)u = uTWφ(Λ)WTu =
p∑
i=1
φ(λi)(W
Tu)2i =
∫ +∞
0
φ(λ)dω(λ) =: I(φ) . (12)
The last equality comes from considering the sum as a Riemann-Stieltjes integral, where the
distribution function ω is a non-decreasing step function with jump discontinuities at the eigen-
values λi. The chain of equalities (12) makes it natural to consider quadrature rules to approx-
imate the quadratic form in (11). Gaussian quadrature rules will be employed for this purpose,
and they will be computed applying the symmetric Lanczos algorithm to C with initial vector
u. In the following sections, only particular instances of (11) are taken into account, which ap-
pear in the definition of the functionals P (x(α)) listed in Table 1. Indeed, only quadratic forms
of the kind bTφ(AAT )b and (AT b)Tφ(ATA)(AT b) have to be approximated, so that only the
symmetric Lanczos algorithm applied to AAT ∈ Rm×m with initial vector b ∈ Rm, or applied
to ATA ∈ Rn×n with initial vector AT b ∈ Rn, have to be considered: this is done implicitly
by applying the breakdown-free GKB algorithm to A ∈ Rm×n and b ∈ Rm (see assumption (7)
and equations (9) and (10)).
Let Tk = BkB
T
k ∈ Rk×k be the symmetric positive definite tridiagonal matrix appearing in
(9), produced after performing k ≤ min{n,m} steps of the Lanczos algorithm applied to the
matrix AAT with initial vector b. Let {qi(λ)}ki=0 be the family of orthonormal polynomials with
respect to the inner product induced by the measure ω(λ) (associated to AAT and b), and let
Tk = YkΘkY
T
k be the spectral decomposition of Tk, where Yk is the orthonormal matrix whose
columns are the normalized eigenvectors of Tk, and Θk is the diagonal matrix of eigenvalues
0 < θ1 ≤ · · · ≤ θk. It is well-known that the k-point Gauss quadrature rule with respect to the
measure ω(λ), defined as
Gk(φ,AAT , b) :=
k∑
j=1
φ(θj) ||b||2(eT1 (Yk)ej)2︸ ︷︷ ︸
=µj
= ||b||2eT1 Ykφ(Θk)Y Tk e1 = ||b||2eT1 φ(Tk)e1 , (13)
approximates (12) with C = AAT and u = b. More specifically, the eigenvalues of Tk are the
zeros of the polynomial qk(λ), as well as the quadrature nodes, and the quadrature weights µj
are given by the rescaled and squared first components of the eigenvectors of Tk. Analogously,
the k-point Gauss-Radau quadrature rule with one assigned node at the origin and with respect
to the measure ω(λ), approximating (12) with C = AAT and u = b, can be obtained by suitably
modifying the symmetric Lanczos process to compute a symmetric semi-positive definite matrix
T¯k of order k with one prescribed eigenvalue at the origin. This amounts to taking T¯k =
B¯k−1B¯Tk−1 ∈ Rk×k, where B¯k−1 is the (k−1)×k version of the matrix B¯k in (6) (or, alternatively,
is the matrix obtained by selecting the first (k − 1) columns of the Cholesky factor Bk of Tk);
see [14] for a proof. Eventually, such a quadrature rule reads
Rk(φ,AAT , b) :=
k∑
j=1
φ(θ¯j)||b||2(eT1 (Y¯k)ej)2 = ||b||2eT1 Y¯kφ(Θ¯k)Y¯ Tk e1 = ||b||2eT1 φ(T¯k)e1 , (14)
where T¯k = Y¯kΘ¯kY¯
T
k is the spectral decomposition of T¯k, with Y¯k orthonormal and
Θ¯k = diag(θ¯1, . . . , θ¯k), 0 = θ¯1 < θ¯2 ≤ · · · ≤ θ¯k.
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Now let Tˆk = BˆkBˆ
T
k ∈ Rk×k be the symmetric positive definite tridiagonal matrix appearing in
(10), produced after performing k ≤ min{n,m} steps of the Lanczos algorithm applied to ATA
with initial vector AT b. Similarly to the previous derivations, the k-point Gauss quadrature
rule with respect to the measure ω(λ) (associated to ATA and AT b), defined as
Gk(φ,ATA,AT b) :=
k∑
j=1
φ(θˆj)||AT b||2(eT1 (Yˆk)ej)2 = ||AT b||2eT1 φ(Tˆk)e1 , (15)
approximates (12) with C = ATA and u = AT b. Here, using notations analogous to the previous
ones, Tˆk = YˆkΘˆkYˆ
T
k = Yˆkdiag(θˆ1, . . . , θˆk)Yˆ
T
k is the spectral decomposition of the matrix Tˆk.
Finally, the matrix
¯ˆ
Tk :=
¯ˆ
Bk−1
¯ˆ
BTk−1 ∈ Rk×k, where ¯ˆBk−1 is the matrix constructed by selecting
the first k−1 columns of the Cholesky factor Bˆk of Tˆk, is symmetric semi-positive definite with
one prescribed eigenvalue at the origin. Therefore, the k-point Gauss-Radau quadrature rule
with respect to the measure ω(λ) (associated to ATA and AT b), with one node assigned at the
origin, can be expressed as
Rk(φ,ATA,AT b) :=
k∑
j=1
φ(
¯ˆ
θj)||AT b||2(eT1 ( ¯ˆYk)ej)2 = ||AT b||2eT1 φ( ¯ˆTk)e1 , (16)
where
¯ˆ
Tk =
¯ˆ
Yk
¯ˆ
Θk
¯ˆ
Y Tk =
¯ˆ
Ykdiag(
¯ˆ
θ1, . . . ,
¯ˆ
θk)
¯ˆ
Y Tk is the spectral decomposition of the matrix
¯ˆ
Tk.
Assuming that φ is a 2k-times differentiable function, the quadrature errors EQk(φ) = I(φ) −
Qk(φ) associated to k-point Gauss and Gauss-Radau quadrature rules (with Qk(φ) = Gk(φ)
and Qk(φ) = Rk(φ), respectively, and where the dependence on the matrices AAT , ATA, and
the vectors b, AT b, has been removed in the interest of generality), are given by
EGk(φ) =
φ(2k)(ζGk)
(2k)!
∫ +∞
0
k∏
i=1
(t− ζi)2dω(t) (17)
and
ERk(φ) =
φ(2k−1)(ζ¯Rk)
(2k − 1)!
∫ +∞
0
t
k∏
i=2
(t− ζ¯i)2dω(t) , (18)
respectively. Here ζGk , ζ¯Rk ∈ [λ1, λmin{n.m}]. The ζi’s denote the nodes of a Gauss quadrature
rule (so that ζi = θi for (13) and ζi = θˆi for (15)); the ζ¯i’s denote the nodes of a Gauss-Radau
quadrature rule (so that ζ¯i = θ¯i for (14) and ζ¯i =
¯ˆ
θi for (16)). As an immediate consequence of
formulas (17) and (18), if the derivatives of the function φ have constant sign on [λ1, λmin{n.m}],
then upper or lower bounds for quadratic forms of the kind bTφ(AAT )b and bTAφ(ATA)AT b
can be obtained by employing Gauss and Gauss-Radau quadrature rules of the form (13)–(16):
this will be explored more carefully in the following sections, for specific functionals.
3 Adaptive parameter choice strategies
This section explains how the GKB algorithm can be adopted in connection with a Newton-like
nonlinear solver to approximate the solution of the bi-level optimization problem (3). In the
following, the closed-form expression x(α) = (ATA + αI)−1AT b and algebraic manipulations
thereof will be often used for deriving analytical expressions of the functionals P (x(α)) in Table
1 as quadratic forms (11) with C = ATA and u = AT b, or with C = AAT and u = b.
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Although the methods in this paper are meaningful for large-scale problems, some numerical
illustrations involving a moderate-scale problem generated thorough MATLAB’s toolbox IR
Tools [10] will be presented in this section to show the typical behavior of the functionals
P (x(α)) in Table 1 (which can be easily computed once the SVD of A is available) and of upper
and lower bounds thereof. Namely, the following instructions are used
optn.trueImage = ’pattern1’; [A,b,x] = PRblur(64,optn); bn = PRnoise(b); (19)
to generate an image deblurring test problem involving a simple geometric test image of size
64× 64 pixels (so that the coefficient matrix A has order 4096), a medium Gaussian blur, and
Gaussian white noise with ‖e‖/‖b‖ = 10−2.
3.1 Discrepancy Principle
The functional associated to the discrepancy principle (DP) in Table 1 can be naturally regarded
as a quadratic form
P (x(α)) = bTψDP(AA
T , α)b ,
where
ψDP(t, α) = α− αε¯2 + 2t log((α+ t)−1)− t2(α+ t)−1 , (20)
is a function defined for t ≥ 0, α > 0 (see also (12)), and ε¯ = ε/‖b‖ is an estimate for the noise
level ‖e‖/‖b‖ in (1) (possible safety factors are already incorporated in ε¯).
The first and second derivatives with respect to α of the function ψDP(t, α) in (20) read
φDP(t, α) := ∂αψDP(t, α) = α
2(t+ α)−2 − ε¯2, ∂2αψDP(t, α) = 2αt(t+ α)−3 , (21)
respectively. Since ∂2αψDP(t, α) ≥ 0 for α > 0, then ∂2αbTψDP(AAT , α)b ≥ 0 for α > 0 (i.e.,
bTψDP(AA
T , α)b is convex as a function of α for α > 0). Therefore, solving (3) amounts to
solving the nonlinear equation
0 = bTφDP(AA
T , α)b = α2bT (AAT + αI)−2b− ε2 = ‖b−Ax(α)‖2 − ε2 (22)
with respect to α (see [3] for complete derivations). Since the continuous function bTφDP(AA
T , α)b
is increasing in α, there exists a unique zero α∗ in (0,∞) provided that
lim
α→0
bTφDP(AA
T , α)b = −ε2 < 0 and lim
α→+∞ b
TφDP(AA
T , α)b = ‖b‖2 − ε2 > 0 , (23)
where the last inequality obviously holds if ε2 < ‖b‖2 (this is a reasonable bound for the amount
of noise in the data, which will be assumed in the following). Equation (22) agrees with the
standard discrepancy principle formulation and one can easily apply a zero-finder (e.g., Newton
method) to compute α∗. Since φDP(t, α) is not convex for α > 0, Newton method is not
guaranteed to globally converge. As proposed in [26], the simple change of variable β = 1/α is
performed in (22), so that
φ̂DP(t, β) := (βt+ 1)
−2 − ε¯2 and f̂DP(φ̂DP, AAT , b, β) := bT φ̂DP(AAT , β)b− ε2 (24)
are decreasing and convex for β > 0, and a unique zero β∗ exists if conditions analogous to (23)
are satisfied. Newton method applied to solve the nonlinear equation (with respect to β)
0 = f̂DP(φ̂DP, AA
T , b, β) = bT (βAAT + I)−2b− ε2 (25)
globally converges, and can be easily implemented if the SVD of A is available. Since this is not
the case in general for large-scale problems (as remarked in Section 1), an alternative solution
approach for (25) that fits into the framework of Algorithm 3 is derived.
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A modified Newton method for (22). The following result proves the convergence of a
specific modification of the classical Newton zero finder, which can be used in a general setting
whenever dealing with a sequence of functions {Lk}k≥1 satisfying certain assumptions. This
method will be later applied to solve (22).
Theorem 1. Let f : (0,+∞)→ R be a strictly decreasing, convex, differentiable function such
that limx→+∞ f(x) < 0. Let {Lk}k≥1 : (0,+∞) → R, be a sequence of strictly decreasing,
convex, differentiable, increasing lower bounds for f , i.e.,
Lk(x) ≤ Lk+1(x) ≤ f(x) for all k ≥ 1, x ∈ (0,+∞) , (26)
such that limx→0 Lk(x) > 0 for all k ≥ 1, and limk→+∞ Lk(x) = f(x) for all x ∈ (0,+∞).
Then, given x1 such that L1(x1) ≥ 0, the sequence {xk}k≥1 obtained from the recursion
xk+1 = xk − Lk(xk)
L′k(xk)
(27)
monotonically converges to the root x∗ of f from the left.
Proof. The assumptions assure that the functions f and Lk, k ≥ 1, have exactly one zero in
(0,+∞). Given xk, k ≥ 1, define the function
tk(x) = Lk(xk) + L
′
k(xk)(x− xk) ,
i.e., the tangent line to the graph of Lk at (xk, Lk(xk)). Relation (27) is established by imposing
tk(xk+1) = 0 and, together with the convexity of Lk and (26), leads to
0 = tk(xk+1) ≤ Lk(xk+1) ≤ Lk+1(xk+1) ≤ f(xk+1). (28)
Replacing k by k− 1 in the above relation implies Lk(xk) ≥ 0 which, together with L′k(xk) < 0
and (27), leads to xk ≤ xk+1. Moreover, since f is decreasing and f(xk+1) ≥ 0, xk+1 ≤ x∗.
Therefore the sequence {xk}k≥1 is monotonically increasing and bounded above by x∗. Taking
the limit for k →∞ in (28) implies Lk+1(xk+1)→ f(xk+1), so that xk+1 converges to x∗ thanks
to the convergence of Newton method.
Remark 1. Given a sequence of functions {Lk}k≥1, the kth iteration of the modified Newton
method (27) consists in performing only one (standard) Newton iteration on the kth function
Lk. Figure 1 gives a geometrical illustration of recursion (27).
Figure 1: Geometrical interpretation of the modified Newton method (27).
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Remark 2. Theorem 1 still holds if assumption L1(x1) ≥ 0 is removed and f, {Lk}k≥1 : R→ R
(i.e., considering functions defined on the whole real line). Indeed, in this setting
0 = t1(x2) ≤ L1(x2),
so that the reasoning in the proof of Theorem 1 can be applied starting from x2.
Turning now to the discrepancy principle (25), since the matrix functional f̂DP is strictly de-
creasing, convex, and differentiable with respect to β, and ∂
(2k)
t φ̂DP(t, β) < 0 for all k ≥ 1,
t ≥ 0, β > 0, lower bounds for f̂DP are obtained by applying the Gauss quadrature rule, leading
to
Gk(φ̂DP, AAT , b, β) = ‖b‖2eT1 (βBkBTk + I)−2e1 − ε2, k ≥ 1; (29)
see Section 2.2 and equation (17). These bounds are increasing (see [21, Theorem 2.1]), so that,
under assumption (7),
G1(β) ≤ G2(β) ≤ · · · ≤ Gp−1(β) ≤ Gp(β) = f̂DP(β) , p = min{n,m} ;
the shorthand notation Gk(β) has been used for Gk(φ̂DP, AAT , b, β); similarly, f̂DP is defined in
(24) and also depends on φ̂DP, AA
T , and b. The functions Gk(β), 1 ≤ k ≤ p, are strictly de-
creasing, convex, and differentiable with respect to β, limβ→0 Gk(β) = ‖b‖2−ε2 > 0 (reasonable
bound for the amount of noise, see (23)), and limβ→+∞ Gk(β) = −ε2 < 0. The same limits hold
for f̂DP. The above derivations assure that the assumptions of Theorem 1 are satisfied, so that
the following result holds.
Corollary 1. Let A ∈ Rm×n and b ∈ Rm be as in (1), and let φ̂DP be defined as in (24); consider
f̂DP in (24) and {Gk}k in (29) as functions of β > 0. Let β1 > 0 be such that G1(β1) ≥ 0. Then
the sequence {βk}k≥1 obtained from the recursion
βk+1 = βk − Gk(βk)G′k(βk)
(30)
monotonically converges to the root β∗ of (25) from the left.
Remark 3. Relation (30) is formally similar to (27). Notably, since Gk(β) = f̂DP(β) for k ≥
p = min{n,m}, relation (30) reduces to (standard) Newton method when k ≥ p. However, this
never happens in practice, because the bounds Gk(β) are observed to quickly approach f̂DP(β)
and the convergence of (standard) Newton method is quadratic; see also Section 4.
Referring to the framework of Algorithm 3, it is clear that a new value of the regularization
parameter for problem (2) is computed at the kth iteration using relation (30) (recall that αk =
1/βk). To achieve this, at the kth iteration of Algorithm 3, the Krylov subspace Kk(AAT , b) is
needed to compute Gk in (29), so that k iterations of the GKB algorithm should be performed
(see Section 2.2 and equation (13)). The computational cost of this task is dominated by
O(2kmn) floating point operations, since two matrix vector products (one with A and one with
AT ) are computed at each GKB iteration; the cost of computing the quantity (βBkB
T
k +I)
−1e1
is O(k) floating point operations (exploiting the tridiagonal structure of the involved matrices),
which is negligible. However, it is still unclear how an approximate solution xk(αk+1) for
problem (2) can be computed. To achieve this, one needs to consider the space Kk(ATA,AT b),
and project problem (2) onto it, i.e., solve the problem (8) (with αk = 1/βk+1). This can be
done inexpensively once the bound Gk is computed, since k iterations of the GKB algorithm
generate both spaces Kk(ATA,AT b) and Kk(AAT , b) (see Section 2.1), and only the order-k
least squares problem in (8) needs to be solved to compute ŷk(βk+1) := yk(1/αk+1) ∈ Rk
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(O(k) floating point operations) and to then form x̂k(βk+1) = xk(1/αk+1) (O(kn) floating
point operations). The cost of these computations is negligible if k  min{n,m}. According to
Algorithm 3, the task of solving problem (8) can be performed only once a stopping criterion
for the iterations is satisfied. However, ŷk(βk+1) ∈ Rk may be needed to devise a suitable
stopping criterion, and therefore should be computed at a negligible additional cost at each
iteration. Indeed, it should be remarked that the discrepancy functional f̂DP (24) associated to
the approximate solution x̂k(βk+1) satisfies
‖b‖2eT1 (βk+1B¯kB¯Tk + I)−2e1 − ε2 =: Rk+1(φ̂DP, AAT , b, βk+1), k ≥ 1 ; (31)
see (15) (full derivations are provided in [3]). Since ∂
(2k+1)
t φ̂DP(t, β) > 0 for all k ≥ 1, t ≥ 0,
β > 0, Rk+1 is an upper bound for f̂DP (both considered as functions of β); see (18). Summariz-
ing, the new adaptive strategy to solve problem (3) when P (x(α)) is the discrepancy principle
consists in applying the new modified Newton zero finder (30) to (25), which involves com-
puting lower bounds Gk for f̂DP at the kth iteration of Algorithm 3; the discrepancy functional
‖b−Ax̂k(βk+1)‖2−ε2 = ‖B¯kŷk(βk+1)−‖b‖e1‖2−ε2 for the intermediate approximate solutions
x̂k(βk+1) = xk(1/αk+1) of problem (2) lays on upper bounds Rk+1 for f̂DP. An illustration of
the behavior of the bounds for the function f̂DP (24) for the problem in (19) is given in Figure
2; this example is quite representative of the typical behavior found in other test problems.
Please note that the functions f̂DP(β), Gk(β), and Rk+1(β) do not look convex because of the
logarithmic scale.
Figure 2: Values of the function ‖b − Ax(β)‖2 = f̂DP + ε2 in (24), lower bounds Gk + ε2 (29),
and upper bounds Rk+1 + ε2 (31) for k = 2, 5, 8, 30, versus β, for the problem in (19); values
displayed in logarithmic scale.
Stopping criteria for Algorithm 3. Since the modified Newton method (30) can essentially
be regarded as a Newton-like update formula applied to a sequence of iteration-dependent
converging functions, standard stopping criteria for Newton method can be adapted to this
setting to determine both a value of the regularization parameter βk+1 and the dimension
of the approximation subspace for x̂k(βk+1). Typically, Algorithm 3 stops when the space
Kk(ATA,AT b) is large enough to contain a suitable approximation to the solution of (2) and
when a value of the regularization parameter suitable for the full dimensional problem (2) has
been computed: these requirements are interrelated and, as mentioned in Section 1, they are
also desirable for hybrid methods; see [3, 7, 12].
It is natural to stop Algorithm 3 as soon as
f̂DP(βk+1) =
‖b−Ax(βk+1)‖2 − ε2
ε2
≤ τ , for a given tolerance τ > 0 . (32)
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However, computing x(βk+1) would require solving the full-dimensional problem (2) with α =
1/βk+1, which may be prohibitively expensive for large-scale problems. Therefore, estimates
for the numerator of the function on the left of (32) should be considered. By taking the upper
bound (31), one can replace (32) by
Rk+1(φ̂DP, AAT , b, βk+1) ≤ τ ε2 . (33)
Satisfying (33) implies satisfying (32). Alternatively (and using reduced notations), an estimate
of ‖b−Ax(βk+1)‖2 is obtained by averaging its upper (31) and lower (29) bounds evaluated at
βk+1, and (32) can be replaced by
1
2
(Rk+1(βk+1) + Gk(βk+1)) ≤ τ ε2 . (34)
A different stooping criterion is devised by simultaneously monitoring the (relative) convergence
of the sequence {Gk}k to f̂DP and the (relative) convergence of (30) to the zero of Gk(β), so that
Algorithm 3 should be stopped as soon as
‖b−Ax(βk+1)‖2 − ε2 − Gk(βk+1)
‖b−Ax(βk+1)‖2 − ε2 +
Gk(βk+1)
ε2
≤ τ , for a given tolerance τ > 0 .
Analogously to (32), to avoid excessive computations, the value of ‖b − Ax(βk+1)‖2 − ε2 can
be estimated by averaging its upper (31) and lower (29) bounds evaluated at βk+1, so that the
following stopping rule is considered:
1
2 (Rk+1(βk+1) + Gk(βk+1))− Gk(βk+1)
1
2 (Rk+1(βk+1) + Gk(βk+1))
+
Gk(βk+1)
ε2
≤ τ . (35)
3.2 Other parameter rules
This section explains how to approximate the solution of problem (3) when considering the
functionals (GCV), (QO), and (R) defined in Table 1. The minimization procedure happens
across the iterations of Algorithm 3 by applying a modified Newton method starting, in gen-
eral, from an iteration k ≥ k∗. Since the evaluation of P (x(α)) at each iteration k may be
computationally prohibitive, one should employ a sequence of functionals Pk(α), which have
a local minimum converging to a local minimum of P (x(α)), but may not explicitly depend
on the current approximate solution xk(α). The functionals Pk(α) are obtained by projecting
their full-dimensional counterparts onto Krylov subspaces of increasing dimension, or by ap-
proximating P (x(α)) via Gaussian quadrature rules (see Section 2.2). For this reason, at the
kth iteration of Algorithm 3, the Krylov subspaces Kk(ATA,AT b) and Kk(AAT , b) are built,
and the minimization step at line 4 of Algorithm 3 reads
αk+1 = αk − ∂αPk(αk)
∂2αPk(αk)
, if k ≥ k∗ . (36)
Although the above relation is formally similar to (27), where Lk = ∂αPk and a zero finder
is applied to ∂αP (x(α)) = 0, applying (36) to the functionals (GCV), (QO), and (R) is not
as straightforward as in Section 3.1, for a variety of reasons: firstly, ∂αP (x(α)) may have
multiple zeros (corresponding to local maxima or minima of P (x(α)); secondly, {∂αPk(α)}k
may not be nested upper or lower bounds for ∂αP (x(α)); finally, some insight into how to
choose k∗ is needed. Specific details are provided in the following subsections. Similarly to
Section 3.1, an approximate solution xk(αk+1) = Vkyk(αk+1) ∈ Kk(ATA,AT b) for problem
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(2) can be computed by solving problem (8) (with αk = αk+1, i.e., taking the most recent
regularization parameter approximation from (36)): even if, according to Algorithm 3, this can
be done only after a stopping criterion for k is satisfied, yk(αk+1) ∈ Rk may be needed to devise
an appropriate stopping criterion. If k  min{n,m}, the computational cost of performing k
iterations of Algorithm 3 is dominated by the cost of performing k GKB iterations, i.e., O(2kmn)
floating point operations.
3.2.1 Generalized cross validation (GCV)
The functional associated to generalized cross validation (GCV) in Table 1 can be expressed as
P (x(α)) =
bTφGCV1(AA
T , α)b
trace (φGCV2(AAT , α))
2 , where
φGCV1(t, α) = α
2(α+ t)−2
φGCV2(t, α) = α(α+ t)
−1 , (37)
i.e., P (x(α)) is the ratio of a quadratic form and the trace of a function of a matrix. Note that,
since P (x(α)) is typically quite flat around its minimum, minimizing (37) with respect to α is
challenging; see, e.g., [8, 23]. Because of this, when applying the modified Newton method (36),
one should be careful in devising an appropriate sequence of Pk(α). Different approaches can be
found in the literature for approximating P (x(α)): while lower and upper bounds can be easily
derived for its numerator using Gaussian quadrature rules (note that φGCV1(t, α) = φDP(t, α)+ε¯
2;
see (21)), finding an approximation for the trace in the denominator is a well-studied but difficult
task. One could, for instance, use random estimators for the trace; see, e.g., [14, 29]. A method
for computing bounds for P (x(α)) based on multiple runs of the so-called global Golub-Kahan
algorithm is presented in [8]. When performing hybrid methods, i.e., when solving a sequence
of problems (4), it is common to take as denominator of the functional Pk(xk(α)) the square of
the quantity
(m− k) + trace (φGCV2(B¯kB¯Tk , α)) , (38)
where B¯k is defined in (5) (basically,
(
trace(I − Uk+1B¯k(B¯Tk B¯k + αI)−1B¯Tk UTk+1)
)2
is consid-
ered at the denominator of (GCV) in Table 1; see [7, 23, 28]).
In this paper, the following functional
Pk(α) =
‖b‖2φGCV1(B¯kB¯Tk , α)
trace
(
φGCV2(B¯kB¯Tk , α)
)2 = Rk+1(φGCV1, AAT , b, α)
trace
(
φGCV2(B¯kB¯Tk , α)
)2 (39)
is considered at the kth iteration of Algorithm 3 as an approximation to (37). Basically, de-
creasing upper bounds are considered for the numerator of (37) using Gauss-Radau quadrature
rules (see Section 3.1). The denominator is heavily under-estimated by squaring the trace of the
matrix function φGCV2 evaluated at B¯kB¯
T
k (i.e., by taking the same approximation (38) used for
hybrid methods, without the (m−k) term); under some assumptions on α and the entries of B¯k
(which are typically satisfied for ill-posed problems), the denominator increases with k. Because
of the loose trace estimator, the sequence {Pk(α)}k defined in (39) is not required to converge
to P (x(α)) within the performed number of iterations. An illustration of the behavior of the
GCV functional (37) together with its upper bounds (39) for the problem in (19) is given in
Figure 3. Note that, even after 225 iterations, the bound P225(α) is very different from P (x(α));
this example is quite representative of the typical behavior found in other test problems. When
Pk(α) is employed as higher-level objective function in (4), i.e., for hybrid methods, considering
estimate (39) can lead to oversmoothed approximate solutions xk(α); see [7, 28]. However, in
the framework of Algorithm 3, considering (39) is convenient because each Pk(α) is less flat
around its (local) minimum (and therefore less challenging to minimize). Indeed, by monitoring
the stabilization of the parameter αk+1 selected by (36) across the iterations of Algorithm 3,
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Figure 3: Values of the GCV functional (37) and upper bounds (39) for k = 1, 75, 150, 225,
versus α, for the problem in (19); values displayed in logarithmic scale.
one can make sure that the location of the approximate (local) minimum of Pk(α) stabilizes for
the subsequent functionals (39), which is a necessary (but not sufficient) condition for αk to
belong to a neighborhood of arg minα P (x(α)); see Section 3.2.4 and Section 4. As suggested in
[14], the choice k∗ = d3 log(min{m,n})e, where d·e denotes the ceiling function, is made in (36)
to allow the approximations (39) to slightly stabilize (especially for α small) before applying
the modified Newton method.
3.2.2 Quasi-optimality criterion
The functional associated to the quasi-optimality criterion (QO) in Table 1 can be expressed
in terms of a quadratic form as
P (x(α)) = (AT b)TφQO(A
TA,α)AT b , where φQO(t, α) = α
2(α+ t)−4. (40)
Since ∂
(2k−1)
t φQO(t, α) < 0 for k ≥ 1, t ≥ 0, α > 0, Gauss-Radau quadrature rules can be used
to compute upper bounds for P (x(α)) in (40). Namely, the quadratic forms
Rk(α) := Rk(φQO, ATA,AT b, α) = ‖AT b‖2eT1 φQO( ¯ˆBk−1 ¯ˆBTk−1, α)e1 (41)
are such that Rk+1(α) ≤ Rk(α) for all k ≥ 2 and α > 0 (see [21, Theorem 2.2]), and Rk(α) =
P (x(α)) for k ≥ min{n,m}. Similarly, since ∂(2k)t φQO(t, α) > 0 for all k ≥ 1, t ≥ 0, α > 0,
Gauss quadrature rules can be used to compute lower bounds for P (x(α)) in (40). Namely, the
quadratic forms
Gk(α) := Gk(φQO, ATA,AT b, α) = ‖AT b‖2eT1 φQO(BˆkBˆTk , α)e1 (42)
are such that Gk+1(α) ≥ Gk(α) for all α > 0 (see (15) and [21, Theorem 2.2]), and Gk(α) =
P (x(α)) for k ≥ min{n,m}. An illustration of the behavior of the quasi-optimality functional
(40) together with its upper bounds (41) and lower bounds (42) for the problem in (19) is given
in Figure 4; this example is quite representative of the typical behavior found in other test
problems. Looking at Figure 4, it is evident that the functional in (40) is nonconvex and quite
flat around its local minima, so that computing its global minimizer can be difficult. However,
its upper bounds display a much more favorable behavior when it comes to optimization: for
small k and for small α the functionals in (41) are monotonically and quickly decreasing. For
this reason, at the kth iteration of Algorithm 3, the choice Pk(α) = Rk(α) is made. The
modified Newton method (36) rapidly leads to the computation of local minima for each Pk(α),
and therefore of a local minimum for P (x(α)) (see also Section 4). Note that, since Pk(α) is
defined for k ≥ 2 (see (16)), it is natural to select k∗ = 2 in (36). The lower bounds (42) for
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Figure 4: Values of the quasi optimality functional (40), and some of its lower bounds (42) and
upper bounds (41) for k = 5, 35, 65, 95, versus α, for the problem in (19); values displayed in
logarithmic scale.
P (x(α)) are typically very flat (recall that the graphs in Figure 4 are displayed in logarithmic
scale), and they can be used to devise suitable stopping criteria for Algorithm 3 (see Section
3.2.4, where the notation PLk (α) = Gk(α) is used).
3.2.3 Regin´ska criterion
The functional associated to the Regin´ska criterion (R) in Table 1 can be expressed in terms of
quadratic forms as
P (x(α)) =
√
bTφR(AAT , α)b
√
(AT b)TφR(ATA,α)AT b, where φR(t, α) = α(α+ t)
−2. (43)
Since ∂
(2k−1)
t φR(t, α) < 0 for k ≥ 1, t ≥ 0, α > 0, Gauss-Radau quadrature rules can be
used to compute a sequence of increasingly sharper upper bounds for bTφR(AA
T , α)b and
(AT b)TφR(A
TA,α)AT b. Namely, taking
R˜k(α) :=
√
Rk+1(φR, AAT , b, α)
√
Rk(φR, ATA,AT b, α)
= ‖AT b‖‖b‖
√
eT1 φR(B¯kB¯
T
k , α)e1
√
eT1 φR(
¯ˆ
Bk−1
¯ˆ
BTk−1, α)e1 (44)
and knowing that both Rk+1(φR, AAT , b, α) and Rk+1(φR, ATA,AT b, α) decrease with increas-
ing k ≥ 2, one gets R˜k+1(α) ≤ R˜k(α) (see Section 3.1 and equations (14), (16)). Similarly, since
∂
(2k)
t φR(t, α) > 0 for all k ≥ 1, t ≥ 0, α > 0, Gauss quadrature rules can be used to compute
lower bounds for P (x(α)) in (43). Namely, taking
G˜k(α) :=
√
Gk(φR, AAT , b, α)
√
Gk(φR, ATA,AT b, α)
= ‖AT b‖‖b‖
√
eT1 φR(BkB
T
k , α)e1
√
eT1 φR(BˆkBˆ
T
k , α)e1 (45)
and knowing that
Gk+1(φR, AAT , b, α) ≥ Gk(φR, AAT , b, α) and Gk+1(φR, ATA,AT b, α) ≥ Gk(φR, ATA,AT b, α) ,
one gets G˜k+1(α) ≥ G˜k(α) (see equations (13) and (15)). An illustration of the behavior of the
Regin´ska’s functional (43) together with its upper bounds (44) and lower bounds (45) for the
problem in (19) is given in Figure 5; this example is quite representative of the typical behavior
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Figure 5: Values of the Regin´ska’s functional (43), and some of its lower bounds (45) and
upper bounds (44) for k = 5, 35, 65, 95, versus α, for the problem in (19); values displayed in
logarithmic scale.
found in other test problems. Analogously to the quasi-optimality case, looking at Figure 5
it is evident that the functional in (43) is quite difficult to minimize numerically because it is
quite flat around its miniumum. Since its upper bounds (44) are less flat around its minima for
small values of k, at the kth iteration of Algorithm 3 the choice Pk(α) = R˜k(α) is made. The
modified Newton method (36) rapidly leads to the computation of a minimum for P (x(α)) (see
also Section 4). Note that, since Pk(α) is defined for k ≥ 2 (see (16)), it is natural to select
k∗ = 2 in (36). The lower bounds (45) for P (x(α)) are typically very flat and they can be
used to devise suitable stopping criteria for Algorithm 3 (see Section 3.2.4, where the notation
PLk (α) = G˜k(α) is used).
3.2.4 Stopping criteria for Algorithm 3
Similarly to Section 3.1, traditional stopping criteria for (standard) Newton method applied to
∂αP (x(α)) = 0 can be adapted to the modified Newton method (36). Namely, one could stop
the iterations as soon as the following condition on the relative residual is satisfied
|∂αP (x(αk+1))|
|P (x(αk+1))| < τ , for a given tolerance τ > 0 .
However, computing x(αk+1) would require solving the full-dimensional problem (2) for
α = αk+1, which could be computationally infeasible for large-scale problems.
Moreover, when applying the modified Newton method (36) to compute an approximate solution
of (3), one should at least jointly monitor the stabilization of the parameter αk+1 and the
convergence of αk+1 to a zero of Pk(α). Namely the iterations are stopped as soon as
|αk+1 − αk|
1
2 |αk+1 + αk|
+
|∂αPk(αk+1)|
|Pk(αk+1)| < τ , for a given tolerance τ > 0 . (46)
The first term on the left-hand side of (46) is the relative change in two consecutively computed
values of α (the quantity at the denominator is their average), while the second term measures
the relative residual of the approximation ∂αPk(α) evaluated in αk+1 (i.e., the distance of
∂αPk(αk+1) to 0).
Finally, when {Pk(α)}k are approximations of P (x(α)) of improving quality (i.e., when Pk(α)
becomes closer to P (x(α)) as k increases), one can also monitor the convergence of Pk(αk+1)
to P (x(αk+1)) (i.e., the convergence of the approximate functionals to the full-dimensional one
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at the current approximation of α) together with the convergence of αk+1 to a zero of Pk(α).
This should happen when dealing with the quasi-optimality and Regin´ska criteria, although it
may not happen when dealing with GCV (see Section 3.2.1, where the case for considering as
{Pk(α)}k coarse over-estimations of P (x(α)) is made). In these cases, the iterations are stopped
as soon as
|Pk(αk+1)− P¯k(αk+1)|
|P¯k(αk+1)| +
|∂αPk(αk+1)|
|Pk(αk+1)| < τ , for a given tolerance τ > 0 , (47)
where
P¯k(αk+1) =
1
2
(
Pk(αk+1) + P
L
k (αk+1)
) ≈ P (x(αk+1)) . (48)
Recall that, for the quasi-optimality and Regin´ska criteria: Pk(α) = Rk(α) (see (41)) and
Pk(α) = R˜k(α) (see (44)), respectively (both of them are upper bounds for
P (x(α))); PLk (α) = Gk(α) (see (42)) and PLk (α) = G˜k(α) (see (45)), respectively (both of
them are lower bounds for P (x(α))). The quantity (48), i.e., the average of two approximations
of P (x(αk+1)) is used to avoid computing P (x(αk+1)) itself, which may be demanding.
4 Numerical Experiments
This section investigates the performance of the proposed adaptive regularization parameter
choice rules on two large-scale test problems modeling imaging applications. All the experiments
are performed running MATLAB R2017a and using some of the functionalities available within
the MATLAB toolbox IR Tools [10]. The behavior of the approximate solution of problem (3)
for a range of regularization parameters α and dimensions k of the Krylov subspaces can be
monitored by checking the values of the relative restoration error
RRE(α, k) =
‖xk(α)− xex‖
‖xex‖ , (49)
where xex is the exact solution of the noise-free version of problem (1) (i.e., e = 0). This can
be conveniently visualized by means of three-dimensional representations, where some sampled
values of α and k are reported on the x and y axes, respectively, and the corresponding values
of RRE(α, k) are reported on the z axis. These plots are dubbed error surfaces: points laying
on the error surfaces have coordinates (α¯, k¯,RRE(α¯, k¯)), where α¯ and k¯ are sampled values of
α and k, respectively. Similarly, the behavior of the functionals used in line 4 of Algorithm
3 to approximate the higher-level objective function P (x(α)) in (3) can be plotted against
sampled values of α and k, giving rise to so-called higher-level surfaces. Consistently with
traditional representations, the points laying on the higher-level surfaces associated to the
GCV, the quasi-optimality and Regin´ska criteria have coordinates (α¯, k¯, Pk¯(α¯)). The points
laying on the higher-level surfaces associated to the discrepancy principle have coordinates
(α¯, k¯, ‖b − Axk¯(α¯)‖2): note that the values on the z-axis do not approximate the functional
P (x(α)) in Table 1, and they correspond to Rk¯+1(φDP, AAT , b, α¯) + ε2 (while, at line 4 of
Algorithm 3, the functional Gk(φ̂DP, AAT , b, 1/α) is used; see Corollary 1). It is important to
remark that the computation of higher-level surfaces merely has illustrative purposes: the kth
iteration of Algorithm 3 requires evaluating the approximated higher-level functionals in a given
α only twice (see recursions (30) and (36)), until a stopping criterion is satisfied (the stopping
criterion may require one or two extra evaluations of the approximated functionals).
Notation-wise, in this section the value of the regularization parameter α computed at the kth
step of an iterative procedure is denoted by αk: note that, in the framework of Algorithm 3,
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Table 2: Summary of the markers denoting different stopping criteria for Algorithm 3.
discrepancy principle GCV other rules
(33) ◦ (34) × (35)  (46) ◦ (46) ◦ (47) 
this was denoted by αk+1 (see (30), where αk+1 = 1/βk+1, and (36)), while in the framework
of Algorithm 2 this was denoted by αk = αk(`).
Algorithm 3 needs to be initialized by selecting the first value of the regularization parameter
α1. In the discrepancy principle case, it is important that the initial β1 = 1/α1 is such that
G1(β1) ≥ 0, to satisfy the assumptions of Corollary 1 and guarantee convergence: for this reason
the value β1 = 10
−10 is considered in the following experiments; also, ε = 1.01 · ‖e‖ is set. For
the other parameter rules, the initial value of α1 is less critical, since no clear convergence
theory has been established: the value α1 = 10
−10 is considered in the following experiments.
The tolerance employed for all the stopping criteria is τ = 10−2.
Example 1. An image deblurring test problem involving a satellite test image of size 256×256
pixels, a medium Gaussian blur, and Gaussian white noise level ‖e‖/‖b‖ = 10−2 is generated
using the following instructions within IR Tools:
[A,b,x] = PRblur(256); bn = PRnoise(b);
The coefficient matrix A has order 65536. Figure 6 evaluates the performance of Algorithm 3
by comparing the value of the regularization parameter αk and the relative restoration error
RRE(αk, k) computed at each iteration k, to the optimal ones and to the ones obtained running
traditional hybrid methods (Algorithm 2); all the parameter choice rules listed in Table 1 are
tested. The optimal αk is the one that minimizes RRE(α, k) at each (fixed) iteration k, among
a set of sampled α. For all the considered parameter choice rules, the values of the parameter
αk computed by Algorithm 3 clearly and efficiently converge to the values obtained by applying
hybrid methods. Even if some of the considered strategies seem to deliver relative reconstruction
errors that are closer to the optimal ones, comparing the performance of each parameter choice
rule with respect to the optimal one is beyond the scope of this paper. For most of the considered
parameter choice rules, the stopping criteria proposed in Section 3 succeed in stopping the
iterations of Algorithm 3 once a good regularization parameter is computed (i.e., when the
couple (α, k) coincides with one that can be selected by a traditional hybrid method, while
being quite close to the optimal one). Even when a stopping criterion seems to fail (meaning
that no stopping happens within the maximum number of performed iterations or, looking a
posteriori at the plots of αk and RRE(αk, k) versus k, the iterations could have been stopped
earlier), the quality of the approximate solution does not deteriorate with respect to the one
achieved at a more computationally convenient stopping point (see, e.g, frames (b) and (d) of
Figure 6). Also, it is evident that both hybrid methods and Algorithm 3 over-regularize the
solution during their early iterations (i.e., they select a Tikhonov parameter that is much larger
than the optimal one). Figure 7 displays the higher-level surface for this test problem and for
the parameter choice rules listed in Table 1. Special markers are used to highlight the values
corresponding to the couples (αk, k) computed by Algorithms 2 and 3, and the optimal values.
Further to Figure 6, Figure 7 displays how the computed approximations of the higher-level
functionals P (x(α)) listed in Table 1 (or, in the discrepancy principle case, of its derivative
with respect to α) vary with respect to both α and k: for instance, it is evident that the shape
of these surfaces stabilizes already for values of k that are typically very small with respect
to the dimension of the full-size problem. Figure 8 displays the error surface for this test
problem. The optimal value of the regularization parameters at each iteration is highlighted by
a special marker. In agreement with Figure 6, one can clearly see that the optimal regularization
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(1a) (1b) (1c) (1d)
(2a) (2b) (2c) (2d)
Figure 6: Example 1. First row: values of the regularization parameter αk versus number of
iterations k. Second row: values of the relative restoration errors RRE(αk, k) versus number
of iterations k. The following parameter choice rules are considered: (a) discrepancy principle;
(b) GCV; (c) quasi-optimality criterion; (d) Regin´ska criterion. Special markers highlight the
stopping iterations (with the conventions explained in Table 2).
(a) (b)
(c) (d)
Figure 7: Higher-level surface for Example 1. 50 logarithmically equispaced values of α between
10−6 and 1 and increasing values of k up to 150 are considered. (a) Discrepancy principle (i.e.,
‖b−Axk(α)‖2); (b) GCV (i.e., upper bounds Pk(α) in (39)); (c) quasi-optimality criterion (i.e.,
upper bounds Pk(α) in (41)); (d) Regin´ska criterion (i.e., upper bounds Pk(α) in (44)). The
green stars and black circles highlight the quantities computed by Algorithm 3 and Algorithm
2, respectively; the red squares denote the optimal quantities.
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parameter is tiny when k is small (as explained in [7], this is due to the inherent regularizing
effect of the GKB algorithm); also, once the Krylov subspace has reached a certain dimension
(which, again, is typically very small compared to the dimension of the full-size problem), the
optimal value of the regularization parameter stabilizes across subsequent iterations. Further
to Figure 6, Figure 8 displays how RRE(α, k) varies with α for a fixed k.
(a) (b)
Figure 8: Error surface for Example 1. 50 logarithmically equispaced values of α between 10−6
and 1 and k = 1, ..., 150 are sampled. The markers highlight the combinations of the sampled
values of α and k leading the minimal relative reconstruction errors, for all k = 1, ..., 150.
Example 2 A test problem modelling X-ray tomography involving the Shepp-Logan phantom
of size 256 × 256 pixels, acquired through a parallel beam geometry consisting of 362 equidis-
tant parallel beams rotated around 224 equidistant angles between 1◦ and 180◦ is considered.
Gaussian white noise of level ‖e‖/‖b‖ = 10−2 is added to the measurements. This test problem
is generated using the following instructions within IR Tools:
optn.angles = 1:0.8:180; [A,b,x] = PRtomo(256, optn); bn = PRnoise(b);
The overdetermined coefficient matrix A so computed has size 81088 × 65536. Similarly to
Example 1, the performance of Algorithm 3 is evaluated by comparing the relative restoration
error RRE(αk, k) and the value of the regularization parameter αk (computed at each iteration
k) to the optimal ones and to the ones obtained running traditional hybrid methods (Algorithm
2); all the parameter choice rules listed in Table 1 are tested. Graphs showing these comparisons
are displayed in Figure 9. Looking at Figure 9 it is evident that the values of the parameter αk
computed by Algorithm 3 converge to the values obtained by applying a hybrid method. This
can also be observed in Figure 10, which displays the higher-level surface for this test problem
and for the parameter choice rules listed in Table 1. Special markers are used to highlight the
values corresponding to the couples (αk, k) computed by Algorithms 2 and 3, and the optimal
values. Looking at Figure 10 it is evident that the shape of these surfaces stabilizes already for
values of k that are typically very small with respect to the dimension of the full-size problem.
Note also that the GCV curves are very flat for combinations of small values of k and small
values of α, while they quickly get steeper when k is increased (see Figure 10 (b)): because
of this, k∗ GKB iterations should be performed before starting the modified Newton method
at line 4 of Algorithm 3 (see Section 3.2.1 for additional details). In most cases, the stopping
criteria proposed in Section 3 succeed in stopping the iterations of Algorithm 3 when a good
regularization parameter is computed (i.e., at a point that is quite close to the optimal one);
when using Regin´ska criterion, stopping rule (48) fails (i.e., the method does not stop within
the maximum number of performed iterations; see frame (d) of Figure 10). Finally, Figure
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(1a) (1b) (1c) (1d)
(2a) (2b) (2c) (2d)
Figure 9: Example 2. First row: values of the regularization parameter αk versus number of
iterations k. Second row: values of the relative restoration errors RRE(αk, k) versus number
of iterations k. The following parameter choice rules are considered: (a) discrepancy principle;
(b) GCV; (c) quasi-optimality criterion; (d) Regin´ska criterion. Special markers highlight the
stopping iterations (with the conventions explained in Table 2).
11 displays the error surface for this test problem. The behavior of the optimal value of the
regularization parameters at each iteration (highlighted by a special marker) is analogous to
the one displayed in Figure 8 (and in particular, the the value of the optimal regularization
parameter α at each iteration k stabilizes after a small number of iterations).
5 Conclusions and future work
This paper described and analyzed a new class of algorithms (Algorithm 3) for the solu-
tion of bilevel optimization problems (3) arising when simultaneously computing a Tikhonov-
regularized solution and a regularization parameter according to a given rule, in the framework
of large-scale linear inverse problems. By a novel use of Krylov projection methods based
on the GKB algorithm, its connections with Gaussian quadrature rules, and a modified New-
ton method, the proposed approach “interlaces” the iterations performed to apply a given
(nonlinear) parameter choice rule and the iterations performed to iteratively solve the (linear)
Tikhonov-regularized problem, giving rise to an efficient and principled strategy that delivers
results comparable to the ones obtained with well-established solvers (e.g., traditional hybrid
methods).
Future work includes the natural extension of the new class of algorithms to work with Krylov
projection methods that are based on algorithms other than GKB (e.g., the Arnoldi algorithm
or flexible Krylov methods; see [5]): while the computations involved in Algorithm 3 can be
adapted to these situations, the theoretical analysis of the resulting strategies needs to be
carefully rethought. Moreover, the new class of algorithms can be extended to handle Tikhonov-
TSVD regularization, i.e., regularization methods that apply Tikhonov method to a TSVD-
projected linear system (see, e.g., [27]): in these cases, one should replace the Krylov space
Kk appearing in Algorithm 3 by the space spanned by the first k right singular vectors of A; a
careful theoretical analysis would be needed to prove convergence results. Also, other parameter
choice strategies that can be expressed in the framework of bilevel optimization problems (e.g.,
the UPRE criterion, see [27] and the references therein) can be considered. To conclude, the
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(a) (b)
(c) (d)
Figure 10: Higher-level surface for Example 2. 50 logarithmically equispaced values of α
between 10−4 and 104 and k = 1, ..., 100 are considered. (a) Discrepancy principle (i.e.,
‖b − Axk(α)‖2); (b) GCV (i.e., upper bounds Pk(α) in (39)); (c) quasi-optimality criterion
(i.e., upper bounds Pk(α) in (41)); (d) Regin´ska criterion (i.e., upper bounds Pk(α) in (44)).
The green stars and black circles highlight the quantities computed by Algorithm 3 and Algo-
rithm 2, respectively; the red squares denote the optimal quantities.
framework of Algorithm 3 is very general, and can be potentially extended to a variety of bi-
level optimization methods that involve the solution of a nonlinear higher-level problem and a
linear lower-level problem.
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