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MINIMAL BLOW-UP MASSES AND EXISTENCE OF SOLUTIONS FOR
AN ASYMMETRIC SINH-POISSON EQUATION
TONIA RICCIARDI AND GABRIELLA ZECCA
Abstract. For a sinh-Poisson type problem with asymmetric exponents of interest in
hydrodynamic turbulence, we establish the optimal lower bounds for the blow-up masses.
We apply this result to construct solutions of mountain pass type on two-dimensional
tori.
1. Introduction and main results
Motivated by the equations introduced in the context of hydrodynamic turbulence by
Onsager in [18] and by Sawada and Suzuki in [27], we study the following sinh-Poisson type
problem: 
−∆gv =λ1
ev∫
Σ
ev dVg
− λ2
e−γv∫
Σ
e−γv dVg
− κ on Σ∫
Σ
v dVg =0.
(1.1)
Here, the unknown function v corresponds to the stream function of the turbulent Euler flow,
(Σ, g) is a compact, orientable, Riemannian 2-manifold without boundary, the constant
γ ∈ (0, 1] describes the intensity of the negatively oriented vortices, and λ1, λ2 > 0 are
constants related to the inverse temperature, κ ∈ R is given by
κ =
λ1 − λ2
|Σ|
,
where |Σ| =
∫
Σ
dVg is the volume of Σ. The constant κ ensures that the right hand side in
(1.1) has zero mean value. The trivial solution v ≡ 0 always exists for (1.1).
Problem (1.1) admits a variational structure. Indeed, (1.1) is the Euler-Lagrange equation
of the functional:
J(v) =
1
2
∫
Σ
|∇v|2 dVg − λ1 log
∫
Σ
evdVg −
λ2
γ
log
∫
Σ
e−γv dVg
defined on the space
E =
{
v ∈ H1(Σ) :
∫
Σ
v dVg = 0
}
.
With this notation, v is a classical solution for (1.1) if and only if v is a critical point for J
in E .
When γ = 1, problem (1.1) reduces to the mean field equation for equilibrium turbulence
derived in [13, 20], under the assumption that the point vortices have equal intensities and
arbitrary orientation. This case has received a considerable attention in recent years. In
particular, existence of saddle point solutions was obtained in [9, 23, 31]; such results exploit
the blow-up analysis derived in [12, 17] in order to establish the compactness of solution
sequences. A detailed blow-up analysis is also contained in [10]. By the Lyapunov-Schmidt
approach introduced in [6], sign-changing concentrating solutions for a related local sinh-
Poisson type equation were constructed in [1] and sign-changing bubble-tower solutions were
constructed in [8].
The case γ 6= 1 corresponds to the assumption where all positively oriented point vortices
have unit intensity and all negatively oriented point vortices have intensity equal to γ. Such
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a case already appears in an unpublished manuscript of Onsager [7], although the rigorous
derivation of (1.1) is due to [27]. Actually, the mean field equation derived in [27] concerns
the very general case where the point vortex intensity is described by a Borel probability
measure P ∈ M([−1, 1]); it is given by
−∆gv =λ
∫
[−1,1]
α
(
eαv∫
Σ e
αv dVg
−
1
|Σ|
)
P(dα) on Σ∫
Σ
v dVg =0,
(1.2)
where λ > 0 is a constant related to the inverse temperature. The variational functional for
(1.2) takes the form
JP(v) =
1
2
∫
Σ
|∇v|2 dVg − λ
∫
[−1,1]
log
(∫
Σ
eαv dVg
)
P(dα), v ∈ E . (1.3)
In this context, problem (1.1) corresponds to the case
P = τδ1 + (1 − τ)δ−γ , λ1 = λτ, λ2 = λγ(1− τ). (1.4)
Problem (1.2) was analyzed in [15, 24], where concentration properties for non-compact
solution sequences is studied in the spirit of [2]. The optimal Moser-Trudinger constant for
JP is computed in [21]. More precisely, it is shown in [21] that JP is bounded from below if
λ < λ¯, where
λ¯ = 8π inf
 P(K±)(∫
K±
αP(dα)
)2 : K± ⊂ I± ∩ suppP
 , (1.5)
where I+ := [0, 1] and I− = [−1, 0), K± are Borel sets. On the other hand, JP is unbounded
from below if λ > λ¯. In the case where P is discrete, an equivalent form of (1.5) was derived
in [28] in the context of Liouville systems. However, particularly with respect to the blow-up
behavior of solutions, it appears complicated to further analyze (1.2) in its full generality.
Therefore, recent effort has been devoted to study cases where P is the sum of two Dirac
masses, such as (1.1). In particular, for small values of γ, existence results for (1.1) in
planar domains with holes were obtained in [22]; sign-changing blow-up solutions for a local
Dirichlet problem related to (1.1) are constructed in [19]. The case γ = 1/2 is equivalent
to the Tzitze´ica equation describing surfaces of constant affine curvature, and was recently
analyzed in [11].
Here, we are concerned with the existence and blow-up properties of (1.1) for general val-
ues of γ ∈ (0, 1]. It is known [2, 15, 24] that unbounded solution sequences for problem (1.1)
necessarily concentrate on a finite set S ⊂ Σ. Our first aim in this note is to derive the
optimal lower bounds for the blow-up masses, see Theorem 1.1 below.
Then, we apply the blow-up analysis results to the construction of a non-zero solution
for (1.1) via a mountain pass argument, provided the compact surface Σ satisfies a suitable
condition concerning the first eigenvalue, see Theorem 1.2 below.
In order to state our results precisely, we introduce some notation. Let (λ1,n, λ2,n, vn) be
a solution sequence to (1.1). If vn is unbounded in L
∞(Σ), then, up to subsequences, we
have
λ1,n
evn∫
Σ
evn dVg
dVg
∗
⇀
∑
p∈S1
m1(p)δp + r1 dVg,
λ2,n
e−γvn∫
Σ
e−γvn dVg
dVg
∗
⇀
∑
p∈S2
m2(p)δp + r2 dVg ,
(1.6)
weakly in the sense of measures, where the blow-up sets S1,S2 ⊂ Σ are finite, the “blow-up
masses” mi(p) satisfy the lower bound mi(p) ≥ 4π for all p ∈ S1 ∪ S2, ri ∈ L1(Σ), i = 1, 2.
See Lemma 2.1 below for a more detailed statement. Our first aim is to improve the lower
bound for the blow-up masses mi, i = 1, 2.
3Theorem 1.1. Let (λ1,n, λ2,n, vn) be a concentrating solution sequence for (1.1) and suppose
that (1.6) holds. Then, the blow-up masses satisfy the following lower bounds:
m1(p) ≥ 8π ∀p ∈ S1; m2(p) ≥
8π
γ
∀p ∈ S2. (1.7)
We apply Theorem 1.1 to derive the existence of non-zero mountain-pass solutions to
problem (1.1). In order to state the existence result, we denote by µ1(Σ) the first positive
eigenvalue of −∆g on Σ, namely
µ1(Σ) := inf
φ∈E\{0}
∫
Σ
|∇φ|2 dVg∫
Σ φ
2 dVg
. (1.8)
Our existence result holds for surfaces Σ satisfying the condition
8π < µ1(Σ)|Σ| < 16π(1 + γ). (1.9)
Condition (1.9) is satisfied, e.g., when Σ is the flat torus R2/Z2, since in this case µ1(Σ)|Σ| =
4π2. Let
Λ :=
(λ1, λ2) ⊂ R
2 :
(i) λ1, λ2 ≥ 0,max{λ1, γλ2} > 8π
(ii) λ1 6∈ 8πN, λ2 6∈
8π
γ
N
(ii) λ1 + γλ2 < µ1(Σ)|Σ|
 . (1.10)
Our existence result is the following.
Theorem 1.2. Suppose (Σ, g) satisfies (1.9). Then, there exists a nontrivial solution to
(1.1) for all (λ1, λ2) ∈ Λ.
We note that condition (1.9) implies Λ 6= ∅. More precisely, Λ is a union of two (possibly
overlapping) triangles T1, T2, where T1 has vertices {(8π, 0), (µ1(Σ)|Σ|, 0), (8π, (µ1(Σ)|Σ| −
8π)/γ)}, and T2 has vertices {(0, 8π/γ), (0, µ1(Σ)|Σ|/γ), (µ1(Σ)|Σ| − 8π, 8π/γ)}.
The remaining part of this note is devoted to the proof of Theorem 1.1 and Theorem 1.2.
The proof of Theorem 1.1 is in the spirit of [16, 26], where the case γ = 1 is considered. The
case γ 6= 1 introduces an asymmetry in the problem, which requires some careful modifica-
tions in the proof. The proof of Theorem 1.2 relies on the variational setting introduced in
[30, 14, 23], based on Struwe’s monotonicity trick [29]. In view of the improved lower bounds
for blow-up masses, as stated in Theorem 1.1, Theorem 1.2 with γ = 1 is more general than
the corresponding result in [23].
Notation. We denote by C > 0 a general constant whose actual value may vary from line to
line. When the integration variable is clear, we may omit it. We take subsequences without
further notice. We set ‖ · ‖ = ‖ · ‖E .
2. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. We denote by (λ1,n, λ2,n, vn) a
solution sequence to (1.1) with λ1,n → λ1,0 ∈ R, λ2,n → λ2,0 ∈ R, as n→∞. We define the
measures µ1,n, µ2,n ∈ M(Σ) by
µ1,n = λ1,n
evn∫
Σ
evn
dVg, µ2,n = λ2,n
e−γvn∫
Σ
e−γvn
dVg. (2.1)
We may assume that µi,n
∗
⇀ µi ∈ M(Σ) weakly in the sense of measures, i = 1, 2. We define
the blow-up sets:
S1 ={p ∈ Σ : ∃ pn → p s.t. vn(pn)→ +∞)}
S2 ={p ∈ Σ : ∃ pn → p s.t. vn(pn)→ −∞)}
and we denote S = S1 ∪ S2.
For the reader’s convenience and in order to fix notation, we collect in the following lemma
the necessary known blow-up results for (1.1).
Lemma 2.1 ([15, 24]). For the solution sequence (λ1,n, λ2,n, vn) the following alternative
holds.
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1) Compactness: lim supn→∞ ‖vn‖∞ < +∞. We have S = ∅ and there exist a solution
v ∈ E to (1.1) with λ1 = λ1,0 and λ2 = λ2,0 and a subsequence {vnk} such that
vnk → v in E.
2) Concentration: lim supn→∞ ‖vn‖∞ = +∞. We have S 6= ∅ and
µ1 =
∑
p∈S1
m1(p)δp + r1 dVg
µ2 =
∑
p∈S2
m2(p)δp + r2 dVg
where δp denotes the Dirac delta centered at p ∈ S. The constants m1(p), m2(p)
satisfy the lower bound
mi(p) > 4π, i = 1, 2 (2.2)
and ri ∈ L1(Σ) ∩ L∞loc(Σ \ S). Moreover, for every p ∈ S1 ∩ S2, we have
8π
[
m1(p) +
m2(p)
γ
]
= [m1(p)−m2(p)]
2. (2.3)
We note that (2.3) implies that for all p ∈ S1 \ S2 we have m2(p) = 0 and therefore
m1(p) = 8π. Similarly, for every p ∈ S2 \ S1 we have m1(p) = 0 and therefore m2(p) =
8pi
γ .
In particular, Theorem 1.1 is satisfied for p ∈ (S1 \ S2) ∪ (S2 \ S1). Therefore, henceforth
we assume p ∈ S1 ∩ S2. Let O ⊂ R2 be a smooth bounded open set. We shall need the
following version of the Brezis-Merle type alternatives for Liouville systems.
Lemma 2.2 ([14]). Suppose (w1,n, w2,n) is a solution sequence to the Liouville system{
−∆w1,n = aV1,ne
w1,n − bV2,ne
w2,n in O
−∆w2,n = −cV1,ne
w1,n + dV2,ne
w2,n in O,
(2.4)
where Vi,n ∈ L
∞(O), i = 1, 2, are given functions, a, b, c, d > 0 are fixed constants and
0 6 Vi,n ≤ C,
∫
O
ewi,n ≤ C, i = 1, 2. (2.5)
Then, up to subsequences, exactly one of the following alternatives holds true.
1. Both w1,n and w2,n are locally uniformly bounded in O.
2. There is i ∈ {1, 2} such that wi,n is uniformly bounded in O and wj,n → −∞ locally
uniformly in O for j 6= i.
3. Both w1,n → −∞ and w2,n → −∞ locally uniformly in O.
4. For the blow-up sets S01 , S
0
2 defined for this subsequence, we have S
0
1 ∪ S
0
2 6= ∅ and
♯(S01 ∪S
0
2 ) < +∞. Furthermore, for each i ∈ {1, 2}, either wi,n is locally uniformly bounded
in O\ (S01 ∪S
0
2 ) or wi,n → −∞ locally uniformly in O\ (S
0
1 ∪S
0
2 ). Here, if S
0
i \ (S
0
1 ∩S
0
2 ) 6= ∅
then wi,n → −∞ locally uniformly in O \ (S01 ∪S
0
2 ), and each x0 ∈ S
0
i satisfies mi(x0) ≥ 4π
such that
Vi,n(x)e
wi,n ⇀
∑
x0∈S0i
mi(x0)δx0 ∗ -weakly in M(O),
i = 1, 2.
Proof. For the case a = c = 2, b = d = 1, corresponding to the case of the Toda system,
Lemma 2.1 was established in [14], Theorem 4.2. However, by carefully inspecting the proof
in [14], it is clear that Theorem 4.2 in [14] holds true for general a, b, c, d > 0. 
We also use the following known result.
Lemma 2.3. Let p0 ∈ S1∩S2. There exists a sequence x1,n → p0 and a sequence x2,n → p0
such that:
i) vn(x1,n)→ +∞, vn(x1,n)− log
∫
Σ e
vn → +∞,
ii) −vn(x2,n)→ +∞, −vn(x2,n)−
1
γ log
∫
Σ e
−γvn → +∞.
We can now complete the proof of our first result.
5Proof of Theorem 1.1. We denote by (Ψ,U) an isothermal chart satisfying U¯ ∩ S = {p0},
Ψ(U) = O ⊂ R2 and
Ψ(p0) = 0, g(X) = e
ξ(X)(dX21 + dX
2
2 ), ξ(0) = 0, (2.6)
where X = (X1, X2) denotes a coordinate system on O. In particular, identifying ϕ(X) =
v(Ψ−1(X)) for any function ϕ defined on Σ, we have that a solution v to equation (1.1)
satisfies
−∆v = λ1e
ξ e
v∫
Σ
ev
− λ2e
ξ e
−γv∫
Σ
e−γv
− κeξ in O.
We define hξ by {
−∆hξ =e
ξ in O,
hξ =0 on ∂O.
(2.7)
For the solution sequence (λ1,n, λ2,n, vn) to (1.1) such that λ1,n → λ1,0 and λ2,n → λ2,0, we
define wi,n : O → R, i = 1, 2, by setting
w1,n := vn − log
∫
Σ
evn + κhξ,
w2,n := −γvn − log
∫
Σ
e−γvn − γκhξ,
where, as before, we identify vn(X) = vn(Ψ
−1(X)). Then, the above definitions imply that
evn∫
Σ e
vn
= ew1,n−κhξ ,
e−γvn∫
Σ e
−γvn
= ew2,n+γκhξ .
Setting
V1,n := λ1,ne
ξ−κhξ , V2,n := λ2,ne
ξ+γκhξ , (2.8)
we may write
V1,ne
w1,n =λ1,ne
ξ−κhξ
evn∫
Σ
evn
eκhξ = λ1,ne
ξ e
v∫
Σ
ev
V2,ne
w2,n =λ2,ne
ξ+γκhξ
e−γvn∫
Σ e
−γvn
e−γκhξ = λ2,ne
ξ e
−γvn∫
Σ e
−γvn
(2.9)
By definition of w1,n, w2,n and hξ, we thus have
−∆w1,2 = −∆vn + κe
ξ = λ1,ne
ξ e
v∫
Σ
ev
− λ2,ne
ξ e
−γvn∫
Σ
e−γvn
and
∆w2,n = γ∆vn − γκe
ξ = −γλ1,ne
ξ e
v∫
Σ e
v
+ γλ2,ne
ξ e
−γvn∫
Σ e
−γvn
.
In particular, (w1,n, w2,n) is a solution to the Liouville system{
−∆w1,n = V1,ne
w1,n − V2,ne
γw2,n in O
−∆w2,n = −γV1,ne
w1,n + γV2,ne
γw2,n in O,
(2.10)
which is of the form (2.4) with a = b = 1, c = d = γ. We claim that solutions to (2.10)
satisfy the estimates (2.5) in view of (2.9). Indeed, we have
0 ≤ Vi,n ≤ sup
n
λi,ne
‖ξ‖∞+κ‖hξ‖∞ ≤ C, i = 1, 2.
Moreover, ∫
O
ew1,n =
∫
O
evn∫
Σ e
vn
eκhξ ≤ eκ‖hξ‖∞∫
O
ew2,n =
∫
O
e−γvn∫
Σ
e−γvn
e−γκhξ ≤ eγκ‖hξ‖∞ .
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For later use, we also note that
w1,n +
1
γ
w2,n = − log
∫
Σ
ev −
1
γ
log
∫
Σ
e−γv 6 C. (2.11)
We define
V1 = λ1,0 e
ξ−κhξ , V2 = λ2,0 e
ξ+γκhξ ,
so that Vi,n → Vi, i = 1, 2, uniformly on O. We also define
S0i = {X ∈ O : ∃Xn → X s.t. wi,n(Xn)→ +∞} , i = 1, 2.
In view of Lemma 2.3 there exist x1,n and x2,n such that x1,n → p0, vn(x1,n) → +∞,
x2,n → p0 and −vn(x2,n)→ +∞, and furthermore
X1,n = Ψ(x1,n)→ 0 and w1,n(X1,n)→ +∞
X2,n = Ψ(x2,n)→ 0 and w2,n(X2,n)→ +∞.
In particular, 0 ∈ S01 ∩ S
0
2 and
S01 = Ψ(U ∩ S1) = {0} = Ψ(U ∩ S2) = S
0
2 . (2.12)
On the other hand, in view of (2.9) and recalling that ξ(0) = 0, we note that
V1,ne
w1,n dX
∗
⇀m1(p0)δX=0 + s1(X) dX,
V2,ne
w2,n dX
∗
⇀m2(p0)δX=0 + s2(X) dX,
(2.13)
∗-weakly inM(O¯), where si(X) = ri(Ψ−1(X))eξ(X), si ∈ L1(O)∩L∞loc(O¯\{0}) andmi(p0) ≥
4π, i = 1, 2. In view of (2.12) there exist Y1,n, Y2,n ∈ O, Y1,n, Y2,n → 0 such that
wi,n(Yi,n) = sup
O
wi,n → +∞, i = 1, 2.
In order to conclude the proof, we rescale the Liouville system (2.10) twice.
Proof of m1(p0) ≥ 8π. We first rescale (2.10) around Y1,n with respect the rescaling
parameter
ε1,n =e
−w1,n(Y1,n)/2,
that is w1,n(Y1,n) = supO w1,n = −2 log ε1,n.
Namely, we define the expanding domain
O1n = {X ∈ R
2 : Y1,n + ε1,nX ∈ O}
and we define w˜11,n, w˜
1
2,n : O
1
n → R by setting
w˜11,n(X) =w1,n(Y1,n + ε1,nX)− w1,n(Y1,n)
w˜12,n(X) =w2,n(Y1,n + ε1,nX)− w1,n(Y1,n).
Then, w˜11,n, w˜
1
2,n is a solution for the Liouville system{
−∆w˜11,n =V˜
1
1,ne
w˜1
1,n − V˜ 12,ne
w˜1
2,n
−∆w˜12,n =− γV˜
1
1,ne
w˜1
1,n + γV˜ 12,ne
w˜1
2,n
(2.14)
in O1n, where V˜
1
1,n(X) = V1,n(Y1,n + ε1,nX) and V˜
1
2,n(X) = V2,n(Y1,n + ε1,nX), which is of
the form (2.4) with a = b = 1, c = d = γ. Moreover, (2.5) is satisfied since 0 ≤ V˜ 1i,n ≤ C
and ∫
O1n
ew˜
1
i,n dX =
∫
O
ewi,n dX ≤ C.
We also note that (2.11) implies that
w˜11,n(X) ≤ w˜
1
1,n(0) = 0, w˜
1
1,n +
1
γ
w˜12,n → −∞. (2.15)
We apply Lemma 2.2 on a ball BR ⊂ R
2 of fixed large radius R > 0. In view of (2.15)
we rule out Alternative 1 and Alternative 3. Suppose Alternative 2. holds. Then, w˜11,n is
uniformly bounded in BR and w˜
1
2,n → −∞ locally uniformly in BR. In particular, there
7exists w˜11 ∈ C
1,α
loc (R
2) such that w˜11,n → w˜
1
1, e
w˜1
2,n → 0, locally uniformly in R2. Consequently,
we derive that w˜11 satisfies the Liouville equation
−∆w˜11 = V1e
w˜1
1 on R2.
Since ∫
BR
ew˜
1
1 = lim
n
∫
BR
ew˜
1
1,n ≤
∫
O1n
ew˜
1
1,n ≤ C
we also have
∫
R2
ew˜
1
1 ≤ C. Now the classification theorem in [4] implies that
∫
R2
V1e
w˜1
1 = 8π
and consequently m1(p0) = 8π. This established the asserted lower bound m1(p0) ≥ 8π in
the case where w˜11,n, w˜
1
2,n satisfy Alternative 2. Suppose Alternative 4 holds. Then w˜
1
1,n is
locally uniformly bounded,S01 = ∅, S
0
2 6= ∅ and w˜
1
2,n → −∞ locally uniformly. Moreover,
V˜2,ne
w˜1
2,n dX
∗
⇀m2(x0)δ0.
We conclude that there exists w˜11 ∈ C
1,α
loc (R
2) such that w˜11,n → w˜
1
1 locally uniformly,
−∆w˜11 = V1e
w˜1
1 −m2(x0)δx0 .
In view of [5] we conclude that∫
R2
V1e
w˜1
1 > 4π +m2(x0) > 8π,
and the asserted lower bound m1(x0) ≥ 8π holds true in this case as well.
Proof of m2(p0) ≥
8pi
γ . Similarly as above, we rescale (2.10) around Y2,n with respect to
ε2,n given by
ε2,n =e
−w2,n(Y2,n)/2,
that is w2,n(Y2,n) = supO w2,n = −2 log ε2,n. We define the expanding domain
O2n = {X ∈ R
2 : Y2,n + ε2,nX ∈ O}
and we define w˜21,n, w˜
2
2,n : O
2
n → R by setting
w˜21,n(X) =w1,n(Y2,n + ε2,nX)− w2,n(Y2,n)
w˜22,n(X) =w2,n(Y2,n + ε2,nX)− w2,n(Y2,n).
Then, w˜21,n, w˜
2
2,n is a solution for the Liouville system{
−∆w˜21,n =V˜
2
1,ne
w˜2
1,n − V˜ 22,ne
w˜2
2,n
−∆w˜22,n =− γV˜
2
1,ne
w˜2
1,n + γV˜ 22,ne
w˜2
2,n
(2.16)
in O2n, where V˜
2
1,n(X) = V1,n(Y2,n+ε2,nX) and V˜
2
2,n(X) = V2,n(Y2,n+ε2,nX). Furthermore,
as above,
w˜21,n +
1
γ
w˜22,n → −∞.
We observe that
0 6 V˜ 2i,n(X) 6 C,
∫
O2n
ew˜
2
i,n dX 6 C
for i,= 1, 2, for some C > 0. Therefore, Lemma 2.1 may be applied locally to the Liouville
systems (2.14) and (2.16). By analogous arguments as above, we conclude that there exists
w˜12 such that w˜
2
2,n → w˜
1
2 locally uniformly in R
2 with
γ
∫
R2
V˜ 22 e
w˜1
2 ≥ 8π.
That is,
m2(p0) =
∫
R2
V˜ 22 e
w˜1
2 ≥
8π
γ
,
as desired. 
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3. Proof of Theorem 1.2
We recall from Section 1 that the variational functional for problem (1.1) is given by:
J(u) =
1
2
∫
Σ
|∇gv|
2 − λ1 log
∫
Σ
ev −
λ2
γ
log
∫
Σ
e−γv, v ∈ E .
We begin by checking that J admits a mountain pass geometry for all (λ1, λ2) ∈ Λ.
Lemma 3.1 (Existence of a local minimum). Fix λ1, λ2 ≥ 0. If
λ1 + γλ2 < µ1(Σ) |Σ|,
then v ≡ 0 is a strict local minimum for J .
Proof. We set
G1(v) := log
(∫
Σ
ev dVg
)
, G2(v) := log
(∫
Σ
e−γv dVg
)
,
so that we may write
J(v) =
1
2
∫
Σ
|∇gv|
2 − λ1G1(v)−
λ2
γ
G2(v).
For every φ ∈ E , we compute:
G′1(v)φ =
∫
Σ
evφ∫
Σ
ev
; G′2(v)φ =
∫
Σ
−γeγvφ∫
Σ
e−γv
.
Moreover, for every φ, ψ ∈ E ,
〈G′′1(v)φ, ψ〉 =
(∫
Σ
evφψ
) (∫
Σ
ev
)
−
(∫
Σ
evφ
) (∫
Σ
evψ
)(∫
Σ e
v
)2 .
〈G′′2 (v)φ, ψ〉 = γ
2
(∫
Σ e
−γvφψ
) (∫
Σ e
−γv
)
−
(∫
Σ e
−γvφ
) (∫
Σ e
−γvψ
)(∫
Σ
e−γv
)2 .
In particular, for every φ ∈ E , we derive that
G′1(0)φ = G
′
2(0)φ = 0; 〈G
′′
1(0)φ, φ〉 =
1
|Σ|
∫
Σ
φ2; 〈G′′2 (0)φ, φ〉 =
γ2
|Σ|
∫
Σ
φ2. (3.1)
Consequently, for every φ ∈ E ,
J ′(0)φ = 0, 〈J ′′(0)φ, φ〉 =
∫
Σ
|∇φ|2 −
λ1 + γλ2
|Σ|
∫
Σ
φ2. (3.2)
Recalling the Poincare´ inequality∫
Σ
φ2 ≤
1
µ1(Σ)
∫
Σ
|∇φ|2, ∀φ ∈ E ,
where µ1(Σ) is the first eigenvalue defined in (1.8), we deduce by Taylor expansion at 0 that
J(u)− J(0) = J ′(0)u+
1
2
〈J ′′(0)u, u〉+ o(‖u‖2)
≥
1
2
(
1−
λ1 + γλ2
µ1(Σ)|Σ|
)
‖u‖+ o(‖u‖2),
(3.3)
for all u ∈ E . Hence, 0 is a local minimum for J , as asserted. 
In the next lemma we check that there exists a direction for J along which J is unbounded
from below.
Lemma 3.2. If max{λ1, γλ2} > 8π, then there exists v1 ∈ E such that J(v1) < 0 and
‖v1‖ ≥ 1.
9Proof. The unboundedness from below of J , i.e., the existence of v1, may be derived simply
inserting the special form of P given by (1.4) into formula (1.5). However, since the Struwe
monotonicity argument also requires a control on ‖v1‖, we use a family of test functions
derived from the classical “Liouville bubbles”. Namely, we fix p0 ∈ Σ and r0 > 0 a constant
smaller than the injectivity radius of Σ at p0. Let Br0 = {p ∈ Σ : dg(p, p0) < r0} denote
the geodesic ball of radius r0 centered at p0. For every ε > 0 let Uε be the function defined
by
Uε(p) =
{
log ε
2
(ε2+dg(p,p0)2)2
in Br0
log ε
2
(ε2+r2
0
)2
in Σ \ Br0 .
Let vε ∈ E be defined by
vε = Uε −
1
|Σ|
∫
Σ
Uε dVg.
By elementary computations we have∫
Σ
|∇gUε|
2 dVg = 16π log
1
ε2
+O(1);
1
|Σ|
∫
Σ
Uε dVg = ln ε
2 +O(1);
and therefore ∫
Σ
|∇gvε|
2 dVg = 16π log
1
ε2
+O(1);
log
∫
Σ
evε dVg = log
1
ε2
+O(1);
log
∫
Σ
e−avε dVg = O(1), ∀a > 0.
By assumption we have λ1 > 8π or λ2 > 8π/γ. Suppose λ1 > 8π. Then, in view of the
expansions above, we have:
J(vε) = (8π − λ1) log
1
ε2
+O(1),
and therefore there exists ε1 > 0 such that v1 := vε1 satisfies the desired properties. Suppose
λ2 > 8π/γ. Then,
J(−
vε
γ
) =
1
γ
(
8π
γ
− λ2) log
1
ε2
+O(1),
and the statement holds true in this case as well. 
In particular, Lemma 3.1 and Lemma 3.2 imply that the functional J admits a mountain-
pass geometry whenever (λ1, λ2) ∈ Λ.
Finally, in order to conclude the proof of Theorem 1.2 we need the following consequences
of Theorem 1.1.
Lemma 3.3. The following properties hold.
(i) For every p ∈ S1 ∩ S2 we have
m1 + γm2 ≥ 16π(1 + γ). (3.4)
(ii) If S1 \ S2 6= ∅, then r1 ≡ 0; in particular, in this case λ1,0 = 8π ♯S1. Similarly, if
S2 \ S1 6= ∅, then r2 ≡ 0 and λ2,0 =
8pi
γ ♯S2.
Proof. Proof of Part (i). In view of Theorem 1.1 and identity (2.3) it suffices to show that
αγ := min
{
x+ γy : x ≥ 8π, y ≥
8π
γ
, (x− y)2 = 8π(x+
y
γ
)
}
= 16π(1 + γ). (3.5)
Let p := {(x, y) ∈ R2 : (x − y)2 = 8π(x + yγ )} be the parabola defined by the quadratic
relation (2.3). Let x, y > 0 be such that (x, 8piγ ) ∈ p and (8π, y) ∈ p. In view of the geometric
properties of p we find that
αγ = min{x+ 8π, 8π + γy}.
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Solving the equation (x− y)2 = 8π(x+ yγ ) with respect to x, we have
x(y) = x±(y) = y + 4π ±
√
8π(1 +
1
γ
)y + 16π2.
We deduce that
x = x+(
8π
γ
) = 8π(1 +
2
γ
).
Similarly, solving (x− y)2 = 8π(x+ yγ ) with respect to y, we have
y = y±(x) = x+
4π
γ
±
√
8π(1 +
1
γ
x+
16π2
γ2
).
We conclude that
y = y+(8π) = 8π(2 +
1
γ
).
It follows that
αγ = min{16π(1 +
1
γ
), 16π(1 + γ)} = 16π(1 + γ).
Proof of Part (ii). Let
u1,n = G ∗ λ1,n
evn∫
Σ
evn
, u2,n = G ∗ λ2,n
e−γvn∫
Σ
e−γvn
,
where G = G(x, p) denotes the Green’s function defined by{
−∆xG(·, p) = δp −
1
|Σ| on Σ∫
ΣG(·, p) dVg = 0
and where ∗ denotes convolution. Then, vn = u1,n − u2,n. For a measurable function f
defined on a subset of Σ and for any T > 0 we set fT = min{f, T }. Suppose p ∈ S1 \ S2.
We claim that ∫
Σ
evn → +∞. (3.6)
Indeed, we have, using (1.6) and Theorem 1.1:
u1,n(x) ≥ G
T ∗ λ1,n
evn∫
Σ
evn
→ GT ∗
∑
p∈S1
(m1(p) + r1) ≥ 8πG
T (x, p)− C.
In local coordinates centered at p we obtain
u1,n(X) ≥ ln[
1
|X |4
]T − C.
Since p 6∈ S2, we have that ‖u2,n‖L∞(Bρ(p)) is uniformly bounded with respect to n, for some
sufficiently small ρ > 0. Now, Fatou’s lemma implies that
lim inf
n→∞
∫
Σ
evn = lim inf
n→∞
∫
Σ
eu1,n−u2,n ≥ c0
∫
Bρ(p)
[
1
|X |4
]T
for some c0 > 0 independent of n. Letting T → +∞, we deduce that (3.6) holds true, and
consequently r1 ≡ 0.
Now, we assume that p ∈ S2 \ S1. Similarly as above, we claim that∫
Σ
e−γvn → +∞. (3.7)
Indeed, we note that
u2,n(x) ≥ G
T ∗ λ2,n
e−γvn∫
Σ e
−γvn
→ GT ∗
∑
p∈S2
(m2(p)δp + r2) ≥
8π
γ
∑
p∈S2
GT (x, p)− C,
for some C > 0 independent of n. In particular, in local coordinates X near p,
u2,n(X) ≥
4
γ
ln[
1
|X |
]T − C.
11
On the other hand, since p 6∈ S1, we have that ‖u1,n‖L∞(Bρ(p)) is bounded independently of
n in a ball centered at p provided ρ > 0 is sufficiently small. We conclude that∫
Σ
e−γvn ≥ c0
∫
Bρ(p)
[
1
|X |4
]T .
In view of Fatou’s lemma and letting T → +∞, we derive (3.7). Therefore, r2 ≡ 0, as
asserted. 
Finally, we provide the proof of Theorem 1.2.
Proof of Theorem 1.2. In view of Struwe’s Monotonicity Trick, for almost every (λ1, λ2) ∈ Λ
there exists a nontrivial solution to (1.1). As this argument is by now standard, we refer to
[29, 30] for a proof. A detailed proof in this specific context may also be found in [24]. Let
(λ01, λ
0
2) ∈ Λ be fixed. Let (λ1,n, λ2,n, vn) be a solution sequence for (1.1) with λ1,n → λ
0
1 and
λ2,n → λ02, (λ1,n, λ2,n) ∈ Λ. We claim that vn converges to some v ∈ E , solution to (1.1).
To this aim we exploit the blow up analysis as derived in Theorem 1.1. By contradiction we
assume that p0 ∈ S. If p0 ∈ S1 \ S2, then in view of Lemma 3.3–(ii) we have λ01 ∈ 8πN, a
contradiction to (1.10). If p0 ∈ S2 \ S1, then in view of Lemma 3.3–(ii) we have λ
0
2 ∈
8pi
γ N,
a contradiction to (1.10). Suppose that p0 ∈ S1 ∩ S2. In this case, using (3.4),
λ1 + γλ2 ≥ m1(p0) + γm2(p0) ≥ 16π(1 + γ)
and we again obtain a contradiction to (1.10). Hence, the compactness for the solution
sequence (λ1,n, λ2,n, vn) holds and Theorem 1.2 is completely established. 
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