The Traveling Salesman Problem (TSP) is a benchmark problem in combinatorial optimization. It was one of the very rst problems used for developing and testing approaches to solving large integer programs, including cutting plane algorithms and branch-and-cut algorithms 16]. Much of the research in this area has been focused on nding new classes of facets for the TSP polytope, and much less attention has been paid to algorithms for separating from these classes of facets.
Introduction
The traveling salesman problem (TSP) is given by a graph G with node set V , edge set E, where each edge e 2 E has a cost c e . We consider the case when the costs are symmetric: for edge with end points a and b, c ab = c ba . We are interested in nding a hamiltonian cycle, here called a tour, in G of minimum cost.
The TSP is NP-complete, and yet there is interest in nding optimal solutions to instances of this problem. It was one of the very rst problems where the cutting plane algorithms and branchand-cut algorithms were developed and tested. For instance see 1, 4, 8, 9, 21] . The TSP can be 
for some set of linear inequalities Ax b that are satis ed by all incidence vectors of tours, x. The simplex method to guarantees that our solution x is a vertex of the polyhedron described by Ax b. Thus if x is not the incidence vector of a tour, then there is a valid inequality x , an inequality that is satis ed by all tours x, that is not satis ed by x . (See Figure 1 .) This inequality is called a cutting plane or a cut and can be added to (1) to form a tighter relaxation. If we have a method of nding cuts, then we can repeatedly solve LP's and add cuts until we nd a relaxation that yields a tour as the optimal solution.
In order to guarantee that we make substantial progress towards nding a solution we would like to add cuts that de ne facets of the TSP polytope, polytope de ned by the convex hull of the incidence vectors of all tours. Over the last 20 years a large number of classes of facets have been found for the TSP, and each class has an exponential number of members. Given a class of facets, we would like to have a separation algorithm for the class|an algorithm that nds an inequality in the class violated by a fractional solution x , or determines that no such inequality exists.
While there has been lots of research in identifying new classes of facets, very few classes have polynomial time separation algorithms. Since a complete, polynomial time separation algorithm in combination with the ellipsoid method would imply a polynomial time algorithm to solve the TSP, it is unlikely that it will be possible to separate e ciently from all facets of the TSP. In fact, if we could even recognize all classes of facets of the TSP, then co-NP would equal NP. In practice, heuristics are often used for nding violated inequalities. The two classes of facets for which polynomial separation algorithms are known are the subtour elimnation inequalities, and the 2-matching inequalities.
If x is our current solution to a linear programming relaxation of the TSP, the graph of x denoted by G x , is the graph with vertex set V and edge set fejx e > 0g. The graph of an optimal solution is a hamiltonian cycle. Let A and B be disjoint sets of vertices. We de ne x(A) = P i;j2A x ij and x(A; B) = P i2A;j2B x ij . Clearly, every incidence vector of a tour satis es 0 x 1. Also, since
we are looking for a hamiltonian cycle, every vertex obeys the degree constraint x(fvg; V nfvg) = 2.
These are the standard inequalities included in LP relaxations of the TSP, but not all integer solutions to this LP are tours: two or more disconnected cycles covering the vertex set also obey these constraints. To eliminate these solutions, we introduce subtour elimination constraints. Subtour elimination constraints or subtour constraints are among the simplest facet-de ning inequalities, and are of the form x(A; A) 2; 8A V; A 6 = ;: (2) where A = V nA. With these added constraints, all integer solutions are tours. However, there are exponentially many subtour constraints, so it is not practical to use all of them in the initial (or any) LP. Fortunately, there is an e cient separation algorithm to detect subtour constraints that are violated by our current LP solution, x: if the value of the minimum cut in G x is less than two, the cut de nes a violated subtour constraint. The objective achieved by optimizing c over the polytope de ned by the nonnegativity constraints, the degree constrains, and the subtour elimination constraints is the Held and Karp lower bound on the length of the TSP tour 13, 18] .
Another class of facet-inducing inequalities for which there exists an e cient separation algorithm is the class of 2-matching inequalities. A 2-matching in G = (V; E) is a subset of edges, F E, such that every vertex in V is adjacent to exactly two edges in F. Edmonds 6] has given a complete description of the facets of the 2-matching polytope, the convex hull of all incidence vectors of 2-matchings, that includes the 2-matching inequalities. Since every tour is a 2-matching, these inequalities are valid for the TSP. They are also facets of the TSP polytope 10, 11]. Padberg and Rao 20] present a separation algorithm for 2-matching constraints that nds a minimum weight cut containing an odd number of vertices in a larger graph. The run time is dominated by the time to compute O(n) max ows. These 2-matching inequalities and the subtour constraints are the only classes of facets with e cient separation algorithms.
In this paper, we consider the class of TSP facets known as comb inequalities. A comb consists of a set of vertices H called a handle and an odd number of vertex sets T i , called teeth, such that 8i; ; 6 = H \ T i T i and 8i; j; T i \ T j = ;. For example, see Figure 2 . The corresponding comb 
If we sum the following inequalities derived from (4), (5) , and the de nition of A i and B i ,
we get an inequality that holds for all combs in G x :
(jT i j ? 1) ? k ? :5 Since the right hand side is integral for every tour, (3) is valid for the TSP, and we have proved the propostion.
Comb inequalities de ne facets of the TSP polytope 10, 11], but unlike subtour constraints and 2-matching inequalities, there is no known polynomial-time separation algorithm for general combs.
In 3], Carr describes a separation algorithm that nds a violated comb with t teeth in O(n 2t+3 ) time, if one exists. His algorithm can be generalized to separate bipartition inequalities with a xed number of handles and teeth.
We say a set A is bad if the corresponding subtour inequality (2) is violated, and we say A is tight if the corresponding inequality is satis ed at equality. Since it is known how to nd violated inequalities of type (2), for the rest of the paper we assume that G x contains no bad sets. If there are no bad sets, we say a comb inequality (or a comb) is maximally violated if it is violated by .5. If G x is planar, we nd a violated comb or provide a guarantee that there are no maximally violated comb inequalities in O(n 2 log n) time. Section 2 outlines our general approach, Section 3 provides the details of the algorithm that do not rely on planarity, and Section 4 completes the description and proof of the algorithm. 2-matching inequalities are a special case of comb inequalities. In Section 5, we present a linear-time separation algorithm for maximally violated 2-matching inequalities and describe how to nd all such violated inequalities in linear time per inequality.
Outline of the Algorithm
In this section, we describe the general approach to nding maximally violated combs. This approach is the same as the one used by Applegate, Bixby, Chv atal, and Cook in 1]. It uses the fact that that maximally violated combs have more structure than general combs. Applegate, et al. 1] give details of a heuristic that looks for maximally violated combs by searching for such sets of dominoes. They use a heuristic to nd dominoes of G x and set up a system of equations in GF(2) whose solutions correspond to sets of dominoes that satisfy items (i) and (iii). Given such a solution, they then test, in O(n) time, if it satis es (ii). To use this method to guarantee that there are no maximally violated combs, it is necessary to nd all dominoes, and test all solutions to the system of equations, of which there can be an exponential number. Using the algorithm described in this paper, we nd a violated comb, or provide such a guarantee for planar G x , in O(n 2 log n) time.
By a cluster, we mean a maximal set of semicuts and dominoes such that any two semicuts in the cluster form a cut, and each domino has its semicut in the cluster. The set of clusters partition the set of semicuts, as we will see in Lemma 3.2. So dominoes (A; B), (A; T ), and (B; T ) are all in the same cluster. We are interested in clusters for several reasons, which we establish below. First, it is su cient to look for maximally violated combs to which each cluster contributes at most one domino. Second, in a sense to be made rigorous soon, each cluster is an equivalence class, with respect to (iii), of the semicuts it contains. Thus we can rede ne our search as a search for a set of clusters that satisfy (i) and (iii), and from which we can pick one domino per cluster so that the dominoes are disjoint. This reduces our search considerably, because, while there can be O(n 2 ) dominoes, there are O(n) clusters. (This is explained in Section 3.1.)
To establish the rst property, we de ne a simple maximally violated comb to be a comb with the following property: no subset of its semicuts form a cut.
Lemma 2.2 The set of teeth of any maximally violated comb contains the set of teeth of a simple maximally violated comb.
Proof: If a subset of the semicuts of the dominoes of a comb form a cut in G x , then the semicuts of the other dominoes in the comb also form a cut in G x . One of these two subsets must contain an odd number of dominoes, and therefore describes a smaller maximally violated comb. Corollary 2.3 Each cluster contributes at most one domino to a simple maximally violated comb.
Proof: Two semicuts from the same cluster form a tight cut.
The following lemma describes the equivalence of semicuts of a cluster and is proved in Section 3.
Lemma 2.4 The semicuts of a cluster intersect any cycle of G x an equal number of times, mod2.
A pseudo-cut is a set of edges, some edges possibly represented more than once, that intersects every cycle an even number of times. Note that every cut is a pseudo-cut, but the converse does not hold: e.g., the empty set is a pseudo-cut. We say that a set of clusters forms a pseudo-cut if taking one semicut from each cluster forms a pseudo-cut. Lemma 2.4 implies that this is independent of the choice of semicuts. Thus, instead of looking for a set of dominoes that satisfy (i) and (iii), we look for an odd number of clusters whose semicuts form a pseudo-cut. We call such a set a candidate. For each cluster in the candidate, we then try to assign one domino in the cluster to represent the cluster, such that the representative dominoes are disjoint. If we can do this, the pseudo-cut is a cut, and the set of disjoint dominoes corresponds to the teeth of a maximally violated comb. If a set of disjoint representatives exists for a set of clusters, we call the set representable, and we nd such a set. This approach and notion of representability is introduced by Applegate, et al. in 1]. The heuristic in 1] repeatedly checks di erent candidates for representability. Our main contribution is that we check just one candidate, and if G x is planar and the candidate is not representable, we nd a violated comb that uses dominoes from a subset of the clusters in the candidate. A rough outline of our algorithm appears in Figure 4 . We discuss the details of this algorithm in the next two sections.
About Semicuts
In this section, we describe how to nd and store all clusters, and how to check a candidate for representability. In doing so, we discuss the general structure of semicuts and clusters { structure that does not assume planarity.
Finding and Storing Semicuts Using Cactus Trees
In 5], Dinitz, Karzanov, and Lomonosov describe a O(n)-sized data structure called a cactus tree which represents all minimum cuts of a graph. In this section, we explain how semicuts and clusters of a graph are also represented in the cactus tree and how they can be easily retrieved.
A cactus tree K of a graph G = (V; E) is a tree of cycles that may share vertices but not edges. If is the value of the minimum cut, then each edge of K has weight =2. (We assume that there are no cut edges in K by replacing any cut edge by a 2-cycle.) In our case = 2 so each edge of K has weight 1. The vertices of G are mapped to nodes of K by so that every minimal cut M for some minimal cut M of K. If ?1 (i) = ;, we say that i is an empty node. Figure 5 contains a graph and its corresponding cactus tree.
Karzanov and Timofeev 15] describe an O(nm) or O( n 2 ) algorithm to construct the cactus tree structure described in 5] from an unweighted graph. Both of these results are nicely summarized in a paper of Naor and Vazirani 17] that describes a parallel cactus algorithm. In 7], Gabow gives an O(m + 2 log( n )) algorithm to construct a cactus tree in unweighted graphs. We are interested in the cactus tree representation of a weighted graph. For this Bencz ur 2] describes an O(n 2 log 3 n) randomized algorithm and also mentions that Hao and Orlin's overall minimum cut algorithm 12] can be used to give a deterministic O(mn log n) algorithm. Since we are concerned with planar graphs, we can use this last algorithm to compute a cactus tree for G x in O(n 2 log n) time. Karger 14] describes a randomized O(n 2 log n) algorithm to nd all minimum cuts of a graph.
Let K x be the cactus tree of G x . Since every vertex in G x obeys the degree constraints and G x contains no bad sets, each vertex is a minimum cut. Hence j ?1 (i)j 1 for every node i of K x and all cut nodes of K x are empty.
As described so far, a graph does not have a unique cactus tree representation. Let i be a node on cycle Y of K x . Let C Y i be the component containing i formed by removing the edges adjacent to i on Y , and let V Y i = ?1 (C Y i ). We call i trivial if V Y i = ;. By removing V y i and making the neighbors of i on Y neighbors in Y , we can assume K x has no trivial nodes. We can also assume that K x has no empty, 3-way cut-nodes: an empty cut-node whose removal breaks K x into exactly three components can be replaced by a 3-cycle.
In 1], Applegate, et al. use PQ-trees to represent tight sets. PQ-trees can be used similarly to represent cactus trees: cycles correspond to Q-nodes, and cut nodes correspond to P-nodes. Note that while a PQ-tree corresponding to the cactus tree K x is guaranteed to contain all the tight sets of G x , the PQ-trees generated in 1] might not.
We need the following technical lemmas. Proof: It is well known, and not hard to show that a nonempty set of edges forms a cut if and only if every cycle in the graph intersects an even number of edges in the set. If F 1 and F 2 form a tight cut, every cycle crosses them the same number of times mod 2. Similarly, every cycle crosses F 2 and F 3 the same number of times mod 2. Hence every cycle crosses F 3 and F 1 the same number of times mod 2, and F 1 and F 3 form a pseudo-cut.
Since F 1 6 = F 3 , removing the edges they contain breaks G x into two components, A 1 and A 2 .
Suppose F 1 and F 3 share an edge e with x e > 0. Lemma 3.1 implies that the value of the edges in each of F 1 and F 2 is one, so the total value on the edges leaving A 1 is strictly less than two. This contradicts the no bad set assumption; hence F 1 \ F 3 = ;, and the pseudo-cut is a cut. Proof of Lemma 2.4: Since every two semicuts from the same cluster form a cut, every cycle in the graph must intersect both of these semicuts the same number of times mod 2.
If Y is a k-cycle of K x , we say Y is signi cant if k 3. The following lemma is implicit in 5]. Proof: Since every pair of edges on a signi cant cycle of K x describes a minimum cut of G x , each edge is mapped to a semicut by , i.e. the range of is contained in the set of semicuts. It is also easy to see that the semicuts corresponding to edges on one cycle of K x are contained in the same Since every semicut appears in exactly one cluster, it can correspond to no more than one edge of K x .
It remains to show that every semicut corresponds to some edge of K x . Since every semicut belongs to some cluster, we consider a cluster of G x and x any three semicuts of this cluster. We will show that these three semicuts all correspond to edges on the same cycle in K x , and thus every semicut in the cluster corresponds to an edge on this cycle, completing the proof of the theorem.
Let (A; B) be a domino de ned by the three xed semicuts. Since minimum cuts in G x are not uniquely represented by minimal cuts of K x (see Figure 7) , let A 0 , B 0 , and T 0 be maximal cuts in K x corresponding to A, B, and T = A B. Letting N be the set of all nodes of K x , we argue that Z = Nn(T 0 A 0 B 0 ) = ;, and hence A 0 , B 0 , and T 0 are all cuts through the same cycle of K x . Suppose Z is not empty. Since A B T is empty, Z contains only empty nodes. Let i 2 Z be an empty node adjacent to T 0 . (See Figure 8a or b) . This node must be a cut-node that breaks K x into components separating either A or B from the T cut, since otherwise it would be a trivial in G x , contradicting the maximality of T 0 . Hence, we can assume i is not a 2-way cut-node. If removing i breaks K x into more than 3 components as in Figure 8b , each of these components must be contained in either A 0 or B 0 , since otherwise the component consists of trivial nodes (remember that A B T = ;). But this implies that either A 0 or B 0 is not connected in K x , contradicting the fact that they are minimal cuts of K x . Since we have assumed that there are no empty, 3-way cut-nodes in K x , we have shown that i cannot be a cut-node and thus Z is empty.
Z empty implies that T 0 , A 0 , and B 0 all break the same cycle of K x and involve a total of three edges, e 1 , e 2 , and e 3 , on the cycle. (See Figure 8c) . If T 0 breaks edges e 1 and e 2 , then A 0 and B 0 both break edge e 3 , i.e. these are the components that result if we remove e 3 from T 0 . Thus e 3 corresponds to the semicut (A; B). Similarly e 1 and e 2 correspond to the semicuts (A; T) and (B; T).
Corollary 3.6 There are O(n) clusters and semicuts arising from G x .
The Structure of Semicuts
In this section, we explain how to check if a given set of clusters is representable. First, we describe how dominoes of di erent clusters can intersect.
Lemma 3.7 The graph induced by x on the vertex set of any domino is connected and removing the edges in the semicut creates two connected components.
Proof: If the graph of a tight set is not connected, then the vertex set of one of the connected components is a bad set, contradicting our assumption of no bad sets.
We say that a semicut crosses a tight set if the removal of the edges in the semicut disconnects the subgraph of G x spanned by the tight set. If the node sets of two dominoes intersect, we say one overlaps the other. The following lemma and corollary describe how dominoes in G x can overlap.
Lemma 3.8 If a semicut F crosses a tight set T, all of the edges in F are contained in T; and F and the semicuts that de ne T are contained in the same cluster.
Proof: If F crosses T, it divides T into two componenets, A and B. By the no-bad-sets assumption, 4 x(A; A) + x(B; B) x(T; T) + 2 P e2F x e = 4. Thus all the edges in semicut F are contained in T, and F is the semicut of domino (A; B).
A cluster de nes a cyclic ordering on its semicuts and on the minimal cuts described by these semicuts. We call these minimal cuts sections of the cluster. Corollary 3.9 Given two clusters, all but one of the sections of one cluster are completely contained in one section of the other cluster.
Proof: Since there are no bad sets, two tight sets whose union is not the entire graph intersect in a tight set. If the intersection of two sections from di erent clusters is a proper, nonempty subset of each of the sections, then this intersection must be a tight set. Let A be one of these sections, B the other, and C their intersection. AnC is a tight set since it is the intersection of A and B. But then AnC and C are in the same cluster and, by similar reasoning, so is BnC. Since any cluster which contains AnC and C also contains A, this contradicts the assumption that A and B are minimal sections from distinct clusters.
If all but one of the sections of cluster S 1 are contained in section s 2 of cluster S 2 , we say that s 2 contains S 1 . Figure 9 shows an arrangement of clusters. If clusters S 1 and S 2 are both in some candidate, and s 2 2 S 2 contains S 1 , then s 2 cannot be used in a domino to represent S 2 in this candidate. Using this observation, there is an easy O(n 2 ) algorithm for checking representability: for each pair of clusters in the set, mark the section in each that contains the other. A cluster is representable in a set of clusters if it has two neighboring sections that do not contain any clusters in the set. If the underlying set is clear, we will say the cluster is representable. After we have looked at each pair of clusters, the representable clusters will have at least two neighboring sections that are unmarked; these form a domino that represents the cluster. If all the clusters are representable, then the set is representable. Proof: Every edge in C is a semicut in the same cluster, since every pair of edges in C forms a tight cut. Thus, at most one domino of a simple maximally violated comb in G x contains edges of C in its cut or semicut. If T is a domino of a maximally violated comb in G x that contains only one edge of C in any of its de ning semicuts, we can replace this edge with e in G x . If T contains two or three edges of C in its de ning semicuts, one of these must be the inner semicut of T, otherwise T overlaps the whole graph outside of C. We can then replace T with the domino de ned by the two vertices of e in G x . This new domino must be disjoint from the other dominoes: any domino from a di erent cluster that contains one vertex of C must contain all vertices of C by Corollary 3.9, and thus overlaps T, contradicting the fact that we started with disjoint teeth of a comb.
The only change we have made in the original set of dominoes was to replace a semicut de ned by an edge of C with e. Since we have maintained disjoint dominoes, the new set of semicuts also form a cut and hence we have a maximally violated comb in G x . The reverse direction follows similarly.
The Planar Case
In this section, we assume G x is planar with a xed embedding. Planarity together with Lemma 3.7 imply that a semicut can be drawn as a line from one face of G x to another, through the edges it contains. (See Figure 10) . Thus, a semicut de nes an ordering of its edge set. A partial semicut is a proper, nonempty subset of consecutive edges in a semicut. The value of a set of edges F in G x is v(F) = P e2F x e . Thus if F is a semicut, v(F) = 1; and if F 0 is a partial semicut, 0 < v(F 0 ) < 1. Let G S x be the embedded graph whose vertices correspond to faces of G x and whose edges correspond to the semicuts of G x . The endpoints of an edge e F in G S x are the faces of G x whose boundaries have exactly one edge in the semicut F, and edge e F is drawn from one end point to another through the edges of G x contained in F, as in Figure 10 . Hence clusters in G x correspond to maximal sets of parallel edges in G S x , and G S x contains no loops. The endpoints of a cluster are the endpoints of its semicuts. To simplify matters, we will sometimes wish to work with G C x , the graph on the same vertex set as G S x but with one edge per cluster, i.e. there is one edge in G C x for every set of parallel edges in G S x . G C x is de ned independent of the particular embedding of G x . Note that, although the vertex sets of G S x and G C x are the same as the vertex set of the planar dual of G x , neither graph is the planar dual, nor are they necessarily planar.
Lemma 4.1 If x maximally violates some comb inequality, G C x contains an odd cycle.
Proof: If x maximally violates some comb inequality, then Corollary 2.1 implies that the semicuts of the 2k + 1 teeth of the comb form a cut of value 2k + 1 in G x . Since G x is planar, the above observations demonstrate that a cut formed by semicuts in G x corresponds to a cycle in G C x . Thus a cut of odd value formed by semicuts in G x corresponds to an odd cycle in G C x .
Recall that a candidate is an odd number of clusters whose semicuts form a pseudo-cut. We now have a method of nding a candidate: construct G C x and search for a simple, odd cycle in this graph. The edges of this cycle de ne the clusters of the candidate. We look for simple cycles since by Corollary 2.3 we can restrict our search to simple maximally violated combs. If the candidate corresponding to the odd cycle is representable, then we have found a maximally violated comb.
We would like to prove the converse of Lemma 4.1, but it is not true: see Figure 11 for a counterexample. The problem, as indicated earlier, is that the clusters that form an odd cycle may not given a semicut graph of G x , we can nd one such inequality in linear time. The semicut graph can be computed in O(n 2 log n) time|the best known time to nd all minimum cuts.
Consider the cycle of non-representable clusters as drawn in Figure 12a . This cycle consists of a chain of representable clusters plus one cluster, 1 that overlaps some of the others. It is possible to have more than one cluster that overlaps some of the others, but we analyze this simpler case rst.
Proof of the simple case: There are r ? 1 clusters in a subchain of the cycle that start at end point a of the overlapping cluster and continue until the rst vertex b on a semicut of this cluster.
The semicuts of the representable dominoes of these r ? 1 clusters do not form a cut in G x , but if we include the partial semicut from a to b of the overlapping domino, then these do form a cut in G x , namely the shaded region in Figure 12a . Let 0 < < 1 be the value of the partial semicut.
The value of this cut is r ? 1 + . Thus if r ? 1 = 2k + 1 for some k > 0, then the comb that has the r ? 1 representable dominoes as teeth and the above mentioned cut as the handle produces the following inequality:
(jT i j ? 1) ? k ? :5 ? 2 What happens if a cycle of clusters contains more than one overlapping cluster? More work is required to nd a subset that will yield a violated comb. Examine the r + 1 clusters in Figure 12a or b that include the r clusters discussed above, the overlapping cluster 1 , plus the next cluster after vertex b. This set of clusters is a contiguous subsequence of clusters of the cycle with the middle clusters contained in one section of end cluster 1 , and with the other end cluster, r+1 , contained in a di erent section of 1 . We call such a set of clusters a loop of the cycle and call 1 the head of the loop and r+1 the tail. Using the above observations, we can nd a violated comb from any loop of clusters of a cycle. So to prove Theorem 4.2, we need to show that we can nd a loop in any non-representable cycle of clusters in G C x , and that we can do this in linear time. The proof of this lemma is constructive. In it, we use the output of the algorithm of Applegate, et al. 1] to check the representability of a set of clusters. One result of this algorithm is that it identi es which clusters are representable in the set and, for each representable cluster, which sections can be in its domino for each representable cluster. Proof: Start with a representable cluster of the cycle. (The structure of clusters described in Corollary 3.9 implies that one exists in every set of clusters. For example, take a minimal cluster in the embedded arrangement as in Figure 9 ). Assign it a domino as indicated by the representabilitychecking algorithm in 1], add it to the subsequence S, and continue along the cycle, adding clusters with their dominoes to S until a non-representable cluster of the cycle is reached. This cluster 0 may be representable in S, as S may not contain all the clusters of the cycle, e.g. see Figure 13a .
Fix three semicuts of 0 and consider the three mega-sections de ned by these semicuts. If two of the megasections of 0 do not contain dominoes in S, these two megasections form a domino for this cluster, which can be added to S, before continuing to the next cluster. Otherwise, at least two of these mega-sections contain clusters in S, and 0 is the head of a loop contained in S. (See Figure 13b) . Let be the previous cluster added to S. The tail of the loop is the last cluster added to S that is not contained in the section of 0 that contains . Removing all clusters from S that were added to S before the tail cluster, we are left with a loop.
Until a loop is found, continue checking the next cluster on the cycle. For each non-representable cluster encountered, repeat the above check. For each representable cluster 00 encountered after the rst non-representable cluster, check one of the vertices in the domino identi ed by the algorithm in 1] to see whether it is contained in a domino in S. If so, 00 is the tail of a loop and the cluster that contains the already assigned domino is the head. (See Figure 13c) . Add 00 to S, and remove all clusters added to S before the head cluster. The clusters remaining in S form a loop. If the vertex of the domino of 00 is not contained in an already assigned domino, then this cluster is representable in S. Add the cluster to S and continue to the next cluster. Since the cycle is not representable, at some point we nd a loop.
A naive implementation of the above algorithm might require O(n) time per non-representable cluster, and hence O(n 2 ) time before we nd a non-representable subsequence. To obtain a linear run time, we make several re nements. First, when we assign a domino to a cluster, we mark all the vertices in the domino as \covered". Then, when we reach a non-representable cluster and partition its sections into three mega-sections, we procede to check each of these sections alternately to see if it contains any covered vertices. If a section contains a covered vertex, then it contains a domino of a cluster already in our subsequence. Thus we cannot use this section in a domino of our current cluster. If two of the three sections contain covered vertices, then we have found a non-representable subsequence. If two sections do not contain covered vertices, then these two sections become the domino for this cluster. The run time of the algorithm depends on how we implement this check. Notice that once we nd a covered vertex in a section, we do not look at that section any more. Thus, we check at most two covered vertices per non-representable cluster. We proceed to check the vertices of each section by alternating sections. In this way we can charge the visits in the section that we do not end up covering, to the visits of the sections that we do cover. Thus, if we completely cover two sections, then we can uncover the vertices that we just covered in the third section, charging the time to do this to the vertices in the two covered sections. If we nd two sections that are not representable, then we will no longer be checking any clusters, since we have found a chain of clusters that contains a loop. Thus, the number of checks we make is less than one per vertex and two per cluster, i.e. O(n). We have just proved the following corollary to Lemma 4.3.
Corollary 4.4 Given a set of non-representable clusters whose semicuts form a pseudo-cut, we nd loop in O(n) time.
The algorithm in Figure 14 summarizes how we nd a violated comb given G S x .
Proof of Theorem 4.2: If G C x contains an odd cycle, then the cycle is either representable, in which case we nd a maximally violated comb, or it is not representable, in which case, Lemma 4.3 and Corollary 4.4 imply that we nd a violated comb in linear time. Since searching for an odd cycle and checking representability can also be done in O(n) time, in both cases we nd a violated comb in O(n) time.
Actually, if a cycle is not representable, we nd at least two violated combs: the comb described above and the comb found if we look for loop starting from 1 In the introduction, we mentioned that Padberg and Rao 20] describe a polynomial time separation algorithm for 2-matching inequalities. The problem with this algorithm is that it is expensive: the asymptotic run time is determined by the time to compute n maximum ows in a graph on n vertices. By focussing on maximally violated 2-matching inequalities, we can do something faster.
A 2-matching inequality is equivalent to the inequality of a comb with exactly two vertices in every tooth. Thus the techniques of Section 4 imply that if G x is planar and there is a maximally violated 2-matching inequality, then we nd a violated comb. In fact, we can do better.
If G x contains no bad sets, then we nd a maximally violated 2-matching, if one exists, in linear time, in planar and nonplanar graphs. After describing this algorithm, we show how to extend this to enumerate all maximally violated 2-matching inequalities in linear time per inequality. If G x contains bad sets, and the algorithm returns an inequality, then the inequality is violated by at least .5, but the algorithm may not nd a violated 2-matching inequality, even if there are some violated by at least .5.
Since 2-matching inequalities are combs with two vertices per tooth, Lemma 3.1 implies that every tooth of a maximally violated 2-matching inequality is an edge e with x e = 1. We call an edge with x e = 1 strong, and all other edges of G x we call weak. If a vertex is adjacent to two strong edges, then the degree constraints imply that it is not adjacent to any other edge; the adjacent strong edges form a chain in G x . The proof of Lemma 3.10 implies that we can shrink each chain of strong edges to a single strong edge, and the reduced graph contains a maximally violated 2-matching inequality i the original did. Thus we assume that G x contains no chain of strong edges. Now, our search for a maximally violated 2-matching inequality reduces to searching for an odd-cardinality set of strong edges that form a cut in G x . Our algorithm is as follows. Contract every weak edge by identifying the endpoints of the edge as a super-vertex (loops and parallel edges permitted). Call the resulting graph G 1 and return any or all odd degree super-vertices. The set of vertices contained in an odd degree super-vertex form the handle of a maximally violated 2-matching inequality.
Lemma 5.1 G x contains an odd cut composed of strong edges i G 1 contains an odd degree supervertex.
Proof: If G 1 contains an odd degree super-vertex, then the cut in G x that contains the vertices in the super-vertex is formed by the strong edges that have one endpoint in the super-vertex. If this has odd degree, there must be an odd number of them (loops contribute twice); and they do not share endpoints, since G x contains no chains. If G x contains an odd cut (S; T) composed of strong edges, no weak edges cross the cut, so the endpoints of these edges that are in S are contained in di erent super-vertices than the endpoints in T. Consider the super-vertices on side S of this cut. The sum of their degrees is odd: there are an odd number of edges leaving them that cross the cut, and each edge that has both endpoints in S is counted twice. Thus there must be a super-vertex in S with odd degree. Thus, once we have computed G 1 , we can enumerate the maximally violated 2-matching inequalities by enumerating sets of supervertices in which an odd number have odd degree. This is easily done in linear time per violated inequality. Corollary 5.4 There is an algorithm that nds all maximally violated 2-matching inequalities in linear time per inequality.
