Dendritic cells express DC-SIGN and CD206, C-type lectins (CTLs) that bind a variety of pathogens and may facilitate pathogen uptake for subsequent antigen presentation. Both proteins form punctate membrane nanodomains (∼80 nm) on naïve cells. We analyzed the spatiotemporal distribution of CTLs following host-fungal particle contact using confocal microscopy and three distinct methods of cluster identification and measurement of receptor clusters in super-resolution datasets: DBSCAN, Pair Correlation and a custom implementation of the Getis spatial statistic. Quantitative analysis of confocal and super-resolution images demonstrated that CTL nanodomains become concentrated in the contact site relative to non-contact membrane after the first hour of exposure and established that this recruitment is sustained out to 4 h. DC-SIGN nanodomains in fungal contact sites exhibit a 70% area increase and a 38% decrease in interdomain separation. Contact site CD206 nanodomains possess 90% greater area and 42% lower interdomain separation relative to non-contact regions. Contact site CTL clusters appear as disk-shaped domains of approximately 150-175 nm in diameter. The increase in length scale of CTL nanostructure in contact sites suggests that the smaller nanodomains on resting membranes may merge during fungal recognition, or that they become packed closely enough to achieve sub-resolution inter-domain edge separations of <30 nm. This study provides evidence of local receptor spatial rearrangements on the nanoscale that occur in the plasma membrane upon pathogen binding and may direct important signaling interactions required to recognize and respond to the presence of a relatively large pathogen.
INTRODUCTION
The ability of immature dendritic cells to recognize, bind, and effectively respond to pathogens is critical for our innate and adaptive immune responses [1, 2] . Specialized receptors, such as the Toll-like and C-type lectin (CTL) receptors, are highly expressed on the plasma membranes of dendritic cells where they recognize pathogen-associated molecular patterns. Specifically, the CTL family of receptors recognize carbohydrate structures that are characteristic of the exposed surfaces of a large range of clinically relevant pathogens, including HIV, Dengue virus, Ebola virus, Candida albicans, and Leishmania [3] . Several members of the CTL family, including DC-SIGN (dendritic cell-specific intercellular adhesion molecule-3-grabbing non-integrin, also called CD209), CD206 (also called Macrophage Mannose Receptor), and Dectin-1, have been shown to form plasma membrane domains which are required for the receptor to stably bind to pathogens and initiate proper downstream signaling events [4] . The specific manner in which CTL clustering enables the receptors to bind to pathogens is under active investigation [5] [6] [7] [8] [9] .
DC-SIGN and CD206 form clusters on the cell surface even in the absence of exogenous ligands [5] [6] [7] [9] [10] [11] [12] . Previous measurements using wide-field microscopy methods have indicated that DC-SIGN microdomains both on human immature dendritic cells and on fibroblasts ectopically expressing DC-SIGN range in size from those minimally resolvable by classical optical resolution (≈300 nm) to ∼1.5 μm in dimension [10] . Earlier work, using transmission electron microscopy (TEM) and near-field scanning optical microscopy (NSOM), has indicated that DC-SIGN clusters are generally less than 200 nm in diameter [5] [6] [7] . Recent results using several complementary fluorescence imaging-based techniques to measure the lateral dynamics of DC-SIGN microdomains have demonstrated that these microdomains are remarkably stable with respect to exchange of DC-SIGN between the domain and its surrounding membrane [9] [10] [11] . Throughout this paper, we will refer to domains resolvable by wide-field fluorescence microscopy, having dimensions >300 nm, as "microdomains," while domain structures with dimension ∼300 nm or less, which are only resolvable by super-resolution methods, will be referred to as "nanodomains." Recently, a super-resolution imaging technique, Blink Microscopy, determined that both DC-SIGN and CD206 exhibit a nanostructure comprised of distinct ∼80 nm in diameter nanodomains on naïve fixed dendritic cells and both types of these nanodomains exhibited a spatially random distribution in the plasma membrane with very little tendency to colocalize [12] .
Here, we examine how the membrane topography of DC-SIGN and CD206 is altered upon binding of a pathogen-surrogate particle, S. cerevisiae-derived zymosan. Using quantitative fluorescence microscopy, we observed that both DC-SIGN and CD206 increase in fluorescence intensity in the three-dimensional cup-like contact regions between the surfaces of the dendritic cells and the zymosan particles, which have been referred to as "phagocytic synapses" [13, 14] . Further analysis was carried out using the super-resolution method dSTORM (direct stochastic optical reconstruction microscopy), one of several recently developed methods that use sequential, sparsely distributed single-molecule imaging to generate plots of precise locations of single molecules, with a localization precision of approximately 20 nm in the xy image plane [15] [16] [17] [18] . This method employs a buffer containing a reducing agent to drive the majority of the dyes into transient dark states and an oxygen scavenging system to extend fluorophore dark state lifetimes and quench fluorophore triplet states. The result is that only a few sparsely distributed dyes fluoresce, with ms-long on times, at a time. dSTORM imaging reveals a change in the nanostructure of DC-SIGN and CD206 at the contact sites of dendritic cells with fungal particles. Quantitative analysis of pair-wise distance probability distributions reveals that these receptors are clustered at longer length scales than in non-contact regions of the cells not challenged with zymosan. A novel implementation of the Getis G statistic was used to analyze the local amount of clustering as a function of nanoscale spatial extent. This spatial statistic, originally developed for geographical research [19] , is an effective technique for identification and measurement of protein clustering [20] in super-resolution datasets with minimal need for arbitrary userdefined analysis parameters. To validate our approach, we have compared and contrasted several other spatial statistical methods using experimental and simulated data to examine their relative performance.
Overall, our results indicate that the lateral organization of DC-SIGN and CD206 changes significantly upon direct binding of a zymosan particle. The local formation of relatively large and densely packed DC-SIGN and CD206 nanodomains at pathogencell contact sites are likely to direct important signaling interactions required for mediating the recognition and response to the presence of a relatively large pathogen.
MATERIALS AND METHODS

DENDRITIC CELLS
Human peripheral blood mononuclear cells (PBMCs) were obtained from buffy coats (New York Blood Center, New York, NY; for super-resolution imaging studies) or discarded leukocyte reduction filter effluent (United Blood Services, Albuquerque, NM; for confocal imaging studies). To recover cells from leukocyte reduction filters, those filters were back-flushed with 300 mL HBSS using a peristaltic pump (Watson-Marlow, Falmouth, Cornwall, UK; 155 rpm). The collected cells from either source were spun over Ficoll-Paque Plus (GE, Sweden) to isolate PMBCs. Monocytes were purified by adherence on tissue culture flasks. Immature dendritic cells were prepared by differentiation of monocytes in RPMI supplemented with 10% FBS, 1% penicillin/streptomycin, 10 mM Hepes, 1 mM sodium pyruvate, 500 IU/mL human IL-4 (Peprotech, Rocky Hill, NJ) and 800 IU/mL human GM-CSF (Leukine, Bayer Healthcare Pharmaceuticals, Seattle, WA) at 37 • C and 5% CO 2, for 7 days. This use of human blood products was reviewed and approved by the University of North Carolina Biomedical IRB and the University of New Mexico Health Sciences Center Human Research Review Committee.
ZYMOSAN PARTICLES
Zymosan particles are widely employed as mimics of pathogenic, live yeast cells. The original 1941 method [21] for production of zymosan from S. cerevisiae yeasts specifies sequential steps of: (1) boiling in Na 2 HPO 4 , (2) extensive trypsinization, (3) 95% ethanol washes, (4) boiling in water, (5) washing with absolute ethanol and drying to yield a product reported to contain 94% carbohydrate, 1.78% nitrogen, 2.43% magnesium, and 0.4% phosphorus. The majority carbohydrate fraction of zymosan contains primarily cell wall β-1,3-glucan linked to chitin and β-1,6-glucan together with β-1,6-glucan-linked cell wall mannoproteins [22, 23] . Our studies used commercially available zymosan particles: non-fluorescent zymosan particles and those labeled with AlexaFluor488 on their surfaces (Invitrogen/Molecular Probes, Eugene, OR).
SAMPLE PREPARATION FOR CONFOCAL IMAGING
Dendritic cells were differentiated from monocytes, seeded on glass-bottomed MatTek dishes (MatTek Corp., Ashland, MA) at a density of 10 5 cells/plate, and treated with 10 6 nonfluorescent zymosan particles per sample. Zymosan particles were subjected to three rounds of 30 s bath sonication followed by 30 s of vigorous vortexing to maximize the monodispersion of the particles prior to application to dendritic cells. Conjugates of dendritic cells and zymosan particles were fixed at 0, 1, and 4 h after combination with 4% paraformaldehyde in PBS for 15 min at room temperature. Fixed specimens were treated with a blocking solution of BSA/PBS, stained with non-fluorescent, primary antibodies, washed three times with PBS, stained with fluorescent, secondary antibodies followed by a final wash (three times) in PBS. The two primary antibodies were as follows: mouse monoclonal IgG2b antihuman DC-SIGN (BD Pharmingen 551186) and mouse monoclonal IgG1 anti-human CD206 (Abnova H00004360-M02), both applied at a concentration of 10 μg/mL for 30 min at 25 • C. The following secondary antibodies were used: AlexaFluor488-conjugated goat anti-mouse IgG2b (Invitrogen A21141), which specifically labeled the primary anti-DC-SIGN antibodies, and AlexaFluor647-conjugated goat anti-mouse IgG1 (Invitrogen A21240), which specifically labeled the primary anti-CD206 antibodies, applied at a concentration of 1 μg/mL for 30 min at 25 • C.
After treatment with primary and secondary antibodies, dendritic cell membranes were made fluorescent by using the membrane-specific probe Cell Mask Orange (CMO; Invitrogen C10045). Dendritic cell-zymosan conjugates were exposed to a concentration of 5 μg/mL CMO in PBS for 5 min at 25 • C. This staining condition allows only dendritic cell membranes to become fluorescent. Zymosan surfaces were not observed during subsequent confocal imaging.
CONFOCAL FLUORESCENCE IMAGING
Fluorescent proteins and dendritic cell membranes were imaged with an FV1000 laser scanning confocal microscope (Olympus, Center Valley, PA) equipped with a 60×, 1.42 NA, PlanApochromat oil immersion objective. The positions of nonfluorescent zymosan particles bound to dendritic cell surfaces were identified by DIC imaging. AlexaFluor488 (reporting the distribution of DC-SIGN) was excited with a 15 mW, 473 nm diode laser operated at 1% power; AlexaFluor647 (reporting the distribution of CD206) was excited with a 20 mW, 635 nm diode laser operated at 1% power, and CMO (reporting the dendritic cell membrane 3D profile) was excited with a 15 mW, 559 nm diode laser operated at 1% power. These lines were reflected to the specimen by a 405/473/559/635 multi-edge main dichroic element, and emission was routed through the main dichroic mirror and confocal pinhole (115 nm diameter) to secondary longpass dichroics (or a mirror) followed by bandpass emission filters in front of 3 independent PMT detectors. Specifically, the emission light passed by the main dichroic was directed to PMT1 (AlexaFluor488/DC-SIGN channel) via reflection from a longpass 560 nm cutoff dichroic mirror and passage through a BA 490-540 nm bandpass filter. Emission passing through this dichroic was directed to PMT2 (CMO/dendritic cell plasma membrane channel) via reflection from a longpass 640 nm cutoff dichroic mirror and passage through a BA 575-620 nm bandpass filter. Finally, emission light passed through this dichroic was directed to PMT3 (AF647/CD206 channel) via reflection from a mirror and passage through a BA 655-755 nm bandpass filter. Z-stacks were recorded with 250 nm spacing. Pixel dimensions (102.9 × 102.9 nm square pixels in the xy dimension), pixel dwell time (2 μs/pixel), detector sensitivity (PMT1 640 volts; PMT2 455 volts; PMT3 610 volts; gain = 1 and offset = 0 for all PMTs) and excitation power (as stated above) were kept constant for all sample imaging.
CONFOCAL IMAGE ANALYSIS
Confocal image analysis was carried out by using a custom program written in Matlab (The Mathworks, Natick, MA). 3D spherical geometries of the contact sites were reconstructed from a stack of 2D image slices. The curved contact site surfaces were identified by the (r,θ,ϕ) spherical coordinates where the dendritic cell membrane stain CMO was detected, limited by a user-defined maximum r, based on the largest dimension of the yeast as observed in DIC. This results in a map of intensity for each channel in all (θ,ϕ) positions. Each (θ,ϕ) position was classified as negative or positive for each channel. This distinction was made based on the intensity at that position being less than (negative) or greater than/equal to (positive) a threshold defined by the mean intensity for contact site positions in the same channel plus one standard deviation of that distribution. Contact site areas were defined as those (θ,ϕ) positions positive for CMO. Receptor intensity was the summed intensity from the original (θ,ϕ) positions of contact site areas corresponding to the designated receptor occupancies. Note that while binarization was used to determine which positions were positive or negative for a given receptor, the original intensities at these positions were retained for use in intensity-based readouts. The Matlab code used for these analyses is available at the UNM STMC website software page (http://stmc.health.unm.edu/tools-and-data/ index.html) and is described fully elsewhere [24] .
SAMPLE PREPARATION FOR SUPER-RESOLUTION IMAGING
For all super-resolution imaging, monocyte-derived immature dendritic cells were plated on LabTek 8-well chambered coverglass slides (cat# Z734853, Sigma-Aldrich, St. Louis, MO). On day six of culture, immature dendritic cells at a density of approximately 10 5 cells per slide (∼10 4 cells per well) were incubated with 3 × 10 6 AlexaFluor488-labeled zymosan particles/slide for 4 h. After the 4 h incubation, samples were fixed by using a paraformaldehyde solution [4% (v/v) in PBS, pH 7.4] for 20 min at 25 • C and then maintained in PBS/BSA overnight at 4 • C. Fixed conjugates of dendritic cells and zymosan particles were stained for either DC-SIGN or CD206 by using direct immunofluorescence with mouse monoclonal IgG antibodies conjugated to AlexaFluor647 (either IgG2b, R&D, MAB161, clone 120507 or IgG2a, R&D, MAB25342, clone 685641, respectively). To do so, antibodies were conjugated to AlexaFluor647 according to manufacturer's instructions (A-20186, Invitrogen), with an estimated 1.2 dyes per protein.
SUPER-RESOLUTION IMAGING
Since the introduction of STORM and (F)PALM in 2006 [15] [16] [17] , several similar approaches have been developed to achieve "super-resolution microscopy" based on the successive localization of single molecules. Direct stochastic optical reconstruction microscopy (dSTORM) employs the use of reversible dark states of carbocyanine, oxazine, and rhodamine-derived dyes to switch the molecules on and off at a rate suitable for super-resolution microscopy [25, 26] .
The sample was illuminated with a 488 nm laser line (see below) at a small angle relative to the optical axis (well below the critical angle) to acquire images that indicated the location(s) of fluorescently labeled zymosan particle(s) in relation to dendritic cells. dSTORM images were then generated from movies taken while the AlexaFluor647 dyes were induced to blink with mslong on-times in the presence of a reducing agent. Specifically, the AlexaFluor647 fluorescence arising from antibodies bound to cell-zymosan conjugates was imaged in a solution containing glucose, 20-50 mM ß-mercaptoethylamine (MEA), 0.04 mg/mL catalase, and 1 mg/mL glucose oxidase [27] . Fluorescence imaging was carried out on an Olympus IX-71 microscope applying an objective-type TIRFM configuration with an oil-immersion objective (PlanApo N, 150×, 1.45 NA, Olympus) and the excitation light focused at an angle below the critical angle to provide oblique illumination of the specimen. Three different lasers were used: AlexaFluor647 excitation was enabled by use of a 635 nm laser (Radius 635, Coherent Inc.) providing ∼3 μW/μm 2 at the sample plane; photo-activation of AlexaFluor647 was enabled by using a 405 nm laser (CrystaLaser, DL405-010) with ∼0.01 μW/μm 2 at the sample plane; and AlexaFluor488 excitation was enabled by use of a 488 nm laser (Newport Cyan488, 100 μW/μm 2 ). The microscope dichroic and emission filters used were from a quad-band filter set (Semrock LF405/488/561/635). The emission path further consisted of a quad band image splitter (Photometrics QV2) with band pass emission filters for the AlexaFluor488 channel (Semrock FF01-525/30-25) and the AlexaFluor647 channel (Semrock FF02-685/40-25). Image movies were recorded with an EMCCD camera (Andor iXon 897) using an exposure time of 20 ms. This resulted in a camera frame rate of ∼50 frames per second which allowed us to detect ∼300 photons per molecule per frame. A multipurpose data acquisition card (National Instruments NI PCIe-6323) was used to control the lasers and peripheral hardware. The optical resolution of the imaging system, which was used to determine the size of a pixel, was calculated based on the components in the system and verified using a target test slide.
An active form of drift correction was accomplished by reregistering the sample to a pre-selected, isolated reference bead after each acquisition of 2000 frames, which took about 1 min. Fluorescent beads (Invitrogen FluoSpheres, 0.1 μm, Red) were added to the imaging buffer and allowed to stabilize on the cover slip. A 3D piezo stage (Nano-LPS100, Mad City Labs) was used to move the sample to the pre-selected bead where a 3D defocus series was collected. The in-focus position of the bead was determined and used to correct for any drift accumulated since the previous registration. Corrected data typically contains less than 10 nm residual drift.
The recorded movies were processed by estimating the emitters' positions using a fast, maximum likelihood based algorithm [18] which takes into account the finite camera pixel size, background fluorescence and camera read out noise. The method for finding candidate regions of interest for position estimation follows that described in Huang et al. [28] . For each frame, the image was filtered using a difference of Gaussians filter. Then 6 × 6 pixel sub-regions including the identified regions were packaged and input into an iterative routine, based on a graphics processing unit (GPU), which allows for a parallelized processing approach and therefore real-time data analysis. The single molecule candidates were accepted if the number of photons per frame was greater than 100, the background was less than 100. After localization, remaining lateral drift was removed using a method which identifies and corrects drift during the data acquisition by crosscorrelating reconstructed images made from a temporal sub-set of data similar to that described in Mlodzianoski et al. [29] . Drift correction is visually inspected using a reconstructed image with localizations color coded by the time of collection. Each point in the reconstructed dSTORM image represents the found location of a single fluorophore from the analysis of one frame of the image series. The fit precision is taken as the Cramér-Rao Lower Bound calculated from the fit parameters [18] and is returned for each individual fit.
STATISTICS FOR THE ASSESSMENT OF SPATIAL HETEROGENEITY
Analysis of dSTORM data was carried out by using SuperCluster (Jan. 2014 release), a custom program written in Matlab (The Mathworks, Natick, MA). Code is available at the UNM STMC website software page (http://stmc.health.unm.edu). Four complementary statistics for the assessment of spatial heterogeneity in regions of zymosan engagement with dendritic cells vs. noncontact regions were employed. The first analysis method was the well-known pairwise distance distribution, displayed in cumulative form. This distribution provided a measure of the length scale(s) of heterogeneity. The second statistical assessment of spatial heterogeneity was the Getis G statistic (described schematically in Figure S1 ) with a variable cutoff distance, which measured the degree of local clustering [30] . We used this method to identify individual clustered distributions of receptor about local G maxima and perform relevant measurements on all clusters so identified. The third statistical assessment used to assess clustering is Density Based Spatial Clustering of Applications with Noise (DBSCAN). This thresholding-based method for cluster identification was implemented as previously described [31] . We report relevant cluster measurements on DBSCAN-identified clusters, similarly to those found by the Getis G method. The fourth statistical method used to assess receptor nanostructure was Pair Autocorrelation. This method was implemented as previously described [32] [33] [34] and reports a characteristic cluster size and localizations per cluster for the dSTORM dataset.
These complementary methods have different capabilities, advantages and disadvantages. The first measure (pairwise distance distributions) averages over the entire region of interest to obtain length scale(s) where clustering occurs. This method involves minimal manipulation and relatively simple analysis of pairwise distributions, which is the fundamental data upon which the other analyses are based and a good point of reference for comparison with other methods. The second and third methods (Getis G and DBSCAN, respectively) emphasize a local measure of clustering. They identify individual clusters allowing comparisons of distributions of cluster characteristics between contact and non-contact regions as opposed to the ensemble measurements provided by the other methods. Our implementation of Getis G cluster detection was designed to achieve higher sensitivity and specificity for cluster detection under conditions of close apposition of clusters (i.e., as would be expected in contact sites) and in the biologically relevant context of clustering on multiple length scales. The Getis cluster detection method also offers the advantage of avoiding ensemble measurements of clustering across an entire image and instead reporting population distributions of single cluster measurements. Both the Getis and DBSCAN based clustering methods are expected to be relatively insensitive to the problem of multiple localizations per fluorophore because the length scale characterizing the spatial distribution of the multiple localizations is similar to or smaller than the length scale of co-clustering criteria used by these methods. The fourth method for clustering assessment (pair autocorrelation) is an ensemble measure (on the region of interest level) designed to correct for instances of multiple single molecule counting in a dSTORM dataset, although care must be taken in interpretation of the results to ensure that local dSTORM probe density effects on the accuracy of localization fitting do not confound these measurements. We compared the performance of these methods using simulated data to better understand their relative strengths and weaknesses as cluster analysis tools for dSTORM datasets.
SUPER-RESOLUTION ANALYSIS METHODS
Localization pairwise distance distribution
A complete set of Euclidian pairwise distances was calculated based on user-selected regions of interest (ROIs), to which minimum and maximum distance cutoffs of 35 and 500 nm, respectively, were applied. The minimum cutoff removed the majority of pairwise distances occurring due to multiple localizations of a single dye. The minimum cutoff was based on the distribution of pairwise distances for dSTORM images of single dyes on glass taken under identical conditions to the cell images to exclude 90% of these multiple localizations. From these pair-wise distances, the pair-wise distribution function (PDF) was generated. The pairwise cumulative distribution function (CDF) was calculated by placing the pair-wise distances within 100 equally sized bins over the analysis distance (35-500 nm). The CDF was then normalized to the total number of distances, therefore all of the counts in the CDF sum to 1 (or 100%).
Getis G-based cluster analysis
Data preparation for Getis analysis. For the Getis G analysis, the entire region of interest (ROI) area was subdivided into equalsized sub-regions of a user-defined size (i.e., 10 × 10 nm). Each sub-region was assigned a value equivalent to the number of dSTORM localizations it contained, which was then binarized (based on the criterion that it contained 0 or > 0 localizations) to generate the binary matrix, x.
Calculation of clustering by Getis G at various length scales. The value of the ith sub-region of the binary matrix, x i , was used to calculate the Getis G statistic of local spatial association [19, 30] . The calculation was carried out based on the following equation:
In this equation, d is the pair-wise distance between subregions i and j; n is the number of subregions in the ROI; and w ij is a binary weight matrix where w ij (d) = 1 if the pairwise distance, d, between subregions i and j is less than a variable "cut-off " distance, and w ij (d) = 0 if the pair-wise distance, d, between subregions i and j is greater than the "cut-off " distance. The calculation of G was repeated for all cutoff distances between 0 and a maximum value defined as the first peak of the Ripley's L(r)-r curve, with a step size of 1 subregion dimension. The Ripley's value was selected as the maximum cutoff distance because it is a rough measure of prevailing clustering length scales derived directly from the dSTORM dataset [35] and it does not require the user to enter an arbitrary maximum clustering distance that could bias the analysis.
Measurement of local clustering by maximum Getis G.
At each subregion, a curve of G vs. cutoff distance was calculated, and the maximum Getis G value for this curve was recorded for each subregion and retained for further analysis. The maximum Getis G value for a subregion is proportional to the degree to which localizations are clustered about that subregion at length scales up to the maximum cutoff distance (as defined above). Clusters were detected based on the proximity-based joining of subregions with sufficiently elevated maximum Getis G to cluster seed point subregions, as described below.
Assignment of seed points for initiation of cluster detection.
Local maxima in the subregions' values of maximum Getis G were found and used as cluster analysis seed points. The Matlab command "imregionalmax," an image processing toolbox function, which identifies local maximum subregions whose neighbors all have lower localization densities, was used to perform this function. Each seed point was used as a starting point to connect nearby co-clustered subregions into a single cluster object. The decision whether or not to join these subregions depended on the search radius, as defined below.
Definition of search radius for each cluster seed point. A search radius was defined for each seed point subregion. The search radius determined how neighboring subregions are joined (or not) to form individual clusters that will be subjected to cluster measurements. The first derivative of the G vs. cutoff distance function was calculated originating from each seed point subregion. The search radius is defined as the first critical point on the first derivative of the G vs. cutoff distance function. This is a local estimate of the cluster size around the seed point.
Joining subregions into individual clustered groups.
Initially, all subregions separated from a seed point subregion by a distance less than or equal to the search radius were joined together as a cluster associated with that seed point. In order to be grouped into a cluster, a subregion had to contain >0 dSTORM localizations. Clusters associated with single seed points were combined if they overlapped. A user defined minimum cluster size (10 localizations per cluster in our analysis) was applied to reject any cluster smaller than the minimum. The boundary of each cluster was determined by the Alpha shape [36] of the localizations contained within the cluster's subregions. This form of boundary definition has the advantage of allowing convex and concave boundary curvature, which results in better definition of irregularly shaped cluster boundaries than convex hull methods.
Receptor cluster metrics. For each cluster, three measurements were performed: equivalent diameter, cluster area, and intercluster distance. Equivalent diameter was defined as the diameter of a circle with equivalent area to the cluster. Intercluster distance was defined as the shortest edge-to-edge distance between the cluster and its nearest neighbor.
DBSCAN-BASED CLUSTERING ANALYSIS
Density Based Spatial Clustering of Applications with Noise (DBSCAN) was used to describe clustering in the dSTORM dataset. This algorithm was implemented on the dSTORM localizations as previously described [31] . This method employs a user defined search radius for cluster identification (ε) and minimum localizations/cluster threshold. In our analysis, ε was set to 30 nm and the minimum was set to 10 localizations per cluster. For each cluster, we quantified equivalent diameter and cluster area, as defined above.
LOCALIZATION PAIRWISE DISTANCE AUTOCORRELATION
Pair Autocorrelation was performed on the dSTORM localizations to assess receptor nanostructure. Pair autocorrelation was implemented using unmodified code as previously described [32] [33] [34] . The results were fit according to the procedure previously described using custom code to fit the autocorrelation results to a Gaussian function using unconstrained non-linear optimization. The code used to implement this fitting is provided within the SuperCluster program, as noted above.
GENERATION OF SIMULATED dSTORM DATA
Simulated data was generated using the domain simulation capabilities of the SuperCluster program.
For domain simulations with varying Gaussian variance in Figure S2 , simulated data were created by drawing a specified number of points from a multi-variant random normal distribution using random seed points and the desired covariance matrix using the Matlab command "mvnrnd." These calculations resulted in densely packed round structures with Gaussian distributions of random points with the desired distribution variances in width of the Gaussian distribution.
We generated 2D symmetrical Gaussian domains for Figure S2 using the following parameters: σ = 100 nm; 10 molecules/domain; 1, 5, 10, 20, 30 domains/μm 2 simulation space; 10 localizations/molecule, 20 nm localization error; 5 × 5μm simulation space; 10 nm pixel size. We collected four, non-overlapping 2 × 2μm regions of interest from the simulation space at each density condition for analysis by SuperCluster. We generated 2D asymmetrical Gaussian domains ( Figure S2 ) with the same parameters except that the x-axis Gaussian σ was 100 nm and the y-axis Gaussian σ was 70 nm.
RESULTS
RECRUITMENT OF DC-SIGN AND CD206 TO FUNGAL CONTACT SITES
DC-SIGN and CD206 form microdomains on the plasma membranes of dendritic cells [9] [10] [11] 37] . Upon exposure to fungal pathogens or pathogen mimetic particles (i.e., S. cerevisiaederived zymosan particles used herein), significant spatial rearrangements of these receptors occur. We used laser scanning confocal microscopy on entire 3D contact sites to demonstrate that recruitment of DC-SIGN and CD206 in dendritic cell-zymosan contact regions results in considerable enrichment of receptor in the contact site.
As described in Materials and Methods, cell membranes were labeled using Cell Mask Orange and DC-SIGN and CD206 by indirect immunofluorescence. 3D confocal stacks of resting dendritic cells (0 h) and DC conjugates with zymosan at 1 and 4 h of interaction were imaged and analyzed by a custom procedure designed to accurately extract receptor intensity from the curved contact site membranes [24] . Total contact site DC-SIGN signal increased by a factor of 67-fold (p < 0.0005) at 1 h (relative to resting cell receptor density) and was not significantly different between 1 and 4 h ( Figure 1A) . Total contact site CD206 signal increased by a factor of 55-fold (p < 0.0005) at 1 h (relative to resting cell receptor density) and was not significantly different between 1 and 4 h ( Figure 1B) . We conclude that there is a high degree of CTL enrichment in contact sites. However, the fine structure of CTLs in these contact sites is not resolved, so we pursued super-resolution imaging to characterize nanoscale changes in CTL topography within these high receptor density contact sites formed during fungal recognition.
SUPER-RESOLUTION IMAGING INDICATES ENRICHMENT OF DC-SIGN AND CD206 IN FUNGAL CONTACT SITES ON DENDRITIC CELLS
For our dSTORM imaging, human monocyte-derived immature dendritic cells were exposed to fluorescently labeled zymosan particles for up to 4 h to allow stable host-microbe contact sites to form. The immature dendritic cells were then fixed and stained for DC-SIGN or CD206 using direct immunofluorescence with an IgG conjugated to AlexaFluor647 under saturating conditions. In our dataset of super-resolution and confocal fluorescence images of these stained contact sites, we were able to see immunofluorescence staining in all parts of the contact (Figure 2A and data not shown), indicating that antibody access was sufficient to stain receptors throughout the host-microbe contact sites. Prior to dSTORM imaging, widefield fluorescence images were acquired to indicate the location of the fluorescently labeled zymosan particle/s in relation to the dendritic cells. Figure 2A shows a representative dSTORM image of CD206 on a dendritic cell with a single fungal particle (green oval) bound to its surface. In this example, widefield imaging of the green channel indicated that the AlexaFluor488-labeled zymosan was bound to the side of the cell. The plane of focus was set through the middle of the contact region, and thus resolved structures through a cross-section of the dendritic cell (calculated depth of focus ∼500 nm). Because the center region of the zymosan particles was slightly autofluorescent in the red channel, localizations which appeared in the middle of the zymosan particle were masked during analysis.
The spatial distribution of DC-SIGN and CD206 within a contact region is strikingly different than in other areas of cell membrane. The lectins form a larger and more continuous structure within the contact site than the nanodomains that are present in naïve cells and in regions that are not bound to a zymosan (Figure 2A and insets) . This change occurred within the time interval that zymosan particles and dendritic cells were incubated prior to fixation (4 h). The density of dSTORM super-resolution localizations within a white rectangular region containing a contact site was compared to that in a non-contact region of equivalent size (yellow) from the same image of the same cell. Results were calculated from 11 and 8 pairs of zymosan contact regions and non-contact regions for DC-SIGN and CD206, respectively (obtained from 6 and 5 different cells, respectively). As shown in Figure 2B , the overall density of DC-SIGN and CD206 was significantly enriched in zymosan contact regions over paired non-contact regions. Statistical comparison of receptor density at contact and non-contact membranes by Student's t-test indicated significant differences for both receptors at p = 0.01 for DC-SIGN (when a single outlier, identified by being greater than three standard deviations away from the median, is removed from the analysis) and p = 0.00085 for CD206. The degree of enrichment of super-resolution localizations is lower than that observed for total receptor fluorescence signal by confocal microscopy. We attribute this to known difficulties in sampling single molecule blinking events equally well in regions where density is dramatically larger, leading to under sampling of dense contact sites [28] . This under sampling is a stochastic event involving the observation of simultaneous emission from two probes in a diffraction-limited volume, which must be rejected as unreliable positional estimates for a single probe [38] . This effect would not be expected to impair the ability to measure domain geometry since the domain is still well sampled (see Discussion). However, the conventional confocal measurements in Figure 1 are a more reliable estimate of contact site receptor enrichment.
PAIRWISE CUMULATIVE DISTRIBUTION FUNCTION (CDF) ANALYSIS OF SUPER-RESOLUTION DATA
Further quantitative analysis was required to investigate whether the spatial rearrangement of DC-SIGN and CD206 in fungal contact regions was due to closer packing of the elemental nanodomains viewed in the absence of fungal particles, or alternatively, whether a larger, more continuous structure was formed. Because dSTORM super-resolution imaging produces quite precise single-molecule localizations, CTL receptor accumulations in contact regions could be analyzed by examining pairwise distance calculations. The results of these analyses are shown in Figures 3A-E .
As depicted in Figure 3A , the cumulative probability distribution function (CDF) of single-molecule localization pairwise distances is theoretically predicted to be altered depending upon the nanostructuring of densely packed structures. To test this prediction, simulated pairwise distance distributions were generated from two-dimensional, Gaussian-shaped random distributions of points with a different variances (50 or 150 nm) to produce large or small regions of randomly distributed simulated localizations. for data exhibiting clustering on a shorter length scale. Because differences in density of CTL expression per cell will influence the CDF, all CDFs in these simulations were normalized to the density of points contributing to pairwise localizations by dividing by the total sum of all the counts in the region and multiplying by 100. The results of this simulation showed that the CDF curve shifts to the right, as predicted, when receptor clustering occurs over a longer length scale. Because we had hypothesized a shift to a longer length-scale nanostructure, we expected to see experimental CDFs shift in this fashion. Pairwise distance data were analyzed for dSTORM localizations from rectangular regions in contact and non-contact regions. Due to the fact that our fitting analysis to identify localizations allows for a single molecule to be localized multiple times due to repeat blinking events of the same molecule, we removed pairwise distances <35 nm from this analysis to minimize their influence on the analysis. The average CDFs for DC-SIGN and CD206 in contact and non-contact membranes are presented in Figures 3B,C, respectively. Data were calculated from 11 and 8 pairs of zymosan contact regions and non-contact regions for DC-SIGN and CD206, respectively. In both cases, the CDF curves for contact regions are shifted in favor of longer length scales when compared to non-contact regions on the same cell. Thus, it appears that in contact regions these lectins are clustered over a longer length scale than in regions of the cell that are not in contact with a zymosan particle. When analyzed on the scale of a single contact region, a chi-squared analysis between individual pairs of CDFs of either DC-SIGN or CD206 from noncontact and zymosan contact regions from the same cell indicated that the curves are significantly different for 91 and 88% of the pairs, respectively. Significance is indicated by a p-value < 0.05 ( Figure 3D ).
The length scale over which clustering occurs was analyzed by calculating the difference (%) between the non-contact and contact CDFs from paired regions within the same cell. This analysis indicated that the maximal inter-CDF divergence (>5%) occurred between pairwise distances of 70-130 nm for DC-SIGN and 50-370 nm for CD206 ( Figure 3E ). CD206 exhibited a single clear length scale of increased nanostructuring in contacts. In contrast, DC-SIGN exhibited increased nanostructure in contacts in a more complex pattern with increased frequency of nanostructure spread over several length scale peaks. These inter-CDF divergence values represent distances where the greatest amount of nanostructure was lost in contact site regions. The
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August 2014 | Volume 2 | Article 46 | 8 lower probability of finding pairwise distances in this range for contact sites relative to non-contact membrane suggests that ordering on the scale of individual nanodomains, such as predominate in resting dendritic cells, is lost during fungal contact site formation. Simultaneously, larger and more-continuous CTL lateral organization seems to emerge at fungal contact sites. While CDFs provide a valid overview of spatial data in super-resolution datasets, they provide only ensemble measurements of structure over the entire region of interest. Therefore, we also used several complementary methods to examine spatial organization in contact membranes.
GETIS STATISTICAL ANALYSIS OF CLUSTERING AND LOCAL DENSITY IN FUNGAL CONTACT REGIONS ON DENDRITIC CELLS
The Getis statistical analysis has been used to analyze geographical clustering data, and is a method that indicates the local amount of clustering in an image [19, 20, 30] . We devised a customized implementation of the Getis statistic and used it to identify and perform further spatial statistical analysis upon receptor clusters. A schematic depiction of this analysis is presented in Figure S1 and described in the Materials and Methods Section. In summary, the Getis G local clustering statistic is applied to small subregions of the image to independently identify receptor clusters in the dataset. Then, super-resolution localizations within these identified clusters can be independently analyzed with respect to cluster equivalent diameter, area, and intercluster separation. The major advantages of this approach include the ability to analyze distributions of nanodomain measurements (rather than ensemble measures across the entire region of interest) and objectivity in cluster identification due to the absence of any requirement for arbitrary user defined parameterization that can strongly influence the result. Getis analysis identified clusters in contact site and paired non-contact membranes (Figures 4A,B) . We measured the size of DC-SIGN and CD206 domains and show that nanodomains of both receptors in contact sites were significantly larger than those in non-contact membranes. This is quantified as both the diameter of a circle of equivalent area of the nanodomain ( Figure 4C,  Table 1 ), which gives a sense of the domain width, and the total measured area of nanodomains ( Figure 3D) . Contact site DC-SIGN and CD206 nanodomains have 70 and 90% greater area, respectively, than non-contact nanodomains. We also found that nanodomains of both CTLs are more tightly packed in contact sites, as measured by diminished separation distance between objects ( Figure 4E , Table 1 ). Intercluster separation (minimum edge-to-edge) distance was decreased significantly for
FIGURE 4 | Getis statistical analysis of clustering and local density in fungal contact regions on dendritic cells. (A)
A representative map of clusters of CD206 identified using Getis in a zymosan contact ROI on a dendritic cell with a zymosan particle bound. Different colors represent independent clusters identified by the algorithm. (B) A representative map of clusters of CD206 in a non-contact ROI on the same cell as in (A). Getis G values are calculated on 10 × 10 nm square regions. (C) Box and whisker plot of the cluster diameters from Getis analysis. The mean value is depicted by the shaded circle, the median value is depicted by the horizontal line in the shaded box, which represents the Interquartile Range (IQR, values from 25th-75th percentile). The bars above and below the shaded box denote positions 1.5 times the IQR above the 75th percentile and 1.5 times below the IQR below the 25th percentile, respectively. (D) Box and whisker plot of the cluster areas from Getis analysis. (E) Box and whisker plot of the minimum edge to edge distance from one cluster to the next nearest cluster using clusters identified by Getis analysis. Results were calculated from 11 and 8 pairs of zymosan contact regions and non-contact regions for DC-SIGN and CD206, respectively. Box and whisker plots were scaled for visualization of the mean and median values, resulting in some larger outliers to be omitted from the plots. The maximum % of outliers not displayed due to scaling is 10.0% of the total dataset. * Indicates that the difference between the value and the value for the non-contact ROI is significant, with a P-value of < 0.05, * * indicates a P-value of < 0.01, * * * indicates a P-value of < 0.001 and * * * * indicates a P-value of < 0.0001 (Mann-Whitney test).
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August 2014 | Volume 2 | Article 46 | 9 both DC-SIGN (38%) and CD206 (42%) in contact sites relative to non-contact sites. The DC-SIGN and CD206 nanodomains found in contacts are typified by equivalent diameters of approximately 150-175 nm. We found that the number of localizations per nanodomain was not significantly different between contact and non-contact regions (data not shown), but this result must be interpreted with caution due to the relative under sampling of dSTORM localizations under conditions of high probe density.
DBSCAN STATISTICAL ANALYSIS OF CLUSTERING AND LOCAL DENSITY IN FUNGAL CONTACT REGIONS ON DENDRITIC CELLS
A complementary method of identification of domains for subsequent measurement is Density-Based Spatial Clustering of Applications with Noise (DBSCAN). This method identifies clusters by co-clustering all points that are separated by no more than ε pairwise distance, provided that n points can be found within that distance. Thus, the user must provide appropriate values of ε and n for this analysis that can be justified based on familiarity with the data, empirical observations of DBSCAN behavior given those variables, and the degree to which the analysis is robust to changes in the parameters. Nevertheless, the choice of ε and n does influence the identification of domains and therefore, the spatial measurements performed on those domains. For our CTL analysis, we found that ε = 30 nm and n = 10 functioned well and identified domains in contact and non-contact membranes (Figures 5A,B) . These values are also justifiable on the grounds that: (1) ε approximates the positional precision of dSTORM measurements, (2) ε is well below the expected size of domains based on previous work, and (3) n is justifiable as a reasonable estimate of the number of multiple localizations per single molecule based on images of single dyes randomly adsorbed to glass (data not shown). In our analysis, we found a significant increase in the equivalent diameter and absolute area of contact site CD206 nanodomains relative to noncontact site structures (Figures 5C,D; Table 2 ). The DBSCANidentified relative increase in nanodomain area for CD206 (50%), was smaller than that observed with the Getis method, as discussed above. No significant change in domain size was observed for DC-SIGN between contact and non-contact membranes (Figures 5C,D; Table 2 ). We further explored the relative performance of Getis and DBSCAN methods of identifying clusters for analysis using simulated nanodomain images, as described below. Based on the need for user-provided parameter estimation and Box and whisker plot of the cluster areas from DBSCAN analysis. Results were calculated from 11 and 8 pairs of zymosan contact regions and non-contact regions for DC-SIGN and CD206, respectively. Box and whisker plots were scaled for visualization of the mean and median values, resulting in some larger outliers to be omitted from the plots. The maximum % of outliers not displayed due to scaling is 10.7% of the total dataset. * Indicates that the difference between the value and the value for the non-contact ROI is significant, with a P-value of < 0.05 (Mann-Whitney test).
the fact that DBSCAN performance degrades more rapidly with increasing concentration of domains in the membrane ( Figure  S2 ), we conclude that the Getis-based method is a superior means of cluster identification for our dSTORM data.
PAIR AUTOCORRELATION STATISTICAL ANALYSIS OF CLUSTERING AND LOCAL DENSITY IN FUNGAL CONTACT REGIONS ON DENDRITIC CELLS
Pairwise distance-based spatial correlation measurements have been developed and constitute another method of analyzing clustering in pointillistic super-resolution datasets such as ours [32] [33] [34] . The major advantage of this approach lies in its ability to account for the spatial distribution of multiple localizations of a single probe separately from the spatial features of a larger biological structure (i.e., a membrane nanodomain). This is accomplished by fitting an empirical spatial autocorrelation of pairwise distances between super-resolution localizations in the region of interest to a functional form that contains a term representing the spatial autocorrelation of multiple localizations of a single dye and another term describing the spatial autocorrelation of the biological structure presumed to exist. From this autocorrelation fit, one can extract information about nanoscale structures such as the size of the structure and the density of labeled objects in the structure. The pair autocorrelation method contrasts with the Getisbased and DBSCAN methods described above in that it is an ensemble measure of nanostructure across the entire region of interest-it does not identify individual domains for measurement. However, it does provide information about characteristic domain features. Heterogeneity in the biological structure of interest will increase the error in the parameters obtained from fitting the autocorrelation data. The shape of the distribution of structural heterogeneity (i.e., normal, skewed/long tailed or multimodal), which is often not known prior to analysis and is not obtained from this method, may also influence the physical meaning of the parameters returned by the fit. These parameters are characteristic values of biological nanostructure averaged over the region of interest. Furthermore, the fitting assumes a biological feature geometry, which is implemented herein as a Gaussian shape. This geometry is a reasonable first approximation for membrane structures, but often the actual nanoscale structure of such objects is not known a priori, structural heterogeneity can be large, and complex structure may exist on multiple length scales.
We applied pair autocorrelation analysis to our dSTORM datasets of CTL distribution in contact site and non-contact membranes. The median autocorrelation fit values for DC-SIGN and CD206 in contact and non-contact membranes are summarized in Figure 6A . Using this method we detected no statistically significant differences (p ≤ 0.05) in objects (fluorophores on labeled primary antibodies) per domain (Figure 6B ) or domain size ( Figure 6C) . However, this data must be interpreted in the light of several important observations and caveats defined below.
First, unexpected differences were found in parameters of the pair autocorrelation fits. The number of localizations per object returned by these fits was higher in contact areas for both CTLs (Figure 6D) . This value represents the characteristic number of multiple localizations of a single dye in our datasets and should be primarily a function of the photophysics of the dye (i.e., blinking rate) under the imaging conditions used. These differences were observed for the same dye on the identical monoclonal antibody under identical imaging conditions (i.e., from two parts of the same image). We cannot provide a satisfactory physical explanation for why the multiplicity of localization of one AlexaFluor647 should be higher in contact sites. It is possible that increased density and proximity of localizations in the contact may be causing the autocorrelations from multiple localizations of a single dye and autocorrelations from a nearby second dye to be so heavily overlapping that they are difficult to accurately fit to the autocorrelation model. Supporting this conjecture, we also see a significant increase in the localization precision parameter returned by autocorrelation fits for contact site areas (Figure 6E) , meaning that the spatial distribution for multiple localizations of a single object is broader in contact sites. Diminished localization precision could be due to a greater density of localizations in the contact, which causes the fitting procedure to erroneously consider a greater number of nearby localizations from different fluorophores as related to the spatial distribution of multiple localizations for a single dye. Finally, we note that the autocorrelation g(0) values are higher for the noncontact than contact site regions ( Figure 6A ). This is expected because autocorrelation g(0) is inversely proportional to localization density and that density is higher in contact sites. However, the fold decrease in median autocorrelation g(0) between noncontact and contact membrane, which equates to the fold increase in density, is 2.4-fold for DC-SIGN and 2.6-fold for CD206. Therefore, measurement of relative differences in receptor density by autocorrelation g(0) indicates a somewhat lower level of contact site receptor enrichment than determined by reference to the total number of localizations in contact vs. non-contact regions ( Figure 2B ). This is consistent with the explanation that contact sites have more localizations that are erroneously counted as multiple localizations of a singe dye, leading to additional undercounting of individual objects (fluorophores) in contact sites beyond the density based effect discussed previously in relation to Figure 2B .
We find that a careful consideration of the performance of pair autocorrelation measurements of clustering in our dataset indicates that the method may not be accurately separating autocorrelations from multiple localizations generated from the same dye and those from biological structures similarly for non-contact and contact regions. This method may be adversely influenced by the high localization density in our images. It is also possible that CTL nanodomains are too heterogeneous in shape and/or do not meet the Gaussian-shape assumption of the fit, leading to inaccuracies in the parameters returned by the pair autocorrelation fit. We further explore below the performance of the Box and whisker plot of the localization precision from pair autocorrelation analysis. Results were calculated from 11 and 8 pairs of zymosan contact regions and non-contact regions for DC-SIGN and CD206, respectively. * Indicates that the difference between the value and the value for the non-contact ROI is significant, with a P-value of < 0.05, and * * indicates a P-value of < 0.01 (Mann-Whitney test).
pair autocorrelation method in simulated dSTORM datasets with variable density and domain shapes that depart mildly from a symmetrical 2D Gaussian shape. Overall, our results with the pair autocorrelation method demonstrate that the method is very powerful and has several important advantages, but factors such as localization density, proximity and domain heterogeneity can strongly influence the results obtained by this method, requiring careful interpretation.
PERFORMANCE COMPARISONS OF GETIS, DBSCAN AND PAIR AUTOCORRELATION METHODS USING SIMULATED dSTORM DATA
We compared the performance of DBSCAN and Getis-based cluster identification algorithms used above (Figures 4, 5 ; Tables 1, 2 ) with respect to their ability to identify and measure nanodomains in simulated dSTORM datasets. These nanodomains were intended to be approximately similar to measured objects; they were simulated as symmetrical 2D Gaussian distributions with a specified number of objects, multiplicity in localizations per object and density of nanodomains in the area of simulated 2D space (see Materials and Methods for details). We compared the known input values for these simulated objects with the output of the above clustering metrics. We found that the performance of both Getis and DBSCAN methods of identifying clusters decreased as the domain density increased (Figures S2A,B) . The range of domain densities that is most relevant to our experimental data is 1-10 domains/μm 2 . In this range, both Getis and DBSCAN algorithms initially identified approximately the expected number of domains given the region of interest's area ( Figure S2A ). As the density of domains increased both methods detected fewer than the expected number of domains, presumably because the probability of domains placed too close together to adequately segment rises with domain density. However, we noted that the Getis method was more accurate than DBSCAN at low densities and remained more accurate as the domain density rose through the relevant range. The size of the simulated domains is based on the Gaussian σ (100 nm) used to create the data, so we evaluated the ability of Getis and DBSCAN methods to identify simulated domain sizes accurately ( Figure S2B ). Both methods performed well for the identification of domain size up to 10 domains/μm 2 . However, DBSCAN reported domains as dramatically larger than their true size at >10 domains/μm 2 while the ability of Getis-based domain identification to report the correct domain size remained much more accurate over that range.
We used simulated images of symmetrical Gaussian-shaped domains to test the ability of the pair autocorrelation method to accurately extract their key features (Figures S2C-F) . Pair autocorrelation exhibited good performance in recovery of accurate domain size (Gaussian σ) ( Figure S2C ), objects per domain ( Figure S2D ), localizations per object ( Figure S2E ) and localization precision ( Figure S2F ). Performance was strong over the 1-20 domains/μm 2 range, although we observed an increasing incidence of autocorrelation fits with unrealistic values at higher density. We observed an accompanying progressive increase in both the localization precision and its variance across multiple simulations with increasing domain density ( Figure  S2F ). We note that this performance is for a dataset where all domains are uniform in shape and size.
Biological membrane structures are generally heterogeneous in their geometric form. Therefore, we performed a further set of dSTORM simulations to determine how a mild departure from a symmetrical 2D Gaussian shape in simulated nanodomains would influence the performance of pair autocorrelation analysis. We simulated Gaussian domains with unequal x and y variance such that variance in one dimension was 70% of that in the other dimension. All other simulation input values (objects per domain, localizations per object and localization precision) were equivalent to those used above for symmetrical Gaussian domain simulations. We found that even this mild departure from a symmetrical Gaussian geometry resulted in inaccuracy in the recovered parameters and increased variance amongst simulation repeats. The returned value for mean domain size (Gaussian σ) was relatively constant over the 1-10 domains/μm 2 range, but the recovered size was considerably smaller than either dimension's input value and the variance over multiple simulation runs was quite large ( Figure S2G ). Over the same domain density, the recovered values for objects per domain ( Figure S2H ) and localizations per object ( Figure S2I ) were inaccurate and varied with domain density, while the input values for these parameters was constant. While the performance of the pair autocorrelation method is excellent for uniform data that exactly match the assumed geometry, we conclude that even a relatively mild departure from these conditions, that is certainly comparable to the level of geometric heterogeneity in our experimental data, is sufficient to cause considerably decreased accuracy and precision in the recovered domain parameters.
We conclude that the Getis-based method performs as well or better than the DBSCAN method under the most relevant conditions for nanodomain identification and analysis. Under ideal or very well characterized conditions, pair autocorrelation provides excellent results. However, the heterogeneities present in our biological dataset, which are likely characteristic of biological data, suggest that the results of pair autocorrelation measurements should be interpreted carefully, bearing in mind the assumptions inherent in the analysis and potential artifacts arising from the imaging process. We therefore emphasize our experimental cluster measurements in Figure 3 as likely to provide the most accurate and versatile measurement of CTL nanostructure amongst the methods we have employed.
DISCUSSION
The membrane interface between leukocytes and particulate targets of engulfment has been termed the "phagocytic synapse" by various authors [13, 14] . Phagocytosis serves important functions in host defense, including engulfment, destruction and antigenic sampling of microbial pathogens via pattern recognition receptors. The manner in which the lateral organization of CTL membrane receptors enables specific recognition and signaling in the presence of fungal pathogens remains an important open question. For several members of the CTL family of receptors, including DC-SIGN, CD206 and Dectin-1, clustering of receptors into domains has been identified as a required step for proper recognition of pathogenic particles [5, 6, 39, 40] . Indeed, engagement of Dectin-1 signaling via its hemITAM domain is important for phagocytosis of fungal particles, and previous work has shown that segregation of the transmembrane phosphatases CD45 and CD148 is required for activation of phagocytosis of fungal particles via Dectin-1 [13, 41] .
Previous studies using conventional, diffraction-limited fluorescence microcopy methods to explore receptor structure at the phagocytic synapse have suggested models of engulfment in which nanoscale organization of receptors is a key factor in regulation of phagocytic efficiency. Quantitative fluorescence methods such as super-resolution imaging can provide higher resolution data regarding changes in receptor organization in phagocytic synapses, but to our knowledge, these imaging tools, and their accompanying analytical methods, have not been previously used to quantify changes in receptor nanostructure during leukocyte interaction with fungal particles. In this work, we have identified local changes in the lateral distribution of DC-SIGN and CD206 that occur at the sites of contact between immature dendritic cells and fungal zymosan particles using both quantitative confocal fluorescence and super-resolution microscopy. Our results provide the first direct evidence that membrane nanostructure of two mannan-binding CTLs in fungal contacts changes significantly during the establishment of a phagocytic synapse. Most notably, nanodomains of both CTLs were larger and more closely packed in fungal contacts relative to non-contact membranes.
Cluster detection and analysis methods are critical for extracting quantitative information about spatial organization of biological structures from pointillistic datasets derived from various nanoscale imaging modalities. Some examples of methods that can be useful in this context are thresholding of normalized Ripley's L(r) functions [20, 42] , localization pairwise distance auto-correlation and cross-correlation [32] [33] [34] , density based clustering [31] and hierarchical clustering [43] . Some of these methods are compared with experimental and simulated data in this work, revealing different strengths of each approach. Of course, as receptor domains become more closely packed on the surface of a cell, experimental and analytical difficulties increase that are likely to affect all of the above methods. First, finite fluorophore photon flux and optical imperfections present in any microscope create localization error that fundamentally limits precision in localization microscopies (∼20 nm in our studies). When domain edge-to-edge separations approach this limit, these cluster detection methods will likely detect the domains as a single structure. Second, as noted above, it is possible that fluorophores will be undercounted as density of probes increases in a structure due to rejection of events with >1 dye emitter in a sub-diffraction volume. While this undercounting effect makes extraction of probe densities difficult, we do not expect it to introduce bias into domain detection or geometric measurement. For dSTORM imaging to be successful, dyes must infrequently and stochastically enter a state capable of fluorescence emission. Dyes enter this state independently. Therefore, the likelihood of simultaneous emission from any pair of dyes in a sub-diffraction sized domain is equivalent and independent of their separation distance. We expect that localizations on all pairwise distance length scales will be similarly affected by undercounting at high probe density, and no bias will be introduced to pairwise distance distributions or other measures used in our work. Third, we must consider whether an increase in localization density in fungal contact site domains would impact performance of methods such as the DBSCAN and Getis-based methods we employ. We conceive of a membrane protein domain as a structure with a boundary inside which are proteins participating in the domain via intermolecular interactions, and outside which are proteins not undergoing such interactions. In a hypothetical domain where the density of domain proteins increases in the presence of a fixed boundary, we might expect more localizations within ∼20 nm of the boundary, according to the localization error distribution, but we expect that any broadening of the domain due to an increase in probe density alone would be relatively small and restricted to this effect. We note that it is important that domains be well sampled with probe, and in our work, we operated at saturating probe-binding conditions to avoid underlabeling.
In the present analysis, we surveyed receptor occupancy over a relatively long time window of hours to set our super-resolution data into the context of the evolving host-microbe interaction at the dendritic cell plasma membrane. Based on our confocal data analysis, most receptor recruitment to zymosan contacts occurs in the first hour of contact and there is relatively little change out to 4-h contacts. The 4-h contact sites subjected to super-resolution imaging therefore represent stable host-pathogen interaction structures where significant receptor reorganization has already occurred. Phagocytosis of fungal particles can occur quite rapidly, yet we often observe that fungal particles remain on the surface of human dendritic cells for prolonged periods of time. Indeed, we have previously reported that only ∼17% of zymosan particles that stably bind to human immature dendritic cell membranes are internalized over a period of hours, and prolonged extracellular interactions are common with human immature dendritic cell, even at low particle:dendritic cell ratios (8) . The signaling occurring at these short-and long-term contacts could differ, as could the functional consequences of these types of cellular interaction for innate immune activation and antigen presentation. While the process of membrane remodeling and internalization required to achieve phagocytosis may be rapid, there may also be clinically relevant settings of innate immune fungal recognition that do not permit rapid phagocytosis of fungi but instead encourage prolonged interactions. For example, leukocytes present in the highly interconnected network of a C. albicans biofilm are thought not to participate in phagocytosis even though they are surrounded by fungal cells and fungal extracellular matrix [44] .
Extending earlier work by TEM and NSOM [5] [6] [7] , our previous studies had determined that both DC-SIGN and CD206 are expressed in ∼80 nm nanodomains on the surface of dendritic cells in the absence of exogenous ligand [12] . Due to the very small nature of these domains, super-resolution imaging was required to resolve these structures at the nanoscale [15, 45] . Thus, we investigated whether the CTL aggregation at contact sites was the result of a change in the nanostructuring of these receptors using the dSTORM super-resolution method. Quantitative analysis clustering from dSTORM single molecule localizations determined that both DC-SIGN and CD206 exhibit clustering on significantly longer length scales in the contact region when compared to non-contact membrane regions on the same cell. Therefore, we are no longer able to resolve ∼80 nm nanodomains in the contact region. We can conclude that if ordering on this spatial scale exists in the contact site, domains must be packed within identified nanodomains closely enough to achieve sub-resolution interdomain edge separations of <30 nm. We note that non-contact site CTL nanodomains identified by our Getis-based method (∼120 nm equivalent diameter) are somewhat larger than those we identified earlier in resting dendritic cells (∼80 nm). This is most likely explained by the use of different imaging platforms and modalities (BLINK microscopy vs. dSTORM), different labeling strategies (primary antibody plus labeled secondary antibody previously vs. directly labeled primary antibody herein), different measurement methods (direct 2D Gaussian fitting vs. Getis-based equivalent diameter calculation), and differences in the orientation of the membrane relative to the optical axis (cross-section vs. en face).
The distinct mechanisms that allow CTL nanodomains to assemble into larger more dense structures following exposure to ligand and how receptor density on the nanoscale influences signaling remains unknown. This point is of particular interest as recent findings suggest that DC-SIGN domains contain, as a lower limit, only 1-2 tetramers of protein on average [12, 37] . Our results on local clustering presented in this manuscript suggest that the receptors become significantly more densely packed on the nanoscale, likely leading to spatial arrangements that trigger different interactions between specific lipids and proteins. For DC-SIGN, the mechanism by which this occurs is particularly intriguing because microdomain stability appears not to depend directly on the presence of the cytoplasmic domain but rather on the ectodomain of the protein [9, 11] . Importantly, the merging of originally separate types of CTL domains within a single larger structure, or the formation of heterotypic interdomain boundary zones, could give rise to signaling crosstalk that would not have happened in the resting state where receptors are well-segregated from one another, as is the case for DC-SIGN and CD206 in resting dendritic cells [12] .
In attacking the problem of receptor lateral organization at the zymosan-dendritic cell contact zone, we tested and compared several methods for analyzing protein clustering in super-resolution data. This is an important current problem in maximizing the ability of super-resolution methods to contribute novel, quantitative insight into a wide variety of biological systems where the density of relevant proteins is high, including host-pathogen interactions. We found that adaptation of the Getis method offers distinct advantages in terms of providing local information on protein organization in an unbiased manner, thereby providing a view of the phagocytic synapse in unprecedented detail.
In the near future, however, a number of important extensions of our study can be envisioned. First, one limitation of this investigation is that the chemically prepared zymosan particles are not likely to completely recapitulate ligand induced alterations in CTL nanostructure because of the interplay in the lateral organization of live fungal pathogen membranes and the plasma membrane of a dendritic cell occurring at the phagocytic synapse. For instance, work from the Lipke and Dufrene laboratories has demonstrated rearrangements of Als-family mannoprotein adhesins from a random distribution in the C. albicans cell wall to an amyloid form (consisting of 100-500 nm sized clusters) following force application by an AFM cantilever [46, 47] . Interestingly, the clustered distribution of Als proteins spreads to regions of the cell wall never contacted by the cantilever, suggesting that rearrangements of mannoproteins at host-fungal contact sites could induce global changes in cell wall structure. Thus, although the changes in CTL nanostructure that we have observed will reflect ligand nanostructure on the particle, future studies will focus on CTL and cell wall ligand nanostructure generated at contact sites with live fungal pathogens such as C. albicans. Second, in this study we investigated 4 h contact sites representing stable host-pathogen interaction structures where significant receptor reorganization has already occurred, it will be interesting to focus attention on shorter time scales at both the diffraction-limited and super-resolution levels to assess receptor recruitment patterns at very early time points. Third, an alternative approach to measuring geometries of static nanoscale structures would be to examine the dynamic interactions of protein and lipids in CTL domains using methods such as Fluorescence Correlation Spectroscopy and Single Molecule Tracking in sub-diffraction observation volumes, such as those achieved by Stimulated Emission Depletion or near field optical methods [48] [49] [50] [51] [52] [53] as well as live cell super-resolution techniques [54] [55] [56] [57] Our previous work with DC-SIGN demonstrated that this protein exhibits very little exchange between the domain and the surrounding membrane and low intradomain mobility [9] [10] [11] . Extension of these methods to other CTLs, lipid-protein interactions and comparison of resting vs. fungal contact domain dynamics could be informative. Lastly, our attempts to address super-resolution co-localization of DC-SIGN and CD206 in the present study were complicated by z-axis drift in two color datasets that prevented accurate registration of image datasets. We anticipate that improved z-axis positional stability will make direct observations of CTL mixing in fungal contacts a promising target for future investigations.
At this juncture, our results raise a number of important questions regarding the manner in which dendritic cell CTLs like DC-SIGN and CD206 alter their spatial arrangements on the cell membrane when in contact with fungal pathogens to produce key elements of the innate immune response. For example, what are the mechanisms responsible for receptor recruitment to and clustering within contact sites, and are they shared between multiple types of receptors? And, what is the functional significance of increased CTL nanodomain size and packing density with respect to binding avidity and cellular activation? Answers to these questions will substantially increase our understanding of membrane domain structure-function relationships in general, and of CTL domains in particular, thus potentially leading to the design of new therapeutic agents that target host-pathogen interactions for the treatment of human mycoses.
