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Abstract 
This thesis addresses the issue on transmitter adaptation in direct sequence 
code division multiple access (DS-CDMA) systems. To eliminate the multiple 
access interference (MAI) for a better signal reception, the co-operation from 
the transmitter is proposed. In this work, we have developed a decentralized 
transmission scheme for asynchronous Gaussian multiple access channels. We 
consider each transmitter and its corresponding receiver as an individual pair. 
Each pair simultaneously and independently alters its own signature sequence to 
achieve a certain target SNR. Information from the other users is not required 
in this decentralized scheme. At the steady state of the adaptation, it is found 
that the final sequences are orthogonal to interference taking into account the 
corresponding delay profiles. Hence MAI are effectively eliminated. In this the-
sis, we also consider the transmitter adaptation issues for wideband DS-CDMA 
and multiple carrier CDMA (MC-CDMA) systems in frequency selective fading 
channel. Simulations also show that transmitter adaptation works well in fad-
ing channels. Transmitter adaptation provide not only a good solution against 
fading, but also the MAI and inter-symbol interference (ISI) rejection. Practical 
issues on transmitter adaptation have also been investigated. We considered the 
iii 
case of imperfect estimation for the adaptation algorithms. With some modifi-
cations on our original adaptive algorithm, we demonstrated that our schemes 
only require a small number of sample bits per iteration for the adaptive process, 
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1.1 An Overview on Transmitter Optimization 
Code division multiple access (CDMA) systems with the capabilities of anti-
jamming, multipath rejection and supporting large number of users are defi-
nitely making tremendous impacts on the telecommunication industry [1] [23 . 
However, CDMA systems always suffer from not only thermal noise, but also 
multiple access interference (MAI). A lot of research has been done on the elim-
ination of MAI in the receivers, for example, with multiuser detection [2]. Re-
cently, researchers extend their works to transmitter design. It is found that if 
the transmitters can work cooperatively with the receivers, we can get better 
performance against MAI. Then transmitter optimization becomes an impor-
tant topic in the communication area. Some results have been published in 
3]-[12]. Basically, there are three kinds of transmitter optimization schemes. 
They are transmitter precoding method [4] [5], chip waveform optimization [6] [7 
and sequence adaptation [8]-[ll]. Significant performance improvements with 
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transmitter optimization are demonstrated in those papers. 
1.1.1 Transmitter Precoding Methods 
Jang el at. [4] proposed the joint transmitter and receiver optimization scheme 
for synchronous CDMA systems over multi-path channels. Optimization can be 
achieved by applying the transmitter precoding to the transmitted signal at the 
base station and linear transforming the received signal at the mobile. Hence, 
the scheme is mainly designed for downlink transmission. At the base station, 
the data from each users are combined according to a precoding matrix. Then, 
the combined signal are transmitted to the channel. At the receiver (mobile), 
each users applies his/her own linear transform matrix to minimize the mean 
square error(MSE) for his/her desirable signal. The linear transform matrices 
are computed independently according to the precoding matrix from the base 
station. Linear transform matrix of each user are also required to be feedback 
to the base station to update precoding matrix. In fact, precoding matrix and 
the linear transform matrices at the receivers are functions of each other. This 
kind of relation suggests an iterative algorithm to achieve joint transmitter and 
receiver optimization. It is shown that by using the algorithm, system can adjust 
the precoding matrix and the linear transform matrices so that the MSE for each 
user is minimized. The crucial assumption, in the case of multipath channels, 
is that the transmitter knows the multi-path characteristics of all the channels 
and the channel dynamics are sufficiently slow so that multi-path profiles remain 
essentially constant over the estimation periods. 
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1.1.2 Chip Waveform Optimization 
In general, we often employ the rectangular pulse shape as the chip waveform. 
However, it is found that the design of pulse shape would affect the amount of 
MAI which the users suffer from. It is because MAI depends on the correlation 
properties of the signature sequences as well as the shape of the chip waveform. 
Therefore chip waveform design has been an interesting topic for the researchers 
in the communication area. In [7], the authors evaluated a set of chip waveforms 
for CDMA systems such as the raised cosine waveform, rectangular waveform 
and the blackman waveforms and compared their performance in the Rayleigh 
fading channel. Results demonstrate that the Blackman chip waveform has a 
better performance in term of the bit error rate(BER). However, the paper did 
not mention the design of an optimal chip waveform for the CDMA systems. 
Recently, some results about the optimal chip waveform have been published 
and the general criteria for the design of the optimal chip waveform have also 
been developed. In [6], the authors showed that an optimal chip waveform can 
minimize the effect of MAI under the zero interchip interference (ICI) condition. 
Also the autocorrelation function of the optimal chip waveform should satisfy 
certain requirements. Numerical examples show that BER of the system with 
the optimal chip waveform is the lowest when compare with some standard chip 
waveforms we use before. 
1.1.3 Signature Sequence Adaptation 
As we know that MAI in CDMA system highly depends on the correlation prop-
erties of the signature sequences. As a result, if users are allowed to adapt the 
3 
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Figure 1.1: The structure of a MMSE receiver 
sequences so that sequences are not correlated to each other, then MAI can be 
effectively reduced. Since sequence adaptation would result in a set of sequences 
with a better correlation properties, less sophisticated receiver can be employed 
for high quality signal reception. In [8]，the authors identified the set of signa-
ture sequence that improves a capacity of the CDMA system and demonstrated 
the possibility of performance improvement via sequence adaptation in a the-
oretical way. Some sequence adaptation algorithms have also been published 
recently. Ulukus in [9] suggested a sequence adaptation algorithm that mini-
mizes the MSE subject to the unity power constraint for synchronous CDMA 
systems. That algorithm is a centralized scheme which assumes that there ex-
ists a controller to monitor the sequence adaptation order for each user. Each 
user updates the sequence by replacing the old one with the corresponding nor-
malized MMSE filter. Apart from full adaptation of the whole sequence, some 
researchers proposed a simplified adaptation scheme. In [10], Rajappan sug-
gested that each signature sequence can be expressed as a linear combination of 
mutually orthogonal vectors, which are adaptively combined to minimize MSE 
at the receiver by the stochastic gradient and the least sequence algorithms. 
This scheme allows a tradeoff between performance and the complexity of the 
algorithm. 
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1.2 Receiver Optimization 
In this thesis, we employ the minimum mean square error filter (MMSE) as 
the receiver. The receiver is considered optimal in the sense that it minimizes 
MSE on average. Figure 1.1 shows the simple structure of our MMSE receiver. 
We assume that r^ is the received signal in vector form with N dimensions. 
Originally, it carries the real data h .^ Due to the channel distortion or noise 
contamination, making error is inevitable. Our objective is to minimize the 
average squared error terms by choosing an appropriate receiver w^. Hence, we 
have the optimization problem 
arg min E[|wfrfc 一 (1.1) 
where H is the Hermitian operator. We evaluate the expectation E[.] and get 
c = E[ (wfr , - -
= w f R T W f c - w^E[bkTk] — E[bkr^]wk + E[bl] (1.2) 
where E[rkr^] 二 R^. We differentiate C with respect to w^ [26] and obtain 
Q (J 
^ = 2RTWfc — 2E[bkrk] (1-3) 
We set (1.3) to zero and solve the equation, we have the optimal filter 
Wfc 二 (1.4) 
For the synchronous CDMA system, r^ = + ^k- Where hi is the data 
bit of ith user, a; and n^ are the signature sequence and noise of the ith user. 
From (1.4), the MMSE receiver should be 
Wk = R^^afc (1.5) 
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1.3 Nonlinear Optimization with Constraints 
1.3.1 Lagrange Multiplier Methods 
In this thesis, we encounter a lot of optimzation problems especially the non-
linear optimization issues with constraints. In this section, we have a brief 
review on the nonlinear optimization techniques. In general, it is easy to solve 
the unconstrained optimization problems by the differentiation of the objective 
function. However, to solve the constrained case, we need to cope with the 
constraints and the optimization problems simultaneously. Lagrange Multiplier 
method is one of the most effective mean for solving this kind of problems [25:. 
Mathematically, an optimzation problem with K constraints can be expressed 
as 
Min (Max) / (x) (1.6) 
subject to 伪(X) = 0 i = 1 , … ， ( 1 . 7 ) 
where /(x) , ^^(x) 6 IZ and x E Then we transform the above constrained 
optimization into an unconstrained one by constructing a Lagrangian function. 
It takes the form 
L(x) = / (X) + 5 > ^ ( X)， (1.8) 
i=i 
where Aj for i=l,... ,K are called the Lagrangian Multiplier. It is found that [24 
the zero gradient equation of the Lagrangian function represents the necessary 
condition for optimality and solving the following unconstrained optimization 
problem can help to solve (1.7). 
Min (Max) L ( x ) = f ( x ) + f； A浙(x)， (1.9) 
i=i 
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The key advantage of the Lagrange multiplier method is its simplicity for coping 
with the constraints. Once we solve the gradient equation of L(x), then we can 
solve the optimization problem with the fulfillment of the constraints. 
1.3.2 Penalty Function Methods 
Although by using the Lagrange multiplier method we can solve the constrained 
optimization problems, it may not be easy to solve the gradient equation of the 
Lagrangian function in some cases due to the complicated constraint equations 
involved. Hence a closed form solution may not be obtained. Instead, we can 
solve the problem in a numerical way. There are many numerical methods for 
solving the optimization problems. The most well known one is the gradient 
decent/ascent algorithms. To find minimum or maximum point x of a func-
tion / (x) by the gradient descent/ascent algorithm, we iteratively perforin the 
following step 
= (1.10) 
where is a constant for adjusting the speed of convergence. For solving 
constrained optimization numerically, there exists a number of methods. The 
most commonly used technique is the Penalty function method [25] [24]. In 
this method, we also need to formulate the Lagrangian function Lp(x) but it is 
slightly different from what we mentioned in previous section: 
L“x) = /(x) + f : ^ x ) ) 2 ， (1.11) 
i=l 
Then, we directly apply the gradient decent/ascent algorithm to find the optimal 
point of the Lp(x) as follows: 
= (1.12) 
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Prom (1.11), by taking large values for the Lagrangian multipliers, we impose 
a very high cost for the violation of the constraints. That operation forces 
the unconstrained optimal point for Lp to coincide with the optimal point of 
the original optimization problems with the constraints. Again the effect of 
optimizing the Lagrangian function is equivalent to optimizing the objective 
function subject to the constraints. 
1.4 Outline of Thesis 
In Chapter 2, we will investigate the signature sequence adaptation scheme for 
DS-CDMA systems in asynchronous Gaussian multiple access channels. We 
propose a distributed sequence adaptation algorithm which treats each pair of 
transmitter and receiver as an individual entity. Each pair independently and 
simultaneously alters its own sequence to achieve target the SNR with minimum 
power consumption, or maximize the SNR with a unity power constraint. In 
Chapter 2, we also consider some modification works for practical use. We try 
to modify the algorithm so that it allows the adaptation of finite amplitude or 
poly-phase sequences. For the completeness of this thesis, issues on transmitter 
adaptation in fading channels have also been considered in Chapter 3. We have 
developed transmitter adaptation schemes for both MC-CDMA and wideband 
DS-CDMA systems in a Rayleigh fading environment. We will demonstrate the 
ISI and MAI rejection capabilities of the system with the proposed schemes. 
Working towards practicality, we have also investigated some practical issues 
on sequence adaptation. In Chapter 4, we study the sequence update based on 
sampling the received signal from the channel. To improve the stability and the 
8 
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practicality of the sequence adaptation algorithm with imperfect estimates, the 
original algorithm has been modified. It can be shown that our new algorithm 
works well and only requires 50 sample bits per iteration for the whole adaptive 




Transmitter Adaptation Scheme 
for AWGN Channels 
2.1 Introduction 
In Chapter 1，we have introduced the idea of transmitter adaptation. Sequence 
adaptation is a new branch of transmitter adaptation. However, up to now, 
detailed discussions on the algorithms have not been reported yet. In this chap-
ter, we consider sequence adaptation for direct sequence code division multiple 
access systems in an additive white Gaussian noise (AWGN) channel. We have 
developed a distributed sequence adaptation algorithm for the systems. In that 
systems, each transmitter and receiver is considered as an individual entity. 
Each transmitter and receiver pair independently and simultaneously alters its 
own sequence and a parameter in the receiver to achieve the target SNR with 
the minimum power consumption. Alternatively, each transmitter and receiver 
maximizes its SNR with a given power constraint. We allow some information 
10 
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exchange between the transmitter and the corresponding receiver for each up-
dating step. However, information from other transmitter and receiver pairs 
are not required. Simulations show that when the number of users does not 
exceed the spreading factor, at the steady state of the adaptation process, the 
final sequence is almost orthogonal to the interference taking into account the 
corresponding delay profile. Target SNR can be achieved with minimum power 
consumption or maximize SNR can be obtained with certain power constraints 
within a few iterations. It shows that the proposed system is suitable for uplink 
transmission in wireless application. 
In this chapter, we also discuss some important issues on the modification 
of the sequences. In general, the generated sequences are non-binary. It is not 
easy for a transmitter to use a sequence with arbitrary amplitudes. It is essential 
that sequence adaptation algorithm should be able to generate sequences with 
finite amplitudes to reduce the complexity of the system. Modified sequence 
adaptation algorithms are also proposed to solve the related problems in this 
chapter. 
The outline of this chapter is as follows. In Section two, we develop the 
system model in the AWGN channel. In Section three, we first discuss signal 
reception. Then, based on the optimal receiver structure, we perforin sequence 
adaptation from a single user's point of view. We extend this idea to develop 
decentralized adaptation transmission scheme. We will consider the sequence 
modification issues in Section four. We will present the performance evaluation 
results in Section five. 
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2.2 System Model 
We describe the model of our DS-CDMA system. We assume that there are K 
simultaneous users in the system, and the processing gain equals N. The kth 
user, for 1 < k < K, is provided with a deterministic signature sequence given 
by 
( X � 二 ( . . . 5 ciq \ tt^ ),•••，cl�n�—]_, • • •) (2 .1 ) 
where the sequence is iV-periodic. The kth. user, for 1 < A; < generates a 
stream of data 6 � , g i v e n by 
= { . . . , ( 2 . 2 ) 
The data symbols bf^ are random variables with zero mean and unit variance. 
For binary communications, each bf^ is either +1 or —1. Each data symbol is 
multiplied by N chips of the signature sequence. 
The transmitted signal of the kth. user can be expressed as the real part of 
the following complex signal 
，OO 1 
^ E 例 � ( 卜 卯 e何 J， ( 2 . 3 ) 
�i= 一 OO J 
where T � i s the chip interval, and fc is the carrier frequency. We assume that the 
chip waveform 'ip{t) satisfies the Nyquist criterion for no intersymbol interference, 
and is normalized so that \ip{t)\'^dt = Tc. 
In this paper, we model the channel as a multiple access AWGN channel. 
We assume that the noise is zero mean with two-sided power spectral density of 
No/2. The received signal in complex analytic representation is given by 
K ( OO >1 
r{t)-E E b 绍 — 仏 - n ) e 何 T O + 几⑴，(2.4) 
fc=l I i=—oo ) 12 
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Figure 2.1: A block diagram of the k-th user's transmitter-receiver pair 
where T^ represents the delay of the A;th user signal, and n(t) is the AWGN. 
We assume that receivers can achieve synchronization with their corresponding 
signals. Therefore, the delay of the first user signal Ti is zero from the point 
of view of the first user's receiver. We also assume coherent detection at the 
receivers. Received signals are passed through a filter with impulse response 
ip*(—t), and are sampled at frequency l / T � F o r each data symbol, we obtain an 
A/'-dimensional vector z^ at the kih. receiver. Then the receiver takes the inner 
product of Zfc and an iV-dimensional vector w^ to give the decision statistic. 
The vector w^ is adjustable for optimal signal reception. The structures of the 
transmitter and the receiver are shown in Figure 2.1. 
2.3 Adaptation Algorithm 
We would like to optimize the receiver for the kih user by choosing an appro-
priate vector Wfc. Based on these appropriate vectors for all users, we try to 
adaptively generate signature sequences a^ for all users to achieve their target 
13 
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SNR's with minimum power requirement. We consider the case where all users 
perforin the adaptation process independently and simultaneously. The decen-
tralized transmission scheme will be presented in the last part of this section. 
2.3.1 Receiver optimization 
Without loss of generality, we first consider the optimization of the receiver for 
the first user. We then generalize the results to all users. Since the receiver of 
the first user can synchronize with its own signal, the delay Tq of the first user 
signal is zero. 
We consider the reception of the bit b^Q^  for the first user. The output of the 
demodulator due to the first user signal after sampling at frequency l / T � c a n be 
expressed as where 
ai 二 [4” a;” . •. 4)—if. (2.5) 
The output of the demodulator due to the A;th user signal, for A; > 1, sampled 
at t = ATc, where 0 < A < A^  — 1, can be expressed as 
oo 
4：! 二 e-河cA E - - n ) , (2.6) 
i=—oo 
八 
where the function is the output of the chip waveform through the receiver 
filter, i.e.,ip{t) = f ^ ip{s)ip*{s—t) ds. We also define iV-dimensional interference 
vectors i^ i) = [igZ . . . for k > 1. We denote the Ath sample of 
the AWGN contribution as tt^i), and we define an iV-dimensional noise vector 
111 = 1/4)1)几.. • ^iv-i]'^- Therefore, the overall output of the demodulator, in 
vector form, is given by 
zi=Tc&&i)ai + ni + f ; 4 ” (2.7) 
k=2 
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I 
where i^ i) are uncorrelated for different k and noises are independent of the 
transmitted signals. We define the noise and interference correlation matrix as 
R i = E + + (2-8) 
• k—2 k—2 -
where E[.] denotes the expectation operator and the superscript H denotes the 
Hermitian operation. The decision statistic for the symbol ) is given by Di 二 
w f z i . We assume that Tk, for all k, vary slowly so that they effectively remain 
constant within the time interval used for determining the appropriate Wi. The 
SNR of the decision statistic can be written as 
SNR. 二 i T c w f a J = 
It is shown in [29] that the optimal vector wi that maximizes the SNRi is 
given by 
wi = Rf^ai . (2.10) 
In following analysis, we assume that each receiver can estimate the noise and in-
terference correlation matrix and has the knowledge of the corresponding trans-
mitted sequence. 
We are interested in the structure of the noise and interference correlation 
matrix (simply called correlation matrix). We first consider the special case 
when the system is synchronous. We then consider the general case when the 
system is asynchronous. It turns out that there is a significant difference in the 
complexity of the correlation matrices for the two cases. 
1. Synchronous case 
In the synchronous case, the first user is assumed to be synchronous with 
15 
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other users, so equation (6) can be reduced as follows 
,•(1) _ h � Jk) /2 11) 
— ^LV^J ‘ • I丄丄丄J 
We can write the interference vector as 
:(1) _ T 例 n � n � r r � 
= r A ' ^ a , (2.12) 
The correlation matrix can then be simply expressed as 
=iVoTel + T^ £ a , a f (2.13) 
k=2 
2. Asynchronous case 
We can first consider a two-user system to get better understanding of the 
correlation matrix in the asynchronous case. Without loss of generality, 
we can assume that the delay of the second user signal is larger than that 
of the first user signal (i.e. > We further assume that Ti = 0 and 
0 < T2 < nTc- We define [T2J = 0^2• Therefore, T2 can be expressed as 
T2 二 ckTc + €2Te where 0 < €2 < 1. (2.14) 
For simplicity, we assume the rectangular chip waveform. Again, from 
equation (2.6), the interference vector with respect to the first user is 
{N—r)=d2 elements 
i f ) = e - ™ { Tc (1 - 6 , ) [ ' 4 2 ) …“(么、 
(N—r) elements 
^00 . . . O r + Te ( 1 - 6 2 ) � ) [ 0 0 0 
r elements 
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(iV—r+l) elements 
42) 42) . . . a g i r + Tc 62 [ ^ ^ 
T elements (2) (2) (2) .(2) (Iq CLi …O'r-2 ~r -^c ^ V ' 
r — 1 elements 
{N—r+l)=d2+l elements 
/ s 
. . . a泛—1 0 0 , ^ 广} (2.15) 
r—1 elements 
A 
We define matrices and as 
I 
ii = diag [l 1 二. 10 0 ... 0； 
N-l 
I 
ii = diag「0 0 二 01 1 ... 1] (2.16) 
N-l 
where the operator diag[.] takes a vector to form a diagonal matrix. Then 
i^ i) can be expressed as 
+ Tc(l - 62) i办 ag) 
+ Tc 仏 + 1 
+ 7； 62 i而+1 (2.17) 
where a^ ?) denotes the A;-chip cyclically shifted version of the second user's 
signature sequence a2. 
In general, we can extend that result to a general K-usot asynchronous 
system with T^ > •.. > T2 > Ti = 0. In fact, the interference vector 
i^ i) to the first user takes the same form as in (2.17), so we only need to 
change the index from 2 to k. Therefore, we can express the correlation 
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matrix of the first user in the K-usei asynchronous system as 
_ k—2 k _ 
= T . i V J + T,^  p{il - af^ 
+ e“l _ e 丄 
+ ( 1 - 我 《 ) 《 灯 
+ 6 , ( 1 - 6 , ) 
i ^ (k) (k)H 气H 
十 Cfc 丄dfe+1 ^dk+l ^dk+1 丄dfc+1 
+ - ek) idk+i ^dk+i ^dk Idfe 
十 e於 idfe+i ^dk+i drffe+i 丄dfc+i 
+ 6 , ( 1 - 6 , ) ai^ ^Vi 4 r t J (2-18) 
Although the correlation matrix and the SNR in this section are derived from the 
point of view of user 1, the above quantities for the other users are the similar. 
Therefore, we can generalize the results in the section for the other users. 
2.3.2 Single-user transmitter optimization 
In this section, we try to find an optimal signature sequence for the first user 
from the point of view of the first user only with certain constraints. Based on 
the optimal vector wi, the SNR of the first user is given by 
SNRi - T^^ fRf ^ai. (2.19) 
From the point of view of the first user, we would like to maximize SNRi with 
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certain power limit, hence the optimization problem can be defined as follows: 
max a fRj" i ai, 
subject to a f a i = 1. (2.20) 
By the method of Lagrange multiplier, we obtain the following equation whose 
solution solves the optimization problem. 
Rf^ai = Aai (2.21) 
where A is the Lagrange multiplier. It shows that ai should be chosen as the 
eigenvector associated with the largest eigenvalue of Rjf^ for maximizing the 
SNRi. 
Alternatively, the optimization problem can be constrainted in another form. 
Given a certain target SNR, we may try to minimize the power needed to achieve 
the target. Therefore, we can consider the following optimization problem: 
min af^ a!, 
subject to a f R f ^ a i = 71 (2.22) 
where 71 is the target SNR of the first user. Using the Lagrange multiplier 
method again, it is found that the sequence ai should also be chosen as the 
eigenvector associated with the largest eigenvalue of Rj"^ In this case, we need 
to scale the magnitude of the sequence in order to satisfy the target SNR. 
We apply the well-known power method to obtain the eigenvector ai itera-
tively, which solves the aforementioned two types of optimization problems [28 . 
The iteration method can be expressed as: 
Step 1 : 巨 + 1) 二（1 — M ) ^ + m S ^ (2.23) 
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Step 2 : ai(n + 1 ) = , 吞 “ … V ^ . (2.24) 
where // is a constant and Rjf^ would not be changed throughout the iterative 
process (since only the first user changes his sequence). 1) represents the 
sequence which is generated at the n + 1th iteration. Step 2 is necessary only 
for the case of achieving the target SNR. 
We examine the single user sequence adaptation scheme in this section by 
computer simulations. We arbitrarily generate 24 unity power linearly indepen-
dent sequences for all users and the spreading factor of the system is 24. Based on 
the sequence adaptation scheme, the one who performs transmitter optimization 
tries to maximizing his own SNR with unity transmitted power. The average 
performance of 500 realizations is shown in Figure 2.2 . It is found that there is 
a significant improvement on the SNR for user who performs both transmitter 
and receiver optimization. Prom the graph, we can also notice that the average 
SNR of the other users is also slightly improved. It is due to the fact that the 
signature sequence of the first user are orthogonal to the other users' sequences. 
Prom the whole system's point of view, that can reduce the amount of MAI each 
user faces. Hence the SNR for all users are improved. The results show a rough 
performance evaluation on the transmitter adaptation. Based on this result, we 
are interested in the case of multiuser signature sequence adaptation. 
2.3.3 Decentralized transmission scheme 
In this section, we try to alter the signature sequence for each user simultaneously 
and independently to improve the performance of the whole system. Based on 
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Number of iterations Figure 2.2: Average SNR of single user with transmitter optimization 
(2.9) and (2.10), the SNR's for the users can be expressed as functions of the 
sequences 
SNR, = T聞 R : � . (2.25) 
Prom the point of view of the whole system, we would like to minimize the 
average system transmission power subject to the fulfillment of the target SNR 
for each user. Therefore we can formulate our optimization problem as 1 K . 丄 H mm afc, 
^ k=i 
subject to a f R厂 1 a^ = jk for all k (2.26) 
where is the target SNR for the kih. user. Alternatively, we can also consider 
maximizing the average SNR of all users with unity power limit. Then the 
problem can be written as: 1 K — 
max � Z > f R � i a f c， 
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subject to afafc = 1 for all k (2.27) 
Obviously, the optimal solution to the above problem would necessarily in-
volve a centralized algorithm. Although the optimal solution is of interests, a 
simple decentralized scheme with good performance can also be a sound solution. 
We propose a decentralized scheme where each user tries to achieve his/her 
own target SNR with the minimum amount of power or maximizing his own 
SNR with a unity power constraint in a greedy and independent manner. Each 
transmitter and receiver pair is initially assigned a signature sequence and they 
are linearly independent. Each pair iteratively and simultaneously updates the 
signature sequence according to the following steps 
Algorithm 1.1: 
1. For the nth iteration, the receiver collects the required statistics (the cor-
relation matrix Rfc(n)) from the received signal, and computes the optimal 
vector Wfc(n) = R 厂 f o r optimal signal reception. 
2. Update the sequence according to the following expression 
胁 + 1) = ( 1 - ⑷ ? + (2.28) afc(n) R/(n)aA;(n) 
3. Power control is applied for the fulfillment of target S N R � b a s e d on the 
current estimate of R^^(n). 
a . ( n + l ) = I 胁 + 顿 . (2.29) 
4. Send the power controlled sequence a^ (n + 1) to the A;th transmitter for 
transmission. 
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Initial Sequences 
~ ~ ^ 0 8 2 0.4082 0.4082 -0.4082 0.4082 -0.4082 
^ ~ ~074082 -0.4082 0.4082 -0.4082 -0.4082 0.4082 
~ ~01:082 -0.4082 -0.4082 0.4082 -0.4082 -0.4082 
-0.4082 0.4082 -0.4082 -0.4082 -0.4082 -Q.4QW 
-0.4082 -0.4082 0.4082 0.4082 0.4082 Q.4Q8T~ 
as I -0.4082 -0.4082 -0.4082 -0.4082 -0.4082 Q.4QW 
Table 2.1: A sample set of the initial sequences 
Step 3 is necessary only for the case of acheving target SNR. Figure 2.3 presents 
the typical behavior of an asynchronous system employing the decentralized 
transmission scheme to achieve 10 dB target SNR with a spreading factor of 
24 and 24 users. We observe that all users achieve 10 dB SNR within a few 
iterations and at the steady state, transmitted power for all users are the same. 
Figure 2.4 shows the typical behavior of the algorithm to maximize the SNR 
for all users with unity power constraint. It is found that all users settle down 
quickly with roughly the same achievable SNR. We would like to take a look at 
the samples of the sequences. To take a look at the correlation property of the 
sequences, it is better for us to simulate the synchronous case. We assume that 
there are 6 users in the system, processing gain equals 6 and the target SNR is 
10 dB for all users. Table 2.1 and 2.2 show the samples of the initial sequences 
and the corresponding sequences at the steady state of the adapative process. 
It is easy to show that the final sequences are orthogonal to one another. That 
means MAI is eliminated through the adapative process. 
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Sequences at steady state 
-0.2813 -0.0531 0.3656 -0.5100 0.4266 -0.5850 
-0.2812 0.5989 -0.3875 -0.5158 0.2071 
0.2135 -0.5818 -0.2056 0.3015 -0.2719 -0.639^ 
-0.5157 0.4224 -0.0639 -0.0651 -0.6870 -0.2745" 
-0.5992 -0.3653 0.4544 0.5071 0.0539 Q.2Q24~ 
as II -0.3837 -0.5174 -0.5048 -0.4872 -0.0566 0 . 2 9 ^ 
Table 2.2: A sample set of sequences at the steady state 
14| 1 1 1 1 1 1 1 1 1 
W 8 
H 
2 I 1 1 ！ I I I 1 I I 
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Number of iterations 
41^~I 1 1 1 1 1 1 1 1 
0.51 1 1 i 1 1 1 1 I I 
0 5 10 15 20 25 30 35 40 45 50 
Number of iterations 
Figure 2.3: Typical behavior of the asynchronous decentralized transmission 
scheme algorithm with 10 dB target SNRs 
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21 1 1 1 1 1 I I I I 
0 5 10 15 20 25 30 35 40 45 50 
Number of iterations 
Figure 2.4: Typical behavior of the asynchronous decentralized transmission 
scheme algorithm with unity power constraint 
2.4 Modification of the sequence adaptation al-
gorithm 
Sequences generated by the above decentralized algorithm are not, in general， 
binary (for real sequences) or with a finite number of possible phases (for com-
plex sequences). In practice, it may be difficult for a transmitter to generate 
sequences with arbitrary amplitudes or phases. To reduce the complexity of the 
transmitters, we consider quantizing the amplitudes or the phases. The modified 
algorithm for updating the sequences is presented as follows 
Algorithm 1.2: 
Same as in Algorithm 1.1, we obtain + 1) at the nth iteration. We 
quantize each element of + 1) accordingly and denote the pth. element of 
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afc(n4-1) by Qp. 
For the real sequence cases, according to the Schwartz inequality, + 1)| < 
1, which implies —1 < \ap\ < 1, for p e [0,1，…，iV — 1]. Hence, the quanti-
zation region for each element is [-1,1]. We define a set of quantization levels 
C = {co, ci,...，cm-i} where Ck = k6 - 1, for k € [0,1，...，— 1], 6 = 
and M is the number of quantization levels. 
The quantized version of ak{n + 1) can be written as 
afc(n + 1) = [do, di,ai\F_i], (2.30) 
where dp = argmmcf^^c — Ck\ for all p. 
In some cases, it is desirable to limit the sequences to polyphase sequences. 
To do so, each sequence element is chosen from a set P = : r = 
0, . . . - 1}. Then we have 
kk{n + 1) 二 [ej"r�/M, …，gi27rr^-i/Mj， ( 2 . 31 ) 
where for m = 0,…，7V-1, 
Tm 二 arg inin 谷饥)-27rr/M| • (2.32) 
Finally, we apply power control to ak(n + 1) similar to Algorithm 1.1. 
The typical behavior of systems using the above sequence modification schemes 
is similar to Figure 2.3. Figure 2.5 and Figure 2.6 show the typical examples of 
performance of the modified sequence adaptation algorithms with M=16. It is 
found that systems employing these schemes always consume more power. 
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Figure 2.5: Typical behavior of the asynchronous decentralized transmission 
scheme algorithm with phase quantization 
141 1 1 1 1 1 1 1 1 1 
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Number of iterations 
51 1 i 1 1 1 1 1 1 1 
i：^  ； 
QI 1 1 1 1 1 I I I I 
0 5 10 1 5 20 25 30 35 40 45 50 
Number of iterations 
Figure 2.6: Typical behavior of the asynchronous decentralized transmission 
scheme algorithm with amplitude quantization 
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2.5 Performance Evaluation 
In this section, we evaluate the system performance with Monte Carlo simula-
tions. We assume that the multiple access channel is contaminated by AWGN. 
In the simulations, we set the noise level in such a way that for a single user 
system, the transmitter requires unity power to achieve a 10 dB SNR. All the 
average performance analysis involve 500 realizations. 
2.5.1 Performance of the decentralized scheme 
We assume that there are 24 users and the processing gain is 24 in the following 
analysis. We first consider the case where the target SNR for all users are 10 dB. 
Figure 2.7 shows the average power consumption of the decentralized transmis-
sion scheme for achieving 10 dB SNR. We observe that the average transmitted 
power for all users in both the synchronous case and the asynchronous case 
settles down quickly, and the average transmitted power is close to unity. 
Next, we consider the performance the decentralized scheme with power con-
straints. Figure 2.8 shows the behavior of the decentralized transmission scheme 
with a unity power constraint on each user. It is found that users can achieve 
10 dB SNR on the average. Prom the figure, we also observe that the average 
SNR of the users before the iterative updating process is lower than the aver-
age SNR at the end of the process. It means that decentralized transmission 
scheme improves the performance of the receiver-optimization-based system. In 
the above simulations, we also observe that while each transmitter-receiver pair 
independently and adaptively generates its own sequence, the final sequence is 
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Figure 2.7: Average power consumption of the decentralized transmission 
scheme for achieving 10 dB SNR 
almost orthogonal to the interference taking into account the corresponding de-
lay profile. Eventually, all users are only affected by AWGN, and MAI from 
other users are eliminated. 
2.5.2 System Capacity with Target SNR Constraints 
Apart from the power consumption, system capacity is also an important pa-
rameter for a practical communication system. In [12] [8], system capacity for 
users to achieve their target SNR has been studied for the synchronous case. It 
is found that with a spreading factor of 24, synchronous CDMA systems can si-
multaneously support up 26 users with a common 10 dB target SNR constraint. 
While for the asynchronous case, no related analytic result has been reported 
yet. In this thesis, we attempt to study this issue by the massive simulations. 
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Figure 2.8: Average performance of the decentralized transmission scheme with 
unity power constraint 
It is found that asynchronous CDMA systems employing sequence adaptation 
can always accommodate more users than the synchronous one. We consider 
the events of the target SNR fulfillment of all users in the steady state of the 
adaptive process as the successful cases, anything else are considered as the fail-
ure cases. Figure 2.9 shows the number of failure cases out of 500 trails against 
the number of users given a fixed spreading factor 24. We can observe that 
capacity of the asynchronous case is soft-limited. It is totally different from 
the synchronous case with a hard-limit. Prom the simulation result, the failure 
cases increases gradually with the number of users. We can also see that system 
can accommodate up to 32 users with negligible failure rate. When the number 
of users exceeds 33, the failure rate increases tremendously and the rate can-
not be neglected anymore. It is obvious that the average power consumption for 
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Figure 2.9: The relation of the failure rate and the number of user for a fixed 
spreading factor 
achieving target SNR is related to the number of users in the system. Figure 2.10 
shows that relation. As expected, the more users the system accommodates, the 
more power the system consumes. It is found that power consumption increases 
drastically when the number of users exceeds 33. Prom the simulation results, 
given the same spreading factor, asynchronous systems can accommodate more 
users than synchronous systems. 
2.5.3 Performance of modified sequences 
To reduce the complexity of the transmitters, we quantize the amplitude and 
the phase of each element in a sequence. It is obvious that the performance of 
the system is related to the number of signal constellation points or quantiza-
tion levels. The more signal constellation points we introduce, the better is the 
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Figure 2.10: The relation of the average power and the number of user for a 
fixed spreading factor 
approximation. Therefore, it is of interest to investigate the minimum number 
of constellation points we need, in order to obtain an acceptable performance. 
Again, we assume that there are 24 users and the processing gain is 24 in the 
simulations. We have performed massive simulations to determine the minimum 
required number of constellation points. We examine the final power determined 
by the decentralized scheme with amplitude-quantized and poly-phase sequences 
from different constellations. Figure 2.11 shows that in the synchronous case, 
the final power for both types of sequences are almost unity when the number of 
quantization levels or constellation points exceeds 10. In the asynchronous case, 
amplitude quantization appears to be superior to phase quantization. Simula-
tions also show that it requires roughly 20 quantization levels to achieve a lOdB 
SNR with negligible increase in transmitted power. 
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Figure 2.11: The steady state power with different constellation points or quan-
tization levels 
2.6 Summary 
In this chapter, a novel decentralized transmission scheme for DS-CDMA sys-
tems in Gaussian multiple access channels has been developed. In this scheme, 
each transmitter-receiver pair adaptively adjusts the signature sequence and 
the parameters in the receiver in a greedy manner in order to achieve its tar-
get. Simulations show that there is a significant performance improvement over 
receiver-based optimization only. It is also found that systems using the scheme 
work well in both synchronous and asynchronous environment. Quantization of 
the amplitude and the phase is also proposed for simplicity of implementation 
in the transmitter. 
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3.1 Introduction 
In the previous chapter, we have studied the sequence adaptation scheme in 
the AWGN channel. We observe that the algorithm effectively eliminates the 
MAI in both synchronous and asynchronous case. However, in real wireless 
application, communication systems suffer not only from the thermal noise but 
also Rayleigh fading due to the multi-path effect in the urban environment. 
Basically, we can classify Rayleigh fading into two classes [22] [27]. They are 
frequency selective fading and frequency non-selective fading. Depending on 
the bandwidth of the transmitted signal and the coherent bandwidth of the 
wireless channel, the transmitted signal itself may subject to different kinds of 
fading. In many cases, the bandwidth of the spread spectrum signal is larger 
than coherent bandwidth. We therefore usually model the fading channel for 
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the general CDMA systems as the frequency selective one. 
Based on the frequency selective fading model, we have developed two kind 
of sequence adaptation algorithms. One is for multi-carrier CDMA systems 
and the other is for wideband DS-CDMA systems. In MC-CDMA systems, the 
available wideband spectrum are divided into a number of sub-channels. Each 
of which can be considered as a flat fading narrow band spectrum [16] [15]. In 
this system, the transmitter can adjust both the weighting on each subchannel 
and the signature sequence for optimizing the performance against fading. In 
this chapter, we have also developed another sequence adaptation scheme for 
the wideband DS-CDMA systems. We based on minimizing the mean square 
error (MSE) as our criterion to develop a adaptive algorithm. It is found that 
users can eliminate both the MAI and the intersymbol interference by adaptively 
adjust the sequences. 
In Section two, we will introduce two MC-CDMA models. We will discuss the 
sequence adaptation schemes for each model and we will present the simulation 
results of the proposed sequence adaptation algorithms for the two models and 
analyze the system performance. In Section three, we will propose an sequence 
adaptation algorithm for asynchronous wideband CDMA systems in Rayleigh 
fading channels. Simulation results will be presented and analyzed. Finally, in 
Section four, we will have a summary for the whole chapter. 
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3.2 Sequence Adaptation for MC-CDMA Sys-
tems 
Multicarrier (MC) systems are proven to be more immune to the channel imper-
fection than single carrier systems [14] [15] [13]. More and more applications, such 
as broadcasting of digital audio, digital television, wireless local area networks 
(LAN) and even some third general (3G) mobile standards are proposed with 
multi -carrier systems [18]. It is an interesting research topic for applying the 
idea of transmitter adaptation to MC systems. In this section, we will discuss 
two kind of MC-CDMA systems. One is called multi-sequence MC-CDMA sys-
tem and the other is the one in [16] [17]. It is found that the adaptive algorithms 
for these two systems often yield roughly the same solutions. 
3.2.1 Multi-sequence MC-CDMA systems 
In this section, we describe the model of our MC-CDMA system. Instead of ad-
justing the weightings on different carriers, we propose that each user is allowed 
to use different sequences on different carriers. We simply call the proposed 
system as multi-sequences system in the following sections. Figure 3.1 shows 
the structure of the transmitter for the A;th user. We assume the system is syn-
chronous and there are K users in the system. The spreading factor equals N. 
We divide the available spectrum into M subchannnels and all these channel can 
be considered as flat fading channels. Each user is provided with M deterministic 
signature sequences for M subchannels. They are TV-periodic. Mathematically, 
the sequence for the mth. carrier of the A;th user, for 1 < k < K and 1 <m < M 
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can express as a vector, 
d(m’fc) — • • • "at-I 丄丄 J 
where c^"^’左）二 c^ !^ ^^ ), ^ i e Z. The kth user, for 1 < k < K, generates a stream 
of data 6⑷， 
given by 
= (3.2) 
The data symbols bf^ are random variables with zero mean and unit variance. 
For binary communications, each is either +1 or - 1 . Each data symbol 
is multiplied by N chips of the signature sequence. Therefore, the transmitted 
signal of the kth user can be expressed as the real part of the following complex 
signal, 
M oo ] 
E E 对 ： ) ) < ” ) # （ 3 . 3 ) 
V • 
where T^  is the chip interval and the fm is the carrier frequency of the siibchaiiiiel. 
We assume that the chip waveform 飞l){f) satisfies the Nyqiiist criterion for no 
iiitersymbol interference, and is normalized so that |功(力)!‘�"=T�We also 
assume that carrier frequency are suitably chosen so that the signals on different 
subchannel are orthogonal and do not interfere with one another. Because of the 
wideband spectral property of the CDMA systems, we assume the whole system 
suffers from slow frequency selective fading. However, if we can suitably choose 
A/ and the baiichvidth of ")(/)，we can a.ssiinie that each siibchaiiiiel undergoes 
iiulependent frequency iioii-selective fading. We also assume tlie presence of 
AWGN. The received signal can be expressed a,s 
Z E E … 旧 〜 — 巧 ) — + "⑴， ( 3 . 4 ) 
Arr 1 m= 1 丨二一 ：x: 
^ J 37 
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e 
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a (M，k ) ^ j l T l f M t 
Figure 3.1: A block diagram of the k-th user's multi-sequence transmitter 
where n{t) is the AWGN. af^ ni.k) for k e {1, K) and m E {1, M} is the fading 
coefficient for the mth carrier of the kih. user. The fading coefficients are zero-
mean complex Gaussian random variable with unit variance. The amplitudes 
are Rayleigh distributed. We further assume that these coefficients would not 
change during the adaptive process. 
Signal Reception 
Figure 3.2 shows the receiver structure of the proposed system for the kih. user. 
It consists of M branches for the signals on M subchannels. For each data 
symbol, each branch would obtain an TV-dimensional vector z(爪，於）.We take the 
inner product of z(叫左）and iV-dimensional vector s(爪，左）to give scalar q{m,k) and 
then sum up all the g(爪’矢）to give the decision statistic Z产 for jth bit of user k. 
We consider symbol by symbol detection. Without loss of generality, we consider 
the signal reception for the symbol of user 1. It is easy to generalize the 
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Figure 3.2: A block diagram of the k-th user's multi-sequence receiver 
result to the other users. The output Z^^ due to user 1 signal is give by 
M E Tc m=l 
and the output due to the noise and the other users can be expressed as 
M M K 
H sfm,” n(爪，1) + 12 ^c b^ o^  S&，1) a(肌，fc) (3.6) 
m = l m = l k=l 
where n(饥,i) is a vector whose elements are the outputs of the chip matched 
filter due to AWGN on the mth branch. We also define u^, i and B^ as follows 
Ufc = [a(i，fc)a(2，fc)... 
C, — T T iT — LS(i，左）S(2，k) • � • S(岸)J 
Afc 二 [afi’於）幻• •. 於 
l\r, — �tiT n^ nT 
丄N左 _ n(2’fc) • • • n(M,k)l 
N elements i = 
Bfc = diag[ U^ (g) i ] (3.7) 
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where the diag[.] operator takes the argument vector into a diagonal matrix and 
0 is the Knoneckor product operator. Hence, can be written in matrix form 
as follows: 
对)= T c S f B i A i + S f N i + b(ok) S f B . A , (3.8) 
k 二2 
We define the correlation matrix as 
Ri 二 Ea ( Ni + f； Tc bi'^  )( Ni + f； 7； 严 （3.9) 
• k — 2 2 _ 
Where Eq, demotes the conditional expectation given am,k for all k and m. We 
assume that noise and the transmitted signals are independent, so Ri can be 
reduced to a simple form. 
Ri = TcNol + T^ BfcA.AfBf (3.10) 
k=2 
Hence, the signal to noise ratio of 对）can be written as 
SNR of 4 1 ) = E � T 翁 B I AI|2] 
I Sf Ni + EL2 Tc & � ) S f B . A , |2 ] 
一 7 ; 2 S f B i A i A f B f S i 
- SfR：^ (3.11) 
Again when Si = R�i(BiAi)，we ould have optimal signal reception and the 
corresponding SNR should be 
SNR of Zp) = f A f B f R j f i B i A i (3.12) 
Sequence Adaptation Algorithm 
The SNR 
is a function of A^ for all k and we try to alter the signature sequence 
for each user simultaneously and independently to achieve a target SNR with 40 
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Figure 3.3: Typical behavior of the sequence adaptation algorithm for multi-
sequence MC-CDMA system 
minimum required transmitted power. We use the same decentralized algorithm 
(i.e. Algorithm 1.1) in Chapter 2 to adaptively generate the sequence matrix 
Ak which contains the sequences of the M subchannels. The typical behaviour 
of the algorithm is shown in Figure 3.3. In this figure, there are 16 users in a 
MC-CDMA system with 4 subchannels and the spreading factor is 4. We observe 
that all users can achieve 8 dB SNR within a few iterations. The performance 
is similar to that of Algorithm 1.1 in the Chapter 2. 
3.2.2 Single Sequence MC-CDMA systems 
In this section, we discuss the modification works on the aforementioned system. 
Instead of using different sequences on different carriers, we try to modify the 
system in such a way that for each user only one sequence is employed on all 
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Figure 3.4: A block diagram of the k-th user's transmitter 
the subchannels. However, in this section, users are also allowed to control the 
transmitted power distribution among the carriers according to the weighting 
vectors Cfc. The key advantage of this system is its implementation simplicity. 
The proposed system is similar to the MC-CDMA system in [16][17], while 
the major difference is the extra degree of freedom given by the alternation of 
signature sequences. We use the one that we introduced in the previous section 
as the receiver. Since each user only uses one sequence, we have a simpler 
transmitter structure as shown in Figure 3.4. 
Signal Reception 
The weight vector Cfc can be written in vector form [ c(i，a；) C{2,k) • • • C(M,fc) Y• 
We assume the system is synchronous and each subchannel undergoes a slow 
frequency non-selective fading with AWGN. Each user is provided with a deter-
ministic signature sequence for M subchannels. They are iV-periodic. Mathe-
matically, the sequence of the kih user, for 1 < /c < can be represented by a 
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vector. 
a , = (3.13) 
The received signal is given by 
K M ( oo 1 
E E E 叫爪,W c(爪，fc) — 迅 ） 饥 力 + n ⑷ ， (3.14) 
k=l m=l o o J 
Without loss of generality, we examine the detection of the for the first 
user. We reuse the notations that we introduced in the last section. Hence, the 
decision statistic 对）can be expressed as 
^ ) = T c & [ i ) S f [ ( D i C i ) 0 a i ] + S f N i + T c Yl^f^ Sf [ ( D , C , ) 0 a , ] (3.15) 
k=2 
where Di.— diag [ Ufc ] V A;. Then the SNR of the z f ) can be mathematically expressed as 
SNR of 41) = 
Ea[ I s f Ni + Ef:2 Tc bi') Sf[ (D,C,) ® a, ] |2 ] 
— : r ; 2 s n ( D i C i ) � a i ] [ ( D i C i ) 0 a i 严Sf 
- O (丄丄b) Jrtioi 
and the correlation matrix is 
Ri = Eq [ ( Ni + f ^ T c [ (D,C, ) + 6 ” [ ]广 
- k=2 k=2 . (3.17) 
We optimize SNR by choosing Si 二 11�1[ ( D i C i ) � ai ], so the SNR would be 
SNRof^)= :z ;2 [ (DiCi ) (g )a i 严R�i[ ( D i Q ) � a! ] (3.18) 
Sequence and Weighting Vector Adaptation Algorithm 
In fact, the SNR of the other users takes the same form as in (3.18). Therefore, 
we only need to change the index from 2 to to obtain the SNR for the kth 
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user. We would like to adaptively adjust the weighting vector and the sequence 
simultaneously to achieving the target SNR with minimum power consumption 
in a distributed manner. Prom each user's point of view, he/she may want to 
minimize his/her transmitted power subject to achieving the target SNR inde-
pendently. We propose that each user tries to reduce the required transmitted 
power to achieve a target SNR by independently and simultaneously adjust their 
sequences and the weighting vectors. Since we need to jointly adjust the weight-
ing vector and the sequence, the Algorithm 1.1 in Chapter 2 is not applicable 
for this case. In addition, the optimization problems are related to searching the 
minimum point. We, therefore, employ the steepest descent algorithm for up-
dating the weight vector and the sequence. More precisely, at the nth iteration, 
the following steps are implemented by each pair of transmitter and receiver 
Algorithm 2.1: 
1. For the nth iteration, the receiver collects the required statistics (the cor-
relation matrix Rf^(n)) from the received signal, and computes the optimal 
vector Sk = R厂�[(DkCi) 0 ai : 
2. Update the sequence and weighting vector according to the following ex-
pressions: 
/ . N / 、 d ak(n + l) = ak(n) - / j , ^；； o 3Lk{n) 
C “ n + 1 ) = C “ n ) - 4 ^ 
o Ck(n) 
Afc(n + 1) - Xk{n)^ fj.{jk- SNRkin))'' (3.19) 
where L,{n) - Cf (n)C,(n)af (n)afc(n) + X碰、—SNR,(n)y 
3. send the ajt and C^ to the kih. transmitter. 
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In (3.19), we have 
= 2 Cf (n )C , (n ) a ,H - 4 A,(n) [ 7. - SNR^in)] 
[ 丑 0 1 ] Rf i (n) [ (Dfc(n)Cfc(n)) 0 a “ n ) ] 
Q L ( \ - 2 a f (n)a,(n)C,(n) - 4 [ 7, - SNRk{n)] Cf ^fcW 
[(DfcW • I) a f (n ) ] R � i ( n ) [ (Dfc(n)Cfc(n)) 0 afc(n)] 
We examined the algorithm by computer simulation. We assume there are 16 
users in the system, the spreading factor equals 4 and there are 4 subchannels. 
The target SNR for all users are 8 dB. The typical behaviour is presented in 
Figure 3.5. Users gradually achieve their target SNR. It is found that the steep-
est descent algorithm settles down slower than the algorithm we used in Section 
2.1. We can slightly modify Algorithm 2.1 for the implementation simplicity. 
We have tried to simplify Algorithm 2.1 by only allowing either ak or C^ to be 
changed. With the same set of random variables that we used in the simulation 
for Figure 3.5, Figures 3.6 and 3.7 show the typical simulation results of the 
modified algorithms. It shows that the simplified versions consume more power. 
3.2.3 Performance Evaluation 
In this section, we perform massive computer simulations to compare the multi-
sequence MC-CDMA system and its counterpart with single sequence in term 
of transmitted power. Given that all users attempt to achieve an 8 dB SNR. 
We also assume that there are 16 users, the processing gain equals 4 and the 
subchannel number is 4. All the average performance analysis involves 500 
realizations. 
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Figure 3.5: Typical behavior of Algorithm 2.1 for single-sequence MC-CDMA 
system 
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Figure 3.6: Typical behavior of Algorithm 2.1 without sequence adaptation 
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Figure 3.7: Typical behavior of Algorithm 2.1 without weighting vector adapta-
tion 
Figure 3.8 shows the required transmitted power of two systems. We can also 
observe that the more users the system accommodate, the more power is required 
for the received signals to achieve the 8 dB target SNR. Simulations show that 
at the steady state of the multi-sequence case, users would not transmit any 
signals to the subchannels which suffer deep fading with severe interference. In 
addition, it is found that the sequences a(爪 f o r all k and m are generated so 
that Afc, the concatenated versions of Si{rn,k) from M branches, are orthogonal 
to one another. As a result, MAI is eliminated. Orthogonal transmission mode 
also appears in the MC-CDMA system with single sequence. At the steady state 
of Algorithm 2.1, simulations show that each transmitter concentrates most of 
the transmitted power in the least fading carriers. More precise, Cfc � a^ for all 
k are found to be orthogonal to one another. Therefore, transmitted signals do 
not affect each other. Prom Figure 3.8, we also observe that the two systems 
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consume roughly the same amount of power. The orthognality and the power 
consumption implies that the two algorithms eventually yield the same solution 
form. 
In term of system complexity, the single sequence system is definitely the 
better choice. Algorithm 2.1 takes more than 1000 iterations to become steady, 
so it may be not desirable for fast moving wireless applications. For the multi-
sequence system, the algorithm settles down as quickly as the Algorithm 1.1 in 
Chapter 2, but each transmitter need to generate M sequences for M subchan-
nels. This involves complicated hardware implementations. Generally speaking, 
there exists a tradeoff between system complexity and the speed of the algorithm 
in these two systems. 
Next, we consider some modification works on the single sequence case. We 
proposed that systems only allow either the weighting vectors or the sequences 
to be changed during the adaptive process. We have found that these simpli-
fied algorithms consume more power. It is of interest to investigate the tradeoff 
between power consumption and system complexity. Figure 3.9 presents the 
power consumption for different schemes. We can observe that the scheme with-
out weighting vector adaptation consumes more power than its counterpart. In 
addition, it is also obvious that it is much easier to adjust the weighting vec-
tors rather than to adapt the sequences. As a result, to reduce the transmitted 
power for a certain target SNR, the scheme with both weighting vector and 
sequence adaptation is the best. While for system simplicity, Algorithm 2.1 
without sequence adaptation seems to be a good solution. 
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3.3 Sequence Adaptation for Wideband C D M A 
System in Fading Channels 
3.3.1 System Model and Algorithm Development 
Because of the excellent performance of the CDMA systems in a dense urban 
area, CDMA is chosen to be the multiple access scheme for several third gen-
eration mobile standards [19]. It is of interest to consider sequence adaptation 
for wideband DS-CDMA systems. Due to the spectral properties of the CDMA 
systems, the spread spectrum signal always undergoes frequency selective fad-
ing, which can be mathematically modeled by the tap delay line model. We 
employ the transmitter and receiver pair with the structures which is similar to 
the one in Chapter 2. In this section, we only use a matched filter to receive 
the signal instead of using an optimal one. That means we improve the system 
performance only by sequence adaptation. Figure 3.10 shows the block diagram 
of the receiver. For the consistency of the whole chapter, we used the same 
notations that defined in the previous sections to represent our system model. 
As mentioned before, we use the tap delay line model to represent the frequency 
selective fading channel [27] [20]. The impulse response of the channel for the 
kth user can be written as 
Lk 
S { t - I T , ) (3.20) 
1=0 
where Lj, = L ^ ^ � + 1 and ATk is the multipath spread of the channel. We 
assume that all users have the same multipath spread. Therefore, receiver would 
receive L + 1 delayed and attenuated copies of the transmitted signal from each 
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T c 
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-j27Cfet e 
Figure 3.10: A block diagram of the k-th user's receiver 
user. If there is only one user in the system, the received signal should be 
E «(/,!){ £ 鄉 i v � a彻 - z T e - ITc) }eW-in) + 几⑷， (3.21) 
1=0 i=—oo 
We assume that the whole system is asynchronous. Without loss of general-
ity, we would analyze the detection of bit b^Q^^ for the user 1. We define dk for all 
k as the amount of delay of the kih. user. For the ease of analysis, we assume 
the delays are the multiples of T^ i.e. dk = ruTc ,where N - 1 > m > 0. We 
further assume that d^ > d^-i... > do > 0. Hence the received signal can be 
expressed as the real part of the following complex signal 
K L oo 
E 艰 彻 - i T c - ITc - 4 ) }e何务[c^,) + 几⑷，(3.22) 
k=l 1=0 o o 
We assume the receiver of the first user can synchronize with its own signal, then 
the delay do equals zero. The received signal is passed through the chip matched 
filter. The output of the filter is sampled at frequency 1 /Tc to give a vector r!. 
Then, we take the inner product of r! and the sequence a! to give the decision 
statistic 对)• Based on the assumptions that we made before, user 1 would 
normally observe b^^l and for all k e {2,K}, However, when dk + L > N, 
user 1 may even see the bits h^^l for some k. It is therefore quite tedious to 
discuss all the case. Therefore, we choose to discuss the worst case. We assume 
that dl\ dk + L > N where k G {2, K}, that means user 1 would observe 51 
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h^-l and b(Q的 for all k G {2, K}. We would like to define the following notations 
Qk = ( 4 + L) mod N 
k elements 
Ek = diag TtT^'TaI 000.. . 00 
N—k elements 
I \ 
0 0 . . . 0 1 
1 0 . . . 0 0 
T = 0 1. . . 0 0 (3.23) 
• . • • • 
a • • _ • 
^ 0 0 . . . 1 0 〉 
Where T is TV by iV square matrix and it is the delay operator. We can express 
ri as 
ri = Te a(o,i) +Te E； + (I - E^) ] T a： + . . . 
+ Tc «(L,i) [ ET + ( I - E I ) ] T^ ai + Te a(o，2) [ E ^ + - E^) ] T 而 a? 
+ … + Tc a(斤—办，2) [ I + b^ ^^ O ] a2 + Te a^N-d2+i,2) [ Ei + (I - Ei) ] T as 
+ . . .+7； a ( 明 + a? + . . . 
+ Tc a(o，K) [ h^-i^ E ^ + )(I - ] T如 a；^  + ... 
气N-dK,iq [义〒 I + ] a ^ -h Te [ E； + 6 ^ ( 1 - E；) ] T a ^ 
+ … + Tc [ E；； + - ] T狀 a^ 
L 
= T c «(o’i)&[)i)ai + E Tc a(p，i) [ E； + (I - E^) ] T^ a： 
p=i 
K N 
+ E E ^ c [ E； + hf^ (I — E^) ] TP a , 
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K Qk _ _ 丄厂^k 
fc=2p=l 
(3.24) 
We group the ri bit by bit for the ease of computer simulations. Hence we 
get 
L ^ 
ri = Tc [ a(o，i) I + a(糾（I — fi；) T q ai 
p = i L ^ 
+7； [ Y^ a(外 1) Ep TP ] ai p=i 
+ [ £ (I - E,) TP ] a , 
k=2 p 二 dk 
K gk _ 
+ hn [ E 叫N-d淋’k) K TP ] a , k=2 p=l 
K gk _ N _ 
+ h^ -l [ E (I - E,) E E , TP ] a , 
k=2 p=l P=dk 
二 7； Qi ai + Tc Vi ai 




Qi = [ (^0,1) I + E (I - E,) T^ ] 
p = i 
Vi 二 
p — 1 
Wi - [ E (I - E,) T^ ] 
gj^ N 
Xi 二 [ E 气 N-d 淋 k) (I — E,) E E^ T^ ] 
P=i p=dk 
9k 八 Yi = [ E ^{N-d,+p,k) fip TP ] (3.26) p=i 
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In this thesis, we always associate the system performance with the SNR. 
However, it is not easy to define the SNR in the multipath channels. Instead, we 
can use mean square error to do the performance evaluation. The mean square 
error of the bit can be expressed as 
二 l + T^ a f Q i a i a f Q f a i + a f V i a i a f V f a i — T^afQiai - T ^ a f p f a i 
K 
+ 巧 E [ a f w i a f c a f w f a i + a f X i a ^ a ^ X f a i + a f Y i a . a f v f a i ] 
k=2 
Although the MSE determined above is only for user 1, it is easy to show 
that the MSE expressions for the other users would have the similar mathemat-
ical structures based on the delay profiles they face. Again, it is found that 
the MSE expressions are the function of the signature sequences. That means 
we can adjust the sequences so that the MSE are minimized. We try to mini-
mize the MSE by a decentralized approach. Each user may have the following 
optimization problems. 
Min MSEfc 二 | a f r广 &[(幻|2 ] for all k (3.27) 
Obviously, these are unconstrained optimization problems. Hence, we can simply 
apply the gradient descent algorithm to adaptively adjust the sequences. Each 
user independently applies the steep descent algorithm to minimize his/her own 
MSE in a greedy manner: 
+ 1) = SLk{n) - ^ (3.28) 
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Figure 3.11: Typical behavior of sequence adaptation algorithm for frequency 
selective fading channel (single user case) 
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Figure 3.12: Typical behavior of sequence adaptation algorithm for frequency 
selective fading channel (Multiuser case) 
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3.3.2 Performance Evaluation 
Typical Behavior 
In this section, we present some simulation results in order to get a rough idea on 
the performance of the proposed system. First, we demonstrated ISI rejection 
capability. We performed a simulation for single user system with the spreading 
factor equals 16 and the user experiences 8 multipath signals. Figure 3.11 shows 
the results. It is found that the proposed algorithm can effectively eliminate ISI 
which can be explicitly shown by the low MSE value of the user at the steady 
state. Next, we take a look at the multiuser case. We simulated the case that a 
4-users system with the spreading factor equals 16 and 8 multipath signals for 
each transmitted signal. Typical behavior of sequence adaptation algorithm for 
the multiuser case can be found in the Figure 3.12. We observe that the MSE of 
all users are reduced drastically. That means each user attempts to alter his/her 
own sequence, so that ISI caused by the multipath effect and the MAI from the 
other users are reduced. The low MSE value for each user shown in the figure 
exhibits the ability of the MAI and ISI rejection of our algorithm. 
Average Performance 
In this section, we evaluate the system performance via Monte Carlo simulations. 
We assume that ISI and MAI are the major source of the channel impairments. 
Hence, the noise effect is negligible. In the computer simulations, we examined 
the ISI and MAI suppression capabilities of the algorithm in term of the bit error 
rate (BER). 1000 binary data are generated per trial to evaluate the quality of 
the received signal and we obtain the average bit error rate by averaging 500 
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Figure 3.14: The relation between transmitted power and the number of multi-
path signals (single user case) 
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trials for each user. 
We first investigate the ISI suppression capability of the algorithm. To eval-
uate that, it is better to consider a single user system. We assume that the 
processing gain equals 16. We evaluate the system with sequence adaptation 
against ISI. Figure 3.13 shows the relation between the number of multipath 
signals and the average BER. The BER of the user who employs sequence adap-
tation is much lower than the one without sequence adaptation. From that 
figure, we also discovered that system can exploit the time diversity, which is 
similar to the current CDMA systems with RAKE receivers. We can see that 
with higher order of diversity, ISI can be almost completely eliminated. As a 
result，our system works well in a dense urban area. In addition, with the capa-
bility of resolving multipaths, our system only employs a matched filter as the 
receiver. It is superior to the RAKE receiver in term of the system complexity. 
We are also interested in the relation between the power consumption and the 
diversity order. Figure 3.14 shows that by exploiting the time diversity, system 
can reduce the transmitted power while with a high quality transmission. 
Next, we consider the multiuser case. Each users suffers from not only ISI, 
but also MAI from the other users. We are interested in the relation between 
the received signal quality and the number of users in the system for a fixed 
channel condition. Signals are transmitted through the multipath fading chan-
nels. We assume that the receiver detects 8 attenuated and delayed copies of 
the transmitted signal from each users. The processing gain is 16 in the simu-
lations. Figure 3.15 presents the average BER against the number of users. It 
is found that sequence adaptation reduces the BER in a considerable amount. 
From the graph, we also observe that as the number of users increases, the BER 
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Figure 3.15: The relation between BER and the number of active users in the 
system 
also increases. That means the MAI and ISI suppression capability is limited by 
the number of users. Prom the results of the single user case, we know that by 
exploiting the diversity, system can effectively suppress ISI. It is of interest to 
investigate the same issue for the multiuser case. Given a fixed amount of users 
and the spreading factor, where iiT二4 and 7V=16, we would like to study the 
time diversity of the system. Figure 3.16 shows that when we apply sequence 
adaptation algorithm in the multiuser case, system can exploit the diversity for 
performance improvement which is similar to the single user case. Again the 
improvement is limited by the amount of users in the system. 
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(Multiuser case) 3.4 Summary 
In this chapter, we have developed sequence adaptation schemes for both MC-
CDMA and wideband DS-CDMA systems in fading channels. For MC-CDMA 
systems, we have proposed two different transmitter adaptation schemes. Sim-
ulations show that two schemes give the same solution form. MAI can be elim-
inated according to that solutions. Also, we have modified the algorithms to 
reduce the system complexity for practical considerations. For wideband DS-
CDMA systems, we have also developed a sequence adaptation scheme based on 
the idea of minimizing the mean square error of the received bit. We observed 
that our proposed scheme can effectively suppress both ISI caused by the multi-
path effect and MAI from the other users. It is also found that proposed system 
can exploit time diversity and works well in dense urban environment. 
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Practical Issues on Sequence 
Adaptation 
4.1 Introduction 
Prom the previous chapters, we know that sequence adaptation can improve 
the system performance in term of power consumption or the received signal 
quality. According to the previous chapters, receivers need perfect-estimated 
correlation matrices to update the sequences. However, perfect estimates can-
not be practically obtained in wireless channels. Also, to make our sequence 
adaptation idea becomes a practical one, it is desirable to develop an algorithm 
with a low complexity too. Although a number of researchers have considered 
the issues on sequence adaptation, comprehensive studies on these topics in term 
of practicality and related theories have not yet reported. 
In this chapter, we extend the work in Chapter 2 to consider the issues 
of imperfect estimation and simplification of sequence adaptation algorithm for 
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practical wireless applications. We modify our sequence adaptation algorithm in 
Chapter 2 to make it more practical. The new algorithms also treat each pair of 
transmitter and receiver as an individual entity, and each of which independently 
and simultaneously implements power control and adapts its own sequence to 
achieve the target SNR with the minimum power consumption. In the adaptive 
process, sequences are updated based on the information which can be obtained 
by averaging the received samples instead of perfect estimation. Power control 
scheme is based on the SNR value at the previous state. No information from the 
other users is required in the algorithms. In this chapter, we will first investigate 
the case of perfect estimation of SNR and discuss the imperfect estimation case 
later. We will study the simplification works for our algorithm. We employ the 
idea of blind adaptive multiuser detector from Honig et al [21] to simplify our 
algorithm. 
In Section three, we will discuss sequence adaptation with perfect estimation 
of previous state SNR. In Section five, we will study the issues on the imperfect 
estimation of SNR case and we will draw our conclusions in section seven. 
4.2 Preliminary 
In Chapter 2, we assume that we can perfectly estimate the correlation ma-
trices for updating the sequences. In practice, it is impossible to obtain the 
exact correlation matrices, which involve infinite samples. Instead, we can only 
get the estimated correlation matrices from the finite samples of the received 
signal. It is of interest to investigate the relation between the number of sam-
ples and the performance of the algorithm. We try to sample the received 
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signal for the estimation of the correlation matrices. Then, we directly apply 
the estimated correlation matrices to the Algorithm 1.1 in Chapter 2. We test 
the algorithm with the estimated correlation matrices which are constructed by 
using different number of sample bits per iteration. It turns out that sample-
based Algorithm 1.1 requires at least 2500 data bits per iteration to adapt the 
sequences with an acceptable output quality. Figure 4.1 shows the typical be-
haviour of the algorithm with 2500 bits per iteration. Although each user can 
rough achieve 10 dB target SNR within 10 iterations, 2500 sample bits per it-
eration for the estimation is too demanding. The requirement of a large sample 
size implies Algorithm 1.1 is very sensitive to the estimation errors. Hence, sys-
tem employing this algorithm cannot support mobile communications. To solve 
the problem, we need to modify the original algorithm, so that it can works 
well in an insufficient-samples scenario. Clearly, our objective in this chapter is 
to develop an effective algorithm which settles down quickly and requires small 
number of sample bits for mobile applications. 
4.3 Sequence Adaptation Algorithm with Per-
fect Estimation of SNR 
In this section, we develop a new sequence adaptation based on the Algorithm 1.1 
in Chapter 2. We use the same system model that we defined in Chapter 2 for 
a fair comparison. According to the results in Chapter 2, the SNR of the kth 
user can be written as 
SNR, = ？ ( 4 . 1 ) wfRfcWA； 
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Figure 4.1: Typical behavior of samples-based Algorithm 1.1 with 2500 data 
bits per iteration 
where R^ is the correlation matrix of the kih. user. Prom the discussion in section 
four, we would like to choose matched filter as the correlator, i.e Wk{n) = afc(n). 
However, if we had chosen w^ = R^^a^ (MMSE receiver), then SNR^ would 
have been optimized to give 
SNR, = T 聞 R : � (4.2) 
we define total correlation matrix II(t’a；) with respect to kih. user as follows 
= E [ r , r f ] + T^a.af (4.3) 
It can be shown that R^^ ^^ a^^  is just a scalar multiple of R^^a^ [21] and 
can be readily estimated from the received signal. Therefore, we will 
employ R 茫 a s the MMSE receiver for the kih. user. Again，we deal with 
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the same optimization problem that we have formulated in Chapter 2: 
1 K 
. 丄 H mm jjl^^k ^k, 
^ k=i 
^ H 2 
subject to = j k for all k (4.4) 
where jk is the target SNR for the kth. user. We modify the Alogrithm 1.1 
in such a way that it can be less sensitive to the estimation errors. Again, 
each user tries to achieve his/her own target SNR with the minimum amount of 
power in a greedy and independent manner. In this algorithm, each transmitter 
and receiver pair iteratively and simultaneously implements power control and 
updates the sequence according to the following steps. Each iteration of the 
algorithm involves transmission of L data bits. 
Algorithm 3.1: 
1. For the nth iteration, the receiver collects the required statistics (the esti-
A 
mated total correlation matrix from the kth user point of view R(t,A;)(^)) 
from the received signal. Where R(T,fc) (n) is a sample average plus the 
A previously estimated R(t ,A!)— 1), i.e., 
1 nL+L 
= ( 1 - a ) - E r , � r f � 
i = n L + l 
+ (4.5) 
where o; is a forgetting factor, and L is the number of bits for the estima-
tion. 
2. Update the sequence according to the following expression: 
胁 = 黑 + (4.6) 
afc(n) |R(‘(n)afc(n) | 
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Normalize afc(n + 1) to give 
a f c ( n + 1 ) , 、 
a“几+1) 二 (4 .7) 
3. Apply power control to achieve the target SNR 
4. Send the power controlled sequence 1) back to the kih. transmitter 
for transmission at the next iteration. 
Notice that we obtain the information for the adaptation by sampling the 
received signal. Hence, the MMSE receiver of the A;th user should also based on 
these samples, and can be expressed as 
Wfc(n) = R^^^Jn)afc(n). (4.9) 
With a brute force approach, Algorithm 3.1 has a complexity of 0{LN'^ + 
N^). By using the matrix inversion lemma [26], the complexity can be main-
tained at 0{LN'^). In practice, it may be undesirable to compute 
due to the large amount of computations involved. We modify the Algorithm 3.1 
and employ the idea of the adaptive receiver structure with an 0{N) complex-
ity proposed by Honig et al [21] to compute ； 左 ( n ) . In [21], a blind 
adaptive multiuser detector with 0{N) complexity was proposed. The idea of 
the detector is to minimize the variance of the correlator output which is equiv-
alent to minimize the MSE of the signal. Therefore, the detector is a MMSE 
receiver. We know that MMSE receiver takes the same form as (4.9) and we 
need to compute R^^a^ in Algorithm 1.1. Therefore, we employ the blind adap-
tive algorithm with 0{N) complexity proposed by Honig et al. to simplify our 
algorithm. Then, the modified algorithm is presented as follows: 
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Algorithm 3.2: 
1. For the nth iteration, we first update x^ ；，a vector orthogonal to a^ (n), by 
the following expression: 
+ 1) = i) - yk{n,i) [Tk{nL + i) 
偏 織 ] (4.10) 
where 
VkM = + + 
afc(n) 
i e [0，L-1] (4.11) 
and L is the number of sample bits per iteration. Therefore we perforin 
the above updating process L times per iteration. 
2. Combine the updated x^ with the normalized version of the original se-
quence 
Pfc(n) 二 xdn，L) + ^ 4 4 > (4.12) afc(n) 
Then 
+ (4.13) afc(n) pk{n) 
3. Normalize the ajt(n + 1) and implement power control with the step 3 of 
Algorithm 3.1 and then send the sequence back to the kth transmitter. 
Notice that to implement the MMSE receiver, we pick Wfc(n) = pfc(n). 
Algorithm 3.2 has a complexity of 0(LN), and, therefore, provides a signifi-
cant computational advantage over Algorithm 3.1. 
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4.4 Performance Evaluation 
In this section, we evaluate the new sequence adaptation schemes via computer 
simulations. We assume that there are 8 users in the proposed system and the 
processing gain is 8. Each user is initially assigned a random signature sequence 
and the sequences are linearly independent. The common target SNR for all 
users is 10 dB. We further assume that the multiple access channel is corrupted 
by AWGN. We set the noise level so that, for a single user case, unity power is 
required to achieve 10 dB SNR. The number of sample bits per iteration is L=50 
for all cases and all the average performance analysis involve 500 realizations. 
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4.4.1 Typical Behaviour Analysis 
We first study a system which implements power control with MMSE receiver 
in (4.9) using Algorithm 3.1, but without the sequence adaptation. Figure 4.2 
shows the typical behaviour. It is found that each user can roughly achieve 10 
dB target SNR and average power consumption at the steady state is about 10 
units. Next, we consider the power control together with sequence adaptation 
and MMSE receiver is employed in the simulation. Prom Figure 4.3, we observe 
that each user can also roughly achieve the target SNR. However the average 
transmitted power at the steady state is reduced to about 1.4 units. In term of 
power consumption, power control with sequence adaptation is superior to the 
one without sequence adaptation. Notice the large fluctuations of the SNR in 
the simulations. Although (4.9) approximates the optimal MMSE receiver, it 
cannot provide the optimal performance. It is because the construction of (4.9) 
is based on the inaccurate estimates from the channel. Instead of using MMSE 
receivers, we may employ matched filters. It is known that at the steady state 
of sequence adaptation, the matched filter coincides with the MMSE receiver. 
In fact, it is found that fluctuations can be easily reduced by using a matched 
filter (Wfc(n) = 3Lk{n)) instead of MMSE receiver in (4.9). Figure 4.4 shows 
the performance of sequence adaptation with matched filter as the receiver. We 
observe that fluctuations in SNR are drastically reduced and the average power 
consumption is also kept in a low level. Each user can almost exactly achieve 10 
dB target SNR within 40 iterations and the typical behaviour of Algorithm 3.1 
with matched filter is similar to Figure 4.4. 
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4.4.2 Average Performance Analysis 
To get a better understanding on the performance of the proposed scheme, we 
have performed massive simulations to examine the system. We are interested 
in the power consumption and target SNR fulfillment of the users. It is obvious 
that the performance of the algorithm is related to the number of sample bits 
per iteration. The more samples we collect, the better performance we get. We 
have performed a number of simulation trials to determine a reasonable number 
of sample bits per iteration for the proposed system in term of performance and 
the amount of computations involved. It is found that L=50 is suitable choice. 
Figure 4.5 and 4.6 shows the power consumption of different schemes. It is found 
that power control schemes with sequence adaptation (both Algorithm 3.1 and 
3.2 with matched filter) with 50 sample bits per iteration consumes roughly 
the same power as the perfect estimation case (L 二 oo). From the figure, 
we also see that system employs the power control scheme without sequence 
adaptation always consumes more power than the one with sequence adaptation. 
Especially, when there are 8 users in the system, the average power consumption 
of the power control scheme without sequence adaptation is about 10 times its 
counterpart. The result shows that sequence adaptation reduces the required 
transmitted power significantly. 
Although it is found that the average SNR of the users at the steady state for 
each scheme is 10 dB, users may not always exactly achieve the target SNR due 
to the fluctuations in SNR. Therefore, the amount of deviation from the target 
is an important parameter to evaluate the proposed algorithms. We performed 
simulations to take a look at the average fluctuations of users' SNR at the steady 
state for different schemes. Figure 4.7 shows the results. We observe that the 
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standard deviation in SNR of the Algorithm 3.2 with matched filters is close 
to that of Algorithm 3.1. Recall from Figure 4.5 that power consumption of 
both schemes are roughly the same. Hence, Algorithm 3.2 with matched filters 
maintains the excellent performance of Algorithm 3.1. It is definitely the best 
choice among all the schemes in this chapter. Prom Figure 4.7, we can observe 
that the standard deviation in SNR with matched filters is smaller than the one 
with MMSE receivers. With matched filters, the standard deviations in SNR 
for both algorithms are close to zero, which implies that all users can almost 
exactly achieve the target SNR. 
Next, we take a look at the average performance of Alogrithm 3.1 and 3.2 
with matched filters in asynchronous systems. Figure 4.8 shows the power con-
sumption of both algorithms in synchronous and asynchronous environments. 
As expected, users in the asynchronous case consume more power than they are 
in synchronous environment for achieving 10 dB target SNR. It is also found that 
the average SNR achieved by both schemes are about 10 dB. We are interested 
in the deviations of the user's SNR from the target in asynchronous systems. 
Figure 4.9 shows the simulation results. It is shown that the deviations in the 
asynchronous case is slightly larger than that in the synchronous case. Simula-
tion results imply that the proposed algorithms also work well in asynchronous 
environments. 
Simulations also reveal the fact that for both Algorithm 3.1 and 3.2 with 
matched filters, the final sequences are almost orthogonal to one another. In 
addition, the average transmitted power is close to unity. Eventually, all users 
are only affected by AWGN, and MAI from other users are eliminated. 
73 
Chapter J^ Practical Issues on Sequence Adaptation 
v - f r — ^ -
己 / / I • - • Algorithm 3.1 with MF (L=50) 
° / / — Algorithm 3.2 with MF (L=50) 
-2 / / - © - Algorithm 3.1 with MMSE receiver (L=50) 
•5 / / - B - Algorithm 3.1 w/o seq. adaptation (MMSE,L=50) 
/ / - X - Algorithm 3.1 with MF (perfect estimation case) 
f - _ 
1 1 1 1 I I 
1 2 3 4 5 6 7 8 
Number of Users 
Figure 4.7: The standard deviation of users' SNR at steady state for different 
schemes 
1 . 8 I I 1 1 1 1 
Algorithm 3.1 with MF (perfect estimation case) (syn.) A , 
1 7 - Algorithm 3.1 with MF (L=50) (syn.) -
- * - Algorithm 3.2 with MF (L=50) (syn.) r 
• « • Algorithm 3.1 with MF (L=50) (Asyn.) / 
- B - Algorithm 3.2 with MF (L=50) (Asyn.) -V / -
1 . 5 - / / 
豪 1 . 4 - / / -
P / / 
1 . 3 - / / 
1 2 3 4 5 6 7 8 
Number of Users 
Figure 4.8: The steady state power for different schemes in asynchronous system 
74 
Chapter J^ Practical Issues on Sequence Adaptation 
0.45 I 1 1 1 1 1 1 
0-4 - Algorithm 3.1 with MF (perfect estimation) (syn.) ' ' 
- B - Algorithm 3.1 with MF (L=50) (syn.) / 
• - • Algorithm 3.2 with MF {L=50) (syn.) / 
0.35 - • -* • Algorithm 3.1 with MF (L=50) (Asyn.) / -
- 6 - Algorithm 3.2 with MF (L=50) (Asyn.) , o cc / / 
w 0 . 3 - /• / -"i2 i / (U / 
I 。 . 2 5 - -
•B .z / 
广 ,/ -
"E , - « / rt - / 
1 0.15 - /- X -
I 1 1 I I I I 
1 2 3 4 5 6 7 8 
Number of Users 
Figure 4.9: The standard deviation of users' SNR at steady state for different 
schemes in asynchronous system 
4.5 Sequence Adaptation Algorithm with im-
perfect estimation of previous state SNR 
In the last section, we have discussed the practical issues on sequence adaptation 
based on the Algorithm 1.1 that we developed in Chapter 2. Although the 
modified versions of Algorithm 1.1 {Algorithm 3.1 and 3.2) works well and only 
requires a small number of sample bits per iteration for the estimations, both 
algorithms need the exact value of the previous state SNR for the implementation 
of power control. It is not realistic to obtain the accurate SNR values in multiuser 
environments. For the completeness of the discussion on the practical issues on 
sequence adaptation, we go one step further. We developed a new algorithm 
which implements power control and sequence adaptation based on the estimates 
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from the channel. We know that 
S 戰 = (4.14) 
According to (4.3), we have 
w f R (T , fc )Wfc 二 wfRfcWfc + T^Vfa^l' (4.15) 
w f R (， w , 二 丄 1 (4 16) 
SNR, ^ �丄丄~ 
We define the signal to received signal ratio (SRR) as follows 
Hence, we get 
膽* = r ^ (4.18) 
Where 0 < SNRk < oo and 0 < SRRk < 1. Prom the above equation, we 
know that given an arbitrary value of SRRk, the corresponding SNRk can be 
uniquely determined. That implies the estimation of SNR can be replaced by 
the estimation of SRR. Prom (4.17), SRR involves R(T’k). It can be readily esti-
mated from the received signal. Therefore, we can estimate the SRR according 
to (4.17). Since SNR can be uniquely represented by its corresponding SRR, 
SNRk{n) value in Algorithm 3.1 can be replaced by SSRk{n). Also，to achieve 
a target SNR is equivalent to achieve the target SRR (k by the following 
relation: 
�=r^ _ 
Hence, we modify the Algorithm 3.1 as follows: 
Algorithm 3.8: 
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Same as in AlgorithmS.l, we only replace jk by Ot and SNRk{n) by SRRk{n) 
in the power control step, i.e., 
a ) = \ ( 几 产 ⑷ 丨 胁 + 1 ) (4.20) 
where 
sTR,{n) = 〜丨 2 (4.21) 
4.6 Performance Evaluation 
We evaluate the proposed system via simulations. It is assumed that the sample 
bits per iteration is 50. Prom the previous sections, we know that matched 
filter gives an excellent reception quality, therefore in the simulations we employ 
matched filters. We first take a look at the typical behaviour of the algorithm. 
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Prom Figure 4.10, we observe that all users can roughly achieve 10 dB target SNR 
within 60 iterations. Comparing with Algorithm 3.1，Algorithm 3.3 requires 
20 iterations more for all users to achieve the target. From the graph, we see 
that the deviations from the target of the users' SNR are not small, however 
users adapt their sequences according to Algorithm 3.3 in an extremely stable 
manner. 
Next, we study the average performance of the algorithm in term of average 
power consumption and average deviations of the users' SNR from their target. 
Figure 4.11 shows the standard deviation of the users' SNR against the number 
of users. Simulations shows that for all the cases, users employ Algorithm 3.3 
always suffer from a larger deviation from the mean (10 dB) compared with 
the case that users employ Algorithm 3.1. As expected, the standard devia-
tion increases as the number of users increases. In Figure 4.12, we investigated 
the required transmitted power for achieving 10 dB SNR. Again, the average 
required transmitted power increases as the number of users increases. Compar-
ing with Algorithm 3.1, it is found that Algorithm 3.3 roughly consumes the 
same power as its counterparts. Although the average standard deviation of the 
users' SNR is larger in Algorithm 3.3, it is a self-contained scheme. No perfect 
estimation is assumed. Therefore, in term of system complexity, Algorithm 3.3 
is also a desirable choice. 
4.7 Summary 
In this chapter, we have considered the practical issues on sequence adapta-
tion for DS-CDMA systems. In this system, signature sequences are adaptively 
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generated and power-controlled by each transmitter-receiver pair independently 
and simultaneously, in order to achieve the target SNR. For reducing the sys-
tem complexity, we have also developed another algorithm with low complexity 
in this chapter. Both algorithms requires only information which can be ob-
tained from the received signal samples. Simulation shows that only a moderate 
number of samples per iteration and a moderate number of iteration steps are 
required. The results imply low mobility wireless application is possible. 
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5.1 Conclusions 
The central idea of this thesis concerns about sequence adaptation for the CDMA 
systems. Transmitter adaptation indeed improves the system performance with-
out increasing the system complexity. However, only a few of transmitter adap-
tation algorithms have been developed. In addition, all the existing transmitter 
adaptation schemes require a centralized controller for governing signal trans-
mission. To simplify the system and fully exploit the advantage of transmit-
ter adaptation, it is desirable to develop a sequence adaptation scheme in a 
fully distributed manner. In this thesis, we have proposed a decentralized se-
quence adaptation algorithm and demonstrated its capability of MAI rejection 
in asynchronous Gaussian multiple access channels. According to the proposed 
algorithm, users independently and simultaneously adjust his/her signature se-
quence. At the steady state of the algorithm, sequences are almost orthogonal 
to the interference taking into account the corresponding delay profiles. As a 
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result, all users are only affected by the AWGN, and MAI from the other users 
are effectively eliminated. 
With a satisfactory performance of sequence adaptation in AWGN channels, 
we were encouraged to consider transmitter adaptation in fading channels. In 
this thesis, we have developed transmitter adaptation schemes for MC-CDMA 
systems in Rayleigh fading channels. It is found that, at the steady state of 
the adaptive process, each user would concentrate his/her transmitted power in 
a carrier which do not suffer deep fading. Without any information exchange 
between users, simulations show that users can achieve orthogonal transmission 
by adjusting their weighting over the carriers and the signature sequences for the 
fulfillment of their target SNR. MAI from other users are eliminated. Sequence 
adaptation for wideband DS-CDMA in frequency selective channels was also 
investigated in this piece of work. For simplifying the receiver structure, we use 
matched filters as receivers. We developed a decentralized sequence adaptation 
algorithm to reduce the MSE for each user. Our scheme explicitly shows its 
ability of combating fading and rejecting interference (both MAI and ISI) in 
term of bit error rate. 
In the last part of the thesis, we studied some practical issues on sequence 
adaptation, especially on the modification of Algorithm 3.1 in case of imperfect 
estimation. Simulations show that with only 50 sample bits per iteration, each 
user can achieve target SNR within 40 iteration steps in a stable manner similar 
to the perfect estimation case. To move one step further, we also simplified the 
new algorithm for a lower system complexity. It is found that the simplified one 
also obtains a satisfactory performance in term of stability and the sample bits 
requirement. 
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5.2 Future Works 
In this thesis, we have reiterated the advantages of transmitter adaptation and 
demonstrated the improvements via a series of simulations. However, transmit-
ter adaptation is a new and broad area in wireless communication, our work 
surely may not cover all the aspects on that topics. To get a deeper under-
standing on transmitter adaptation, the following issues should be studied in 
details. 
First, the practical issues on sequence adaptation in fading channels should 
be considered. In Chapter 3, the sequence adaptation algorithm for wideband 
DS-CDMA systems in frequency selective channels is quite complicated for prac-
tical use. Therefore, modification for this algorithm should be proposed and 
investigated. In that section, we have considered minimizing the MSE only by 
sequence adaptation. Actually, we can expected that a better performance can 
be obtained if we can consider the use of MMSE receiver instead of matched 
filter. In addition, the speed of the algorithms in Chapter 3 should also be im-
proved. The results show that the rates of convergence of those algorithms are 
slow. One possible solution is to employ algorithms with faster convergence rate 
such as Newton's method. 
Last but not least, theoretical consolidation should be considered at the 
next improvement step. In Chapter 2，we demonstrated the user capacities of 
asynchronous systems with target SNR constraints by simulations. However, we 
cannot provide any theoretical analysis on the user capacities for asynchronous 
systems. It is a challenging and open question for sequence adaptation. 
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