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a b s t r a c t
From the numerical point of view, given a set X ⊂ Rn of s points
whose coordinates are knownwith only limited precision, each set
X˜ of s points whose elements differ from those of X of a quantity
less than data uncertainty can be considered equivalent to X. We
present an algorithm that, given X and a tolerance ε on the data
error, computes a set G of polynomials such that each element
of G is ‘‘almost vanishing’’ at X and at all its equivalent sets X˜.
The set G is not, in the general case, a basis of the vanishing ideal
I(X). Nevertheless G can determine geometrical configurations
simultaneously characterizing the set X and all its equivalent
sets X˜.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let P = R[x1, . . . , xn] be the polynomial ring in n indeterminates over the reals and let X =
{p1, . . . , ps} be a finite set of points of Rn.
It is well known (see Buchberger and Möller (1982) and Kreuzer and Robbiano (2000, 2005)) that
the vanishing ideal I(X) ⊂ P of all polynomials which vanish at X can be described by a Gröbner
basis, if a term ordering is chosen, or by a border basis, if an appropriate basis of the quotient space
P/I(X) is given.
However, it is also well known that small perturbations of the points of X can cause structural
changes in the bases of I(X) (see Stetter (2004)) as illustrated in the following example.
Example 1.1. Let σ be the DegLex term ordering with x > y. Given the set of points X = {(1, 1),
(3, 2), (5.1, 3)}, the σ -Gröbner basis GB of the vanishing ideal I(X) is given by:
GB =
y
2 − 20x+ 37y− 18
xy− 43x+ 81y− 39
x2 − 90.1x+ 172.2y− 83.1.
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The set GB is also the O-border basis of I(X), that is the border basis constructed using the set
O = {1, y, x}whose residue classes span P/I(X).
A slightly perturbation of (5.1, 3) leads to a new set of points X˜ = {(1, 1), (3, 2), (5, 3)}. The
σ -Gröbner basis G˜B of the vanishing ideal I(X˜) is completely different from GB:
G˜B =
{
x− 2y+ 1,
y3 − 6y2 + 11y− 6.
Further, all the border bases of I(X˜) also present a structural discontinuity, since the residue classes
of the set O do not span the space P/I(X˜). ♦
In the previous example the structural changes happen since the input pointsX are almost aligned,
while the slightly perturbed points X˜ are exactly aligned. This example also illustrates that, if we
deal with a set X of points with limited precision, the exact bases of I(X) could not reveal some
pleasant geometrical properties almost satisfied by the pointsX. In this paperwe present an algorithm
that computes, given a set of points known with limited precision, a set of polynomials allowing to
recognize if such points almost lie on a particularly simple geometrical configuration.
Given a setX of points whose coordinates are knownwith limited precision, each p ofX represents
a ‘‘cloud’’ of points: every point p˜which differs from p by less than data uncertainty can be considered
computationally equivalent to p. Analogously, an input set obtained from X replacing some p by its
perturbation p˜ can be considered an admissible perturbation computationally equivalent to X. It is
then clear that the knowledge ofXwith limited precision, combinedwith the structural discontinuity
of a basis, points out that a significant characterization of I(X) can be a very tricky problem. In fact
the structure of a basis can drastically change when different admissible input sets are chosen and
so a random choice of a basis can hide significant geometrical properties of X. For this reason exact
methods applied to limited precision data can produce meaningless results.
Given a setX of limited precision points and a tolerance ε on the data error, we focus our attention
on the possibility of simultaneously characterizing, with a set of polynomials, the set X together with
all its admissible perturbations. To this aim, we present an algorithm that, fixed a term ordering σ ,
computes an order ideal O and a polynomial set G, whose supports are defined by O, having the
following properties.
(1) The elements of G are almost vanishing, w.r.t. the norm of their coefficient vectors, at X and at
each admissible perturbation X˜.
(2) For each admissible perturbation X˜, the set {r(X˜)|r ∈ O} of the evaluations of the power products
ofO at X˜ consists of independent vectors, up to the first order error analysis, that is neglecting the
error of order O(ε2).
(3) For each g ∈ Gwith leading term t there could be an admissible perturbation X̂g such that t(X̂g)
depends on {r(X̂g)|r ∈ O}, that is on the evaluation vectors of the power products of O at X̂g .
Property (3) implies that for each g ∈ G there could exist a polynomial ĝ with the same support
of g and similar coefficients which vanishes at X̂g . If it is the case, the algorithm determines a
geometrical structure, given by g , almost satisfied by all the admissible perturbations ofX and similar
to a geometrical structure, given by ĝ , exactly satisfied by the admissible perturbation X̂g .
As illustrated in the numerical examples in Section 6, it can happen that there exists a single
admissible perturbation X̂ satisfying Property (3) for all the polynomials g ∈ G. In this case it is
very natural to consider X̂ as a possible exact input set, that is the input in the absence of data error.
Moreover, even if in generalG is not a basis ofI(X), it is analogously natural to considerG as a common
characterization of all the admissible perturbations of X. Furthermore, it can happen that X̂ turns out
to be the exact zero set of the polynomials of G so that, in this case, G is a Gröbner basis of I(X̂).
There is an evident open problem regarding the algorithm and its results: the existence and
possibly the determination of the admissible perturbation X̂. We will show, once again in Section 6,
that there are cases when X̂ does not exist. Then an open problem is to find conditions for the
existence of X̂ and, in case of existence, to determine it explicitly. On the other hand, the numerical
tests suggest that non-existence can be due to two possible causes: the algorithm does not recognize
a possible element of O or it detects some geometrical configurations, close to the points of X,
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which are incompatible with each other. The study of such open problem will be the subject of our
future work.
The above description of problems, techniques and results presented in this paper is also intended
to help the reader in framing this work inside the various panorama given by the state of the art of
Numerical Polynomial Algebra.
Following Sasaki and Kako (2007) two main different kinds of problems can be distinguished: the
first concerns floating-point computations starting from an exact set of input data (usually, a set of
polynomials with exact coefficients as in Shirayanagi (1996)); the second deals with limited precision
input data. Among this second kind of problems, an ulterior classification is determined by the nature
of the input: polynomials with inexact coefficients or sets of points whose coordinates are inexact
numbers. Of course, this paper belongs to the latter class.
Several authors analyze the same kind of problems of this paper with similar but different
approaches (obtaining of course similar but different results). Sauer (2007) describes a method,
suitable for numerical computations, which computes a low-degree algebraic variety containing the
input points. Heldt et al. (2006) present an algorithm, based on the singular value decomposition of
matrices, that computes, without using explicitly the estimation of the data error, a set of polynomials
which assume particularly small values at the input points. Abbott et al. (2008) present an algorithm
that explicitly uses the tolerance on the data error for computing amonomial setO. Inmost cases,O is
a basis of P/I(X) and of P/I(X˜) for all the admissible perturbations X˜ so that theO-border basis of all
the vanishing ideals I(X˜) can be obtained. A brief comparison among our results and those presented
by Abbott et al. (2008) and by Heldt et al. (2006) will be discussed in Section 3.
Note that one of the difficulties in a comparison of the results of a wider class of works is due to the
absence of a common ground language to express these results, in particular a common definition of
‘‘approximate basis’’ of an ideal. For example, given a set F of polynomials with inexact coefficients,
the approximate basis defined by Kondratyev et al. (2004) is a polynomial set ‘‘close’’ to the basis
of the ideal generated by a small perturbation of F , while the approximate basis defined by Sasaki
and Kako (2007) consists of elements whose S-polynomials ‘‘approximately’’ reduce to zero w.r.t.
a given tolerance. Given a set of perturbed input points X, the approximate basis of the ideal of
the polynomials vanishing at X defined by Sauer (2007) is a set G of polynomials which are almost
vanishing at X and which form an exact H-basis of the ideal generated by G, while the approximate
border basis defined byHeldt et al. (2006) consists of almost vanishing polynomials ‘‘close’’ to an exact
border basis but which are not an exact border basis.
This is the main reason why in this paper the concept of ‘‘approximate basis’’ has been avoided.
We preferred to focus our attention on the more significative concept of set of ‘‘almost vanishing’’
polynomials.
The paper improves and formalizes a 2005 Preprint of the author (see Fassino (2005)) and it is
organized as follows. Section 2 contains the preliminary definitions and fixes notation. Section 3
presents the basic theoretical result and thewhole construction of theNBMalgorithm: in particularwe
discuss the numerical dependency of a set of evaluation vectors of power products at the input set of
points andweexploit this result for building theNBMalgorithm. Sections 4 and5 contain, respectively,
a detailed description of the numerical properties of the order ideal O and of the polynomial set G
computed by the NBM algorithm. Finally, Section 6 presents some numerical examples.
2. Preliminaries
In order to formalize the idea of perturbed points, we recall the definitions of empirical point and
of admissible perturbation (see Stetter (2004) and Abbott et al. (2008)).
Definition 2.1. Let p = (c1, . . . , cn) be a point of Rn and let ε = (ε1, . . . , εn), with each εi ∈ R+,
be the vector of the componentwise tolerances. An empirical point pε is the pair (p, ε), where we
call p the specified value and ε the tolerance. A point p˜ = (˜c1, . . . , c˜n) ∈ Rn is called an admissible
perturbation of p if c˜i = ci + ei, for some ei with |ei| < εi, i = 1, . . . , n.
Given a finite set Xε of empirical points all sharing the same tolerance ε, we can formalize the
concept of a set X˜ being ‘‘equivalent’’ to Xw.r.t. the data accuracy.
22 C. Fassino / Journal of Symbolic Computation 45 (2010) 19–37
Definition 2.2. LetXε = {pε1, . . . , pεs } be a set of empirical points all sharing the same tolerance ε and
X ⊂ Rn. A set of points X˜ = {p˜1, . . . , p˜s} ⊂ Rn is called an admissible perturbation of X if each p˜i is
an admissible perturbation of pi.
Finally, we recall (see Kreuzer and Robbiano (2000, 2005)) some basic concepts related to the
polynomial ring P = R[x1, . . . , xn].
Definition 2.3. LetX = {p1, . . . , ps} be a non-empty finite set of points ofRn and let G = {g1, . . . , gk}
be a non-empty finite set of polynomials, given in a fixed order.
• TheR-linearmap evalX : P → Rs defined by evalX(f ) = (f (p1), . . . , f (ps)) is called the evaluation
map associated to X. For brevity, we write f (X) to mean evalX(f ).• The evaluationmatrix (or vector if k = 1) ofG associated toX, writtenMG(X) (or g1(X)), is defined
as having entry (i, j) equal to gj(pi).
Later on,when the evaluationmatrix is computed,we admit thatG contains pairs of identical elements
and/or null polynomials.
Definition 2.4. Let Tn be the monoid of power products of P and let O be a non-empty subset of Tn.
• The set O is called an order ideal if O = O, where O is the set of all power products in Tn which
divide some power product of O.
• Given an order ideal O, the corner set of O is the set
C[O] = {t ∈ Tn : t /∈ O, xi|t ⇒ t/xi ∈ O, i = 1 . . . n}.
We suppose the reader is familiar with the concepts of Gröbner basis and border basis of a
vanishing ideal. Regarding these arguments, the reader is referred to the literature (see, among
others, (Buchberger and Möller, 1982; Kreuzer and Robbiano, 2000, 2005)).
3. The numerical algorithm
Before processing a set X of limited precision points, it is possible to mitigate some negative
effects of data uncertainty, in the following way. Since the elements of X which differ from each
other by less than the data accuracy can be regarded as different perturbations of the same empirical
value, we replace them with a single representative point. Later on we suppose w.l.o.g. that the set
X does not present such ‘‘redundancy’’. If it is not the case, it is possible to apply the previous kind
of preprocessing of the input data, using for instance the algorithms described in Abbott et al. (2007)
and included in CoCoALib (see CoCoA (release 4.7)). Nevertheless preprocessing of the input data is
not sufficient to eliminate the instabilities of the exact bases of the vanishing ideal I(X), as illustrated
in Example 1.1, where the points X differ from each other by more than the data uncertainty.
We base the construction of our algorithm on that of Buchberger and Möller (1982) which
computes the σ -Gröbner basis GB of I(X), given a set X of points and a term ordering σ , as follows.
At each step, if O = {t1, . . . , tk} is the order ideal computed in the previous steps, a power product
t >σ ti is chosen. If the vector t(X) is linearly independent of the vectors {t1(X), . . . , tk(X)}, t is
added toO. Otherwise, the polynomial g = t−∑ki=1 citi is put into GB. Nevertheless, since the test of
linear dependence is crucially affected by even very small variations of the input data, when we deal
with points known with limited precision, small perturbations of the input data may lead to different
choices in the Buchberger–Möller algorithm.
In order to address this drawback, we present an algorithm which checks the linear dependence
in a robust way w.r.t. data uncertainty. Since every admissible perturbation X˜ is computationally
equivalent to X, the vector t(X) can be considered numerically dependent on {t1(X), . . . , tk(X)} if
there exists an X˜ such that t(X˜) exactly depends on the vectors {t1(X˜), . . . , tk(X˜)}. Formally we have
the following definition.
Definition 3.1. Given a set O = {t1, . . . , tk} and a power product t , the vector t(X) numerically
depends on {t1(X), . . . , tk(X)} if there exists an admissible perturbation X˜ ofX such that the residual
ρ(X˜) of the least squares problemMO(X˜)˜α = t(X˜) is a null vector.
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3.1. Sensitivity of the least squares problem
In order to detect the numerical linear dependency of a set of evaluation vectors, we have to know
if there exists an admissible perturbation X˜ of X such that ρ(X˜) is a null vector. This corresponds to
studying the possible variations of ρ(X) w.r.t. slight perturbations of the input points. This can be
done with a suitable analysis of the sensitivity of the least squares problem
MO(X)α = t(X). (1)
To achieve this goal, we start recalling some already known results, based on the componentwise
perturbation analysis (see Higham (1994)), about the sensitivity of a generic least squares problem.
Then, after proving two technical lemmas, we will be able to prove a new theoretical result on the
existence of an admissible perturbation for which the residual of (1) vanishes.
Given an (h× k)-matrix A, we denote by At its transposed matrix, by A+ its pseudoinverse, that is
A+ = (AtA)−1At, and by |A| the matrix consisting of the absolute values of the elements of A; given an
(h× k)-matrix B, we assume that |A| < |B|means that the relation holds componentwise. Moreover,
given a real value η  1 we denote by O(ηm), m ∈ N, an (h × k)-matrixW (η) = (wi,j(η)) (or a real
function if h = k = 1) such that, for each (i, j), |wi,j(η)|/ηm is bounded near 0.
Theorem 3.2. Let A and A+ ∆A both be (p× q), p > q, full rank matrices and let b and b+ ∆b be two
vectors of Rp. Further, let E be a nonnegative (p × q)-matrix, let f be a nonnegative vector of Rp and let
η a nonnegative real number, η  1, such that |∆A| ≤ ηE and |∆b| ≤ ηf . Consider the least squares
problems
Ax = b with ρ = b− Ax and
(A+∆A)(x+∆x) = b+∆b with ρ +∆ρ = b+∆b− (A+∆A)(x+∆x).
We have that
∆x = A+(∆b−∆Ax)+ (AtA)−1(∆A)tρ + O(η2)
1ρ = (I − AA+)(∆b−∆Ax)− (A+)t(∆A)tρ + O(η2)
where I is the (p× p) identity matrix.
Proof. It is possible (see Golub and Van Loan (1991)) to express the least squares problem in the form[
I A
At 0
] [
ρ
x
]
=
[
b
0
]
and so[
I (A+∆A)
(A+∆A)t 0
] [
ρ +1ρ
x+∆x
]
=
[
b+∆b
0
]
.
Taking the difference of the previous equations, we have[
I A
At 0
] [
1ρ
∆x
]
=
[
∆b−∆A(x+∆x)
−(∆A)t(ρ +1ρ)
]
.
Since [
I − AA+ (A+)t
A+ −(AtA)−1
]
is the inverse matrix of
[
I A
At 0
]
we obtain
1ρ = (I − AA+) (∆b−∆A(x+∆x))− (A+)t(∆A)t(ρ +1ρ) (2)
∆x = A+ (∆b−∆A(x+∆x))+ (AtA)−1(∆A)t(ρ +1ρ).
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Supposing |∆A| ≤ ηE and |∆b| ≤ ηf , the absolute values of∆x and1ρ satisfy
|1ρ| ≤ η (∣∣I − AA+∣∣ (f + E|x+∆x|)+ |A+|tEt |ρ +1ρ|)
|∆x| ≤ η (|A+|(f + E|x+∆x|)+ |(AtA)−1|Et |ρ +∆ρ|)
so we have that
∆A∆x = O(η2) and (∆A)t1ρ = O(η2)
and the conclusion follows. ♦
Sincewe are interested in the behaviour of (1), which is a very special case of a generic least squares
problem, in order to apply Theorem 3.2we need an estimation of the sensitivity of the vector t(X) and
of the matrix MO(X) to slight perturbations of the set X. Exploiting the particular structures of t(X)
andMO(X)we deduce the two following lemmas.
Given the power product t = xβ11 . . . xβnn and the order ideal O, we denote by
• εM = max{εi, i = 1 . . . n} the maximum value of the componentwise tolerances;
• deg(xk, t) = βk the degree of the indeterminate xk into the monomial t;
• ∂kt a power product such that ∂kt = deg(xk, t)xβ11 . . . xβk−1k . . . xβnn ;• ∂kO a set of power products such that ∂kO = {∂kt : t ∈ O}, whose elements keep the same order
of the elements of O.
The following result concerns the sensitivity of the evaluation vector t(X).
Lemma 3.3. Let t be a power product of Tn. Given a set Xε = {pε1, . . . , pεs } of empirical points and an
admissible perturbation X˜ = {˜p1, . . . , p˜s} ofX = {p1, . . . , ps}, we have that the vector1t = t(X˜)−t(X)
satisfies
1t =
n∑
k=1
Ek∂kt(X)+ O(ε2M)
where Ek = Diag(e1,k, . . . , es,k) is a diagonal matrix and ei,k, |ei,k| < εk, is a perturbation the kth
coordinate of pi.
Proof. First of all we consider a point p = (c1, . . . , cn) ∈ Rn and an admissible perturbation p˜ =
(˜c1, . . . , c˜n) of pw.r.t the tolerance ε. Given t = xβ11 . . . xβnn , we have that
t (˜p)− t(p) = (c1 + e1)β1 . . . (cn + en)βn − cβ11 . . . cβnn
=
n∑
k=1
ekβkc
βk−1
k
n∏
h=1,h6=k
cβhh + O(ε2M) =
n∑
k=1
ek∂kt(p)+ O(ε2M)
then we obtain
t (˜pi)− t(pi) =
n∑
k=1
ei,k∂kt(pi)+ O(ε2M)
and so, since t (˜pi)− t(pi) is the ith coordinate of t(X˜)− t(X), we conclude that
t(X˜)− t(X) =
n∑
k=1
Ek∂kt(X)+ O(ε2M). ♦
The following result concerns the sensitivity of the evaluation matrixMO(X).
Lemma 3.4. LetO be an order ideal. Given a set Xε = {pε1, . . . , pεs } of empirical points and an admissible
perturbation X˜ = {˜p1, . . . , p˜s} of X = {p1, . . . , ps}, we have that the matrix 1M = MO(X˜) − MO(X)
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satisfies
1M =
n∑
k=1
EkM∂kO(X)+ O(ε2M)
where Ek = Diag(e1,k, . . . , es,k) is the diagonal matrix of Lemma 3.3.
Proof. Since the jth column ofMO(X) is given by tj(X), tj ∈ O, Lemma 3.3 implies that the jth column
ofMO(X˜)−MO(X) is
tj(X˜)− tj(X) =
n∑
k=1
Ek∂ktj(X)+ O(ε2M).
The conclusion follows since ∂ktj(X) is the jth column of the evaluation matrix of the set ∂kO. ♦
The next theorem is the main theoretical result of the paper and gives the theoretical foundations
to the NBM algorithm presented in the following section. This theorem presents a componentwise
estimation of the sensitivity of Problem (1) to the data perturbations. Further, it shows a component-
wise upper bound of the absolute value of the residual, when there exists an admissible perturbation
X̂ such that the perturbed least squares problemMO(X̂)̂α = t(X̂) has a zero residual.
Theorem 3.5. Let Xε be a set of s empirical points and let X˜ be an admissible perturbation of X. Let O be
an order ideal such that MO(X) and MO(X˜) are full rank matrices and let I be the (s× s) identity matrix.
Given the least squares problems
MO(X)α = t(X) with residual ρ(X) = t(X)−MO(X)α
and
MO(X˜)˜α = t(X˜) with residual ρ(X˜) = t(X˜)−MO(X˜)˜α
then the vectors1ρ = ρ(X˜)− ρ(X) and1α = α˜ − α satisfy
1ρ = (I −MO(X)M+O (X)) n∑
k=1
Ek
(
∂kt(X)−M∂kO(X)α
)
− (M+O (X))t
(
n∑
k=1
M t∂kO(X)Ek
)
ρ(X)+ O(ε2M) (3)
1α = M+O (X)
n∑
k=1
Ek
(
∂kt(X)−M∂kO(X)α
)
+ (M tO(X)MO(X))−1
(
n∑
k=1
M t∂kO(X)Ek
)
ρ(X)+ O(ε2M). (4)
Moreover, if there exists an admissible perturbation X̂ of X such that the residual ρ(X̂) of the least squares
problem MO(X̂)̂α = t(X̂) is a zero vector, then the residual ρ(X) satisfies
|ρ(X)| ≤ ∣∣I −MO(X)M+O (X)∣∣ n∑
k=1
εk
∣∣∂kt(X)−M∂kO(X)α∣∣+ O(ε2M). (5)
Proof. Since |1M| ≤ εME and |∆t| ≤ εM f , and the matrices MO(X) and MO(X˜) have full rank, from
Theorem 3.2 we obtain
1ρ = (I −MO(X)M+O (X)) (∆t −1Mα)− (M+O (X))t(1M)tρ(X)+ O(ε2M)
1α = M+O (X) (1t −1Mα)+
(
M tO(X)MO(X)
)−1
(1M)tρ(X)+ O(ε2M)
and so, from Lemmas 3.3 and 3.4, Eqs. (3) and (4) follow.
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Moreover if ρ(X̂) is a zero vector from Formula (2) we have
ρ(X) = −1ρ = (MO(X)M+O (X)− I) n∑
k=1
Ek
(
∂kt(X)−M∂kO(X)α
)+ O(ε2M)
and if we consider the componentwise absolute value of ρ(X)we obtain
|ρ(X)| ≤ ∣∣I −MO(X)M+O (X)∣∣ n∑
k=1
|Ek|
∣∣∂kt(X)−M∂kO(X)α∣∣+ O(ε2M)
≤ ∣∣I −MO(X)M+O (X)∣∣ n∑
k=1
εk
∣∣∂kt(X)−M∂kO(X)α∣∣+ O(ε2M). ♦
Theorem 3.5 gives a sufficient condition for showing that t(X) is numerically independent of the
columns ofMO(X). In fact if there exists a component of the residual ρ(X) of the least squares problem
MO(X)α = t(X) which does not satisfy Condition (5), then there are no admissible perturbations X˜
of X such that the residual of the least squares problem MO(X˜)˜α = t(X˜) is a null vector. So from
Definition 3.1 it follows that t(X) is numerically independent of {r(X) : r ∈ O}. In particular, this
implies that if MO(X˜) is a full rank matrix then [MO(X˜), t(X˜)] is a full rank matrix too, for each
admissible perturbation X˜.
Let us point out that there are exceptional cases in that equality holds into Condition (5). For
example, it happens when t = x and O = {1, y}, processing the set X = {(0.998, 1), (−1.002, 0),
(0.002, 0.5)} of almost aligned points with tolerance ε = (0.002, 0). Therefore, in general, the range
of variability of the componentwise ratio between the residual and its upper bound starts at 1.
3.2. The NBM algorithm
By exploiting Theorem 3.5, we develop the Numerical BuchbergerMöller algorithm, whose main
check is based on Condition (5). In particular, since we assume that the tolerance on the data error
is relatively small, we neglect the errors of order O(ε2M) focusing our attention on a first order error
analysis of the problem.
The numerical Buchberger–Möller (NBM) algorithm.
Input. A set Xε of s empirical points and a term ordering σ .
Output. An order ideal O and a polynomial set G.
At the first step O = {1} and G is an empty set. A generic step can be described as follows. Let
O = {t1, . . . , tk} be the order ideal computed at the previous steps and let t be the current power
product, t >σ t1, . . . , tk, chosen according to the strategy of the Buchberger–Möller algorithm.
(1) Solve the least squares problem MO(X)α = t(X) and compute the residual ρ(X) = t(X) −
MO(X)α.
(2) Put the polynomial g = t −∑ki=1 αiti into G if each component of ρ(X) satisfies
|ρ(X)| ≤ ∣∣I −MO(X)M+O (X)∣∣ n∑
k=1
εk
∣∣∂kt(X)−M∂kO(X)α∣∣ . (6)
(3) Otherwise, put the term t into the set O. ♦
The NBM algorithm stops after finitely many steps and computes an order ideal O, since the
strategy to choose the power products to analyze is the same as in the Buchberger–Möller algorithm.
Note that the term ordering σ is only a computational tool for obtaining a set O closed under
taking divisors. In fact in the general caseO is different fromOσ , the quotient basis determined by the
σ -Gröbner basis of I(X). Moreover it can happen that, for each possible term ordering τ , O does not
coincide to any Oτ corresponding to the τ -Gröbner basis of I(X) (see Example 6.6). For this reason
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any different strategy for building an order ideal can be used in the NBM algorithm instead of fixing a
term ordering.
Finally, we present a brief comparison between the NBM algorithm and two similar but different
algorithms for computing a set of almost vanishing polynomials: the Stable Order Ideal (SOI)
algorithm, presented by Abbott et al. (2008) and included in CoCoALib (see CoCoA (release 4.7)) and
the Approximate Vanishing Ideal (AVI) algorithm, presented by Heldt et al. (2006) and included in
ApCoCoA (see ApCoCoA (0000)).
Firstly, let us point out the differences between the NBM algorithm and the SOI algorithm. Though
both algorithms present the same structure, theymainly differ in two aspects: the output setG and the
check for the numerical dependency of the evaluation vectors. In fact the NBM algorithm computes a
set of almost vanishing polynomials while the SOI algorithm mainly computes a stable border basis.
Moreover, for detecting the numerical dependency of a set of evaluation vectors, the NBM algorithm
tests Condition (6) while the SOI algorithm introduces sn new indeterminates and computes a zero
set of the residual of the least squares Problem (1).
Such different strategies used for testing the numerical dependence imply that the NBM algorithm
ismuch faster than the SOI algorithm (see the computational timings reported in Section 6). In fact, let
us suppose that the order ideal O consisting of k power products has been computed in the previous
iterations. At the current iteration the main computational cost of the NBM algorithm is given by the
computation of the pseudoinverse of the (s × k)-matrix MO(X), involved in the solution of the least
squares Problem (1) and in the estimation of Condition (6). On the other hand at the current iteration,
besides the solution of Problem (1), the SOI algorithmalso requires the solution of anunderdetermined
(s× sn)-system.
Secondly, we focus our attention on the main difference between the NBM algorithm and the
AVI algorithm. Although both algorithms process a set X of empirical points, they require different
additional inputs. TheNBMalgorithm requires the knowledge of the tolerance on the data uncertainty.
Once this tolerance is known the NBM algorithm determines the geometric structure in the points,
w.r.t. such a tolerance. Of course even slight variations of the tolerance can lead to very different
geometrical configurations, as illustrated in Example 6.5.
Differently, the AVI algorithm requires the knowledge of a ‘‘quality bound’’ on the results. The
threshold used for selecting the cut level of the singular values of the evaluationmatrix can be assigned
(more or less) arbitrarily (the Authors suggest a choice of the threshold related to the ‘‘expected
percentage of error on the input points’’). Then the AVI algorithm can detect a geometric structure
in the points. The results are accepted only after a comparison with the assigned quality bound. If not,
to improve the quality of the results, the AVI algorithm must choose a more suitable input threshold
by means (what the Authors call) the ‘‘Threshold Control’’ and must perform a new computation. We
let the reader verify that the set of empirical points of Example 6.5 gives a very simple test to highlight
the structural difference between NBM and AVI algorithms.
4. Properties of the order idealO
A first important property of the order ideal O computed by the NBM algorithm is its invariance
w.r.t. the scaling and the translation of the points X, as shown in the following theorem.
Theorem 4.1. Let Xε be a set of empirical points with
X = {p1, . . . , ps} pi = (ci,1, . . . , ci,n) and ε = (ε1, . . . , εn).
Let XδS be the set of scaled empirical points such that XS = {p1, . . . , ps} and
pi = (d1ci,1, . . . , dnci,n) with (d1, . . . , dn) ∈ Rn and δ = (|d1|ε1, . . . , |dn|εn).
Let XτT be the set of translated empirical points such that XT = {̂p1, . . . , p̂s} and
p̂i = (ci,1 + v1, . . . , ci,n + vn) with (v1, . . . , vn) ∈ Rn and τ = ε.
Then the NBM algorithm computes the same order ideal O for all the input sets Xε , XδS and X
τ
T .
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Proof. We prove that the NBM algorithm computes the same order ideals at each step independently
of the input sets Xε , XδS or X
τ
T .
At the first step it is true, since O = {1}. Let us suppose that, at the current step, with all the three
input sets the same order ideal O = {t1, . . . , tk} has been computed and that the term t has to be
processed.
Let us consider the set XS of the scaled points.
Given a term r = xβ11 . . . xβnn , denoting by r(d) = dβ11 . . . dβnn , we have
r(pi) = r(d)r(pi) and ∂kr(pi) = r(d)dk ∂kr(pi)
so that, denoting by DO the diagonal matrix Diag(r(d) : r ∈ O),
t(XS) = t(d)t(X) and MO(XS) = MO(X)DO
∂kt(XS) = t(d)dk ∂kt(X) and M∂kO(XS) =
1
dk
M∂kO(X)DO .
The least squares problemsMO(X)α = t(X) andMO(XS)αS = t(XS) solved with input sets Xε and XδS
are such that
MO(X)DOαS = t(d)t(X) ⇒ DOαS = t(d)M+O (X)t(X) ⇒ αS = t(d)D−1O α
ρ(XS) = t(XS)−MO(XS)αS = t(d)t(X)− t(d)MO(X)DOD−1O α = t(d)ρ(X).
If we consider the upper bound (6) of Step 2 computed for the scaled empirical points XδS , straightfor-
ward computations show that
I −MO(XS)M+O (XS) = I −MO(X)M+O (X)
∂kt(XS)−M∂Ok(XS)αS =
t(d)
dk
[
∂kt(X)−M∂Ok(X)α
]
.
It follows that t satisfies Condition (6) with input set XδS if and only if
|t(d)||ρ(X)| ≤ |t(d)| ∣∣I −MO(X)M+O (X)∣∣ n∑
k=1
δk
|dk|
∣∣∣∂kt(X)−M∂kO(X)α∣∣∣
that is if and only if t satisfies Condition (6) with input set Xε since δk = |dk|εk. We have that the
NBM algorithm computes a new element of Gwith leading term t processing the input Xε if and only
if it computes a new element of Gwith leading term t using the input XδS . We conclude that the NBM
algorithm puts t into O processing the input Xε if and only if t is added to O using the input XδS .
Let us consider the set XT of the translated points.
Given a term r = xβ11 . . . xβnn , there exist (see Torrente (2008)) a set R = {rj : rj|r} of power
products and a set {γj : γj = γj(v1, . . . , vn)} of coefficients such that for each p = (c1, . . . , cn) and
p̂ = (c1 + v1, . . . , cn + vn)
r (̂p) = r(p)+
∑
rj∈R
γjrj(p).
Furthermore, let F(v1,...,vn) : Rn → R be a function such that
F(v1,...,vn)(x1, . . . , xn) = (x1 + v1)β1 . . . (xn + vn)βn − xβ11 . . . xβnn −
∑
rj∈R
γjrj(x1, . . . , xn).
Since F(v1,...,vn)(p) = 0 for each point p ∈ Rn we obtain
0 = ∂F(v1,...,vn)
∂xk
(p) = ∂r
∂xk
(̂p)− ∂r
∂xk
(p)−
∑
rj∈R
γj
∂rj
∂xk
(p)
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that is, using our notation,
∂kr (̂p) = ∂kr(p)+
∑
rj∈R
γj∂krj(p).
Now, let us consider at the current step the set O and the power product t . By construction O is a
factor closed set, so that for each r ∈ O ∪ C[O] the set R is a subset of O. Since t ∈ C[O], we have
t (̂pi) = t(pi)+
∑
tj∈O
λjtj(pi) and ∂kt (̂pi) = ∂kt(pi)+
∑
tj∈O
λj∂ktj(pi)
so that, denoting by λ the vector which consists of the values λj,
t(XT ) = t(X)+MO(X)λ and ∂kt(XT ) = ∂kt(X)+M∂kO(X)λ.
Analogously, analyzing each column of thematricesMO(XT ) andM∂kO(XT ), there exists a squarema-
trixΛ such that
MO(XT ) = MO(X)+MO(X)Λ and M∂kO(XT ) = M∂kO(X)+M∂kO(X)Λ. (7)
The least squares problems MO(X)α = t(X) and MO(XT )αT = t(XT ) solved with the input sets Xε
and XτT are such that
MO(X)(I +Λ)αT = t(X)+MO(X)λ ⇒ (I +Λ)αT = α + λ
ρ(XT ) = t(XT )−MO(XT )αT = t(X)+MO(X)λ−MO(X)(α + λ) = ρ(X).
Since the residual of least squares problem is invariant w.r.t. the translation andMO(X) has full rank
then MO(XT ) is a full rank matrix as well. It follows from (7) that MO(X)(I + Λ) = MO(XT ), and so
I +Λ is a non-singular matrix.
If we consider the upper bound (6) of Step 2, computed for the translated empirical points XτT
straightforward calculations lead to
I −MO(XT )M+O (XT ) = I −MO(X)M+O (X).
Furthermore since
∂kt(XT )−M∂Ok(XT )αT = ∂kt(X)+M∂kO(X)λ−M∂Ok(X)(I +Λ)αT
= ∂kt(X)+M∂kO(X)λ−M∂Ok(X)(α + λ) = ∂kt(X)−M∂Ok(X)α
it follows that t satisfies Condition (6) with input XτT if and only if t satisfies Condition (6) with input
Xε . We have that the NBM algorithm computes a new element of G with leading term t processing
the input Xε if and only if it computes a new element of Gwith leading term t using the input XτT . We
conclude that theNBMalgorithmputs t intoO processingXε if and only if t is added toO usingXτT . ♦
In order to analyze the stability properties of the order ideal O, we recall the following
definition (see Abbott et al. (2008)).
Definition 4.2. An order ideal O is stable w.r.t. Xε if the evaluation matrix MO(X˜) has full rank for
each admissible perturbation X˜ of Xε .
Heuristically speaking an order ideal O can be considered stable w.r.t. data uncertainty if the set
{t(X˜)|t ∈ O} consists of independent vectors for each slight perturbations X˜ of X.
It is well known that each order ideal is stable providing the values of ε are sufficiently small.
Nevertheless in our problem the tolerance ε is given a priori and then not all the order ideals turn out
to be stable.
By the very nature of the NBM algorithm, no formal results about the stability of O can be stated.
In fact, when the numerical independence of {r(X) : r ∈ O} is tested using Condition (5), Theorem 3.5
ensures thatO is stable. Unfortunately sincewe cannot computeO(ε2M) explicitly, any implementation
of the NBM algorithmmust check the numerical independence of {r(X) : r ∈ O} using the first order
approximation (6) of (5). For this reason the stability of O is not guaranteed. Nevertheless, although
we cannot have the complete certainty, there is a high probability that the order ideal O is stable.
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In fact the numerical tests suggest that, in most cases, when a power product in added to O one or
more components of the residual do not satisfy Condition (6) with a wide margin, that is, greater
than O(ε2M). We can conclude that in such cases also Condition (5) is not satisfied and so O is stable.
Furthermore, we recall that it is possible to compute a stable order ideal by using the SOI algorithm,
presented by Abbott et al. (2008). Its elevated computational cost, much greater than that of the NBM
algorithm, makes the SOI algorithm not particularly suitable for all who are not mainly interested in
stability. However, the possibility of comparing the output sets computed by the SOI and the NBM
algorithms points out encouraging results about the performance of the NBM algorithm. In fact in
several numerical tests the order ideals computed by the algorithms coincide. This result supports
the fact that the NBM algorithm, although without certainty, often gives stable order ideals.
5. Properties of the polynomial set G
In the general case G is not a basis of I(X), since G can contain polynomials that do not exactly
vanish at X. However the following theorem shows that G exhibits interesting properties w.r.t. data
uncertainty.
Theorem 5.1. Let Xε be a set of s empirical points and let X˜ be an admissible perturbation of X. The
polynomial set G satisfies the following properties.
P1 If g is a polynomial of G of degree deg(g) and coefficient vector c, then
‖g(X)‖2
‖c‖2 ≤ deg(g)
∥∥MOt (X)∥∥2 n∑
k=1
εk and
‖g(X˜)‖2
‖c‖2 ≤ 2 deg(g)
∥∥MOt (X)∥∥2 n∑
k=1
εk + O(ε2M).
P2 If the zero set of G is an admissible perturbation X̂ such that MO(X̂) has full rank, then G is the
σ -Gröbner basis of I(X̂).
P3 If #O = s, each polynomial g ∈ G corresponds to a unique polynomial gb of theO-border basis of I(X)
such that the support of g is a subset of the support of gb. Furthermore, if c and cb are respectively the
coefficient vectors of g and gb, then
‖cb − [c, 0 . . . 0]‖2
‖c‖2 ≤ deg(g)‖MO(X)‖2‖M
−1
O (X)‖2
n∑
k=1
εk.
Proof. P1 Let us consider Step 2 of the NBM algorithm where the polynomial g is computed. Let t be
the monomial analyzed at such step and let Ot be the order ideal obtained at the previous ones.
The polynomial g is added to G if the residual ρ(X) of the least squares problemMOt (X)α = t(X)
satisfies Condition (6). Since g(X) = ρ(X), we have
‖g(X)‖2 ≤
∥∥I −MOt (X)M+Ot (X)∥∥2 n∑
k=1
εk
∥∥∂kt(X)−M∂kOt (X)α∥∥2 .
First of all we prove that ‖I − MOt (X)M+Ot (X)‖2 = 1. In fact let A be a (p × q) full rank matrix
A, p > q and let A = UΣV t be its singular value decomposition. It is well known (see Golub
and Van Loan (1991)) that U and V are square orthonormal matrices and Σ is a block matrix of
the form Σ t = [Σ1, 0], where Σ1 is the square diagonal matrix of the singular values, and so
‖I − AA+‖2 = ‖I −Σ(Σ tΣ)−1Σ‖2 = 1.
We denote by M̂k the matrix [∂kt(X) M∂kOt (X)], which consists of the vectors ∂kr(X) with
r ∈ {t} ∪ Ot . Obviously, if deg(xk, r) = 0 the corresponding column of M̂k is a null vector.
Moreover, for each q, r ∈ Ot ∪ {t} such that q 6= r , deg(xk, r) 6= 0 and deg(xk, q) 6= 0,
we have ∂kr/deg(xk, r) 6= ∂kq/deg(xk, q). Since Ot is a factor closed set and t ∈ C[O], then
∂kr/∂(xk, r) ∈ Ot .
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It follows that each column ∂kr(X) of M̂k is a null vector or it corresponds to a unique column
ofMOt (X)multiplied by deg(xk, r). Since ‖M̂k‖2 is equal to the norm of its submatrix consisting of
the non-zero columns and deg(xk, r) ≤ deg(g)we have
‖M̂k‖2 ≤ deg(g)‖MOt (X)‖2.
Finally, since c = [1, −α]t is the coefficient vector of g , we have∥∥∂kt(X)−M∂kOt (X)α∥∥2 = ∥∥M̂kc∥∥2 ≤ deg(g)‖MOt (X)‖2‖c‖2 (8)
so that
‖g(X)‖2 ≤ deg(g)
∥∥MOt (X)∥∥2 ‖c‖2 n∑
k=1
εk (9)
and the first upper bound of P1 follows immediately.
Further, in order to show the result about g(X˜), note that
g(X˜) = g(X)+1t −1Mα.
So from Lemmas 3.3 and 3.4 we have
g(X˜) = g(X)+
n∑
k=1
Ek
(
∂kt(X)−M∂kOt (X)α
)+ O(ε2M)
and, computing the norm of g(X˜), we obtain the second upper bound of P1 since
‖g(X˜)‖2 ≤ ‖g(X)‖2 + deg(g)
∥∥MOt (X)∥∥2 ‖c‖ n∑
k=1
εk + O(ε2M)
≤ 2 deg(g) ∥∥MOt (X)∥∥2 ‖c‖2 n∑
k=1
εk + O(ε2M).
P2 If the zero set of G is an admissible perturbation X̂, since the residuals associated to the elements
of G vanish at X̂ andMO(X̂) has full rank, the NBM algorithm computes the polynomial set Gwith
input set X̂ and tolerance ε = (0, . . . , 0). Then Property P2 follows immediately because the NBM
algorithm with a zero tolerance coincides with the exact Buchberger–Möller algorithm.
P3 Since #O = s then O is the quotient basis of P/I(X) and so there exists the O-border basis of
I(X) (see Kreuzer and Robbiano (2005)). By construction, each polynomial g ∈ G with leading
term t and support contained in {t} ∪ Ot corresponds to a polynomial gb of the O-border basis of
I(X)whose support is contained in {t} ∪O. If we order the elements ofOt andO in an increasing
way w.r.t. σ , then the columns of MOt (X) coincide with the first #Ot columns of MO(X) and the
coefficient vectors c = [1, −α] of g and cg = [1, −β] of gb obey ‖cg − [c, 0, . . . , 0]‖ = ‖β −
[α, 0 . . . 0]‖. Moreover they are such that
MO(X)
[
α
0
]
= t(X)+ ρ(X) MO(X)β = t(X).
Then we obtain[
α
0
]
− β = M−1O (X)ρ(X).
From ρ(X) = g(X) and the upper bound (9), the thesis follows. ♦
The formal results proved above allow us to justify in detail the heuristic properties of G described
in the Introduction and in particular the reasons why G characterizes the input points X.
First of all, we can restrict our attention to sets of points whose coordinates belong to [−1, 1].
In fact let X˜ ⊂ [−1, 1]n be obtained by scaling and translating the points of X and let ε˜ be the
corresponding scaled tolerance. The NBM algorithm applied to Xε or to X˜ε˜ computes the same order
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ideal O (see Theorem 4.1) and two sets G and G˜ of polynomials, whose elements have the same
support and only differ in the coefficients. For this reason we formalize the idea of almost vanishing
polynomials by supposing that X ⊂ [−1, 1]n.
Definition 5.2. Given a set Xε of empirical points whose coordinates belong to [−1, 1] a polynomial
g , with coefficient vector c , is almost vanishing at X if
‖g(X)‖2
‖c‖2 < O(εM).
In the literature the set of the polynomials almost vanishing at X is called by Sauer (2007) an
‘‘approximate ideal of tolerance ε’’ while the ideal generated by a given set of almost vanishing
polynomials is called by Heldt et al. (2006) an ‘‘ε-approximate vanishing ideal’’.
Property P1 implies that each element g of G is almost vanishing at X and at each admissible
perturbation X˜ of X. In fact, since the coordinates of the points belong to [−1, 1], we have
‖MOt (X)‖2 ≤ ‖MOt (X)‖F ≤ s
where ‖ · ‖F is the Frobenius matrix norm and so
‖g(X)‖2
‖c‖2 ≤ s deg(g)
n∑
k=1
εk and
‖g(X˜)‖2
‖c‖2 ≤ 2 s deg(g)
n∑
k=1
εk + O(ε2M).
Property P1 also implies that G can contain almost vanishing polynomials even if the coordinates
of X do not belong to [−1, 1], but it is sufficient that ‖MOt (X)‖F is not much greater than s (see the
examples of Section 6).
Further, in the case when the condition number ‖M−1O (X)‖2‖MO(X)‖2 (see Golub and Van Loan
(1991)) of the matrix MO(X) is not too large w.r.t. deg(g), Property P3 implies that g is ‘‘close’’ to a
polynomial gb vanishing at X. Then X can be considered a pseudozero set of G, in the sense given by
Stetter (see Stetter (1999)).
Finally, given g inG, let us suppose that there exists an admissible perturbation X̂g such that ρ(X̂g)
is a null vector. This is a possible case because Condition (6) is satisfied. Moreover, let us suppose that
the order idealO is stable, so that the matrixMOt (X̂g) has full rank. Then there exists a polynomial ĝ ,
given by the solution ofMOt (X̂g )̂α = t(X̂g), having the following properties:
• ĝ exactly vanishes at X̂g ;• ĝ has the same support of g;
• ĝ and g have ‘‘similar’’ coefficients, if the condition number ‖MO(X)‖2‖M+O (X)‖2 is ‘‘not too
elevated’’. In fact from Formula (4) for1α and Relation (8) we have
‖[1, −α̂] − [1, −α]‖2
‖[1, −α]‖2 ≤
1
‖[1, −α]‖2
n∑
k=1
εk‖∂kt(X)−M∂kO(X)α‖2
≤ deg(g)‖M+O (X)‖2‖MO(X)‖2
n∑
k=1
εk.
In this sense g can detect a geometrical configuration X̂g of points, close to X, that can be considered
an ‘‘approximate’’ representation of the input points independent of the data errors.
As we will show in the examples of Section 6, it can also happen that all the polynomials g in G
detect a unique geometrical configuration X̂. Therefore the polynomials ĝ constitute aGröbner basis of
I(X̂). We can then conclude thatG can be viewed as an approximation of a Gröbner basis of an ideal of
points X̂ close to X and the set X̂ can be considered as a possible ‘‘exact’’ configuration corresponding
to the absence of data uncertainty.
We point out that, once again as shown in Section 6, it can happen that each ĝ coincides with g
and then G itself is a Gröbner basis for I(X̂).
Let us conclude this section with a short summary of the open problems already presented in the
Introduction. They are essentially related to the existence and possibly the determination of X̂. The
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numerical examples show that there are cases when X̂ does not exist. This seems to be due to two
possible causes. One is because the NBM algorithm could not recognize a possible element of O so
that a polynomial g which never vanishes at any admissible perturbation is added to G. This happens
for the following reason: when Condition (6) is satisfied the numerical dependence of the evaluation
vector LT (g)(X) on {t(X)|t ∈ O} is not guaranteed. The second cause is when the points of X are
close to different incompatible geometrical configurations. However, in our numerical examples, in
this case the NBM algorithm explicitly detects these incompatible geometrical configurations.
6. Numerical examples
All the numerical tests have been performed on a PowerPC G4 processor (at 1.7 GHz) using
the version of the NBM algorithm included in CoCoALib (see CoCoA (release 4.7)) with the name
‘‘StableBBasisNBM5’’. This function is implemented using the RingTwinFloat (see Abbott (2007)), with
a starting fixed precision of 1024 bits, which is automatically increased if necessary. Although an
implementation of theNBMalgorithmusing floating-point arithmeticwould generate a faster routine,
we decided to use the Twin-float arithmetic, in order to respect the philosophy of the CoCoA Library.
In all the examples the coordinates of the points and the coefficients of the polynomials are dis-
played as truncated decimals and the termorderingDegLexwith y < x is understood, if not differently
specified.
The numerical examples are structured into two subsections, each of them devoted to highlight
particular features of the NBM algorithm. In the first subsection we present some numerical tests to
illustrate the properties of the order ideal O and of the polynomial set G. In addition, we compare
the computational timings required by the NBM algorithm and the SOI algorithm, also included in
CoCoALib, pointing out that the former one is faster than the latter one. In the second subsection we
illustrate two technical aspects: the effect of different tolerance values on the output sets and the role
of the term ordering.
6.1. Properties of the sets O and G
Example 6.1 shows the case when the NBM algorithm computes a stable quotient basis O and
an exact Gröbner basis G of the vanishing ideal of an admissible perturbation X˜, whose points
lie on a special geometrical configuration. In particular, processing the almost aligned points of
Example 1.1, the NBM algorithm computes the exact Gröbner basis of the vanishing ideal of an
admissible perturbation consisting of exactly aligned points.
Example 6.1. Given the set of points X = {(1, 1), (3, 2), (5.1, 3)}, if the tolerance is ε = (0.15, 0),
the NBM algorithm computes the quotient basis O = {1, y, y2} and the polynomial set G:
G =
{
g1 = x− 2.050y+ 1.067
g2 = y3 − 6y2 + 11y− 6.
Computational timing. NBM Algorithm: less than 1 s. SOI Algorithm: 1 s.
The sets O and G satisfy the following properties.
• Since the SOI algorithm computes the same set O, then it is a stable quotient basis.
• The polynomial g1 is almost vanishing at X since ‖g1(X)‖2/‖[1,−2.05, 1.0667]‖2 = 0.0162 and
the polynomial g2 vanishes at X.• The set G is the σ -Gröbner basis of I(X̂) which corresponds to the admissible perturbation X̂ =
{(0.983, 1), (3.033, 2), (5.083, 3)} consisting of aligned points. For this reason we conclude that
the points X are misaligned because of data inaccuracy. ♦
In Example 6.2 the NBM algorithm computes a stable quotient basis O, but a polynomial set G
which is not a basis for any vanishing ideal associated to an admissible perturbation set. Nevertheless,
there exists an admissible perturbation set X̂ such that the polynomials ofGhave the same support and
similar coefficients of the elements of an exact Gröbner basis of I(X̂). Moreover, the NBM algorithm
detects that the input set X consists of 20 points which lie close to a circle.
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Example 6.2. LetX be the following set of points obtained varying the coordinates of a set of 20 points
lying on the circle C with equation x2+y2−1 = 0, and componentwise perturbations less than 10−4.
The σ -Gröbner basis of I(X) does not detect that the pointsX are close to a circle. On the contrary,
the NBM algorithm, processing the setXwith tolerance ε = 10−4 ·(1, 1), computes the quotient basis
O = {1, y, x, y2, xy, y3, xy2, y4, xy3, y5, xy4, y6, xy5, y7, xy6, y8, xy7, y9, xy8, y10}
and the set G of polynomials
G =

g1 = x2 + 1.0000001y2 − 1.0000248+ 10−7p1
g2 = xy9 − 2.00006xy7 + 1.31256xy5 − 0.31252xy3 + 0.0195xy+ 10−7p2
g3 = y11 − 3.0000619y9 + 3.3126240y7 − 1.6250778y5 + 0.332047y3 − 0.01953y
+ 10−7p3
where each pi, i = 1 . . . 3 is a polynomial whose support is contained in O and whose coefficients
belong to [−2, 2].
Computational timing. NBM Algorithm: 4 s. SOI Algorithm: 80 s.
The sets O and G satisfy the following properties.
• Since the SOI algorithm also computes the set O, we have that O is a stable quotient basis.
• The polynomials g2 and g3 exactly vanish at X and the polynomial g1, with coefficient vector c1,
almost vanishes at X since ‖g1(X)‖2/‖c1‖2 ≈ 10−4. Moreover, since each coefficient of g1 differs
from the corresponding coefficient of the polynomial x2 + y2 − 1 by less than 10−4, we conclude
that the elements of X are ‘‘almost lying’’ on C .
• The set G is not a basis of a vanishing ideal of an admissible perturbation, since its zero set consists
of 18 points while the cardinality of each admissible perturbation set is 20. Nevertheless, the set G
is very close to the exact Gröbner basis GB of the vanishing ideal of an admissible set X̂:
GB =
x
2 + y2 − 1
xy9 − 1.99993xy7 + 1.31237xy5 − 0.31242xy3 + 0.01951xy
y11 − 2.99993y9 + 3.31231y7 − 1.62479y5 + 0.33193y3 − 0.01951y. ♦
In Example 6.3 the NBM algorithm processes a set of 160 points of R8 almost lying on two curves,
detecting such special geometric configurations. This example also points out that the NBM algorithm
is much faster than the SOI algorithm when the ‘‘dimension’’ of the problem (the cardinality of X or
the number of the coordinates of its points) grows.
Example 6.3. Let X be a set of points obtained varying, with componentwise perturbations less than
10−4, the coordinates of a set of 160 points of [−1, 1]8 lying on the curveswith equations x1x2−x3 = 0
and x7x28 − 3x1x5 + 5x1 − 8x4 = 0, respectively.
Using the tolerance ε = 10−4 · 1.1 · (1, 1, 1, 1, 1, 1, 1, 1) and the term ordering DegLex with
xi > xj if i > j, the NBM algorithm computes the quotient basis O, consisting of 160 power products,
and the polynomial set G = {gi|i = 1 . . . 288}. The polynomials g3, . . . , g288, whose degrees are
strictly greater than 3, are exactly vanishing at X while g1 and g2 are almost vanishing at X since
max{‖gi(X)‖2/‖ci‖2} < 6.3 · 10−4 where ci is the coefficient vector of gi. Furthermore, since the
almost vanishing polynomials are:{
g1 = x1x2 − 0.999871x3 + 10−4 · p1
g2 = x7x28 − 3.000142x1x5 + 4.999795x1 − 8.000009x4 + 10−3 · p2
where p1 and p2 are polynomials with supports contained in O and coefficients belonging to [−5, 5],
the NBM algorithm allow us to detect that the input points almost lie on the curves x1x2− x3 = 0 and
x7x28 − 3x1x5 + 5x1 − 8x4 = 0.
This example also points out that the NBM algorithm is much faster than the SOI algorithm when
the cardinality ofX and the number of coordinates of its points grow. In fact these algorithms require,
for processing the set X, the following computational timings.
Computational timing. NBM Algorithm: 6050 s. SOI Algorithm:>20 h. ♦
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6.2. Technical aspects of the NBM algorithm
In Examples 6.4 and 6.5 we point out that the knowledge of the tolerance of the data uncertainty is
a fundamental tool for computing the almost vanishing polynomials by means the NBM algorithm. In
fact, processing the same set of points with two different tolerances, the NBM algorithm detects two
different geometrical configurations.
In Example 6.4, given the tolerance ε1 the NBM algorithm detects two incompatible geometrical
configurations close to X, while choosing the smaller tolerance ε2, it computes a set G very similar to
a Gröbner basis of I(X1), where X1 is an admissible perturbation of X.
Example 6.4. Given the set X of points
X = {(1, 6), (2, 3), (2.449, 2.449), (3, 2), (6, 1)}
we consider two different tolerances.
If ε = 0.018 · (1, 1) the NBM algorithm computes the stable quotient basis O = {1, y, x, y2, y3}
and the set G of polynomial which is not a basis of a vanishing ideal since its zero set is empty:
G =
g1 = xy+ 0.00008y
2 − 0.00064x− 0.00125y− 5.99501
g2 = x2 + 0.99199y2 − 11.94095x− 11.88550y+ 46.54436
g3 = y4 − 14.477y3 + 76.7241y2 − 14.8620x− 188.4194y+ 214.3446.
In this case g1 and g2 highlight that the points ofX almost lie on the hyperbola xy−6 and on the circle
x2 + y2 − 12x− 12y+ 47. In fact we have that both sets of points
X1 = {(1, 6), (2, 3), (
√
6,
√
6), (3, 2), (6, 1)} and
X2 = {(1, 6), (2, 3), (6− 2.5
√
2, 6− 2.5√2), (3, 2), (6, 1)}
are admissible perturbations of X. Nevertheless the configurations corresponding to X1 and X2 are
incompatible, since #X = 5 while the intersection between an hyperbola and a circle consists of at
most 4 points.
If we choose a smaller tolerance, the configuration of points near to the circle is not detected by
the algorithm. In fact if ε = 10−3 · (1, 1)we obtain the stable quotient basis O = {1, y, x, y2, x2} and
the set G of polynomial, with an empty zero set:
G =
g1 = xy+ 0.00008y
2 − 0.00064x− 0.00125y− 5.9950
g2 = y3 − 2.3444x2 − 14.3444y2 + 34.1336x+ 75.1336y− 182.1901
g3 = x3 − 14.3444x2 − 2.3444y2 + 75.1336x+ 34.1336y− 182.1901.
In this case the σ -Gröbner basis GB1 of I(X1)
GB1 =
xy− 6y3 − 2.4494x2 − 14.4494y2 + 35.3938x+ 76.3938y− 187.1260x3 − 14.4494x2 − 2.4494y2 + 76.3938x+ 35.3938y− 187.1260.
consists of polynomials ‘‘similar’’ to the elements of G. Since X1 is an admissible perturbation also
w.r.t. the tolerance (0.01, 0.01) then G highlight that the points X almost lie on a hyperbola. ♦
Example 6.5 illustrates how even slight variations of the tolerance can lead to very different
geometrical configurations. Given a set X and two slightly different tolerances ε1 and ε2, only the
set Xε1 consists of almost aligned points.
Example 6.5. Let us consider the set X = {(0, 0.01), (0.3333,−0.01), (1, 0.01)}. Given the data
tolerance ε1 = (0, 0.011) the set X̂ = {(0, 0), (0.3333, 0), (1, 0)} is an admissible perturbation
consisting of aligned points. Vice versa, given the data tolerance ε2 = (0, 0.009) there is no admissible
perturbation consisting of aligned points. For this reason the points of X can be considered almost
aligned only w.r.t. the tolerance ε1.
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The NBM algorithm detects such situations, providing the right tolerance. In fact, choosing the
tolerance ε1 or the tolerance ε2 the NBM algorithm computes, respectively, the stable quotient bases
O1 = {1, y, y2} or O2 = {1, y, x} and the sets G1 or G2
G1 =
{
y− 0.00333
x3 − 1.3333x2 + 0.3333x G2 =
y
2 − 0.0001
xy− 0.01x− 0.3333y+ 0.003333
x2 − x− 11.1105555y+ 0.111105555.
The set G1 is the Gröbner basis of the vanishing ideal of the admissible perturbation X̂ = {(0,
0.00333), (0.3333, 0.00333), (1, 0.0033)} consisting of aligned points,while the setG2 is theGröbner
basis of the vanishing ideal of the set X and it does not correspond to any aligned configuration. ♦
Example 6.6 shows that the termorderingσ is only a computational tool for building a factor closed
set. In fact, given the set X, the NBM algorithm computes the order idealO which cannot be obtained
by the exact Buchberger–Möller algorithm working on Xwith any term ordering.
Example 6.6. Let X = {(1.1, 1.1), (0.9,−1.1), (−0.9, 0.9), (−1.1,−0.9)} be the input points and
let ε = (0.12, 0.12) be the tolerance. Since the vector space P/I(X) has dimension 4, the possible
quotient bases are
O1 = {1, x, x2, x3} O2 = {1, y, y2, y3}
O3 = {1, y, x, x2} O4 = {1, y, x, y2} O5 = {1, y, x, xy}.
Each quotient basisOj, j = 1 . . . 4, is associated to the σj-Gröbner basis of I(X), where σ1 = σ2 = Lex
with y > x or x > y respectively, and σ3 = σ4 = DegLex with y > x or x > y respectively.
Nevertheless these sets are not stable quotient bases, since each evaluationmatrixMOj(X˜), j = 1 . . . 4,
is singular for the admissible perturbation X˜ = {(1, 1), (1,−1), (−1, 1), (−1,−1)}.
On the other hand O5, computed by the NBM algorithm, cannot be obtained using the exact
Buchberger–Möller algorithmw.r.t. any term ordering τ . In fact the vector t(X), with t = x2 or t = y2
is independent of
{
r(X) : r ∈ {1, x, y}} so that O3, if x2 <τ xy, or O4, if y2 <τ xy, is built. It follows
that the set G computed by the NBM algorithm
G =
{
y2 − 0.19998x+ 0.01980y− 1.01
x2 − 0.20199xy+ 0.00201x+ 0.01999y− 0.98980,
is not the τ -Gröbner basis of I(X), for any term ordering τ . Nevertheless, G is the σ -Gröbner basis of
I(X), where the zero set X of G is the admissible perturbation:
X = {(1.099, 1.099), (0.899,−1.100), (−0.899, 0.901), (−1.099,−0.898)}. ♦
7. Conclusions
In this paper we present the NBM algorithm which computes, given a set X of s empirical points
and the componentwise tolerances on the input data, an order ideal O and a set G of polynomials
whose supports are contained in O.
The order ideal O is such that the matrices MO(X˜) have full rank for most of (or all) the sets X˜,
admissible perturbations of X w.r.t. the data tolerances. For this reason, if #O = s, O is the basis of
the quotient spaces P/I(X˜) corresponding to such sets X˜.
The set G consists of polynomials which almost vanish at X and at each admissible perturbations
X˜. Further, if the zero set of G is an admissible perturbation X̂ such thatMO(X̂) has full rank, then G is
a Gröbner basis of the vanishing ideal I(X̂); in this case it is very natural to consider X̂ as a possible
exact input set, that is the input in the absence of data error. Moreover, if #O = s, for each polynomial
g ∈ G there exists a corresponding polynomial gb of the O-border basis of the vanishing ideal I(X)
such that the support of g is contained in the support of gb and, if thematrixMO(X) iswell conditioned,
g and gb have also similar coefficients. For this reason each g allows us to describe the set of empirical
points in a simpler way than the corresponding polynomial gb.
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Finally, the NBM algorithm is similar to but faster than the SOI algorithm (see Abbott et al. (2008))
which computes a stable border basis. Both algorithms are included in CoCoALib (release 4.7) (as
StableBBasisNBM5 and StableBBasis5 respectively) and are available from the CoCoAweb site (http://
cocoa.dima.unige.it/).
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