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problem.1. INTRODUCTION
The theory of free monoids lies at the crossroads of mathematics and theoretical
computer science. Many problems studied in free monoid theory have their origins in
theoretical computer science. On the other hand, their solutions often require deep
methods from classical mathematics. D0L systems constitute a very natural
framework for studying free monoid morphisms and their iterations. Inﬁnite words
generated by D0L systems are also widely studied in combinatorics of words.
Already the basic problems concerning D0L systems have turned out to be very
challenging. The D0L sequence equivalence problem was a celebrated open problem
until it was solved by Culik II and Fris [2]. Different solutions for the problem are
given in [3, 4, 8, 17]. The simplest solutions of D0L and DT0L sequence equivalence
problems available presently rely upon Hilbert’s basis theorem and other ideas from
commutative algebra.
The problems studied in connection with D0L systems and their generalizations
can be divided into two classes. First, there are problems in which the
noncommutative structure of free monoids does not have a signiﬁcant role. An
example is the well-known open problem of deciding whether or not a given D0L
sequence contains two consecutive terms of equal lengths. Such questions are1Research supported by the Academy of Finland.
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JUHA HONKALA378essentially number-theoretic in ﬂavor. On the other hand, for many questions the
noncommutativity is a basic ingredient of the problem. A well-known open problem
belonging to this category is the 2n-conjecture stating that two D0L sequences over
an n-letter alphabet are equal if and only if the ﬁrst 2n terms in the sequences
coincide.
In this paper, we discuss language equivalence problems concerning D0L systems
and their generalizations. The decidability of the D0L language equivalence
problem follows from the decidability of the D0L sequence equivalence problem
as shown by Nielsen [10]. Some far-reaching generalizations of the D0L language
equivalence problem have been solved. In particular, Ruohonen has proved
the decidability of the F0L–D0L and DT0L–D0L equivalence problems,
see [13–15]. The algorithm of Berstel and Nielsen [1] for the D0L growth range
equivalence problem plays an important role in the sophisticated arguments
of Ruohonen.
In this paper, we show that language equivalence is decidable for D0L systems
with ﬁnite axiom sets, i.e., for DF0L systems. This is the ﬁrst result along the lines
discussed above where both systems are simultaneously allowed to be generalizations
of D0L systems. Our key idea is a canonical decomposition of DF0L languages into
ﬁnitely many parts such that no part contains two words with the same Parikh
vector. The existence of such decompositions makes the methods of Ruohonen
applicable.
Further, we will also discuss DF0L systems in a more general algebraic frame-
work by studying DF0L power series and their equivalence problem. The use of
power series turns out to simplify also the presentation of the language-theoretic
results.
For further background and motivation, we refer to [5–7, 11–17]. Various special
cases of the DF0L language equivalence problem are discussed in [16]. It is assumed
that the reader is familiar with the basics concerning D0L systems and formal power
series (see [9, 11, 12]). Notions and notations that are not deﬁned are taken from
these references.
2. DEFINITIONS AND EARLIER RESULTS
Suppose X ¼ fx1; . . . ; xmg is an alphabet with m51 letters. The free
monoid generated by X is denoted by X * . The Parikh mapping c : X *-Nm is
deﬁned by
cðwÞ ¼ ð#x1ðwÞ; . . . ;#xmðwÞÞ;
for w 2 X * . Here #xi ðwÞ is the number of occurrences of the letter xi in the word w.
For w 2 X * , the set AlphðwÞ is deﬁned by
AlphðwÞ ¼ fx 2 X j#xðwÞ51g:
The length of a word w 2 X * is denoted by jwj. The length of the empty word e equals
zero. The ﬁrst letter of a nonempty word w 2 X * is denoted by ﬁrst ðwÞ.
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on X * . Then, for u; v 2 X * we deﬁne
u4v
if and only if
cðuÞ ¼ cðvÞ and u41exv:
Hence, if two words u and v have different Parikh vectors they are incomparable
with respect to 4. On the other hand, if cðuÞ ¼ cðvÞ then 4 orders u and v
lexicographically.
Next, we recall the deﬁnitions of D0L and DF0L languages. A D0L system G is a
triple G ¼ ðX ; f ; wÞ where X is a ﬁnite alphabet, f : X *-X * is a morphism and
w 2 X * is a word. A DF0L system is obtained from a D0L system by replacing the
word w by a ﬁnite set F . Hence, a DF0L system is a triple G ¼ ðX ; f ; F Þ where X is a
ﬁnite alphabet, f : X *-X * is a morphism and F  X * is a ﬁnite set.
The sequence SðGÞ and the language LðGÞ of the D0L system G ¼ ðX ; f ; wÞ are
given by
SðGÞ ¼ ðf nðwÞÞn50;
and
LðGÞ ¼ ff nðwÞ j n50g:
The language LðGÞ of the DF0L system G ¼ ðX ; f ; F Þ is given by
LðGÞ ¼ ff nðwÞ j w 2 F ; n50g:
The following deep result is due to Ruohonen [14].
Theorem 2.1. It is decidable whether or not LðG1Þ ¼ LðG2Þ if G1 is a DF0L
system and G2 is a D0L system.
In fact, Ruohonen [14] proves a generalization of Theorem 2.1 where G1 is allowed
to be an arbitrary F0L system.
Next, we recall the deﬁnitions of D0L and DF0L power series.
In what follows E is always supposed to be a ﬁeld. The set of formal power series
with noncommuting variables in X and coefﬁcients in E is denoted by E<X *>. The
subset of E<X *> consisting of all series with a ﬁnite support is denoted by EhX *i.
Series of EhX *i are referred to as polynomials. If r 2 E<X *> the support of r is
the set
suppðrÞ ¼ fw 2 X * j ðr; wÞ=0g:
Conversely, if L  X * is a set, the characteristic series charðLÞ 2 E<X *> is
deﬁned by
charðLÞ ¼
X
w2L
w:
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h : EhX *i-EhY *i is called a monomial morphism if for each x 2 X there exist
a nonzero a 2 E and w 2 Y * such that hðxÞ ¼ aw. If h : EhX *i-EhY *i is
a monomial morphism, the underlying monoid morphism %h : X *-Y * is deﬁned
by %hðxÞ ¼ suppðhðxÞÞ for x 2 X . A series r 2 E<X *> is called a D0L power series
over E if there exist a nonzero a 2 E, a word w 2 X * and a monomial morphism
h : EhX *i-EhX *i such that
r ¼
X1
n¼0
ahnðwÞ
and, furthermore,
suppðahiðwÞÞ=suppðahjðwÞÞ whenever i=j:
A series s 2 E<X *> is called a DF0L power series over E if there exist a polynomial
e1v1 þ    þ etvt 2 EhX *i where ej 2 E; vj 2 X * ; 14j4t, and a monomial morph-
ism h : EhX *i-EhX *i such that
s ¼
X1
n¼0
hnðe1v1 þ    þ etvtÞ
and, furthermore, the series
sj ¼
X1
n¼0
ejh
nðvjÞ
are D0L power series over E for 14j4t.
By using a power series version of Ruohonen’s method and the decidability of the
equivalence problem for D0L power series over computable ﬁelds the following
result was proved in [5].
Theorem 2.2. Suppose E is a computable field. It is decidable whether or not
r1 ¼ r2 if r1 is a given DF0L power series over E and r2 is a given D0L power series
over E.
Informally, a ﬁeld E is computable if for any k51, polynomials Q1; Q2 2
F ½z1; . . . ; zk and c1; . . . ; ck 2 E we can check whether or not
Q1ðc1; . . . ; ckÞ ¼ Q2ðc1; . . . ; ckÞ:
(Here F is the prime subﬁeld of E.)
In studying DF0L power series it is often necessary to consider sums of DF0L
power series and polynomials. We say that a power series s 2 E<X *> is a modified
DF0L power series over E if there exist a polynomial s1 2 EhX *i and a DF0L power
series s2 over E such that s ¼ s1 þ s2. The following lemma is proved in [5].
Lemma 2.3. Suppose s 2 E<X *> is a modified DF0L power series over E. Then we
can effectively find words v1; . . . ; va; vaþ1; . . . ; vaþb 2 X * , non-zero e1; . . . ; ea; eaþ1; . . . ;
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s ¼ e1v1 þ    þ eava þ
X1
n¼0
hnðeaþ1vaþ1 þ    þ eaþbvaþbÞ;
and the D0L power series
X1
n¼0
hnðejvjÞ; aþ 14j4aþ b;
have pairwise disjoint supports none of which contains any of the words v1; . . . ; va.
3. MINIMAL PARTS OF DF0L POWER SERIES
Let 4 be the partial order deﬁned above. If L  X * , deﬁne
MinðLÞ ¼ fw 2 L j if w1 2 L and w14w then w1 ¼ wg:
Analogously, if r 2 E<X *>, deﬁne
MinðrÞ ¼
X
w2MinðsuppðrÞÞ
ðr; wÞw:
Our goal in this section is to prove that if r 2 E<X *> is a modiﬁed DF0L power
series, so is MinðrÞ.
We start by considering a language-theoretic problem. Suppose X is an alphabet
and p51 is an integer. If w 2 X * denote by prefpðwÞ the preﬁx of w having length
p. If jwj5p, it is understood that prefpðwÞ ¼ w. Next, deﬁne the mapping
dp : X *  X *-X *  X * as follows. Suppose u; v 2 X * . If u is a preﬁx of v or vice
versa, dpðu; vÞ ¼ ðe; eÞ. Otherwise, there exist two different letters a; b 2 X and words
x; y1; y2 2 X * such that u ¼ xay1 and v ¼ xby2. Then we deﬁne
dpðu; vÞ ¼ ðprefpðay1Þ;prefpðby2ÞÞ:
The following theorem gives a nontrivial periodicity property.
Theorem 3.1. Suppose X is an alphabet, f : X *-X * is a morphism, p51 is an
integer and u; v 2 X * . If cðuÞ ¼ cðvÞ, the mapping Dp : N-X *  X * defined by
DpðnÞ ¼ dpðf nðuÞ; f nðvÞÞ; n50;
is ultimately periodic.
The proof of Theorem 3.1 is given in the following two subsections.
3.1. The Periodicity of Dp}A Special Case
Two words u; v 2 X * are called comparable with respect to the preﬁx order if u is a
preﬁx of v or vice versa. The longest common preﬁx of u and v is denoted by u ^ v. If
f : X *-X * is a morphism, a letter a 2 X is called bounded (with respect to f ) if the
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bounded, a is called growing. A word w 2 X * is called bounded if no letter of w is
growing.
In this subsection, we assume that f : X *-X * is a morphism which has the
following additional properties:
(i) There is a positive integer K such that if x; y 2 X * and firstðxÞ=firstðyÞ
then
j f ðxÞ ^ f ðyÞj4K :
(ii) If a 2 X is a bounded letter, then f ðaÞ ¼ a.
(iii) If a 2 X is a growing letter, then j f ðaÞj52.
In this subsection, we prove Theorem 3.1 for morphisms which share properties (i)–
(iii). To proceed we ﬁx such a morphism f : X *-X * , a positive integer p and two
words u; v 2 X * such that cðuÞ ¼ cðvÞ. Without restriction we assume that f nðuÞ and
f nðvÞ are not equal for any n50. We assume also that X contains a bounded letter $
which does not occur in the sequences ð f nðuÞÞn50 and ð f
nðvÞÞn50. If necessary we add
a new bounded letter into X . This does not violate (i)–(iii).
Lemma 3.2. There effectively exists an integer M such that if a; b 2 X are growing
letters and z 2 X * is a bounded word with jzj5M then f nðaÞ ^ f nðzbÞ is a bounded
word for all n50.
Proof. If a 2 X is a growing letter, consider the sequence ðaiÞi50 where ai equals
the ﬁrst growing letter of the word f iðaÞ; i50. Because the sequences ðaiÞi50 are
ultimately periodic we can ﬁnd an integer N51 such that if a; b 2 X are growing
letters and aj ¼ bj for some value of j50, then aN ¼ bN . Deﬁne M by
M ¼ max
x2X
jf NðxÞj:
Let now a; b 2 X and z 2 X * satisfy the assumptions of the lemma. We have to
show that f nðaÞ ^ f nðzbÞ is a bounded word for all n50. Assume on the contrary
that f nðaÞ ^ f nðzbÞ contains a growing letter for some n50. We may assume that
n5N. Because an ¼ bn we have aN ¼ bN . Denote
f NðaÞ ¼ v1aNv2
and
f NðzbÞ ¼ zv3aNv4
where v1; v3 2 X * are bounded words and v2; v4 2 X * . Then we have
f nðaÞ ¼ v1f nN ðaN Þf nN ðv2Þ ð1Þand
f nðzbÞ ¼ zv3f nN ðaN Þf nN ðv4Þ: ð2Þ
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jv1j ¼ jzj þ jv3j:
This, however, is not possible because jv1j5M and jzj5M. ]
Next we deﬁne a family of mappings needed for the proof of Theorem 3.1.
Let M be as in Lemma 3.2. We suppose without restriction that M5p. Denote
N ¼ KðM þ KÞ where K is as in (i). First, deﬁne the mapping t1 : X *-X * as
follows. If w 2 X * contains M þ K consecutive bounded letters, t1ðwÞ is the shortest
preﬁx of w ending with M þ K bounded letters. Otherwise, t1ðwÞ ¼ w. Next, the
mapping t2 : X *-X * is deﬁned by
t2ðwÞ ¼ prefNðwÞ; w 2 X * :
Then, deﬁne t : X *-X * as follows. If w 2 X * has a preﬁx of length M consisting of
bounded letters, tðwÞ ¼ prefMðwÞ. Otherwise tðwÞ ¼ t2t1ðwÞ.
Next, we consider pairs of words and deﬁne the mapping r1 : X *  X *-
X *  X * as follows. If w1; w2 2 X * are comparable with respect to the preﬁx order,
r1ðw1; w2Þ ¼ ðe; eÞ:
Otherwise there exist words x; y1; y2 2 X * and two different letters a; b 2 X such that
w1 ¼ xay1 and w2 ¼ xby2. Then we deﬁne
r1ðw1; w2Þ ¼ ðtðay1Þ; tðby2ÞÞ:
Finally, deﬁne the mapping r : N-X *  X * by
rðnÞ ¼ r1ðf
nðuÞ; f nðvÞÞ; n50:
Denote
L ¼ frðnÞ j n 2 Ng:
Note that in proving Theorem 3.1 we may replace the pair ðu; vÞ by any pair
ðu$w; v$wÞ where $ is the special bounded letter postulated above and w 2 X * .
Consequently, we may assume without restriction that if zn ¼ f nðuÞ ^ f nðvÞ we have
jz1n f
nðuÞj5N and jz1n f
nðvÞj5N for n50. Furthermore, the word z1n f
nðuÞ (resp.
z1n f
nðvÞÞ contains at least one growing letter. These assumptions imply, in particular,
that if rðnÞ ¼ ðw1; w2Þ for n50 then the words wi; i ¼ 1; 2, satisfy the following
conditions:
1. M4jwi j4N,
2. if jwij ¼ M, then wi is a bounded word,
3. if M5jwi j5N, then wi ends with M þ K bounded letters,
4. if jwij ¼ N, either wi does not have a bounded factor of length M þ K or the
sufﬁx of wi of length M þ K is the only bounded factor of length M þ K of wi.
The pair ðw1; w2Þ is called special if jw1j ¼ M or jw2j ¼ M.
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r1ð f ðxÞ; f ðyÞÞ ¼ r1ð f ðxÞw1; f ðyÞw2Þ:
Proof. Denote
r1ð f ðxÞ; f ðyÞÞ ¼ ðz1; z2Þ
and
r1ð f ðxÞw1; f ðyÞw2Þ ¼ ðz3; z4Þ:
Because ðx; yÞ is not special, jxj5M þ K and jyj5M þ K . Hence j f ðxÞj5M þ K and
j f ðyÞj5M þ K. Therefore
f ðxÞ ^ f ðyÞ ¼ f ðxÞw1 ^ f ðyÞw2:
Denote z ¼ f ðxÞ ^ f ðyÞ.
We show ﬁrst that z1 ¼ z3. There are two cases to consider. Assume ﬁrst that x
contains M þ K consecutive bounded letters. If the same holds true for z1f ðxÞ,
we have
z1 ¼ tðz1f ðxÞÞ ¼ tðz1f ðxÞw1Þ ¼ z3: ð3Þ
On the other hand, if z1f ðxÞ does not contain M þ K consecutive bounded letters, it
has a preﬁx consisting of M bounded letters. This again implies (3).
Suppose then that x does not contain M þ K consecutive bounded letters. Then
jxj ¼ N and x contains at least K growing letters. Therefore
j f ðxÞj5jxj þ K
and
jz1f ðxÞj5jxj ¼ N:
Consequently, (3) holds also in this case. This completes the proof of z1 ¼ z3. A
similar argument shows that z2 ¼ z4. ]
Lemma 3.4. Suppose n > m50. If rðnÞ ¼ rðmÞ is not special then rðn þ 1Þ
¼ rðm þ 1Þ.
Proof. Suppose n > m50 and rðnÞ ¼ rðmÞ ¼ ðz1; z2Þ is not special. Let
f nðuÞ ¼ x1z1y1; f nðvÞ ¼ x1z2y2
and
f mðuÞ ¼ x2z1y3; f mðvÞ ¼ x2z2y4;
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rðn þ 1Þ ¼ r1ð f
nþ1ðuÞ; f nþ1ðvÞÞ
¼ r1ð f ðx1Þf ðz1Þf ðy1Þ; f ðx1Þf ðz2Þf ðy2ÞÞ
¼ r1ð f ðz1Þf ðy1Þ; f ðz2Þf ðy2ÞÞ
¼ r1ð f ðz1Þ; f ðz2ÞÞ
¼ r1ð f ðz1Þf ðy3Þ; f ðz2Þf ðy4ÞÞ
¼ r1ð f ðx2Þf ðz1Þf ðy3Þ; f ðx2Þf ðz2Þf ðy4ÞÞ
¼ r1ð f
mþ1ðuÞ; f mþ1ðvÞÞ
¼ rðm þ 1Þ:
Here the fourth and ﬁfth equations follow by Lemma 3.3. ]
Now we have the tools to prove the ultimate periodicity of the sequence ðrðnÞÞn50.
Lemma 3.5. The sequence ðrðnÞÞn50 is ultimately periodic.
Proof. We ﬁrst compute rðnÞ for n50 until we ﬁnd two integers 04i5j such that
rðiÞ ¼ rð jÞ. The existence of such i and j follows because the components of rðnÞ are
words of lengths at most N. We continue by studying separately two different cases.
Case 1: None of the pairs rðnÞ; i4n4j, is special.
Now Lemma 3.4 implies that rðaþ nðj  iÞÞ ¼ rðaÞ for all n50; i4a5j.
Hence ðrðnÞÞn50 is ultimately periodic.
Case 2: There is an integer k; i4k4j, such that rðkÞ is special.
Denote rðkÞ ¼ ðz1; z2Þ and assume without restriction that jz1j ¼ M. Hence z1 is a
bounded word. Denote
f kðuÞ ¼ xy1ay2; f kðvÞ ¼ xy3by4;
where y1; y3 2 X * are bounded words, a; b 2 X are growing letters and x; y2; y4 2 X * .
Furthermore, z1 is a preﬁx of y1 and z2 is a preﬁx of y3by4.
Case 2.1: The word y3 is not empty.
Now the ultimate periodicity of ðrðnÞÞn50 follows because the sequences
ðprefN ð f
nðy1ay2ÞÞÞn50
and
ðprefN ð f
nðy3by4ÞÞÞn50
are ultimately periodic.
Case 2.2: The word y3 is empty.
Now Lemma 3.2 implies that f nðy1aÞ ^ f nðbÞ is a bounded word for all n50.
Without restriction we assume that there exists an integer n151 such that the ﬁrst
growing letter of f n1 ðaÞ (resp. f n1ðbÞ) is a (resp. b). (Recall that the sequences of the
ﬁrst growing letters are ultimately periodic.)
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(resp. f n1 ðbÞ). Furthermore, let ðbiÞi50 and ðgiÞi50 be sequences such that
f nn1þkðuÞ ¼ f nn1ðxÞy1yn5abn
and
f nn1þkðvÞ ¼ f nn1ðxÞyn6bgn;
for n50. Then
rðnn1 þ kÞ ¼ r1ðy1y
n
5abn; y
n
6bgnÞ
for n50.
Next, decide whether or not there exist n50 such that y1yn5 and y
n
6 are
incomparable with respect to the preﬁx order. If such an integer n exists, the
sequence ðrðnÞÞn50 is ultimately periodic by Case 2.1. Suppose then that y1y
n
5 and y
n
6
are comparable with respect to the preﬁx order for all n50. We assume that y1yn5 is a
preﬁx of yn6 for all n50. Now
rðnn1 þ kÞ ¼ r1ðabn; wnbgnÞ;
where wn is the sufﬁx of y
n
6 having length nðjy6j  jy5jÞ  jy1j. This again implies the
ultimate periodicity of ðrðnÞÞn50. ]
Now Theorem 3.1 in the case of morphisms satisfying conditions (i)–(iii) follows
by Lemma 3.5 because, by assumption, we have M5p.
3.2. The Periodicity of Dp}The General Case
To generalize the results of the previous subsection we apply elementary
morphisms. By deﬁnition, a morphism h : X *-Y * is elementary if there does not
exist a set X1 and two morphisms h1 : X *-X *1 ; h2 :X
*
1 -Y * such that cardðX1Þ5
cardðX Þ and h ¼ h2h1. For the basic properties of elementary morphisms see [11]. In
particular, recall that an elementary morphism permutes the set of bounded letters.
Suppose now that f : X *-X * is a morphism, p51 is an integer and u; v 2 X * are
words such that cðuÞ ¼ cðvÞ. Then there exist a positive integer j1, an alphabet Y and
morphisms g1 : X *-Y * ; g2 : Y *-X * such that
f j1 ¼ g2g1
and the morphisms g2 and g1g2 are elementary (see [11, Theorem III. 2.2]). Consider
the morphism g1g2 : Y *-Y * . There exists a positive integer j2 such that
ðg1g2Þ
j2ðyÞ ¼ y
if y 2 Y is a bounded letter with respect to g1g2 and
jðg1g2Þ
j2 ðyÞj52
if y 2 Y is a growing letter with respect to g1g2. Denote g ¼ ðg1g2Þ
j2 and j ¼ j1 j2.
Then
f njþj1 ¼ g2gng1
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Di;pðnÞ ¼ dpðgng1f iðuÞ; gng1f iðvÞÞ
and
%Di;pðnÞ ¼ dpðg2gng1f iðuÞ; g2gng1f iðvÞÞ;
for n50. Because the morphism g satisﬁes conditions (i)–(iii) it follows from the
previous subsection that Di;p is ultimately periodic for 04i5j. Furthermore, this is
true for any p51. Hence also %Di;p is ultimately periodic for 04i5j. Because
%Di;pðnÞ ¼ dpðf njþj1þiðuÞ; f njþj1þiðvÞÞ
the sequence ðDpðnj þ j1 þ iÞÞn50 is ultimately periodic for 04i5j. This implies that
also Dp is ultimately periodic.
This concludes the proof of Theorem 3.1 in the general case.
3.3. The Closure of Modified DF0L Power Series under Min
Now we are ready to prove that the set of modiﬁed DF0L power series is closed
under the operator Min.
Theorem 3.6. Suppose s 2 E<X *> is a modified DF0L power series. Then MinðsÞ
and s  MinðsÞ are modified DF0L power series.
Proof. Suppose
s ¼ s0 þ
X1
n¼0
hnðe1v1 þ    þ etvtÞ;
where h : EhX *i-EhX *i is a monomial morphism, e1; . . . ; et 2 E are nonzero,
v1; . . . ; vt 2 X * and s0 2 EhX *i is a polynomial. Denote f ¼ %h. By Lemma 2.3 we
may assume that
f n1ðviÞ=f n2ðvjÞ if ðn1; iÞ=ðn2; jÞ:
Now, consider the equivalence relation on the set f1; . . . ; tg satisfying i  j if and
only if there exist integers n1 and n2 such that
cð f nþn1ðviÞÞ ¼ cð f nþn2ðvjÞÞ ð4Þ
for all n50. Let the classes of be Da; 14a4k. By Lemma 1 in [1] these classes can
be found out effectively. Without restriction we assume that if i  j then (4) holds
with n1 ¼ n2 ¼ 0.
Next, for each n50 and 14a4k, let iða; nÞ be the unique integer such that
f nðviða;nÞÞ is the minimal word with respect to 4 in the set
ff nðviÞ j i 2 Dag:
By Theorem 3.1 the sequence ðiða; nÞÞn50 is ultimately periodic for all 14a4k.
This implies the existence of integers n050 and p51 such that
iða; n þ pÞ ¼ iða; nÞ for all n5n0; 14a4k:
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s1 ¼ s0 þ
Xn01
n¼0
hnðe1v1 þ    þ etvtÞ:
Then we have
MinðsÞ ¼Min s1 þ
X1
n¼0
hnþn0
Xk
a¼1
X
i2Da
eivi
 ! !
¼Min s1 þ
X1
n¼0
hnþn0
Xk
a¼1
eiða;nþn0Þviða;nþn0Þ
 ! !
¼Min s1 þ
X1
n¼0
hnpþn0
Xp1
m¼0
hm
Xk
a¼1
eiða;n0þmÞviða;n0þmÞ
 ! ! !
¼Min s1 þ
X1
n¼0
ðhpÞnðs2Þ
 !
;
where s2 is the polynomial deﬁned by
s2 ¼
Xp1
m¼0
hn0þm
Xk
a¼1
eiða;n0þmÞviða;n0þmÞ
 !
:
Because here the support of
X1
n¼0
ðhpÞnðs2Þ
does not contain two words with equal Parikh vectors, it follows that MinðsÞ is a
modiﬁed DF0L power series. It is not difﬁcult to see that also s MinðsÞ is a
modiﬁed DF0L power series. ]
4. THE EQUIVALENCE PROBLEM
We say that a series r 2 E<X *> is Parikh simple if the condition
u; v 2 suppðrÞ and cðuÞ ¼ cðvÞ
implies that u ¼ v. The series r 2 E<X *> satisﬁes the support condition if r is Parikh
simple and
AlphðuÞ ¼ AlphðvÞ for all u; v 2 suppðrÞ:
The following result is from [5].
Theorem 4.1. Suppose E is a computable field. It is decidable whether or not two
modified DF0L power series over E satisfying the support condition are equal.
Theorem 4.1 generalizes easily to Parikh simple DF0L power series.
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Parikh simple modified DF0L power series over E are equal.
Proof. Suppose r; s 2 E<X *> are Parikh simple modiﬁed DF0L power series.
For any X1  X denote
LðX1Þ ¼ fw 2 X * jAlphðwÞ ¼ X1g
and
rðX1Þ ¼ r  charðLðX1ÞÞ; sðX1Þ ¼ s  charðLðX1ÞÞ:
Then r ¼ s if and only if rðX1Þ ¼ sðX1Þ for every X1  X . Here, for any X1  X , the
series rðX1Þ and sðX1Þ are modiﬁed DF0L power series. This follows from the
language-theoretic result stating that if G ¼ ðX ; f ; wÞ is a D0L system then the
sequence ðAlphðf nðwÞÞÞn50 is ultimately periodic, see [11]. Because the series rðX1Þ
and sðX1Þ satisfy the support condition, the claim follows from Theorem 4.1. ]
In general, DF0L power series are not Parikh simple. To be able to apply Theorem
4.2 we have to decompose a DF0L power series into ﬁnitely many Parikh simple
parts. This is done as follows.
Consider again the partial order4 deﬁned above. If L  X * is a language and m
is a positive integer, denote
PmðLÞ ¼ fw 2 L j cardðfv 2 L j v4wgÞ ¼ mg:
The deﬁnition of Pm is generalized for series in a natural way. If r 2 E<X *>, denote
PmðrÞ ¼
X
w2PmðsuppðrÞÞ
ðr; wÞw:
Then we clearly have
r ¼
X1
m¼1
PmðrÞ:
In general this decomposition is not ﬁnite and the series PmðrÞ; m51, may be very
complicated. For DF0L power series the situation is different.
Theorem 4.3. Suppose r 2 E<X *> is a modified DF0L power series. Then there
exists a positive integer m0 such that PmðrÞ ¼ 0 for m5m0. Furthermore, for any m51,
the series PmðrÞ is an effectively obtainable modified DF0L power series.
Proof. Suppose
r ¼ e1v1 þ    þ eava þ
X1
n¼0
hnðeaþ1vaþ1 þ    þ eaþbvaþbÞ;
where h : EhX *i-EhX *i is a monomial morphism and ei 2 E; vi 2 X * for
14i4aþ b. Because the D0L power series
X1
n¼0
hnðeiviÞ
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having equal Parikh vectors. Hence PmðrÞ ¼ 0 if m > aþ b.
To prove the second claim note that
PmðrÞ ¼Minðr  P1ðrÞ      Pm1ðrÞÞ
for m51. In particular, P1ðrÞ ¼MinðrÞ. Therefore Theorem 3.6 implies that P1ðrÞ
and r  P1ðrÞ are effectively obtainable modiﬁed DF0L power series. Assuming
inductively that PmðrÞ and r  P1ðrÞ      PmðrÞ are effectively obtainable modiﬁed
DF0L power series, we see that so are also
Pmþ1ðrÞ ¼Minðr  P1ðrÞ      PmðrÞÞ
and
r  P1ðrÞ      Pmþ1ðrÞ ¼ r  P1ðrÞ      PmðrÞ Minðr  P1ðrÞ      PmðrÞÞ:
]
Now we are ready for the main result.
Theorem 4.4. Suppose E is a computable field. It is decidable whether or not two
given modified DF0L power series over E are equal.
Proof. Suppose r1; r2 2 E<X *> are modiﬁed DF0L power series. Then
r1 ¼ r2
if and only if
Pmðr1Þ ¼ Pmðr2Þ
for all m51. Hence the decidability of r1 ¼ r2 follows by Theorems 4.2 and 4.3. ]
One lemma is needed to solve the language equivalence problem for DF0L
systems.
Lemma 4.5. Suppose L  X * is a DF0L language. Then charðLÞ 2 Q<X *> is a
modified DF0L power series.
Proof. Let G ¼ ðX ; f ; F Þ be a DF0L system such that L ¼ LðGÞ. Denote F ¼
fw1; . . . ; wkg and let Li be the D0L language generated by Gi ¼ ðX ; f ; wiÞ; 14i4k.
Then the series
r ¼
Xk
i¼1
charðLiÞ 2 Q<X *>
is a modiﬁed DF0L power series. By Lemma 2.3 we can effectively ﬁnd words
v1; . . . ; va; vaþ1; . . . ; vaþb 2 X * , nonzero e1; . . . ; ea; eaþ1; . . . ; eaþb 2 Q and a monomial
morphism h : QhX *i-QhX *i such that
r ¼ e1v1 þ    þ eava þ
X1
n¼0
hnðeaþ1vaþ1 þ    þ eaþbvaþbÞ:
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X1
n¼0
hnðejvjÞ; aþ 14j4aþ b;
have pairwise disjoint supports none of which contains any of the words v1; . . . ; va.
Deﬁne h1 : QhX *i-QhX *i by
h1ðxÞ ¼ charðsuppðhðxÞÞÞ; x 2 X :
Then
charðLÞ ¼ v1 þ    þ va þ
X1
n¼0
hn1ðvaþ1 þ    þ vaþbÞ:
This implies the claim. ]
Theorem 4.6. It is decidable whether or not two given DF0L languages are equal.
Proof. The claim follows by Lemma 4.5 and Theorem 4.4. ]
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