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FONCTIONS THEˆTA ET CRITE`RE DE PROJECTIVITE´
DES TORES COMPLEXES
AHMED LESFARI
Abstract. This paper is devoted to some properties of the theory
of theta functions on Riemann surfaces and explore some of its nu-
merous consequences, a subject of renewed interest in recent years.
We show how the meromorphic functions on the Riemann surfaces
of an arbitrary genus can be constructed explicitly in terms of the
multi-dimensional theta functions. We discuss the important role
of the zeros of theta function and the Jacobi inversion problem
which askes whether we can find a divisor that is the preimage
for an arbitrary point in the Jacobian. The Lefschetz theorem on
projective embeddings over the complex numbers is of utmost im-
portance in the complex geometric theory of compact manifolds.
We present an analytic proof of this theorem. We explain how pos-
itive line bundles on abelian varieties can be explicitly described
in terms of multipliers and how their sections can be described by
theta functions.
Dans ce travail, nous allons e´tudier les fonctions theˆta sur les surfaces
de Riemann X de genre g. On commence par rappeler les de´finitions
et proprie´te´s des fonctions theˆta ne´cessaires a` la compre´hension des
re´sultats de ce travail. Ensuite, on montre comment exprimer les fonc-
tions me´romorphes en termes de fonctions theˆta sur le tore complexe de
dimension un ou ce qui revient au meˆme sur les courbes elliptiques. On
donne a` cette occasion plusieurs me´thodes. En outre, on aborde l’e´tude
des fonctions me´romorphes et leurs relations avec les fonctions theˆta
dans le cas des surfaces de Riemann de genre g > 1. On e´tudie aussi le
proble`me d’inversion de Jacobi a` l’aide des fonctions theˆta. Les ze´ros
d’une fonction theˆta sur Cg forment une sous-varie´te´ de Jac(X) de di-
mension g−1 appele´e diviseur theˆta. Elle est invariante par un nombre
fini de translations et peut eˆtre singulie`re. Lorsqu’on plonge la sur-
face de Riemann X dans sa varie´te´ jacobienne Jac(X) via l’application
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d’Abel, alors soit son image est entie`rement incluse dans le diviseur
theˆta, soit elle le rencontre en exactement g points. Certaines fonctions
singulie`res sur la surface de Riemann X de genre g posse`dant g poˆles et
des singularite´s essentielles, jouent un roˆle important dans l’e´tude des
syste`mes inte´grables, notamment les e´quations de Korteweg-de Vries ,
Kadomtsev-Petviashvili,...dont les solutions exactes sont des solitons.
On exprime ces fonctions connues sous le nom de fonctions de Baker-
Akhiezer en termes de fonctions theˆta et en meˆme temps on prouve leur
existence. Ensuite on montre qu’a` l’aide des fonctions theˆta, on peut
donner une preuve directe et de´taille´e du crite`re de projectivite´ des
tores complexes. C’est l’objet du the´ore`me de Lefschetz qui affirme
que si un fibre´ en droites L sur une varie´te´ abe´lienne T n est positif,
alors H0(T n,OTn(Lk)) n’a pas de points de base pour k ≥ 2 et fournit
un plongement projectif pour k ≥ 3.
Je remercie le referee pour ses remarques et suggestions.
1. Proprie´te´s ge´ne´rales
Soient X une surface de Riemann compacte de genre g et B =
(bjk)1≤j,k≤g une matrice carre´e d’ordre g, syme´trique et dont la partie
imaginaire est de´finie positive. On appelle fonction theˆta, la fonction
de´finie a` l’aide de la se´rie (de Fourier) suivante :
(1) θ(z|B) =
∑
m∈Zg
epii〈Bm,m〉+2pii〈z,m〉,
ou` z ∈ Cg et
〈Bm,m〉 =
g∑
j,k=1
bjkmjmk, 〈z,m〉 =
g∑
j=1
zjmj.
La convergence de la se´rie (1) pour tout z ∈ Cg, re´sulte du fait que
Im B ≥ 0. On montre que cette se´rie converge absolument et uni-
forme´ment sur des ensembles compacts et qu’en outre, la fonction
θ(z|B) est holomorphe sur Cg. On posera dans la suite θ(z) ≡ θ(z|B)
lorsque la matrice B est fixe´e.
Soit (e1, ..., eg) une base de Cg avec (ej)k = 1 si j = k et 0 si j 6= k.
De´signons par
f1 =
 b11...
bg1
 , ..., fg =
 b1g...
bgg
 ,
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les colonnes de la matrice B ou sous forme condense´e fj = Bej, j =
1, ..., g.
Proposition 1. La fonction θ satisfait aux e´quations fonctionnelles
suivantes :
θ(z + ej) = θ(z),(2)
θ(z + fj) = e
−piibjj−2piizj .θ(z).(3)
De´monstration. La relation (2) re´sulte imme´diatement de la formule
(1). Concernant la relation (3), on a
θ(z + fj) =
∑
m∈Zg
epii〈Bm,m〉+2pii〈m,z+fj〉,
=
∑
m∈Zg
epii〈B(n−ej),n−ej〉+2pii〈n−ej ,z+fj〉, n ≡ m+ ej
=
∑
m∈Zg
epii〈Bn,n〉−2pii〈ej ,n〉−pii〈Bej ,ej〉+2pii〈n,z〉+2pii〈n,fj〉−2pii〈ej ,z〉−2pii〈ej ,fj〉
= epii〈Bej ,ej〉−2pii〈ej ,z〉.θ(z)
= e−piibjj−2piizj .θ(z),
ce qui ache`ve la de´monstration. ¤
Les vecteurs e1, ..., eg forment une base de pe´riodes de la fonction
θ(z). Les vecteurs fj s’appellent les quasi-pe´riodes de θ(z).
Corollaire 2. Pour tout m,n ∈ Zg, on a
(4) θ(z + n+Bm) = e−pii〈Bm,m〉−2pii〈m,z〉.θ(z).
Les vecteurs de la forme n+Bm forment un re´seau de pe´riodes.
La fonction theˆta (1) admet la ge´ne´ralisation suivante : On appelle
fonction theˆta de caracte´ristiques
[
α
β
]
, la fonction de´finie par
θ
[
α
β
]
(z|B) =
∑
m∈Zg
epii〈B(m+α),m+α〉+2pii〈z+β,m+α〉,(5)
= epii〈Bα,α〉+2pii〈z+β,α〉.θ(z + β +Bα).(6)
ou` α, β ∈ Rg. Pour alle´ger les formules, on notera simplement :
θ
[
α
β
]
(z) ≡ θ
[
α
β
]
(z|B),
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lorsque la matrice B est fixe´e. En particulier, θ
[
0
0
]
(z) = θ(z).
D’apre`s la relation (4), on a aussi θ
[
m
n
]
(z) = θ(z), m,n ∈ Zg. De`s
lors, il suffit de conside´rer les fonctions θ
[
α
β
]
(z) ou` α = (α1, ..., αg),
β = (β1, ..., βg) ∈ Rg sont tels que : 0 < αj, βj < 1, j = 1, ..., g.
Proposition 3. La fonction θ ve´rifie la proprie´te´ de pe´riodicite´ suiv-
ante :
θ
[
α
β
]
(z)(z+n+Bm) = e−pii〈Bm,m〉−2pii〈z,m〉+2pii(〈α,n〉−〈β,m〉).θ
[
α
β
]
(z).
De´monstration. Il suffit d’utiliser un raisonnement similaire a` celui
de la proposition 1. ¤
On dit que
[
α
β
]
est une demi-pe´riode si α1, ..., αg, β1, ..., βg ne pren-
nent que les valeurs 0 ou 1
2
. On dira qu’une demi-pe´riode
[
α
β
]
est
paire si
4〈α, β〉 ≡ 0 (mod.2),
et impaire sinon.
Proposition 4. La fonction θ
[
α
β
]
(z) est paire (resp. impaire) si la
demi-pe´riode
[
α
β
]
est paire (resp. impaire).
De´monstration. En faisant la substitution z 7−→ −z, m 7−→ −m−2,
dans la relation (5), on obtient imme´diatement pour le terme ge´ne´ral
de la se´rie
epii〈B(−m−α),−m−α〉+2pii〈−z+β,−m−α〉 = epii〈B(m+α),m+α〉+2pii〈z+β,m+α〉.e4pii〈α,β〉.
Or d’apre`s la de´finition ci-dessus, le signe de e4pii〈α,β〉 est de´termine´ par
la parite´ du nombre 4〈α, β〉, d’ou` le re´sultat. ¤
Corollaire 5. On a θ(z) = θ(−z).
Le nombre de demi-pe´riodes paires ou celui de theˆta-caracte´ristiques
est e´gal a` 2g−1(2g + 1) et celui des demi-pe´riodes impaires est e´gal a`
2g−1(2g − 1).
Rappelons e´galement quelques identite´s classiques que ve´rifient les
fonctions theˆta [31]:
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Proposition 6. On pose
θ̂
[
α
β
]
(z) ≡ θ
[
α
β
]
(z|2B).
La fonction theˆta satisfait aux formules d’addition suivantes :
a) On a
θ
[
α
β
]
(z1 + z2) =
∑
2δ∈(Z2)g
θ̂
 α+β2 + δ
γ + ε
 (2z1).θ̂
 α−β2 + δ
γ − ε
 (2z2),
ou` α, β, γ, ε ∈ Rg.
b) On a
θ
[
m2
n2
]
(z2).θ
[
m3
n3
]
(z3).θ
[
m4
n4
]
(z4)
=
1
2g
∑
2(a1,a2)∈(Z2)2g
e−4pii〈m1,a2〉.θ
[
k1 + a1
l1 + a2
]
(w1)...θ
[
k4 + a1
l4 + a2
]
(w4),
ou` (z1, ..., z4) = (w1, ..., w4)A avec
A =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

Ici, 1 de´signe la matrice unite´ d’ordre g ou 2g et
(
m1
n1
)
,...,
(
m4
n4
)
,(
k1
l1
)
,...,
(
k4
l4
)
des vecteurs quelconques d’ordre 2g avec((
m1
n1
)
, ...,
(
m4
n4
))
=
((
k1
l1
)
, ...,
(
k4
l4
))
A.
En particulier, on a les formules d’addition(
θ
[
0
0
]
(z)
)2
.
(
θ
[
0
0
]
(0)
)2
=(
θ
[
0
1/2
]
(z)
)2
.
(
θ
[
0
1/2
]
(0)
)2
+
(
θ
[
1/2
0
]
(z)
)2
.
(
θ
[
1/2
0
]
(0)
)2
,
18 AHMED LESFARI(
θ
[
1/2
1/2
]
(z)
)2
.
(
θ
[
0
0
]
(0)
)2
=(
θ
[
0
1/2
]
(z)
)2
.
(
θ
[
1/2
0
]
(0)
)2
−
(
θ
[
1/2
0
]
(z)
)2
.
(
θ
[
0
1/2
]
(0)
)2
,
ainsi que l’identite´ de Jacobi obtenue en posant z = 0,
(
θ
[
0
0
]
(0)
)4
=
(
θ
[
0
1/2
]
(0)
)4
+
(
θ
[
1/2
0
]
(0)
)4
.
2. Fonctions me´romorphes exprime´es en termes de
fonctions theˆta dans le cas des courbes elliptiques
Conside´rons le cas des surfaces de Riemann de genre 1, i.e., des
courbes elliptiques. Rappelons qu’une fonction elliptique est une fonc-
tion me´romorphe doublement pe´riodique. La matrice B se re´duit dans
ce cas a` un nombre que l’on note b avec Im B ≥ 0. Les nombres 1 et b
engendrent un paralle´logramme des pe´riodes note´ Ω. Les quatre fonc-
tions theˆta correspondant aux demi-pe´riodes
[
1/2
1/2
]
,
[
1/2
0
]
,
[
0
0
]
,[
0
1/2
]
sont
iθ1(z) ≡ θ
[
1/2
1/2
]
(z), θ2(z) ≡ θ
[
1/2
0
]
(z),
θ3(z) ≡ θ
[
0
0
]
(z) = θ(z), θ4(z) ≡ θ
[
0
1/2
]
(z).
Ces fonctions sont holomorphes sur C. On de´duit imme´diatement de
la proposition 4 que θ1(z) est impaire et que θ2(z), θ3(z), θ4(z) sont
paires. Pour de´terminer les ze´ros des fonctions θj, il suffit d’apre`s la
proposition 3 de les chercher dans le paralle´logramme des pe´riodes Ω.
Comme θ1(z) est impaire, alors θ1(0) = 0 et les autres ze´ros de θj(z)
s’obtiennent via la proposition 3. Prenons par exemple le cas de θ3(z).
On a θ3(
1
2
+ b
2
) = 0 et en outre z = 1
2
(1 + b) est le seul ze´ro de cette
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fonction dans Ω. En effet, on a
1
2pii
∫
∂Ω
dθ3(z)
θ3(z)
=
1
2pii
∫
∂Ω
d log θ3(z),
=
1
2pii
∫ 1
0
(d log θ3(z)− d log θ3(z + b))
+
1
2pii
∫ b
0
(d log θ3(z + 1)− d log θ3(z)).
Or d’apre`s la proposition 3, on a
θ3(z + 1) = θ3(z), θ3(z + b) = e
−piib−2piizθ3(z),
donc ∫ b
0
(d log θ3(z + 1)− d log θ3(z)) = 0,
et∫ 1
0
(d log θ3(z)− d log θ3(z + b)) =
∫ 1
0
(d log θ3(z)− d log e−piib−2piizθ3(z)),
=
∫ 1
0
2piidz,
= 1.
Par conse´quent
1
2pii
∫
∂Ω
dθ3(z)
θ3(z)
=
1
2pii
∫
∂Ω
dθ3(z) = 1.
On a donc de´montre´ le re´sultat suivant :
Proposition 7. La fonction θ(z) posse`de dans le paralle´logramme des
pe´riodes Ω (engendre´ par 1 et b), un seul ze´ro au point z = 1
2
(1 + b).
En posant z = x ∈ R, b = it, t ∈ R+, l’e´quation (1) s’e´crit
θ(x|it) =
∑
m∈Z
e−pim
2t+2piimx,
= 1 + 2
∞∑
m=1
e−pim
2t cos 2pimx.
Cette fonction est pe´riodique par rapport a` x, i.e., θ(x+1|it) = θ(x|it)
et satisfait a` l’e´quation de la chaleur
4pi
∂θ(x|it)
∂t
=
∂2θ(x|it)
∂x2
.
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L’unicite´ de cette solution re´sulte du fait que
lim
t→0
θ(x|it) =
∞∑
m=−∞
δm(x),
ou` δm est la distribution de Dirac au point m.
Nous allons voir comment exprimer les fonctions me´romorphes sur le
tore complexe C/Λ de dimension 1, en termes de la fonction theˆta. Ici,
Λ de´signe par exemple le re´seau Zω1⊕Zω2, engendre´ par deux nombres
complexes ω1 et ω2 diffe´rents de 0 tels que : Im
(
ω2
ω1
)
> 0. Plusieurs
me´thodes sont possibles :
Me´thode 1 : Rappelons que toute fraction rationnelle, donc fonction
me´romorphe sur P1(C), peut s’e´crire sous la forme
f(z) =
m∏
j=1
z − Pj
z −Qj .
Par analogie, soient P1, ..., Pm, Q1, ..., Qm des points de la surface de
Riemann X et f(z) une fonction ayant des ze´ros aux points P1, ..., Pm
et des poˆles aux points Q1, ..., Qm avec pour diviseur
(f) =
m∑
j=1
Qj −
m∑
j=1
Pj.
Puisque X est de genre 1, alors il existe une seule diffe´rentielle holo-
morphe ω sur X. En outre, d’apre`s le the´ore`me d’Abel [14], l’existence
de la fonction f(z) impose la condition
m∑
j=1
Pj =
m∑
j=1
Qj.
Notons que pour m = 1; P1 = Q1, le seul cas valable est f(z) =
constante. Dans le cas ou` m ≥ 2, alors la fonction f(z) s’exprime en
fonction de θ a` l’aide de la formule
f(z) = C
m∏
j=1
θ
(
z − Pj − 12(1 + b)
)
θ
(
z −Qj − 12(1 + b)
) ,
ou` C est une constante. Notons que f(z + 1) = f(z). En outre,
d’apre`s la relation (3) et du fait que
∑m
j=1 Pj =
∑m
j=1Qj, on a aussi
f(z + b) = f(z). Donc f est doublement pe´riodique. La fonction f est
me´romorphe avec des ze´ros en Qj+
1
2
(1+b) et des poˆles en Pj+
1
2
(1+b).
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Me´thode 2 : On conside`re la fonction log θ(z). Notons que cette
fonction peut s’exprimer comme e´tant la somme d’une fonction dou-
blement pe´riodique de pe´riodes 1, b et d’une fonction line´aire. Donc la
fonction
d2
dz2
log θ(z) est doublement pe´riodique et me´romorphe sur X,
avec un poˆle double en z = 1
2
(1 + b). Cette fonction coincide avec la
fonction ℘(z) de Weierstrass1:
℘(z) =
1
z2
+
∑
ω∈Λ\{0}
(
1
(z − ω)2 −
1
ω2
)
,
ou` Λ = Zω1⊕Zω2, est le re´seau engendre´ par deux nombres complexes
ω1 et ω2 diffe´rents de 0 tels que : Im
(
ω2
ω1
)
> 0. Plus pre´cise´ment, on
a
(7) ℘(z) = − d
2
dz2
log θ(z) + C,
ou` C est une constante choisie de telle manie`re que le de´veloppement en
se´rie de Laurent de ℘(z) en z = 0 n’a pas de terme constant. On mon-
tre que la fonction θ(z) satisfait a` une e´quation diffe´rentielle de 3e`me
ordre. Il suffit d’utiliser la relation (7) et tenir compte de l’e´quation
diffe´rentielle [24]
(℘′(z))2 = 4℘3(z)− g2℘(z)− g3,
avec
g2 = 60
∑
ω∈Λ\{0}
1
ω4
, g3 = 140
∑
ω∈Λ\{0}
1
ω6
.
Me´thode 3 : Rappelons que les fonctions me´romorphes avec des poˆles
simples sur P1(C) peuvent s’e´crire sous la forme
f(z) =
∑
j
λj
z − Pj + C,
ou` λj ∈ C et C une constante. Par analogie, on conside`re sur X la
fonction
f(z) =
∑
j
λj
d
dz
log θ(z − Pj) + C,
ou` Pj ∈ X, λj ∈ C tel que :
∑
j λj = 0. Cette fonction est doublement
pe´riodique et me´romorphe avec des poˆles simples en Pj +
1
2
(1 + b) et
de re´sidus λj en ces points.
1Rappelons [24] que la fonction ℘(z) est elliptique donc c’est une fonction
me´romorphe et doublement pe´riodique.
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Nous avons vu comment peuvent s’exprimer les fonctions me´romorphes
sur le tore C/Λ en termes de fonction theˆta. Par ailleurs, pour une sur-
face de Riemann X de genre 1, on a un isomorphisme biholomorphe
entre X et sa varie´te´ jacobienne : X ' Jac(X). En outre si (1 z)
est la matrice des pe´riodes normalise´e, alors on a aussi X ' C/Λ ou`
Λ est le re´seau engendre´ par 1 et z. Donc la construction qui a e´te´
faite pre´ce´demment sur le tore C/Λ ou ce qui revient au meˆme sur
Jac(X) est aussi valable sur la surface de Riemann X. Par exemple,
prenons le cas d’une fonction ayant des poˆles en P1, ..., Pm et des ze´ros
en Q1, ..., Qm sur la surface de Riemann X. D’apre`s le the´ore`me d’Abel
[14], on a
m∑
j=1
ϕ(Pj) =
m∑
j=1
ϕ(Qj),
ou` ϕ : Div◦(X) −→ Jac(X) et on peut selon la me´thode 1 de´crite ci-
dessus, exprimer la fonction f(P ) en termes de fonction theˆta a` l’aide
de la formule
f(P ) = C
m∏
j=1
θ
(
ϕ(P )− ϕ(Qj)− 12(1 + b)
)
θ
(
ϕ(P )− ϕ(Pj)− 12(1 + b)
) .
3. Fonctions me´romorphes exprime´es en termes de
fonctions theˆta dans le cas des surfaces de Riemann de
genre g > 1
Passons maintenant au cas ou` la surface de Riemann X est de genre
g > 1. Rappelons [14] que le proble`me d’inversion de Jacobi consiste a`
de´terminer g points P1, ..., Pg sur X tels que :
g∑
k=1
∫ Pk
P0
ωj ≡ zj (mod L), j = 1, ..., g
ou` (z1, ..., zg) ∈ Jac(X), (ω1, ..., ωg) une base de diffe´rentielles holo-
morphes sur X, P0 un point de base sur X et L un re´seau engendre´
par les vecteurs colonnes de la matrice des pe´riodes. Autrement dit,
le proble`me consiste a` de´terminer le diviseur D = ∑gj=1 Pj en ter-
mes de z = (z1, ..., zg) ∈ Jac(X) tel que si ϕ est l’application d’Abel-
Jacobi, alors l’e´quation ϕ(D) = z soit satisfaite. Nous allons e´tudier le
proble`me d’inversion de Jacobi a` l’aide des fonctions theˆta.
Proposition 8. Si la fonction de´finie par
ζ(P ) = θ (ϕ(P )− C) , C ∈ Cg,
FONCTIONS THEˆTA IMHOTEP, VOL. 8, NO1 (2010), 13-47 23
n’est pas identiquement nulle, alors elle admet g ze´ros (compte´s avec
leur ordre de multiplicite´) sur la repre´sentation normale X∗ de X. On
de´signe cette repre´sentation par le symbole
a1b1a
−1
1 b
−1
1 ...agbga
−1
g b
−1
g ,
ou` (a1, . . . , ag, b1, . . . , bg) est une base symplectique du groupe d’homologie
H1(X,Z), i.e., de telle fac¸on que les produits d’intersection de cycles
deux a` deux s’e´crivent :
(aj, aj) = (bj, bj) = 0, (aj, bk) = δjk, 1 ≤ j, k ≤ g.
En outre, si P1, ..., Pg de´signent les ze´ros de cette fonction alors on a
sur la varie´te´ jacobienne Jac(X) la formule
g∑
k=1
ϕ(Pk) ≡ C −∆ (mod. pe´riodes),
ou` ∆ ∈ Cg est le vecteur (appele´ vecteur des constantes de Riemann)
de´fini par
(8) ∆j =
1
2
(1 + bjj)−
∑
k 6=j
(∫
ak
ωk(P )
∫ P
P0
ωj
)
, j = 1, ..., g.
De´monstration. La repre´sentation normale X∗ de X est un polygoˆne
a` 4g coˆte´s identifie´s deux a` deux. Si l’on parcourt le bord ∂X∗ de ce
polygoˆne, on constate que chaque coˆte´ est parcouru deux fois, l’un dans
le sens de son orientation et l’autre dans le sens oppose´. On a donc
∂X∗ =
g∑
j=1
(
aj + bj − a−1j − b−1j
)
.
On de´signe par ζ− la valeur de la fonction ζ(P ) sur a−1j , b
−1
j et par ζ
+
la valeur de ζ(P ) sur les segments aj, bj. On utilisera des notations
similaires ϕ+, ϕ− pour l’application d’Abel ϕ(P ). Le nombre de ze´ros
de la fonction ζ sur X∗ est
(9)
1
2pii
∫
∂X∗
d log ζ(P ) =
1
2pii
g∑
k=1
(∫
ak
+
∫
bk
)
(d log ζ+ − d log ζ−).
Notons que
ϕ−j (P ) = ϕ
+
j (P ) + bjk si P ∈ ak,
ϕ+j (P ) = ϕ
−
j (P ) + δjk si P ∈ bk.
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D’apre`s la proposition 1, formules (2) et (3), on a
d logϕ−(P ) = d logϕ+(P )− 2piiωk sur ak,
d logϕ+(P ) = d logϕ−(P ) sur bk.
Par conse´quent, la formule (9) implique
1
2pii
∫
∂X∗
d log ζ =
1
2pii
g∑
k=1
∫
ak
2piiωk = g,
ce qui montre que la fonction ζ(P ) admet g ze´ros sur X∗. Pour prouver
la seconde partie de la proposition, on conside`re l’inte´grale
Ij =
∫
∂X∗
ϕj(P )d log ζ(P ), j = 1, ..., g.
En de´signant par P1, ..., Pg les ze´ros de la fonction ζ(P ) et en tenant
compte du the´ore`me des re´sidus, on a Ij = ϕj(P1) + ... + ϕj(Pg). En
raisonnant comme pre´ce´demment, on obtient
Ij =
1
2pii
g∑
k=1
(∫
ak
+
∫
bk
)(
ϕ+j d log ζ
+ − ϕ−j d log ζ−
)
,
=
1
2pii
g∑
k=1
∫
ak
(
ϕ+j d log ζ
+ − (ϕ+j + bjk)(d log ζ+ − 2piiωk)
)
+
1
2pii
g∑
k=1
∫
bk
(
ϕ+j d log ζ
+ − (ϕ+j − δjk)d log ζ+
)
,
=
g∑
k=1
(∫
ak
ϕ+j ωk −
1
2pii
bjk
∫
ak
d log ζ+ + bjk
)
+
1
2pii
∫
bk
d log ζ+.
Notons que ∫
ak
d log ζ+ = 2piink, nk ∈ Z.
De meˆme, en de´signant par Qj (resp. Q
∗
j) le de´but (resp. la fin) du
contour bj, alors∫
bj
d log ζ+ = log ζ+(Q∗j)− log ζ+(Qj) + 2piimj, mj ∈ Z,
= log θ (ϕ(Qj) + fj − C)− log θ (ϕ(Qj)− C) + 2piimj,
= −piib+ 2piiCj − 2piiϕj(Qj) + 2piimj,
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ou` fj =
 b1j...
bgj
, j = 1, ..., g, de´signent les colonnes de la matrice B.
De`s lors,
Ij = Cj − 1
2
bjj − ϕj(Qj) +
g∑
k=1
∫
ak
ϕj(P )ωk, (mod. pe´riodes).
Le de´but du contour aj sera de´signe´ parRj et sa fin coincide e´videmment
avec le de´but Qj du contour bj. On a
Ij = Cj − 1
2
bjj − ϕj(Qj) +
∫
aj
ϕj(P )ωj +
g∑
k=1
k 6=j
∫
ak
ϕj(P )ωk,
= Cj − 1
2
bjj − ϕj(Qj) + 1
2
(
ϕ2j(Qj)− ϕ2j(Rj)
)
+
g∑
k=1
k 6=j
∫
ak
ϕj(P )ωk,
= Cj − 1
2
bjj − ϕj(Rj)− 1 + 1
2
(
(ϕ2j(Rj) + 1)
2 − ϕ2j(Rj)
)
+
g∑
k=1
k 6=j
∫
ak
ϕj(P )ωk,
= Cj − 1
2
(1 + bjj) +
g∑
k=1
k 6=j
∫
ak
ϕj(P )ωk,
ce qui termine la preuve. ¤
En ge´ne´ral, le vecteur ∆ de´pend de P0 sauf dans le cas particulier
g = 1 ou` ∆ = 1
2
(1+b). On montre (voir [14, p. 340]) que 2∆ = −ϕ(K)
ou` K est le diviseur canonique. De`s lors, en choisissant adroitement
le point P0, on peut exprimer K de manie`re tout a` fait simple. Par
exemple, conside´rons le cas ou` X est une courbe hyperelliptique de
genre g d’e´quation affine
w2 =
2g+2∏
j=1
(ξ − ξj),
ou` tous les zj sont distincts. Soit (a1, . . . , ag, b1, . . . , bg) une base sym-
plectique du groupe d’homologie H1(X,Z)) i.e., rappelons que les pro-
duits d’intersection de cycles deux a` deux s’e´crivent :
(aj, aj) = (bj, bj) = 0, (aj, bk) = δjk, 1 ≤ j, k ≤ g,
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et soit
σ : X −→ X, (w, ξ) 7−→ (−w, ξ),
l’involution hyperelliptique (i.e., qui consiste a` e´changer les deux feuil-
lets de la courbe X) avec σ(aj) = −aj et σ(bj) = −bj. Notons que∫
aj
ωk = −
∫
σ(aj)
ωk = −
∫
aj
σ∗ωk.
Alors en choisissant P0 = ξ1, on obtient
∆j =
1
2
(1 + bjj) +
∑
k 6=j
∫
ak
ωk
(∫ ξ2k+1
ξ1
ωj +
∫ P
ξ2k+1
ωj
)
, j = 1, ..., g,
=
1
2
(1 + bjj) +
∑
k 6=j
∫ ξ2k+1
ξ1
ωj
∫
ak
ωk
+
∑
k 6=j
∫ ξ2k+2
ξ2k+1
((∫ P
ξ2k+1
ωj
)
ωk(P )
(∫ σP
ξ2k+1
ωj
)
ωk(σP )
)
.
En tenant compte du fait que ωk(σP ) = −ωk(P ) et modulo une com-
binaison line´aire n+Bm (un re´seau engendre´ par les vecteurs colonnes
de la matrice des pe´riodes), on obtient finalement pour ce cas pre´cis,
la formule
∆j =
g∑
k=1
bjk +
j
2
, j = 1, ..., g.
Les ze´ros d’une fonction theˆta sur Cg forment une sous-varie´te´ de
Jac(X) de dimension g − 1 appele´e diviseur theˆta que l’on note
Θ = {z : θ(z) = 0}.
Elle est invariante par un nombre fini de translations et peut eˆtre sin-
gulie`re. L’e´quation (4) implique que Θ est bien de´finie sur la varie´te´
jacobienne Jac(X). Comme θ(−z) = θ(z), on en de´duit que Θ est
syme´trique : −Θ = Θ.
Le the´ore`me fondamental de Riemann [31] s’e´nnonce comme suit :
The´ore`me 9. La fonction
ζ(P ) = θ (ϕ(P )− C) , C ∈ Cg,
est soit identiquement nulle, soit admet exactement g ze´ros Q1, ..., Qg
sur X tels que :
g∑
j=1
ϕ(Qj) = C +∆,
ou` ∆ est de´fini par (8).
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Ce re´sultat peut s’interpre´ter en disant que lorsqu’on plonge la sur-
face de Riemann X dans sa varie´te´ jacobienne Jac(X) via l’application
ϕ d’Abel, alors soit son image est entie`rement inclue dans le diviseur
theˆta, soit elle la rencontre en exactement g points. En fait si ζ(P )
n’est pas identiquement nulle sur X, alors ses ze´ros coincident avec
les points P1, ..., Pg et de´terminent la solution du proble`me inverse de
Jacobi ϕ(D) = z pour le vecteur z = C − ∆. On de´signe par L(D)
l’ensemble des fonctions me´romorphes f telles que : (f) +D ≥ 0, i.e.,
l’espace vectoriel des fonctions de X dont le diviseur est plus grand que
−D. Rappelons que D ∈ Div(X) est un diviseur spe´cial si et seulement
si dimL(D) ≥ 1 et dimL(K−D) ≥ 1 ou` K est un diviseur canonique.
Dans le cas ou` D ≥ 0 (donc dimL(D) ≥ 1), un diviseur est spe´cial si
et seulement si dimΩ1(D) 6= 0. Notons aussi que les diviseurs spe´ciaux
de la forme D = P1 + ... + PN , N = deg D ≥ g, coincident avec les
points critiques de l’application d’Abel-Jacobi
SymNX −→ Jac(X), D 7−→
(∫ D
0
ω1, ...,
∫ D
0
ωN
)
,
ou ce qui revient au meˆme ϕ(P1, ..., PN) = ϕ(P1) + ... + ϕ(PN). (Ici,
SymNX de´signe l’ensemble de tous les diviseurs positifs de degre´ N sur
X, i.e., le N e`me produit syme´trique de X). Ces points critiques sont
les points P1, ..., PN ou` le rang de la diffe´rentielle de cette application
est infe´rieur a` g. D’apre`s le the´ore`me fondamental de Riemann, la
fonction de´finie par ζ(P ) = θ (ϕ(P )− C), est identiquement nulle si et
seulement si
C ≡ ϕ(Q1) + ...+ ϕ(Qg) + ∆,
ou` Q1 + ...+Qg est un diviseur spe´cial.
The´ore`me 10. Soit z = (z1, ..., zg) ∈ Cg un vecteur tel que la fonction
ζ(P ) = θ (ϕ(P )− z −∆) ,
n’est pas identiquement nulle sur X. Alors, la fonction ζ(P ) admet
exactement g ze´ros P1, ..., Pg sur X qui de´terminent la solution du
proble`me d’inversion de Jacobi ϕ(D) = z, ou` D =∑gj=1 Pj. Autrement
dit, on a
ϕ1(P1) + ...+ ϕ1(Pg) =
g∑
k=1
∫ Pk
P0
ω1 ≡ z1,
...(10)
ϕg(P1) + ...+ ϕg(Pg) =
g∑
k=1
∫ Pk
P0
ωg ≡ zg.
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En outre, le diviseur D est non spe´cial et les points P1, ..., Pg sont
uniquement de´termine´s a` partir du syste`me (10).
De´monstration. La premie`re assertion re´sulte imme´diatement de la
proposition 1. En outre, le diviseur D = ∑gj=1 Pj n’est pas spe´cial
car sinon la fonction ζ(P ) serait identiquement nulle d’apre`s ce qui
pre´ce`de, ce qui est absurde. Quand au dernier point, supposons que le
syste`me (10) admet une autre solution Q1, ..., Qg. Dans ce cas, on aura
sur la varie´te´ jacobienne Jac(X),
g∑
j=1
ϕ(Pj) ≡
g∑
j=1
ϕ(Qj), (mod.L),
ou` L est le re´seau engendre´ par la matrice des pe´riodes. D’apre`s le
the´ore`me d’Abel, cela` signifie qu’il existe une fonction me´romorphe sur
X ayant des ze´ros en Q1, ..., Qg et des poˆles en P1, ..., Pg. Or on vient de
montrer que le diviseur est non spe´cial, donc une telle fonction doit eˆtre
une constante, ce qui entraine que Pj = Qj, j = 1, ..., g et de´montre le
the´ore`me. ¤
On de´duit imme´diatement du the´ore`me pre´ce´dent, le re´sultat suiv-
ant : Si D = ∑gj=1 Pj est un diviseur non spe´cial sur une surface de
Riemann X de genre g, alors la fonction θ(ϕ(P ) − ϕ(D) − ∆) admet
exactement g ze´ros sur X aux points P = P1, ..., Pg.
The´ore`me 11. On a la caracte´risation suivante du diviseur theˆta :
On a θ(C) = 0 si et seulement s’il existe P1, ..., Pg−1 ∈ X tels que :
C ≡ ϕ(P1) + ...+ ϕ(Pg−1) + ∆ =
g−1∑
j=1
∫ Pj
P0
ω +∆,
avec point de base P0.
De´monstration. Reprenons la fonction ζ(P ) = θ(ϕ(P ) − C) et sup-
posons tout d’abord qu’elle est non nulle sur X. D’apre`s le the´ore`me
10, cette fonction admet g ze´ros P1, ..., Pg sur X et
(11) C ≡ ϕ(P1) + ...+ ϕ(Pg) + ∆.
L’ensemble de ces ze´ros e´tant unique et comme par hypothe`se θ(C) = 0,
alors Pg = P0. De`s lors ϕ(Pg) = ϕ(P0) = 0 et d’apre`s (11), on a
C ≡ ϕ(P1) + ...+ ϕ(Pg−1) + ∆.
Passons maintenant au cas ou` la fonction ζ(P ) est identiquement nulle
sur X. D’apre`s le the´ore`me 9, on a
(12) C ≡ ϕ(Q1) + ...+ ϕ(Qg) + ∆,
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ou` Q1+ ...+Qg est un diviseur spe´cial. Ce dernier implique l’existence
sur X d’une fonction non constante ζ me´romorphe ayant des poˆles en
Q1, ..., Qg avec ζ(P0) = 0. D’apre`s le the´ore`me d’Abel, on a
ϕ(P1 + ...+ Pg−1 + P0) ≡ ϕ(Q1 + ...+Qg),
ou` P1 + ... + Pg−1 + P0 est le diviseur des ze´ros de ζ. Il suffit de`s lors
de remplacer dans (12), ϕ(Q1 + ... + Qg) par ϕ(P1 + ... + Pg−1 + P0)
tout en tenant compte du fait que ϕ(P0) = 0. Le the´ore`me est donc
de´montre´. ¤
Proposition 12. Soient D un diviseur non spe´cial de degre´ g, D′
un diviseur positif de degre´ n, (ω1, ..., ωg) une base de diffe´rentielles
holomorphes sur X, ϕ(P ) =
(∫ P
P0
ω1, ...,
∫ P
P0
ωg
)
l’application d’Abel de
point de base P0, η une diffe´rentielle normalise´e de 3
e`me espe`ce ( i.e.,
une diffe´rentielle dont le re´sidu est non nul en au moins un point de
X) sur X ayant des poˆles sur D′ et de re´sidus −1, U = (U1, ..., Ug) le
vecteur des pe´riodes avec Uk =
∫
bk
η et enfin ∆ le vecteur de´fini a` l’aide
des constantes de Riemann par (8). Si ψ est une fonction me´romorphe
sur X ayant g + n poˆles sur D +D′, alors cette fonction s’exprime en
termes de fonction theˆta a` l’aide de la formule
ψ(P ) = A
θ (ϕ(P )− ϕ(D) + U −∆)
θ (ϕ(P )− ϕ(D)−∆) e
∫ P
P0
η
,
ou` A est une constante.
De´monstration. Il est a` noter que le contour d’inte´gration dans les
inte´grales
∫ P
P0
η et
∫ P
P0
ωj, j = 1, ..., g, est le meˆme. D’apre`s la conclusion
de´duite du the´ore`me 10, la fonction ψ(P ) admet des poˆles uniquement
sur D + D′. Montrons que cette fonction est bien de´finie sur X; i.e.,
elle ne de´pend pas du chemin d’inte´gration. Autrement dit qu’elle
ne change pas lorsque P parcourt un cycle quelconque γ ∈ H1(X,Z),
i.e., γ =
∑g
k=1(nkak + mkbk), (nk,mk ∈ Z). Les expressions
∫ P
P0
η
et ϕ(P ) =
(∫ P
P0
ω1, ...,
∫ P
P0
ωg
)
se transforment respectivement comme
suit:∫ P
P0
η +
g∑
k=1
mk
∫
bk
η =
∫ P
P0
η + 2i〈m,U〉, m = (m1, ...,mg) ∈ Zg,
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et ϕ(P ) 7−→ ϕ(P ) + n + Bm, n = (n1, ..., ng) ∈ Zg. Par ailleurs, en
utilisant la formule (4), on obtient
θ (ϕ(P )− ϕ(D) + U −∆)
θ (ϕ(P )− ϕ(D)−∆) =
e−pii〈Bm,m〉−2pii〈m,ϕ(P )−ϕ(D)+U−∆〉
e−pii〈Bm,m〉−2pii〈m,ϕ(P )−ϕ(D)−∆〉
,
= e−2pii〈m,U〉,
et le re´sultat de´coule de la transformation ci-dessus. ¤
Certaines fonctions singulie`res sur la surface de Riemann X de genre
g posse`dant g poˆles et des singularite´s essentielles, jouent un roˆle crucial
lors de l’e´tude des syste`mes inte´grables [3, 13, 22, 28, 31], notamment
l’e´quation de Korteweg-de Vries (K-dV),
∂u
∂t
− 6u∂u
∂x
+
∂3u
∂x3
= 0,
l’e´quation Kadomtsev-Petviashvili (KP),
∂2u
∂y2
− ∂
∂x
(
4
∂u
∂t
− 12u∂u
∂x
− ∂
3u
∂x3
)
= 0,
l’e´quation de Schro¨dinger non-line´aire
i
∂ψ
∂t
+
∂2ψ
∂x2
+ ψ|2ψ = 0,
l’e´quation de Sine Gordon
∂2u
∂t2
− ∂
2u
∂x2
+ sin u = 0,
l’e´quation de Boussinesq
∂2u
∂t2
− ∂
2u
∂x2
+
∂4u
∂x4
+
∂2u2
∂x2
= 0,
l’e´quation de Camassa-Holm
∂u
∂t
− ∂
3u
∂t∂x2
+ 3u
∂u
∂x
= 2
∂u
∂x
∂2u
∂x2
+ u
∂3u
∂x3
,
dont les solutions exactes sont des solitons, i.e., des ondes de formes
de´finies progressant a` des vitesses diffe´rentes. Ces ondes se propagent
sur de longues distances sans de´formation et l’une des caracte´ristiques
remarquables des solitons est qu’ils sont exceptionnellement stables
vis-a`-vis des perturbations; par exemple pour l’e´quation de K-dV, le
terme u
∂u
∂x
conduit a` des ondes de chocs tandis que le terme
∂3u
∂x3
pro-
duit un effet de dispersion. Chacun peut contempler des solitons a`
l’endroit ou` la mare´e vient mourir sur les plages. Dans le domaine de
l’hydrodynamique par exemple, les tsunamis (raz de mare´e) sont des
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manifestations des solitons. Ge´ne´ralement, on regroupe sous le voca-
ble soliton des solutions d’e´quations d’ondes non-line´aires pre´sentant les
proprie´te´s caracte´ristiques suivantes : elles sont localise´es dans l’espace,
durent inde´finiment et conservent leur amplitude et leur vitesse meˆme
a` l’issue de plusieurs collisions avec d’autres solitons. Ces derniers sont
apparus dans bien d’autres domaines; en particulier l’e´quation de Klein
Gordon non-line´aire, l’e´quation de Zabusky-Kruskal pour le mode`le de
Fermi-Pasta-Ulam des phonons dans un re´seau anharmonique, etc...
Actuellement, les solitons sont devenus indispensables pour l’e´tude de
plusieurs phe´nome`nes. Notamment, l’e´tude de la propagation d’ondes
en hydrodynamique, d’ondes localise´es dans les plasmas astrophysiques,
ils interviennent dans l’e´tude des signaux dans les fibres optiques, les
phe´nome`nes de transport de charge dans les polyme`res conducteurs, les
modes localise´s dans des cristaux magne´tiques, etc...Des socie´te´s indus-
trialise´es ont mis au point, a` la suite d’e´tudes sur les solitons, ce qu’on
peut appeler des lasers solitaires. Ces derniers jouent un roˆle impor-
tant dans le domaine des te´le´communications. Des signaux lumineux
ultra-courts envoye´s dans certaines fibres optiques faites d’un mate´riau
bien pre´cis, peuvent voyager sur de longues distances sans s’allonger
ni s’atte´nuer. La construction de me´moires a` temps de communica-
tion ultra-rapide et a` faible consommation d’e´nergie, est base´e sur le
mouvement de tourbillons magne´tiques dans la jonction die´lectique qui
se´pare deux supraconducteurs. Au niveau mole´culaire, la the´orie des
solitons permet d’e´lucider le me´canisme de contraction des muscles
strie´s, la dynamique de macromole´cules biologiques comme l’ADN et
les prote`ines. Dans la chaˆıne de peptides et d’hydroge`ne des prote´ines,
les solitons naissent du mariage de la dispersion due aux vibrations
intrapeptides et de la non-line´arite´ due a` l’interaction de ces vibra-
tions avec les de´placements de groupes peptides autour de leur position
d’e´quilibre.
Mais aussi la the´orie des solitons a eu un impact sur les mathe´matiques
pures; par exemple, il fournit la re´ponse au fameux proble`me de Schot-
tky [33, 34], pose´ il y a un sie`cle, sur les relations entre les pe´riodes
provenant d’une surface de Riemann. Grosso modo, il s’agit de trouver
des crite`res pour qu’une matrice des pe´riodes appartenant au demi-
espace de Siegel soit la matrice des pe´riodes d’une surface de Rie-
mann. Ge´ome´triquement, le proble`me de Schottky consiste a` car-
acte´riser les jacobiennes parmi toutes les varie´te´s abe´liennes princi-
palement polarise´es2. En effet, l’espace Mg des modules des surfaces
2Une varie´te´ abe´lienne principalement polarise´e est un couple (T,Θ) ou` T est un
tore complexe et Θ une hypersurface dans T , de´finie a` translation pre`s.
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de Riemann X de genre g (ou ce qui revient au meˆme l’ensemble des
classes d’isomorphismes de surfaces de Riemann compactes de genre
g) est inde´nombrable et sa dimension est e´gale a` 3g − 3 pour g ≥ 2.
Autrement dit, ces surfaces de´pendent de 3g−3 parame`tres complexes
pour g ≥ 2 (et d’un seul parame`tre pour g = 1). Soit
Hg = {Z ∈Mg(C) : Z = Z>, ImZ > 0},
le demi-espace de Siegel. C’est l’ensemble des matrices complexes
d’ordre g syme´triques et dont la partie imaginaire est positive (dans
le cas g = 1, on retrouve le demi-plan de Poincare´). Notons que Hg
est un ouvert de C 12g(g+1). Conside´rons l’espace quotient Hg/Sp(2g,Z)
ou` Sp(2g,Z) de´signe le groupe symplectique entier, i.e., le groupe des
matrices A ∈ M2g(Z) telles que : A>QA = Q avec Q =
(
O I
−I O
)
une matrice d’ordre 2g et I la matrice unite´ d’ordre g. L’application
des pe´riodes
P :Mg −→ Hg/Sp(2g,Z),
qui associe a` chaque courbe sa jacobienne est bien de´finie, c’est un
morphisme injective et d’apre`s un the´ore`me de Torelli cette application
est un plongement. Comme nous l’avons de´ja` signale´, les surfaces de
Riemann X sont classifie´es par 3g − 3 parame`tres pour g ≥ 2. On a
dimMg = 3g − 3,
et
dimHg/Sp(2g,Z) = dimHg = 1
2
g(g + 1).
De`s lors pour g = 2, 3, on a
dimMg = dimHg/Sp(2g,Z),
et pour g ≥ 4, on a
dimMg < dimHg/Sp(2g,Z).
Cela` signifie que pour g ≥ 4, il existe des relations non triviales sat-
isfaites par les matrices des pe´riodes de surfaces de Riemann. Le
proble`me de Schottky consiste a` expliciter ces relations. Grosso modo,
il s’agit de trouver des crite`res pour qu’une matrice des pe´riodes ap-
partenant a` l’ensemble Hg soit la matrice des pe´riodes d’une surface
de Riemann. L’espace quotient Hg/Sp(2g,Z) est un espace analytique
complexe de dimension 1
2
g(g+1) et il peut eˆtre vu comme e´tant l’espace
des modules des varie´te´s abe´liennes principalement polarise´es de dimen-
sion g. Autrement dit, c’est l’ensemble des classes d’isomorphisme de
varie´te´s abe´liennes principalement polarise´es de dimension g. Cet es-
pace peut eˆtre compactifie´ de plusieurs manie`res : compactification de
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Satake, compactifications toroidales, compactification modulaire,...voir
[9] pour un expose´ d’ensemble. A une matrice de Hg, on peut lui as-
socier via la the´orie des fonctions theˆta une varie´te´ abe´lienne principale-
ment polarise´e et l’espace analytique quotient Hg/Sp(2g,Z) parame`tre
de manie`re naturelle l’ensemble des classes d’isomorphisme de varie´te´s
principalement polarise´es de dimension g. Dans le cas ou` la matrice
de Hg est la matrice des pe´riodes de la surface de Riemann X, alors
la varie´te´ abe´lienne principalement polarise´e n’est autre que la varie´te´
jacobienne Jac(X) de X. Dans l’espace des modules Hg/Sp(2g,Z), les
jacobiennes constituent une sous-varie´te´ Jg de dimension 3g−3. Cette
sous-varie´te´ coincide avec Hg/Sp(2g,Z) pour g ≤ 3 mais l’inclusion est
stricte pour g ≥ 4. Ge´ome´triquement, le proble`me de Schottky con-
siste a` caracte´riser les jacobiennes parmi toutes les varie´te´s abe´liennes
principalement polarise´es ou encore a` de´crire explicitement la sous-
varie´te´ Jg ou plutoˆt son adhe´rence Jg dans Hg/Sp(2g,Z). Une autre
approche (analytique) pour e´tudier le proble`me de Schottky consiste a`
chercher a` e´crire les e´quations de la sous-varie´te´ Jg dans Hg/Sp(2g,Z)
a` l’aide de formes modulaires3 sur Hg, par exemple les fonctions theˆta
avec carate´ristiques sont des fonctions modulaires de poids k/2. Pour
des re´sultats obtenus via cette approche et l’utilisation des varie´te´s
de Prym, voir [17, 18, 25, 29, 37, 12]. L’ensemble des e´quations
obtenues par ce proce´de´ de´finit une sous-varie´te´ de Hg/Sp(2g,Z), qui
contient Jg. Le proble`me ici est du au fait qu’on ne sait pas e´crire
explicitement les e´quations de cette sous-varie´te´. Une autre approche
(ge´ome´trique) pour e´tudier le proble`me de Schottky consiste a` chercher
des e´quations ou des caracte´ristiques ge´ome´triques de la sous-varie´te´ Jg
deHg/Sp(2g,Z) forme´e par les jacobiennes afin d’obtenir des e´quations
plus ou moins explicites. On pourra consulter [1, 4, 11, 10] pour les
re´sultats obtenus a` l’aide de l’e´tude des singularite´s du diviseur Θ ainsi
que [7, 15, 38, 39] a` l’aide de la me´thode des trise´cantes (voir [5, 6] pour
une vue d’ensemble). Les e´quations de la the´orie des solitons jouent
un roˆle important dans la caracte´risation des varie´te´s jacobiennes et il
existe une connection inte´ressante entre l’e´tude du proble`me de Schot-
tky et l’e´tude des syste`mes inte´grables notamment la hie´rarchie KP.
On montre en effet [35, 2, 5], que si T = Cg/Λ de´signe une varie´te´
abe´lienne principalement polarise´e ou` Λ est un re´seau dans Cg, alors
les trois conditions suivantes sont e´quivalentes :
3Un forme modulaire est une fonction holomorphe f sur Hg telle que :
f
(
az+b
cz+d
)
= (cz + d)kf(z) ou`
(
a b
c d
)
∈ SL(2,Z) et k un entier positif appele´ le
poids de f .
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a) Il existe des champs de vecteurs v1, v2, v3 sur Cg et une forme
quadratique
q(t) =
3∑
k,l=1
qkl(t)tktl,
tels que : pour tout z ∈ Cg, la fonction
τ(t) = eq(t)θ
(
3∑
k=1
tkvk + z
)
,
satisfait a` l’e´quation KP. Le diviseur theˆta ne contient pas une sous-
varie´te´ abe´lienne de T pour laquelle le vecteur v1 est tangent.
b) T est isomorphe a` la varie´te´ jacobienne d’une courbe comple`te
non-singulie`re re´duite de genre g.
c) Il existe une matrice V = (v1, v2, ...) d’ordre g ×∞, vk ∈ Cg, de
rang g et une forme quadratique
Q(t) =
∞∑
k,l=1
qkl(t)tktl,
telles que : pour tout z ∈ Cg,
τ˜(t) = eQ(t)θ (Vt+ z) ,
est une fonction τ pour la hie´rarchie KP.
Nous allons voir maintenant par analogie a` la proposition pre´ce´dente,
comment exprimer ces fonctions ψ (connues sous le nom de fonctions de
Baker-Akhiezer) en termes de fonctions theˆta et en meˆme temps prou-
ver leur existence. Soient Q1, ..., Qn des points sur une surface de Rie-
mann X de genre g et zj des parame`tres locaux tels que : zj(Qj) =∞.
On associe a` chaque pointQj un polynoˆme arbitraire note´ qj(zj). Soient
D = P1 + ...+ Pg un diviseur positif sur X et ψ(P ) une fonction (dite
fonction de Baker-Akhiezer) satisfaisant aux conditions suivantes :
(i) ψ(P ) est me´romorphe sur X \ {Q1, ..., Qn} et admet des poˆles
uniquement aux points P1, ..., Pn du diviseur D.
(ii) La fonction ψ(P )e−qj(zj(P )) est analytique au voisinage des
points Qj, j = 1, ..., n.
On peut remplacer la condition (ii) par celle-ci : la fonction ψ ad-
met aux points Qj, j = 1, ..., n, une singularite´ essentielle de la forme
ψ(P ) ∼ ceqj(zj(P )) ou` c est une constante. Ces fonctions ψ(P ) forment
un espace vectoriel que l’on note L ≡ L(D;Q1, ..., Qn, q1, ..., qn).
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The´ore`me 13. Soit D = P1+ ...+Pg un diviseur non spe´cial de degre´
g. Alors l’espace L est de dimension 1 et sa base est de´crite a` l’aide de
(13) ψ1(P ) =
θ (ϕ(P )− ϕ(D) + V −∆)
θ (ϕ(P )− ϕ(D)−∆) e
∫ P
P0
η
,
ou` η est une diffe´rentielle normalise´e de 2e`me espe`ce (i.e., son re´sidu
est nul en chaque point de X) ayant des poˆles aux points Q1, ..., Qn,
les parties principales coincident avec les polynoˆmes qj(zj), j = 1, ..., n,
V = (V1, ..., Vg) avec Vk =
∫
bk
η, k = 1, ..., g, ϕ(P ) =
(∫ P
P0
ω1, ...,
∫ P
P0
ωg
)
l’application d’Abel de point de base P0, ∆ est le vecteur de´fini a` l’aide
des constantes de Riemann par (8). Le contour d’inte´gration dans les
inte´grales
∫ P
P0
η et
∫ P
P0
ωj, j = 1, ..., g est le meˆme.
De´monstration. La fonction ψ1(P ) posse`de des poˆles sur le diviseur
D et des singularite´s essentielles aux points Q1, ..., Qn. La fonction
ψ1(P ) est bien de´finie; elle ne de´pend pas du chemin d’inte´gration.
En utilisant les notations et un raisonnement similaire a` ceux de la
proposition 12, on obtient le rapport
θ (ϕ(P )− ϕ(D) + V −∆)
θ (ϕ(P )− ϕ(D)−∆) = e
−2pii〈m,V 〉,
et le re´sultat de´coule de la transformation utilise´e dans la preuve de la
proposition pre´ce´dente. Par ailleurs, d’apre`s le the´ore`me de Riemann-
Roch [23], la dimension de l’espace L est e´gale a` deg D−g+1. Comme
deg D = g, alors la dimension de l’espace en question est e´gal a` 1, ce qui
montre que l’unicite´ de la fonction ψ1 a` une constante multiplicative
pre`s. Soit ψ ∈ L une fonction quelconque. De`s lors, le quotient ψ
ψ1
est
une fonction me´romorphe avec g(= deg D) poˆles. Le diviseur des poˆles
de
ψ
ψ1
coincide avec le diviseur D′ = P ′1 + ... + P ′g des ze´ros de ψ1(P )
et on doit avoir ϕ(D′) − ϕ(D) = V . En choisissant les polynoˆmes qj
avec des coefficients suffisamment petits ou ce qui revient au meˆme,
les vecteurs de V suffisamment petits, alors la fonction theˆta qui se
trouve dans le nume´rateur de (13) n’est pas identiquement nulle. Par
conse´quent, son diviseur des poˆles D′ n’est pas spe´cial et donc ψ
ψ1
est
une constante et la de´monstration est comple`te. ¤
4. Fibre´s en droites sur les varie´te´s abe´liennes
Un sous-ensemble analytique ferme´ de l’espace projectif PN(C) est un
sous-ensemble ferme´ localement de´fini par des e´quations holomorphes.
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Un re´sultat remarquable est le the´ore`me de Chow [14] suivant : Toute
sous-varie´te´ analytique ferme´ de PN(C) est une varie´te´ projective. Ce
the´ore`me affirme qu’une telle varie´te´ est de´finie par des e´quations poly-
nomiales homoge`nes et on peut donc l’e´tudier par des me´thodes soit
analytiques, soit alge´briques. Tout sous-ensemble analytique compact
est alge´brique, i.e., de´finie par l’annulation simultane´e d’un nombre fini
de polynoˆmes homoge`nes. Conside´rons un tore complexe T n = Cn/Λ,
de dimension n ou` Λ ' H1 (T n,Z), est un re´seau isomorphe a` Z2n. Un
tore complexe qui posse`de un plongement holomorphe dans un espace
projectif s’appelle varie´te´ abe´lienne [8, 14, 30, 32]. D’apre`s le the´ore`me
de Chow, il est e´quivalent de dire qu’une varie´te´ abe´lienne est un tore
complexe alge´brique. Une telle varie´te´ est inte`gre, projective, lisse et sa
loi de groupe est commutative. En dimension 1, tout tore complexe est
une varie´te´ abe´lienne. Dans ce cas le plongement se re´alise dans un es-
pace projectif de dimension 2. On obtient les mode`les C/re´seau comme
courbes projectives planes et il est plus facile dans ce cas de travailler
avec les fonctions ℘ et ℘′ de Weierstrass [24]. Les varie´te´s abe´liennes
de dimension 1 sont les courbes elliptiques. De meˆme, la varie´te´ jacobi-
enne d’une courbe alge´brique non singulie`re est une varie´te´ abe´lienne.
Soient τ : L −→ T n un fibre´ en droites et
pi∗L = {(u, v) ∈ Cn × L : pi(u) = τ(v)},
le pullback avec l’application re´gulie`re pi : Cn −→ T n. Comme Cn est
contractile4 et qu’en outre tout fibre´ au dessus d’un espace contractile
est trivial, alors on en de´duit que le fibre´ pi∗L est trivial et on a une
trivialisation globale
ϕ : pi∗L −→ Cn × C,
ϕz : (pi
∗L)z −→ C, z ∈ Cn
ϕz+λ : (pi
∗L)z+λ −→ C, z ∈ Cn, λ ∈ Λ
On a (ϕz) = (ϕz+λ) et
C ϕz←− (ϕz) = (ϕz+λ) ϕz+λ−→ C,
fournit un automorphisme line´aire. De`s lors, les multiples pour L sont
donne´s par
eλ(z) = ϕ
−1
z+λ.ϕz ∈ C,
et satisfont pour tout λ, µ ∈ Λ aux relations
eλ′(z + λ)eλ(z) = eλ(z + λ
′)eλ′(z) = eλ+λ′(z).
4Un espace topologique E est contractile si IdE est homotope a` une application
constante : E −→ E. Comme l’application f : Cn× I −→ Cn, (z, t) 7−→ tz, est une
de´formation continue de IdCn a` la fonction constante nulle, alors Cn est contractile.
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Re´ciproquement, e´tant donne´ un ensemble des multiples eλ(z) satis-
faisant a` ces relations, alors on peut de´finir le fibre´ en droites L −→ T n
en prenant
L ' Cn × C/{(z, ξ) ∼ (z + λ, eλ(z).ξ)}.
Proposition 14. Si T n = Cn/Λ est une varie´te´ abe´lienne et L un
fibre´ en droites sur T n, alors il existe une base (λ1, ..., λ2n) de Λ et une
trivialisation de pi∗L telles que :
eλα(z) ≡ 1, α = 1, ..., n.
De´monstration: On suppose que λ1, ..., λn sont line´airement inde´pendants
sur C, d’ou`
Cn/Z{λ1, ..., λn} ' (C∗)n.
Soit pi∗1L le pullback de L avec
pi1 : (C∗)n −→ T n.
Sur T n, on a une suite exacte de faisceaux de groupes :
0 −→ Z −→ OTn exp−→ O∗Tn −→ 0,
ou` OTn (resp. O∗Tn) est le faisceau des fonctions holomorphes (resp.
holomorphes inversibles) sur T n et ou` exp(z) = e2piiz. On en de´duit
que
H1((C∗)n,O∗Tn) c1−→ H2((C∗)n,Z),
car
H1((C∗)n,OTn) = H2((C∗)n,OTn) = 0.
La classe c1(L) est la (premie`re) classe de Chern du fibre´ en droites L.
Pour ce dernier, on peut choisir une base (λ1, ..., λ2n) de Λ telle que
dans la base duale (x1, ..., x2n) correspondante on ait
c1(L) =
n∑
α=1
δαdxα ∧ dxn+α.
Les coordonne´es xn+α sont bien de´finies sur (C∗)n, d’ou`
c1(L)pi∗1L) = pi∗1(c1L) = 0,
et par conse´quent pi∗1L est trivial. De`s lors, en prenant une trivialisation
pi∗1L −→ (C∗)n × C,
et en la prolongeant a` pi∗L −→ Cn, on obtient eλα(z) ≡ 1 pour α =
1, ..., n. La proposition est de´montre´e. ¤
Rappelons que l’on peut choisir une base (λ1, ..., λ2n) de Λ telle que
dans la base duale (x1, ..., x2n), la matrice des pe´riodes s’e´crit sous la
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forme (∆δ, Z) avec ∆δ = diag (δ1, ..., δn), δα ∈ N∗, δα|δα+1, α = 1, ..., n,
Z> = Z, Im Z > 0. La forme de Hodge s’e´crit
ω =
n∑
α=1
δαdxα ∧ dxn+α.
Soient eλ(z) les multiples du fibre´ en droites L sur T n, satisfaisant a`
eλα(z) ≡ 1, eλn+α(z) = e−2piizα , α = 1, ..., n.
Comme Zαβ = Zβα, on en de´duit que ces multiples satisfont aux rela-
tions :
eλα(z + λβ)eλβ(z) = eλβ(z + λα)eλα(z).
Ecrivons Z = X + iY . On sait que Y = Im Z > 0, donc on peut poser
W = (wαβ) = Y
−1.
De`s lors, la fonction
h(z) = e
pi
2
∑
Wαβ(zα−zα)(zβ−zβ−2iYββ),
satisfait aux relations suivantes :
h(z + λα) = h(z),
h(z + λn+α) =
∣∣e2piizα∣∣2 h(z).
Une telle fonction h, de´termine une me´trique sur le fibre´ en droites L.
Un calcul direct montre que la forme de courbure ΘL associe´e a` cette
me´trique est
ΘL = ∂∂ log
1
h
= pi
∑
α,β
Wααdzα ∧ dzβ,
et en termes de dxα, dxn+α avec
dzα = δαdxα +
∑
β
zαβdxn+β,
dzβ = δαdxα +
∑
β
zαβdxn+β,
on obtient
ΘL = −2pii
∑
α
δαdxα ∧ dxn+α = −2piiω,
ce qui montre que
c1(L) = [ i
2pi
Θ] = [ω].
Par conse´quent, on a
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Proposition 15. Le fibre´ en droites L sur T n avec les multiples eλ(z)
ve´rifiant
eλα(z) ≡ 1, eλn+α(z) = e−2piizα , α = 1, ..., n
admet la classe de Chern c1(L) = [ω].
Proposition 16. Tout fibre´ en droites ayant la meˆme classe de Chern
que L est un translate´ de L. En outre, L est fixe´ par ∏nα=1 δ2α transla-
tions ou` δ1, ..., δα sont les diviseurs e´le´mentaires associe´es a` la polari-
sation c1(L).
De´monstration: Conside´rons tout d’abord le cas d’un fibre´ en droites
L˜ −→ T n dont la classe de Chern est nulle. Des suites exactes de
faisceaux
0 −→ Z −→ O exp−→ O∗ −→ 0
‖ ↑ ↑
0 −→ Z −→ C −→ C∗ −→ 0
sur T n (ou sur une varie´te´ ka¨hle´rienne compacte quelconque), on de´duit
le diagramme commutatif suivant :
H1(T n,O) −→ H1(T n,O∗) c1−→ H2(T n,Z)
↑f ↑g ‖
H1(T n,C) −→ H1(T n,C∗) −→ H2(T n,Z)
H1,0(T n)⊕H0,1(T n)
Comme f est surjective, alors les lignes sont exactes, le noyau de c1
re´side dans l’image de g et par conse´quent le fibre´ L˜ s’exprime a` l’aide
des fonctions de transitions ou de passage (constant). La trivialisation
de pi∗L˜ a des multiples constants. D’apre`s la proposition pre´ce´dente,
on sait que les multiples eλ(z) de L ve´rifient
eλα(z) ≡ 1, eλn+α(z) = e−2piizα , α = 1, ..., n
donc pour tout µ ∈ T n, sous une translation par µ,
τµ : T
n −→ T n, z 7−→ z + µ,
les multiples de τ ∗µL sont
e′λα(z) = eλα(z + µ) ≡ 1,
e′λn+α(z) = eλn+α(z + µ) = e
−2pii(zα+µα).
Posons L′ = τ ∗µL. Les multiples constants de L˜ = L−1 ⊗ L′ sont
eλα ≡ 1, eλn+α = e−2piiµα , α = 1, ..., n
avec c1(L′) = c1(L), ce qui ache`ve la de´monstration. ¤
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Corollaire 17. Soit L un fibre´ en droites positif. Alors, L est fixe´
par
∏n
α=1 δ
2
α translations (de la forme {τs : s ∈ Z{δ−1α λα, δ−1α λα+n}}
ou` δ1, ..., δα sont les diviseurs e´le´mentaires associe´es a` la polarisation
c1(L).
De´monstration: Comme dans la proposition pre´ce´dente, on conside`re
τ ∗µL, µ ∈ T n,
τµ : T
n −→ T n, τµ 7−→ z + µ,
une translation et le proble`me consiste a` montrer que
ϕL : T n −→ Pic◦(T n) = H
1(T n,OTn)
T n,Z
, µ 7−→ L−1 ⊗ τ ∗µL,
est une isoge´nie de degre´
∏n
α=1 δ
2
α (On rappelle qu’une isoge´nie entre
deux varie´te´s abe´liennes est un morphisme surjective de noyau fini).
On va de´crire explicitement ϕL en termes des bases (λα) de Λ et (eα)
de Cn et de la base duale (y∗α) de Λ∗. Un raisonnement similaire a` celui
de la proposition pre´ce´dente, montre que les multiples de
ϕL(
n∑
α=1
cαλα) = ϕL(
n∑
α=1
cαδαeα),
sont
eλα ≡ 1, eλn+α = e−2piiδαcα .
Autrement dit,
ϕL = (
n∑
α=1
cαλα) = −
n∑
α=1
cαδαx
∗
n+α =
n∑
α=1
cαδαy
∗
α,
ou` les x∗n+α sont des coordonne´es sur Cn. De meˆme, les multiples de
ϕL(
n∑
α=1
cαλn+α) = ϕL(
n∑
α=1
cαZαβeβ),
sont
eλα ≡ 1, eλn+β = e−2piiZαβ ,
ou ce qui revient au meˆme
ϕL(
n∑
α=1
cαλn+α) =
n∑
α=1
cαδαx
∗
α =
n∑
α=1
cαδαy
∗
n+α.
ϕL applique le sous-groupe de T n engendre´ par {δ−1α λα, δ−1α λn+α} sur
le fibre´ en droites trivial. Le noyau de ϕL coincide avec ce sous-groupe
et le re´sultat en de´coule. ¤
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5. Le the´ore`me de Lefschetz sur les fonctions theˆta
On note l’espace projectif associe´ a` l’espace H0(T n,OTn(L)) des sec-
tions de L par P (H0(T n,OTn(L))). Un point p ∈ T n est dit point
de base de L si s(p) = 0 pour toute section s ∈ H0(T n,OTn(L)) et
l’ensemble des points de base s’appelle lieu de base. En fait au lieu de
supposer (s0, ..., sN) comme une base, on peut conside´rer toute autre
collection des sections s0, ..., sN . On de´finit une application
ψLk : T
n −→ PN(C) ' P(H0(T n,OTn(L))∗), p 7−→ [s0(p) : ... : sN(p)],
(avec Lk une puissance tensorielle, k entier strictement positif), en
associant a` un point p ∈ T n, l’application line´aire
H0(T n,OTn(L)) −→ C, s 7−→ s(p),
ou ce qui revient au meˆme, en envoyant un point p d’un ouvert de T n sur
le point de coordonne´es homoge`nes [s0(p) : ... : sN(p)] de l’espace pro-
jectif PN(C) ' P(H0(T n,OTn(L))∗) de´fini donc par l’hyperplan con-
stitue´ des sections s’annulant en p.
Nous allons donner une preuve directe du crite`re de projectivite´ des
tores complexes a` l’aide des fonctions theˆta. C’est l’objet du the´ore`me
de Lefschetz qui affirme que si un fibre´ en droites L sur une varie´te´
abe´lienne T n est positif, alors H0(T n,OTn(Lk)) n’a pas de points de
base pour k ≥ 2 et fournit un plongement projectif pour k ≥ 3.
The´ore`me 18. Soit L −→ T n un fibre´ en droites positif. Alors,
H0(T n,O(Lk)) n’a pas de points de base pour k ≥ 2 et fournit un
plongement projectif pour k ≥ 3.
De´monstration: Soit (λ1, ..., λ2n) une base de Λ et (x1, ..., x2n) la base
duale correspondante. On a de´ja` montre´ pre´ce´demment que l’on peut
e´crire
c1(L) =
n∑
α=1
δαdxα ∧ dxn+α,
et que l’on peut choisir une base (e1, ..., en) de Cn en posant
eα = δ
−1
α λα, α = 1, ..., n
de telle fac¸on que la matrice des pe´riodes Ω s’e´crit
Ω = (∆δ, Z), ∆δ = diag (δ1, ..., δn), δα ∈ N∗, Z> = Z, Im Z > 0.
D’apre`s la proposition 15, le fibre´ en droites L est une translation du
fibre´ L0 de multiples
eλα ≡ 1, eλn+α(z) = e−2piizα .
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Soit L = τ ∗µL0, µ = 12
∑
Zαα.eα ∈ T n, τµ : T n −→ T n une translation.
Les multiples de L sont
eλα ≡ 1, eλn+α(z) = e−2piizα−piiZαα ,
et de`s lors les sections de L sont donne´es (via le pullback de Cn) par
les fonctions θ avec
θ(z + λα) = θ(z),(14)
θ(z + λn+α) = e
−2piizα−piiZαα .θ(z).(15)
D’apre`s la premie`re condition de pe´riodicite´, la fonction θ admet un
de´veloppement en se´rie de Fourier de la forme
θ(z) =
∑
l∈Zn
al.e
2pii〈l,∆−1δ z〉.
D’ou`
θ(z + λn+α) =
∑
l∈Zn
al.e
2pii〈l,∆−1δ (z+λn+α)〉,
=
∑
l∈Zn
al.e
2pii〈l,∆−1δ λn+α〉.e2pii〈l,∆
−1
δ z〉.
Aussi, la seconde e´quation fonctionnelle (15) s’e´crit
θ(z + λn+α) = e
−2piizα−piiZαα
∑
l∈Zn
ale
2pii〈l,∆−1δ z〉,
=
∑
l∈Zn
al+δαeα .e
−piiZαα .e2pii〈l,∆
−1
δ z〉.
Identifiant les coefficients des fonctionnelles de base, on trouve la rela-
tion de re´currence
al+δαeα = e
2pii〈l,∆−1δ 〉+piiZαα .al.
Connaissant les al, 0 ≤ lα ≤ δα, les autres coefficients s’en de´duisent
inductivement, la fonction θ est comple`tement de´termine´e et donc
dimH0(T n,O(Lk)) ≤
n∏
α=1
δα.
On va montrer que cette dimension est exactement
∏n
α=1 δα. Soit L −→
T n principalement polarise´ et normalise´ comme pre´ce´demment. On a
H0(T n,O(Lk) =
{
θ : θ(z + eα) = θ(z), θ(z + λz+λn+α) = e
−2piik(zα+Zαα2 ).θ(z)
}
.
Si θ est la fonction theˆta de Riemann sur L, alors
Θµ(z) = θ(z + µ)θ(z − µ) ∈ H0(T n,O(L2)), ∀µ ∈ T n.
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Pour tout z, on peut choisir µ tel que : Θµ(z) 6= 0 ou pre´cise´ment tel
que : θ(z±µ) 6= 0, i.e., de fac¸on que les z±µ n’appartiennent pas a` la
varie´te´ V 6= ∅ des ze´ros de θ ou ce qui revient au meˆme que µ /∈ V − z
et µ /∈ z − V . La fonction θ e´tant holomorphe et non identiquement
nulle, alors la varie´te´ V n’a pas de point inte´rieur et il en est de meˆme
des ferme´s V − z et z − V . De`s lors, la re´union de ces derniers n’a pas
de point inte´rieur et il suffit de choisir µ dans leur comple´mentaire qui
est un ouvert dense. Il en re´sulte que H0(T n,O(L2)) n’a pas de points
de base et on a une application
ψL2 : T
n −→ PN(C).
Aussi, pour toute base (θ0, ..., θN) de H
0(T n,O(L3)), les θα n’ont pas
de ze´ro commun et l’application z 7−→ (θα(z)) de´finit une application
ψL3 : T
n −→ PN(C).
Montrons que celle-ci est un plongement. On commence tout d’abord
par montrer que l’application est de rang maximum, i.e.,
r ≡ rang

θ0(z) θ1(z) ... θN(z)
∂θ0
∂z1
(z) ∂θ1
∂z1
(z) ... ∂θN
∂z1
(z)
...
...
. . .
...
∂θ0
∂zn
(z) ∂θ1
∂zn
(z) ... ∂θN
∂zn
(z)
 = n+ 1,
sur Cn ou encore que les vecteurs
−→u = (θ0, ..., θN)(z),
et
−→v α =
(
∂θ0
∂zα
, ...,
∂θN
∂zα
)
(z), α = 1, ..., n
sont C-line´airement inde´pendants et donc que l’application ψL3 est une
immersion. Supposons que r < n+ 1 en z0 ∈ Cn, fixe´. Autrement dit,
une relation line´aire entre les vecteurs −→u et vα s’e´crit
(16) a0
−→u =
n∑
α=1
aα
−→v α,
ou encore
(17) a0θβ(z0) =
n∑
α=1
aα
∂θβ
∂zα
(z0), β = 1, ..., n
De`s lors, pour toute Θ ∈ H0(T n,O(L3)), on a aussi
a0Θ(z0) =
n∑
α=1
aα
∂Θ
∂zα
(z0).
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Soit
(18) Θ(z, µ, ν) = θ(z + µ)θ(z + ν)θ(z − µ− ν) ∈ H0(T n,O(L3)),
le produit de translate´es de la fonction theˆta de Riemann. D’ou`, pour
tous µ, ν, on a
a0Θ(z0, µ, ν) =
n∑
α=1
aα
∂Θ
∂zα
(z0, µ, ν), z0 fixe´.
De´finissons la fonction me´romorphe
ϕ(z) =
∑
aα
∂ log θ(z)
∂zα
,
d’ou`, pour z0 fixe´ et tous µ, ν,
ϕ(z0 + µ) + ϕ(z0 + ν) + ϕ(z0 − µ− ν)
=
∑
aα
∂ log θ(z0 + ν)
∂zα
+
∑
aα
∂ log θ(z0 + ν)
∂zα
+
∑
aα
∂ log θ(z0 − ν − ν)
∂zα
,
=
∑
aα
∂ log Θ
∂zα
(z0, µ, ν),
=
1
Θ(z0, µ, ν)
∑
aα
∂Θ
∂zα
(z0, µ, ν),
=
1
Θ(z0, µ, ν)
.a0Θ(z0, µ, ν),
= a0.
La fonction me´romorphe ϕ est telle que : ϕ(z0+µ)+ϕ(z0+ν)+ϕ(z0−
µ− ν) est inde´pendante de µ et ν. Pour tout µ, on peut trouver ν tels
que z+ ν et z−µ− ν n’appartiennent pas a` l’ensemble des poˆles de ϕ;
i.e., tels que : ϕ(z0+ ν) 6=∞ et ϕ(z0−µ−ν) 6=∞. De`s lors, ϕ(z0+µ)
est une fonction holomorphe pour tout µ. D’autre part, en utilisant les
relations (14) et (15), on obtient imme´diatemment
ϕ(z + eα) = ϕ(z),
et
(19) ϕ(z + λn+α) = ϕ(z)− 2piiaα.
Les fonctions holomorphes
∂ϕ
∂zα
e´tant Λ-pe´riodiques, elles sont donc
borne´es sur Cn et ce sont des constantes en vertu du the´ore`me de
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Liouville. Ainsi, ϕ est line´aire
ϕ(z) =
∑
α
bαzα + C.
La fonction ϕ est holomorphe, line´aire et puisque ϕ(z+eα) = ϕ(z), alors
on en de´duit que bα = 0 pour tout α et ϕ(z+λn+α) = ϕ(z) = constante.
De`s lors, on tire de (19) que aα = 0 pour tout α et par conse´quent la
relation (17) est triviale montrant ainsi l’inde´pendance line´aire entre
θ et ses de´rive´es et prouvant donc que ψL3 est une immersion. Nous
allons maintenant montrer que l’application
ψL3 : T
n −→ PN(C), z mod λ 7−→ [θ0(z) : ... : θN(z)],
est injective. Soit z1, z2 ∈ Cn avec
[θ0(z1) : ... : θN(z1)] = [θ0(z2) : ... : θN(z2)].
Il existe donc un ρ ∈ C, ρ 6= 0 tel que :
θα(z1) = ρθα(z2), α = 1, ..., N
ou encore
Θ(z1) = ρΘ(z2), ∀Θ ∈ H0(T n,O(L3)),
et il suffit de montrer que z1 et z2 repre´sentent le meˆme point sur T
n.
De la relation (18), on tire
(20)
Θ(z1, µ, ν)
Θ(z2, µ, ν)
=
θ(z1 + µ)θ(z1 + ν)θ(z1 − µ− ν)
θ(z2 + µ)θ(z2 + ν)θ(z2 − µ− ν) = ρ.
Pour tout µ ∈ Cn, on peut choisir ν tel que les z1+ν, z2+ν, z1−µ−ν,
z2−µ− ν n’appartiennent pas a` la varie´te´ des ze´ros de θ; i.e., de fac¸on
que les θ(z1+ ν), θ(z2+ ν), θ(z1− µ− ν), θ(z2− µ− ν) sont sans ze´ro.
D’apre`s (20), la fonction
µ 7−→ θ(z1 + µ)
θ(z2 + µ)
,
est holomorphe et sans ze´ro. De`s lors,
θ(z1 + µ)
θ(z2 + µ)
= eϕ(µ),
i.e.,
ϕ(µ) = log
θ(z1 + µ)
θ(z2 + µ)
.
De la pe´riodicite´ de θ, on tire les relations
ϕ(µ+ eα) = ϕ(µ) + 2pinα, nα ∈ Z(21)
ϕ(µ+ λn+α) = ϕ(µ)− 2pii(z1 − z2)α + 2piimα, mα ∈ Z(22)
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En raisonnant comme pre´ce´demment, on montre que
∂ϕ
∂µα
est constante
et que
ϕ(µ) = 2pii
∑
α
aαµα + C.
De`s lors, la relation (21) montre que aα = nα ∈ Z et
ϕ(µ+ λn+α)− ϕ(µ) = 2pii(z1 − z2)α + 2piimα,
= 2pii
∑
aαZαβ.
Comme ϕ est line´aire, alors
ϕ(µ+ λα)− ϕ(µ) = 2pii(z1 − z2)α + 2piimα,
et en composant avec la relation (22), on obtient
−(z1 − z2)α +mα =
∑
aαZαβ,
z1 − z2 =
∑
mαeα −
∑
aαλn+α,
ce qui montre que z1 − z2 ∈ Λ. Par conse´quent, ψL3 : T n −→ PN(C)
est un plongement. Finalement, pour tout fibre´ en droites L −→ T n
positif, on peut trouver une varie´te´ abe´lienne T ′n avec un fibre´ en
droites L′ −→ T ′n de polarisation principale de sorte que l’application
pi′ : T n −→ T ′n est un reveˆtement a` ∏ δα feuillets et pi′∗(L′) = L.
Le raisonnement que nous avons utilise´ pre´ce´demment pour L′ s’e´tend
sans difficulte´ a` L. En outre, le fait que ψL3 se´pare les points dans
pi−1(p) pour tout p ∈ T ′n, de´coule de la construction explicite des fonc-
tions theˆta. Le the´ore`me de Lefschetz sur les fonctions theˆta est donc
de´montre´. ¤
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