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[5], [6], [7] bisector regression
Efron least angle
regression (LARS, [3])








( ) ([4]). LARS








( ) $e$- $m$-
$\pm$ 1- $e-$
m-
















$\{y_{a}, x^{a}=(x_{1}^{a}, x_{2}^{a}, \ldots, x_{d}^{a})\}_{a=1,2,\ldots,n}$
$X$ $X=(x_{i}^{a})_{1}\leq a\leq n,$ $1\leq i\leq d=(x_{1}, x_{2}, \ldots, x_{d})$ $n\cross d$
$x_{i}=(x_{i}^{1}, x_{i}^{2}, \ldots, x_{i}^{n})^{T}(i=1,2, \ldots, d)$ 1 $n$ 1
$1=(1,1, \ldots, 1)^{T}$ $n\cross(d+1)$ $\tilde{X}=(1|X)$
$f(y| \xi)=\exp(\sum_{a=1}^{n}y_{a}\xi^{a}+\sum_{b=1}^{r}u_{b}(y)\xi^{b+n}-\psi(\xi))$
$\xi’:=(\xi^{1}, \xi^{2}, \ldots, \xi^{n})^{T},$ $\xi":=(\xi^{n+1}, \xi^{n+2}, \ldots, \xi^{r+n})^{T},$ $\xi:=$
$(\xi^{1}, \xi^{2}, \ldots, \xi^{n+r})^{T}=(\xi^{\prime T}, \xi^{\prime/T})^{T},$ $y=(y_{1}, y_{2}, \ldots, y_{n})^{T}$ $u(y);=$
$\{y_{1}, \ldots , y_{n}, u_{1}(y), u_{2}(y), \ldots , u_{r}(y)\}$ $\xi$ $\psi(\cdot)$
$\xi$ $\psi(\cdot)$ $\xi$
$\xi’=\tilde{X}\theta’, \xi"=\theta", \theta\in\Theta$
$\theta’$ $\theta’:=(\theta^{0}, \theta^{1}, \ldots, \theta^{d})^{T},$ $\theta":=(\theta^{d+1}, \theta^{d+2}, \ldots, \theta^{r+d})^{T},$
$\theta:=(\theta^{0}, \theta^{1}, \ldots, \theta^{d+r})^{T}=(\theta^{\prime T}, \theta^{J/T})^{T}$ $\Theta\subset R^{d+r}$






$\xi=(\xi^{1}, \xi^{2}, \ldots, \xi^{n})^{T}$ $y\in\{0,1\}^{n},$ $r=0$
$\xi$ $\psi(\xi)=\sum_{a=1}^{n}\log(1+\exp\xi^{a})$
$\xi=X\theta,$ $\Theta=R^{d},$ $\theta=(\theta^{0}, \theta^{1}, \ldots, \theta^{d})^{T}$
$\mu$
$\mu_{a}=E[y_{a}]=\exp\xi^{a}/(1+\exp\xi^{a})(a=1,2, \ldots, n)$ $\theta$
2.2
(Gaussian graphical model, GGM)
$\Sigma^{-1}=(\sigma^{ab})$
[9]














$\Sigma^{-1}=$ $(00**$ $****$ $0***$ $0***)$ $\Leftrightarrow$







2 $X_{1}$ $X_{2}$ $X_{1}$ $m+1$ $X_{2}$ $n+1$
$X_{1}=0,1,$
$\ldots,$ $m,$ $X_{2}=0,1,$ $\ldots,$ $n$ .
$f(y|p)= \frac{N!}{y_{00}!y_{01}!\ldots y_{mn}!}p_{00}^{y00}p_{01^{1}}^{y0}\ldots p_{mn}^{y_{mn}}.$
$N$ $(i,j)$ $\sum_{i=0}^{m}\sum_{j=0}^{n}y_{ij}=N$
$Pij$ $(i,j)$ $\sum_{i=0}^{m}\sum_{j=0Pij}^{n}=1$
$\log f(y|p)=\sum_{i=0}^{m}\sum_{j=0}^{n}y_{ij}\log p_{ij}+\log\frac{N!}{y_{00}!y_{01}!\ldots y_{mn}!}$
$= \sum_{i=1}^{m}\sum_{j=1}^{n}y_{ij}\log\frac{p_{ij}p_{00}}{p_{i0}p_{0j}}+\sum_{i=1}^{m}(\sum_{j=0}^{n}y_{ij})\log\frac{p_{i0}}{p_{00}}$
$+ \sum_{j=1}^{n}(\sum_{i=0}^{m}y_{ij})\log\frac{p_{0j}}{p_{00}}+N\log p_{00}+\log\frac{N!}{y_{00}!y_{01}!\ldots y_{mn}!}$
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1 $X_{1}:m+1$ $X_{2}:n+1$
$y_{ij}$ : $(i,j)$ $N$ :
$i=1,2,$ $\ldots,$ $m,$ $j=1,2,$ $\ldots,$ $n$
$\theta_{X_{1}}^{i}=\log\frac{p_{i0}}{p_{00}}, \theta_{X_{2}}^{j}=\log\frac{p_{0j}}{p_{00}}, \theta_{X_{1}X_{2}}^{ij}=\log\frac{p_{ij}p_{00}}{p_{i0}p_{0j}}$
$\theta=(\theta_{X_{1}};\theta_{X_{2}};\theta_{X_{1}X_{2}})$
$=(\theta_{X_{1}}^{1}, \theta_{X_{1}}^{2}, \ldots, \theta_{X_{1}}^{m};\theta_{X_{2}}^{1}, \theta_{X_{2}}^{2}, \ldots, \theta_{X_{1}}^{n};\theta_{X_{1}X_{2}}^{11}, \theta_{X_{1}X_{2}}^{12}, \ldots, \theta_{X_{1}X_{2}}^{mn})$
$\theta_{X_{1}}$ $m$ $\theta_{X_{2}}$ $n$ $\theta_{X_{1}X_{2}}$ $mn$













$\alpha$- $\alpha=\pm 1$ 1- $-1$-
$e$- $m$- $\theta$
$\alpha$-








$\partial_{i}\psi=\eta_{i}, \partial^{i}\phi=\theta^{i}, \partial_{i}\partial_{j}\psi=g_{ij}, \partial^{i}\partial^{j}\psi=g^{ij},$
$\phi(\eta)+\psi(\theta)-\eta\cdot\theta=0$
$(g^{ij})$ Fisher $(g_{ij})$ $\eta\cdot\theta=\sum\eta_{i}\theta^{i}$
$\alpha$- $\alpha$- $S$ $\gamma$ : $t\mapsto\gamma(t)$ $\alpha$-
$t\in[0,1],$ $k$
$\ddot{\gamma}^{k}(t)+\sum_{i,j}\dot{\gamma}^{i}(t)\dot{\gamma}^{j}(t)(\Gamma_{ij}^{(\alpha)k})_{\gamma(t)}=0$
$\Gamma_{ij}^{(\alpha)k}$ $\Gamma_{ij}^{(\alpha)k}$ $=$ $\sum_{\iota}\Gamma_{ij\downarrow}^{(\alpha)}g^{\iota k}$
$(\gamma^{1}(t), \gamma^{2}(t), \ldots, \gamma^{d}(t))$ $\gamma(t)$





$\eta_{(1)}$ $\theta_{(2)}$ Kullback-Leibler ($KL$ )




$(\mu_{1}, \Sigma_{1})$ $(\mu_{2}, \Sigma_{2})$ $KL$ $D(\mu_{1}, \Sigma_{1}|\mu_{2}, \Sigma_{2})$
$D( \mu_{1}, \Sigma_{1}|\mu_{2}, \Sigma_{2})=-\frac{1}{2}\log|\Sigma_{1}|+\frac{1}{2}\log|\Sigma_{2}|+\frac{1}{2}tr(\Sigma_{1}\Sigma_{2}^{-1})-\frac{p}{2}$
$+ \frac{1}{2}(\mu_{2}-\mu_{1})^{T}\Sigma_{2}^{-1}(\mu_{2}-\mu_{1})$
4 bisector regression $\mu$
$\Sigma_{1}$ $\Sigma_{2}$ $KL$
$D( \Sigma_{1}|\Sigma_{2})=-\frac{1}{2}\log|\Sigma_{1}|+\frac{1}{2}\log|\Sigma_{2}|+\frac{1}{2}tr(\Sigma_{1}\Sigma_{2}^{-1})-\frac{p}{2}$
$m$- $S’$ $S$ $p\in S$ $p$ $S’$ m-
$P$ $S’$
4




























$M=\{\Sigma|\sigma_{aa}=(\hat{\Sigma}_{MLE})_{aa}(a=1, . \ell. ,p)\}$ ( 2).
$M$ BRGGM
$\Sigma$ $\Sigma^{-1}$ $\Sigma$





2 BRGGM $M$ $=$ $\{\Sigma|\sigma_{aa}$ $=$
$(\hat{\Sigma}_{MLE})_{aa}(a=1, \ldots,p)\}.\hat{\Sigma}_{MLE}$ ; BRGGM $\hat{\Sigma}_{(0)}$











$\Sigma^{-1}$ $\sigma^{ab}(a\neq b)$ $G$
$(a, b)\in I\subseteq\{(a’, b’)|1\leq a’<b’\leq p\},$ $s\in R$
$M(I)$ $M((a, b), s, I)$
$M(I)=\{\Sigma|\sigma^{a’b’}=0((a’, b’)\not\in I)\},$
$M((a, b), s, I)=\{\Sigma|\sigma^{ab}=s, \sigma^{a’b’}=0((a’, b’)\not\in I)\}$
$M(I)$ $(a’, b’)\not\in I$ $X_{a’}$ $X_{b’}$
$M((a, b), 0, I)$ $(a’, b’)\not\in I$




















$\hat{\Sigma}_{(0)}=\hat{\Sigma}_{MLE}$ $\Sigma_{(k)}^{-1}^{\wedge}$ $d-k$ $|I|=d-k$
$I\subseteq\{(a, b)|1\leq a<b\leq p\}$ $\Sigma_{(k)}^{-1}^{\wedge}\in M(I)$ $(a, b)\in I$
$M(I\backslash (a, b))$ $M(I\backslash (a, b))$ $M(I)$
$M(I)$ $\hat{\Sigma}_{(k)}$
$M(I\backslash (a, b))$ $KL$ $t^{*}$
$\hat{\Sigma}_{(k)}$ $KL$ $t^{*}$ $M(I\backslash (a, b))$
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$M((a, b), s_{ab}^{*}, I)$ $M(I)$
$M((a, b), s_{ab}^{*}, I)$ $\hat{\Sigma}_{(k+1)}$ $t^{*}$ $(a^{*}, b^{*})\in I$
$\hat{\Sigma}_{(k+1)}\in M(I\backslash (a^{*}, b^{*}))$
$\hat{\Sigma}_{(k)}$ $\hat{\Sigma}_{(k+1)}\iota_{\llcorner}^{-}$
3
$\hat{\Sigma}_{(k)}$ $M(I\backslash (a, b))$ $m$- $\overline{\Sigma_{(k)}}^{ab}$ $\hat{\Sigma}_{(k)}$
$\overline{\Sigma_{(k)}}^{ab}$ $KL$ $t^{*}$
$(a^{*}, b^{*})\in I$ $\hat{\Sigma}_{(k)}$ $\tilde{\Sigma}_{(k)}^{-a’b’}$ $KL$ $\hat{\Sigma}_{(k)}$ $\overline{\Sigma_{(k)}}^{a^{*}b^{*}}$
$KL$ $M(I\backslash \{(a’, b’)\})$
$M((a’, b’), s_{ab’}^{*}, I)$ $\tilde{\Sigma}_{(k)}^{-a’b’}$ $\hat{\Sigma}_{(k)}$ $M((a’, b’), s_{ab’}^{*}, I)$ $m-fl1\backslash$
$s_{ab’}^{*}$ $D$ $(\Sigma_{(k)}^{\wedge}|\tilde{\Sigma})=t^{*}$ $(a^{*}, b^{*})$
$s_{a^{*}b^{*}}^{*}=0,\tilde{\Sigma}_{(k)}^{-a^{*}b^{*}}=\overline{\Sigma_{(k)}}^{a^{*}b^{*}}$
$\hat{\Sigma}_{(k+1)}$ $\ovalbox{\tt\small REJECT}$ $M((a’, b’), s_{a’ b’}^{*}, I)$ $M((a^{*}, b^{*}), 0, I)=M(I\backslash \{(a^{*}, b^{*})\})$
$0\leq t\leq t^{*}$ $t$ $t^{*}$ $t$ $\tilde{\Sigma}_{(k)}^{-a’b’}$ $\tilde{\Sigma}_{(k)}^{-a^{*}b^{*}}$
$M((a’, b’), s_{a’b’}(t), I)$ $M((a^{*}, b^{*}), s_{a^{*}b}*(t), I)$ $\hat{\Sigma}(t)$ (








4 $l_{(k)}^{-ab}$ $\hat{\Sigma}_{(k)}$ $\overline{\Sigma_{(k)}}^{ab}$ $m$-
BRGGM
: $\mu_{sample}=\hat{\mu}_{MLE}$ , $\Sigma_{sample}=\hat{\Sigma}_{MLE}$
: $\Sigma_{(0)}^{-1},$\Sigma_{(1)}^{-1}^{\wedge},$
$\ldots,$
$\Sigma_{(d)}^{-1}^{\wedge}\wedge$ , $\hat{G}_{(0)},\hat{G}_{(1)},$ $\ldots,\hat{G}_{(d)}$





$M(I\backslash \{(a^{*}, b^{*})\})=M((a^{*}, b^{*}), 0, I)$
3 $I$ $\subseteq$ $\{(a, b) 1 \leq a < b \leq p\}$ : $\Sigma^{-1}$
$M((a, b), s, I)$ $=$
$\{\Sigma|\sigma^{ab}=s,$ $\sigma^{a"b"}=0((a", b")\not\in I)\}.\hat{\Sigma}_{0}$ ; $\hat{\Sigma}_{(k)};k$
$\hat{\Sigma}_{(k+1)}:k+1$ $\overline{\Sigma_{(k)}}^{ab}$ ; $M(I\backslash \{(a, b)\})=$
$M((a, b), 0, I)$ $\hat{\Sigma}_{(k)}$ $M(I\backslash \{(a, b)\})$ $m$-
$D(\Sigma_{(k)}^{\wedge}|\overline{\Sigma_{(k)}}^{a’b’})>D(\Sigma_{(k)}^{\wedge}|\overline{\Sigma_{(k)}}^{a^{*}b^{*}})$ $\tilde{\Sigma}_{(k)}^{-a’b’}$ : $\hat{\Sigma}_{(k)}$
$M((a’, b’), s_{a’b’}^{*}, I)$ $m$- $s_{ab}^{*}$ : $D(\Sigma_{(k)}^{\wedge}|\tilde{\Sigma}_{(k)}^{-a’b’})=D(\Sigma_{(k)}^{\wedge}|\overline{\Sigma_{(k)}}^{a^{*}b^{*}})$
$\hat{\Sigma}_{(k)}$ $M(I\backslash \{(a’, b’)\})$ $M(I\backslash \{(a^{*}, b^{*})\})$
$\tilde{\Sigma}_{(k)}^{-a^{*}b^{*}}=\overline{\Sigma}_{(k)}^{-a^{*}b^{*}}$ $\hat{\Sigma}_{(k+1)}$ $M((a^{*}, b^{*}), 0, I)$ $M((a’, b’), s_{a’b’}^{*}, I)$
BRGGM
2. $(a, b)\in I$ $M(I\backslash \{(a, b)\})$ $\overline{\Sigma_{(k)}}^{ab}$
3. $t^{*}:= \min_{(a,b)\in I}D(\Sigma_{(k)}^{\wedge}|\overline{\Sigma_{(k)}}^{ab}),$ $(a^{*}, b^{*}):=$ arg min$(a,b)\in ID(\Sigma_{(k)}^{\wedge}|\overline{\Sigma_{(k)}}^{ab})$
4. $(a, b)\in I$ $D(\hat{\Sigma}_{(k)}|\tilde{\Sigma}_{(k)}^{-ab})=t^{*},\tilde{\Sigma}_{(k)}^{-ab}\in M((a, b), s_{ab}^{*}, I)$
$s_{ab}^{*}$ $\tilde{\Sigma}_{(k)}^{-ab}\in l_{(k)}^{-ab}$
5. $(\mathfrak{a}, b)\in I$ $\hat{\sigma}_{(k+1)}^{ab}:=s_{ab}^{*},$ $(a, b)\not\in I$ $\hat{\sigma}_{(k+1)}^{ab}:=0$
$\hat{E}_{(k+1)}:=\hat{E}_{(k)}\backslash \{e_{a^{*}b^{*}}\}$
6. $k+1<d-1$ $k:=k+1,$ $I:=I\backslash \{(a^{*}, b^{*})\}$ 2
$k+1=d-1$ 7
7. $\hat{\Sigma}_{(d)}:=\hat{\Sigma}_{0},\hat{E}_{(d)}$ $:=\emptyset$












bisector regression BRGLM (Bisector Regression for Generalized
Linear Models)
South African Heart Disease (SAHD) ([4]).
lasso [11] SAHD
([11], Fig. 2). $R$ ElemStatLearn $-\grave{\backslash }\grave{\grave{}}$
SAHD 9 $x_{1},$ $x_{2},$ $\ldots$ , xg $y$ $n=462$
$y$ chd $x_{1}$ : sbp,
$x_{2}$ : tobacco, $x_{3}$ : ldl, $x_{4}$ : adiposity, $x_{5}$ : family history, $x_{6}$ : type$A,$ $x_{7}$ : obesity, $x_{8}$ :
alcohol, $x_{9}$ : age BRGLM 10
$2^{9}=512$ BRGLM
SAHD BRGLM 4 BRGLM
$KL$ 4.1














$0$ $\theta^{8},$ $\theta^{4},$ $\theta^{1},$ $\theta^{7},$ $\theta^{3},$ $\theta^{2},$ $\theta^{6},$ $\theta^{5},$
$\theta^{9}$
4 $\hat{\theta}$ $0$ $\theta^{8},$ $\theta^{4},$ $\theta^{1},$ $\theta^{7},$ $\theta^{3},$ $\theta^{2},$ $\theta^{6},$ $\theta^{5},$ $\theta^{9}$
Park and Hastie ([11]) SAHD 5 Park




$\theta^{8},$ $\theta^{4},$ $\theta^{7},$ $\theta^{1},$ $\theta^{6},$ $\theta^{3},$ $\theta^{2},$ $\theta^{5},$
$\theta^{9}$
BRGLM Park and Hastie
BRGLM Park and
Hastie $\theta^{9}$
BRGLM Park and Hastie
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00 05 1.0 1.5
$|\theta|$
2. $0$
5 SAHD Park and Hastie $l_{1^{-}}$
$\theta^{i}$
0
$\theta^{8},$ $\theta^{4},$ $\theta^{7},$ $\theta^{1},$ $\theta^{6},$ $\theta^{3},$ $\theta^{2},$ $\theta^{5},$ $\theta^{9}$
( )
6 BRGLM $x_{7}$
Park and Hastie $x_{7}$ 4
5 6 BRGLM




$R$ SIN $\grave{}\sqrt{}\grave{}\grave{}\grave{}$ mat arks
88 5 5
1: 2: 3: 4: 5: $d=5\cdot 4/2=10$
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6 BRGGM 5 1: 2:

















7 graphical lasso 1: 2: 3:
4: 5: Lagrange graphical LASSO
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