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Abstract
Buoyancy-driven convection is a phenomenon that appears in a wide range of natural processes,
from atmospheric and oceanic flows to the Earth’s core inner dynamics. In particular, convective
flows are ubiquitous in systems of chemical substances reacting at an interface known as a
reaction front. Autocatalytic reaction fronts allow for different types of instabilities due to
gradients in chemical composition and the exothermicity of the reaction. In order to study the
effects of thermal gradients in such systems, we develop a model for thin-front propagation in
two-dimensional tubes. Temperature and front evolution are coupled to two different descrip-
tions of the system’s hydrodynamics: Darcy’s law and the Navier-Stokes equations for viscous
flows. We study the stability of the convectionless flat front by carrying out a linear stability
analysis. The regimes for which convection arises will depend on a control parameter, called the
thermal Rayleigh number, which measures the strength of thermal gradients in the system. We
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Fluid convection is a physical phenomenon where density gradients lead to buoyancy forces,
thus resulting in macroscopic fluid motion. In nature, convection appears in a wide range of
situations such as in cloud pattern formation, atmospheric flows, effluent dispersal in oceans, etc
[1]. However, density gradients and therefore convective instabilities are induced by different
physical effects in these systems. On one hand, Rayleigh Taylor instabilities [2] can happen
when two substances of different densities are placed one on top of the other. If the lighter
substance is below the denser one, this state may be unstable and hence give rise to convection.
Such is the case of water sinking in oil, for example. On the other hand, changes in temperature
may lead to density gradients due to thermal expansion of the fluids. These gradients could
again lead to fluid motion, as in the case of Rayleigh-Bénard instabilities [3]. An example of
this effect takes place when hot air rises above colder air. These instabilities depend on fluid
properties such as viscosity, which tend to inhibit fluid motion. Thus, convection may not
occur considering the strength of the effects mentioned so far. Given the fundamental role of
convection in many physical phenomena, it is of utmost importance to study the conditions for
it to occur. In this work, we will focus on studying the onset of convection in systems where
an interface, known as a reaction front, separates two active chemical substances. Examples of
this kind appear in the Earth’s inner core [4], combustion processes [5], and biological systems
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[6].
In autocatalytic reactions, two different substances interact in such a way that one consumes
the other to produce itself. For example,
A+B→ 2A. (1.1)
Autocatalytic reaction fronts generate density gradients due to the changes in chemical composi-
tion across the front, and the exothermicity of the reaction. Therefore, Rayleigh-Taylor and
Rayleigh-Bénard mechanisms can be present simultaneously. Examples of autocatalytic chemi-
cal reactions that meet these conditions are the iodide-nitric acid reaction, the iron(II)-nitric acid
reaction and the iodate-arsenous acid (IAA) reaction [2]. Several experimental and theoretical
studies have established the presence of convection in these systems. Experiments by Masere et
al. [7] for fronts in the IAA reaction observed their change in shape and speed due to convection.
Subsequent theoretical results by Wilder et al. [8] determined that this convection is driven
mainly by compositional changes and not by thermal effects. However, in other reactions such
as the chlorite-tetrathionate reaction, the latter has important consequences on the stability of the
fronts [9]. Therefore, we will investigate how thermal gradients affect the onset of convection
in these situations.
The system we study here consists of two reacting substances confined inside a two-dimen-
sional tube of infinite extent. This setting helps us study fluid confined in a Hele-Shaw cell
(that is, two parallel plates separated by a small gap). In this case the flow is parallel to the
plates, therefore the boundaries for the two-dimensional domain are perpendicular to them
(see Fig. 1.1). The autocatalyst is placed below the reactant solution; the reaction front then
propagates upwards, opposite to gravitational acceleration. Moreover, we consider that the
reaction takes place only at a thin interface separating both solutions. This is known as the thin-
front approximation, valid when the thickness of the front is much smaller than other length







Figure 1.1: Arrangement of the developed model for autocatalytic front propagation. Since the
autocatalyzer A is placed below the unreacted substance B, the front moves upwards against
the gravitational field~g.
the unreacted fluid above the front is heavier than the reacted fluid below it. Moreover, the front
releases heat as it propagates; hence the mechanism of Rayleigh-Bénard instabilities can also
take place. To describe them mathematically, we will couple a front evolution equation with
two different hydrodynamic models of fluid flow. The first model is based on previous work
by Ruelas and Vásquez [11], where Darcy’s law is used to describe fluid flow inside Hele-
Shaw cells. The second model uses the more general Navier-Stokes equations with stress-free
boundary conditions at the tube walls.
This document is organized as follows. In Chapter 2, we develop the theoretical framework
necessary to describe the system mathematically. We first introduce the differential equations
that govern its evolution and then obtain a particular solution for the convectionless case. After
expressing our variables in dimensionless units, we perform a linear stability analysis on this
solution. This enables us to study the regimes for which convection occurs depending on the
strength of thermal and compositional effects. In Chapter 3, we explain the numerical methods
used to solve the system of equations computationally, while in Chapter 4 we show the results
obtained for both models of fluid motion. Finally, in Chapter 5 we summarize our results and




To develop a mathematical model of the problem as explained in Chapter 1, one needs to
describe the evolution of the following variables:
• The reaction front height, given by a function H(x, t)
• The temperature, given by a scalar field T (x,y, t)
• The pressure, given by a scalar field P(x,y, t)
• The density, given by a scalar field ρ(x,y, t)
• The fluid velocity, given by a vector field~v(x,y, t)
As discussed previously, changes in temperature lead to density gradients and hence instabilities
in the fluids. If convection takes place, this will be reflected in both the velocity field ~v and
the shape of the front H. Moreover, the vertical acceleration of gravity~g leads to changes in
pressure inside the fluids. This, in the presence of density gradients, may provide further sources
of instabilities. The pressure also appears in the equations for fluid dynamics, since the latter is
governed by the various internal and external forces acting on the fluids. However, as we will
describe later, the pressure can be eliminated from the hydrodynamic equations. In order to do
so, we shall consider certain approximations to simplify our description of the problem.
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2.1 Fluid Dynamics
The basic equations of fluid dynamics are based on the fundamental conservation principles
for mass, energy and momentum. They describe how the fluid velocity~v evolves in time and
relate it to other variables such as density, pressure, etc. Certain aspects of our system allow
for approximations that simplify the hydrodynamic equations. In this work, we consider that
changes in density are relevant only when they are coupled to the acceleration of gravity~g. This
is known as the Boussinesq approximation, commonly used in problems involving convective
flows [1, 12]. We also consider that the effects of composition and temperature only cause small
fluctuations in density. This allows us to write the following expression for ρ:
ρ(x,y, t) = ρ0(1−α(T −T0)+βΘ(y−H)), (2.1)
where ρ0 is the density of the autocatalyst at temperature T0, α is the solutions’ thermal expansion
coefficient, and β is the fractional density difference between unreacted and reacted fluids. The













with ρ′0 the density of the unreacted fluid at temperature T0. The third term in equation 2.1
includes a Heaviside step function Θ; it expresses the discontinuous change in density between
substances at the front H. This function is defined as follows:
Θ(y−H) =

0 if y < H,
1 if y≥ H.
(2.4)





+∇ · (ρ~v) = 0. (2.5)
We consider ρ as constant, following the Boussinesq approximation, which results in an incom-
pressibility condition for the fluids:
∇ ·~v = 0. (2.6)
A theorem from vector calculus allows us to express~v as the curl of another vector field, called
a vector potential. We therefore have~v = −∇×~Ψ; the minus sign used here by convention.
For two dimensional flows ~Ψ takes the form ψẑ, with ψ known as the stream function. One can










We also introduce another variable, called the vorticity ω. It relates to the velocity field~v and
the streamfunction ψ by:








ψ = ω. (2.9)
Instead of using~v, we will use ω and ψ to describe the system’s fluid dynamics. By doing so,
we can simplify the equations of motion and remove those terms which involve the pressure P.
2.1.1 Darcy’s Law
Darcy’s law, an expression originally derived to describe fluid flow through porous media,
equivalently describes fluid flow through a Hele-Shaw cell [13]. It takes the following form:





where h denotes the separation between plates and µ the viscosity of the fluids. We can rewrite
this equation in terms of the stream function by taking its curl. This also eliminates the pressure









which is a Poisson equation for the stream function. Substituting ρ from equation 2.1 into this
















To solve this equation one needs to supplement it with boundary conditions. Since fluid
flow is parallel to the tube walls at x = 0 and x = L, one has that [14]
ψ|x=0 = ψ|x=L = 0. (2.13)
Moreover, since far from the front the fluids do not move, it follows that
ψ|y→−∞ = ψ|y→∞ = 0. (2.14)
2.1.2 Navier-Stokes Equations
The Navier-Stokes equations arise from conservation of linear momentum, providing a set of
partial differential equations that governs viscous flows. Under the Bousinessq approximation
they take the form:
∂~v
∂t






The constant ν is called the kinematic viscosity, related to the viscosity µ by ν = µ/ρ0. This
equation expresses Newton’s Second Law for continuous media; it relates the change in velocity
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at a given point with the internal and external forces acting on the fluids.
We carry out a similar procedure as in the previous case, where taking the curl eliminates
the pressure P from the equations. By doing that, we obtain an equation involving both the









































This equation can be further simplified when considering a dimensionless system of units. As
such, we postpone this procedure to Section 2.3 where we nondimensionalize the equations of
motion.
It should be noted that to obtain ~v we first need to compute the stream function ψ. This
is done by solving equation 2.18 together with equation 2.9; the latter is a Poisson equation
for ψ determined by the vorticity ω. For the stream function we consider the same boundary
conditions as in the previous model, 2.13 and 2.14. For the vorticity, we consider "stress-free"














When expressed in terms of ω, they translate into
ω|x=0 = ω|x=L = 0. (2.21)
Finally, considering again that fluids far from the front do not move,
ω|y→−∞ = ω|y→∞ = 0. (2.22)
2.2 Front and Temperature Evolution
In the thin-front approximation, the front is represented as a discontinuous boundary separating
reacted and unreacted fluids. Therefore, it suffices to describe it by a height function H(x, t).
We further consider that the curvature of the front is smaller than any other length scales of the
system. In such cases, there is an eikonal relation between the normal velocity of the front C
relative to the fluid and its curvature K [15]:
C =C0 +DCK. (2.23)
Here, C0 is the flat front speed for the convectionless case (see Section 2.2.1), and DC is the
molecular diffusivity of the chemical solutions.
We can transform this relation into a partial differential equation for the front H. First, we
define a unit vector n̂, normal to the front, which points towards the unreacted solution as in
Fig. 2.1. With this, C and K can be expressed in terms of H and n̂, in the presence of a fluid
velocity~v:















Figure 2.1: Unit vector n̂ normal to the front, pointing toward the unreacted substance. The
normal velocity of the front C is given by the projection of the front’s velocity (relative to the
fluids) onto this normal vector, while the curvature K is given by its divergence.
We consider that changes of H with respect to x are small, and only keep terms up to second
order for these variations. We then arrive to the Kardar-Parisi-Zhang equation for H, coupled













+ vy|y=H . (2.26)
Here one observes that the speed of the front differs from that of the flat front by terms that
depend (locally) on its shape. The last term accounts for the intrinsic motion of the fluids in
which the front propagates.
The next variable we shall describe is the temperature of the system. We employ a modified
version of the heat equation, given by
∂T
∂t
+(~v ·∇)T = DT ∇2T +Qδ(y−H). (2.27)
Here, DT is the thermal diffusivity of the solutions, and Q is a constant which depends on the
amount of heat released by the reaction. This equation relates temperature changes to three
different physical phenomena. The second term on the left-hand side of the equation represents
advection, where thermal changes arise as warm/cold fluids move throughout the tube. The first
term in the right-hand side represents diffusion, where heat is conducted throughout the fluids
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so as to achieve thermal equilibrium. Finally, the last term represents a source of heat at the
front H, as a consequence of the exothermic reaction.
We now supplement Eqs. 2.26 and 2.27 with their respective boundary conditions. We treat
the case where no heat is lost through the tube walls, neither there is any diffusive flow of mass




























Finally, since the exothermic reaction does not affect unreacted fluid far above the front:
T |y→∞ = T0, (2.31)
where T0 is the initial temperature of the solutions, uniform throughout the whole tube at t = 0.
We find it convenient to restate the equations for H and T in a coordinate system moving
upwards with speed C0,
(x, y, t) 7−→ (x′, y′, t ′) = (x, y−C0t, t). (2.32)
We label all the quantities in this new coordinate system with a prime symbol. Applying this
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One should note that we still calculate~v in the initial frame of reference for which the tube is
at rest. If we express the hydrodynamic equations in the new frame, their boundary conditions
become more complicated and hence impractical for numerical computations.
2.2.1 Convectionless Solution
As seen from the equations for front and temperature evolution, both of these variables are
coupled to the velocity of the fluids. Together with the equations for fluid dynamics, we
expect their solutions to be highly complicated. However, a simple solution for the former two
equations can be found in the convectionless case where~v = 0. We denote their corresponding
solutions by a superscript: H(0),T (0). In this situation, the reaction front takes a flat shape and
travels upwards at a constant speed C0. We consider that the front starts it movement at t = 0,
y = 0. Therefore, from the point of view of the moving frame of reference, we have H ′(0) = 0










where the derivatives with respect to x vanish due to translational symmetry along this axis. We
are interested in finding a steady-state solution of this equation; that is, when the temperature
acquires a time-independent spatial distribution. We therefore set ∂T ′/∂t ′ = 0 in Eq. 2.35.
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Solving this equation together with boundary conditions 2.30 and 2.31 gives
T ′(0) =

T0 +Q/C0 if y′ < 0
T0 +(Q/C0)e−C0y
′/DT if y′ ≥ 0.
(2.36)
This profile corresponds to reacted fluid below the front having a constant temperature T0 +
∆T , with ∆T = Q/C0. As one goes farther above the front, the temperature of the unreacted
fluid decreases exponentially toward its initial value T0. As the choice of temperature scale is
arbitrary, we set T0 to 0 in what follows.
The importance of this solution in the present work is two-fold. On one hand, it yields a
characteristic scale for temperature, given by ∆T . Together with characteristic scales for length
and time, this allows us to express the equations of motion in terms of dimensionless quantities.
On the other hand, we use it to study how small perturbations of the flat front evolve over time.
This is the main goal of our investigation, done by means of a linear stability analysis, developed
theoretically in Section 2.4.
2.3 Variable Nondimensionalization
The number of parameters that determine the evolution of the system can be reduced by choosing
a convenient set of units. This is achieved by applying a procedure known as nondimensionaliza-
tion, in which all variables are scaled so as to obtain a dimensionless system of units. It
has the benefit that, for a certain experiment, all quantities will be measured relative to their
corresponding scales of length, time, etc. This allows for meaningful comparison between
different experimental conditions. By applying said procedure to our system, we show that
only three dimensionless numbers are needed to completely determine the equations of motion.
Therefore, even if two chemical reactions have different physical properties, their dynamics will
be similar if their values for these parameters are all equal to each other. As such, it will not be
13
necessary to explore the effects of varying each one of the system’s physical parameters.
In order to nondimensionalize our problem, we have to choose a set of characteristic scales
for the variables. We define the characteristic length and time of the system as `c = DT/C0
and tc = DT/C02, respectively. Additionally, the characteristic scale for temperature is given by
∆T = Q/C0, as mentioned in Subsection 2.2.1. We can now introduce dimensionless variables
by scaling the original system of units:
x̃ = x/`c, ỹ = y/`c, t̃ = t/tc,
T̃ = T/∆T, H̃ = H/`c, ψ̃ = ψ, tc/`2c , ω̃ = ω tc.
(2.37)
















+ vy|y=H , (2.38)
∂T
∂t
+(~v ·∇)T = ∇2T + ∂T
∂y
+δ(y−H), (2.39)
where both prime and tilde symbols will be omitted from now on. One observes that these two
differential equations now depend on a single parameter: the Lewis number L , equal to DT/DC.
This number characterizes how fast heat propagates throughout the system in comparison with
how fast the solutions diffuse into one another.
We now express the equations of fluid dynamics in this new dimensionless system of units.





























where Pr = ν/DT is known as the Prandtl number, a dimensionless quantity. We consider
reactions for which Pr takes large values. As such, we rewrite Eq. 2.41 in the limit of infinite









δ(y−H) = 0, (2.42)
which is a Poisson equation for the vorticity ω, similar to the one for ψ in Darcy’s law.
We have introduced two dimensionless parameters in the above equations: RaT, known as
the thermal Rayleigh number, and RaC, known as the compositional Rayleigh number. These
numbers measure the strength of buoyancy-driven convection due to thermal gradients and




















RaT, RaC and L comprise the three dimensionless parameters which completely characterize
the system. In these equations, we fix the value of L at 72.5, corresponding to its measured
value in the IAA reaction [10]. As such, we only study the effects of varying the Rayleigh
numbers on the onset of convection.
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2.4 Linear Stability Analysis
In this section, we find the conditions for the transition to convection by means of a linear
stability analysis of the flat front solution. Here, we investigate if convection will occur or
not under the application of small perturbations to the flat front. We illustrate this in a one-
dimensional dynamical system [16],
du
dt
= f (u). (2.47)
Suppose that this equation has an stationary solution u(0), for which du(0)/dt = 0. Let us














Considering that u(1) is a small deviation from the stationary solution u(0), one can approximate












The solution for this differential equation is proportional to eλt : the sign of λ determines the
evolution of the perturbation with time, thus determining the stability of the stationary solution.
If λ > 0 then it is an unstable solution, since the system tends to "escape" from the stationary
state. On the other hand, if λ < 0 this solution is stable as perturbations decay and the system
eventually returns to its original position.
2.4.1 Linearized Equations of Motion
The system of equations used in this work is a set of coupled partial differential equations for
the variables H, T , ω, and ψ. Although linearization becomes more complicated compared to
the 1-D dynamical system, it still follows the same spirit. We apply a small perturbation to the
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stationary state solution (in this case, the convectionless flat front) and analyze its evolution.
The zeroth order solution, in dimensionless units, corresponds to
T (0) =

1 if y < 0,
e−y if y≥ 0,
(2.50)
H(0) = 0, (2.51)
ψ
(0) = 0, (2.52)
ω
(0) = 0. (2.53)
Equations 2.52 and 2.53 indicate that the flat front is convectionless, i.e.~v(0) = 0. As described
above, we perturb this solution with small quantities H(1), T (1), ψ(1) and ω(1) (and~v(1)), and
substitute them in their corresponding equations. In this way, we obtain a system of equations



































1Taylor expansions can be defined rigorously for distributions. For instance, see [17].
17
where we have neglected terms of order second and higher in the perturbations. By carrying out








+ v(1)y |y=0. (2.57)
We now linearize the fluid dynamics equations in both models. In the first one, using Darcy’s


























(1) = ω(1). (2.60)
2.4.2 Solutions of the Linear System of Equations
Because Eqs. 2.56-2.60 are a set of linear equations, we look for linearly independent solutions
of the form 
T (1) = Tq(y, t)cos(qx), (2.61)
H(1) = Hq(t)cos(qx), (2.62)
ψ
(1) = ψq(y, t)sin(qx), (2.63)
ω
(1) = ωq(y, t)sin(qx). (2.64)
Any solution can be constructed by using a linear combination of these solutions for the allowed
wavenumbers. The corresponding values of q are constrained by the boundary conditions
imposed onto the original variables. For a given tube width L, conditions 2.13, 2.21, 2.28
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and 2.29 imply that q can only take values equal to nπ/L (with n = 1,2, ...). If one focuses on
a single mode, replacing expressions 2.61-2.64 in the linearized system results in a set of linear

























In the case of viscous fluids described by the Navier-Stokes equations, the equations for the




−q2ωq−qRaTTq−qRaCHqδ(y) = 0, (2.68)
∂2ψq
∂y2
−q2ψq = ωq. (2.69)
Since these equations are linear, they will allow for solutions proportional to eσt , where σ
is a complex number known as the growth rate of the solution. After substitution of this
condition in Eqs. 2.65-2.69, σ becomes the eigenvalue of the resulting equations, as described
in [18]. In analogy to the case of a 1-D dynamical system, the sign of Re{σ} determines if
the perturbations grow indefinitely or decay to zero. When Im{σ} = 0 the variables will have
a purely exponential character. In contrast, if Im{σ} 6= 0 the variables exhibit an oscillatory
behavior with exponential envelopes.
The growth rates depend on the wavenumber q, with the relation σ(q) referred to as the
dispersion relation. Because q is related to L, the real part of this curve determines the stability
19
as a function of the tube width L. The linear system depends on the thermal Rayleigh number
(RaT) and the compositional Rayleigh number (RaC), therefore these two parameters determine
the flat front stability for a given width. The goal of this work is to study the stability of the flat




We will solve the equations of motion numerically using a finite difference method. The
corresponding variables depend only on the spatial direction y, therefore we consider a finite
number of equally-spaced grid points y j, with j = 1, ...,Ny. The spacing between adjacent
points corresponds to ∆y = L/(Ny− 1). This grid covers the interval [−Ly/2, Ly/2], with Ly
large enough to approximate the infinite vertical domain of the tube. We also consider a set of
discrete times tn, with n = 1,2, ..., with time evolving in fixed time steps ∆t such that tn = n∆t.
Once we set the time steps and the spatial grids, all variables correspond to their values at
points y j and at times tn, i.e.:
T j,nq ≡ Tq(y j, tn), Hnq ≡ Hq(tn), ψ j,nq ≡ ψq(y j, tn), ω j,nq ≡ ωq(y j, tn). (3.1)



































for the spatial derivatives
and order O(∆t) for the time derivatives. By replacing these formulas into the equations for Tq
and Hq, we obtain expressions for their values at time tn+1 in terms of their values at the previous
step tn. We compute these variables at all times by starting from a set of initial conditions.
However, this numerical procedure will be stable (that is, the errors in our calculations will not






as discussed in [19]. Thus, we set ∆y = 0.1875 and ∆t = 10−3, following [11].
Applying the finite difference method to Eqs. 2.67-2.69, we find that the discretized equations
for ψq and ωq do not involve a direct time evolution. Instead, they depend on the values of the
other variables at time tn. For these two variables, one obtains a tridiagonal matrix system of
the form 
b1 c1 0 0 · · · 0
a2 b2 c2 0 · · · 0
0 a3 b3 c3 · · · 0
... . . .
...




















A similar relation holds for ω jq. This linear system of equations can be solved with the Thomas
algorithm, which requires a number of operations proportional to Ny [20]. In this manner, we
obtain the variables ψ jq and ω
j
q at every time step.
We approximate the Dirac delta function and its derivatives using particular representations
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When ε→ 0, ηε(y)→ δ(y). Accordingly, we also approximate δ′ with the derivative of ηε(y).
For these approximations to be valid, the value of the parameter ε needs to be close to ∆y in the
numerical computations. We set ε to 0.1875 as it gives the results in best agreement with [11].
In order to obtain the growth rate σ, we will evolve Eqs. 2.65-2.69 from random initial
conditions. After a long time, each one of the variables of the system evolves as eσt , where σ
is the largest eigenvalue of the discretized equations. We only consider purely real values for σ
as we did not find any oscillations in the explored range of parameters. In that case, the natural
logarithm of the variables can be fitted to a straight line with a simple linear regression. The
slope of this line will then give the value of σ.
Some final observations about our methodology should be discussed here. Because the
variables will either grow or decay exponentially with time, their values may eventually get too
large or too small. This introduces both errors in the calculations and the possibility of numeric
overflow/underflow. To solve this issue, after the variables meet a certain threshold value we
simply multiply them by a scaling factor. The growth rate stays unchanged after this operation,




In this work, we only investigate the effect of thermal gradients in the onset of convection. As
such, we set RaC = 0 and compute the dispersion relations for different values of RaT. We carry
out this procedure in both of our models for fluid flow.
4.1 Darcy’s Law
We first compute the dispersion relations in the case of positive RaT, as corresponds to an
exothermic reaction in which reacted fluid below the front has a lower density than the colder
unreacted fluid above it. As such, a mechanism similar to the Rayleigh-Bénard instability may
lead to convection in the system. Fig. 4.1 shows the results obtained for five different values of
RaT. One observes that in all cases the maximum value of σ(q) is positive; fronts will be
unstable for wavenumbers up to a certain critical value qc. For q > qc, the corresponding
perturbations have negative growth rates and thus convection does not occur. Since tubes
with small widths only allow perturbations of large wavenumbers, we conclude that fronts
will always be stable for tube widths below a critical value Lc. The first allowed mode for
this width should be qc, therefore the critical values of q and L are related by qc = π/Lc.
As RaT is increased, two effects can be observed in the dispersion relations. On one hand,
24















Figure 4.1: Dispersion relations for different positive values of RaT, with RaC = 0, using
Darcy’s law.
the range of wavenumbers that destabilize the front becomes larger. As such, only tubes of
smaller widths will allow for completely stable fronts. On the other hand, the growth rates
of the perturbations take larger values, therefore stronger thermal effects lead to more intense
convective flows. Finally, we observe that when q → 0, the growth rates also approach 0.
However, even perturbations with very small wavenumbers tend to destabilize the front since
their growth rates are positive. The results obtained here are in good agreement with those of
[11]; slight discrepancies may be attributed to differences in the numerical approximations, in
particular the value of ε.
Now we calculate the dispersion relations for negative values of RaT. This would imply that
the substances contract as they are heated (α < 0). In Fig. 4.2, we show the results obtained
for three different values of RaT. We find that the growth rates are negative for every value of
q, and therefore fronts are unconditionally stable in this case. One also observes that as the
absolute value of RaT grows larger, the absolute value of the growth rates also gets bigger for
small wavenumbers. Therefore thermal gradients enhance front stability for such perturbations.
However, for large wavenumbers we find the opposite behavior: as RaT gets closer to zero, the
stability of the fronts increases. Once again, our results are in good agreement with [11].
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RaT = − 0.20
RaT = − 0.50
RaT = − 1.00
Figure 4.2: Dispersion relations for different negative values of RaT, with RaC = 0, using
Darcy’s law.
Finally, we investigate the case when RaT = 0. Since there are no density gradients in the
fluids, no instabilities are expected to arise here. The corresponding dispersion relation, shown
in Fig. 4.3, confirms this fact. For small wavenumbers, the perturbations decay at a noticeably
slower rate than those with larger wavenumbers.












Figure 4.3: Dispersion relation for RaT = RaC = 0, using Darcy’s law. The flat front is always
stable as no density gradients exist.
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4.2 Navier-Stokes Equations
In order to compare the predictions of both models, we calculate the dispersion relations for
diverse values of RaT as in the previous case. Results for three different positive values are
shown in Fig. 4.4, where we only compute σ for wavenumbers larger than 0.5. The results for
smaller wavenumbers are still in progress as numerical instabilities commonly arise at these
values, thus needing a more detailed study.















Figure 4.4: Dispersion relations for different positive values of RaT, with RaC = 0, using the
Navier-Stokes equations.
A similar qualitative behavior as in the case of Darcy’s law can be observed for the dispersion
relations. There exists a critical wavenumber qc, such that for q < qc the perturbations are all
unstable. The value of qc shifts to the right with increasing RaT; the same relation between
tube width and front stability as previously observed in Darcy’s law holds. Moreover, unstable
fronts also become more unstable as thermal effects are strengthened. A quantitative distinction
is made, however, since we find that σ can attain considerably high values even for small RaT .
This is in contrast with the results obtained in 4.1, where a value of 1 for the Rayleigh number
gives a maximum σ of less than 0.1. Therefore, we conclude that thermal gradients have a more
influential effect on convective flows described by the Navier-Stokes equations. Finally, for
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large wavenumbers, the growth rates of the perturbations approach a common negative value
for all RaT.
Now we calculate the dispersion relations for negative RaT, again for wavenumbers larger
than 0.5. We find that all perturbations have negative growth rates, similar to our results for
Darcy’s law. However, we cannot conclude that flat fronts are unconditionally stable in this case
as instabilities may appear for smaller wavenumbers. A thorough investigation of such regimes
is therefore necessary. For moderate values of q, we find that strengthening the thermal gradients
enhances the stability of the fronts. For large wavenumbers, the growth rates of the perturbations
converge to a common value for all RaT as in the case of positive Rayleigh numbers.












RaT = − 0.50
RaT = − 0.75
RaT = − 1.00
Figure 4.5: Dispersion relations for different negative values of RaT, with RaC = 0, using the
Navier-Stokes equations.
Finally, we compute the dispersion relation when setting both Rayleigh numbers to zero.
Again, Fig. 4.6 corroborates what we expected for this particular case. All values of σ are
negative, therefore this model also predicts an unconditionally stable flat front. Moreover, the
obtained dispersion relation is equal to the one obtained when using Darcy’s law.
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Figure 4.6: Dispersion relation for RaT = RaC = 0, using the Navier-Stokes equations. An




In this work, we have presented a model for autocatalytic front propagation which accounts for
both compositional and thermal gradients. Its hydrodynamics was described with two different
models of fluid flow: Darcy’s law and the Navier-Stokes equations. We carried out a linear
stability analysis of the convectionless flat front, in which we apply small perturbations resulting
in a linear system of equations describing their time evolution. We studied numerically the
regimes of front stability for different values of RaT, as we are interested in how thermal effects
affect the onset of convection. We repeated this procedure for both of the hydrodynamic models.
When using Darcy’s law, our results showed that the flat fronts present instabilities only for
a certain range of wavenumbers, when RaT > 0. For tube widths below a critical value Lc, fronts
are always stable as they only allow for perturbations with large wavenumbers. In contrast, for
RaT < 0 fronts are stable for any value of the tube width, as all perturbations have negative
growth rates. When using the Navier-Stokes equations, we find the same qualitative behavior
mentioned above for RaT > 0. Growth rates are considerably higher in this case, however. For
negative RaT, we find stable flat fronts in the range of wavenumbers explored. However, it may
happen that instabilities take place for smaller values of q. A more in-depth exploration of this
region is therefore needed. Finally, we expected to find a stable flat front when both Rayleigh
numbers are set to zero. Both models coincide with this prediction.
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One should take into account that the models studied here are applied to different experi-
mental conditions. As such, theoretical studies of this kind should guide us in designing
experiments to test our predictions. However, experiments where the substances have negative
expansion coefficients (RaT < 0) may be difficult to devise. Despite that, it is useful to study the
system in such cases as a way to understand its dynamics. In particular, the study of different
boundary conditions or the effects of finite Prandtl numbers lead the way for future research.
Moreover, the effect of non-zero compositional gradients (RaC 6= 0) in the second model should
also be investigated and compared with similar results obtained for Darcy’s Law [11].
The results obtained here for the regimes of front stability should be reflected in the full
nonlinear model. By solving the complete system of equations in two dimensions, one should
obtain values of the critical tube width Lc in agreement with those obtained in the linear stability
analysis. However, such calculations demand larger computational resources as the algorithms
require a larger amount of operations. Future work will focus on carrying out these calculations
for a better understanding of the system’s dynamics. For the linear stability analysis, different
numerical schemes should be used in future work to solve the corresponding equations, and
compared with each other for consistency. In particular, the Navier-Stokes equations are known
to raise various complications in different numerical procedures employed to discretize them
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