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Abstract
This paper looks to apply the mathematical framework of the Theory of Functional Connections to the solution of boundary-
value problems arising from hybrid systems. The Theory of Functional Connections is a technique to derive constrained expressions
which are analytical expressions with embedded constraints. These expressions are particularly suitable to transform a large class
of constrained optimization problems into unconstrained problems. The initial and most useful application of this technique is in
the solution of differential equations where the problem can be posed as an unconstrained optimization problem and solved with
simple numerical techniques (i.e. least-squares).
A hybrid system is simply a sequence of different differential equations. The approach developed in this work derives an
analytical constrained expression for the entire range of a hybrid system, enforcing both the boundary conditions as well as the
continuity conditions across the sequence of differential equations. This reduces the searched solution space of the hybrid system
to only admissible solutions. The transformation allows for a least-squares solution of the sequence for linear differential equations
and a iterative least-squares solution for nonlinear differential equations.
Lastly, the general formulation for “n” segments is developed and validation is provided through numerical tests for three
differential equation sequences: linear/linear, linear/nonlinear, and nonlinear/nonlinear. The accuracy level obtained are all at
machine-error, which is consistent with the accuracy experienced in past studies on the application of the Theory of Functional
Connections to solve single ordinary differential equations.
I. INTRODUCTION
Hybrid systems are dynamical systems governed by a time-sequence of differential equations (DE), which can be either
linear or nonlinear. A simple example is a bouncing ball where the motion is described by a sudden DE variation at impact.
Hybrid systems also arise in many control problems where the system is subject to a bang-bang discrete controls. These are a
special case of hybrid systems called variable structure systems (VSS) and the study of the control of these systems is called
variable structure control (VSC) [1].
Techniques to solve hybrid systems have existed since the 1960s utilizing multiple shooting methods [2], [3], [4], [5]. In
these approaches, the interval is divided over multiple sub-intervals and the boundary-value problem (BVP) is converted to
multiple initial-value problems (IVP). The unknown boundary conditions are then solved by minimizing the DE residuals and
the residuals of function and derivative continuities connecting all sub-intervals. In practice, root solving techniques (bisection,
Newton’s method, etc.) are used to minimize all residuals. In general, even when two subsequent linear DEs are connected,
solutions based on shooting methods require an initial guess of the unknown parameters that is used to iterate until the solution
is obtained. Note that the convergence is dictated by the initial guess [6] and it is not guaranteed. Regardless, studies have
been conducted to quantify the error of these methods once an approximation is obtained [7], [8].
Other techniques for solving these problems include the finite different method where the DE is approximated by a difference
equation which converts the problem into a system of equations that are solved using linear algebra techniques. On the other
hand, in finite element methods (collocation, Galerkin, etc.) [9], the problem is split into smaller parts called finite elements
and simple approximated equations are used to model these elements. These elements are then assembled into a larger system
of equations that model the entire problem. The major drawback the finite difference and finite element method is the number
of subdivisions needed to capture large variations in the solution.
Recently, an alternative approach to solving DEs was developed based on Theory of Functional Connections1 (TFC) [10],
[11], [12], [13]. In general, TFC is a mathematical framework that transforms constrained problems into unconstrained problems
by deriving constrained expressions. Constrained expressions are mathematical expressions that, using a free function g(x),
describe the family of all possible functions that satisfy a given problem’s constraints. In this way, TFC reduces the search
space to only those functions that satisfy the problem’s constraints, thus transforming the original constrained problem into an
unconstrained problem. The general expression to derive univariate constrained expressions follows the form,
y(x) = g(x) +
n∑
k=1
ηk pk(x) (1)
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2where pk(x) are n assigned linearly independent functions and g(x) is a free function. The ηk are coefficient functions that
are derived by imposing the set of n constraints. The constraints considered in the TFC method are any linear combination of
the functions and/or derivatives evaluated at specified values of the variable x. The constraints of the DE are used to directly
solve for the unknown coefficient functions, ηk. Once the vector of the unknown η is determined, the constraints for the DE
are satisfied for any possible g(x).
TFC was originally introduced as a means to satisfy point constraints, derivative constraints, and relative constraints [10] .
Eventually, TFC was extended to encompass infinite and integral constraints [14], and recently, extended to include multivariate
boundary value constraints and multivariate, arbitrary-order derivative constraints [13]. Additionally, Ref. [15] highlights the
broader application of this technique outside of DEs.
In the area of DEs, TFC has proven to be a powerful tool for solving linear [11] and nonlinear [12] ordinary DE (initial-,
boundary-, and multi-value problems). By expressing g(x) as a set of known basis functions (e.g., Fourier series or orthogonal
polynomials, such as Legendre or Chebyshev polynomials) with unknown coefficients, linear DEs can be solved with simple
numerical techniques like least-squares, while nonlinear problems necessitate an iterative least-squares approach to converge
to the desired solution [12]. The major advantage of TFC over other numerical integrators is: 1) speed (it is orders of
magnitudes faster when compared with Runge-Kutta methods), 2) machine level accuracy in solutions, and 3) it provides a
unified framework to solve all classes of ordinary differential equations (ODE). This means the same methodology is used to
solve initial-, boundary-, and multi-value problems, with the only difference being the specific constrained expression.
While most ODEs can be solved with the theory developed in Refs. [11], [12], BVPs arising from hybrid systems require
additional framework. For these systems, a constrained expression for each segment of continuous dynamics must be derived
and their continuity enforced. This paper details a method (based on the Theory of Functional Connections approach) that
produces the constrained expressions that automatically satisfy both DE constraints and continuity constraints. Thus, these
problems can also be converted into an unconstrained optimization problem with embedded and guaranteed continuities. First,
a summary of the TFC method to solve a simple BVP is provided that will be used as a building block for the theory to
follow. Following this, two approaches to embed continuity constraints are developed and compared. Lastly, this approach and
methodology is validated for several hybrid systems.
II. THE TFC APPROACH TO SOLVE BVPS
A simple example of the TFC is shown here for the convenience of the reader, but more details can be found in Refs. [10],
[12]. Let us consider solving a second-order boundary value problem such that,
F (x, y, y′, y′′) = 0 subject to:
{
y(x0) = y0
y(xf ) = yf
(2)
The constrained expression can be searched using Eq. (1) where p1(x) = 1 and p2(x) = x (see Ref. [10], [12] for details),
which leads to,
y(x) = g(x) + η1 + η2 x. (3)
By applying the constraints, we obtain the following system of equations,{
y0 − g0
yf − gf
}
=
[
1 x0
1 xf
]{
η1
η2
}
,
and by inverting the matrix we can solve for the unknown η values which are,
η1 =
1
xf − x0
[
xf
(
y0 − g0)
)
− x0
(
yf − gf )
)]
η2 =
1
xf − x0
[(
yf − gf
)
−
(
y0 − g0)
)]
.
These can be substituted into Eq. (3) to obtain the constrained expression,
y(x) = g(x) +
xf − x
xf − x0 (y0 − g0) +
x− x0
xf − x0 (yf − gf ), (4)
which represents all possible functions satisfying the boundary value constraints. Furthermore, the derivatives follow,
y′(x) = g′(x)− y0 − g0
xf − x0 +
yf − gf
xf − x0
y′′(x) = g′′(x)
...
y(n)(x) = g(n)(x)
(5)
3By substituting Eq. (4) and Eq. (5) into Eq. (2), the DE is transformed to an new DE we define as F˜ , which is only a function
of the independent variable x and the free-function g(x) where,
F˜ (x, g, g′, g′′) = 0.
This DE has a unique solution, it is subject to no constraints, and the boundary-value constraints are satisfied regardless of
the value of g(x). In order to solve this problem numerically, we express the function g(x) as a linear combination of some
known basis function,
g(x) = ξTh(z) where z = z(x) (6)
where ξ is a m × 1 vector of unknown coefficients (where m is the number of basis functions) and h(z) is the vector of
the selected basis. In general, the basis functions are defined on a specific domain (Chebyshev and Legendre polynomials are
defined on z ∈ [−1,+1], Fourier series is defined on z ∈ [−pi,+pi], etc.) so these functions must be linearly mapped to the
independent variable x. This can be done using the equations,
z = z0 +
zf − z0
xf − x0 (x− x0) ↔ x = x0 +
xf − x0
zf − z0 (z − z0).
The subsequent derivatives that the free-function defined in Eq. (6) follow,
dng
dxn
= ξT
dnh(z)
dzn
(
dz
dx
)n
,
where by defining,
c :=
dz
dx
=
zf − z0
xf − x0
the expression can be simplified to,
dng
dxn
= cnξT
dnh(z)
dzn
, (7)
which defines all mappings of the free-function. Following these steps, the DE becomes a function of only the unknown ξ
parameters and the independent variable x,
F˜ (x, ξ) = 0,
This function is an unconstrained optimization problem (linear or nonlinear) that needs to be solved for the unknown parameters
ξ. This is done by discretizing over the domain x ∈ [x0, xf ] by N points. In this paper, and prior papers we consider the linear
basis h(z) as Chebysehv or Legendre polynomials. The optimal distribution of points is provided by Chebysehv-Gauss-Lobatto
collocation points [16], [17], defined as,
zk = − cos
(
kpi
N
)
for k = 1, 2, · · · , N. (8)
As compared to the uniform distribution point, the collocation point distribution are the most efficient distribution when using
orthogonal polynomials in least-squares applications. This results in a better condition number as the number of basis functions,
m, increases. Once discretized, many optimization schemes can be applied, but for this paper scaled QR decomposition is
used.
Slight adjustments must be made in order to apply the TFC method to hybrid systems, but the derivation in the following
sections leverages the framework of the example presented above and remains within the TFC framework.
III. SEGMENT APPROACH TO TFC
The simplest example of a hybrid system is a DE with a discrete jump in the dynamic behavior at a single point along the
domain. When solving a two-point BVP according to these dynamics, no only must the solution satisfy the boundary condition,
but it must also preserve the C1 continuity over the jump.
Therefore, let us consider a function where it is desired that C1 continuity is also a constraint along with the boundary
point constraints. Classical approaches using a shooting method can be used, but in this the residual of the junction must be
minimized through an outer optimization loop. A summary of this is shown in Fig. 1, where the bar relates to the residual of the
continuity constraint. In prior studies of TFC [10], [11], [12], a least-squares solution of BVPs was detailed which removed the
need for shooting methods. This can be leveraged for the inclusion of continuity constraints and ultimately provide a method
to solve BVPs arising from hybrid systems. In order to solve the problem presented in Fig. 1, we look to develop an analytical
expression such that both boundary-value constraints are satisfied along with the function and derivative continuities between
the two sub-intervals. For this problem, let x ∈ [x0, xf ], and let x1 define the switching of the dynamics at a point along
the domain. Additionally, let us indicate with y(1)(x) where x ∈ [x0, x1] and y(2)(x) where x ∈ [x1, xf ] the two searched
solutions in the two subsequent intervals. In the following section, two distinct approaches are developed and analyzed for
ease of implementation and scalability.
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Fig. 1. Using a multiple shooting method, the residual of continuity needs to be minimized to solve a hybrid BVP. However, using the TFC approach an
analytical expression can be derived that satisfies all constraints of the problem without the need for an outer loop.
A. Embedded continuity (cascade) method
In this approach, we develop a method that embeds the junctions as relative constraints shared by each segment2. First,
consider the two segments defined by separate constrained expressions
y(1)(x) = g(1)(x) + η1 + η2x (9)
y(2)(x) = g(2)(x) + η3 + η4x (10)
with the constraints, y(x0) = y0, y(1)(x1) = y(2)(x1) = y1, and y(xf ) = yf . Applying these constraints to the two constrained
expressions leads to
y0 = g(1)(x0) + η1 + η2x0
y1 = g(1)(x1) + η1 + η2x1
y1 = g(2)(x1) + η3 + η4x1
yf = g(2)(xf ) + η3 + η4xf
which can be organized into two systems of equations which can be solved for the unknown ηk terms.{
y0 − g(1)(x0)
y1 − g(1)(x1)
}
=
[
1 x0
1 x1
]{
η1
η2
}
{
y1 − g(2)(x1)
yf − g(2)(xf )
}
=
[
1 x1
1 xf
]{
η3
η4
}
,
This system can be solved through matrix inversion leading to the coefficients,
η1 =
1
x1 − x0
[
x1
(
y0 − g(1)(x0)
)
− x0
(
y1 − g(1)(x1)
)]
η2 =
1
x1 − x0
[(
(y1 − g(1)(x1)
)
−
(
y0 − g(1)(x0)
)]
η3 =
1
xf − x1
[
xf
(
y1 − g(2)(x1)
)
− x1
(
yf − g(2)(xf )
)]
η4 =
1
xf − x1
[(
(yf − g(2)(xf )
)
−
(
y1 − g(2)(x1)
)]
2In this paper, the segment is denoted by a subscript in parentheses to distinguish it from other notations. For example, the function over the first segment
is denoted as y(1).
5Substituting these expressions into the original constrained expressions defined by Eq. (9) and Eq. (10), the functions y(1)(x)
and y(2)(x) become,
y(1)(x) = g(1)(x) +
x1 − x
x1 − x0︸ ︷︷ ︸
α1(x(1))
(
y0 − g(1)(x0)
)
+
x− x0
x1 − x0︸ ︷︷ ︸
α2(x(1))
(
y1 − g(1)(x1)
)
,
and
y(2)(x) = g(2)(x) +
xf − x
xf − x1︸ ︷︷ ︸
α1(x(2))
(
y1 − g(2)(x1)
)
+
x− x1
xf − x1︸ ︷︷ ︸
α2(x(2))
(
yf − g(2)(xf )
)
.
In these equations, the subscript in parentheses on the independent variable indicates the segment considered. For example,
the notation of x(1) denotes x ∈ [x0, x1] (or x over the first segment).
An attentive reader will notice that the quantities defined by α1(x) and α2(x) are solely functions of the independent
variable. These functions act as continuous switching functions which are dependent on the constraint locations. A summary
of the initial-final value switching functions and their derivatives is given in Table I.
Initial Value Switching Function Initial Value Switching Function
α1(x) α2(x)
(·) xf − x
∆x
x− x0
∆x
d
dx
(·) −1
∆x
1
∆x
d2
dx2
(·) 0 0
Table I
INITIAL-FINAL VALUE SWITCHING FUNCTIONS DEFINED FOR A GENERAL DOMAIN OF x ∈ [x0, xf ]. THE SWITCHING FUNCTION DEFINED BY α1(x)
MULTIPLES THE INITIAL VALUE CONSTRAINT AND α1(x) MULTIPLES THE FINAL VALUE CONSTRAINT.
Simplifying the expressions we still have the unknown in y1,
y(1)(x) = g(1)(x) + α1(x(1))
(
y0 − g(1)(x0)
)
+ α2(x(1))
(
y1 − g(1)(x1)
)
, (11)
and
y(2)(x) = g(2)(x) + α1(x(2))
(
y1 − g(2)(x1)
)
+ α2(x(2))
(
yf − g(2)(xf )
)
. (12)
which can be solved for by taking a derivative of Eq. (11) and Eq. (12) and setting them equal (thus enforcing the continuity
of the derivative over the jump). This produces a linear function in the unknown,
g′(1)(x1)+α
′
1(x(1)(x1))
(
y0 − g(1)(x0)
)
+ α′2(x(1)(x1))
(
y1 − g(1)(x1)
)
=g′(2)(x1) + α
′
1(x(2)(x1))
(
y1 − g(2)(x1)
)
+ α′2(x(2)(x1))
(
yf − g(2)(xf )
)
which can be solved to obtain
y1 =
g′(2)(x1)− g′(1)(x1)− α′1(x(1)(x1))
(
y0 − g(1)(x0)
)
+ α′2(x(1)(x1))g(1)(x1)
α′2(x(1)(x1))− α′1(x(2)(x1))
+
+
−α′1(x(2)(x1))g(2)(x1) + α′2(x(2)(x1))
(
yf − g(2)(xf )
)
α′2(x(1)(x1))− α′1(x(2)(x1))
.
The function describing y1 remains linear in the unknown parameters, however, the terms shows up in both y(1) and y(2)
and thus each functions shares information from the other segment. If this extended to more segments, a cascade effect will
occur where each segment is dependent on multiple other segments. This occurs because this formulation is capturing both the
original constraints and continuity constraints using the free functions. To avoid this issue (where the matrix is fully populated),
another approach is devised by treating the value of the junctions as another free parameter to be determined. This has the
major advantage of scalability to larger systems and sparsity of the system, at the cost of a few more variables to estimate.
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Fig. 2. Illustration of piecewise TFC approach enforcing C1 continuity over two segments.
B. Unknown relative parameters method
Again, we look to solve the same problem detailed in Fig. 1. However, the constrained expression will be different because
we will enforce the continuity of the derivative in the constrained expression. A visualization of this approach is detailed in
Fig. 2. The constrained expression for both segments are now searched using,
y(1)(x) = g(1)(x) + η1 + η2x+ η3x
2 (13)
y(2)(x) = g(2)(x) + η4 + η5x+ η6x
2. (14)
By applying the constraints, the following conditions are,
y0 = g(1)(x0) + η1 + η2x0 + η3x
2
0
y1 = g(1)(x1) + η1 + η2x1 + η3x
2
1
y′1 = g
′
(1)(x1) + η2 + 2η3x1
y1 = g(2)(x1) + η4 + η5x1 + η6x
2
1
y′1 = g
′
(2)(x1) + η5 + 2η6x1
yf = g(2)(xf ) + η4 + η5xf + η6x
2
f
which leads to the two systems of equations
y0 − g(1)(x0)
y1 − g(1)(x1)
y′1 − g′(1)(x1)
 =
1 x0 x201 x1 x21
0 1 2x1
η1η2
η3

y1 − g(2)(x1)
y′1 − g′(2)(x1)
yf − g(2)(xf )
 =
1 x1 x210 1 2x1
1 xf x
2
f
η4η5
η6

The unknown η values can be solved for by matrix inversion leading to,η1η2
η3
 = 1x21 − 2x1x0 + x20
 x21 x20 − 2x0x1 x0x21 − x20x1−2x1 2x1 x20 − x21
1 −1 x1 − x0

y0 − g(1)(x0)
y1 − g(1)(x1)
y′1 − g′(1)(x1)

7and η4η5
η6
 = 1x2f − 2xfx1 + x21
x2f − 2x1xf x21xf − x1x2f x212x1 x2f − x21 −2x1
−1 x1 − xf 1

y1 − g(2)(x1)
y′1 − g′(2)(x1)
yf − g(2)(xf )

Plugging these into Eqs. (13) and (14), the constrained expression takes a similar form to the prior section with the β(x)
function representing the switching functions based on the independent variable similar to the α(x) functions introduced earlier.
A summary of these β(x) functions and derivatives are provided in Table II and III.
Initial Value Switching Function Final Value Switching Function Final Derivative Switching Function
β1(x) β2(x) β3(x)
(·) (x− xf )
2
∆x2
(x0 − x)(x+ x0 − 2xf )
∆x2
(x− x0)(x− xf )
∆x
d
dx
(·) 2(x− xf )
∆x2
−2(x− xf )
∆x2
2x− x0 − xf
∆x
d2
dx2
(·) 2
∆x2
− 2
∆x2
2
∆x
Table II
SWITCHING FUNCTIONS FOR FIRST SEGMENT DEFINED FOR A GENERAL DOMAIN OF x ∈ [x0, xf ].
Initial Value Switching Function Initial Derivative Switching Function Final Value Switching Function
β4(x) β5(x) β6(x)
(·) (xf − x)(x− 2x0 + xf )
∆x2
(x− x0)(xf − x)
∆x
(x− x0)2
∆x2
d
dx
(·) −2(x− x0)
∆x2
−2x+ x0 + xf
∆x
2(x− x0)
∆x2
d2
dx2
(·) −2
∆x2
−2
∆x
2
∆x2
Table III
SWITCHING FUNCTIONS FOR LAST SEGMENT DEFINED FOR A GENERAL DOMAIN OF x ∈ [x0, xf ].
The constrained expressions become,
y(1)(x) = g(1)(x) + β1(x)
(
y0 − g(1)(x0)
)
+ β2(x)
(
y1 − g(1)(x1)
)
+ β3(x)
(
y′1 − g′(1)(x1)
)
(15)
y(2)(x) = g(2)(x) + β4(x)
(
y1 − g(2)(x1)
)
+ β5(x)
(
y′1 − g′(2)(x1)
)
+ β6(x)
(
yf − g(2)(xf )
)
(16)
Now, by allowing y1 and y′1 to be free parameters, the two equations defined by Eq. (15) and Eq. (16) are linear in the free
parameters. This is the main outcome of the original development of the TFC method in Ref. [10]. Then, by expressing g(1)(x)
and g(2)(x) using Eq. (6), these constrained expressions can be used in the solution of a differential equation with a jump in
dynamics as x1. The benefit of this method is it can be generalized for “n” jumps in dynamics which leads to a block diagonal
system of equations. The generalization is provided in the following section.
IV. GENERALIZATION FOR “n” SEGMENTS
Suppose the problem is subject to “n” jumps in dynamics as detailed in Fig. 3. This case is the generalization of the problem
presented in Section III-B. Additionally, this generalization necessitates the introduction of another set of switching functions
that can be derived using the TFC method. By analyzing Fig. 3, it can be seen that in the interior segments (the segments only
governed by the constraints on continuity) the number of constraint terms becomes four. The constrained expression for this
constraint type produces the constrained expression
y(x) = g(x) + γ1(x)
(
c0 − g0
)
+ γ2(x)
(
cf − gf
)
+ γ3(x)
(
c′0 − g′0
)
+ γ4(x)
(
c′f − g′f
)
where c0, cf , c′0, and c
′
f are the values and derivative constraints respectively, and the γ(x) functions are similar to the switching
functions of α(x) and β(x). The values of the γ(x) switching functions and their derivatives are provided in Tables IV and V.
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Fig. 3. Illustration of segment TFC approach to enforcing C1 continuity over “n” segments.
Initial Value Switching Function Final Value Switching Function
γ1(x) γ2(x)
(·) 1 + 2(x− x0)
3
∆x3
− 3(x− x0)
2
∆x2
−2(x− x0)
3
∆x3
+
3(x− x0)2
∆x2
d
dx
(·) 6(x− x0)
2
∆x3
− 6(x− x0)
∆x2
−6(x− x0)
2
∆x3
+
6(x− x0)
∆x2
d2
dx2
(·) 12(x− x0)
∆x3
− 6
∆x2
−12(x− x0)
∆x3
+
6
∆x2
Table IV
SWITCHING FUNCTIONS FOR FUNCTION CONSTRAINTS FOR MIDDLE SEGMENTS DEFINED FOR A GENERAL DOMAIN OF x ∈ [x0, xf ].
Initial Derivative Switching Function Final Derivative Switching Function
γ3(x) γ4(x)
(·) (x− x0) + (x− x0)
3
∆x2
− 2(x− x0)
2
∆x
(x− x0)3
∆x2
− (x− x0)
2
∆x
d
dx
(·) 1 + 3(x− x0)
2
∆x2
− 4(x− x0)
∆x
3(x− x0)2
∆x2
− 2(x− x0)
∆x
d2
dx2
(·) 6(x− x0)
∆x2
− 4
∆x
6(x− x0)
∆x2
− 2
∆x
Table V
SWITCHING FUNCTIONS FOR DERIVATIVE CONSTRAINTS FOR MIDDLE SEGMENTS DEFINED FOR A GENERAL DOMAIN OF x ∈ [x0, xf ].
Therefore, the constrained expressions for “n” segments can be generally written by three unique equations. The first segment
is identical to Eq. (15),
y(1)(x) = g(1)(x) + β1(x)
(
y0 − g(1)(x0)
)
+ β2(x)
(
y1 − g(1)(x1)
)
+ β3(x)
(
y′1 − g′(1)(x1)
)
,
The middle segments utilize the switching functions developed in this section since these segments have relative constraints
9on both ends,
y(k)(x) = g(k)(x) + γ1(x)
(
yk−1 − g(k)(xk−1)
)
+ γ2(x)
(
yk − g(k)(xk)
)
+ γ3(x)
(
y′k−1 − g′(k)(xk−1)
)
+ γ4(x)
(
y′k − g′(k)(xk)
)
,
where k = 2, 3, · · · , n−1. The final segment is similar to Eq. (16), except the initial conditions of the final segment are based
on the final conditions of segment n− 1.
y(n)(x) = g(n)(x) + β4(x)
(
yn−1 − g(n)(xn−1)
)
+ β5(x)
(
y′n−1 − g′(n)(xn−1)
)
+ β6(x)
(
yf − g(n)(xf )
)
.
By expressing the free functions g(x) according to Eq. (6) and Eq. (7) and discretizing the domains, the generalization can be
written in a compact block diagonal matrix of the form,
y = AΞ + B
where
A =

R1
...
Rk
...
Rn
 such that:

R1 =
[
H(1) β2(x(1)) β3(x(1)) 0N×[m+(m+2)(n−2)]
]
Rk =
[
0N×[m+(m+2)(k−2)] γ1(x(k)) γ2(x(k)) H(k) γ3(x(k)) γ4(x(k)) 0N×[m+(m+2)(n−k−1)]
]
Rn =
[
0N×[m+(m+2)(n−2)] β4(x(n)) β5(x(n)) H(n)
]
where Ξ is a vector of all the free parameters,
Ξ =
{
ξT(1) y1 y
′
1 . . . yk−1 y
′
k−1 ξ
T
(k) yk y
′
k . . . yn−1 y
′
n−1 ξ
T
(n)
}T
and B is a vector with the boundary constraints,
B =
β1(x(1))y00(N−2)×1
β6(x(n))yf
 .
For these equations, x(k) denotes a discretized vector of x-values such that x(k) ∈ [xk−1, xk] and H(k) is a matrix of the
terms multiplied by ξ(k). For example, the term H(1) is simply,
H(1) =
(
h(1)(x
T
(1))− h(1)(x0)β1(xT(1))− h(1)(x1)β2(xT(1))− h′(1)(x1)β3(xT(1))
)T
Since this is a linear set of equations all subsequent derivatives are the derivatives of the individual components. Making sure
that the mapping of the basis is accounted for with Eq. (7), the derivatives order d of y becomes,
y(d) = A(d) Ξ + B(d),
which is also block diagonal.
V. APPLICATION TO HYBRID SYSTEM BVPS
The following sections apply the theory developed in the previous sections to three hybrid system scenarios. The first
problem considers a hybrid system where the dynamics of the two subsequent segments are both linear DEs. The second
scenario considers the transition from a linear system to a nonlinear nonlinear system. The last scenario is dedicated to the
nonlinear/nonlinear transition. The proposed approach solves all hybrid system BVPs at machine level accuracy.
A. Linear-Linear Differential Equation Sequence
Consider a second-order linear DE sequence such that,
y′′(x) = x2 + a subject to:
{
y(0) = 0
y(1) = 1
where
{
a = 0 for x ≤ 0.5
a = 1 for x > 0.5
(17)
which has a forcing term that is discontinuous at x = 0.5. This problem has the analytical solution,
y(1)(x) =
1
12
x4 +
19
24
x for x ≤ 0.5
y(2)(x) =
1
12
x4 +
1
2
x2 +
7
24
x+
1
8
for x > 0.5
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Following the TFC procedure (with additional unknowns) given in the previous sections, this problem can be solved using two
segments with continuity enforced at the jump. Specifically, the constrained expressions for the two segments are,
y(1)(x) = g(1)(x) + β1(x)
(
y0 − g(1)(x0)
)
+ β2(x)
(
y1 − g(1)(x1)
)
+ β3(x)
(
y′1 − g′(1)(x1)
)
y(2)(x) = g(2)(x) + β4(x)
(
y1 − g(2)(x1)
)
+ β5(x)
(
y′1 − g′(2)(x1)
)
+ β6(x)
(
yf − g(2)(xf )
)
where y1 and y′1 are the additional unknowns. By defining g(1)(x) and g(2)(x) using Eq. (6), the two constrained expressions
become,
y(1)(x) =
(
h(1)(x)− β1(x)h(1)(x0)− β2(x)h(1)(x1)− β3(x)h′(1)(x1)
)T
ξ(1) + β1(x)y0 + β2(x)y1 + β3(x)y
′
1 (18)
y(2)(x) =
(
h(2)(x)− β4(x)h(2)(x1)− β5(x)h′(2)(x1)− β6(x)h(2)(xf )
)T
ξ(2) + β4(x)y1 + β5(x)y
′
1 + β6(x)yf (19)
whose derivatives are simply
y′(1)(x) =
(
h′(1)(x)− β′1(x)h(1)(x0)− β′2(x)h(1)(x1)− β′3(x)h′(1)(x1)
)T
ξ(1) + β
′
1(x)y0 + β
′
2(x)y1 + β
′
3(x)y
′
1 (20)
y′(2)(x) =
(
h′(2)(x)− β′4(x)h(2)(x1)− β′5(x)h′(2)(x1)− β′6(x)h(2)(xf )
)T
ξ(2) + β
′
4(x)y1 + β
′
5(x)y
′
1 + β
′
6(x)yf (21)
y′′(1)(x) =
(
h′′(1)(x)− β′′1 (x)h(1)(x0)− β′′2 (x)h(1)(x1)− β′′3 (x)h′(1)(x1)
)T
ξ(1) + β
′′
1 (x)y0 + β
′′
2 (x)y1 + β
′′
3 (x)y
′
1 (22)
y′′(2)(x) =
(
h′′(2)(x)− β′′4 (x)h(2)(x1)− β′′5 (x)h′(2)(x1)− β′′6 (x)h(2)(xf )
)T
ξ(2) + β
′′
4 (x)y1 + β
′′
5 (x)y
′
1 + β
′′
6 (x)yf (23)
By plugging Eq. (22) and Eq. (23) into the DE given by Eq. (17) and discretizing using the method proved by Eq. (8), a linear
system of equations can be formed in terms of the unknown vectors, ξ(1) and ξ(2), and the unknown scalars, y1 and y′1. The
system is of the form,
[
H(1) β
′′
2 (x(1)) β
′′
3 (x(1)) 0N×m
0N×m β′′4 (x(2)) β
′′
5 (x(2)) H(2)
]
ξ(1)
y1
y′1
ξ(2)
 =
{
x2(1) − β′′1 (x(1))y0
x2(2) + 1N×1 − β′′6 (x(2))yf
}
(24)
where x(1) is the vector of x-values discretized over the first segment ∈ [0, 0.5], and x(2) is the vector of x-values discretized
over the second segment ∈ (0.5, 1]. Both H(1) and H(2) represent a N × m matrix produced by discretizing the terms
multiplied by ξ(1) and ξ(2). The system of equations given by Eq. (24) can be solved using any optimization technique. The
most straightforward is a least-squares approach used in Refs. [11], [12]. In all examples presented in this study, least-squares
is performed using scaled QR decomposition.
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(a) Solution for the linear-linear DEs sequence.
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(b) Solution error for the linear-linear DEs sequence.
Fig. 4. Results of linear-linear DEs sequence scenario using the TFC approach.
By using N = 100 points and m = 3 basis functions3 per segment, this hybrid system was solved using the process
described above. Figure 4(a) shows the solution of the function and its derivatives while Fig. 4(b) displays the absolute error
3In all numerical examples, Chebyshev orthogonal polynomials were used in combination with Legendre-Gauss-Lobatto collocation point distribution.
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compared to the known analytical solution. It can be seen that the errors are mainly O(10−15). In this specific case, the
machine error solution was obtained using just 3 basis functions because the true solution and the basis functions selected
were both polynomials. In this case, using more basis function will not not change the results accuracy as all the additional
ξk terms are estimated all zeros. In the next hybrid systems considered the true solutions are not polynomials.
B. Linear-Nonlinear Differential Equation Sequence
Consider a second-order linear-nonlinear DE sequence such that,
y′′ + yy′a = epi/2 − epi/2−x subject to:
y(0) =
9
10
+
1
10
epi/2(5− 2epi/2)
y(pi) = e−pi/2
and
{
a = 0 for x ≤ pi/2
a = 1 for x > pi/2
(25)
At the switch, x = pi/2, the the differential equation changes from an linear differential equation to a nonlinear differential
equation. This differential equation has the unique solution defined by,
y(x) =
= −
1
5
epi−2x +
1
2
epi/2−x +
9 cos(x) + 7 sin(x)
10
for x ≤ pi/2
= epi/2−x for x > pi/2
The solution of this DE sequence using the TFC approach is similar to the problem solved in Section V-A, however, since the
sequence has a nonlinear differential equation (over the second segment), an iterative least-squares approach is necessary. For
this, we define the residual of the differential equation as the loss function such that,
L(1)(x) = y′′(1)(x) + y(1)(x)− epi/2 + epi/2−x (26)
L(2)(x) = y′′(2)(x) + y(2)(x)y′(2)(x)− epi/2 + epi/2−x (27)
where y(1), y′′(1), y(2), y
′
(2), and y
′′
(2) are defined by the constrained expressions given by Eqs. (18-23) which have the unknown
parameters ξ(1), y1, y′1, and ξ(2). By substituting these equations into Eqs. (26) and (27) and taking the partials with respect
to the unknown parameters a Jacobian can be defined such that,
J =

∂L(1)
∂ξ(1)
∂L(1)
∂y1
∂L(1)
∂y′1
0N×m
0N×m
∂L(2)
∂y1
∂L(2)
∂y′1
∂L(2)
∂ξ(2)
 . (28)
For this problem all terms of Eq. (28) are provided in A in Eqs. (30-35). Defining Ξ as the vector of unknown coefficients
such that,
Ξ =
{
ξT(1) y1 y
′
1 ξ
T
(2)
}T
,
the system can be solved using an iterative least-squares approach where the update to the unknown parameters is given by
Newton’s method,
Ξk+1 = Ξk − dΞk where dΞk = qr(Jk,Lk)
Yet, an initial guess must be provided for the iterative least-squares. In the case of BVPs using the TFC method the initial
parameters can be determined by connecting the boundary constraints using a straight line. The line initial guess is adopted
here in all the numerical BVP tests provided. Therefore, the initial estimate of y1 and y′1 is automatically determined by this
initialization. For this problem,
Ξ0 =
{
0T 1 −1 0T}T .
A visualization of this initial guess compared to the true solution is provided in Fig. (5). For the DE presented in Eq. (25),
N = 100 and m = 16 basis functions were used for each segment. Additionally, the convergence criteria of the nonlinear
least-squares method was |L2(L)| < ε where ε = 10−15. The solution reached machine error accuracy in 15 iterations. The
results of this numerical test are shown in Figs. 6(a) and 6(b). The results show the function, its first two derivatives, and the
associated absolute errors compared to the analytical solution.
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Fig. 5. Initial guess and true solution for the linear/nonlinear sequence.
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(a) Solution of linear-nonlinear differential equation sequence.
0 0.5 1 1.5 2 2.5 3
10-16
10-15
10-14
(b) Absolute error of solution of linear-nonlinear differential equation
sequence.
Fig. 6. Results of linear-nonlinear differential equation using the TFC approach. It can be seen that the absolute error for the function and subsequent
derivatives are around 10−15 to 10−16.
C. Nonlinear-Nonlinear Differential Equation Sequence
The last example looks to complete the study with a sequence of two nonlinear differential equations. Consider the nonlinear-
nonlinear DE sequence such that,
y′′ − ay′2 = 0 subject to:
y(0) = 2y(3) = 2− log(11, 264)
10
and
{
a = 1 for x ≤ 1
a = 10 for x > 1
(29)
which admits the analytical solution of the form,
y(x) =
= 2− log(x+ 1) for x ≤ 1= 2− 9
10
log(2)− 1
10
log(10x− 8) for x > 1
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This example shares the same structure as that presented in Section V-B excepted the loss functions and Jacobians differ. For
this differential equation the loss functions for the two segments are,
L(1)(x) = y′′(1)(x)− y′2(1)(x)
L(2)(x) = y′′(2)(x)− 10 y′2(2)(x)
The partials of the loss functions are of the form of Eq. (28) with the terms defined in A in Eqs. (36-41). The same initialization
process as Section V-B was used to determine the initial guess for the unknown coefficients,
Ξ0 =
{
0T 1.30685 −0.5 0T}T .
Using N = 100 points and m = 60 basis functions per segment and the same convergence tolerance as the prior example with
ε = 10−15, the method reached machine error accuracy in 7 iterations, only. The results of this test are displayed in Figs. 7(a)
and 7(b) where it can be seen that the DE is solved with the same accuracy as the other cases presented.
0 1 2 3
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
0 1 2 3
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0 1 2 3
0
0.5
1
1.5
2
2.5
(a) Solution of nonlinear-nonlinear differential equation sequence.
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Fig. 7. Results of nonlinear-nonlinear differential equation using the TFC approach. It can be seen that the absolute error for the function and subsequent
derivatives are around 10−15 to 10−16.
VI. CONCLUSIONS
This paper explores the application of the Theory of Functional Connections [10] to boundary-value problems on hybrid
systems (physical systems defined by DE sequences). These types of problems were initially motivated by optimal control
problems derived from the indirect method where the control undergoes discrete switches over the trajectory of the solution
(i.e. fuel optimal landing, bang-bang control, etc.) and the system must satisfy boundary constraints (e.g., docking, landing).
TFC applied to hybrid systems looks to split the domain into multiple segments coinciding with the differential equations.
Continuity is enforced between segments by relative parameters which are solved along with the unknown coefficients defining
the free function. In general, the proposed method completely eliminates the need to use numerical shooting methods to ensure
continuity since it is always satisfied through the use of TFC’s constrained expressions. Furthermore, the technique of this
approach can be generalized for n segments which admits a recursive form of the final matrix which is block diagonal.
In addition to the theoretical development, three numerical tests highlight the generality of this approach. The first numerical
example produced a solution to a sequence composed of two linear differential equations. This was solved by linear least-squares
requiring no iterations. The next two examples explore the linear-nonlinear and the nonlinear-nonlinear differential equations
sequences and necessitate a nonlinear least-squares approach since at least one of the differential equations is nonlinear. The
line connecting the two boundary values is adopted as the initial guess. This linear initial guess is easy to implement and it
has always generated convergence in all the extensive hybrid systems tests performed to validate the proposed method.
The major result of all numerical tests is that the method solves the problems at machine level accuracy for all cases. The
accuracy and speed results obtained are similar to those presented in past work on the Theory of Functional Connections [11],
[12] applied to linear and nonlinear ODEs.
The main focus of this work was specific to 2nd-order differential equations where C1 continuity is required. This research
was initially motivated by the study of fuel-optimal planetary landing through the indirect method, which results in a 2nd-order
system of BVPs. The use of this extension is necessary for the application of the Theory of Functional Connections to solve
this problem and is an area of ongoing research [18]. Regardless, this method is general and can be used on any arbitrary
order such that Cn−1 is satisfied for an nth-order DE.
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APPENDIX
The partial derivatives of the loss function of the linear-nonlinear differential sequence are provided below for completeness
∂L(1)
∂ξ(1)
=
[
h′′(1)(x)− β′′1 (x)h(1)(x0)− β′′2 (x)h(1)(x1)− β′′3 (x)h′(1)(x1) (30)
+ h(1)(x)− β1(x)h(1)(x0)− β2(x)h(1)(x1)− β3(x)h′(1)(x1)
]T
∂L(1)
∂y1
= β′′2 (x) + β2(x) (31)
∂L(1)
∂y′1
= β′′3 (x) + β3(x) (32)
∂L(2)
∂ξ(2)
=
[
h′′(2)(x)− β′′4 (x)h(2)(x1)− β′′5 (x)h′(2)(x1)− β′′6 (x)h(2)(xf ) (33)
+ y′(2)(x)
(
h(2)(x)− β4(x)h(2)(x1)− β5(x)h′(2)(x1)− β6(x)h(2)(xf )
)
+ y(2)(x)
(
h′(2)(x)− β′4(x)h(2)(x1)− β′5(x)h′(2)(x1)− β′6(x)h(2)(xf )
)]T
∂L(2)
∂y1
= β′′4 (x) + y(2)(x)β
′
4(x) + y
′
(2)(x)β4(x) (34)
∂L(2)
∂y′1
= β′′5 (x) + y(2)(x)β
′
5(x) + y
′
(2)(x)β5(x) (35)
The partial derivatives of the loss function of the nonlinear-nonlinear differential sequence are provided below for complete-
ness
∂L(1)
∂ξ(1)
=
[
h′′(1)(x)− β′′1 (x)h(1)(x0)− β′′2 (x)h(1)(x1)− β′′3 (x)h′(1)(x1) (36)
− 2y′(1)(x)
(
h′(1)(x)− β′1(x)h(1)(x0)− β′2(x)h(1)(x1)− β′3(x)h′(1)(x1)
)]T
∂L(1)
∂y1
= β′′2 (x)− 2y′(1)(x)β′2(x) (37)
∂L(1)
∂y′1
= β′′3 (x)− 2y′(1)(x)β′3(x) (38)
∂L(2)
∂ξ(2)
=
[
h′′(2)(x)− β′′4 (x)h(2)(x1)− β′′5 (x)h′(2)(x1)− β′′6 (x)h(2)(xf ) (39)
− 20y′(2)(x)
(
h′(2)(x)− β′4(x)h(2)(x1)− β′5(x)h′(2)(x1)− β′6(x)h(2)(xf )
)]T
∂L(2)
∂y1
= β′′4 (x)− 20y′(2)(x)β′4(x) (40)
∂L(2)
∂y′1
= β′′5 (x)− 20y′(2)(x)β′5(x) (41)
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