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The ability to attentively filter sensory information and manipulate it in 
working memory is critical for our ability to interact with the world. Although 
primary and secondary sensory cortical areas have been well-studied, frontal 
lobe contributions to sensory attention and working memory remain under-
investigated. This dissertation investigates the topography and network 
organization of sensory-biased and multi-sensory regions in the healthy human 
brain using functional magnetic resonance imaging (fMRI).  
First, this research developed a series of functional connectivity analyses 
of data from the Human Connectome Project to validate and extend recently 
localized auditory-biased network structures, transverse gyrus intersecting the 
precentral sulcus (tgPCS) and caudal inferior frontal sulcus (cIFS), and visual-
biased network structures, superior precentral sulcus (sPCS) and inferior 
precentral sulcus (iPCS), in lateral frontal cortex (LFC). Results replicated the 
original findings and extended them by revealing five additional bilateral LFC 
	
	 xi 
regions, including middle inferior frontal sulcus (midIFS) and frontal operculum 
(FO), differentially connected to either the visual- or auditory-biased networks.  
 Due to inter-subject anatomical variability, identification of sPCS, tgPCS, 
iPCS and cIFS depends critically on within-subject analyses. Next, this work 
demonstrated that an individual’s unique pattern of resting-state functional 
connectivity can accurately identify their specific pattern of working memory 
(WM) and attention task activation in LFC using “connectome fingerprinting” 
(CF). CF predictions were superior to group-average predictions and matched 
the accuracy of within-subject task-based functional localization. This research 
developed and validated methods that use intrinsic functional connectivity 
information to perform functional brain analyses on highly idiosyncratic brain 
regions.  
 Finally, a combined auditory, tactile and visual WM study revealed the 
joint organization of sensory-biased and multi-sensory regions within individual 
subjects. Hypothesized visual-biased midIFS and auditory-biased FO regions 
were functionally confirmed for the first time. Several bilateral tactile-biased 
regions, premotor dorsal, premotor ventral, anterior middle frontal gyrus, middle 
insula, postcentral sulcus, posterior middle temporal gyrus and pre-supplemental 
motor area, abutting previously described visual- and auditory-biased regions 
were identified. Several multi-sensory WM regions, recruited in each stimulus 
modality, were observed to partially overlap with visual-biased regions. Intrinsic 
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functional connectivity analyses revealed that regions segregate into networks 
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CHAPTER ONE: INTRODUCTION AND BACKGROUND  
 
Preamble 
The ability to attentively filter sensory information and manipulate it in 
working memory is critical to our ability to interact with the world. This 
dissertation seeks to expand our understanding of how sensory information 
influences some frontal brain areas to have a baseline preference for one 
modality over another, while other areas demonstrate multi-sensory recruitment. 
Before we can investigate the differential functional specialization of these 
regions, it is key to map their spatial topography and network structure in as fine 
detail as possible. This introduction will begin with an overview of previously 
suggested organizational schemes for human frontal lobes, before discussing 
evidence for sensory-biased structures in frontal cortex. A discussion of 
challenges and opportunities for brain mapping will follow, before detailing the 
potential implications for cortical cartography of the frontal lobes via sensory-
biases. The final section of this chapter will provide an overview of the remaining 
chapters and the functional magnetic resonance imaging (fMRI) and resting-state 
functional connectivity experiments conducted to investigate frontal auditory-, 







Functional Organization of Human Frontal Cortex 
Previously Proposed Organizational Schemes 
 While a vast number of individual cognitive functions have been attributed 
to the frontal lobes, the existence of a unifying organizational framework that 
provides a scaffold for frontal cortex remains unresolved. Previous research 
points to a significant role for the integration of cognitive processes and motor 
planning (Wallis and Miller, 2003; Badre et al., 2010), although this may be 
restricted to caudal frontal cortex only (see dorsal premotor and pre-premotor 
from Badre et al., 2010). Research into how frontal cortices are hierarchically 
organized points to a rostro-caudal axis of increasing abstraction and 
implementation of more complex rule structures toward the rostral end (Koechlin 
et al., 2003; Devlin et al., 2003; Badre and D’Esposito, 2007; Badre, 2008). In 
this theory of frontal cognitive function, caudal portions of frontal cortex 
processes motor output depending upon more abstract signals from episodic 
memory or contextual information that cascades from more rostral portions of 
frontal cortex. All studies of the hierarchical control model of frontal cortical 
function use visual stimuli, with one notable exception that analyzed auditory and 
visual effects on verbal WM (Crottaz-Herbette, Anagnoson and Menon, 2003).  
 Significant portions of frontal cortex have also been parceled into 
language and so-call ‘multiple demand’ or ‘domain general’ regions that 
contribute to different cognitive processes (Fedorenko, Duncan and Kanwisher, 




research have shown that caudal and ventral portions of frontal cortex are 
strongly recruited for speech processes (e.g. Bohland and Guenther, 2006), the 
dominant hypothesis of anterior frontal cortical function is that it is insensitive to 
stimulus modality. However, these studies typically utilize group-level analyses 
that may blur the fine areal distinctions between sensory-biased frontal cortex. 
While previously observed auditory regions appear to overlap with language 
regions and visual regions appear to overlap with ‘multiple demand’ regions 
(Fedorenko et al., 2013; Blank et al., 2014), it is unclear how these regions 
overlap at the individual subject level. When analyzed for each subject 
individually, language areas may overlap with auditory-biased regions or may 
show only partial overlap – suggesting a gradient from auditory-biased regions to 
language regions. In addition, visual-biased regions may show partial overlap or 
entirely colocalize with ‘multiple demand’ regions. 
 
Evidence for Sensory-biased Cognition across Cortex 
 The degree to which the frontal lobes conduct cognitive processing that is 
sensory modality-specific remains a debated issue in neuroscience. Sensory-
biased cognitive processing specifically refers to the recruitment of a brain region 
for one modality over another modality in a cognitive paradigm (e.g. auditory vs. 
visual working memory). This is different than the sensory-bias elicited by visual 
or auditory stimuli alone, for example, that recruit primary visual or auditory 




that the frontal lobes are either insensitive to sensory-modality (Lewis et al., 
2000; Johnson and Zatore, 2006; Ivanoff et al., 2009; Karabanov et al., 2009; 
Tark and Curtis, 2009; Tombu et al., 2011; Braga et al., 2013) or show evidence 
of bias for a single modality (Crottaz-Herbrette et al., 2004; Jantzen et al., 2005; 
Rämä and Courtney, 2005; Salmi et al., 2007). However, several recent studies 
detail a more complicated pictures of frontal lobe function and sensory-bias. Non-
human primate studies support the idea that sensory-biased structures exist in 
the frontal lobes and conduct sensory-specific processes for higher order 
cognitive functions (Barbas and Mesalum, 1981; Petrides and Pandya, 1999; 
Romanski and Goldman-Rakic, 2002; Romanksi 2007, 2012; Yeterian et al, 
2012). Michalka et al. (2015) was the first study to show that four bilateral 
interleaved regions in caudal portions of human frontal cortex possess a bias for 
recruitment in auditory or visual sustained attention. These regions, in order of 
most dorsal to most ventral, were: superior precentral sulcus (sPCS), transverse 
gyrus intersecting the precentral sulcus (tgPCS), inferior precentral sulcus (iPCS) 
and caudal inferior frontal sulcus (cIFS). Resting-state functional connectivity 
(rsFC) analyses revealed that these regions clustered into separate modality-
biased networks. The existence of these four frontal regions was replicated by 
Noyce et al. (2017), however there an auditory/visual working memory (WM) 
paradigm was used to localize modality-biased WM recruitment of these regions. 
These studies were some of the first to show such fine-scale organization of 




 Numerous studies point to multi-sensory structures in lateral frontal cortex 
that are recruited for various WM paradigms (Duncan and Owen, 2000; Postle et 
al., 2000; Hautzel et al., 2002; Duncan, 2010; Fedorenko et al., 2013) or for 
multi-sensory perception (see Driver and Noesselt, 2008 for review). Again, 
these studies rely almost exclusively on group-level analyses – raising the 
question of whether, when analyzed at the individual subject level, multi-sensory 
and recently characterized sensory-biased structures abut, overlap or colocalize. 
The topography of sPCS, tgPCS, iPCS and cIFS leaves ample cortical real 
estate for multi-sensory regions. While sPCS, tgPCS and iPCS are relatively 
tightly linked, there is substantial cortex between iPCS and cIFS. These regions 
are also restricted to caudolateral frontal cortex and the topography of sensory-
biased cortex in individual anterior frontal cortex remains to be investigated. 
 
Sensory-biasing as an Organizational Scheme 
 In contrast to frontal cortex, posterior primary sensory regions and 
adjacent cortex are known to possess strong biases for one sensory modality 
over another (Wallace, Ramachandran and Stein, 2004; Johnson and Zatorre, 
2005). Primary auditory temporal cortex has been well described by tonotopic 
mapping experiments (Wessinger et al., 1997; Langers et al., 2007; Moerel, De 
Martino and Formisano, 2014; Schönwiesner et al., 2015) and shows frequency-
dependent encoding of auditory signals. Visual experiments have described the 




regions across occipital and intraparietal cortices (Sereno et al, 1995; Swisher et 
al. 2007; Kastner et al., 2007; Konen and Kastner, 2008; Mackey et al., 2017). 
Several early papers used fMRI to demonstrate somatotopy in somatosensory 
cortex (e.g. Grafton et al., 1991; Rao et al, 1993; Stippich et al., 1999) on the 
postcentral gyrus and relatively recent work has extended this mapping to the 
postcentral sulcus using a full body air puff system (Huang et al., 2012). The 
success of topographically mapping these canonical sensory-biased regions 
suggests that this approach might prove fruitful for mapping the remainder of 
human cortex. The results of Michalka et al. (2015) and Noyce et al. (2017) 
speak to this directly.  
One key aspect of the many retinotopic mapping studies is the focus on 
individual subject analysis on a small number of subjects (e.g. DeYeo et al., 
2007; Tootell et al., 1997; Hansen et al., 2007; Swisher et al. 2007; Heinzle et al., 
2011; Mackey et al., 2017). In contrast, many studies of frontal cortex rely on 
group-level analyses to provide the statistical power to detect task-evoked fMRI 
responses with small effect sizes. Mayer et al., (2017) found that upwards of 30 
subjects were needed to localize auditory- and visual-biased regions with a multi-
modal Stroop task. One challenge of this reliance on group-level statistics is the 
spatial blurring that occurs when resampling individual data to a common 
template space. However, work within our laboratory borrows common 
procedures from retinotopic mapping studies that very carefully localize each 




al, 2015, 2016; Noyce et al., 2017). Individual subject analyses will be used for all 
studies within this dissertation.  
  
Impact of Sensory-biased Mapping 
Due to the perception of frontal cortex as the top of the cognitive 
hierarchy, much attention has been paid to multi-sensory integration and/or 
perceptual facilitation (see Driver and Noesselt, 2008 for review). As previously 
mentioned, studies of sensory-biased regions in frontal cortex have primarily 
focused on a single sensory modality. Comparatively little attention has been 
paid to comparative analysis of sensory-biased recruitment during higher order 
cognitive tasks. In addition, the reliance on group analyses rather than individual 
cortical cartography could result in numerous regions being overlooked due to 
substantial differences in cortical folding patterns across subjects, inaccuracy in 
registration schemes and the variability of underlying functional networks 
(Mueller et al., 2013). Individual subject-based analysis of sensory-biased 
attention and working memory tasks seems well positioned to address some of 
these shortcomings in the field. 
 
Data Mining of Large Public Neuroscience Datasets 
In recent years, a push towards greater openness, scientific rigor and 
reproducibility has begun in neuroscience (Poldrack et al, 2017; Nichols et al., 




emerged, including large repositories of unprocessed t-fMRI data such as 
openNEURO (https://openneuro.org/), statistical parametric maps of highly 
processed data such as NeuroVault (https://www.neurovault.org/) or mixed 
processed and unprocessed multimodal data such as the Human Connectome 
Project (HCP; https://humanconnectome.org). Given that neuroimaging data is 
digital by nature, these resources have revolutionized the way in which research 
questions are formulated. The statistical power afforded by the typically small 
sample sizes of most neuroimaging studies is often inadequate to detect the 
effects of interest (Button et al., 2013; Poldrack et al., 2017), leading to a ‘crisis of 
reproducibility’ in human neuroimaging. Several methodological considerations 
have also come to light in recent years that show t-fMRI data to suffer from 
increase false positive rates than previously thought (Ionnidis, 2005; Eklund et 
al., 2016). Large, public datasets address many of the issues raised by these 
publications. Laboratories without the resources to acquire thousands of subject 
datasets can now download these for free, processes them according to 
published, sharable and reproducible means and disseminate their results on the 
same platform where they acquired the data (e.g. BALSA: Brain Analysis Library 
of Spatial Maps and Atlases; www.balsa.wustl.edu). Mining these databases can 
provide a means with which to validate in-lab, small N datasets with much larger 
sample sizes. In chapter 2, we will mine resting-state fMRI data from 469 
subjects of the HCP dataset using probabilistic ROIs defined from a N = 9 study 




reveals additional candidate brain regions for future task-based investigation in 
our laboratory.  
 
 ‘Connectome Fingerprinting’ and Prior Work 
It has been suggested that each functionally distinct region of the cerebral 
cortex may have a unique pattern of connectivity to other regions of the brain 
(Passingham et al., 2002; Mars, Passingham and Jbabdi, 2018). This pattern of 
connections is referred to as a cortical region’s ‘connectivity fingerprint’ and can 
be exploited to identify and specifically localize an individual’s unique pattern of 
functional organization using structural or functional connectivity (Saygin, Osher 
et al., 2011; Osher et al., 2016; Tavor et al., 2016; Smittenaar et al., 2017; Wang 
et al., 2017; Parker Jones et al., 2017). First introduced by Saygin et al. (2011), 
‘connectome fingerprinting’ (CF) is a regression-based modelling technique that 
conceptualizes a subject’s individual task activation pattern as a standard 
multiple linear regression problem in which connectivity profiles are used to 
calculate predicted activation values. It combines task evoked fMRI, connectivity 
and machine learning to estimate a subject’s own task activation from only their 
unique profile of connectivity (connectome) and trained regression model 
coefficients. These trained models represent a compressed linking function 
(regression model coefficients) explaining the relationship between task 




Prior CF analyses have employed structural (Saygin et al., 2011; Osher et 
al., 2016; Wang et al., 2017; Smittenaar et al., 2017) and functional (Tavor et al, 
2016; Parker Jones et al., 2017) connectivity on a variety to tasks. Saygin et al. 
(2011) first applied this technique to predict face-selective fusiform face area 
before expanding it to additional visual categories (Osher et al., 2016). Similar to 
Saygin et al. (2011) and Osher et al. (2016), Wang et al. (2017) used diffusion-
based structural connectivity. Their efforts showed that ‘connectome 
fingerprinting’ could be applied to subcortical regions responsive to reward 
processes. Tavor et al. (2016) were the first to apply this technique to functional 
connectivity. Using data from the HCP, they predicted a wide array of different 
tasks ranging from working memory and language to gambling and social 
cognition. Collectively, this body of prior work indicates ‘connectome 
fingerprinting’ to be a powerful and flexible technique with wide ranging 
applications to basic neuroscience and clinical research. Indeed, two previous 
publications have applied ‘connectome fingerprinting’ to clinical populations: 
comparative prediction of sighted and blind populations (Wang et al., 2016) and 
pre-surgical language mapping (Parker Jones et al., 2017). Despite its promise, 
the application ‘connectome fingerprinting’ is in its infancy and significant 





Organization of Dissertation 
 The overarching goals of this dissertation are to 1) replicate and expand 
current sensory-biased frontal networks using a large dataset, 2) attempt to 
leverage information from these sensory-biased networks, along with machine 
learning techniques, to predict sensory-biased structures in individual subjects 
and 3) extend the current cortical map of sensory-biased regions to the tactile 
domain and investigate combined auditory, visual and tactile recruitment. The 
next four chapters of this dissertation are organized into three chapters that 
individually present different research experiments and a final chapter that 
summarizes these findings and makes several suggestions for future work. 
Chapters 2 and 3 were previously published as Tobyne et al. (2017) and Tobyne 
et al. (2018), respectively, and, as such, are formatted as research journal 
submissions. All chapters include a brief introduction and review of relevant 
literature, presentation of methods used in each study and a discussion of the 
findings’ relevance for the field.  
 Chapter 2 focusses on using rsFC to replicating and extending the 
topography and network structure of previously shown bilateral interleaved 
regions in frontal cortex (Tobyne et al., 2017). Previously, visual-biased sPCS 
and iPCS showed strong functional connectivity to posterior visual-biased cortex 
and weak functional connectivity to posterior auditory cortex; while the converse 
was found for auditory-biased tgPCS and cIFS. First, we build probabilistic 




HCP to validate the segregated auditory/visual modality-biased network 
architecture. We also use a finer grained analysis of caudolateral frontal cortex to 
validate the interleaved spatial arrangement of these ROIs. Working under the 
hypothesis that mapping sensory biases in frontal cortex could reveal additional 
areas with a baseline preference for sensory modality, we also conduct an 
analysis of differential functional connectivity to canonically sensory-biased 
auditory temporal and visual parietal cortices in an effort to discover additional 
sensory-biased regions not previously observed. 
 Chapter 3 further develops CF and applies it to predict the location and 
magnitude of lateral frontal cortical recruitment on an individual subject in task-
based fMRI (Tobyne et al., 2018). We apply this technique to the core sensory-
biased regions from Michalka et al. (2015) with the hypothesis that the specific 
location of sensory-biased sPCS, tgPCS, iPCS and cIFS can be jointly predicted 
based upon differences in their connectivity. We test whether an individual’s 
connectivity profile conveys an advantage to predicting their brain regions. Our 
findings also detailed several methodological considerations that led to increased 
prediction accuracy and best practices for connectome fingerprinting.  
 In Chapter 4 we detail an fMRI task of auditory, visual and tactile WM 
designed to replicate and extend previously published auditory- and visual-
biased WM results to a third sensory modality. Results from this task increase 
the total number of sensory-biased working memory regions to 17 bilateral 




fMRI and hierarchical cluster analysis revealed that these regions segregate into 
different functional networks based upon seed-to-seed functional connectivity. 
When auditory-, visual- and tactile-biased WM were analyzed jointly within each  
individual subject, additional distinct multi-sensory regions recruited for all three 
WM modalities were found. Analyses combining sensory-biased and multi-
sensory suggest that portions of visual-biased regions can be recruited in a multi-
sensory manner.  
 The final chapter provides a summary of the entire set of results and a 
summary of how these findings impact the field. To conclude, several directions 
for future work are considered – including extending these results to additional 
task paradigms, comparison alongside alternative organization schemes and 





CHAPTER TWO: SENSORY-BIASED ATTENTION NETWORKS IN HUMAN 




 The degree to which human frontal cortex conducts sensory modality-
specific processing remains a controversial issue in neuroscience. Non-human 
primate research suggests that several areas within dorsal and ventral 
subdivisions of lateral frontal cortex exhibit a preferred sensory modality (Barbas 
and Mesalum, 1981; Petrides and Pandya, 1999; Romanski 2007, 2012; 
Romanski and Goldman-Rakic, 2002; Yeterian et al., 2012). On the other hand, 
human-based functional MRI (fMRI) studies of visual and auditory sensory 
processing in lateral frontal cortex (LFC) typically report either a relative lack of 
sensitivity to sensory modality (Lewis et al., 2000; Johnson and Zatorre, 2006; 
Ivanoff et al., 200i; Karabanov et al., 2009; Tark and Curtis, 2009; Tombu et al., 
2011; Braga et al., 2013) or a bias for a single sensory modality (Crottaz0-
Herbette et al., 2004; Jantzen et al., 2005; Rämä and Courtney, 2005; Salmi et 
al., 2007). However, consistent with non-human primate studies, two recent 
human fMRI studies (Michalka et al., 2015; Mayer et al., 2017) and one study 
combining functional and structural connectivity (Braga et al., 2017) found that 
																																																								
1 This work was previously published as Tobyne SM, Osher DE, Michalka SW and Somers DC 
(2017). Sensory-biased attention networks in human lateral frontal cortex revealed by intrinsic 




distinct regions of LFC exhibit strong biases for vision or audition. Another study 
also reported sensitivity to sensory modality within LFC (Tamber-Rosenau et al., 
2013). 
 Using a task-based fMRI paradigm that controlled for task difficulty and 
stimulus drive, our laboratory previously reported that the contrast of visual 
spatial attention to auditory spatial attention revealed two visual-biased regions 
interleaved with two auditory-biased regions in lateral frontal cortex (Michalka et 
al., 2015). These four regions are located along the precentral sulcus and inferior 
frontal sulcus (Figure 2.1); from dorsal to ventral, these regions are: superior 
precentral sulcus (sPCS), transverse gyrus intersecting the precentral sulcus 
(tgPCS), inferior precentral sulcus (iPCS) and caudal inferior frontal sulcus 
(cIFS). sPCS and iPCS are visual-biased and tgPCS and cIFS are auditory-
biased (Figure 2.1A). In posterior cortical regions, this contrast of sensory 
attention modalities also revealed visual-biased activation along the intraparietal 
sulcus and transverse occipital sulcus (IPS/TOS) and auditory-biased activation 
in superior temporal gyrus and sulcus (STG/S) (Figure 2.1A). This study also 
demonstrated, using resting-state functional connectivity, that the frontal and 
posterior areas segregated into two sensory-biased networks: a visual-biased 
network, consisting of sPCS, iPCS and IPS/TOS and an auditory-biased network, 






Figure 2.1: Visual Auditory Sustained Attention Results from Michalka et al (2015). (A) 
Task-based fMRI contrast of visual vs. auditory spatial attention (VASA) from a representative 
individual subject. (B) Summary of group rsFC results from Michalka et al. (2015). 
 
 The Michalka et al. (2015) study successfully employed individual subject 
analysis to localize small, neighboring, functionally differentiated regions. Such 
regions can be challenging to identify with group averaging techniques. The 
individual subject approach to cortical mapping has previously proven effect in 
human visual neuroscience, but commonly employs only a small number of 
subjects (e.g. DeYeo et al., 1996; Tootell et al., 1997; Hansen et al., 2007; 
Swisher et al., 2007; Heinzle et al., 2011). Even though this approach revealed 
all eight bilateral ROIs in 90%, Michalka et al. (2015) has been critiqued due to 




location of these sensory-biased LFC regions was, on average, 87% of the radial 
width of the ROIs – thus the anatomical blurring inherent in group-average 
analyses could mask the existence of these areas even in larger N studies. In 
order to demonstrate the rigor and generality of these observations, and in light 
of recent publications detailing the challenges of reproducibility in neuroimaging 
(Poldrack et al., 2017), we seek to reproduce these laboratory-specific findings 
with a much larger sample size. Specifically, we define probabilistic ROIs based 
on task-based fMRI in a small number (N = 9) of individual subject and apply 
these ROIs to examine resting-state functional connectivity patterns in a large (N 
= 469) publicly available dataset from the Human Connectome Project (HCP) 
(Smither et al., 2013; Van Essen et al., 2013). Resting-state functional 
connectivity (rsFC) can be a powerful technique for identifying functional brain 
networks (e.g. Biswal et al., 1995; Power et al., 2014; Yeo et al., 2011; Glasser et 
al., 2016), and here we use this approach to examine sensory-based attention 
networks in lateral frontal cortex. 
 Our analyses reproduce our previously finding of a bilateral pattern of four 
interleaved later frontal lobe regions in a large dataset. The large N of this study 
afforded the power to make new observations; we identify five additional bilateral 
regions in LFC that exhibit selective functional connectivity to visual or auditory 
sensory-biased attention networks. The identification of these regions suggests 
that the influence of sensory modality may extend more anteriorly across LFC 






 Two separate datasets were used for this work: 1) visual vs. auditory 
spatial attention (VASA) task fMRI (t-fMRI) data and resting-state fMRI (rs-fMRI) 
data from 9 healthy individuals previously published in Michalka et al. (2015), 
hereafter referred to as VASA9, and 2) rs-fMRI data from 469 subjects of the 
publicly available HCP dataset (www.humanconnectome.org; Van Essen et al., 
2013) and supported by the WU-Minn HCP Consortium, hereafter referred to as 
HCP469. The respective Institutional Review Boards of Boston University and 
Washington University approved all experimental procedures. All subjects 
provided written informed consent in accordance with the guidelines set by each 
institution. The VASA9 subjects consisted of healthy, right-handed, native 
English speakers (mean age 27.6 ± 2.7, range 22-31, 5 females) recruited from 
the Boston University community. The dataset contained structural MRI, t-fMRI 
and rs-fMRI acquisitions. t-fMRI from the VASA9 dataset was used to create 
regions of interest (ROIs) from the observed lateral frontal, temporal and parietal 
sensory-biased attention regions. The HCP469 dataset was used for replication 
and extension of the Michalka et al. (2015) intrinsic functional connectivity results 
and novel large-scale characterization of lateral frontal sensory-biased attention 
networks. rs-fMRI and anatomical cortical surface reconstruction data from the 
HCP ‘S500’ release dataset were used for this study. See Van Essen et al. 




release, only subjects that possessed at least one pair of left-to-right and right-to-
left phase encoded rs-fMRI acquisitions were included. Subjects that exceeded a 
priori motion thresholds of 1.5 mm total displacement or 0.5 mm mean framewise 
displace (FD) were excluded from the study. Timepoints with FD over 0.5 mm 
were classified as spikes in movement and subjects with greater than 5% of 
timepoints categorized as spikes were also excluded. Exclusion of subjects 
according to these criteria resulted in a sample size of 469 subjects. 
 
Magnetic Resonance Image Acquisition 
 The VASA9 dataset was acquired at the Center for Brain Science 
Neuroimaging Facility at Harvard University using a 3-Tesla Siemens Tim Trio 
MRI scanner (Siemens, Erlangen, Germany) equipped with a 32-channel phased 
array head coil. t-fMRI and rs-fMRI were acquired with a gradient echo echo-
planar imaging (EPI) sequence sensitive to blood oxygen level dependent 
contrast (repetition time (TR) = 2600, echo time (TE) = 30 ms, flip angle (FA) = 
90°, 42 axial slices, 3 mm slice thickness, in-plane resolution 3.125 x 3.125 mm). 
rs-fMRI acquisitions were 139 or 256 TRs long. Subjects participated in one or 
two runs each and all available data was used. During rs-fMRI acquisitions, 
subjects were instructed to keep their eyes open, maintain fixation on a centrally 
presented cross, allow their mind to wanted and avoid mental activities such as 
counting. Details of the task paradigm are described below. In addition, high-




gradient echo (MPRAGE) structural images were acquired for cortical surface 
reconstruction. 
 The acquisition protocols for the HCP dataset have been detailed 
extensively elsewhere (Barch et al., 2013; Smith et al., 2013; Sotiropoulos et al., 
2013; Van Essen et al., 2013). Briefly, subjects underwent two days of scanning 
on the custom Siemens CONNECTOM Skyra MRI scanner (Siemens, Erlangen, 
Germany) at Washington University in St. Louis. Across the two days of 
scanning, high-resolution (0.7 mm isotropic voxels) T1-weighted multi-echo 
MPRAGE (MEMPRAGE) and T2-weighted sampling perfection with application 
optimized contrasts using different flip angle evolution (SPACE) structural images 
and up to four gradient-echo EPI rs-fMRI sequences (TR = 720 ms, TE = 33.1 
ms, FA = 52°, simultaneous multislice (SMS) factor = 8, 72 slices, 2 mm isotropic 
voxels, 1200 TRs) were acquired. rs-fMRI was acquired in pairs of left-to-right 
and right-to-left phase encoding, one pair on each scan day. Pairs of ‘minimally 
preprocessed’ (MPP; Glasser et al., 2016) plus FMRIB’s ICA-based Xnoiseifier 
(FIX; Griffanti et al., 2014; Salimi-Khorshidi et al., 2014) (MPP+FIX) denoised 
reversed phase encoded rs-fMRI acquisitions were further preprocessed, 
concatenated and used to perform connectivity analyses. 
 
Visual and Auditory Sustained Attention fMRI Task 
 The 9 subjects from the VASA9 dataset each participated in 3 to 6 t-fMRI 




attention (VASA) task. Both visual and auditory stimuli were presented during all 
trials during each block, and the key task manipulation was the attended sensory 
modality. Subjects were instructed to monitor one of four rapid serially presented 
streams of letters and numbers (two auditory, two visual) for any one of for target 
digits (1,2,3 or 4). Subjects attended to only one sensory modality at a time, but 
auditory and visual stimuli were always presented jointly within each trial to 
balance stimulus presentation across trials. The non-relevant streams contained 
only digits to increase the overall difficulty of the task. A visually presented cue 
was presented prior to the task block to direct the subject to the relevant stream 
and responses to target stimuli were recorded by pressing the corresponding key 
on an MRI-safe keypad. Each run consisted of 12 blocks that were evenly 
divided into the six conditions (‘listen left’, ‘listen right’, ‘watch left’, ‘watch right’, 
‘passive’ (sensorimotor control) or ‘fixation’ without the stimuli. Six distractor 
streams (digits 1-6,8,9) were included as flanking stimuli around the covertly 
attended visual locations (3 flankers each) to balance task difficulty in the visual 
attention condition to the auditory attention condition. Each block contained 40 
rapid serial presentations of the 10 stimuli (2 auditory, 2 visual, 6 visual 
distractors) and lasted 26 s. During a sensorimotor control condition, subjects 
were presented with the same four auditory and visual streams, however they 
contained only digits. Subjects were instructed to press each of the four response 






Figure 2.2: Visual Auditory Sustained Attention (VASA) Task. Task schematic for visual 
versus auditory sustained spatial attention (VASA) task, showing examples of (A) attend auditory 
and (B) attend visual conditions. Adapted from Michalka et al. (2015). 
 
Analysis of task-fMRI Data 
 Analysis of the VASA t-fMRI data from the VASA9 dataset was 
carried out in individual native surface space with FreeSurfer’s FS-FAST toolset 
(v.5.0, https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast). Functional runs were 
corrected for head movement, slice-time corrected, intensity normalized, 
resampled onto the subject’s individual reconstructed cortical surfaces using 
trilinear interpolation and spatially smoothed with a 3 mm full-width half-maximum 




were analyzed with a general linear model by fitting each vertex with regressors 
that matched the task conditions.  
HCP469 resting-state data is ‘minimally preprocessed’ (MPP) by the HCP 
prior to being made available to the public (Glasser et al., 2013). This 
preprocessing includes substantial artifact correction (gradient nonlinearity 
correction, motion correction, EPI distortion correction), as well as independent 
component-based automated temporal denoising with FIX (Griffanti et al., 2014; 
Salimi-Khorshidi et al., 2014), highpass filtering (0.0005 Hz cutoff) and 
registration to MNI152 template space. We used custom MATLAB functions to 
perform additional preprocessing steps on the MPP+FIX HCP rs-fMRI data, 
including (in order): linear interpolation across high-motion timepoints (> 0.5 mm 
FD), application of a fourth-order Butterworth temporal bandpass filter to isolate 
frequencies between 0.009 and 0.08 Hz, temporal denoising and high-motion 
timepoint censoring via deletion. Evidence exists that physiological artifacts still 
exist in MMP+FIX HCP rs-fMRI data (Burgess et al., 2016), however controversy 
still exists in the field in regards to the proper methods for addressing temporal 
noise in the rs-fMRI data. To this end, we implemented two separate temporal 
denoising procedures for the MPP+FIX HCP data to account for physiological 
artifacts and non-neuronal contributions to the resting-state signal: 1) mean 
‘grayordinate’ signal regression (MGSR; Burgess et al., 2016) and 2) aCompCor 
(Behzadi et al., 2007). For the MGSR pipeline, the average signal across all 




temporal derivative, removed from each grayordinate via multiple regress ion. 
The aCompCor was implemented in MATLAB. Volumetric masks of the white 
matter and ventricles were defined in FreeSurfer. Masks were eroded by two 
voxels to remove any possibility of overlap between the mask and adjacent gray 
matter. The mean rs-fMRI signal was extracted from each mask region and the 
top 5 principal components were identified (10 components total). The mean 
signal extracted from the white matter and ventricles, separately, were also 
included as regressors. These 12 nuisance regressors were removed from each 
cortical vertex’s timeseries via multiple regression. The mean whole-brain global 
signal or the mean ‘grayordinate’ signal (Burgess et al., 2016) were not 
regressed from the time series in the aCompCor pipeline. Following linear 
interpolation, bandpass filtering, temporal denoising and censoring, pairs of 
reverse phase encoded rs-fMRI data acquired on the same day were temporally 
demeaned and concatenated before rsFC analysis were conducted. 
 
Probabilistic Region of Interest Definition and Analysis 
 The VASA study (Michalka et al., 2017) identified four bilateral frontal 
ROIs (two visual-biased and two auditory-biased and two bilateral posterior ROIs 
(one visual-biased and one auditory-biased) in all nine individual subjects. To 
facilitate transfer of the 12 VASA-derived ROIs from the VASA9 dataset (native 
surface space) to the HCP469 dataset (fs_LR_32k surface space), individual 




were thresholded at p < 0.05 (uncorrected), projected to the fsaverage template 
surface via spherical registration and trilinear interpolation (Fischl et al., 1999) 
and then binarized. This uncorrected threshold was chosen to generate larger 
regions that, when summed, would encapsulate the expected variability in 
precise region location across the HCP469 dataset. The probability of any 
surface vertex belonging to any of the 12 regions of interest was calculated by 
quantifying the percentage of the subjects for which auditory- or visual-biased 
activation was present (Figure 2.3). To balance the spatial specificity of each of 
the ROIs with sensitivity to individual subject variability, a vertex inclusion 
threshold of 33% (i.e. 3 out of 9 subjects) was chosen. Vertices with equal 
probability of membership to more than one neighboring ROI were assigned to 
the smaller of the two regions. This process results in 4 frontal (2 auditory, 2 
visual) and 2 posterior (1 auditory, 1 visual) probabilistic regions per hemisphere 
(Figure 2.4A). CIFTI-based fs_LR_32k dense labels corresponding to these ROIs 
are available through the Brain Analysis Library of Spatial Maps and Atlases 
(BALSA) database (Van Essen et al., 2013) at the following address: 
https://balsa.wustl.edu/study/show/GNLx. 
 
Frontal Hull Definition and Analysis 
 In order to further quantify the interleaved spatial arrangement of the four 
frontal regions, a larger all-encompassing lateral frontal ROI was created. For 




frontal regions was first defined upon the surface. This hull was slightly dilated to 
account for remaining inter-subject variability in ROI location. The hull was also 
expanded at the most superior and inferior extents to capture an expected drop 
in connectivity bias outside of the underlying sensory-biased attention regions. 
This space was then split into 21 segments per hemisphere by hand at 
approximately equal distance along the primary axis local to each segment 
(average geodesic width: 5.54 ± 1.79 mm, average area: 170.66 ± 57.5 mm2) 
(Figure 2.7A). This approach facilitated a finer sampling of the general LFC 
region than the larger probabilistic ROI approach allowed, and takes advantage 
of the small voxel size of HCP rs-fMRI data (2 mm isotropic). These hull 
segments were then entered into seed-to-seed rsFC analyses. 
 
Functional Connectivity Analyses 
 The correlation of each probabilistic frontal ROI with the probabilistic 
posterior visual- and auditory-biased ROIs was performed by extracting signal 
from each hemisphere’s IPS/TOS and STG/S ROIs and calculating the Pearson 
correlation coefficient with signal extracted from each of the 8 frontal regions 
shown in Figure 2.5A. This resulted in both ipsilateral and contralateral frontal-
posterior functional connectivity to both the IPS/TOS and STG/S ROIs for each 
frontal ROI for each HCP469 subject. Similarly, to conduct the frontal hull 
analysis, signal was extracted from each of the hull segments and correlated with 




values per segment per hemisphere. All correlation values were normalized 
using Fisher’s r-to-Z transformation prior to aggregation and compared using 
non-parametric paired and unpaired t-tests using FSL’s PALM software (Winkler 
et al., 2014, 2015). Group level mean Z values were converted back to 
correlation coefficients for reporting purposes. 
 
Auditory vs. Visual Correlation Difference Analysis 
 The probabilistic IPS/TOS and STG/S ROIs were used as seeds in a 
correlation difference analysis on individual subjects of the HCP469 dataset in 
order to assess whether additional lateral frontal regions possess differential 
functional connectivity with the sensory-biased attention networks beyond those 
identified by the VASA t-fMRI contrast (Michalka et al., 2015). For each subject, 
the average rs-fMRI signal from ipsilateral STG/S and IPS/TOS ROIs was 
extracted and used to conduct separate vertex-wise rsFC analyses. This analysis 
was performed separately for each hemisphere using ipsilateral ROIs. 
Correlation maps were thresholded at zero to exclude negative correlations 
before subtracting the IPS/TOS correlation map from the STG/S correlation map. 
Thresholding was performed for the dual purpose of minimizing the influence of 
ambiguous negative correlations and to remove anti-correlation with the default 
mode network often reported for rsFC analyses using an IPS seed. Individual 
results were aggregated and a group level comparison was performed using 




sig-flips, cluster extent threshold z = 3.1) (Figure 2.6). The resulting brain maps 
identify regions of significantly greater functional connectivity to ipsilateral STG/S 
or IPS/TOS ROIs. 
Following correction for multiple comparisons, the 2D spatial gradient for 
each vertex of the Cohen’s d effect size map was calculated across the cortex by 
computing the local first spatial derivative using the -cifti-gradient function of the 
HCP’s wb_command software toolset. Local extreme values (min and max) of 
the effect size gradient map were calculated with wb_command’s -cifti-extrema 
function. The probabilistic labels were overlaid on these maps and new ROIs, 
which we refer to as ‘extended network’ ROIs, were manually delineated on the 
surface using the combined information from all three metrics (Cohen’s d, effect 
size gradient map and local extrema of the gradient map) (Figure 2.10) and the 
probabilistic labels (Figure 2.3). Test statistics, significance and average effect 
size for each ROI are reported in Table 2.1. 
 
RESULTS 
Probabilistic ROI Creation 
 Michalka et al. (2015), employing a task that contrasted visual spatial 
attention with auditory spatial attention under equal stimulus conditions (Figure 
2.2), revealed a total of twelve (6 per hemisphere) sensory-biased attention 
regions: sPCS, iPCS and IPS/TOS (visual-biased) and tgPCS, cIFS and STG/S 




9 or 10 subjects. Here, we constructed template space probabilistic maps 
detailing the level of overlap across subjects (N = 9) for each of these 12 ROIs 
based upon the individual task-defined ROI (Figure 2.3). In general, each region 
possessed a core of high overlap (dark red) and a larger surround of 3-subject 
overlap (green). Only right cIFS did not contain any vertices of greater than 5-
subject overlap, indicating high anatomical variability in the location of this ROI 
across subjects. 
 In order to generate ROIs that we could map onto subjects from the HCP 
dataset, we threshold each of the probabilistic maps at 33% (minimum 3-subject 
overlap). The visually-biased ROIs, sPCS and iPCS, were found to be larger in 
the right hemisphere than in the left, while auditory-biased frontal regions, tgPCS 
and cIFS, were found to be large in the left when compared to the right – 
indicating either hemispheric bias in the relative sizes of the region or greater 
anatomical variability in spatial location. These results appear distinct from a 
recent analysis based on the Yeo 17-network parcellation (Yeo et al., 2011), 
which reported that the ‘ventral attention network’ is right lateralized and the 
‘language network’ is left lateralized (Wang et al., 2015). Here, our visual-biased 
ROIs primarily fall in the dorsal attention and cognitive control networks of Yeo et 
al. (2011) / Wang et al. (2015), sparing the ‘ventral attention network,’ and our 
auditory-biased ROIs exhibit very little overlap with the ‘language network’ of Yeo 





Figure 2.3: Subject Overlap Maps for each Region of Interest. Each ROI generated by the 
VASA fMRI task (Michalka et al., 2015), including sPCS, tgPCS, iPCS, cIFS, IPS/TOS and 
STG/S (all bilaterally) were threshold at p < 0.05 (uncorrected), binarized, resampled to the 
surface and summed over subjects. Vertices showing activation for 3 or greater subjects (green 







Figure 2.4: Comparison of Cortical Parcellation and Probabilistic Modality-biased Attention 
ROIs. (A) Yeo et al. (2011) / Wang et al. (2015) ‘language network’ (solid red) is shown for 
comparison with probabilistic lateral frontal auditory-biased attention regions. (B) Yeo et al. (2011) 
/ Wang et al. (2015) ‘ventral attention network’ (solid pink) is displayed for comparison with the 
visual-biased attention network. 
 
Probabilistic ROI Functional Connectivity Analysis 
 Using the probabilistic ROIs defined from the VASA9 dataset, we 
examined rsFC between these ROIs in 469 HCP subjects. Figure 2.5 and Figure 
2.6 display the results for the probabilistic ROI seed-to-seed rsFC analysis for the 
MGSR and aCompCor preprocessing pipelines, respectively. The original within-
subject ROI analysis (Michalka et al., 2015) revealed strong modality-specific 
attention network functional connectivity for visual-biased sPCS and iPCS and 




the HCP469 data set, using probabilistic ROIs defined from the VASA9 subjects, 
identified this same pattern of sensory-specific attention network functional 
connectivity for all eight frontal ROIs (Figures 2.5B and 2.6). Both visual-biased 
attention regions, sPCS and iPCS, in each hemisphere demonstrated 
significantly higher functional connectivity to the posterior visual ROI, IPS/TOS, 
than to the posterior auditory ROI, STG/S (Figures 2.5B and 2.6, Table 2.1). 
Conversely, tgPCS and cIFS in each hemisphere demonstrated significantly 
higher functional connectivity to STG/S than to IPS/TOS. Thus for 469 novel 
subjects, all eight frontal cortical ROIs replicated the bilateral pattern of 
connectivity between frontal sensory-biased attention regions and posterior 
sensory regions originally observed in the 9 subjects of Michalka et al. (2015). 
 We observed complementary hemispheric asymmetries in the functional 
connectivity results. rsFC (within hemisphere) was significantly stronger between 
IPS/TOS and visual-biased sPCS (p < 0.0001, t = 12.63) and iPCS (p < 0.001, t 
= 6.04) in the right hemisphere, compared to the left. Conversely, within-
hemisphere rsFC was significantly stronger between STG/S and auditory-biased 
tgPCS (p < 0.001, t = 8.49) and cIFS (p < 0.0001, t = 10.88) in the left 






Figure 2.5: Seed-to-Seed rsFC Results from the HCP469 Dataset (MGSR Pipeline). (A) 
Probabilistic ROIs are displayed for each hemisphere, colored according to their corresponding 
modality bias predicted by the original dataset (Michalka et al., 2015). (B) Results of seed-to-seed 
rsFC analysis using the probabilistic ROIs revealed a pattern of correlation between the frontal 
and posterior sensory-biased attention regions that strongly replicated the findings of Michalka et 
al. (2015). Individual subject correlations were converted using Fisher’s r-to-Z transformation, 
averaged and converted back to Pearson correlations for reporting. Non-parametric unpaired 







Figure 2.6: Seed-to-Seed rsFC Results from the HCP469 Dataset (aCompCor Pipeline). (A) 
Left and (B) right hemisphere results of seed-to-seed rsFC analysis using the probabilistic ROIs 
revealed a pattern of correlation between the frontal and posterior sensory-biased attention 
regions that mirrors the results of the MGSR pipeline (Figure 2.5B), albeit with the expected 
positive shift in overall correlation magnitude due to preprocessing with aCompCor denoising. 
Individual subject correlations were converted using Fisher’s r-to-Z transformation, averaged and 
converted back to Pearson correlations for reporting. Non-parametric unpaired (within ROIs, 















Table 1.1: Frontal-to-Posterior ROI Connectivity. Individual ROI surface area and Pearson’s r-
values are reported for the correlation of individual visual or auditory probabilistic LFC ROIs with 
the ipsilateral posterior visual- and auditory-biased ROIs. T-statistics (t), significance (p) and 
repeated measures effect sizes (dRM) from paired t-tests are reported for correlation strength 
between frontal and posterior ROIs. Correlation values for individual subjects were converted with 
Fisher’s r-to-Z transformation, averaged and converted back to Pearson correlations for reporting. 
Non-parametric paired t-tests, FWE-corrected, 10000 sign-flips, Holm-Bonferroni corrected. 











(IPS/TOS vs. STG/S) 
r r t p dRM 




 sPCS 585.92 0.12 0.50 30.64 < 0.0001 1.41 






tgPCS 264.03 0.34 0.10 -20.74 < 0.0001 0.96 
cIFS 226.62 0.17 0.11 -4.89 0.0012 0.23 





sPCS 312.99 0.09 0.37 18.64 < 0.0001 0.86 






tgPCS 326.71 0.41 0.14 -19.93 < 0.0001 0.92 
cIFS 254.22 0.29 0.08 -15.44 < 0.0001 0.71 
 
Lateral Frontal Hull Resting-state Functional Connectivity Analysis 
 In order to better quantify the interleaved spatial arrangement of the frontal 
ROIs, we used a set of thin-slice ROIs to examine sensory-biased attention 
network rsFC within LFC at a finer scale. To create these ROIs, the original LFC 
ROIs within each hemisphere were combined into a single convex hull and then 
manually divided into 21 slices, each oriented approximately perpendicular to the 
local axis of the hull (Figure 2.7A). For each thin-slice ROI, seed-to-seed rsFC 
with auditory-biased STG/S and visual-biased IPS/TOS was computed. The 




and the posterior ROIs were subtracted to obtain a measure of sensory-bias per 
segment and dichotomized. The resulting connectivity bias map (shown by slice 
fill colors in Figure 2.7A) demonstrated an interleaved profile of alternating 
visual/auditory biased connectivity along the superior-to-inferior axis of the hull. 
The normalized correlation values for each segment revealed a clearly visible 
alternating sinusoidal pattern of connectivity (Figures 2.7B and 2.8). Paired t-
tests at each segment revealed non-significant differences near curve crossings 
(gray dashed lines), indicating regions of transition between sensory modality. 
Gray shading indicates a likely transition into a visual-biased network region 
anterior to right cIFS that may correspond to a visual-biased region identified in 
the correlation difference analysis (Figure 2.9). Within each hemisphere, the hull 
connectivity profiles to posterior auditory-biased and visual-biased regions were 
negatively correlated (left: r = -0.65, p = 0.0013; right: r = -0.67, p =0.0016). This 
analysis provides a finer-scale demonstration that all eight (four bilateral) 
sensory-biased lateral frontal regions identified in the VASA9 dataset can be 
localized in the novel HCP469 dataset using resting-state, and confirms their 
interleaved organization. This is key confirmation of the Michalka et al. (2015) 







Figure 2.7: Results from the Lateral Frontal Hull rsFC Analysis (MGSR Pipeline). (A) 
Representation of the lateral frontal hull in each hemisphere. Each of the 21 segments are 
colored according to their bias (blue/visual orange/auditory) as shown in panel B. (B) The dorsal-
to-ventral segmental profile of connectivity reveals alternating regions of biased connectivity to 
the posterior IPS/TOS and STG/S sensory-biased regions. Gray dashed lines indicate probable 
areal boundaries based on line crossing. Blue and orange shading indicates standard error of the 
mean. Gray shading indicates a likely transition into a visual-biased region anterior to right cIFS 
at slices 20 and 21. Individual subject correlations were converted using Fisher’s r-to-Z 
transformation, averaged and converted back to Pearson correlations for reporting. Non-







Figure 2.8: Results from the Lateral Frontal Hull rsFC Analysis (aCompCor Pipeline). (A) 
Left and (B) right hemisphere dorsal-to-ventral segmental profile of connectivity revealed 
alternating regions of biased connectivity to the posterior IPS/TOS and STG/S sensory-biased 
regions. This closely mirrors the pattern of results from the MGSR pipeline (Figure 2.7B), with an 
expected upward shift in correlation magnitude. Individual subject correlations were converted 
using Fisher’s r-to-Z transformation, averaged and converted back to Pearson correlations for 
reporting. Non-parametric paired t-tests, FWE-corrected, 10000 sign-flips. 
 
Whole-brain Correlation Difference Analysis 
 The 4 bilateral sensory-biased frontal lobe regions are positioned in 
caudal portions of LFC. Based on prior results, it is not clear if these networks, 
defined on the basis of bias for attended sensory modality, are components of 




more anteriorly within LFC. To examine this question, we conducted a within-
hemisphere vertex-wise correlation difference analysis using signal extracted 
from ipsilateral IPS/TOS and STG/S regions to probe a greater spatial extend of 
LFC for differential connectivity to these sensory-biased posterior regions. 
Whole-brain maps of vertex-wise correlation to each seed were computed, 
negative correlations were set to zero, and the two positive correlation maps 
were subtracted. This analysis directly contrasts correlation from visual-biased 
IPS/TOS and auditory-biased STG/S to localize regions that possess a bias in 
connectivity for either. 
 As expected, the probabilistic visual-biased sPCS and iPCS ROIs aligned 
well with regions exhibiting greater connectivity to IPS/TOS, while auditory-
biased tgPCS and cIFS ROIs aligned well with regions exhibiting greater 
connectivity to STG/S (Figure 2.9). Surprisingly, strong preferences for 
connectivity to IPS/TOS or STG/S extended more anteriorly within bilateral LFC. 
This analysis revealed an extended network of putative visual-biased regions 
(ExtNetVIS) and an extended network of putative auditory-biased regions 
(ExtNetAUD) bilaterally in LFC. ExtNetVIS comprises three large regions per 
hemisphere, while ExtNetAUD comprises two large regions per hemisphere. 
 Each of the probabilistic VASA9 ROIs lay at one end of a large ROI. 
Adjacent to and contiguous with each VASA9 ROI is a secondary region (or 
‘buddy area’) that shares the same rsFC bias in the correlation difference 




the caudal portion of the superior frontal sulcus (cSFS). The inferior branch of the 
precentral sulcus divides into a dorsal segment (iPCSd) that intersects the inferior 
frontal sulcus and corresponds to the iPCS ROI from the VASA9 dataset, and a 
ventral segment (iPCSv) that lies ventral to the inferior frontal sulcus. The 
ExtNetAUD region that encompasses tgPCS extends anteriorly into the caudal 
portion of the middle frontal gyrus (cMFG), while the ExtNetAUD region that 
encompasses cIFS extends rostro-ventrally into the frontal operculum (FO). 
Additionally, a third ExtNetVIS region spans rostral middle frontal gyrus and the 
middle portion of the inferior frontal sulcus (rMFG/midIFS). rMFG/midIFS is not 
contiguous with visual-biased sPCS or iPCS. The ExtNetVIS connectivity is 




Figure 2.9: Group Level Results of the Correlation Difference rsFC Analysis. By directly 
contrasting connectivity to IPS/TOS and STGS probabilistic ROIs, several additional bilateral 
frontal regions with divergent connectivity were revealed. Each prefrontal probabilistic frontal 







Figure 2.10: Correlation Difference Maps used in the Creation of Extended Network 
Regions. (A) t-statistic, (B) FWE-corrected p-value, (C) Cohen’s d effect size and (D) the spatial 
gradient of Cohen’s d effect size were used in conjunction with local extrema of the effect size 
map (not depicted) to manually delineate the extended networks regions (white borders). Maps 
were generated as during the group level correlation difference analysis performed with PALM (p 




 These functional connectivity results suggest that the differential influence 
of sensory-biased network nodes on functional organization within LFC may 
extend more anteriorly that previously reported. Specifically, this analysis 
suggests that cSFS, iPCSv and rMFG/midIFS may exhibit a functional bias 
toward visual cognition, while cMFG and FO may be recruited by auditory 
cognition. These hypotheses could be examined through t-fMRI studies. 
Additionally, these identified region may prove to be useful ROIs for broader 
analyses of lateral frontal cortical function. 
 
DISCUSSION 
 Here, we presented 3 forms of rsFC analyses to investigate sensory-
biased attention networks in LFC. This analysis of 469 subjects from the HCP 
dataset (Smith et al., 2014; Van Essen et al., 2013) confirms and extends our 
previously published results localizing four bilateral lateral frontal attention 
regions that selectively form functional networks with well-established visual or 
auditory regions in posterior cortex (Michalka et al., 2015). We first created 
cortical surface-based probabilistic ROIs from 9 subjects of the original study and 
applied them to 469 HCP subjects. The ROIs were defined from a task-based 
fMRI contrast of visual spatial attention vs. auditory spatial attention (with 
equivalent multi-sensory stimuli across conditions). The posterior seeds were 
used in all three analyses. Seed-to-seed resting-state analysis between the 




connectivity findings of the prior study for all eight (4 areas x 2 hemispheres) 
frontal ROIs (Figures 2.5A and 2.6). To more finely capture the pattern of intrinsic 
connectivity in LFC, we created 21 thin-slice ROIs running along the precentral 
sulcus and inferior frontal sulcus in each hemisphere. Seed-to-seed resting-state 
analysis between these 21 frontal seeds and the 2 posterior seeds within each 
hemisphere revealed alternating patterns of two clear regions with stronger 
connectivity to visual-biased posterior regions and two clear regions with stronger 
connectivity to auditory-biased posterior regions (Figures 2.7A and 2.8). The 
highly negative correlation between these two opposing sinusoidal curves 
indicated that they are nearly antiphase. This finding robustly replicated the 
Michalka et al. (2015) results. Finally, we performed a correlation difference 
vertex-wise to reveal regions that had significantly stronger connectivity with 
either the posterior visual attention or posterior auditory attention seeds. This 
analysis not only nicely captured the 4 bilateral sensory-biased frontal regions 
identified previously, but also revealed an adjacent region (‘buddy area’) for each 
frontal ROI with matching selectivity for visual or auditory sensory-bias. These 4 
additional bilateral regions, along with a fifth bilateral frontal ROI (rMFG/midIFS) 
generally lie anterior to the original 4 bilateral ROIs; this suggests that sensory 
modality-biased attention network membership could shape the functional 
organization of much of lateral frontal cortex. 
 A growing body of research has indicated the utility of characterizing 




and task activation (e.g. Swisher et al., 2007; Thirion et al., 007; Seghier et al., 
2008; Glasser et al., 2016). Analysis of the frontal cortex, especially, can benefit 
from the use of individual subject analyses due to the high degree of variability in 
functional regions between subjects (Mueller et al., 2013). And the coarse degree 
to which frontal cortex has been mapped relative to primary sensory cortices. We 
hypothesized that we could leverage our previous individual-subject results from 
investigating sustained visual/auditory attention to localize these regions in a 
much larger sample where group-level analyses typically obscure relatively 
smaller frontal sub-regions. Our results show that the pattern of alternating visual 
and auditory bias can be reliably found in a large dataset using only a 
probabilistically defined search space and seed-to-seed functional connectivity. 
These techniques illustrate how large datasets can be leveraged to validate and 
extend laboratory results. Given the high costs of fMRI, these approaches 
provide a cost-effective means to demonstrate reproducibility of rsFC network 
findings. The high quality of the HCP dataset also make it an appealing choice 
for these analyses. The large N of the HCP dataset also revealed new findings 
that we could not observe with the original small N study. Although sPCS, tgPCS, 
iPCS and cIFS were robust bilaterally, we did observe complementary patterns of 
hemispheric asymmetry with visual-biased sPCS and iPCS stronger in the right 
hemisphere, in terms of ipsilateral rsFC strength, and auditory-biased tgPCS and 
cIFS more prominent in the left hemisphere. These novel findings may relate to 




processing. For instance, Wang et al. (2015) noted a hemispheric asymmetry in 
the size of ‘language’ (left lateralized) and ‘ventral attention’ (right lateralized) 
networks from the Yeo et al. (2011) 17-network parcellation. However, we note 
that the hemispheric asymmetry presented here arises from regions that are 
distinct from these two networks (Figure 2.4). 
 This work, and the work from our lab preceding it, identified interleaved 
frontal regions with alternating visual or auditory sensory-bias during attention. 
As noted previously, the dominant hypothesis of frontal stimulus processing is 
that anterior frontal cortex is largely insensitive to stimulus modality (e.g. Duncan, 
2010; Duncan & Owen, 2000). Tamber-Rosenau et al. (2013) reported evidence 
for modality sensitivity in posterior LFC using a multivariate analysis approach, 
however their results did not reveal sensory-biases at the level of individual 
ROIs. In contrast to many past studies, our previous work used individual subject 
analyses to reveal the fine-grained pattern of modality bias in LFC (Michalka et 
al, 2015). These techniques provide the sensitivity to localize small, highly 
specialized regions that are spatially variable and obscured by group averaging 
or larger smoothing kernels. The probabilistic ROIs used here were derived from 
individual subject analysis, making it more likely to detect these relatively small 
clusters than group average fMRI or rsFC results. These observations suggest 
that the high degree of inter-subject variability of frontal rsFC (Mueller et al., 
2013) may be why previous human neuroimaging studies employing group 




modality. It is notable that the present results identified these frontal lobe regions 
from resting-state data alone. In contrast, the identification of fine-grained 
functional networks with task fMRI often requires training prior to scanning, 
multiple lengthy and expensive MRI acquisitions and difficult task requirements, 
such as maintaining fixation for extended periods of time or implementing 
complex rule sets. The present results offer an important alternative method for 
identifying brain regions in circumstances where it is difficult or impossible to 
acquire task fMRI data, such as patient populations or in settings where scan 
time is severely limited, such as the hospital setting. 
 Two other recent studies also provide evidence for sensory biased 
networks within LFC. One study used a multisensory Stroop task to identify two 
visual-biased ROIs and one bilateral auditory-biased ROI engaged by this 
cognitive control task (Mayer et al., 2017). In contrast to our own individual 
subject results, the reliable localization of these ROIs required at least 30 
subjects, perhaps due to the use of group analyses in an average template 
space. The Stroop task did not identify the ROIs we refer to as sPCS, tgPCS or 
cIFS – although the regions identified as iFEF appears to partially overlap with 
our iPCS. It is worth noting that the posterior visual and auditory seed in the 
Mayer et al. (2017) study differ substantially from the IPS/TOS and STG/S seeds 
used in our analyses, and this may account for the discrepancies relative to our 
studies. Topographic differences related to using primary sensory or secondary 




fully investigated. The second study used structural connectivity and rsFC 
analyses to propose a dorsal-to-ventral gradient of visual-to-auditory bias in 
frontal cortex (Braga et al., 2017). This study also used seeds that differ 
substantially from those used here and are more similar to that of Mayer et al. 
(2017). Notably their frontal results largely omit the more caudal regions detailed 
here and our results do not appear to identify the most anterior auditory regions 
of Mayer et al. (2017) – thus leaving open the possibility that these results 
coexist. It remains to be investigated whether the differences between studies 
regarding the findings of sensory-biased influences in lateral frontal cortical 
organization are due to the use of group averaging, volumetric smoothing, task 
differences or selection of primary vs. secondary sensory ROIs in rsFC analyses. 
  Results from our final frontal lobe analysis, the correlation difference 
analysis contrasting functional connectivity to posterior visual attention and 
auditory attention seeds, revealed an additional five bilateral lateral frontal lobe 
regions that exhibit selective functional connectivity to the posterior auditory 
attention or posterior visual attention networks. The original four sensory-biased 
frontal lobe regions in each hemisphere were found to each have an adjacent 
region (‘buddy area’) that exhibited a similar pattern of functional connectivity 
with sensory-biased posterior attention regions. In the ExtNetVIS, caudal superior 
frontal sulcus (cSFS) lies anterior to sPCS and iPCSv lies in the ventral segment 
of the inferior precentral sulcus beneath the iPCS (or iPCSd) ROI defined from 




anterior to tgPCS and the frontal operculum (FO) lies anterior and ventral to 
cIFS. The fifth region, rMFG/midIFS, exhibits a somewhat weaker connectivity 
bias (toward the visual attention network) than observed in the four ‘buddy 
areas.’ This could reflect a reduced influence of sensory-biased attention and/or 
greater individual anatomical variability in the location of this region. It is 
important to note that these five bilateral regions were identified here via resting-
state functional connectivity only. Our findings suggest that the influence of 
sensory modality on functional organization may extend across much of LFC. 
Alternatively, these regions could reflect the influence of other cognitive biases 
that happen to co-localize with the posterior seed regions (IPS/TOS and STG/S), 
which were defined by preference for sensory attention modality. Therefore, it will 
be critical to further examine these regions using task-based fMRI. 
Comparison of the location of these new regions to prior studies that did 
not examine sensory-bias can indicate some of the functional expectations for 
these regions. Several visual attention and visual working memory fMRI studies 
reveal activation patterns that appear to approximately correspond to all three 
LFC regions of the ExtNetVIS (e.g. Hagler and Sereno 2006; Srimal and Curtis 
2008; Szczepanski et al., 2010; Brissenden et al., 2016); notably, activation 
patterns are often larger than the VASA9 sPCS and iPCS ROIs. In the auditory-
biased network (ExtNetAUD) we identified a bilateral region that extends into 
caudal middle frontal gyrus (cMFG) and a second bilateral region in the frontal 




recruited during a story comprehension task (Barch et al., 2013; Glasser et al., 
2016) included in the HCP dataset, therefore suggesting a progression from 
auditory attention in the caudal regions to language processing in these more 
rostral regions. We note that our findings are more strongly bilateral than typical 
reports of language associated regions. 
A recent study employed HCP data to produce a novel parcellation of all 
of the cerebral cortex (Glasser et al., 2016). This study combined resting-state, 
task, and structural data in a highly sophisticated computational framework and 
may have a profound impact on our understanding of the functional organization 
of the human cerebral cortex. One LFC region highlighted in this analysis, named 
‘area 55b,’ lies near our previously identified tgPCS and was shown to differ from 
adjacent dorsal and ventral regions on the basis of language task activation, 
estimated myelination, and patterns of resting-state functional connectivity. Given 
the clear relevance of this study to our findings, we have examined the 
relationship between our sensory-biased LFC regions and regions from the 
HCP’s Multi-Modal Parcellation (MMP).  We found good alignment between our 
original four bilateral LFC regions and specific parcels of the MMP (Figure 2.11). 
The degree of correspondence (Jaccard Index) between our probabilistic ROIs 
and any overlapping parcel of the MMP is quantified in Table 2.1. There is partial 
alignment between tgPCS and area 55b; the dorsal and ventral boundaries 
tightly align, but the center of tgPCS lies posterior to the center of area 55b. Area 




caudal MFG (cMFG). Given the use of a language task in creation of the MMP, 
we conjecture that this anterior region emphasizes language function (at least in 
the left hemisphere), while the more posterior portion, our original bilateral 
tgPCS, emphasizes auditory function independent of language function. That is, 
we interpret our results as providing initial evidence for functional sub-regions 
within the larger ‘area 55b’ parcel quantified in Glasser et al. (2016). Alternately, 
there could be a rostral-to-caudal gradient of functionality within ‘area 55b’ (see 
Glasser et al., 2016, Supplement 3, Supplemental Figure 18). These hypotheses 
should be investigated through appropriate task and connectivity studies. It is 
important to note that our use of a probabilistic ROI enforces a hard boundary 
within the MMP area termed ‘55b’ (Figure 2.11) and future work will need to 
determine whether there are indeed functionally-specific sub-regions or a more 
gradual gradient of function along the anterior-to-posterior axis within ‘55b’ (see 
Glasser et al., 2016, Supplement 3, Figure 18). Further investigation of how 
sensory-biased attention networks overlap with cortical myelination patterns 
(Glasser et al. 2011, 2014) and structural connectivity profiles, modalities that are 







Figure 2.11: Spatial Relationship Between HCP’s Multi-Modal Parcellation (MMP) and 
Probabilistic Labels. To visualize the overlap between our results and the MMP parcellation 
(Glasser et al., 2016), probabilistic ROIs generated from the VASA study (Michalka et al., 2015) 
were mapped from the fsaverage surface to the fs_LR_32k surface using pre-calculated surface 
registration. 
 
Several organizing principles have been suggested for frontal cortex, 
however no dominant theory has yet emerged. It is possible that the visual-
biased network may merge into what is referred to as the ‘multiple-demand’ 
network (Fedorenko et al., 2013; Fedorenko 2014), although sPCS and iPCS 
exhibit a strong bias for the attended sensory modality and thus fail to meet the 
strong definition of domain-general cortex. Another prominent view of lateral 
frontal cortical organization is that there is a rostral-caudal gradient of 
hierarchical processing (Koechlin et al., 2003; Badre 2008; Badre and D'Esposito 
2009). Although our findings do not directly address hierarchical organization, the 




three related hypotheses. Hierarchical organization might proceed in parallel in 
the two sensory-biased attention networks, presumably merging in more rostral 
structures that are insensitive to sensory modality. Another possibility is that the 
hierarchical organization previously reported might be restricted to only one of 
these networks; the visual-biased network appears to be the more likely 
candidate. Alternately, hierarchical organization may be independent of these 
sensory-biased networks, reflecting a complex multiplexed organization of LFC. 
The degree to which these organizing principles coexist, and overlap with 
sensory-biased regions of LFC remains to be investigated. 
Our prior work (Michalka et al., 2015) suggests yet another organization 
framework for LFC: spatial vs. temporal processing. The ‘domain recruitment 
hypothesis’ (Michalka et al., 2015), an extension of the modality appropriateness 
hypothesis (Welch and Warren 1980), suggests that visual-biased cortical 
regions excel at spatial processing and auditory-biased cortical regions excel at 
temporal processing. Moreover, these regions may be recruited based upon task 
demands, rather solely by specific modalities. The Michalka et al. (2015) study 
reported key evidence in support of the domain recruitment hypothesis: a purely 
auditory task with high spatial demands recruited visually-biased sPCS and iPCS 
(relative to a matched auditory temporal task) and a purely visual task with high 
temporal demands recruited auditory-biased tgPCS and cIFS (relative to a 
matched visual spatial task). These findings indicated that both sensory modality 




organization for sPCS, iPCS, tgPCS, and cIFS. The relative influence of sensory 
modality and information domain on the organization of more anterior frontal 
regions is a question that awaits further investigation.   
 
CONCLUSION 
 The series of functional connectivity studies presented here 
confirmed and extend our previous report of regions within lateral frontal cortex 
that are selectively recruited during modality-biased attention, and belong to 
differentiable cortical networks supporting attention to visual or auditory stimuli. 
We established the interleaved pattern of four bilateral sensory-biased attention 
regions using only probabilistic ROIs and functional connectivity. Furthermore, 
we provided evidence for additional frontal cortex regions that are selectively 
connected to parietal visual-biased or temporal auditor-biased attention regions. 
The existence of additional modality-biased cortex in more anterior regions of 
frontal cortex suggests that sensory modality may provide a fundamental 
framework for structuring frontal cortical information processing. Future studies 
should investigate these areas more fully with task fMRI studies. It will be 
important to compare and contrast frontal cortical sensory-biased regions for 





CHAPTER THREE: PREDICTION OF INDIVIDUALIZED TASK ACTIVATION IN 




 A central challenge for cognitive neuroscience is to determine the 
functional organization of human frontal cortex (e.g., Petrides and Pandya, 
1995). Task-based fMRI approaches and other techniques have yielded 
considerable insights (e.g., Koechlin et al., 2003; Astafiev et al., 2003; Badre, 
2008; Fedorenko et al., 2013; Sallet et al., 2013; Nee & D’Esposito, 2016), but 
many issues remain unresolved. Recent work has demonstrated that an 
individual’s unique pattern of functional or structural brain connectivity offers an 
alternative means to localize functional organization in individuals (Saygin, Osher 
et al., 2011; Osher et al., 2016; Tavor et al., 2016; Smittenaar et al., 2017; Wang 
et al., 2017; Parker Jones et al., 2017). Findings from our laboratory (Michalka et 
al., 2015; Tobyne et al., 2017) revealed multiple visual-selective and auditory-
selective lateral frontal cortical areas that are nodes of separate whole-brain 
sensory modality-selective resting-state networks (Figure 3.1C). Here, we 
																																																								
2 This work was previously published as Tobyne SM, Somers DC, Brissenden JA, Michalka SW, 
Noyce AN and Osher DE (2018). Prediction of Individualized Task Activation in Sensory Modality-





examine the utility of functional connectivity patterns in predicting the precise 
functional organization of sensory-selective regions within frontal cortex. 
 Although sensory processing is typically considered to be restricted to 
posterior portions of the cerebral cortex, recent MRI studies demonstrate that 
specific influences of the visual and auditory sensory modalities extend to 
multiple regions of lateral frontal cortex (LFC) in humans (Michalka et al., 2015; 
Braga et al., 2017b; Mayer et al, 2017; Noyce et al., 2017; Tobyne et al., 2017). 
This focus on sensory modality selectivity complements a broad range of other 
approaches to understanding the functional organization of human LFC.  
Multiple sensory-selective regions in LFC were observed by Michalka et al. 
(2015) by contrasting sustained attention to visual or auditory stimuli. This 
revealed two visual-selective regions (superior and inferior precentral sulcus; 
sPCS and iPCS) interleaved with two auditory-selective regions (transverse 
gyrus intersecting the precentral sulcus and caudal inferior frontal sulcus; tgPCS 
and cIFS), in each hemisphere of LFC (Figure 3.1A). Noyce et al. (2017) 
replicated these findings using a visual/auditory working memory (VAWM) 
paradigm. Accurate identification of these small, neighboring regions critically 
relies on individual subject analysis; while group-averaging methods obscure 
these regions (Figure 3.1B), all 8 regions were identified in 90% of individual 






Figure 3.1: Sensory Modality-biased Attention Regions in Lateral Frontal Cortex. As 
described in Michalka et al. (2015); Noyce et al. (2017) and Tobyne et al. (2017). (A) Three 
representative subjects from Michalka et al. (2015). Within LFC, two visual-biased regions, sPCS 
and iPCS, are interleaved with two auditory-biased regions, tgPCS and cIFS, bilaterally. The four 
regions (attend visual / cool colors or attend auditory / hot colors) were observed bilaterally in 
90% of individual subjects. (B) Group averaging of auditory vs. visual attention results from 
Michalka et al. (2015) obscured these regions, due to inter-subject anatomical variation. Group 
level (N = 9) analysis revealed only a single modality-biased region left in each hemisphere 
(tgPCS in left hemisphere; sPCS in right hemisphere). Only at the individual subject level were all 
four regions regularly identified (visualized here at p < 0.05, uncorrected). (C) Analysis of resting-
state data revealed that the LFC regions for modality-biased functional networks with posterior 
visual (IPS/TOS or posterior auditory (STG/S) attention regions.  
 
 Efforts to parcellate human frontal lobe are constrained by the fact that 
distinct regions are small and their precise location varies across individuals. 
Functional MRI-based (fMRI) methods also face the challenge that frontal lobe 
activation requires performance of highly demanding cognitive tasks and 
acquisition of large amounts of functional data per subject, due to low signal 
amplitude. The approach of collecting exceedingly large amounts of data on 




(Laumann et al., 2015; Braga et al., 2017a; Gordon et al., 2017). Despite the 
power and promise of these and other individual subject analyses (e.g. Michalka 
et al., 2013; Noyce et al., 2017), ‘deep sampling’ methods are cost prohibitive 
and their applicability appears limited to highly sophisticated subject pools, due to 
their significant cognitive and/or time demands. These approaches would be 
difficult or impossible to employ in clinical populations.  
Here, we combined an individual subject approach with a regression-
based ‘connectome fingerprinting’ (CF) technique to predict the complex pattern 
of modality-biased attention areas in LFC. The use of connectivity-based 
techniques for predicting the functional architecture of the brain is in its infancy; 
therefore, we also examine the influence of algorithms, cortical parcellation 
methods, and data quality considerations on prediction accuracy. We show that 
CF predictions are capable of localizing an individual’s own unique pattern of 
auditory- and visual-selective functional recruitment using only their functional 
connectivity. We also present a series of recommendations for optimizing CF 
prediction techniques that should serve as a blueprint for future research. These 
methods require only a modest amount of resting-state functional MRI data and a 
modest subject pool size (N = 9 in Michalka et al., 2015, N = 14 in Noyce et al., 
2015), and thus offer a widely applicable way to examine frontal lobe function in 







 Two separate datasets from our laboratory were used for this work: 1) 
visual/auditory sustained attention (VASA) task fMRI (t-fMRI), resting-state fMRI 
(rs-fMRI) and high resolution structural MRI data from 9 subjects (mean age 
27.66 ± 2.7, range 22-31, 5 females) previously published in Michalka et al., 
(2015), hereafter referred to as VASA9, and 2) visual/auditory working memory 
(VAWM) t-fMRI, rs-fMRI and anatomical data from 14 subjects (mean age 30 ± 
2.8, range 25-35, 6 females) and previously published in Noyce et al. (2017); 
hereafter referred to as VAWM14. All subjects were healthy, right-handed, native 
English speakers and were recruited from the Boston University community. The 
Institutional Review Board of Boston University approved all experimental 
procedures. All subjects provided written informed consent in accordance with 
the guidelines set by Boston University. 
 Both the VASA9 and VAWM14 datasets were used in a series of 
connectome fingerprinting (CF) analyses investigating the capability of the 
technique to predict an individual’s unique pattern of task-driven functional 
recruitment within LFC. Several additional analyses were conducted with the 
VASA9 dataset to investigate optimal modeling procedures for such small, 
interleaved and variably located cortical regions. Seven subjects from the VASA9 
dataset also participated in the VAWM14 dataset. Noyce et al. (2017) previously 




contrast of auditory vs. visual working memory demands in the VAWM task 
recruits the same frontal regions as the contrast of sustained attention to auditory 
vs. visual stimuli in the VASA task. As an established localizer for modality-
selective LFC, the VAWM14 dataset was used as a within-subject standard 
against which to compare CF predictions. A second set of analyses using the 
VAWM14 dataset validated the ability of CF to predict sensory modality-selective 
functional recruitment in LFC and also investigated how the amount of rs-fMRI 
data affected the accuracy of CF-based predictions. 
 
Magnetic Resonance Image Acquisition 
 Both the VASA9 and VAWM14 datasets were acquired at the Center for 
Brain Science Neuroimaging Facility at Harvard University using a 3-Tesla 
Siemens Tim Trio MRI scanner (Siemens AG, Erlangen, Germany) equipped 
with a 32-channel phased array head coil. For the VASA9 dataset, t-fMRI and rs-
fMRI were acquired with a gradient echo echo-planar imaging (GE-EPI) 
sequence sensitive to blood oxygen level dependent contrast (repetition time 
(TR)/echo time (TE) = 2600/30 ms, flip angle (FA) = 90°, 42 axial slices, 3 mm 
slice thickness, in-plane resolution 3.125 x 3.125 mm). rs-fMRI acquisitions were 
139 or 256 TRs long. During rs-fMRI acquisitions, subjects were instructed to 
keep their eyes open, maintain fixation on a centrally presented cross, allow their 
minds to wander and avoid mental activities such as counting. High-resolution 




echo (MPRAGE; Mugler et al., 1991) structural images were acquired for cortical 
surface reconstruction with FreeSurfer (version 5.3; RRID: SCR_001847; Dale et 
al., 1999; Fischl et al., 1999; Fischl, 2012). An experienced researcher manually 
corrected the cortical surface reconstructions for errors in tissue segmentation 
and surface generation. For the VAWM14 dataset, t-fMRI, rs-fMRI and 
anatomical acquisitions were carried out in a similar manner to the VASA9 
dataset. Eight GE-EPI t-fMRI acquisitions (TR/TE = 2000/30 ms, FA = 80°, 69 
axial slices, 6/8 partial Fourier, 2.0 mm isotropic voxels) were acquired. A 
simultaneous multi-slice (SMS; Feinberg & Setsompop, 2014) acceleration factor 
of 3 was applied using the blipped-CAIPI technique (Setsompop et al., 2012). 
Three runs of rs-fMRI data were acquired for 13 of 14 subjects with the same 
GE-EPI protocol and consisted of 180 TRs (6 minutes) each. Only two runs of 
the same sequence were acquired on the final subject. During rs-fMRI 
acquisitions VAWM14 subjects were instructed exactly as in the VASA9 rs-fMRI 
acquisitions. High resolution (1 mm isotropic) T1w MPRAGE structural images 
were acquired for surface reconstruction with FreeSurfer using the exact 
procedures as with the VASA9 dataset. For subjects who participated in both 
VASA and VAWM studies, a single set of structural images were collected and 
the resulting cortical surface reconstructions were used in the analysis of both 






fMRI Task Analysis 
 Each participant from the VASA9 dataset participated in three to six t-fMRI 
acquisitions during which they performed a covert visual and auditory sustained 
attention (VASA) task (Figure 3.2A-B). Both visual and auditory stimuli were 
simultaneously presented during all trials of each block and the key task 
manipulation was the attended sensory modality. Subjects were instructed to 
monitor one of four rapid serially presented streams of letters and numbers (two 
auditory, two visual) for any one of four target digits (1, 2, 3, or 4). Subjects 
attended to only one sensory modality at a time, but auditory and visual stimuli 
were always presented jointly within each trial to balance stimulus presentation 
across trials. The unattended streams contained only digits to increase the 
overall difficulty of the task. A visual and auditory cue was simultaneously 
presented prior to the task block to direct the subject to the relevant stream. 
Subjects were instructed to press the key on a four button MR-safe keypad that 
corresponded to an observed target. Each run consisted of 12 blocks that were 
evenly divided into the six conditions (‘listen left’, ‘listen right’, ‘watch left’, ‘watch 
right’, ‘passive’ (sensorimotor control), or ‘fixation’ without the stimuli). Six 
distractor streams (digits 1-6,8,9) were included as flanking stimuli around the 
covertly attended visual locations (three flankers each) to balance task difficulty 
in the visual attention condition to the auditory attention condition. Each block 
contained 40 rapid serial presentations of the 10 stimuli (2 auditory, 2 visual, 6 




condition, subjects were presented with the four auditory and visual streams, 
however they contained only digits. Subjects were instructed to press each of the 
four response keys once at any point during the block.  
VAWM14 subjects each participated in eight t-fMRI acquisitions of a 
working memory 2-back task, with each acquisition consisting of two blocks of 
auditory 2-back, two blocks of visual 2-back and two blocks of sensorimotor 
control (one visual, one auditory). Each block lasted 40 s and consisted of 32 
stimulus presentations (Figure 3.2C-D). Eight seconds of fixation were acquired 
at the beginning, middle and end of each acquisition. Block order was 
counterbalanced across acquisitions and across subjects. Visual stimuli 
consisted of male and female faces presented for 1 s, followed by 0.25 s inter-
stimulus interval. Male and female faces were presented in separate blocks. 
Auditory stimuli consisted of diotic recordings of cat and dog vocalizations that 
lasted 300-600 ms with 1.25 s between stimulus onsets. Cat and dog 
vocalization were presented in separate blocks. A visually presented cue at the 
beginning of each block instructed subjects which task condition would follow 
(visual 2-back, auditory 2-back, visual passive, auditory passive). During active 
2-back blocks, subjects were instructed to make a ‘repeat’ button press using an 
MR-compatible button box if the currently presented stimulus exactly matched 
the stimulus two presentations prior, or a ‘new’ button press if the stimulus did 
not match. During passive blocks, no stimuli repeated and subjects were 







Figure 3.2: VASA and VAWM Task Schematics. Schematic representation of (A) auditory and 
(B) visual attention conditions from the visual/auditory sustained attention (VASA) task; as well as 
(C) auditory and (D) visual 2-back working memory conditions from the visual/auditory working 
memory (VAWM) task. Target stimuli are indicated by red boxes. 
 
Analysis of task-fMRI Data 
 Stimulus display and task timing control for the VASA and VAWM tasks 
was performed using MATLAB (The MathWorks, Natick, MA) and PsychToolbox 
(RRID: SCR_002881; Brainard, 1997; Kleiner et al., 2007). Preprocessing and 




using FreeSurfer’s FS-FAST toolset 
(https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast). Each t-fMRI run was 
corrected for head movement, slice-time corrected, intensity normalized, 
registered to native anatomical space with boundary-based registration (Greve & 
Fischl, 2009), resampled onto the subject’s individual reconstructed cortical 
surfaces using trilinear interpolation and spatially smoothed with a 3 mm full-
width half-maximum (FWHM) 2D Gaussian kernel along the cortical surface. 
Slice-time correction for the VAWM t-fMRI data accounted for the applied SMS 
factor of 3. Acquisition time series were analyzed vertex-wise with a general 
linear model (GLM) by fitting each vertex with regressors that matched the task 
conditions and orthogonalized confound regressors derived from a singular value 
deconstruction of the 12 motion parameters calculated during motion correction. 
A canonical hemodynamic response function modeled by a gamma function (d = 
2.25 s, t = 1.25 s) was convolved with each regressor prior to GLM fitting. 
Following preprocessing and GLM analysis in native surface space, t statistic 
maps for the contrast of auditory vs. visual attention were resampled to the 
fsaverage cortical template surface for the CF analyses. The VASA9 dataset 
group analysis (Figure 3.1B), which was not conducted in the original Michalka et 
al. (2015) publication, included the additional higher-level analysis of contrast 
effect size and variability across subjects using standard FS-FAST methodology. 
This analysis included variance smoothing (Nichols & Holmes, 2002) but 




whether the pattern of interleaved modality-selective LFC regions observable at 
the individual subject level was also present at the group level, even at a lenient 
statistical threshold. 
 
Resting-state fMRI Preprocessing 
 rs-fMRI preprocessing was carried out in individual native surface space 
using FreeSurfer’s FS-FAST toolset and custom MATLAB functions developed in 
the lab. Each acquisition was slice-time corrected (accounting for the SMS factor 
of 3 in VAWM14 acquisitions), corrected for in-scan subject head motion, 
intensity normalized, registered to native anatomical space with FreeSurfer’s 
bbregister, resampled onto the individual’s reconstructed cortical surfaces using 
trilinear interpolation and spatially smoothed with a 3 mm FWHM 2D Gaussian 
kernel along the cortical surface. Using MATLAB, the following preprocessing 
steps (in order) were then carried out on the surface-transformed data: linear 
interpolation across high-motion time points (> 0.5 mm framewise displacement; 
Power et al., 2012, 2014; Carp et al., 2013; Hallquist et al., 2013), application of 
a fourth-order Butterworth temporal bandpass filter (0.009 < f < 0.08 Hz), 
temporal denoising with ICA-based aCompCor (Behzadi et al., 2007) including 
24 motion confound regressors (Friston et al., 1996), and high-motion time point 
censoring via deletion. For analyses involving temporal concatenation, each run 





 Three runs of a more advanced rs-fMRI protocol, relative to the VASA9 
dataset, were acquired for 13 subjects of the VAWM14 dataset. These subjects 
were used to investigate the effect of increasing the amount (duration) of rs-fMRI 
data incorporated in the correlation analyses conducted to establish vertex-wise 
rsFC profiles. For this investigation, preprocessed rs-fMRI acquisitions were 
individually concatenated into separate files containing 12 or 18 minutes of rs-
fMRI data. The effect of increasing the length was tested by comparing prediction 
accuracy using models trained on 6, 12 or 18 minutes worth of rs-fMRI data. All 
possible combinations of runs were examined in this analysis. Model 
performance was averaged across samples for each level of rs-fMRI length. For 
all other analyses, a single 6-minute rs-fMRI acquisition was used. 
 
Search Space Definition 
 Using the VASA9 dataset, we established a search space that contained a 
set of cortical vertices upon which to make predictions. The four bilateral ROIs 
identified in Michalka et al. (2015) formed the basis of this search space. 
Following standard GLM analysis, identification of the 4 bilateral ROIs in 
individual subject space and then resampling to fsaverage template space (see 
Experimental Design and Statistical Analysis), the LFC ROIs sPCS, tgPCS, iPCS 
and cIFS were identified from the contrast of auditory-vs-visual sustained 
attention after thresholding at p > 0.05, uncorrected (Figure 3.1A). Separately for 




ROIs, and for any subject, were combined into a single LFC ROI. Thus, the 
search space included every vertex possibly identified as modality-selective in 
the original VASA task analysis (Michalka et al., 2015). The search space was 
iteratively dilated and eroded to fill any small holes in the interior of the search 
space while not expanding its outer borders. The advantage of this approach is 
that it provides a relatively parsimonious solution for limiting the area within which 
to make predictions while also maintaining a large enough search space to 
ensure that ample variability is incorporated into the model. 
 
Cortical Parcellations 
 Several previously published cortical parcellations were used to define 
feature sets for modeling the relationship between connectivity and functional 
responses. The primary parcellation used to investigate various ‘connectome 
fingerprinting’ parameters were the Gordon et al., 2016 rsFC boundary-based 
parcellation (GBB; 333 parcels; downloaded from 
http://www.nil.wustl.edu/labs/petersen/Resources.html). Other parcellations 
examined included the Human Connectome Project’s (HCP) Multi-Model 
Parcellation (MMP; 360 total parcels; Glasser et al., 2016; downloaded from 
https://balsa.wustl.edu/study/show/RVVG), the Shen et al., 2013 rsFC spectral 
clustering parcellation (SSC; 268 total parcels; downloaded from 
https://www.nitrc.org/frs/?group_id=51), the 17 network parcellation of Yeo et al., 




https://surfer.nmr.mgh.harvard.edu/fswiki/CorticalParcellation_Yeo2011) and the 
curvature-based parcellation of Destrieux et al., 2011 (DX; 150 total parcels; 
standard FreeSurfer template) (Figure 3.16A-F). MMP was used to investigate 
different regression algorithms. It has the most total parcels of any other 
published parcellation tested and was recently used to investigate the intrinsic 
connectivity of these same bilateral modality-selective LFC regions using HCP 
data (Tobyne et al., 2017). The YEO17 and DX parcellations are surfaced-based 
and available on the fsaverage surface and thus needed no modifications to 
adapt them for surface-based CF analyses. The GBB parcellation was resampled 
from fs_LR template surface (Van Essen et al., 2012) space to fsaverage cortical 
space using the tool ‘wb_command’ (Marcus et al., 2011) and the -label-
resample function. The SSC parcellation is downloaded as a volume-based 
parcellation and required several preparatory steps for resampling to the cortical 
surface. The SSC volumetric parcellation in MNI152 space and at 2 mm 
resolution was first sampled to the cortical surface using wb_command’s –
volume-to-surface-mapping function and the –enclosing algorithm. The resulting 
surface parcellation was first dilated and then eroded with wb_command’s –label-
dilate and –label-erode functions, respectively, until holes within parcels or gaps 
between parcels were filled. 
The correspondence between an individual’s underlying functional 
anatomy and a parcellation derived from group-level data may be paramount to 




what degree the various available group-level parcellations correspond to any 
one individual’s unique functional topography and, furthermore, correspondence 
is likely to vary across the brain due to the known inter-subject variability in 
connectivity architecture (e.g., Mueller et al., 2013). In our paradigm, we placed 
less importance on inference and model coefficient interpretability in favor of 
optimizing the predictive power of CF modelling. To this end, we hypothesized 
that the level of correspondence between a subject’s functional topography and a 
given parcellation may not be of great importance, provided that the possible 
feature space (i.e. the brain) is sampled densely enough. To test this possibility, 
we used icosahedrons of four increasing densities (12, 42, 162 and 641 parcels 
per hemisphere) available from the standard FreeSurfer distribution to parcellate 
the cortex and serve as a set of ‘random’ features that have no explicit 
anatomical or functional correspondence with underlying cortical topography 
Figure 3.17. 
 Each hemisphere’s parcellation was separately modified to exclude 
parcels that overlapped considerably with the search space (Figures 3.3A-B, 
3.16 and 3.17). This was done to ensure that the connectivity pattern of each 
vertex in the search space was not biased by its inclusion in the mean time 
course of any target parcel. To designate a set of parcels for exclusion, we first 
calculated the spatial overlap between each hemisphere’s search space and all 
parcels of each parcellation. Any parcel that overlapped more than 50% of its 




based upon the FreeSurfer icosahedrons, we additionally masked the medial wall 
from each hemisphere’s parcellation prior to feature extraction. The number of 
parcels remaining for each parcellation before and after parcel exclusion, as well 
as the total number of parcels used as features to predict each hemisphere’s 
search space, is presented in Table 3.1. All full and modified parcellations tested 
are presented in Figures 3.3, 3.16 and 3.17. 
 
Table 3.1: Number of Parcels for Each Parcellation Used. The original and modified numbers 
of parcels are given per hemisphere to denote the number of parcels removed by the exclusion 
procedure (see Methods). The total number of features for each search space is also denoted. 
This represents the number of parcels used as features in the regression analyses. 
 
 Original No. of 
Parcels by 
Hemisphere 






Parcellation Left Right Left Right Left Right 
GBB 161 172 148 162 320 323 
MMP 180 180 173 171 353 351 
SSC 102 103 97 97 200 190 
YEO17 57 57 55 53 112 110 
DX 74 74 69 69 143 143 
Random12 11 11 9 10 20 21 
Random42 41 41 39 39 80 80 
Random162 161 161 147 148 308 309 
Random641 641 641 578 572 1219 1213 
 
Individual Functional Connectome Definition 
 In order to operationally define an individual’s functional connectome for 
the search space, vertex-to-parcel functional connectivity was computed for 
every search space vertex and all non-excluded parcels of a given cortical 




across all vertices within the parcel and was then correlated to that of every 
vertex within the search space. This was done separately for each hemisphere 
using the masked set of ipsilateral parcels and the full contralateral set (Figure 
3.3B). This process results in a matrix for each subject’s hemisphere, with 
dimensions v by p, where v is the number of vertices in the search space and p is 
the number of parcels across the rest of the brain.  
 
 
Figure 3.3: Parcellation Modification and Individual Functional Connectome Definition. (A) 
A parcellation was modified by removing parcels that overlapped more than 50% with the search 
space. The parcellation of Gordon et al. (2016) was used in the primary analyses. (B) For each 
hemisphere of each individual subject, a functional connectivity matrix (“individual functional 
connectome”) was defined from resting-state functional data by computing the Pearson 
correlation between the time course of each vertex of the search space and the average time 







Figure 3.4: Overview of the Connectome Fingerprinting Model Procedure. (A) Functional 
responses are conceptualized a linear regression problem from which the inferred relationship 
between function and connectivity can be estimated. A separate CF model was constructed for 
each subject using only the data from other subjects. Penalized regression methods used a 
nested leave-one-out cross-validation approach to select parameters. (B) Activation predictions 
were generated by applying the subject’s unique functional connectome data to the model. 
Prediction accuracy was assessed by a vertex-wise comparison (Pearson correlation) with the 
actual task activation for the subject. 
 
 
Multiple Regression Algorithms and Training Procedures 
All CF regression models were implemented in MATLAB. Similar to other 
work (Saygin, Osher et al., 2011; Osher et al., 2016; Tavor et al., 2016; 
Smittenaar et al., 2016; Wang et al., 2016), a subject’s functional response to the 
VASA task activation (𝑦) was conceptualized as a standard multiple linear 
regression problem, or the linear combination of their unique functional 




which must be inferred, plus residual error (Figure 3.4A), where 𝑖 = 1, …, n 
vertices and 𝑗 = 1, …, p parcels 
𝑦& = 𝛽( + 𝛽*𝑋&* + 𝛽+𝑋&+ +⋯+ 𝛽-𝑋&- + 𝜀&	 
where 𝑖 = 1, …, n vertices and 𝑗 = 1, …, p parcels. The least square estimation of 
𝛽0  is: 
𝛽0 = (𝑋2𝑋)4*𝑋2𝑦 
 
Because the functional connectivity profiles contain collinearity, we employed 
ridge regression (Hoerl & Kennard, 1970) or Tikhonov regularization as our 
primary algorithm, which places a penalty on the L2 norm of the regression 
coefficients. Additionally, ordinary least squares (OLS), ridge or Tikhonov 
regularization (Hoerl & Kennard, 1970), least absolute shrinkage and selection 
operator (LASSO; Tibshirani, 1996) and elastic net (Zou & Hastie, 2005) were 
compared using the VASA9 dataset and GBB-derived functional connectomes. 
Because the functional connectivity profiles contain collinearity, 𝑋2𝑋 can be 
singular or nearly so. Penalized regression can benefit these situations by 
placing a constraint on 𝛽0  , which can take several forms. Ridge regression (Hoerl 
and Kennard, 1970) and LASSO (Tibshirani, 1996) adds a penalty term to the 
standard equation prior to taking the inverse: 




Ridge regression was implemented using MATLAB’s ridge.m function. For a 
given 𝜆, chosen a priori, 𝛽0>&;?6  minimizes the penalized sum of squares with a 










Values tested for 𝜆 within each nested loop were given by 10F, where x was 100 
values linearly sampled from the range [0:7]. 
 
LASSO regression was implemented using MATLAB’s lasso.m function. For a 
given 𝜆, chosen a priori, 𝛽0GHIIJ  minimizes the penalized sum of squares with an 










Values tested for 𝜆 within each nested loop were given by sampling 100 linearly 
spaced values from the range [0:0.5]. MATLAB’s lasso.m function was used to 
implement elastic net regression. This function includes the capability for both 
LASSO and elastic net by including an optional 𝛼 parameter that sets the ratio 
between 𝜆* (L1 penalty) and 𝜆+	(L2 penalty) as 𝜆+	/(𝜆* + 𝜆+). As 𝛼 approaches 0 
it approximates ridge regression while 𝛼 = 1 is LASSO regression. Elastic net 
(Zou & Hastie, 2005) was implemented by adding both squared and absolute 
















Values tested for 𝜆* within each nested loop were given by 2F, where x was 20 
values linearly sampled from the range [-10:3]. Values for 𝛼 consisted of 9 
discrete values ranging from [0.1:0.9]. 
All models were trained using a nested leave-one-subject-out cross 
validation procedure (Hastie, Tibshirani & Freidman, 2009) that separated model 
training and hyperparameter selection from model accuracy assessment (Figure 
3.4B; Figure 3.5). The resulting model is a p x 1 vector where p is the number of 
parcels. Briefly, for each iteration of the cross-validation procedure, one subject 
was selected to be left out of the model outer loop. For the OLS model training, 
the remaining n-1 subjects were used to train the model and there was no inner, 
nested loop. The OLS model was trained once using n-1 subjects and applied to 
the left-out subject to test model performance. The process was iterated n times; 
once for each subject in the dataset. For LASSO, ridge and elastic net regression 
algorithms, which each possess one or more hyperparameters requiring tuning, 
one additional subject was selected to be left out and the remaining n-2 subjects 
were entered into an inner loop. Models were trained on the n-2 subsample 
across a range of hyperparameters and the resulting models were applied to the 
inner loop left out subject. This process was iterated n-1 times; leaving each 
inner loop subject out once. Prior to assessing model performance using the 




performing model across all inner loop models was determine by finding the 
minimum mean squared error across subjects. The model coefficients 
corresponding to this model and its associated hyperparameter(s) were then 
averaged across all nested loop iterations and applied to the outer loop left out 
subject for final performance assessment. This entire process was carried out n 
times; leaving each outer loop subject out once.  
 
 
Figure 3.5: Schematic Representation of the Nested Leave-One-Out Cross-validation 
Procedure for Connectome Fingerprinting Model Generation. Within outer loop iterations, a 
single subject (here Sub 1, red outline) is left out as a test set. The remaining n-1 subjects are 
entered into inner loop. Within inner loop iterations a different single subject (red outlines) is left 
out and the model is trained on the remaining n-2 subjects (black borders). The procedure is 
repeated n-2 times and the model coefficients for the best performing model (by mean squared 
error) are averaged across iterations. The average model coefficients from the complete nested 
loop are then applied to the left-out subject’s functional connectome data from the out loop to 
predict their unique pattern of functional activation. This entire process is performed n times – 
once for each subject in the dataset. Colored boxes represent functional activation (first column) 





Model Predictions and Accuracy Assessment. 
CF model predictions (a vector of length v) of a subject’s pattern of 
activation across the search space was generated by multiplying the individual’s 
functional connectome (i.e., vertex-to-parcel connectivity matrix) by the model, 
f(x), which was constructed leaving out data from that subject (Figure 3.4B). 
Each subject of the VASA9 or VAWM14 datasets, depending upon the analysis, 
was left out once. Accuracy metrics were calculated for each iteration of the 
leave-one-out cross-validation outer loop and averaged to yield an overall 
accuracy. Pearson correlation was used to assess the accuracy of the various 
model specifications was the Pearson correlation between actual and predicted 
task activation within the search space, for each subject hemisphere. Pearson 
correlations were normalized with Fisher’s r-to-Z transformation for statistical 
analysis. Z values were averaged and converted back to correlation values for 
group-level reporting purposes. 
 We examined whether our predictive modelling procedures were superior 
to a group average for predicting an individual’s activation pattern. We tested this 
by performing a set of leave-one-subject-out group GLM (LOSO-GLM) analyses 
using the VASA9 and VAWM14 datasets. All subject’s second-level t-fMRI 
auditory-vs-visual contrast results were first resampled to fsaverage surface 
space. For each iteration of the LOSO-GLM we selected one subject to be left 
out and performed a GLM analysis with the remaining subjects using the same 




as low-N studies are known to benefit from this procedure (Nichols & Holmes, 
2002). The resulting t statistic maps for the contrast of auditory attention over 
visual attention were correlated to the left-out subject’s activation predicted from 
the CF model for each hemisphere’s search space. Correlation coefficients were 
Fisher r-to-Z transformed prior to statistical analysis and converted back to 
correlation for reporting. LOSO-GLM surface overlays were generously 
thresholded at p < 0.01, uncorrected, before visualization. 
We examined whether an individual’s unique pattern of t-fMRI activation is 
best predicted by their own connectome fingerprint, compared to any other 
subject’s connectivity distribution. We tested this in the VASA9 and VAWM14 
data by calculating the correlation between each subject’s t-fMRI activation 
pattern (normalized t statistics) and the predicted activation pattern obtained by 
applying each other subject’s functional connectome to the model. Thus, for each 
subject, N correlation values were calculated per hemisphere: one using the 
subject’s own functional connectome and N-1 others using the functional 
connectome of each of the remaining subjects in the respective dataset. This 
procedure represents a rigorous test of whether an individual’s own CF conveys 
a significant advantage over another subject’s CF. 
The current standard for accurate reproduction of subject-specific ROIs is 
to use a separately acquired t-fMRI localizer that is known to recruit the same or 
similar regions to those of interest to the researcher (e.g. Schwarzlose, Baker 




2012). This technique provides an independent method to localize an ROI for 
further analysis, but has a major drawback in that the localizer task nearly always 
requires multiple time consuming and expensive t-fMRI acquisitions in addition to 
the acquisitions for the original task. We compared the performance of the CF 
prediction method to the task localizer method by using the VAWM task as a 
separate t-fMRI localizer in seven subjects that overlapped between the VASA9 
and VAWM14 datasets. For each of the 7 overlapping subjects we conducted 
standard GLM analysis of the VAWM task, but with a varying number of input 
acquisitions (1 run through 8 runs). We performed a bootstrapping procedure that 
sampled 100 times with replacement from each of the eight possible runs for a 
given iteration (e.g. 100 separate GLM analyses performed using one run 
sampled from the possible eight runs; 100 GLM’s sampling two runs sampled 
from the possible eight runs; etc.). For each subject, the Pearson correlation 
between their VAWM auditory-vs-visual covert attention contrast (using a 
variable number of t-fMRI runs) and their VASA auditory-vs-visual covert 
attention contrast was calculated within each hemisphere’s search space. We 
then estimated the average number of t-fMRI acquisitions at which the accuracy 
of the localizer approached the average accuracy from the connectome 
fingerprinting technique. In this way, the approximate number of t-fMRI 
acquisitions required to produce results equivalent to the connectome 






All statistical analyses were computed with MATLAB (R2016b, The 
MathWorks, Natick, MA). Model performance was tested for significant difference 
from zero with Student’s t-tests and against the LOSO-GLM analyses with paired 
t-tests. Significant improvement in model accuracy due to increasing the length of 
the resting-state time series was tested with paired t-tests. Significant differences 
between predicted activation and localizer accuracy, model accuracy due to 




Prediction Accuracy on the VASA9 Dataset 
 For the VASA9 dataset, we first computed each subject’s functional 
connectome for the LFC search space in each hemisphere, as the vertex-to-
parcel correlations in resting-state fMRI data for each vertex in the LFC search 
space and each cortical parcel outside the LFC search space (see Methods; 
Figure 3.3). This analysis used the GBB cortical parcellation (Gordon et al. 
2016). In order to predict each subject’s LFC VASA response pattern at the level 
of an individual vertex, we first left-out that subject’s data and constructed a CF 
model from the functional connectome and task activation data of all other 
subjects (see Methods, Figure 3.4A). This analysis used Tikhonov regularization 




regularization coefficient (see Methods, Figure 3.5). The resulting CF model was 
then applied to the connectome data taken from within the LFC search space of 
the left-out subject, producing predicted VASA responses for each LFC vertex. 
We tested the accuracy of the CF predictions by comparing model predictions 
against that subject’s actual VASA task activation data. CF model accuracy was 
assessed by a Pearson correlation between actual and CF predicted data 
(separately for each hemisphere). CF model accuracy was compared against the 
leave-one-subject-out group-average GLM (LOSO-GLM) prediction, as assessed 
by Pearson correlation with the actual data. Figure 3.6A displays the actual, CF 
prediction and LOSO-GLM results for three representative subjects from the 
VASA9 dataset. Pearson correlation values are indicated in the CF prediction 
and LOSO-GLM columns. Predictions made with the GBB parcellation and using 
the ridge regression algorithm were highly accurate; the predicted activation 
patterns correlated very strongly with the actual VASA activation patterns, while 
the LOSO-GLM predictions did not. Results are summarized across the group in 
Figure 3.6B. The average Fisher-transformed correlation accuracy was 0.67 in 
the left hemisphere and 0.71 in the right hemisphere – significantly above the 
mean LOSO-GLM correlation of 0.18 and 0.22, respectively, and well outside 
their respective 95% confidence intervals (left: p < 0.0001, t(8) = 7.47; right: p < 
0.0001, t(8) = 9.42; paired t-tests). Actual individual subject task activation, CF 
predicted activation, and LOSO-GLM group-average activation results for all 








Figure 3.6: Connectome Fingerprinting Predictions for the VASA Task. (A) Actual VASA task 
activation (blue background, CF predicted activation (green background) and activation predicted 
by a leave-out-subject-out group GLM (red background) in LFC for 3 example subjects. The 
correlation of Actual to CF Predicted and Actual to Group GLM are displayed within the 
respective panels. Maps were individually normalized within the LFC search space. (B) Model 
performance, quantified as the Pearson correlation between predicted activation and actual 
activation for all subjects from the VASA9 dataset are displayed. Mean correlations (black circle) 
for the left and right hemispheres were 0.67 and 0.71, respectively (Fisher r-to-Z transformed). 
CF predictions were significantly better than the application of a LOSO group (red solid lines; 







Figure 3.7: Connectome Fingerprinting Predictions for the VASA Task (All Subjects). Actual 
VASA task activation (blue background, CF predicted activation (green background) and 
activation predicted by a leave-out-subject-out group GLM (red background) in LFC for all 
subjects. The correlation of Actual to CF Predicted and Actual to Group GLM are displayed within 






Figure 3.8: Group Average Regression Coefficients. Group average coefficients for the (A) left 
and (B) right hemisphere search spaces from the primary analysis in Figures 3.6 and 3.7 are 
shown for illustrative purposes. White fill indicates an excluded parcel. Hot colors indicate a 
parcel was predictive of auditory activation while cool colors indicate a parcel was predictive of 
visual activation within the respective search spaces. 
 
 Our primary analysis in Figures 3.6 and 3.7 excluded all parcels for which 
the majority of the parcel fell within our search space. We also repeated our 
analysis for the GBB parcellation, excluding all parcels that had any overlap with 
the search space. Not surprisingly, exclusion of these regions of small overlap 
had negligible impact on the findings. A non-significant difference in performance 
was observed in the left hemisphere (0.67 vs. 0.67; p = 0.18; t(8) = -1.47; paired 
t-test) and in the right hemisphere (0.71 vs. 0.71; p = 0.66; t(8) = 0.46; paired t-
test). 
 We next examined how well a subject’s own functional connectome 
relates to their specific VASA response pattern. We compared each subject’s 
VASA t-fMRI recruitment with predictions built from each other subject’s 




predictive specificity of a subject’s unique connectivity pattern. This analysis 
confirmed that task activation for individual VASA9 subjects were almost always 
(in 143 out of 144 comparisons) better predicted by their own functional 
connectome than by any other subject’s functional connectome, with only a 
single exception from one hemisphere (Figure 3.9). Thus, the large degree of 
variability across subjects’ VASA responses is well captured by the unique 
functional connectome of a single subject.	
 
Figure 3.9: Connectome Fingerprinting Accuracy Between Individuals. Each subject’s left 
(blue triangle) or right (red triangle) hemisphere prediction accuracy (correlation between actual 
and predicted activation) was compared to the prediction accuracy obtained using the functional 
connectome of each other subject (gray circles). Each subject’s own functional connectome data 
outperformed the predictions obtain using other subject’s functional connectome, with one 
exception (SUB9, right hemisphere). 
 
CF Predictions vs. Task Localizer Performance 
 Currently, the most effective and established method for identifying 




subject task dataset (e.g. Schwarzlose et al., 2005; Fedorenko et al., 2010; 
Nieto-Castanon & Fedorenko, 2012). We compared the efficacy of the CF 
technique with the within-subject functional localizer approach. Seven subjects 
participated in both the VASA9 and VAWM14 datasets. Previously, Noyce et al., 
2017 reported that there was a high degree of correspondence in the location of 
each of the four sensory-selective LFC regions between the VASA and VAWM 
tasks. Here, we quantified the predictive power of the within-subject task localizer 
by computing the Pearson correlation between the VASA and VAWM task 
activation across the LFC search space for these subjects. Our analysis 
parametrically varied the amount of VAWM task data included in the predictions, 
from 1 to 8 task runs (4.5 min per run). Figure 3.10 displays the comparison 
between the CF technique and the VAWM localizer task in reproducing the 
observed pattern of activation from the VASA task. Pearson correlation between 
VASA and VAWM significantly increased as additional t-fMRI runs were added 
(left: p < 0.0001, F(2,5) = 19.22; right: p = 0.05, F(2,5) = 2.25; one-way ANOVA), 
consistent with an increase in functional sign-to-noise with added task 
acquisitions. The average curve appears to asymptote at three runs in both 
hemispheres. The crossing point for the solid and dashed black lines indicates 
the numbers of t-fMRI acquisitions at which the VAWM localizer task, on 
average, equates the performance of the CF technique performed with a single 
rs-fMRI acquisition. In both hemispheres, the lines crossed first at three 




runs four through eight were added. This indicates that a single 6 min rs-fMRI 
acquisition run produces results on par with three 4.5 min t-fMRI acquisitions. In 
addition, there is minimal gain in acquiring five additional t-fMRI acquisitions 
relative to results obtained with the single resting-state acquisition run. To identify 
an upper-bound on performance, we examined task replicability for the VAWM 
dataset by conducting separate GLM’s for odd and even runs and correlating 
their resulting normalized t-statistic maps (i.e. 4 odd runs vs. 4 even runs). 
Correlation values were 0.9 in each hemisphere. This indicates that future 
advancements in CF methods could potentially achieve greater accuracy. 
 
 
Figure 3.10: CF Predictions and Task Localizer Accuracy as a Function of the Number of t-
fMRI Acquisitions. The mean accuracy of the VAWM task localizer (thick solid line) increases 
with the number of VAWM t-fMRI acquisitions used in the GLM analysis, stabilizing at ~3 
acquisitions. Individual subject results are shown in thin solid lines. In both hemispheres, the 
VAWM localizer requires 3 acquisitions (4.5 minutes each) to equate or surpass the accuracy of 





Validation of CF Results with Visual/Auditory Working Memory (VAWM) Task 
We also examined the ability of the CF technique to predict modality-biased task 
activation in LFC in a different task – the visual/auditory working memory 
paradigm. We examined the VAWM14 dataset using the same CF methods 
described above for the VASA9 dataset, including using only a single run of rs-
fMRI data, but trained the model using the VAWM14 data only. Our results verify 
that the CF modelling techniques accurately predict unique patterns of modality-
biased functional recruitment in LFC at the individual level. (Figure 3.11A and 
3.12). The mean correlation between the CF predictions and actual VAWM 
responses was 0.57 (p < 0.0001, t(13) = 9.35) in the left hemisphere and 0.66 (p 
< 0.0001, t(13) = 10.28) in the right hemisphere (Figure 3.11B). Similar to the 
VASA9 analyses, we found that the CF technique also predicts modality-biased 
working WM functional recruitment in LFC significantly more accurately than a 
group analysis (left: p < 0.0001, t(13) = 5.09; right: p < 0.0001, t(13) = 10.52; 
paired t-tests). To evaluate whether individual subjects within the VAWM14 
dataset are best predicted using their own functional connectome, we conducted 
the same analysis presented in Figure 3.9 on the VAWM14 data. We found that 
VAWM14 task activation was generally better predicted by a subject’s own 
functional connectome than by that of any other subject (Figure 3.13), confirming 






Figure 3.11: Connectome Fingerprinting Predictions for the VAWM Task. (A) Actual VAWM 
task activation (blue background, CF predicted activation (green background) and activation 
predicted by a leave-out-subject-out group GLM (red background) in LFC for 3 example subjects. 
The correlation of Actual to CF Predicted and Actual to Group GLM are displayed within the 
respective panels. Maps were individually normalized within the LFC search space. (B) Model 
performance, quantified as the Pearson correlation between predicted activation and actual 
activation for all subjects from the VAWM14 dataset are displayed. Mean correlations (black 
circle) for the left and right hemispheres were 0.67 and 0.71, respectively (Fisher r-to-Z 
transformed). CF predictions were significantly better than the application of a LOSO group (red 
solid lines; dashed red lines = 95% confidence intervals) to the left-out subject (left: p < 0.0001, t 









Figure 3.12: Connectome Fingerprinting Predictions for the VAWM Task (All Subjects). 
Actual VAWM task activation (blue background, CF predicted activation (green background) and 
activation predicted by a leave-out-subject-out group GLM (red background) in LFC for all 
subjects. The correlation of Actual to CF Predicted and Actual to Group GLM are displayed within 





Figure 3.13: Connectome Fingerprinting Accuracy Between Individuals. Each subject’s left 
(blue triangle) or right (red triangle) hemisphere prediction accuracy (correlation between actual 
and predicted activation) was compared to the prediction accuracy obtained using the functional 
connectome of each other subject (gray circles). 
 
Effect of Resting-state Time Series Length 
 The VAWM14 dataset was used to examine CF model performance 
changes as the number of resting-state acquisitions increased (Figure 3.14). The 
majority of VASA9 subjects possessed only 1 run of rs-fMRI data, while 13 of the 
VAWM14 subjects participated in 3 runs of a higher resolution and faster TR rs-
fMRI protocol. CF predictions were made using rs-fMRI input equal to 6, 12 or 18 
min of data and compared using paired t-tests. Performance of the CF modelling 
method significantly increased as time series length was increased form 6 min to 




from 12 min to 18 min (left: p < 0.0001, t(12) = 6.66; right: p < 0.0001, t(12) = 
7.64). Model predictions made with 18 min of rs-fMRI data were significantly 
more accurate than those made with 6 min (left: p < 0.0001, t(12) = 6.93; right: p 
< 0.0001, t(12) = 10.16). 
 
 
Figure 3.14: Effect of Resting-state Time Series Length. For the VAWM task, both 
hemispheres demonstrated improvement as additional resting-state acquisitions were added to 
the modelling procedure (all p < 0.0001; paired t-test, Holm-Bonferroni corrected. *p < 0.0001. 
 
Effect of Regression Algorithm, Regularization and Parcellation Method 
We also evaluated how the specific form of regression algorithm influenced 
performance of the CF technique. We hypothesized that model performance 
would benefit from penalized regression algorithms due to the high degree of 
multicollinearity present in the parcellation-based connectivity distribution. The 




models trained on the chosen set of linear regression algorithms using MMP-
derived CFs is summarized in Figure 3.15. LASSO, ridge and EN each 
dramatically outperformed OLS (p < 0.001). The performance of models trained 
with LASSO, ridge or EN regression algorithms were nearly indistinguishable – 
indicating that the connectivity distributions possess a degree of multicollinearity 
and the predictions benefit from some amount of regularization. 
 
 
Figure 3.15: CF Model Performance for Each Form of Regression Algorithm. Only the 3 
penalized (‘regularized’) regression algorithms were significantly different from zero. In both 
hemispheres, OLS was significantly outperformed by ridge and EN (left: p < 0.0001, F(2,7) = 10.45; 
right: p < 0.01; F(2,7) = 6.09; one-way ANOVA with Tukey’s post-hoc). LASSO significantly 
outperformed OLS in the left hemisphere only. *p < 0.001. 
  
We evaluated how the chosen parcellation scheme effected the accuracy 
of the CF technique with the VASA9 dataset. The full and modified cortical 
parcellations used for these analyses are displayed in Figures 3.3 and 3.16A-F. 




chosen set of parcellations is reported in Figure 3.16G. the best performing 
models used functional connectomes derived from the MMP and GBB 
parcellations, although the performance difference between parcellations was not 
significant (Table 3.2). GBB demonstrated a slight numerical advantage for the 
left hemisphere, while MMP was more accurate on the right. 
 
Table 3.2: Summary of Model Accuracy Across Cortical Parcellations. The Pearson 
Correlation (mean and standard error of the mean) and associated t statistic and p value from a 
Student’s t-test against a null hypothesis of no difference from 0 are reported separately for each 
hemisphere’s search space. Group-based parcellation results are presented in the top portion of 
the table and ‘random’ parcellation based upon parcellation density are presented in the bottom 
portion. The number indicated with the random parcellations indicates the number of parcels per 
hemisphere. 
 
 Original No. of 
Parcels by 
Hemisphere 






Parcellation Left Right Left Right Left Right 
GBB 161 172 148 162 320 323 
MMP 180 180 173 171 353 351 
SSC 102 103 97 97 200 190 
YEO17 57 57 55 53 112 110 
DX 74 74 69 69 143 143 
Random12 11 11 9 10 20 21 
Random42 41 41 39 39 80 80 
Random162 161 161 147 148 308 309 
Random641 641 641 578 572 1219 1213 
 
In addition to evaluating model performance with previously published 
cortical parcellation, we also tested several ‘random’ surface parcellations with 
varying numbers of parcels per hemisphere: 12, 42, 162 and 642 (Figure 3.17). 
The random parcellations are available as surfaces in any standard FreeSurfer 
release. Performance for the left hemisphere increased with the number of 




is unclear whether left hemisphere performance would continue to improve at 
even higher parcel densities. Performance with the Random162 parcellation 
matched the performance of MPP, GBB, or SSC (non-significant paired t-tests, 
all p > 0.1) which all have similar numbers of parcels per hemisphere (180, 167 
and 134, respectively). Performance with the Random42 parcellation matched 
the performance of the DX and Yeo17 parcellations (non-significant paired t-
tests, all p > 0.15), which have 75 and 58 parcels in a hemisphere, respectively. 
These results indicate that CF model performance is largely independent of the 
specific form of cortical parcellation used, so long as a sufficient number of 









Figure 3.16: Visualization of the Group Level Parcellations Tested. Four of the five group 
level parcellations tested are presented, in addition to the fifth parcellation Gordon et al. (2016) 
(see Figure 3.3). (A) Left and (B) right hemisphere lateral surfaces indicating the extent of 
excluded parcels (white). (C) Left and (D) right unmasked lateral surfaces and (E) left and (F) 
right medial surfaces display the parcels from the various parcellation schemes. Depending upon 
the hemisphere analyzed, the predictor set included parcels visible on the masked ipsilateral (A 
or B) and the contralateral unmasked surface (C or D) as well as always included both medial 
surfaces (E and F). Dark gray shading indicates either unlabeled cortex from the original 
publication (i.e. the parcellation is made available with these vertices unlabeled) or non-cortical 
vertices (i.e. the ‘medial wall’). (G) Bar plot summary of model accuracy by parcellation type. No 
significant differences were noted between parcellations. (H) Model performance with random 






Figure 3.17: Visualization of Random Parcellations with Four Different Parcellation 
Densities. (A) left and (B) right hemisphere lateral surfaces indicating the extent of excluded 
parcels (white); along with (C) left and (D) right unmasked lateral surfaces and (E) left and (F) 
right medial surfaces to display the unaltered parcels. Depending upon the hemisphere’s search 
space under analysis, the predictor set included parcels visible in the masked lateral (A or B) and 
the contralateral unmasked surface (C or D), as well as always included both medial surface (E 






 We used a regression-based modelling technique called ‘connectome 
fingerprinting’ (CF), first introduced by Saygin et al. (2011) to investigate whether 
task-free functional connectivity could predict a subject’s actual sensory modality-
biased task activation. Our findings indicate that we can accurately predict the 
location and magnitude of functional recruitment of sensory modality-biased 
cognitive regions in LFC during demanding attention and WM tasks using only an 
individual’s unique functional connectome. Our models significantly outperformed 
a group analysis and predictions were significantly better when a subject’s own 
functional connectome was used – as opposed to any other subject’s 
connectome. Model accuracy was significantly improved using penalized 
regression but was robust across 3 different penalized regression paradigms. 
The specific choice of cortical parcellation had little impact on CF model 
performance, so long as a sufficient number of parcels were defined. CF 
predictions made with 6 min of resting-state data were as accurate at 
reproducing a subject’s pattern of functional recruitment as a separate task 
localizer requiring more than twice as much data. Finally, CF predictions 
improved with the inclusion of additional resting-state data. These findings 
indicate the capability of CF predictions to succeed in identifying sensory-biased 
frontal cortical regions, which consist of small functional regions with relatively 




performing effective CF predictions. These updated methodologies may have 
applications in basic research and in precision medicine. 
 Mapping lateral frontal cortex represents a significant research endeavor 
in neuroscience. The functional connectivity of this large section of cortex is 
highly variable across subjects (Mueller et al., 2013) and robust identification of 
an individual’s functional topography is a challenge. Much of previous research 
into LFC has utilized group analyses, which can obscure small, variably located 
regions due to group averaging effects, as in Figure 3.1B. For example, Mayer et 
al. (2017) found that 30 or more subject were required to reliably localize several 
auditory- and visual-selective regions (different from those presented here) using 
a demanding multi-sensory Stroop task. The four bilateral LFC regions 
investigated here are not visible in group level analysis of this study population 
(Figure 3.1B) and demonstrate a high degree of inter-individual variability; 
however, the pattern of four interleaved sensory-biased regions per hemisphere 
is fully observable in 90% of subjects. CF analyses have the power to identify 
these small LFC region at the individual subject level and predict an individual’s 
unique topography. This represents a significant step forward in the field’s ability 
to reliably identify regions in LFC. 
 As an alternative to group level analyses, several recent publications have 
introduced the idea of collecting exceedingly large amounts of data on individual 
subjects: so-called ‘deep sampling’ (Laumann et al., 2015; Braga & Buckner, 




for t-fMRI and rs-fMRI, but it comes at a dramatically increased monetary cost. 
Collecting such large amounts of data is beyond the resources of most 
neuroimaging laboratories. Furthermore, ‘deep sampling’ methods pace high 
demands on subjects, thus greatly limiting the application to clinical populations. 
CF prediction techniques may provide a happy medium between large group 
level studies and highly detailed individual studies by leveraging information from 
individual patterns of activation and connectivity from studies with a more typical 
sample size. 
 The realization that a modest amount of rs-fMRI data can be used, and re-
used, to accurately generate task activation patterns in individuals has a 
multitude of implications for basic neuroscience research. With properly trained 
models, research could forego the expensive and time-consuming process of 
acquiring separate task localizers when required to generate independent 
regions of interest. As the movement towards open science continues, research 
could also produce and accumulate CF models based upon their own in-lab 
dataset that other researchers could apply to their own data. This practice would 
benefit recent calls for great transparency and openness between researchers 
(e.g. Poldrack et al., 2017; Nichols et al., 2017) and would facilitate the sharing of 
results across institutions. Since CF models are highly compressed linking 
functions between connectivity and t-fMRI with very small data footprints, this 
would also come without the infrastructure and hosting requirements 




openfMRI (https://openfmri.org), highly processed data such as Brainmap 
(https://www.brainmap.org) or mixed data such as the Human Connectome 
Project (https://humanconnectome.org). Future research will need to investigate 
whether CF techniques remain as accurate when applied across research 
settings, institutions and MRI scanners. To facilitate such work, we have made 
our final CF models available for download from sites.bu.edu/fmri/fingerprinting. 
 CF techniques hold great promise for application in the clinical setting. It is 
difficult to acquire data on many clinical populations for numerous reasons – 
including budgetary concerns, patient comfort and data quality consideration 
(e.g. movement-induced artifacts). CF techniques could be applied to past and 
future clinical datasets that acquire only anatomical and rs-fMRI data. 
Connectome fingerprinting has been used to examine category selectivity in blind 
individuals (Wang et al., 2017) and to predict language areas in presurgical 
populations (Parker Jones et al., 2017). Once firmly established and validated, 
CF techniques could be brought into the clinic directly to study and monitor 
individual patients; however, much work remains to be done to achieve clinical 
standards for reliability and accuracy. 
 Prior CF analyses have employed structural (Saygin et al., 2011; Osher et 
al., 2016; Want et al., 2017; Smittenaar et al., 2017) and functional (Tavor et al, 
2016; Parker Jones et al., 2017) connectivity. Here, we used functional 
connectivity to reveal the fine-scale organization of multiple regions of two 




how model accuracy changed given a set of regression algorithms and a set of 
cortical parcellations. Our results indicate that functional connectomes derived 
from any parcellation that adequately samples the functionally variable regions 
that make up the cortical surface can be used to make accurate predictions. 
These findings demonstrate that CF predictions significantly benefit from 
penalized regression algorithms (Figure 3.15). Ridge, LASSO and EN regression 
all produced large and significant gains over OLS regression. This likely arises 
from features that share similar connectivity profiles and are thus some degree of 
collinearity (i.e. nodes of the same network). We also found that increasing the 
amount of rs-fMRI data acquired provided a statistically significant advantage for 
CF prediction accuracy. Recent ‘deep sampling’ work suggests that 
approximately 20 min of rs-fMRI data is required to stabilize many functional 
connectivity measures (Gordon et al., 2017). Our work is largely consistent with 
this finding; however subsequent work should be conducted to extend the 
amount of rs0fMRI data included in the analysis past the 18 min tested here. 
Despite the accuracy gains with additional rs-fMRI acquisition, we also 
emphasize that a single 6 min resting-state acquisition is sufficient to provide 









In conclusion, we demonstrated that the connectome fingerprint technique 
accurately predicted the functional recruitment of modality-biased lateral frontal 
cortex in selective attention and working memory tasks. Furthermore, these 
predictions are as accurate as a separately acquired task localizer, but at a 
substantial time and cost savings. This work is the first to provide a structured 
investigation of a relatively small space of the possible methodological choices 
available when performing CF predictions. Despite the promise connectome 
fingerprinting holds for basic, clinical and applied research the use of machine 
learning for predicting an individual’s brain topography remains in its infancy. 
More research and development are urgently needed to maximize the predictive 
power of connectome fingerprinting and realize its full potential as an 




CHAPTER FOUR: SENSORY-BIASED AND MULTI-SENSORY FRONTAL 




The parcellation of the human brain into its functional subdivisions has 
been a constant pursuit of neuroscience. Various parcellation schemes have 
been employed across the history of the field – with recent estimates identifying 
160-200 distinct functional regions per hemisphere (e.g. Glasser et al., 2016; 
Gordon et al., 2016). These strategies range from cytoarchitectonics (for review 
see Zilles and Amunts, 2010), task-based functional MRI (t-fMRI), structural 
connectivity and resting-state functional connectivity to multi-method integration 
efforts that blend information from multiple sources (Glasser et al., 2016). A 
majority of parcellation schemes are based on methods of mapping functional 
connections across the brain – often making use of easily acquired resting-state 
data to drive parcellation algorithms (e.g. Yeo et al., 2011; Shen et al., 2013; 
Gordon et al., 2016). This work typically uses very large samples to find group 
central tendencies that provide stable clustering solutions. This, however, means 
that the group parcellation is not necessarily representative of an individual’s 
cortical architecture (Braga and Buckner, 2017). A recently developed approach, 
called ‘deep sampling’, involves acquiring massive amounts of data (upwards of 




individual subject parcellations (Laumann et al., 2015; Braga and Buckner, 2017; 
Gordon et al., 2017).  
Recent work from our lab strikes a balance between ‘deep sampling’ and 
group analyses by using t-fMRI and individual subject analysis to map individual 
subject brains. By directly contrasting auditory and visual sustained attention 
(Michalka et al., 2015) or working memory (Noyce et al., 2017), 4 interleaved 
regions were revealed in caudolateral frontal cortex that were differentially 
recruited for sensory-biased cognition. These regions, from most superior to 
most inferior, were visual-biased superior precentral sulcus (sPCS), auditory-
biased transverse gyrus intersecting precentral sulcus (tgPCS), visual-biased 
inferior precentral sulcus (iPCS) and auditory-biased caudal inferior frontal sulcus 
(cIFS). Additionally, canonical auditory- and visual-biased regions were found in 
temporal and parietal cortices, respectively. Furthermore, these regions were 
found to segregate in to modality-biased networks based upon their seed-to-seed 
functional connectivity. The observation of sensory-biased cortical areas relied 
heavily on analysis performed at the individual subject level. 
The 4 bilateral sensory-biased frontal regions were observed in over 90% 
of subjects in each study (Michalka et al., 2015; Noyce et al., 2017). In contrast, 
only a subset of these regions are observable in group-level analysis (Noyce et 
al., 2017; Tobyne et al., 2017), due to individual differences in the precise 
anatomical location of these interleaved structures. Nonetheless, the sample 




2017) and was a source of criticism (Mayer et al., 2017). Recently published 
work (Tobyne et al., 2017) used a large sample of resting-state data from the 
Human Connectome Project (HCP) to replicate the network-level findings of 
Michalka et a. (2015) in 469 subjects – providing a critical validation of these 
sensory-biased cognitive networks. In addition to this validation, the power 
afforded by such a large sample revealed evidence for previously unidentified 
modality-biased regions in further anterior regions of frontal cortex. This study 
highlighted the potential utility of sensory-bias mapping as an organizational 
principle to apply to frontal cortex; thus motivating the further expansion of these 
efforts. Mapping sensory-biasing across frontal cortex would also provide a 
parallel dimension with which to contrast previously hypothesized theories of 
frontal cortical function such as language and amodal multiple demand 
processing (Fedorenko et al., 2013; Blank et al., 2014; Fedorenko, 2014) or 
hierarchical abstraction (Koechlin et al., 2003; Badre, 2008; Badre and 
D’Esposito, 2009). Very few studies have approached frontal cortical cartography 
with sensory-biasing as the primary mapping factor (although see Glasser et al., 
2016 for a notable example using resting-state). 
Both Michalka et al. (2015) and Noyce et al. (2017) reported that visual-
biased frontal regions were flexibly recruited by the non-preferred auditory 
condition. Visual-biased sPCS and iPCS were recruited during spatial auditory 
task conditions while auditory-biased regions were not recruited for temporal 




visual regions were found to be more multi-sensory than auditory-biased regions 
(Noyce et al., 2017). This observation is supported by a recent report that visual 
regions possess mixed selectivity for flexible recruitment across tasks (Jackson 
and Woolgar, 2018). 
Here, we present several t-fMRI and resting-state fMRI analyses expand 
our efforts to characterize the frontal lobes by mapping sensory biases. We adapt 
the paradigm of Noyce et al. (2017) to add the tactile modality and identify 
auditory-, visual and tactile-biased regions in concert on individual subject brains. 
Our results replicate our previous t-fMRI work (Michalka et al., 2015; Noyce et al. 
2017), network structure (Michalka et al., 2015; Tobyne et al., 2017) and 
significantly expand both auditory- and visual-biased ROI sets. We also identify 6 
tactile-biased ROIs – including 2 in frontal lobes. The addition of the tactile 
modality facilitated the investigation of tri-modality multi-sensory WM recruitment. 
Here, we operationalize multi-sensory WM recruitment as overlapping WM 
recruitment, for the contrast of WM vs. a control condition with equivalent 
sensory stimulation but no WM task, for each of the three sensory modalities. 
This multi-sensory WM definition differs from a prominent definition of 
multisensory perception integration that specifies supralinear summation of 
responses to simultaneously presented stimulus modalities. While the 
supralinear criterion makes sense for perceptual integration, it is not clear that it 
is appropriate for WM. Although our definition of multisensory WM is consistent 




evidence from gustatory and olfactory WM to truly support the claim of amodal; 
and 2) our definition of multisensory WM permits a region to exhibit a strong bias 
for one sensory modality (inconsistent with the amodal notion) and also meet the 
criterion for multisensory WM. Additionally, the supralinear criterion cannot be 
examined in our experiments because the stimulus modalities were presented 
separately. These investigations allowed us to identify 7 multi-sensory WM ROIs. 
In addition, visual-biased regions were found to be significantly more multi-
sensory than auditory- or tactile-biased regions. Taken together, these results 
greatly extend our understanding of sensory-biased and multi-sensory regions, 




 Ten subjects participated in this study (mean age 28.1 ± 5.07 years, range 
22 – 35, 5 females). Subjects were recruited from Boston University and the 
Greater Boston area. All subjects were healthy, right-handed and had normal or 
corrected-to-normal vision. Subject were screened for MRI contraindications prior 
to scanning. The Institutional Review Board of Boston University approved all 
experimental procedures. All subjects provided written informed consent in 






Stimuli and Experimental Design 
Stimuli display and task timing control for the three-modality working 
memory (TMWM) task was performed using the Psychophysics Toolbox (v. 
3.0.14; www.psychtoolbox.org; Brainard, 1997; Pelli, 1997) in MATLAB (v. 
2018a; www.mathworks.org; The MathWorks, Natick, MA), and displayed using a 
liquid crystal display project that back-projected onto a screen placed within the 
scanner bore. Figure 4.1A depicts the TMWM task paradigm. A white central 
fixation cross was presented on a black background during all task conditions. 
Auditory and visual stimuli matched that of Noyce et al., 2017. Visual stimuli 
consisted of black and white male and female faces. Faced were presented 
centrally and spanned ~6.4° of visual angle. Auditory stimuli consisted of natural 
cat and dog vocalization. Auditory stimuli lasted 300-600 ms and were presented 
through MRI-safe in-ear earphones (Sensimetrics Model S14; Sensimetrics Co., 
Gloucester, MA; www.sens.com). Tactile stimuli were administered using a 
custom-designed tactile stimulator used in previously published work (Figure 
4.1B; Merebet et al., 2007). The stimulator consists of two PVC pipe sections, 
one nested inside the other, to create inner and outer shells. The tactile 
stimulator was placed on the scanner bed next to the subject where they could 
comfortably rest their hand on the end of the stimulator. Tactile stimuli consisted 
of 3D printed non-informative Braille-like raised dot patterns of increasing density 
(Figure 4.1C). Subjects felt the tactile stimuli by sweeping their right index finger 




An experimenter stood in the scanner room and presented stimuli to the subject 
by using the handle to rotate the inner shell to the appropriate stimulus. The 
stimulus to be presented on a given trial was converted from a numerical 
representation in MATLAB to computerized speech using the build in ‘talk’ 
command line function on a 2013 MacBook Air and conveyed to the 
experimenter through pneumatic headphones provided by the MRI manufacturer. 
The tactile stimulator was left in place for the entirety of the MRI scan session 
and subjects indicated responses using their left hand to make button presses on 
an MRI-safe response box (fORP 2-button, Cambridge Research Systems, Ltd., 
www.crsltd.com). 
Each subject participated in 10 runs during which they performed an N-
back working memory task. Individual runs consisted of six blocks: three active 
working memory blocks (1 each of auditory, tactile and visual modalities) and 
three passive sensorimotor control blocks (1 matched to each sensory modality). 
Blocks were 36 sec in length. The time between stimulus onsets for auditory and 
visual blocks was 1200 ms in length and 24 total stimuli were presented in each 
block. The time between tactile presentations was 2400 ms in length and 15 total 
stimuli were presented. This difference in trial structure was necessitated by the 
latency inherent to manually operating the tactile stimulator. In order to roughly 
balance the ratio of N-back targets to total stimulus presentations, auditory and 
visual active blocks contained 4 N-back targets while tactile active blocks 




judgement in auditory and visual active blocks but a 1-back judgment on tactile 
active blocks because behavioral piloting revealed that a tactile 2-back was more 
difficult than an auditory or visual 2-back. Passive blocks were presented in the 
same manner as active blocks except that they contained no N-back repeats. 
During tactile passive blocks subject were presented only with the blank tactile 
stimulus (see Figure 4.1C) but were instructed to make the same sweeping 
motion across the stimulus with their index finger. This instruction was given to 
balance the somatomotor neural response across tactile task conditions. 
 
 
Figure 4.1: Three-Modality Working Memory Task. (A) Task protocol, (B) tactile stimulator 
design and (C) tactile stimuli for the TMWM fMRI task are depicted. Red boxes in (A) indicate an 
N-back target trial. (D) Behavioral performance during the TMWM task. NS = not significant. 
 
Magnetic Resonance Image Acquisition 
MRI data were acquired using a Siemens Prisma 3-Tesla MRI scanner 
located at the Cognitive Neuroimaging Center at Boston University using a 64-
channel head coil. High-resolution T1-weighted (T1w) multi-echo MPRAGE 




angle (FA) = 7°; 0.8 mm isotropic voxels; 224 slices; field of view (FOV) = 256 
mm x 256 mm x 180 mm; in-plane GRAPPA (R) = 2; bandwidth (BW) = 650; 
acquisition time (TA) = 8 min 7 sec) and T2-weighted (T2w; TR = 3200 ms; TE = 
564 ms; FA = variable; 0.8 mm isotropic voxels; 224 slices; FOV = 256 x 256 x 
180 mm; R = 2; BW = 651; TA = 6 min 46 sec) bandwidth-matched structural 
images were acquired. All functional data were acquired using a blipped-CAIPI 
simultaneous multi-slice sequences (SMS) gradient-echo echo-planar imaging 
(EPI) pulse sequence (Moeller et al., 2010; Feinberg et al., 2010; Setsompop et 
al., 2012; Xu et al., 2013) sensitive to blood oxygen level dependent contrast. 
The ten task fMRI acquisitions (TR = 2000 ms; TE = 35 ms; FA = 80°, 2.2 mm 
isotropic voxels; 69 slices; FOV = 207 x 207 x 152 mm; SMS = 3; R = 0; 256 
TRs; TA = 4 min 16 sec) and three resting-state acquisitions (TR = 650 ms ; TE = 
34.8 ms; FA = 52°; 2.3 mm isotropic voxels; 64 slices; FOV = 207 mm x 207 mm 
x 148 mm; SMS = 8; R = 0; 554 TRs; TA = 6 min 10 sec) were acquired. Pairs of 
protocol-matched reversed phase encoding (i.e. anterior-to-posterior and 
posterior-to-anterior) spin echo field maps were also acquired for subsequent EPI 
dewarping. During resting-state acquisition, subjects were instructed to fixate on 









Preprocessing of all MRI data was accomplished using modified versions 
of the Human Connectome Project (HCP) Minimal Preprocessing Pipeline (MPP; 
v. 3.20; https://github.com/Washington-University/HCPpipelines; Glasser et al., 
2013). Briefly, the high resolution T1w and T2w images were corrected for 
gradient nonlinearity distortion, ACPC aligned, skull-stripped, corrected for 
readout distortion, aligned in native T1w space and bias field corrected. The final 
transformation was accomplished in single interpolation step by concatenated the 
transformations from each preprocessing stage. The preprocessed T1w and T2w 
images were then processed with FreeSurfer (HCP-modified v. 5.3; 
ftp://surfer.nmr.mgh.harvard.edu/pub.dist/freesurfer/5.3.0-HCP) to construct a 
native surface mesh representing the cortical sheet. Note that HCP’s MPP 
additionally transforms all data to MNI152 template space, however we 
performed all individual subject analyses in native space. A final preprocessing 
step unified data into GIFTI surfaces and CIFTI scalar data. 
Task and resting-state data each followed similar preprocessing 
workflows, again using the HCP MPP. Briefly, both were corrected for gradient 
nonlinearity distortion, subject head motion, and EPI distortion using the spin 
echo field maps before registration to native T1w space in a single spline 
interpolation step. Functional data was then resampled to the individual’s 
reconstructed cortical surface, using the “partial volume weighted ribbon-




2013. Upon resampling to the surface, task and resting-state data were spatially 
smoothing along the geodesic surface with a 2 mm FWHM Gaussian kernel. 
Task fMRI data were then analyzed with FreeSurfer’s FS-FAST software 
package (v. 5; https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast).  
Resting-state fMRI data were separately postprocessed with in-house 
developed MATLAB scripts to accomplish linear interpolation across high-motion 
time points (> 0.5 mm framewise displacement; Power et al., 2012; Carp et al., 
2013; Hallquist et al., 2013; Power et al., 2014), application of a fourth-order 
Butterworth temporal bandpass filter (0.009 < f < 0.08 Hz), temporal denoising by 
multiple regression of the mean grayordinate signal and 24 motion confound 
regressors (Friston et al., 1996), and high-motion timepoint censoring via 
deletion. The three resting-state acquisitions for each subject were then 
temporally demeaned and concatenated to create a single dense timeseries. 
 
TMWM fMRI Task Analysis 
 Task fMRI data were analyzed with standard FS-FAST procedures. Fully 
processed task fMRI data were converted from CIFTI format to GIFTI format for 
use with FS-FAST, which cannot utilize CIFTI-format neuroimaging data. A 
general linear model (GLM) was fit to each vertex with regressors that matched 
the task conditions and orthogonalized confound regressors derived from a 
singular value deconstruction of the motion parameters calculated during motion 




task reorienting effects. A canonical hemodynamic response function modeled by 
a gamma function with a delay of d = 2.25 ms and decay time t = 1.25 ms 
(Boynton et al., 1996) was convolved with each regressor prior to GLM fitting. 
Conditions of interest were then contrasted against one another to derive t 
statistics and associated p values for each vertex. As in Michalka et al., 2015 and 
Noyce et al., 2017, active WM task conditions for each sensory modality were 
contrasted against one another to localize regions that were preferentially 
recruited for one modality over another. In previous work only auditory and visual 
modalities were used and thus could be directly contrasted. Here, however, we 
conducted three separate contrasts representing the three different sensory 
modalities (auditory > visual and tactile; tactile > visual and auditory; visual > 
auditory and tactile). We also separately performed contrasts for WM > passive 
sensorimotor control for each modality. The final z, t, and p statistic maps were 
converted to CIFTI format for visualization with Connectome Workbench. 
 The specification of the contrast of the auditory, tactile and visual active 
conditions dictates that significant results can be achieved by one modality 
surpassing only one of the two other modalities – allowing for the possibility of 
overlapping significant results across analyses. To assess sensory modality-
biased recruitment, a disjunction analyses was conducted to localize uniquely 
recruited cortex for each sensory modality. Using Connectome Workbench’s 
(CWB; https://www.humanconnectome.org/software/connectome-workbench; 




each individual contrast of one modality over the other two modalities at a liberal 
p = 0.05 (positive activation only) and them masked out any vertices that 
remained in either of the two other contrasts (e.g. all significant visual > auditory 
and tactile vertices and all significant tactile > auditory and visual vertices were 
masked from the auditory > tactile and visual map). The 3 resulting maps 
represented vertices that were significantly recruited only for each modality’s 
active condition. These modality-biased maps were then used to hand draw 
regions of interest (ROIs) using CWB wb_view visualization program by defining 
a border that encompassed each ROI. This border was then converted to an ROI 
and finally a label using CWB wb_command’s -border-to-rois and -metric-label-
import commands, respectively. This procedure is not able to account for ‘holes’ 
of sub-threshold vertices within the hand drawn border, so masking steps were 
performed using custom MATLAB functions to ensure that 1) only significantly 
active vertices from the disjunction maps were included in hand drawn labels and 
2) no abutting labels mistakenly contained the same vertices. 
 Task-based ROI analyses were conducted for WM contrasts by extracting 
percent signal change (PSC) values from all voxels within each ROI, averaging 
across all conditions and all 10 acquisitions. PSC was calculated relative to 
baseline activation levels during each modality’s matched sensorimotor control 
conditions. We conducted separate repeated measures ANOVAs for each ROI to 
test the relationship between hemisphere and modality. Following Mauchly’s 




freedom for the F-test were applied. If the corrected ANOVA indicated no effect 
of hemisphere, the left and right hemisphere ROIs were combined for further 
analysis by taking the average of the left and right hemisphere PSC values, 
weighted by the ROI areas. ROI area was calculated using the CWB 
wb_command -surface-vertex-area command and each subjects’ native 
midthickness surface. If ROI-based PSC analyses revealed that an ROI was not 
recruited by its like-modality WM contrast it was removed from the ROI set for 
further analyses. This critical test was performed to eliminate ROIs that did not 
contribute to WM processes or could have arisen solely due to greater 
deactivation of one sensory modality over another in default mode regions. 
 
Group Analysis of Sensory-biased WM 
 Much previous work published by the lab depends critically on individual 
subject analysis (e.g. Swisher et al., 2007; Michalka et al., 2015; Noyce et al., 
2017; Tobyne et al., 2018) – as opposed to the more common group-based 
analysis. There are numerous reasons for this, but the primary factor is the 
anatomical variability present across subjects. Tobyne et al. (2017) noted that the 
standard deviation of region centroids for sPCS, tgPCS, iPCS and cIFS/G was 
nearly 90% of their geodesic width. To highlight the importance of single subject 
analyses for our newly updated set of regions we also conducted group-level 
analyses of auditory active > visual active (as in Michalka et al., 2015 and Noyce 




active. Individual z-statistic maps from the FS-FAST GLM fitting procedure were 
converted to GIFTI surfaces, concatenated and analyzed with FSL’s Permutation 
of Linear Models (PALM; Winkler et al., 2014) tool (1024 sign-flips, FWE-
corrected, cluster extent threshold z = 3.1, Bonferroni correction across 
hemispheres). 
  
Multi-sensory Recruitment and Multi-sensory Index 
 Separately for each subject, vertex-wise z-statistics for each sensory 
modality > it’s matched passive sensorimotor control were threshold at p < 0.05, 
mapped to 3D Cartesian space and then project to the unit sphere according to 
Equation 1: 
Equation 1:   𝑉P⃑RS896; = 𝑉P⃑ T√𝑋+ + 𝑌+ + 𝑍+X
4*
 
where 𝑉P⃑  = [X,Y,Z] = [auditory WM z statistic, tactile WM z statistic, visual WM z 
statistic]. In this space, vertices located on axes intersections represented uni-
sensory WM recruitment (e.g. point [1,0,0] is auditory-biased only; see Figure 
4.10A), vertices located along the primary axes (i.e. XàY, XàZ, YàZ) 
represented bi-sensory WM recruitment, while vertices located in the interior of 
the inset in Figure 4.10A represented multi-sensory recruitment. Vertices 
contained within this multi-sensory region of the sphere were mapped back to 
individual subject cortical surface space and separated into individual ROIs. For 




[255 0 0; 0 255 0; 0 0 255] – thus encoding each point’s degree of sensory-
biased recruitment in RGB color space.  
 A multi-sensory index (MSI) was developed to quantitatively assess the 
degree of overlapping multi-sensory WM recruitment across modalities for each 
of the identified ROIs. MSI was defined as the cosine of the spherical distance 
between each multi-sensory point in polar space, 𝑉P⃑RS896;	, and an idealized multi-
sensory point equidistant between auditory, tactile and visual uni-sensory-biased 
point, 𝑀PP⃑ , which is found by taking the inverse tangent of the Euclidean norm of 
the cross product between the output of Equation 1 and 𝑀PP⃑  (Equation 2). MSI was 
additionally normalized by the constant,	𝐶, such that the metric ranged from [-
1,1], where -1 indicated 0 or negative z statistics (deactivation), 0 was perfectly 
uni-sensory and 1 was perfectly multi-sensory (Equation 3). 
Equation 2:  	𝑀𝑆𝐼 = 	𝑐𝑜𝑠 _𝐶 ∙ 𝑎𝑟𝑐𝑡𝑎𝑛e∑ g𝑉P⃑ RS896; × 𝑀PP⃑ g
+i
jC* k 
where 𝑉P⃑RS896; is the output of Equation 1, 𝑀PP⃑  is the idealized multi-sensory point 
and 𝐶	is the normalization constant calculated with Equation 3. 
Equation 3:    𝐶 =	 l
+
∙ 𝑎𝑟𝑐𝑡𝑎𝑛e∑ g𝑈P⃑ × 𝑀PP⃑ g
+i
jC*  
where 𝑈P⃑  is any uni-sensory point on the sphere (i.e. [1 0 0], [0 1 0] or [0 0 1]). 
MSI was computed for each vertex over the entire cortical surface and then 





Resting-state Network Analysis 
 To test the network-level organization between identified sensory-biased 
ROIs seed-to-seed functional connectivity analyses were conducted. For each 
subject, Pearson’s correlation coefficients were calculated between the mean 
time courses extracted from each sensory-biased ROI and all other sensory-
biased ROIs defined on their individual surface. This analysis was repeated a 
second time but including the subject’s ROIs identified from the multi-sensory 
WM recruitment analysis. Correlation values were converted to z-values with 
Fisher’s r-to-z transformation prior to statistical analysis. Group average values 
were converted back to r values for reporting purposes and visualized as group 
aggregate adjacency matrices. For visualization, adjacency matrices were 
liberally thresholded at r < 0.2 to remove low and likely non-significant correlation 
coefficients. 
 
Hierarchical Cluster Analysis 
 Using each regions connectome fingerprint, we performed hierarchical 
cluster analysis (HCA) in order to investigate how the modality-based ROIs 
segregate into networks. The seed-to-seed functional connectivity between the 
auditory-, tactile- and visual-biased ROIs was used as the input data for 
clustering. Connectivity profiles were averaged across the group to create an 
average connectivity profile for each ROI. These group average connectivity 




Euclidean distance between each vector was calculated and Ward’s linkage 
algorithm, which merges pairs of clusters that minimize the total sum of squares 
for the node to centroid distances, was applied to generate a cluster tree. 
Because HCA will provide a clustering solution regardless of whether any true 
clusters exist, a bootstrapping procedure (Dosenbach et al., 2007; Brissenden et 
al., 2016; Tobyne et al., 2017; Chrastil, Tobyne et al., 2018) was used to validate 
the tree branch points. Higher values indicate greater confidence in the leaves 
contained under each branch points. A total of 1000 bootstraps were generated 
by randomly sampling, with replacement, from the pool of 10 individual subject 
set of connectome fingerprints. The resampled matrices were averaged and 
clustered as above to create a set of 1000 bootstrapped cluster trees. 
Confidence values at each branch point of the primary HCA dendrogram were 
computed by calculating the proportion of bootstrap trees where the subtree 
clustered the same ROIs as the primary HCA.  
 
Statistical Analysis 
 All statistical analyses were performed with MATLAB (v. 2018a; the 
MathWorks, Natick, MA). Behavioral performance was tested for differences 
between modalities with a one-way ANOVA and Tukey’s post-hoc tests for 
significance. As previously noted, percent signal change analyses within and 
across modalities were conducted separately for each ROI with repeated 




correction of the F-test where indicated. ROIs were combined across 
hemispheres where a main effect for hemisphere was not observed. N-way 
ANOVAs were used to test for main effects of ROI and sensory modality. A 
similar procedure was used to test hemispheric effects for the following analyses: 
proportion of sensory-biased vertices within multi-sensory ROIs, proportion of 
multi-sensory ROIs within sensory-biased ROIs and per-ROI MSI. Student’s t-
tests were used to test all analyses against the null hypothesis that the mean 
was equal to zero. Calculated p-values were corrected for multiple comparisons 
with the Holm-Bonferroni method and considered significant if the corrected p-
values were lower than 0.05. 
 
RESULTS 
Behavioral Task Performance 
 Working memory task performance for each modality was high across 
subjects (auditory: mean accuracy = 0.95 ± 0.03; visual: mean accuracy = 0.96 ± 
0.02; tactile: mean accuracy = 0.92 ± 0.02). Group analysis indicated that 
performance was not significantly different across modalities (one-way ANOVA: 
F1,7 = 3.36; Tukey’s HSD post-hoc: all p > 0.06) (Figure 1D). Note that responses 







Auditory- and Visual-biased Region of Interest Identification 
 Analysis of the auditory-, tactile- and visual-biased disjunction maps 
replicated the existence of previously published auditory- and visual-biased 
structures across the cortex. We examined two contrasts per sensory modality: 
Modality A WM vs. (Modality B WM + Modality C WM) and Modality A WM vs. 
Modality A control condition. The first analysis is performed vertex-wise across 
the cortical hemispheres for each subject and is used to define sensory-biased 
ROIs (Figure 4.2 A, B). The second analysis is performed on these ROIs, to 
examine whether there is significant WM activation within the dominant sensory 
modality (Figure 4.2 C,D). Figure 4.2A displays the auditory- and visual-biased 
disjunction activation maps for 3 example subjects. Note that cool colors in this 
figure do not indicate deactivation, but instead represent the positive activation 
from the visual-biased disjunction map. Figure 4.2B depicts the hand drawn 
auditory- and visual-biased ROIs for these 3 subjects. In agreement with 
previously published work (Michalka et al., 2015; Noyce et al., 2017, 2018), 3 
auditory-biased [transverse gyrus intersecting the precentral sulcus (tgPCS), 
caudal inferior frontal sulcus/gyrus (cIFS/G) and posterior auditory (pAud)] and 3 
visual-biased ROIs [superior precentral sulcus (sPCS), inferior precentral sulcus 
(iPCS) and posterior visual (pVis)] were observed – providing a second 
independent replication of these regions. Note that cIFS/G was previously 
localized primarily to the sulcus (Michalka et al., 2015); however subsequent 




in the location of cIFS and the name has been adapted to include the gyrus. 
Tobyne et al. (2017) (see Chapter 2) suggested that up to 5 additional sensory-
biased structures might exist in frontal cortex. Figure 4.2A,B confirms the 
existence of two of these regions in the task-based analysis, auditory-biased 
frontal operculum (FO) and visual-biased middle inferior frontal sulcus (midIFS). 
These regions further extend the interleaved pattern of auditory- and visual-
biased regions into anterior frontal lobe. Several additional lateral auditory-biased 
regions not addressed in our previous work were also found in a majority of 
subjects, including auditory-biased central operculum (CO) and parietal 
operculum (PO). Medially, 3 auditory-biased regions, pre-supplemental motor 
area auditory (preSMA-A), central cingulate cortex (CCC) and 
precuneus/posterior cingulate (PCC), were found, while a single additional visual-
biased region, pre-supplemental motor area visual (preSMA-V) was noted. See 
Table 4.1 for ROI identification rates. 
 ROI analyses of auditory WM activation revealed that FO, CO, CCC, PO 
and PPC did not show main effects of hemisphere (Figure 4.2C). These ROIs 
were subsequently combined for further analysis. CCC and PPC were 
subsequently found to not show recruitment during auditory WM and were 
eliminated form further analysis. No visual ROI demonstrated a hemispheric main 









Figure 4.2: Auditory- and Visual-biased ROI Identification and Preferred Modality WM 
Recruitment. (A) Combined auditory-biased (hot colors) and visual-biased (cool colors) 
disjunction maps for 3 example subjects. Auditory-biased regions are defined by the contrast of 
Auditory WM > (Visual WM and Tactile WM), while visual-biased regions are defined by the 
contrast of Visual WM > (Auditory WM and Tactile WM) (see methods). Both contrasts are 
displayed on the same figure panels (B) Final hand drawn ROIs for the same 3 example subjects. 
(C) Auditory- and (D) visual-biased preferred modality WM recruitment (i.e. contrast of auditory 
WM vs. auditory control, within auditory-biased ROIs, and visual WM vs. visual control, with 




Table 4.1: ROI Identification Rates and Preferred-Modality WM Task Analysis. Identification 
(ID) rate (% of subjects who exhibit this ROI), F and p statistics from individual repeated 
measures ANOVA (factors: hemisphere, modality) to determine if it is appropriate to collapse 
ROIs across hemispheres, average and standard deviation (SD) from preferred-modality PSC 
analyses (i.e. auditory WM vs. auditory control for auditory-biased ROIs, visual WM vs. visual 
control for visual-biased ROIs, tactile WM vs. tactile control for tactile-biased ROIs) and t and p 
statistics from Students t-tests against the null hypothesis that PSC values are not different from 
0. All results are Holm-Bonferroni corrected for multiple comparisons within modality and p values 

















ROI ID Rate (%) 
Repeated Measures 
ANOVA 





PSC (mean ± 
SD) 
Student’s t-test 
Left tgPCS 100 F(1,27) = 13.3; p = 0.001 0.77 ± 0.38 t(9) = 6.48; p = 0.002 Right tgPCS 100 0.49 ± 0.34 t(9) = 4.56; p = 0.02 
Left cIFS/G 90 
F(1,24) = 9.23 ; p = 0.006 
1.06 ± 0.39 t(9) = 8.7; p = 0.0002 
Right cIFS/G 100 0.7 ± 0.25 t(8) = 8.29;  p = 7x10-4 
Left FO 100 F(1,27) = 0.63; p = 0.43 0.67 ± 0.15 t(9) = 14.51;  p = 4x10-6 Right FO 100 
Left  pAud 100 F(1,24) = 7.39; p = 0.01 0.44 ± 0.25 t(8) = 5.15; p = 0.01 Right pAud 100 0.32 ± 0.25 t(9) = 4; p = 0.04 
Left CO 100 F(1,27) = 3.45; p = 0.07 0.33 ± 0.27 t(9) = 3.81; p = 0.04 Right CO 100 
Left CCC 100 F(1,24) = 0.12; p = 0.73 0.16 ± 0.23 t(9) = 2.21; p =0.44 Right CCC 90 
Left preSMA-A 80 F(1,18) = 17.24;  
p = 5.99x10-4 
0.74 ± 0.33 t(7) = 6.29; p = 0.007 
Right preSMA-A 80 -0.13 ± 0.25 t(7) = 6.06; p = 0.008 
Left PO 90 F(1,21) = 1.06x10-4;  
p = 0.99 0.47 ± 0.27 t(9) = 5.5; p = 0.007 Right PO 80 
Left PPC 90 F(1,18) = 4.01; p = 0.06 0.17 ± 0.19 t(9) = 2.71; p = 0.21 Right PPC 80 
Left sPCS 80 F(1,21) = 0.005; p = 0.95 0.72 ± 0.3 t(9) = 7.68;  p = 0.0008 Right sPCS 80 
Left iPCS 100 F(1,27) = 0.002; p = 0.96 0.79 ± 0.33 t(9) = 7.62;  p = 0.0008 Right iPCS 100 
Left midIFS 90 F(1,18) = 0.84 ; p = 0.37 0.68 ± 0.3 t(9) = 7.17; p = 0.001 Right midIFS 80 
Left pVis 100 F(1,27) = 0.03; p = 0.87 0.3 ± 0.2 t(9) = 4.6; p = 0.03 Right pVis 100 
Left preSMA-V 100 F(1,21) = 1.93; p = 0.18 0.89 ± 0.35 t(9) = 8.02;  p = 0.0006 Right preSMA-V 80 
Left PMd 100 F(1,24) = 0.22; p = 0.64 0.189 ± 0.21 t(9) = 2.89; p = 0.16 Right PMd 100 
Left PMv 100 F(1,27) = 3.09; p = 0.09 0.43 ± 0.13 t(9) = 10.45,  p = 0.00006 Right PMv 100 
Left midIns 100 F(1,27) = 3.51; p = 0.07 0.3 ± 0.11 t(9) = 8.74;  p = 0.0003 Right midIns 100 
Left aMFG 100 F(1,15) = 0.48; p = 0.5 0.31 ± 0.18 t(9) = 5.43; p = 0.007 Right aMFG 70 
Left pMTG 100 F(1,27) = 0.6; p = 0.44 0.49 ± 0.23 t(9) = 6.87; p = 0.001 Right pMTG 100 
Left pTac 100 F(1,27) = 4.75; p = 0.04 0.38 ± 0.17 t(9) = 6.91; p = 0.002 Right pTac 100 0.38 ± 0.17 t(9) = 7.14; p = 0.001 





Tactile-biased Region of Interest Identification 
 Analysis of the tactile-biased disjunction map indicated that 7 tactile-
biased ROIs could be reliably identified across subjects: anterior middle frontal 
gyrus (aMFG), premotor dorsal (PMd), premotor ventral (PMv), middle insula 
(midIns), posterior tactile (pTac), posterior middle temporal gyrus (pMTG) and 
presupplemental motor area tactile (preSMA-T). Figure 4.3 depicts the tactile-
biased disjunction activation map (panel A) and resulting hand drawn ROIs 
(panel B) for the three example subjects in Figure 4.2 – along with their auditory- 
and tactile-biased ROIs. We also noted activity visible in the left hemisphere 
primary motor cortex of all subjects that likely corresponds to right hand index 
finger movement and right hand stimulation by the tactile stimulator. This region 
was drawn as the Hand Exclusion (HE) and is described but not analyzed further. 
PMd and pTac are continuous with this HE region in nearly all subjects. When 
drawing PMd and pTac, borders were traced along the crown of the precentral 
gyrus and postcentral gyrus, respectively, to provide a dividing line between the 
putative tactile-biased cognitive region and purely somatomotor cortex. See 
Table 4.1 for ROI identification rates.  
 Save for the left and right pTac ROIs, all other tactile ROIs did not show a 
main effect of hemisphere and were combined (Figure 4.3C). PMd and preSMA-
T were subsequently found to not show recruitment during tactile WM and were 




associated significance values. All subjects’ final set of auditory, visual and tactile 






Figure 4.3: Tactile-biased ROI Identification. (A) Tactile-biased disjunction maps for 3 example 
subjects. (B) Final hand drawn ROIs for the same 3 example subjects. (C) Tactile WM 
recruitment (tactile WM vs. tactile control) within tactile-biased ROIs across all subjects. *p < 






Figure 4.4: Full Sensory-biased ROI Sets. Auditory-, visual- and tactile-biased ROIs drawn 




 Figure 4.5 provides a visualization of the topological layout of probabilistic 
auditory- and visual-biased ROIs and the probability maps of tactile-biased ROIs. 
PMv, midIns and pTac showed greater alignment across subjects, relative to 
aMFG and pMTG. Probabilistic auditory-biased tgPCS, cIFS/G, CO and pAud 
and probabilistic visual-biased iPCS, midIFS and pVis generally spare the 
regions of high tactile overlap (orange to yellow) and overlap only with tactile 
probabilities indicating 1-2 subject overlap. Visual-biased sPCS and the visual 
and auditory sub-components of the preSMA complex (preSMA-V and preSMA-
A, respectively) showed no overlap with the tactile probabilistic maps. Only 
auditory-biased PO showed significant overlap with a tactile-biased probability 
map (pTac). This owes to the fact that pTac often surrounded or directly abutted 
the PO region in individual subjects. Thus, at the group aggregate level, the pTac 






Figure 4.5: Probabilistic Tactile-biased Map and Probabilistic ROIs for Auditory- and 
Visual-biased regions. The probabilistic overlap map for tactile-biased ROIs is displayed for the 
range of 1 (black) to 6 subject overlap (yellow). Auditory- and visual-biased ROIs created by 
thresholded at a 2 subject overlap are displayed in corresponding orange and blue borders. 
 
Functional Connectivity Network Analysis 
 The average group adjacency matrix resulting from seed-to-seed 
functional connectivity revealed clear within-modality network structure, 
suggesting that within-modality regions form modality-specific intrinsic networks 
(Figure 4.6A). Within-modality grouping is apparent along the main diagonal of 
the adjacency matrix for within-hemisphere auditory-, tactile- and visual-biased 
regions; as well as across hemisphere as indicated by the off-diagonal (albeit 
weaker than within hemisphere). Notably, auditory-biased CO and PO 




the tactile-biased and visual-biased ROIs possessed moderate or strong within-
modality correlations. Visual-biased ROIs possessed the least cross-modality 
functional connectivity with auditory- or tactile-biased ROIs. We observed 
moderate correlations between tactile-biased midIns with auditory-biased CO, 
CCC and bilateral pAud. 
 Agglomerative HCA revealed the presence of separate tactile-biased and 
visual-biased networks and two auditory-biased sub-networks (Figure 4.6B). In 
agreement with previously published work (Michalka et al., 2015; Noyce et al., 
2017), auditory-biased and visual-biased ROIs were segregated by modality. 
However, auditory-biased ROIs were segregated into two different subnetworks. 
Bilateral tgPCS and cIFS/G, regions previously shown to cluster together 
(Michalka et al., 2015; Noyce et al., 2017), additionally clustered with bilateral FO 
and preSMA-A. Bilateral pAud, CO and PO formed their own network that was 
closer in Euclidian distance to the tactile-biased network than the visual-biased or 
alternate auditory-biased networks, however these early branch splits were 
somewhat less reliable at 23% and 38% of bootstrapped HCA dendrograms. 
 The addition of tactile-biased ROIs to the HCA analysis revealed for the 
first time that a third modality-biased functional network exists alongside the 
auditory- and visual-biased networks. All tactile ROIs were segregated into a 
single cluster of tactile-biased network connections. The interesting association 
of tactile-biased ROIs and one of the auditory-biased subnetworks warrants 




auditory-biased subnetwork regions with closer linkage to the tactile-biased 
network lie along the Sylvian fissure and middle-to-posterior insula. Previous rs-
fMRI-based research found that these regions cluster into large and stable 
network nodes belonging to the same ‘motor-auditory’ network (Power et al., 
2011; Yeo et al., 2011). 
 
 
Figure 4.6: Sensory-biased Functional Connectivity Network Analysis. (A) Adjacency matrix 
displaying Pearson correlation values between all members of the task-defined modality-biased 
ROI set. Matrix is thresholded at r > 0.2 to remove low and likely non-significant correlation 
values for visualization only. Thick white lines indicate groups of different modalities. (B) 
Dendrogram displaying the results of the agglomerative hierarchical cluster analysis (HCA). Input 
correlation values for the HCA analysis were not thresholded prior to analysis. Numbers at each 
branch point indicate the proportion of 1000 bootstrap iterations that resulted in the same 
underlying branch structure. Region names are color-coded according to the modality biased 







Schematic Layout of Cortical Sensory-biased Regions 
Figure 4.7 presents an updated schematic layout in the spirit of Noyce et 
al. (2017) and expanded upon in Tobyne et al. (2017). Here we confirmed the 
interleaved layout of sPCS, tgPCS, iPCS and cIFS/G for the third time. Along 
with these frontal regions, well characterized and strongly sensory-biased pAud 
and pVis were noted as expected. Auditory-biased FO –predicted in Tobyne et 
al. (2017) – has been confirmed here by task-data, while 2 additional auditory-
biased opercular regions have been added to the schematic – CO and PO. All 3 
opercular regions are recruited during WM processes. The visual-biased midIFS 
region hypothesized by Tobyne et al. (2017) was also confirmed to lie anterior to 
cIFS/G. A final medial auditory-biased region, preSMA-A was noted and was also 
recruited by auditory WM. preSMA-A was found to abut a reliable visual-biased 
region, preSMA-V, that was recruited for visual WM. Tactile-biased analyses 
revealed several regions that are recruited for tactile WM spread across the 
brain. PMv and aMFG were noted in frontal cortex. These regions nested nicely 
into blank areas of cortex from previous versions of the schema. The insular 
region, midIns, did not extend into primary somatomotor or opercular cortex, nor 
did it reach into anterior portions of the insular cortex. pMTG abutted visual-
biased pVis and lies near area MT. Finally, a large region in the postcentral 
sulcus, pTac, was observed. It appears to extend into anterior supramarginal 
gyrus and anterior portions of intraparietal sulcus. This region also extends into 




the topographical layout of sensory-biased WM regions across the brain, and 
served as the scaffolding with which we approached all remaining analyses.  
 
 
Figure 4.7: Schematic Representation of Sensory-biased ROIs. All ROIs are depicted in their 
approximate location and size to serve as a schematic representation of the topography of 
sensory-biased WM regions across the cortex.  
 
Group-level Analysis of Sensory-biased WM Recruitment 
In order to illustrate the utility of individual subject-level analyses in 
revealing sensory-biased WM regions in frontal cortex, group-level analyses 
were also performed. Results from the contrasts of auditory > visual, tactile > 
auditory and tactile > visual are displayed in Figure 4.8. As was shown in 
previous work (Noyce et al., 2017; Tobyne et al., 2018), group-level analysis of 




regions (Figure 4.8A). Posterior pAud and pVis regions survive group-level 
analysis due to their large size, while auditory-biased CO and PO also survived 
statistical correction. Interestingly, a region in bilateral middle insula was noted. 
This region was not observed in the individual subject analyses. Additional 
studies are necessary to determine whether this result is artifactual or present 
only in the contrast of auditory and visual. Tactile active > auditory active again 
revealed regions in strongly sensory-biased cortex here referred to as pTac and 
pAud (Figure 4.8B). Additional group-level tactile recruitment was noted near 
PMd and pre-supplemental motor area. It is worth noting that PMd and preSMA-
T ROIs were drawn in the individual subject analysis, but subsequently 
eliminated following analysis of WM recruitment – suggesting that these regions 
are strongly tactile-biased but represent motor response or motor planning 
processes. Auditory-biased recruitment of parietal and lateral occipital cortex was 
observed; however, this was the result of greater antagonistic deactivation in the 
tactile condition. Finally, Figure 4.8C showed a similar pattern to panels A and B 
– namely that strongly biased pTac and pVis regions are observed but it failed to 
reveal evidence for sensory-biased regions elsewhere on the cortical surface. 
These analyses revealed that individual-subject analyses are highly effective in 
revealing the fine-scale functional architecture of frontal cortex, especially in 






Figure 4.8: Group-level Analysis of Two-Modality WM Comparisons. Failure to reveal 
modality-biased frontal lobe structures that are observed with individual-subject analyses (e.g., 
Fig 4.2-4.5). (A) Auditory active vs. visual active, (B) tactile active vs. visual active and (C) tactile 
active vs. visual active group analyses were conducted with FSL’s PALM toolset. Calculated p 




Cross-modality Working Memory Recruitment Within Sensory-Biased WM ROIs 
 The results reported up to this point concern the localization of modality-
biased ROIs and the report of within-modality WM recruitment. For the remainder 
of this chapter we will examine overlapping WM recruitment across the different 
sensory modalities. Figure 4.9 depicts results of ROI-based PSC analyses of 
non-preferred modality WM recruitment (modality WM vs. within-modality control) 
for each modality-biased ROI. Within the auditory-biased ROIs (Figure 4.9A), 
there was little evidence for WM-specific recruitment in the other two sensory 
modalities. Only left cIFS/G exhibited significant WM activation for another 
modality and only for visual WM (vs. visual control). Bilateral pAud and CO were 
significantly deactivated during tactile WM (Table 4.2). No other auditory ROIs 
showed significant cross-modality activation or deactivation.  
 In contrast, visual-biased ROIs in frontal cortex did exhibit strong multi-
sensory WM responses. No visual-biased regions demonstrated a significant 
effect for hemisphere from the repeated measures ANOVAs; however, visual-
biased sPCS, iPCS and preSMA-V were significantly recruited bilaterally for both 
auditory and tactile working memory (Figure 4.9B, Table 4.2). Bilateral midIFS 
was recruited for auditory WM but not for tactile WM. While the average and 
median values for tactile WM recruitment are relatively high, variability across 
subject was such that these values did not reach significance following Holm-
Bonferroni correction for multiple comparisons. Bilateral pVis was the only visual-




 Of the tactile-biased ROIs, only pTac showed a significant effect for 
hemisphere and therefore all other ROIs were combined bilaterally. In a similar 
fashion to the auditory-biased ROIs, tactile-biased ROIs revealed minimal 
significant recruitment for either auditory or visual WM. Only PMv was 
significantly recruited by a non-preferred modality and only for auditory WM. 
While average PSC values for each ROI were at or below 0, no tactile-biased 
ROI was significantly deactivated for auditory or visual WM. 
 Collectively, these findings indicate that frontal visual-biased WM regions 
are also recruited by WM in other sensory modalities, while no auditory-biased or 
tactile-biased ROIs are recruited by WM in both of the other two sensory 
modalities.  This suggests a strong link between the so-called multiple-demand 
network (Duncan and Owen, 2000; Postle et al., 2000; Hautzel et al., 2002; 
Duncan, 2010; Fedorenko et al., 2013) of the brain and the visual-biased WM 







Figure 4.9: Cross-modality WM PSC ROI Analyses. Plots examining WM recruitment by the 2 
non-preferred sensory modalities in sensory-biased WM ROIs. (A) Auditory-, (B) visual- and (C) 
tactile-biased PSC results are depicted for the 2 non-preferred modalities. *p < 0.05, **p < 0.01, 
***p < 0.001, Student’s t-tests, Holm-Bonferroni corrected. Each frontal visual-biased area 




Table 4.2: Cross-Modality WM Task Analysis. F and p statistics from individual repeated 
measures ANOVA (factors: hemisphere, modality), average and standard deviation (SD) from 
cross-modality PSC analyses and t and p statistics from Students t-tests against the null 
hypothesis that PSC values are not different from 0. All results are Holm-Bonferroni corrected for 
multiple comparisons within modality and p values less than 0.05 were considered significant. 









(mean ± SD) 
Student’s t-test 
 Visual Tactile 
Left tgPCS 0.22 ± 0.3 t(9) = 1.18;  p = 0.84 0.07 ± 0.18 
t(9) = 2.3;  
p = 1 
Right tgPCS 0.02 ± 0.23 t(9) = -1.72;  p = 1 -0.1 ± 0.18 
t(9) = 0.33;  
p = 0.72 
Left cIFS/G 0.38 ± 0.26 t(9) = 1.99;  p = 0.03 0.22 ± 0.36 
t(9) = 4.49;  
p = 0.62 
Right cIFS/G 0.25 ± 0.19 t(8) =0.68;  p = 0.07 0.06 ± 0.26 
t(8) =4.11;  
p = 1 
FO 0.09 ± 0.26 t(9) = -3.18;  p = 1 -0.11 ± 0.11 
t(9) = 1.15;  
p = 0.13 
Left  pAud 0.03 ± 0.23 t(8) = -5.25;  p = 1 -0.2 ± 0.11 
t(8) = 0.35;  
p = 0.01 
Right pAud 0.02 ± 0.25 t(9) = -4.25;  p = 1 -0.2 ± 0.14 
t(9) = 0.21;  
p = 0.03 
CO -0.07 ± 0.25 t(9) = -5.99;  p = 1 -0.18  ± 0.1 
t(9) = -0.85;  
p = 0.004 
Left preSMA-A 0.21 ± 0.24 t(7) = 0.84;  p = 1 0.04 ± 0.12 
t(7) = 2.3;  
p =1 
Right preSMA-A 0.09 ± 0.22 t(7) = -3.21;  p = 0.78 -0.13 ± 0.11 
t(7) = 1.11;  
p = 0.15 
PO -0.06 ± 0.26 t(9) = -1.51; p = 1 -0.07 ± 0.15 t(9) = -0.69;  p =0.82 
 Auditory Tactile 
sPCS 0.57 ± 0.22 t(9) = 8.17;  p = 0.0004 0.26 ± 0.12 
t(9) = 7.03;  
p = 0.001 
iPCS 0.74 ± 0.21 t(9) = 11.13;  p = 4x10-5 0.52 ± 0.26 
t(9) = 6.33;  
p = 0.002 
midIFS 0.76 ± 0.26 t(9) =9.21;  p = 0.0001 0.32 ± 0.31 
t(9) =3.35;  
p =0.11 
pVis 0.21 ± 0.19 t(9) =3.66;  p = 0.05 -0.003 ± 0.26 
t(9) = -0.04;  
p = 1 
preSMA-V 0.8 ± 0.36 t(9) = 7.11;  p = 0.001 0.46 ± 0.22 
t(9) =6.61;  
p = 0.002 
 Auditory Visual 
PMv 0.23 ± 0.18 t(9) = 3.94;  p = 0.04 
0.09 ± 0.15 t(9) = 1.83;  
p = 1 
midIns 0.07 ± 0.3 t(9) = 0.7;  p = 1 
-0.07 ± 0.27 t(9) = -0.79;  
p = 1 
aMFG 0.06 ± 0.25 t(9) = 0.81;  p = 1 
0.05 ± 0.15 t(9) = 1.02;  




pMTG -0.008 ± 0.26 t(9) = -0.09;  p = 1 
0.12 ± 0.28 t(9) = 1.36;  
p = 1 
Left pTac 0.06 ± 0.25 t(9) = 0.72;  p = 1 
-0.01 ± 0.23 t(9) = -0.14;  
p = 1 
Right pTac -0.01 ± 0.23 t(9) = -0.18;  p = 1 
-0.06 ± 0.25 t(9) = -0.25;  
p = 1 
 
Multi-sensory Region of Interest Analysis 
 In order to more broadly examine multi-sensory WM recruitment across 
the brain, we performed a vertex-level analysis across the entire cerebral cortex 
in individual subjects. We examined within modality sensory WM recruitment 
(modality A WM vs. modality A control) for each of the three sensory modalities. 
The z-scores for each modality WM recruitment contrast were combined into a 3-
dimension coordinate system and the resulting data were projected onto the unit 
sphere (Figure 4.10A). Vertices that were robustly recruited in all 3 sensory WM 
modalities projected to a single octant. It is important to note that this definition of 
multisensory WM recruitment is not mutually exclusive with our definition of 
sensory-biased; rather it is quite expected that some vertices will exhibit both 
WM recruitment effects in all 3 sensory modalities and a preference for one 
modality over the other two. Across subjects, projecting these multi-sensory 
vertices from (Figure 4.10A) back to individual subject surfaces revealed seven 
reliable cortical regions significantly recruited bilaterally for all three modality-
biased WM conditions. Three example subjects are depicted in Figure 4.10B,C 
while all subjects are depicted in Figures 4.11 (lateral and posterior views) and 
4.12 (medial view). Within individual subject, three lateral frontal multi-sensory 




by adding -ms (for multi-sensory) to the visual-biased name. These regions were: 
multi-sensory superior precentral sulcus (sPCS-ms), multi-sensory iPCS (iPCS-
ms) and multi-sensory midIFS (midIFS-ms). Two parietal regions, anterior and 
posterior sub-divisions of intraparietal sulcus (aIPS-ms and pIPS-ms, 
respectively) were reliably found in parietal cortex. Medially, a multi-sensory 
region, presupplementary motor area (preSMA-ms) was found amongst the 
auditory- and visual-biased regions within the general vicinity of preSMA and the 
medial extent of superior frontal gyrus. In addition to these regions, a multi-
sensory region in anterior insula (aIns-ms) was found. Only aIns-ms does not lie 






Figure 4.10: Multi-sensory WM ROI creation. (A) Schematic of multi-sensory vertex-wise 
analysis. Significant z-scores (p < 0.05) from auditory WM > auditory control, tactile WM > tactile 
control and visual WM > visual control contrasts combined into a 3-D coordinate system and were 
projected to the unit sphere. Vertices are embedded in RGB color space by multiplying their 3D 
Cartesian coordinate by the matrix [255 0 0; 0 255 0; 0 0 255] to provide a visual representation 
of uni-sensory, bi-sensory and/or multi-sensory bias. Note that vertices with 0 or negative z-
scores in all three modalities are colored black. Points within the circle indicated on the zoomed 
portion of the sphere are considered multi-sensory. The ideal multi-sensory point is indicated by 
the intersection of the three black lines. Data points are from a single subject’s left hemisphere. 
(B,C) Multi-sensory WM ROIs for 3 example subjects are displayed with red borders. Interior 
white shading is transparent to visualize any overlap between underlying sensory-biased ROIs. 







Figure 4.11: Sensory-biased WM and Multi-sensory WM ROIs for All Subjects (lateral, 






Figure 4.12: Sensory-biased WM and Multi-sensory WM ROIs for All Subjects (medial 
view). Multisensory and Auditory-, visual- and tactile-biased ROIs are displayed for all 10 
subjects. 
 
 Using these individual-subject maps of multisensory WM, we constructed 
probabilistic maps from the group data (see Methods). Figure 4.13 shows the 




identified by the unit sphere analysis. The color map at each vertex reflects the 
number of subjects (out of 10) that had significant WM activation in all 3 
modalities at that vertex. On visual inspection, multi-sensory WM vertices were 
observed to spare nearly all auditory-biased and tactile-biased ROIs. Any overlap 
was minimal and restricted to the 2-3 subject probability range (i.e., 20%-30% 
probability). No overlap with multi-sensory WM vertices was noted for auditory-
biased CO, PO and pAud; or for tactile-biased midIns and pMTG. In contrast to 
auditory- and tactile-biased ROIs, visual-biased ROIs showed strong overlap with 
multi-sensory WM vertices. 3 multisensory regions in lateral frontal cortex 
partially overlapped and extended anterior to visual-biased sPCS, iPCS, and 
midIFS. iPCS and midIFS both overlapping with regions of 3 subject (i.e., 30% 
probability) or greater multi-sensory WM probability. Multisensory WM overlap 
with sPCS was somewhat less, in comparison. On the medial surface, preSMA-V 
was observed to highly overlap with multi-sensory WM vertices. In the parietal 
lobe, pVis, a much larger ROI compared to the other visual-biased ROIs, 
contained a peak of high probability of multi-sensory WM vertices across 
subjects. Additionally, a second region – likely aIPS – that spans the space 
between pVis and pTac. Multisensory recruitment was also observed within 
anterior insula and in parts of the inferior frontal sulcus and middle frontal gyrus 






Figure 4.13: Probabilistic Multi-sensory Map and Probabilistic Sensory-biased ROIs. The 
probabilistic overlap map for multi-sensory ROIs is displayed for the range of 1- (black) to 6- 
subject overlap (yellow). Auditory-, visual- and tactile-biased ROIs created by thresholded at a 2- 
subject overlap are displayed in corresponding orange, blue and green borders.  
 
The apparent overlap between multi-sensory regions of the cortex and 
visual-biased regions was investigated in 3 ways. First, the proportion of each 
multi-sensory ROI that was also identified as sensory-biased via the disjunction 
analysis was quantified for each subject, normalized by the area of their multi-
sensory ROI and averaged (Figure 4.14A). Repeated measures ANOVAs 
revealed no effect for hemisphere so they were combined for each ROI A two-
way ANOVA for ROI and modality showed a significant main effect for modality 
(F(2,180) = 55.96, p = 1.26x10-77). Tukey’s HSD post-hoc analysis revealed that 




visual-biased when compared to auditory- or tactile-biased. iPCS-ms had 
significantly more area that was visual-biased but equal proportions of tactile-
biased or auditory-biased area. aIns-ms, preSMA-ms and aIPS-ms showed no 
significant differences for modality. Note that aIns-ms contains only auditory-
biased overlap, preSMA-ms contains only auditory- and visual-biased overlap 










































Table 4.3: Overlap of Multi-sensory ROIs and Sensory-biased ROIs. A Value of 0 indicates 





(main effect of 
hemisphere) 
Average Proportion ± SD 
(Student’s t-test) 
Aud Vis Tac 
Left aIns-ms F(1,21) = 2.18;  
p = 0.16 
0.09 ± 0.23 
t(9) = 1.25; 
p = 1 
0 
0.004 ±  0.02 
t(9) = 1; 
p = 1 Right aIns-ms 
Left preSMA-ms F(1,24) = 1.68;  
p = 0.21 
0.05 ± 0.08 
t(9) = 1.91; 
p = 0.89 
0.21 ± 0.22 
t(9) = 2.94; 
p = 0.23 
0 Right preSMA-ms 
Left aIPS-ms F(1,21) = 2.08;  
p = 0.16 0 
0.23 ± 0.3 
t(8) = 2.26; 
p = 0.59 
0.25 ± 0.21 
t(8) = 3.53; 
p = 0.13 Right aIPS-ms 
Left midIFS-ms F(1,21) = 0.14;  
p = 0.71 
0.6 ± 0.06 
t(9) = 3.12; 
p = 0.18 
0.33 ± 0.27 
t(9) = 3.89; 
p = 0.07 
0.2 ± 0.03 
t(9) = 2.75; 
p = 0.29 Right midIFS-ms 
Left iPCS-ms F(1,27) = 0.64;  
p = 0.43 
0.2 ± 0.03 
t(9) = 2.48; 
p = 0.42 
0.33 ± 0.3 
t(9) = 3.54; 
p = 0.12 
0.12 ± 0.11 
t(9) = 3.33; 
p = 0.14 Right iPCS-ms 
Left sPCS-ms F(1,18) = 1x10-4;  
p  = 0.99 
0.02 ± 0.04 
t(8) = 1.43;  
p = 1 
0.41 ± 0.34 
t(8) = 3.64;  
p = 0.12 
0 
Right sPCS-ms 
Left pIPS-ms F(1,24) = 1.01;  
p = 0.32 0 
0.64 ± 0.2  
t(8) = 9.62; 
p = 0.0002 
0.02 ± 0.03 
t(8) = 1.88; 
p = 0.89 Right pIPS-ms 
 
A second analysis performed proportion analysis from the opposite 
perspective by examining the proportion of each sensory-biased ROI that was 
identified as multi-sensory WM (Figure 4.14B). Repeated measures ANOVAs 
revealed no effect of hemisphere so all ROIs were combined across 
hemispheres. A two-way ANOVA revealed a significant effect for ROI (F(16,163) = 
9.98, p = 1.23x10-16). Subsequent Tukey’s HSD post-hoc tests revealed that 
significant greater proportions of iPCS, midIFS and preSMA-V were multi-




ROIs was such that Student’s t-tests revealed only sPCS, iPCS and pVis were 
significantly different from 0 (Table 4.4). 





(main effect of 
hemisphere) 
Proportion  
(mean ± SD) 
 
Student’s t-test 
Left tgPCS F(1,9) = 1.76; p = 0.23 0.05 ± 0.08 t(9) = 1.8; p = 0.74 Right tgPCS 
Left cIFS/G F(1,8) = 4.3 ; p = 0.07 0.13 ± 0.21 t(9) = 2.02; p = 0.63 Right cIFS/G 
Left FO F(1,9) = 1.7; p = 0.23 0.02 ± 0.02 t(9) = 2.44; p = 0.41 Right FO 
Left  pAud F(1,9) = 0.24; p = 0.63 0.009 ± 0.01 t(8) = 2.13; p = 0.62 Right pAud 
Left CO F(1,9) = 2.02; p = 0.19 0.001 ± 0.003 t(9) = 1.42; p = 0.67 Right CO 
Left preSMA-A F(1,6) = 0.8; p = 0.41 0.08 ± 0.13 t(8) = 1.79; p = 0.64 Right preSMA-A 
Left PO No Overlap 0 No Overlap Right PO 
Left sPCS F(1,7) = 0.17; p = 0.69 0.33 ± 0.18 t(7) = 5.25; p = 0.02 Right sPCS 
Left iPCS F(1,9) = 0.11; p = 0.75 0.42 ± 0.26 t(9) = 5.13; p = 0.01 Right iPCS 
Left midIFS F(1,6) = 0.02 ; p = 0.9 0.46 ± 0.34 t(8) = 3.97; p = 0.06 Right midIFS 
Left pVis F(1,9) = 1.89; p = 0.2 0.07 ± 0.02 t(9) = 4.7; p = 0.01 Right pVis 
Left preSMA-V F(1,7) = 0.22; p = 0.65 0.46 ± 0.338 t(9) = 3.83; p = 0.06 Right preSMA-V 
Left PMv F(1,9) = 0.03; p = 0.88 0.11 ± 0.1 t(9) = 3.43; p = 0.09 Right PMv 
Left midIns F(1,9) = 2.37; p = 0.07 0.04 ± 0.11 t(9) = 1.16; p = 0.57 Right midIns 
Left aMFG F(1,5) = 0.21; p = 0.67 0.08 ± 0.18 t(8) = 2.1; p = 0.63 Right aMFG 
Left pMTG F(1,9) = 1.08; p = 0.33 0.07 ± 0.12 t(9) = 1.79; p = 0.74 Right pMTG 






No main effect for hemisphere was found for MSI values across ROIs. A 
main effect for ROI was found (F(16,164) = 17.1, p = 3.99x10-26) and Tukey’s post-
hoc tests indicated that sPCS, iPCS, midIFS and preSMA-V each possessed 
significantly higher average MSI than all other ROIs. Student’s t-tests showed 
that no auditory-biased ROI possessed significant multi-sensory characteristics 
(Figure 4.14C, Table 4.6). Only a single tactile-biased ROI, left PMv, was found 
to possess significant MSI. However, all visual-biased ROIs showed MSI values 
significantly greater than 0. MSI values for all ROIs were significantly different 
(lower) than the mean of the MSI values (0.91 ± 0.02; range: 0.87 - 0.93) 




































(main effect of 
hemisphere) 
MSI Value  
(mean ± SD) 
 
Student’s t-test 
Left tgPCS F(1,9) = 4.03; p = 0.08 0.08 ± 0.21 t(9) = 1.64; p = 1 Right tgPCS 
Left cIFS/G F(1,8) = 2.01 ; p = 0.19 0.23 ± 0.21 t(9) = 3.48; p = 0.07 Right cIFS/G 
Left FO F(1,9) = 0.35; p = 0.57 0.03 ± 0.15 t(9) = 0.64; p = 1 Right FO 
Left  pAud F(1,9) = 0.41; p = 0.54 -0.02 ± 0.15 t(8) = -0.45; p = 1 Right pAud 
Left CO F(1,9) = 0.13; p = 0.73 -0.01 ± 0.12 t(9) = -0.28; p = 1 Right CO 
Left preSMA-A F(1,6) = 4.04; p = 0.08 0.12 ± 0.14 t(8) = 2.54; p = 0.35 Right preSMA-A 
Left PO F(1,6) = 0.45; p = 0.52 -0.002 ± 0.09 t(8) = -0.06; p = 0.1 Right PO 
Left sPCS F(1,7) = 0.0009; p = 0.98 0.52 ± 0.1 t(7) = 17.21;  p = 1x10-6 Right sPCS 
Left iPCS F(1,9) = 0.11; p = 0.75 0.63 ± 0.23 t(9) = 8.6; p = 0.0002 Right iPCS 
Left midIFS F(1,6) = 0.36 ; p = 0.56 0.5 ± 0.22 t(8) = 7.16;  p = 0.0007 Right midIFS 
Left pVis F(1,9) = 0.95; p = 0.35 0.17 ± 0.1 t(9) = 5.39; p = 0.006 Right pVis 
Left preSMA-V F(1,7) = 0.57; p = 0.47 0.66 ± 0.2 t(9) = 9.75;  p = 0.0002 Right preSMA-V 
Left PMv F(1,9) = 0.03; p = 0.88 0.23 ± 0.14 t(9) = 5.25; p = 0.006 Right PMv 
Left midIns F(1,9) = 5.8; p = 0.06 0.05 ± 0.19 t(9) = 0.83; p = 1 Right midIns 
Left aMFG F(1,5) = 1.54; p = 0.25 0.005 ± 0.21 t(8) = 0.07; p = 1 Right aMFG 
Left pMTG F(1,9) = 0.25; p = 0.63 0.08 ± 0.26 t(9) = 0.91; p = 1 Right pMTG 






Figure 4.14: Multi-sensory and Sensory-biased Colocalization Metrics. (A) The proportion of 
each multi-sensory ROI that was also identified as sensory-biased (any modality) is depicted by 
stacked bar plots. Each ROIs proportions were normalized to 1 by each subject’s multi-sensory 
area prior to aggregating. (B) The proportion of each sensory-biased ROI that was also identified 
as multi-sensory is depicted by box plots. Each ROIs proportions were normalized by each 
subject’s area prior to aggregating. (C) MSI values calculated for each sensory-biased ROI. To 
provide context, the average (dashed line) and range (gray shading) of MSI values across all 
multi-sensory ROIs is included. *p < 0.05, **p < 0.01, ***p < 0.001, Student’s t-tests, Holm-
Bonferroni corrected. 
 
Sensory-biased and Multi-sensory Network Architecture 
 Analysis of functional connectivity between all multi-sensory ROIs and all 
sensory-biased ROIs revealed a bilateral network architecture and strong 




regions, all ROIs were correlated to each other – with the exception of the pairing 
of aIns-ms and pIPS-ms. Within hemisphere, all multi-sensory ROIs showed 
moderate to strong correlations with iPCS and midIFS – with the exception of 
aIns. preSMA-V was strongly correlated with all multi-sensory ROIs in the left 
and right hemispheres, except aIPS-ms and pIPS-ms in the left hemisphere. 
Correlations were notably absent between sPCS-ms and pVis – mirroring the low 
or absent correlations between visual-biased sPCS and pVis. In fact, pVis did not 
correlate well with any multi-sensory ROI save for right pIPS-ms, with which it 
shares a number of vertices.  
 
Figure 4.15: Multi-sensory/Sensory-biased Functional Connectivity Network Analysis. 
Adjacency matrix displaying Pearson correlation values between all members of the task-defined 
modality-biased ROI set and all members of the multi-sensory ROI set. Matrix is thresholded at r 
> 0.2 to remove low and likely non-significant correlation values for visualization only. Thick white 
lines indicate groups of different modalities or different hemispheres. 
 
DISCUSSION 
 Here, we presented several investigations of sensory-biased and multi-




confirmed previously reported auditory- and visual-biased WM and attention  
structures in frontal cortex for the second time. We also extended the auditory 
and visual networks to include 2 regions hypothesized in previous work (Tobyne 
et al., 2017) and an additional 3 auditory-biased regions and 1 visual-biased 
region. We added a tactile condition to the WM task of Noyce et al. (2017) and 
revealed 5 tactile-biased cognitive regions that segregate into their own network, 
as defined by intrinsic functional connectivity. Analysis of cross-modal 
recruitment within sensory-biased WM regions showed evidence for visual-
biased regions participating in auditory and tactile WM – leading to the 
hypothesis that visual regions may be, in part, multi-sensory. Careful analysis of 
overlap between multi-sensory WM regions (i.e. regions that were recruited 
during all 3 WM modalities) and sensory-biased regions revealed that significant 
portions of multi-sensory and visual-biased regions overlap. Visual-biased 
regions were also significantly more multi-sensory – as scored by MSI – than 
auditory-biased and tactile-biased regions. Together, these results update the 
growing sensory-biased schema of the human brain and suggest that portions of 
visual-biased regions fill a multi-sensory role. In contrast, the auditory-biased and 
tactile-biased WM regions were primarily restricted to supporting WM in the 
preferred modality within our present experimental paradigm. 
 Beyond replicating the results of Noyce et al. (2017), and confirming the 
results of Michalka et al. (2015), this work also confirms the existence of 




regions that were hypothesized to exist based upon functional connectivity 
analysis on a large sample of resting-state data (Tobyne et al., 2017). In previous 
work, we highlighted two studies whose results may co-exist alongside the 4 
interleaved regions. Mayer et al. (2017) noted two regions in anterior frontal lobe 
with a bias for auditory (bilateral superior frontal gyrus) or visual (right 
dorsolateral prefrontal cortex) recruitment in a bimodal Stroop task. While it is 
difficult to directly compare the two studies due to differences in visualization, it 
appears that neither of the two regions they highlight overlap with midIFS or FO. 
Both regions of Mayer et al. (2017) are located superior to those described here 
and, as noted in Tobyne et al. (2017), likely do not correspond to the 4 original 
bilateral sensory-biased regions of Michalka et al. (2015). Using fMRI, Braga et 
al. (2013; 2016) observed regions in frontal cortex with a bias for visual or 
auditory top-down attention, however again due to differences in visualization it is 
difficult to tell whether our midIFS corresponds to the most ventral visual region 
(MFG/IFG) identified by their work. midIFS may have been identified in Braga et 
al. (2016) using structural connectivity, but their region appears quite dorsal 
compared to the typical location of midIFS and it is unclear how much the regions 
truly overlap. A region in the vicinity of midIFS appears in numerous human 
studies of visuospatial attention and is sometimes referred to as dorsolateral 
prefrontal cortex (DLPFC) due to functional similarities with DLPFC in non-
human primates (Hagler and Sereno, 2006; Srimal and Curtis, 2008; 




publications detail FO, however it appears to overlap with opercular cortex 
recruited during reading comprehension (Barch et al., 2013). FO was also 
previously reported as part of the ‘simple speech network’ (Bohland and 
Guenther, 2006; see Price, 2012 for review) and is recruited more strongly with 
increasingly complex sentence syllabic content. Without the benefit of 
cytoarchitectonics in humans, it remains unclear whether this region overlaps 
with Brodmann Area 45 or the opercular subregion of Broca’s region – areas 
which functional connectivity studies suggest connect to a speech-motor network 
(Sepulcre, 2015; Wang et al; 2015). 
The addition of the tactile modality added 2 tactile-biased regions (aMFG 
and PMv) to the frontal lobes, which were localized within previously unassigned 
‘blank’ areas of the cortical schematic (Figure 4.7). PMv lies within a region 
shown to possess differential connectivity to primary motor cortex (Glasser et al., 
2016) and, while this region is typically described as premotor (Amunts et al., 
2010; Glasser et al., 2016), we found that PMv is significantly recruited for tactile 
WM. It is important to note that the tactile active and passive conditions 
contained matched tactile stimuli and motor response demands. In fact, although 
PMv and canonical premotor region PMd (BA6) were both identified by the 
disjunction analysis, our test of tactile working memory recruitment indicated that 
PMd was not recruited for WM while PMv was. This is an important control to 
exclude regions driven purely by stimulus and/or motor conditions. Previous 




human primates, as well as human populations (Romo et al., 1999; Kostopoulos, 
Albanese and Petrides, 2007; Soros et al., 2007; Wu et al., 2018). However, the 
region highlighted by these studies appear more anterior to that highlighted here 
– perhaps due to the reliance of these studies on group analyses. To our 
knowledge, our work represents the first to specifically study the unique WM 
recruitment of auditory, visual- and tactile-biased regions in concert.  
Our multi-sensory analysis indicates a hierarchy of regions with degrees of 
multi-sensory behavior. At one end of the spectrum is pIPS-ms, which is roughly 
60% overlapping with visual-biased pVis. At the other end of the spectrum is 
aIns-ms, which shows robust recruitment across all 3 WM modalities with no 
significant overlap with sensory-biased regions. Similarly, preSMA-ms was also 
found to be strongly multi-sensory and only minimally sensory-biased. We 
previously found that aIns-ms and preSMA-ms were strongly multi-sensory 
(Noyce et al., 2017) and these results are largely in agreement with that view. 
Other studies have suggested that aIns-ms and preSMA-ms make up key 
components of the cognitive control network (Cole and Schneider, 2007; 
Dosenbach et al., 2007; Menon and Uddin, 2010; Tamber-Rosenau et al., 2013; 
Cai et al., 2014) and aIns-ms recruitment has previously been reported in multi-
sensory attention (Chen et al., 2014).  
Visual-biased regions and multi-sensory regions showed a clear 
relationship that was not observed between multi-sensory-regions and either 




contained a greater extent of visual-biased areas than auditory- or tactile-biased 
area (Figure 14A), that visual-biased regions overlap significantly more strongly 
with multi-sensory regions than auditory- or tactile-biased regions (Figure 14B) 
and that the multi-sensory index indicates stronger multi-sensory behavior for 
visual-biased regions (Figure 14C) all suggest that visual-biased and multi-
sensory regions share a unique spatial and functional relationship. Indeed, the 
updated schematic in Figure 4.16 shows that multi-sensory regions tend to 
partially overlap with and extend anteriorly from visual-biased regions, 
suggesting that that visual-biased regions in frontal lobes are one end of a 
gradient between visual-biased and multi-sensory regions, perhaps with an area 
of increased mixed selectivity in between (Wallis and Miller, 2003). Retinotopic 
maps in the vicinity of sPCS, iPCS and midIFS (Hagler and Sereno, 2006; Silver 
and Kastner, 2009; Mackey et al., 2017) suggest that regions specialized for 
visuospatial information may flow forward into regions that abstract and combine 
visual information with other senses depending upon task demands.  
All 3 of the aforementioned published studies from our laboratory 
(Michalka et al., 2015; Noyce et al., 2017; Tobyne et al., 2017) highlighted well 
characterized temporal auditory-biased (pAud) and parietal visual-biased (pVis) 
regions and these are again noted here. Tactile analyses showed a large region 
in postcentral sulcus that extended to superior medial parietal lobe (pTac). These 
three bilateral regions are quite large compared to the other sensory-biased and 




regions. For instance, the visual WM and passive sensorimotor control conditions 
both contain faces and thus pVis includes face selective regions in ventral 
temporal cortex (Kanwisher et al., 1997; McCarthy et al., 1997; Tsao et al., 2006; 
Freiwald and Tsao, 2014) in addition to visual and visuospatial selective regions 
in lateral occipital cortex and intraparietal sulcus (Sereno et al., 1995; Swisher et 
al., 1997; Kastner et al., 2007; Konen and Kastner, 2008; Mackey et al., 2017). 
Auditory-biased pAud spans the length of superior temporal gyrus and sulcus, 
including regions that are specialized for speech and degraded speech (e.g. 
Ozker et al., 2017; Nourski et al., 2019), as well as including Heschl’s gyrus 
(primary auditory cortex), surrounding belt and parabelt regions (Hackett, 2007; 
Glasser et al., 2016) and perisylvian language area – a region (along with 
cIFS/G) that is strongly linked to the language network (Bohland and Guenther, 
2006; Glasser et al., 2016). 
Similar to previous work, resting-state network analyses revealed that the 
auditory- and visual-biased ROIs segregate into dissociable networks based 
upon their connectivity profiles (Figure 4.6B). The additional tactile ROIs continue 
this trend of network segregation by modality by creating a third modality-biased 
WM network. However, the additional sensory-biased ROIs provide a more 
complex figure than previously seen. Notably, the auditory-biased region split into 
two separate sub-networks – one containing tgPCS, cIFS/G, FO and preSMA-A 
(which we will refer to as the primary auditory network)  and another CO, PO and 




correlation values in adjacency matrix between regions of the secondary auditory 
network, especially contralaterally, relative to the other seeds, sheds light on how 
this grouping arose (Figure 4.6A). Interestingly, the secondary auditory network 
is grouped by bilateral ROIs while the lower splits of the primary auditory network 
are group entirely by hemisphere. While both of these networks are recruited 
during auditory WM, this work is not able to distinguish whether these regions are 
recruited for different WM processes. Further studies will need to determine 
whether this network-level segregation is representative of two separate 
functional networks: one for speech motor/auditory WM and another for low-level 
auditory processes/auditory WM.  
Tactile regions showed bilateral coupling similar to the secondary auditory 
network – a result that could be foreseen for a network with links to the 
somatomotor network (Figure 4.6B). The secondary auditory network is also 
more strongly linked with the tactile network than its auditory counterpart; in part 
because of links between CO/PO and midIns. It would be interesting for future 
studies to determine whether this arises from the spatial proximity of CO, PO, 
pAud, midIns and pTac or from a more functional link between the regions. 
The visual-biased network showed a more mixed result in regards to 
grouping across hemispheres. Left and right pVis are reliably grouped together 
and there is more distance between these ROIs than all other visual-biased 
ROIs. sPCS and iPCS are grouped bilaterally, however they sort into separate 




preSMA-V and left iPCS but preSMA-V couples with the like-hemisphere iPCS. 
When compared with the other sensory-biased networks, visual-biased regions 
show far stronger connectivity with the multi-sensory regions (Figure 4.15). This 
is consistent with the degree of overlap between visual-biased and multi-sensory 
regions. Interestingly, aIns-ms, which we reported as having the least overlap 
with visual-biased cortex, also showed the lowest functional connectivity with 
visual-biased regions. This provides further evidence that aIns-ms is a purely 
multi-sensory region and may be better characterized as amodal. 
Taken together, this work provides an updated schematic representation 
of how we conceptualize modality-biased cognition in human cortex (Figure 
4.16). Not only does this represent a dramatic expansion of the number of 
regions observed to possess a sensory-bias but highlights the extent to which 
sensory information persists beyond primary and second sensory cortices. This 
work provides a detailed estimate of the topography of these regions and their 






Figure 4.16: Schematic Representation of Sensory-biased and Multi-sensory ROIs. All ROIs 
are depicted in their approximate location and size to serve as a schematic representation of the 
topography of sensory-biased and multi-sensory WM regions across the cortex. Multi-sensory 
region (red border) are shown with a semi-transparent white fill to allow the overlapping visual 
regions to be seen. Overlap between visual and multi-sensory ROIs was drawn jointly according 
to individual subject and probabilistic labels. 
 
In this analysis, we have described our primary regions of interest as WM 
regions (sensory-biased or multi-sensory) because they exhibited recruitment in 
the contrast of WM to a stimulus-matched and motor-matched control condition; 
however, it is important to note that these studies do not isolate WM processes 
from attention or other processes recruited during the WM task. In the Michalka 
et al. (2015) study, sPCS, tgPCS, iPCS and cIFS were studied with sustained 
attention and short term working memory/change detection paradigms. In 
addition to replication and validation of the tactile-biased structures detailed here, 




attention, decision-making) recruit these regions and whether they do so in a 
sensory-biased or multi-sensory/sensory agnostic manner. More nuanced task 
designed would also be capable of disentangling WM processes within each ROI 
– something the current blocked design is incapable of. For instance, a long 
delay WM task paradigm may be able to determine whether information about 
the stimulus modality is differentially stored in these frontal structures during the 
delay, or whether this information is stored amodally in the frontal lobes. 
Coupling t-fMRI with neural modulation via transcranial magnetic stimulation 
would also reveal whether these regions are necessary for particular WM 
processes. 
As previously mentioned, this work depends critically upon individual 
subject analyses to map the extended region set. If group analysis was used 
instead, many of these regions would be missed (Figure 4.8). However, 
individual subject analyses are also a limiting factor for this study because they 
require a greater amount of work than group analyses – given that the entire ROI 
set is identified, drawn and analyzed for each subject rather than a single time at 
the group aggregate level. This also means that the degrees of freedom for our 
statistical tests is reduced by subjects who we were unable to identify specific 
ROIs for (see Table 4.1). While our results pass rigorous statistical thresholds 
and multiple comparisons correction, it is possible that with more data additional 
regions would rise to significance. The reliance on individual subject analysis 




‘connectome fingerprinting’ models (Saygin et al. 2011; Osher et al., 2016; Tavor 
et al., 2016; Smittenaar et al., 2017; Wang et al., 2017; Parker Jones et al., 2017; 
Tobyne et al., 2018) that aim to discover the link between task activation and 
connectivity could be applied to ‘transfer’ these findings to other datasets, as was 
suggesting in Tobyne et al. (2018). In this way, our individual subject results 
could be used to map modality-biased regions in other studies and even clinical 
samples. 
The present work is also limited due to our focus on cortical regions. 
Increasingly, deep gray matter structures in the cerebellum, striatum and 
thalamus are shown to consist of functionally specialized subunits (e.g. Behrens 
et al., 2007; Buckner et al., 2011; Choi et al., 2012; Brissenden et al., 2017) and 
our approach of mapping sensory-biased cognitive regions should be expanded 
to include non-cortical gray matter tissue in future studies. 
 
CONCLUSION 
 The series of analyses presented here detail the utility of conducting 
cortical cartography via mapping sensory-biased cognition. We extended the set 
of previously observed auditory- and visual-biased WM regions in frontal cortex, 
and added tactile-biased regions to the growing set of sensory-biased regions 
recruited during modality specific WM. The addition of the tactile modality also 




biased recruitment. This produced a novel set of observations that many visual-
biased regions possess multi-sensory qualities that place them apart from their 
auditory- and tactile-biased WM ROI counterparts. Furthermore, regions 
segregate into networks based largely upon their preferred modality. Together, 
these results elucidate the complex and overlapping topography of sensory-
biased and multi-sensory regions in human cortex. Future studies should probe 
modality-biased cognition with different task paradigms, such as sustained 
attention and task/rule switching. Additional work is needed to assess the 
function of each region during WM or other cognitive processes. The extension of 
modality-biased connectome fingerprinting models (Tobyne et al., 2017) to the 





CHAPTER FIVE: CONCLUSIONS AND FUTURE WORK  
 This last chapter of the dissertation consists of three sections. The first 
section summarizes the primary findings of Chapter 2 though 4 and how they 
contribute to cortical cartography and network mapping of structures involved in 
sensory-biased and multi-sensory cognition. The second section provides an 
overview of how this map situates within existing literature. Finally, future 
directions are suggested and applications are discussed. 
 
Summary of Findings 
 This work first focusses on replicating and extending the topography and 
network structure of previously shown bilateral interleaved regions in frontal 
cortex (Tobyne et al., 2017). Probabilistic versions of individual subject ROIs 
were applied to resting-state data from a large N dataset to validate the 
segregated auditory/visual modality-biased network architecture. Visual-biased 
sPCS and iPCS showed strong functional connectivity to posterior visual-biased 
cortex and weak functional connectivity to posterior auditory cortex; while the 
converse was found for auditory-biased tgPCS and cIFS. The interleaved 
visual/auditory/visual/auditory patterning of these regions in frontal cortex was 
replicated at the group level and without the benefit of individual subject ROIs. 
Analysis of auditory and visual correlation differences recapitulated the 4 bilateral 
core sensory-biased regions but also suggested additional sensory-biased 




replicates the topographic layout and network architecture of auditory- and 
visual-biased ROIs in frontal cortex. Moreover, these functional connectivity 
analyses predicted the existence of additional sensory-biased regions in human 
frontal cortex. Broadly, our results reveal that probabilistic ROIs mapped to the 
HCP dataset can be a powerful tool for investigating cortical topography. These 
findings finally suggest that mapping sensory-biases across the cortex should 
continue to be a useful approach for cortical cartography. 
 Chapter 3 expanded upon this work to show that functional connectivity 
can predict the location and magnitude of lateral frontal cortical recruitment on an 
individual subject in task-based fMRI (Tobyne et al., 2018). Previous work used 
structural or functional connectivity derived connectivity fingerprints, coupled with 
machine learning techniques, to drive regression-based predictive models that 
can predict an individual’s own task activation from their own connectivity 
distribution – a technique referred to as ‘connectome fingerprinting’. We applied 
this technique to the core sensory-biased regions from Michalka et al. (2015) and 
showed that the specific location of sensory-biased sPCS, tgPCS, iPCS and cIFS 
can be jointly predicted based upon differences in their connectivity. These 
predictions highly accurate at the individual level. Importantly, an individual’s 
specific pattern of lateral frontal cortical organization was best predicted by the 
individual’s own functional connectome over any other individual’s functional 




that led to increased prediction accuracy and best practices for connectome 
fingerprinting.  
 In Chapter 4 we used an auditory, visual and tactile WM paradigm to 
replicate and extend previously published auditory- and visual-biased WM results 
to a third sensory modality. On the lateral surface of the cortex, the auditory-
biased network was extended to include FO, CO and PO and the visual-biased 
network added midIFS. In medial portions of frontal cortex, auditory- and visual-
biased components of pre-supplemental motor area were found. In addition to 
auditory and visual WM networks, tactile WM analysis showed aMFG, PMv, 
midIns, pMTG and pTac were recruited – bringing the total number of sensory-
biased working memory regions to 17 bilateral regions identified on individual 
subjects. Network analyses with resting-state fMRI and hierarchical cluster 
analysis revealed that these regions segregate into different functional networks 
based upon seed-to-seed functional connectivity. When auditory-, visual- and 
tactile-biased WM were analyzed together using an individual subject analysis, 7 
distinct multi-sensory regions recruited for all three WM modalities were found. 
Visual regions were found to significantly overlap with a subset of these multi-
sensory regions – suggesting that visual-biased regions possess cross-modal 
recruitment properties. Together, these results greatly extend our current set of 
sensory-biased ROIs and show that mapping brain regions with an eye towards 
sensory-bias and multi-sensory cognition can provide an orthogonal 




 In summary, this work first replicates and then extends previously 
published work detailing sensory-biased regions in frontal cortex. Separate 
auditory-, visual- and tactile-biased networks of regions exist throughout the brain 
and are recruited for preferred-modality WM processes. The functional 
connectivity profiles for these regions are different enough that they can be used 
to further extend the map of sensory-biased regions and possess enough unique 
variance across individuals that they can be used to predict regional task 
activation. Visual-biased regions significantly overlap with regions recruited for all 
three modality-biased WM conditions – suggesting that portions of visual-biased 
regions, although possessing a significant baseline visual bias, can be flexibly 
recruited across auditory and visual WM domains. The final ROI map presented 
here represents one of the most detailed investigations of individual sensory-
biased and multi-sensory cortical cartography to date. 
 
Significance of Sensory-biased Cartography 
 This work extends existing neuroimaging evidence for auditory- visual-
biased cognitive regions in human frontal cortex to include additional auditory, 
visual and tactile regions. It is the first work to analyze all three sensory 
modalities in concert and identify sensory-biased and multi-sensory region in 
concert. By performing these analyses on individual subjects, it reveals the 




at a greater detail than previously know. The results provide a cognitive schema 
with which to approach future studies. 
The different representations of sensory information in frontal lobes could 
lend themselves to different aspects of cognition. Michalka et al. (2015) also 
supports the observation that audition is inherently predisposed to provide 
support for timing tasks while vision is inherently better at spatial tasks. This 
observation of frontal regions specialized for vision and audition could form the 
basis of two components of the Baddeley and Hitch content model of working 
memory – the visuospatial sketchpad and the phonological loop (Baddeley, 
2010). The existence of multiple auditory- and visual-biased structures in the 
frontal lobes is suggestive of research initially linking WM encoding and 
maintenance therein (Goldman-Rakic,1996; Fuster, 1997; Rao, Rainer and 
Miller, 1997). However, some reports challenge this finding; linking the encoding 
of working memory contents to posterior sensory-biased cortices (Pasternak and 
Greenlee, 2005; Ester et al., 2009; Harrison and Tong, 2009; Riggall and Postle, 
2012). The existence of a finer grained, interconnected and nested set of regions 
in frontal lobes with different sensory-biases suggests that accounts of frontal 
and posterior WM encoding and maintenance need to be integrated and re-
evaluated. 
 While studies of individual subjects such as those conducted here 
increase our sensitivity to discover sensory-biased regions and do not suffer from 




amounts of labor to identify regions, draw ROIs and conduct the analyses. Given 
that most laboratories do not investigate audition, vision and somatosensation in 
concert, the results of Chapter 3 provide a means by which our result can be 
combined with their own. The transfer of study results, especially through the 
localization of ROIs through ‘connectome fingerprinting’ could represent a 
dramatic shift in the ways in which laboratories collaborate, replicate results and 
apply their result to clinical populations. A great deal of work remains to develop 
these techniques in order to properly transfer results, but the groundwork has 
been set for future applications. 
 
Future Directions 
 This work primarily examines modality-biased networks and working 
memory recruitment – although many of these same regions were recruited for 
sustained attention (Michalka et al., 2015). Future work should investigate the 
role of sensory-modality in other cognitive task paradigms such as long-term 
memory, task switching and rule learning. The overwhelming majority of task 
paradigms employ the visual modality only, so adapting current tasks to include 
auditory and tactile conditions. In order to rule out task difficulty effects across 
modalities, conditions need to be carefully balanced for difficulty. 
Research into sensory-biased, multi-sensory regions and their 
topographical layout is important to move the field forward; however, many 




questions lie in how the representation of information differs across the sensory-
biased cortical networks. Each sensory modality has unique sensory receptors 
and a distinctive organization of sensory information in its primary sensory 
cortical region (e.g. retinotopic spatial map, body map, tonotopic map). The 
degree to which these sensory biases influence the representations of cognitive 
processes (e.g., working memory, decision-making) supported by these frontal 
regions remains an open question. Michalka et al. (2015) developed the domain 
recruitment hypothesis, which posits that cortical regions can be biased for a 
particular information domain (e.g. vision or audition) based upon the information 
a region receives. The domain recruitment hypothesis is in itself an extension 
into the topic of working memory of the modality appropriateness hypothesis for 
perceptual integration of multisensory stimuli (Freides, 1874; Welch and Warren, 
1980). The Michalka et al. (2015; 2016) work from our laboratory revealed that 
cross-modal recruitment of the sensory-biased frontal and parietal cortical areas 
occurred, when the task-demands favored the representational strength of 
another sensory modality. That is, a spatial working memory task with purely 
auditory stimuli recruited visual-biased cortical regions, but an equally difficult 
temporal working memory task with the same stimuli did not. Conversely, a 
temporal working memory task with purely visual stimuli recruited auditory-biased 
cortical regions, but the spatial version of this task did not. In future research, 
these representational biases in frontal cortex should be more extensively 




cognition. In this dissertation we have successfully identified 13 new regions for 
which the domain recruitment hypothesis should be investigated. It remains to be 
seen how the tactile-biased regions might display a bias for spatial information, 
temporal information, a combination or perhaps neither. Another possibility is that 
tactile WM recruitment is directly tied to the body map and altered according to a 
body-centric representational space. 
Additional questions for future research include a closer examination of 
the functional differences between regions within a modality. To better address 
this point, future studies could use several different approaches: 1) design tasks 
that recruit a subset of these regions, 2) use tasks that facilitate the direct 
comparison of sensory-biased conditions (i.e. simultaneous presentation during 
task conditions for balanced stimulus effects) and 3) measure the whole brain 
functional connectivity profiles of these regions. All three of these suggestions 
would help to disentangle the contributions of each regions to cognition.  
We have proposed that the mapping of sensory-biased regions could 
provide a useful parallel framework within which to investigate frontal cortical 
function alongside many previously prosed schemes. Several existing theories of 
frontal cortical function have been posited, including language vs. multiple 
demand processes (Fedorenko et al., 2013; Blank et al., 2014) and hierarchical 
abstraction (Koechlin et al., 2003; Devlin et al., 2003; Badre and D’Esposito, 
2007; Badre et al., 2010). As of yet, no research has combined multiple sensory 




leaving open the possibility of differential recruitment of our modality-biased 
regions within these proposed organization frameworks. 
 The work presented here primarily focuses on frontal cortex; posterior 
sensory-biased regions in temporal and parietal cortex were lumped into large 
functional regions (pAud, pVis, pTac). Prior uni-sensory work has demonstrated 
that there are numerous functionally specific regions within each of these broad, 
posterior ROIs. Auditory-biased pAud contains much of superior temporal gyrus 
and sulcus, primary auditory cortex and perisylvian language areas. pVis 
contains much of intraparietal sulcus, lateral occipital and ventral temporal 
cortices. pTac spans the entirety of postcentral sulcus and extends over the 
dorsal extent into medial parietal cortex. In the three modality working memory 
task used in Chapter 4, pAud, pVis, and pTac regions each consist of large 
swaths with contiguous activation, however each of these regions likely contains 
numerous sub-regions with different task recruitment and connectivity profiles. 
Future work should investigate our ability to fractionate these regions based upon 
functional connectivity or differential task recruitment and reexamine any 
suggested sub-regions for sensory-biased or multi-sensory behavior. For 
example, pVis contain retinotopic intraparietal sulcus (Sereno et al., 1995; 
Swisher et al., 2007; Kastner et al., 2007; Mackey et al., 2016) – determining 
how retinotopic intraparietal sulcus intersects or overlaps with aIPS-ms and 
pIPS-ms would be especially interested. Swisher et al. (2007) showed that tactile 




cortex. Elucidating the spatial topography of pVis, pTac and overlapping multi-
sensory regions would clarify this complex brain region that seems to be well 
positioned to facilitate sensory integration. 
 Further development of the ‘connectome fingerprinting’ technique is a 
particularly exciting avenue for future research. In Chapter 3, we explored a small 
sub-space of the entire possibility of methodological choices available to machine 
learning engineers. Future research is required to increase the accuracy of 
‘connectome fingerprinting’ and explore its ability to transfer in-lab findings to 
other datasets and populations by using trained models and connectivity data. 
Outstanding questions include how much data is required for adequate model 
building, whether more advanced models (nonlinear regression or neural 
networks, for example) produce more accurate results, and whether models 
trained on healthy populations break down when applied to clinical populations or 
are able to correctly predict altered task activation when faced with atypical 
connectivity profiles. 
 Individual subject task activation profiles, such as the sensory-biased and 
multi-sensory maps discussed in this dissertation, coupled with ‘connectome 
fingerprinting’ have the potential to greatly impact neuroscience and 
neuroimaging. It would be feasible to train an ensemble of models separately for 
each region of the brain in order to effectively ‘map’ task results spanning the 
entirety of the cortex onto novel subjects. These techniques, once properly 




larger studies or to populations who cannot perform difficult tasks such as the 
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