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ON SOME INEQUALITIES FOR CONVEX FUNCTIONS WITH
APPLICATIONS IN NORMED SPACES
N.S. BARNETT AND S.S. DRAGOMIR
Abstract. Some inequalities for convex functions defined on convex subsets in
linear spaces with applications for the p−mean absolute deviation of a sequence
of vectors are given, in a normed linear space.
1. Introduction
Jensen’s inequality is pivotal in the Theory of Inequalities because it implies at
once many other classical inequalities including the Ho¨lder, Minkowski, Beckenbach-
Dresher and Young inequalities, the arithmetic mean - geometric mean inequality,
the generalised triangle inequality.
Let C be a convex subset of the real linear space X and f : C → R a convex
function on C. If xi ∈ C and pi ∈ (0, 1) with
∑n
i=1 pi = 1, then the following











In [2], the authors proved, amongst other results, the following refinement of













































As a natural and important application of the above result (1.2), the authors of
[2] considered the case of normed linear spaces (X, ‖·‖) and the convex function
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{‖xi‖r + ‖xj‖r − 21−r ‖xi + xj‖r} ≥ 0.

































provided f : C → R is convex on the convex subset C of the linear space X and
pi, qi, i ∈ {1, . . . , n} are probability sequences with qi > 0 for each i ∈ {1, . . . , n} .
In particular, from (1.6) the following is obtained that compares the weighted





































The above inequalities (1.6) and (1.7) have some nice applications for the gener-










































































p (≥ 0) ,
respectively.
In this paper some new inequalities for convex functions defined on linear spaces
are given. Applications for the p−mean absolute deviation of a sequence of vectors
in a normed linear space with given probabilities are also provided.
2. The Main Results
Theorem 1. Let C be a convex subset in the linear space X, f : C → R a convex
function on C, xj ∈ C, pj ∈ (0, 1) , j ∈ {1, . . . , n} , n ≥ 2 and
∑n




pjxj = 0 and
pk




pjf (xj) ≥ max
k∈{1,...,n}
[
pkf (xk) + (1− pk) f
(
pk
pk − 1 · xk
)]
(2.2)





xj = 0 and
n











f (xk) + (n− 1) f
(
n
n− 1 · xk
)]
(2.4)
≥ f (0) .
Proof. Firstly, since C is convex and xk, pkpk−1 · xk ∈ C for k ∈ {1, . . . , n} , then,
pkxk + (1− pk)
(
pk
pk − 1 · xk
)
= 0 ∈ C,
and by the convexity of f,
pkf (xk) + (1− pk) f
(
pk
pk − 1 · xk
)
≥ f (0)
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for each k ∈ {1, . . . , n} , which proves the last part of (2.2).
Since
∑n
















for each k ∈ {1, . . . , n} , which implies,
(2.5)
pk











for each k ∈ {1, . . . , n} .




























j=1 pjf (xj)− pkf (xk)
1− pk ,
from which it is obvious that,
(2.6) pkf (xk) + (1− pk) f
(
pk






for each k ∈ {1, . . . , n} .
Taking the maximum in (2.6) over k ∈ {1, . . . , n} , we deduce the first part of
(2.2).
The following result can be useful for applications.
Corollary 1. Let f : C → R be a convex function on the convex set C and
qj ∈ (0, 1) , j ∈ {1, . . . , n} with
∑n











































≥ f (0) .
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In particular, if,




















































≥ f (0) .
The proof follows by Theorem 1 on choosing xj = vj −
∑n
l=1 qlvl and pj = qj ,
j ∈ {1, . . . , n} .
Corollary 2. Let f : C → R be a convex function on the convex set C and
xi ∈ {1, . . . , n} such that, for y1 := x1 − xn, y2 := x2 − x1, . . . , yn−1 := xn−1 −









f (x1 − xn) + (n− 1) f
[
n
n− 1 (x1 − xn)
]
, . . . ,
f (xn − xn−1) + (n− 1) f
[
n
n− 1 (xn − xn−1)
]}
≥ f (0) .
The proof is obvious by the second part of Theorem 1.
A different result is incorporated in the following.
Theorem 2. Let C be a convex set in the linear space X and f : C → R be a convex
function on C. If xj ∈ C, pi ∈ (0, 1) , j ∈ {1, . . . , n} are such that
∑n
j=1 pj = 1 and

























≥ f (0) .
In particular, if,
−xk, n2n− 1xk ∈ C for each k ∈ {1, . . . , n} ,





















≥ f (0) .
Proof. For any k ∈ {1, . . . , n} we have,
n∑
i=1








































































for each k ∈ {1, . . . , n} .



































pi [f (xi) + f (−xi)]− pkf (xk)
2− pk ,
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for each k ∈ {1, . . . , n} .
Taking the supremum over k ∈ {1, . . . , n} in (2.15) produces the first inequality
in (2.12).
























= f (0) ,
and the last part of (2.12) is also established.
3. Applications for Normed Spaces
Let (X, ‖·‖) be a normed space over the real or complex number field K.
For the probability sequence p = (p1, . . . , pn) , i ∈ {1, . . . , n} , the sequence of
vectors x = (x1, . . . , xn) ∈ Xn and a real number p ≥ 1, we define the p−mean
absolute deviation of x with probability p by:











For the uniform probability u =
(
1




we have Kp (u,x) = Kp (x) , where,










The following result concerning upper and lower bounds for the p−mean absolute
deviation can be stated:















































for all x ∈ Xn and p ≥ 1.
Proof. The first inequality in (3.3) is obvious, the second follows by Corollary 1
applied for the convex function f : X → R, f (x) = ‖x‖p . The details are omitted.
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where K (p,x) = K1 (p,x) and K (x) = K1 (x) .
If σ2 (p,x) = K2 (p,x) , where σ2 (p,x) denotes the variance of x with the prob-




















for any x ∈ Xn and p a probability density.













































Since the lower bound for Kp (p,x) may be difficult to use in applications, we
provide the following coarse but perhaps more useful bound.
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Corollary 3. If pm := min
k∈{1,...,n}
pk, pm ∈ (0, 1) , then
(3.9) Kp (p,x) ≥
[










for all x ∈ Xn.
Proof. For p ≥ 1, consider the function hp : [0, 1) → R, hp (t) := t + tp (1− t)1−p .
The function hp is differentiable on [0, 1) and
h′p (t) = 1 + pt
p−1 (1− t)1−p + (p− 1) tp (1− t)−p > 0,








= pm + ppm (1− pm)1−p ,
which together with (3.3) provides the desired bound (3.9).
Remark 2. In particular, we have,

















From a different perspective, we can state the following inequalities as well.
Proposition 2. Let (X, ‖·‖) be a normed linear space, x = (x1, . . . , xn) ∈ Xn,
p ≥ 1 and pi ∈ (0, 1) with
∑n

























for any x ∈ Xn.
The proof is obvious by Theorem 2 applied for the convex function f : X → R+,
f (x) = ‖x‖p . The details are omitted.

















‖xi‖2 ≥ 12n− 1 maxk∈{1,...,n} ‖xk‖
2
.
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As pointed out before, for applications, the lower bound for the quantity
∑n
i=1 pi ‖xi‖2
may not be as useful as one where the pk’s and xk’s are separate. This can be
achieved, however, by the following coarser result:
Corollary 4. If pm := min
k∈{1,...,n}




pi ‖xi‖p ≥ 12
[





for any x ∈ Xn.
Proof. Consider the function gp : [0, 1) → R, gp (t) = t + tp (2− t)1−p which is
differentiable on [0, 1) and
g′p (t) = 1 + pt
p−1 (2− t)1−p + (p− 1) tp (2− t)−p > 0








= pm + ppm (2− pm)1−p ,
which, together with (3.12), provides the desired result (3.16).




pi ‖xi‖2 ≥ pm2− pm maxk∈{1,...,n} ‖xk‖
2
,
for any x ∈ Xn.
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