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Entwicklung eines iterativen Rekonstruktionsalgorithmus mit Einbeziehung
anatomischen Vorwissens fu¨r die 23Na-Magnetresonanztomographie
In dieser Arbeit wird ein iteratives Rekonstruktionsverfahren fu¨r die 23Na-MRT entwickelt.
Neben einer totalen Variation zweiter Ordnung (TV(2)) wurden A-priori-Informationen
aus der 1H-MRT in Form einer Tra¨gerregion (BM) und als anatomisch gewichtete TV(2)
(AnaWeTV) eingebunden. Anhand simulierter Kopfdaten und In-vivo-Messungen wurde
das Leistungsvermo¨gen des Algorithmus bei verschiedenen Auflo¨sungen, Unterabtastun-
gen (UAF) und Rauschpegeln analysiert. In allen Bildern wurden Gibbs-Oszillationen und
Unterabtastungsartefakte wirkungsvoll unterdru¨ckt. Bei In-vivo-Messungen an acht Pro-
banden und zwei Patienten (Hirntumor und Multiple Sklerose) konnte ein deutlich erho¨h-
tes Signal-Rausch-Verha¨ltnis (SNR) im Vergleich zur herko¨mmlichen Gridding-Methode
erreicht werden (8 Probanden: +(46±3)% bei TV(2), +(25±2)% bei TV(2)&BM in wei-
ßer Substanz (WM); Multiple-Sklerose-Patient mit AnaWeTV: +133 % in WM, +55 %
im lateralen Ventrikel). Der SNR-Gewinn ha¨ngt dabei von der Gro¨ße der anatomischen
Struktur ab.
Die AnaWeTV erho¨ht die Auflo¨sung bekannter Strukturen und verringert Partialvolumen-
effekte. In Simulationen ((2 mm)3, UAF = 10) konnte der Intensita¨tsfehler in vier kleinen
La¨sionen von (20,3±3,2)% (Gridding) auf (3,2±2,3)% (AnaWeTV) reduziert werden. Nach
Anwendung eines Hammingfilters betrug er (12,6±3,3)%. Der Algorithmus ist robust ge-
genu¨ber Fehlregistrierung der 1H-Bilder um (1,5–3)mm. Auch Strukturen, fu¨r die keine
anatomischen A-priori-Informationen vorliegen, werden mit hohem Kontrast dargestellt.
Die TV(2)&BM-Rekonstruktion ist vorzuziehen, wenn nicht bekannt ist, ob Strukturen im
23Na-Bild ein anatomisches Korrelat im 1H-Bild besitzen (z.B. bei Hirntumoren).
Development of an iterative reconstruction algorithm including anatomical pri-
or information for 23Na magnetic resonance tomography
In this work, an iterative reconstruction algortihm for 23Na-MRT is developed. In addition
to second order total variation (TV(2)), it includes prior information from 1H-MRT as a
support region (BM) and as anatomically weighted TV(2) (AnaWeTV). The performance of
the algorithm is analyzed at different resolutions, undersampling factors (UAF) and noise
levels using simulated datasets of the head and in vivo measurements. In all images, Gibbs-
ringing and undersampling artifacts are effectively suppressed. In in vivo measurements
of eight volunteers and two patients (brain tumor and multiple sclerosis), a substantially
increased signal-to-noise ratio (SNR) compared to the conventional gridding reconstructi-
on is achieved (8 volunteers: +(46±3)% with TV(2), +(25±2)% with TV(2)&BM in white
matter (WM); multiple sclerosis patient with AnaWeTV: +133 % in WM, +55 % in the
lateral ventricle). The SNR gain depends on the size of the anatomical structure.
The AnaWeTV increases resolution of known structures and reduces partial volume ef-
fects. In simulations ((2 mm)3, UAF = 10), the intensity error of four small lesions could be
reduced from (20,3±3,2)% (gridding) to (3,2±2,3)% (AnaWeTV). After applying a Ham-
ming filter, the error was (12,6±3,3)%. The algorithm is robust against misregistration
of 1H-images by (1,5–3)mm. Structures without available prior information are displayed
with high contrast. The TV(2)&BM-reconstruction is preferable in cases where it is not
known if structures in the 23Na-image have an anatomical correlate in the 1H-image (e.g.
in brain tumors).

Arbeiter der Stirn
Ein Mensch sitzt kummervoll und stier
Vor einem weißen Blatt Papier.
Jedoch vergeblich ist das Sitzen -
Auch wiederholtes Bleistiftspitzen
Scha¨rft statt des Geistes nur den Stift.
Selbst der Zigarre bittres Gift,
Kaffee gar, kannenvoll geschlu¨rft,
Den Geist nicht aus den Tiefen schu¨rft,
Darinnen er, gemein verbockt,
Ho¨chst unzuga¨nglich einsam hockt.
Dem Menschen kann es nicht gelingen,
Ihn auf das leere Blatt zu bringen.
Der Mensch erkennt, dass es nichts nu¨tzt,
Wenn er den Geist an sich besitzt,
Weil Geist uns ja erst Freude macht,
Sobald er zu Papier gebracht.
(Eugen Roth)

Inhaltsverzeichnis
Abku¨rzungsverzeichnis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
1 Einleitung 1
2 Theoretische Grundlagen 4
2.1 Kernspinresonanz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Der Kernspin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Makroskopische Magnetisierung . . . . . . . . . . . . . . . . . . . . . 5
2.1.3 Bewegungsgleichung und Anregung der Magnetisierung . . . . . . . 7
2.1.4 Bloch-Gleichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.5 Elektrische Quadrupolwechselwirkung . . . . . . . . . . . . . . . . . 8
2.1.6 Relaxation von Quadrupolkernen . . . . . . . . . . . . . . . . . . . . 11
2.1.7 23Na-NMR-Spektren . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Magnetresonanztomographie . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Messsignal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Signal-Rausch-Verha¨ltnis . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Ortskodierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Auswirkungen der realen Messung: Diskretheit, Beschra¨nktheit und
Punktantwortfunktion . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Physiologische Bedeutung von Natrium . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Ruhemembranpotential . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Aktionspotential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Natriumbildgebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Compressed Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 Das Konzept der Sparsity . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2 Inkoha¨rente Bildaufnahme . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Nichtlineare Rekonstruktionsverfahren und die l1-Norm . . . . . . . 29
3 Material und Methoden 33
3.1 Datenakquisition: Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Magnetresonanz-Tomographen . . . . . . . . . . . . . . . . . . . . . 33
3.1.2 Hochfrequenz-Spulen . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Datenakquisition: Software . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 Dichteangepasste Radialsequenz . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Gridding-Rekonstruktion . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Unterabtastung und Inkoha¨renz bei radialer Datenaufnahme . . . . 37
3.2.4 Sequenzen fu¨r die 1H-Referenzbilder . . . . . . . . . . . . . . . . . . 38
3.3 Entwicklung eines iterativen Rekonstruktionsalgorithmus . . . . . . . . . . . 39
3.3.1 Das Verfahren konjugierter Gradienten . . . . . . . . . . . . . . . . . 39
i
ii Inhaltsverzeichnis
3.3.2 Formulierung der Zielfunktion . . . . . . . . . . . . . . . . . . . . . . 41
3.3.3 Totale Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.4 Anatomisches Vorwissen (1): Die Tra¨gerregion . . . . . . . . . . . . 42
3.3.5 Anatomisches Vorwissen (2): Gewichtete totale Variation . . . . . . 44
3.3.6 Systemmatrix und Datenkonsistenzterm . . . . . . . . . . . . . . . . 45
3.3.7 Differenzierbarkeit der l1-Norm . . . . . . . . . . . . . . . . . . . . . 46
3.3.8 Datenextrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.9 Konkrete Umsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Messphantom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 Simulationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5.1 Erzeugung radialer MR-Datensa¨tze des Gehirns . . . . . . . . . . . . 48
3.5.2 Simulierte Datensa¨tze . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Quantitative Bewertung der Rekonstruktionen . . . . . . . . . . . . . . . . 50
3.6.1 Quadratisches Mittel der Abweichung . . . . . . . . . . . . . . . . . 51
3.6.2 Strukturelle A¨hnlichkeit . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6.3 Kontrast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6.4 Berechnung des Signal-Rausch-Verha¨ltnisses . . . . . . . . . . . . . . 54
3.6.5 Schnelle Abscha¨tzung des Rausch- und Artefaktpegels . . . . . . . . 56
3.6.6 Gemeinsames Maß fu¨r die Optimierung der Rekonstruktionsparameter 56
4 Ergebnisse 58
4.1 Totale Variation, Tra¨gerregion und ihre Kombination . . . . . . . . . . . . . 58
4.1.1 Konvergenzverhalten . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.2 Einfluss der Wichtungsfaktoren . . . . . . . . . . . . . . . . . . . . . 60
4.1.3 Parameterstudie: Auswirkung von Auflo¨sung, Unterabtastung und
Rauschpegel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.4 U¨berpru¨fung der Rekonstruktionsmethode . . . . . . . . . . . . . . . 74
4.1.5 In-vivo-Messungen: Robustheit der Rekonstruktion . . . . . . . . . . 77
4.2 Anatomisch gewichtete totale Variation 2. Ordnung . . . . . . . . . . . . . . 81
4.2.1 AnaWeTV bei hoch aufgelo¨sten Daten . . . . . . . . . . . . . . . . . 81
4.2.2 AnaWeTV bei niedriger Auflo¨sung . . . . . . . . . . . . . . . . . . . 86
4.2.3 Extrembeispiel: Hohe Auflo¨sung, starke Unterabtastung, niedriges
SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.4 U¨berpru¨fung der AnaWeTV-Rekonstruktion . . . . . . . . . . . . . . 88
4.2.5 Vergleich: Anatomisch gewichtete quadratische Regularisierung und
AnaWeTV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.6 Genauigkeit rekonstruierter Natriumkonzentrationen: Phantommes-
sung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.7 Patientenmessungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5 Diskussion 102
5.1 Iterative Rekonstruktion von 23Na-MR-Daten . . . . . . . . . . . . . . . . . 103
5.2 Rekonstruktion ohne anatomisches A-priori-Wissen . . . . . . . . . . . . . 104
5.2.1 TV(2) versus TV(1) . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3 Unspezifisches anatomisches Vorwissen: Die Tra¨gerregion . . . . . . . . . . . 106
5.3.1 Kombination aus TV(2) und BM-Regularisierung . . . . . . . . . . . 106
Inhaltsverzeichnis iii
5.3.2 Reine BM-Regularisierung . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4 Anatomisch gewichtete Totale Variation 2. Ordnung . . . . . . . . . . . . . 107
5.4.1 Vergleich mit der anatomisch gewichteten quadratischen Regulari-
sierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.5 Datensa¨tze mit niedriger Auflo¨sung . . . . . . . . . . . . . . . . . . . . . . . 109
5.5.1 Datenextrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5.2 Tra¨gerregion bei niedriger Auflo¨sung . . . . . . . . . . . . . . . . . . 109
5.5.3 AnaWeTV bei niedriger Auflo¨sung . . . . . . . . . . . . . . . . . . . 109
5.5.4 Anwendung bei anderen Isotopen . . . . . . . . . . . . . . . . . . . . 110
5.6 Auswahl optimaler Rekonstruktionsparameter . . . . . . . . . . . . . . . . . 110
5.7 Bildevaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.7.1 Berechnung ortsabha¨ngiger SNR-Werte . . . . . . . . . . . . . . . . 112
5.7.2 Genauigkeit der rekonstruierten Intensita¨ten . . . . . . . . . . . . . 113
5.7.3 RMSE und SSIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.7.4 Auflo¨sungsvermo¨gen . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.8 Iterative Rekonstruktion dreidimensionaler Radialdaten . . . . . . . . . . . 116
5.9 Robustheit der Rekonstruktionsmethode . . . . . . . . . . . . . . . . . . . . 117
5.9.1 Inkorrekte Tra¨gerregion . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.9.2 Fehlregistrierung und AnaWeTV . . . . . . . . . . . . . . . . . . . . 117
5.9.3 Fehlende oder falsche A-priori-Informationen . . . . . . . . . . . . . 118
5.10 TV(2)&BM- oder AnaWeTV-Bild . . . . . . . . . . . . . . . . . . . . . . . . 118
6 Zusammenfassung 119
Anhang 122
A Berechnung der Gradienten der Regularisierungsterme . . . . . . . . . . . . 122
A.1 Totale Variation zweiter Ordnung . . . . . . . . . . . . . . . . . . . . 122
A.2 Tra¨gerregion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.3 Anatomisch gewichtete totale Variation . . . . . . . . . . . . . . . . 123
B Optimale Wichtungsfaktoren fu¨r die Rekonstruktionen dieser Arbeit . . . . 125
C Rekonstruktionen bei verschiedenen Auflo¨sungen . . . . . . . . . . . . . . . 128
D Vero¨ffentlichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Literaturverzeichnis 138
Abbildungsverzeichnis 149
Tabellenverzeichnis 152
Abku¨rzungsverzeichnis
3D-DAPR 3D dichteangepasste Radialsequenz (engl. 3D density adapted projection
reconstruction)
AnaWeTV anatomisch gewichtete totale Variation zweiter Ordnung (engl. Anatomi-
cally Weighted 2nd order Total Variation)
ATP Adenosintriphosphat
BM Bina¨rmaske
CG-Verfahren Verfahren konjugierter Gradienten (engl. conjugate gradient algorithm)
CS Compressed Sensing (engl. fu¨r ‘Komprimiertes Aufnehmen’ )
CSI Chemical Shift Imaging
CT Computertomographie
EFG Tensor des elektrischen Feldgradienten
FFT schnelle Fouriertransformation (engl. fast Fourier transform)
FID freier Induktionszerfall (engl. free induction decay)
FLASH Fast Low Angle SHot
FOV Gesichtsfeld (engl. field of view)
FWHM volle Halbwertsbreite (engl. full width at half maximum)
GM graue Substanz des Gehirns (engl. grey matter)
GSLIM generalized spectral localization by imaging
HF Hochfrequenz
IR inversion recovery
MIP Maximale Intensita¨tsprojektion
MPRAGE Magnetization Prepared RApid Gradient Echo
MR- Magnetresonanz-
MRSI MR-spektroskopische Bildgebung
MRT Magnetresonanztomographie
MS Multiple Sklerose
MSE mittlerer quadratischer Fehler (engl. mean squared error)
NMR Kernspinresonanz (engl. nuclear magnetic resonance)
PSF Punktantwortfunktion (engl. point spread function)
PSNR Spitzen-Signal-Rausch-Verha¨ltnis (engl. peak signal-to-noise ratio)
RMSE quadratischer Mittelwert des Fehlers (engl. root mean squared error)
ROI Bildregion (engl. region of interest)
SLIM spectral localization by imaging
SNR Signal-Rausch-Verha¨ltnis (engl. signal-to-noise ratio)
SSIM strukturelle A¨hnlichkeit (engl. structural similarity)
TE Echozeit
TGV verallgemeinerte totale Variation zweiter Ordnung (engl. second order Total
Generalized Variation)
TOF Time Of Flight
TQF Triplequantenfilterung
Abku¨rzungsverzeichnis v
TR Repetitionszeit
TV Totale Variation
UAF Unterabtastungsfaktor
WM weiße Substanz des Gehirns (engl. white matter)

1 Einleitung
Die Magnetresonanztomographie (MRT) ist ein wichtiges Diagnoseverfahren der moder-
nen Medizin. Die Grundlagen fu¨r diese Technik wurden bereits ab den zwanziger Jahren
des letzten Jahrhunderts geschaffen. Wie bedeutend jeder einzelne Schritt auf dem Weg
zur MRT war, la¨sst sich an der hohen Zahl der Nobelpreise ablesen, die fu¨r die Kernspinre-
sonanz (engl. nuclear magnetic resonance, NMR) und ihre Anwendung verliehen wurden.
Bereits im Jahre 1924 postulierte Wolfgang Pauli die Existenz eines Kernspins [Pauli,
1924], um damit die Aufspaltung atomarer Spektrallinien zu erkla¨ren. 1933 gelang es Otto
Stern, das daraus resultierende magnetische Moment des Protons nachzuweisen [Frisch
und Stern, 1933; Estermann und Stern, 1933], wofu¨r er 1943 den Nobelpreis erhielt. Isaac
Rabi entwickelte eine Moleku¨lstrahlresonanzmethode, mit der er das magnetische Moment
verschiedener Atomkerne ausmaß [Rabi et al., 1939]. Ein Jahr nach Otto Stern erhielt er
fu¨r diese Arbeiten den Nobelpreis. Entscheidend war der na¨chste Schritt von der Un-
tersuchung von Moleku¨lstrahlen hin zu Kernresonanzmessungen an festen und flu¨ssigen
Ko¨rpern, der unabha¨ngig voneinander Edward Purcell und Felix Bloch im Jahr 1946 ge-
lang [Bloch, 1946; Purcell et al., 1946]. Fu¨r ihre Entdeckung teilten sie sich sechs Jahre
spa¨ter den Nobelpreis. Ihre Arbeiten begru¨ndeten die Technik der NMR-Spektroskopie,
die seither ein unverzichtbares Hilfsmittel in Chemie, Biologie und Medizin geworden ist.
Paul Lauterbur und Sir Peter Mansfield vollzogen schließlich im Jahre 1973 den Schritt hin
zur Bildgebung, als sie mit Hilfe ra¨umlich varriierender Magnetfelder eine ortsaufgelo¨ste
Information aus ihren Proben gewinnen konnten [Lauterbur et al., 1973; Garroway et al.,
1974]. Auch fu¨r diese Entdeckung gab es einen Nobelpreis im Jahre 2003 – anders als bei
den vorherigen allerdings den fu¨r Physiologie oder Medizin und nicht fu¨r Physik.
Die MRT ist ein etabliertes Verfahren der medizinischen Diagnostik. Im Vergleich zur
Computertomographie (CT) bietet sie einen besseren Weichteilkontrast und kommt ohne
ionisierende Strahlung aus. Techniken wie die Diffusions-, Perfusions- oder suszeptibili-
ta¨tsgewichtete Bildgebung bieten dabei einen Zugang zu Informationen, die u¨ber die bloße
Morphologie hinausgehen.
Bis heute beruht die klinische MRT ausschließlich auf der 1H-Bildgebung. Dieses Isotop
eignet sich aus mehreren Gru¨nden besonders gut fu¨r die In-vivo-MRT: Von allen stabilen
Isotopen besitzt 1H das ho¨chste gyromagnetische Verha¨ltnis γ und tritt mit einer natu¨rli-
chen Ha¨ufigkeit von fast 100 % auf. 1H ist zudem das ha¨ufigste Element im menschlichen
Ko¨rper. Zusammengenommen verfu¨gt 1H u¨ber das ho¨chste MR-Signal in vivo, wodurch
1H-Bilder schnell, mit hohem Signal-Rausch-Verha¨ltnis (engl. signal-to-noise ratio, SNR)
und hoher Auflo¨sung aufgenommen werden ko¨nnen.
Dennoch ko¨nnte die MRT anderer Kerne, der sogenannten X-Kerne, klinisch relevante In-
formationen liefern, die u¨ber eine reine 1H-Bildgebung nicht zuga¨nglich sind. Der Fokus
liegt dabei nicht auf der Morphologie, die durch die 1H-MRT deutlich besser dargestellt
2 1 Einleitung
werden kann, sondern auf funktionellen Informationen. Ein aussichtsreicher Kandidat der
X-Kern-Bildgebung ist 23Na: Dieses Isotop verfu¨gt nicht nur u¨ber das zweitho¨chste MR-
Signal in vivo, sondern ist eines der wichtigsten Elektrolyte des menschlichen Ko¨rpers, das
in vielen physiologischen Prozessen eine Rolle spielt [Deetjen et al., 2005]. Das elektrische
Zellpotential entsteht u.a. durch einen Konzentrationsgradienten von 23Na und 39K zwi-
schen Intra- und Extrazellula¨rraum. Dieser Gradient wird durch Transportproteine wie
die Natrium-Kalium-Pumpe aufrecht erhalten. 23Na ist außerdem an der Reizleitung in
erregbaren Zellen beteiligt.
Viele pathologische Prozesse fu¨hren zu einer Sto¨rung der Natriumkonzentrationen (siehe
z.B. [Cameron et al., 1980; Waxman, 2008; Lehmann-Horn und Jurkat-Rott, 1999]). Die
23Na-MRT ko¨nnte dazu dienen, solche Prozesse fru¨hzeitig zu erkennen und zusa¨tzlich
neue Erkenntnisse u¨ber die zugrunde liegende Erkrankung zu gewinnen. Erste Studien
deuten auf eine klinische Relevanz der 23Na-MRT u.a. bei Patienten mit Schlaganfall
[Hilal et al., 1983; Thulborn et al., 2005; Jones et al., 2006; Hussain et al., 2009], bei
Hirntumoren [Thulborn et al., 1999; Ouwerkerk et al., 2003; Nagel et al., 2011], bei MS
[Inglese et al., 2010; Zaaraoui et al., 2012; Paling et al., 2013] und bei Muskelerkrankungen
[Constantinides et al., 2000] hin.
Bereits 1985 wurden die ersten 23Na-MR-Bilder des menschlichen Kopfes aufgenommen
[Hilal et al., 1985]. Die 23Na-MRT ist jedoch mit einigen Herausforderungen verknu¨pft. So
ist das MR-Signal in vivo etwa um einen Faktor 20000 geringer als bei 1H. Das resultieren-
de niedrige SNR limitiert die erreichbare ra¨umliche Auflo¨sung und erho¨ht die Messzeit fu¨r
die Aufnahme von 23Na-Bildern. Um Messzeit zu sparen, werden die Daten ha¨ufig unterab-
getastet aufgenommen, was zu Artefakten in den Bildern fu¨hrt. Eine weitere Schwierigkeit
stellen die kurzen T ∗2 -Relaxationszeiten im Bereich weniger Millisekunden dar, die durch
Quadrupolwechselwirkungen des Spin-32 -Kerns entstehen [Jaccard et al., 1986]. Durch sie
wird das verfu¨gbare Messsignal weiter reduziert und die Punktantwortfunktion (PSF) ver-
breitert. Es sind spezielle Messsequenzen mit ultrakurzen Echozeiten (TE) no¨tig, um trotz
des schnellen Signalverlusts Bilder aufnehmen zu ko¨nnen.
Wa¨hrend 23Na-Bilder also eine niedrige Auflo¨sung und ein niedriges SNR aufweisen, stehen
gleichzeitig hochaufgelo¨ste 1H-Bilder mit hohem SNR zur Verfu¨gung. In Bildern beider
Isotope ist die zugrunde liegende Anatomie sichtbar, was zu einer großen U¨berlappung der
enthaltenen Informationen fu¨hrt. Anatomische A-priori-Informationen aus der 1H-MRT
ko¨nnten fu¨r eine Erho¨hung des SNR und Reduzierung der Artefakte in der 23Na-MRT
genutzt werden.
In der MR-spektroskopischen Bildgebung (MRSI) wurden bereits Ende der 80er Jahre erste
Ansa¨tze entwickelt, um die Rekonstruktion von Bildern und Spektren mit Hilfe anatomi-
scher Informationen aus der 1H-MRT zu verbessern. In dieser Zeit entwickelte Algorithmen
wie der SLIM- (spectral localization by imaging) oder GSLIM-Algorithmus (generalized
spectral localization by imaging) beruhten auf der Annahme, dass Metabolite gleichma¨ßig
innerhalb von Kompartimenten desselben Gewebes verteilt seien [Hu et al., 1988; Liang
und Lauterbur, 1991; Liang et al., 1992]. Sie generierten gegla¨ttete Spektren fu¨r einzel-
ne Kompartimente, die durch Segmentierung eines hochaufgelo¨sten 1H-Bildes gewonnen
wurden. In der Folge wurden diverse iterative Algorithmen entwickelt, die jedoch alle auf
der Segmentierung hochaufgelo¨ster 1H-Daten beruhten. Die dadurch erhaltenen Kanten-
3informationen wurden genutzt, um eine
”
Superauflo¨sung“ der MRSI-Daten zu erreichen
[Plevritis und Macovski, 1995a; Haldar et al., 2006; Bao und Maudsley, 2007; Eslami und
Jacob, 2010]. [Plevritis und Macovski, 1995a] verwendeten dabei außerdem eine Regula-
risierung der Tra¨gerregion, die A-priori-Informationen u¨ber die ra¨umliche Verteilung von
Intensita¨t und Nullen entha¨lt. Sie stellten fest, dass diese zu einer verbesserten Auflo¨sung
in den Bildern fu¨hrt.
Auch der erste iterative Rekonstruktionsalgorithmus fu¨r die X-Kern-MRT verwendete seg-
mentierte, hochaufgelo¨ste 1H-Daten. [Constantinides et al., 1997] nutzten diese fu¨r eine
Reduzierung von Gibbs-Oszillationen und Auflo¨sungserho¨hung in 23Na-Bildern. Erste Al-
gorithmen, die Kanteninformationen nutzten, ohne eine Segmentierung der 1H-Bilder zu
beno¨tigen, wurden von [Denney und Reeves, 2005] und [Haldar et al., 2007] vorgeschlagen.
Mit Einfu¨hrung der Compressed Sensing (engl. fu¨r
”
Komprimiertes Aufnehmen“, CS)-
Methode in die MRT [Cande`s et al., 2006a; Donoho, 2006; Lustig et al., 2007] wurden
zunehmend iterative Verfahren mit unspezifischen Regularisierungen fu¨r die Rekonstruk-
tion unterabgetasteter Daten eingesetzt. Diese beruhen auf der Sparsityder rekonstruier-
ten Bilder: Der Tatsache, dass Bilder beispielsweise durch eine Wavelet-Transformation
als du¨nnbesetzte Matrizen darstellbar sind. Diese Rekonstruktionsverfahren werden u¨ber-
wiegend in der 1H-MRT, doch auch fu¨r die X-Kern-MRT eingesetzt. So pra¨sentierten [Hu
et al., 2008; Kampf et al., 2010] CS-Rekonstruktionen fu¨r die 13C- bzw. 19F-MRSI. [Made-
lin et al., 2011] schlugen eine Kombination aus Wavelet-Regularisierung und einer totalen
Variation (TV) fu¨r die 23Na-MRT des Knieknorpels vor.
In den letzten Jahren gab es einige wenige Ansa¨tze, das Sparsity-Konzept der CS-Methode
mit einer Regularisierung anatomischer A-priori-Informationen zu kombinieren. [Ajraoui
et al., 2012] verwendeten bei der CS-Rekonstruktion von MR-Messungen der Lunge mit
hyperpolarisiertem 3He-Gas [Ajraoui et al., 2010] eine zusa¨tzliche Regularisierung der Tra¨-
gerregion, die aus einer 1H-Aufnahme gewonnen wurde. Auch [Weinga¨rtner et al., 2011]
nutzten die 1H-Information u¨ber die Tra¨gerregion bei der Rekonstruktion zweidimensio-
naler 23Na-Daten, jedoch ohne sonstige Sparsity-Regularisierungen.
Das Hauptziel dieser Arbeit ist die Entwicklung eines neuen iterativen Rekonstruktionsal-
gorithmus fu¨r die 23Na-MRT, der das Sparsity-Konzept des CS mit der Einbindung anato-
mischer A-priori-Informationen aus der 1H-MRT kombiniert. Durch die iterative Rekon-
struktion der dreidimensionalen Radialdaten soll ein ho¨heres SNR erzielt werden als durch
die herko¨mmliche Gridding-Rekonstruktion. Daru¨ber hinaus soll sie eine Unterdru¨ckung
von Unterabtastungsartefakten und Gibbs-Oszillationen ermo¨glichen. Gleichzeitig soll eine
mo¨glichst hohe Auflo¨sung in den Bildern bewahrt bleiben. Zusammengenommen soll mit
dieser Methode eine genauere Bestimmung von Natriumkonzentrationen aus den rekon-
struierten Bildern ermo¨glicht werden. Ein weiteres Ziel der Arbeit ist die Entwicklung von
Simulations- und Evaluationsmethoden, mit denen die Leistungsfa¨higkeit des Algorithmus
u¨berpru¨ft und die Bildqualita¨t verschiedener Rekonstruktionen quantitativ verglichen wer-
den kann.
2 Theoretische Grundlagen
2.1 Kernspinresonanz
Die folgenden Abschnitte geben einen kurzen U¨berblick u¨ber die Grundlagen der NMR.
Die Ausfu¨hrungen orientieren sich dabei an [Slichter, 1990; Abragam, 2007; Levitt, 2008].
Fu¨r eine ausfu¨hrlichere Darstellung wird auf diese Standardwerke u¨ber die NMR und
Spindynamik verwiesen.
2.1.1 Der Kernspin
Wie das Elektron besitzen auch Atomkerne als intrinsische Eigenschaft einen Spin. Der
Kernspin ist fu¨r die Hyperfeinstruktur-Aufspaltung in atomaren Spektren verantwortlich.
Er wird aus den einzelnen Spins der Neutronen und Protonen im Atomkern gebildet und
ist fu¨r alle Kerne, deren Neutronen- und Protonenzahl nicht gerade ist, ungleich Null.
Wie alle quantenmechanischen Drehimpulse wird der Kernspin I durch zwei Quantenzah-
len charakterisiert, die Spinquantenzahl I und die Magnetquantenzahl mI , wobei mI die
Werte {−I,−I + 1, ..., I} annehmen kann. Die Drehimpulszusta¨nde |I,mI〉 sind gleich-
zeitig Eigenzusta¨nde des Spinoperators Iˆ2 und seiner z-Komponente Iˆz und erfu¨llen die
Eigenwertgleichungen
Iˆ2 |I,mI〉 = I(I + 1)~2 |I,mI〉 (2.1)
Iˆz |I,mI〉 = mI~ |I,mI〉 . (2.2)
Fu¨r die anderen Komponenten des Spinoperators gilt die Kommutatorrelation[
Iˆj , Iˆk
]
= jkli~Iˆl. (2.3)
Ohne a¨ußere Felder sind Kernpinzusta¨nde mit Spinquantenzahl I (2I + 1)-fach entartet.
Der Kernspin ist mit einem magnetischen Dipolmoment
µˆI = γIˆ (2.4)
verknu¨pft. Die Proportionalita¨tskonstante γ heißt gyromagnetisches Verha¨ltnis und ist eine
kernspezifische Gro¨ße, die experimentell bestimmt werden muss. Die Wechselwirkung des
magnetischen Moments in einem a¨ußeren Magnetfeld wird durch den Hamiltonoperator
H = −µˆB (2.5)
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beschrieben. Zeigt das Magnetfeld in z-Richtung, B = B0eˆz, so wird daraus
H = −γ~B0Iˆz. (2.6)
In diesem Fall sind die Drehimpulszusta¨nde |I,mI〉 auch Eigenzusta¨nde des Hamiltonope-
rators H mit den Energieeigenwerten
EmI = −γ~B0mI . (2.7)
Das Energieniveau spaltet sich also in (2I + 1) a¨quidistante nukleare Zeeman-Niveaus mit
Abstand ∆E = γ~B0 = ~ω0 auf. Die Frequenz der Energieaufspaltung w0 = γB0 wird als
Larmorfrequenz bezeichnet.
2.1.2 Makroskopische Magnetisierung
Spindichtematrix
Die NMR wird an makroskopischen Objekten durchgefu¨hrt, die eine große Menge (∼ 1023)
Spins enthalten. In erster Na¨herung ko¨nnen diese als Ensemble unabha¨ngiger, nicht mit-
einander wechselwirkender Spins betrachtet werden. Der Dichtematrixformalismus bietet
eine elegante Methode, solche Ensembles statistisch zu beschreiben. Die Dichtematrix ist
definiert als
ρˆ =
1
N
N∑
i=1
|Ψi〉 〈Ψi| , (2.8)
wobei die u¨ber alle N Spins des Ensembles summiert wird und |Ψi〉 der Zustandsvek-
tor des i-ten Spins ist. Der makroskopische Erwartungswert einer Observablen Qˆ fu¨r das
Spinensemble la¨sst sich dann recht einfach berechnen:〈
Qˆmakro
〉
= Spur
{
ρˆQˆ
}
. (2.9)
Der Kern 23Na mit Kernspin 32 besitzt (2I+1) = 4 Zeeman-Niveaus. Dementsprechend ist
die Dichtematrix eine 4×4-Matrix. Ihre Diagonalelemente sind die relativen Besetzungs-
zahlen der Niveaus. Sie nehmen reelle, positive Werte an und sind auf 1 normiert:
Spur {ρˆ} = 1. (2.10)
Unterschiede in den Besetzungszahlen spiegeln die makroskopische Nettomagnetisierung
des Objekts wider. Die Nebendiagonalelemente der hermiteschen Dichtematrix werden Ko-
ha¨renzen genannt. Fu¨r Koha¨renzen ραβ = 〈I,mα|ρˆ|I,mβ〉 zwischen den beiden Energieei-
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genzusta¨nden |I,mα〉 und |I,mβ〉 wird die Koha¨renzordnung pαβ und die Satellitordnung
qαβ u¨ber die Magnetquantenzahlen definiert:
pαβ = mα −mβ, (2.11)
qαβ = m
2
α −m2β. (2.12)
Die Koha¨renzen sind mit einer Transversalmagnetisierung des Objekts verknu¨pft.
Thermisches Gleichgewicht
Im thermischen Gleichgewicht sind die Besetzungen in der Dichtematrix durch die Boltz-
mannstatistik
ρˆ0 =
1
Z
exp
(
− H
kBT
)
(2.13)
gegeben, mit der Zustandssumme
Z =
4∑
α=1
exp
(
− Eα
kBT
)
, (2.14)
wobei kB die Boltzmann-Konstante und T die Temperatur des Systems bezeichnen. Im a¨u-
ßeren magnetischen Feld B0 sind die Energieeigenwerte Eα des Hamiltonoperators (2.6) in
Gleichung (2.7) gegeben. Im thermischen Gleichgewicht liegt keine makroskopische Trans-
versalmagnetisierung vor und die Koha¨renzen verschwinden.
Schon bei Temperaturen von 1 K ist die Hochtemperaturbedingung Eα  kBT gut erfu¨llt
und die Exponentialfunktion in (2.13) kann durch ihre Reihenentwicklung approximiert
werden. Der Spindichteoperator im thermischen Gleichgewicht lautet dann
ρˆ0 ∼= 1
4
(
1+ Iˆz
)
. (2.15)
Die makroskopische Magnetisierung des Objekts ist der makroskopische Erwartungswert
der magnetischen Momente pro Volumen
M =
1
V
N∑
i=1
〈µˆi〉 =
Nγ
V
〈
Iˆmakro
〉
. (2.16)
Nach (2.9) la¨sst sich dieser Erwartungswert u¨ber den Spindichteoperator (2.15) berechnen:
M =
Nγ
V
Spur
{
ρˆ0Iˆ
}
. (2.17)
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Da im thermischen Gleichgewicht die Koha¨renzen der Spindichtematrix verschwinden, hat
die makroskopische Magnetisierung nur eine Komponente in z-Richtung
M0 =
N
V
B0
~2γ2
4kBT
4∑
α=1
m2α =
5
4
ρs~2γ2B0
kBT
. (2.18)
Dabei ist ρs =
N
V die lokale Spindichte des Systems.
2.1.3 Bewegungsgleichung und Anregung der Magnetisierung
U¨ber die Heisenbergsche Bewegungsgleichung fu¨r Erwartungswerte
d
dt
〈
Iˆ
〉
=
i
~
〈[
H, Iˆ
]〉
, (2.19)
la¨sst sich unter Verwendung der Kommutatorrelation (2.3) die Bewegungsgleichung fu¨r
den Magnetisierungsvektor herleiten:
d
dt
M = γM×B. (2.20)
Ein Magnetisierungsvektor mit einer nichtverschwindenden x-y-Komponente wird also im
statischen Magnetfeld B = B0eˆz mit der Larmorfrequenz ω0 = γB0 pra¨zedieren, wa¨hrend
seine z-Komponente konstant bleibt. Experimentell ist nur diese pra¨zedierende Kompo-
nente der Magnetisierung zuga¨nglich. Sie kann mit Hilfe einer Empfangsspule gemessen
werden, in der durch den vera¨nderlichen magnetischen Fluss eine Spannung induziert wird.
U¨blicherweise wird die Magnetisierung im mit ω0 rotierenden Koordinatensystem beschrie-
ben. Durch das Einstrahlen eines resonanten Hochfrequenz (HF)-Feldes
B1(t) = B1
cos(ω0t)sin(ω0t)
0
 (2.21)
la¨sst sich der Magnetisierungsvektor um die x′-Achse des rotierenden Koordinatensystems
drehen:
M(t) = M0

0
sin
(
B1
γ t
)
cos
(
B1
γ t
)
 . (2.22)
Ein HF-Puls mit der Einstrahldauer τ rotiert die Magnetisierung um den Flipwinkel
α = γ
τ∫
0
B1(t)dt =
B1=konst
γτB1. (2.23)
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2.1.4 Bloch-Gleichungen
Verschiedene Wechselwirkungsprozesse der Kernspins mit ihrer Umgebung fu¨hren dazu,
dass ein sich selbst u¨berlassenes, angeregtes Spinensemble mit der Zeit ins thermische
Gleichgewicht zuru¨ckkehrt. Pha¨nomenologisch werden diese Prozesse durch zwei Relaxati-
onszeiten beschrieben. Die Spin-Gitter-Relaxationszeit T1 beschreibt die Rate, mit der sich
die Gleichgewichtsmagnetisierung in z-Richtung wieder aufbaut. Dabei wird Energie von
den Spins auf ihre Umgebung u¨bertragen. Die Spin-Spin-Relaxationszeit T2 charakteri-
siert dagegen den Verlust der Phasenkoha¨renz zwischen den Spins, der zu einem zeitlichen
Zerfall der Koha¨renzen und damit zu einer Abnahme der makroskopischen Transversal-
magnetisierung M⊥ = Mx + iMy fu¨hrt. Die Bloch-Gleichungen beschreiben die zeitliche
Entwicklung der Magnetisierung unter Beru¨cksichtigung der Relaxationsprozesse [Bloch,
1946],
d
dt
M⊥(t) = γ (M×B)⊥ −
M⊥
T2
(2.24)
d
dt
Mz(t) = γ (M×B)z −
M0 −Mz
T1
. (2.25)
Im Falle eines statischen Magnetfeldes besitzen sie die Lo¨sungen
M⊥(t) = M⊥(0) eiω0te−t/T2 (2.26)
Mz(t) = Mz(0) e
−t/T1 +M0
(
1− e−t/T1
)
(2.27)
Der exponentielle Zerfall der Transversalmagnetisierung nach einem Anregungspuls wird
als freier Induktionszerfall (engl. free induction decay, FID) bezeichnet.
Neben statistisch fluktuierenden Feldern gibt es auch konstante lokale Abweichungen vom
angelegten Magnetfeld, beispielsweise durch Suszeptibilita¨tsunterschiede im Objekt. Da-
durch variiert die lokale Pra¨zessionsfrequenz leicht, was zu einer weiteren Dephasierung der
Spins in der Transversalebene fu¨hrt. Der resultierende exponentielle Zerfall der Transver-
salmagnetisierung geschieht mit Zerfallskonstante T
′
2. Da sich die Feldunterschiede zeit-
lich nicht a¨ndern, kann der Effekt der T
′
2-Relaxation – im Gegensatz zur irreversiblen
T2-Relaxation – durch ein sogenanntes Spinecho-Experiment ru¨ckga¨ngig gemacht werden
[Hahn, 1950]. In der Regel werden T2 und T
′
2 in der effektiven Relaxationszeit T
∗
2 zusam-
mengefasst:
1
T ∗2
=
1
T2
+
1
T ′2
. (2.28)
2.1.5 Elektrische Quadrupolwechselwirkung
Die Umgebung eines Atomkernes besteht aus vielen Ladungstra¨gern, die ein lokales elektri-
sches Potential V (r) erzeugen. Dazu za¨hlen sowohl die Elektronen der eigenen Kernhu¨lle als
auch die geladenen Bestandteile benachbarter Atome. Klassisch wird die Wechselwirkungs-
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energie einer Ladungsverteilung ρ(r) mit dem Potential V (r) durch folgenden Ausdruck
gegeben:
E =
∫
ρ(r)V (r)dr. (2.29)
Das elektrische Potential V (r) kann mit einer Taylorentwicklung bis zur zweiten Ordnung
angena¨hert werden, wodurch sich die Wechselwirkungsenergie umschreiben la¨sst in
E = V (0)
∫
ρ(r)dr︸ ︷︷ ︸
E0
+
∑
i
∂V
∂xi
∣∣∣∣
r=0
∫
xiρ(r)dr︸ ︷︷ ︸
E1
+
1
2
∑
i,j
xixj
∂2V
∂xi∂xj
∣∣∣∣
r=0
∫
xixjρ(r)dr︸ ︷︷ ︸
E2
.
(2.30)
Wa¨hlt man als Ursprung der Taylorentwicklung das Massezentrum des Atomkernes, so
beschreibt der erste Term E0 die elektrostatische Energie des Atomkerns als Punktladung.
Das Integral im zweiten Term ist der Ausdruck fu¨r das elektrische Dipolmoment. Da
im Atomkern Masse- und Ladungsschwerpunkt zusammenfallen, ist dieses Null und E1
verschwindet. E2 wird als elektrischer Quadrupolterm bezeichnet und entsteht durch die
Abweichungen von einer kugelsymmetrischen Ladungsverteilung. Atomkerne mit einem
Spin >12 besitzen ein Quadrupolmoment Q, und der Quadupolterm muss zusa¨tzlich zur
Wechselwirkung des magnetischen Dipolmoments (2.5) beru¨cksichtigt werden. Der Tensor
Vij ≡ xixj ∂
2V
∂xi∂xj
∣∣∣∣
r=0
(2.31)
wird als Tensor des elektrischen Feldgradienten (EFG) bezeichnet. Durch eine Hauptach-
sentransformation ist es mo¨glich, den EFG in Diagonalform zu bringen. Da das elektrische
Potential V (r) die Laplace-Gleichung
∆V (r) = 0 (2.32)
erfu¨llt, gilt fu¨r den EFG im Hauptachsensystem
Spur {V } = 0. (2.33)
Dadurch ist es mo¨glich, den EFG durch zwei unabha¨ngige Parameter zu beschreiben: Den
Asymmetrieparameter 0 ≤ η ≤ 1 und den Feldgradienten q. Ohne Beschra¨nkung der
Allgemeinheit wird dabei Vzz ≥ Vyy ≥ Vxx angenommen:
η =
Vxx − Vyy
Vzz
, (2.34)
eq = Vzz. (2.35)
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Setzt man die Definition des elektrischen Quadrupoltensors mit Kroneckerdelta δij ein,
Qij =
∫ (
3xixj − δijr2
)
ρ(r)dr, (2.36)
ergibt sich fu¨r den Quadrupolterm aus Gleichung (2.30)
E2 =
1
6
∑
i
(
QiiVii + Vii
∫
r2ρ(r)dr
)
. (2.37)
Wegen (2.33) verschwindet der zweite Term. Fu¨r eine quantenmechanische Behandlung
wird der Quadrupoltensor Qij durch einen Quadrupoloperator Qˆij ersetzt und das Inter-
gral in Definition (2.36) durch eine Summe u¨ber alle Protonen des Kerns ersetzt:
Qˆij = e
Z∑
k=1
(
3xikxjk − δijr2k
)
. (2.38)
Mit Hilfe des Wigner-Eckart-Theorems und der allgemeinen Vertauschungsrelationen von
Orten und Drehimpulsen la¨sst sich zeigen, dass der Hamiltonoperator die Form
HQ = e
2qQ
4I (2I − 1)
(
3I2z − I(I + 1) +
1
2
η
(
I2+ + I
2
−
))
(2.39)
annimmt. Q ist das Quadrupolmoment des Kernes, I+ und I− sind der Auf- bzw. Abstei-
geoperator des Kernspins mit
I+ = Ix + iIy (2.40)
I− = Ix − iIy (2.41)
I+ |I,mI〉 =
√
I(I + 1)−mI(mI + 1) |I,mI + 1〉 (2.42)
I− |I,mI〉 =
√
I(I + 1)−mI(mI − 1) |I,mI − 1〉 . (2.43)
Fu¨r hohe a¨ußere Magnetfelder – eine Bedingung, die in Magnetresonanz- (MR-)Experimenten
in der Regel erfu¨llt ist – kann der Quadrupol-Hamiltonoperator (2.39) als Sto¨rungsterm
des Zeeman-Hamiltonoperators (2.5) behandelt werden. In Sto¨rungstheorie erster Ordnung
betra¨gt die Quadrupolkorrektur zur Energie
E
(1)
Q =
e2qQ
8I(2I − 1)
(
3m2I − I (I + 1)
) (
3 cos2 θ − 1 + η sin2 θ cos (2ϕ)) (2.44)
=
I=3/2
e2qQ
8
(
m2I −
5
4
)(
3 cos2 θ − 1 + η sin2 θ cos (2ϕ)) (2.45)
= ~ωQ. (2.46)
Dabei geben θ und ϕ die Orientierung des EFG im Ortskoordinatensystem an. Fu¨r zy-
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Abbildung 2.1: Zeeman-Aufspaltung und Quadrupolkorrektur erster Ordnung der Energieniveaus
eines 23Na-Kerns. Abbildung nach [Levitt, 2008].
lindrische Symmetrie des EFG ist η = 0 und der Korrekturterm vereinfacht sich weiter.
Die Verschiebung der Zeeman-Niveaus durch die Quadrupolwechselwirkung ha¨ngt also in
erster Ordnung nicht vom Vorzeichen von mI ab und die Niveaus |I,±mI〉 werden in die-
selbe Richtung verschoben. Dadurch bleibt die zentrale Resonanzfrequenz des U¨bergangs∣∣3
2 ,−12
〉→ ∣∣32 ,+12〉 von 23Na unvera¨ndert.
2.1.6 Relaxation von Quadrupolkernen
Die thermische Bewegung der Moleku¨le fu¨hrt zu fluktuierenden elektromagnetischen Fel-
dern. Die Wechselwirkung der Kernspins mit diesen Feldern fu¨hrt zu den in Kapitel 2.1.4
eingefu¨hrten Relaxationsprozessen, durch die die Magnetisierung ins thermische Gleich-
gewicht zuru¨ckkehrt. Die Korrelationszeit τc ist ein Maß dafu¨r, wie schnell die Felder
fluktuieren – eine ku¨rzere Korrelationszeit bedeutet schnellere Fluktuationen. Sie ist die
Zeitkonstante, mit der die Autokorrelationsfunktion des Feldes abfa¨llt. Zu Zeiten τ > τc be-
steht kein Zusammenhang mehr zwischen dem aktuellen Feld und dem Feld zum Zeitpunkt
τ = 0. Anders als bei Spin-12 -Kernen, wo sie den wichtigsten Relaxationsprozess darstellt,
spielt die Dipol-Dipol-Wechselwirkung zwischen einzelnen Kernspins bei Quadrupolker-
nen nur eine untergeordnete Rolle. Fu¨r sie ist die elektrische Quadrupolwechselwirkung
mit dem fluktuierenden EFG der dominante Relaxationspfad. Ihre Kopplungssta¨rke liegt
mit 106–108 Hz mehrere Gro¨ßenordnungen u¨ber der der Dipol-Dipol-Wechselwirkung mit
104–105 Hz [Werbelow, 1996]. Aus diesem Grund sind die Relaxationszeiten von 23Na in
der Regel deutlich ku¨rzer als die von 1H.
Betrachtet man nur die Quadrupolwechselwirkung, so la¨sst sich die Relaxation eines Atom-
kerns mit halbzahligem Spin I durch I + 12 Exponentialfunktionen beschreiben [Hubbard,
1970]. Eine Herleitung der Relaxationszeiten findet sich in [Jaccard et al., 1986] und
[van der Maarel, 2003]. In isotroper Lo¨sung ist die mittlere Quadrupolverschiebung der
Energieniveaus Null (siehe Kapitel 2.1.7) und die drei Ein-Quanten-U¨berga¨nge haben glei-
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che Frequenz. Die a¨ußeren Komponenten zerfallen dann mit der Rate R1, wa¨hrend die
innere Komponente mit der Rate R2 zerfa¨llt:
R1 = −C (J0 + J1) , (2.47)
R2 = −C (J1 + J2) , (2.48)
mit der Konstanten
C =
1
40
(
e2qQ
~
)(
1 +
η2
3
)
(2.49)
und der spektralen Dichtefunktion
Jn =
2τc
1 + (nω0τc)
2 . (2.50)
Die Relaxation der Transversalmagnetisierung besteht also aus einer schnellen (60% An-
teil) und einer langsamen Komponente (40% Anteil) mit
1
T2s
= |R1| = 2τcC
(
1
1 + ω20τ
2
c
+ 1
)
(2.51)
1
T2l
= |R2| = 2τcC
(
1
1 + ω20τ
2
c
+
1
1 + 4ω20τ
2
c
)
. (2.52)
Die longitudinale Relaxation besteht aus U¨berga¨ngen zwischen den Diagonalelementen der
Dichtematrix. Auch sie besitzt eine schnelle (20%) und eine langsame (80%) Komponente
mit
T1s =
1 + ω20τ
2
c
4Cτc
(2.53)
T1l =
1 + 4ω20τ
2
c
4Cτc
. (2.54)
Im extreme narrowing limit, wenn die Korrelationszeit sehr kurz gegenu¨ber der Larmor-
frequenz ist, ω0τc  1, werden sowohl longitudinale als auch transversale Relaxation
monoexponentiell mit der magnetfeldunabha¨ngigen Relaxationszeit
T1 = T2 = 4Cτc. (2.55)
Tabelle 2.1 gibt einen U¨berblick u¨ber die Spannbreite der In-vivo-Relaxationszeiten und
23Na-Konzentrationen in verschiedenen Gewebetypen. Im Liquor cerebrospinalis, der Gehirn-
Ru¨ckenmarks-Flu¨ssigkeit, ist die Bedingung des extreme narrowing limits erfu¨llt. Hier ist
der Zerfall monoexponentiell mit anna¨hernd gleichen T1- und T2-Relaxationszeiten.
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Gewebe
[
Na+
]
[mmol/l] T1[ms] T
∗
2s [ms] T
∗
2l [ms]
Weiße Substanz 20–60 15–35 0,8–3,0 15–30
Gehirn Graue Substanz 30–70 15–35 0,8–3,0 15–30
Liquor 140–150 50–55 – 55–65
Knorpel 250–350 15–25 0,5–2,5 10–30
Blut 140–150 20–40 2,0–3,0 12–20
Muskel 15–30 12–25 1,5–2,5 15–30
Tabelle 2.1: Spannbreite der Konzentrationen und Relaxationszeiten von 23Na in menschlichem
Gewebe. Die Tabelle wurde u¨bernommen aus [Madelin und Regatte, 2013]. Die Werte stammen aus
[Bansal et al., 2000; Borthakur et al., 2006; Constantinides et al., 2000; Madelin et al., 2012; Nagel
et al., 2011; Ouwerkerk et al., 2003; Ouwerkerk, 2011; Shapiro et al., 2002; Tsang et al., 2012].
2.1.7 23Na-NMR-Spektren
Abbildung 2.1 zeigt die Zeeman-Aufspaltung und Quadrupolkorrektur erster Ordnung
(siehe 2.1.5) der Energieniveaus eines 23Na-Kerns. In einem 23Na-Einkristall besteht das
Spektrum aus drei scharfen Resonanzlinien bei ω0 und ω0±ωQ. In isotropen Flu¨ssigkeiten
sind die 23Na-Kationen sehr beweglich, so dass ein einzelner Kernspin sehr schnell fluktu-
ierende EFG mit einer kurzen Korrelationszeit erfa¨hrt. Im zeitlichen Mittel verschwindet
daher die Quadrupolwechselwirkung, es gilt ωQτc  1. Aus diesem Grund sind in Gewebe
alle Ein-Quanten-Koha¨renzen entartet und das 23Na-Spektrum entha¨lt nur eine einzige
zentrale Resonanzlinie bei ω0. Der Grenzfall des extreme narrowing limits, in dem zusa¨tz-
lich zu ωQτc  1 auch ω0τc  1 gilt, trifft fu¨r in Wasser gelo¨ste 23Na-Ionen zu. Das
Relaxationsverhalten ist in diesem Fall monoexponentiell und magnetfeldunabha¨ngig. In
Gewebe wird die Beweglichkeit der Natriumionen durch meist negativ geladene Makro-
moleku¨le eingeschra¨nkt, wodurch der EFG langsamer fluktuiert, ωQτc  1 < ω0τc. Das
Spektrum besteht immer noch aus einer Resonanzlinie, die jedoch durch die biexponen-
tielle Relaxation verbreitert ist. Eine eingehendere Charakterisierung der verschiedenen
Spektren bietet [Rooney und Springer, 1991].
2.2 Magnetresonanztomographie
In diesem Kapitel wird der Schritt von der NMR hin zur Bildgebung erla¨utert – von der
Entstehung des Messsignals (Abschnitt 2.2.1) u¨ber Rauschursachen (Abschnitt 2.2.2) und
Ortskodierung (Abschnitt 2.2.3) bis hin zu den Auswirkungen der realen Messsituation
auf das entstehende Bild (Abschnitt 2.2.4). Die Ausfu¨hrungen sind an die Darstellung in
[Haacke et al., 1999] angelehnt.
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Isotop I natu¨rliche Ha¨ufigkeit a [%] γ [MHz/T] MR-Sensitivita¨t R [R1Hr]
1H 1/2 99,99 42,58 1
17O 5/2 0,038 -5,77 1,11 · 10−5
23Na 3/2 100,00 11,27 9,27 · 10−2
35Cl 3/2 75,78 4,18 3,58 · 10−3
37Cl 3/2 24,22 3,48 6,59 · 10−4
39K 3/2 93,26 1,99 4,76 · 10−4
Tabelle 2.2: Verschiedene Kerne und ihre MR-Eigenschaften. Die relative MR-Sensitivita¨t in Bezug
auf 1H ist angegeben. Die Konzentration im Gewebe wurde dabei nicht beru¨cksichtigt, da sie vom
Gewebetyp abha¨ngig ist (siehe Tabelle 2.1). Die Werte wurden aus [Harris et al., 2002] u¨bernommen.
2.2.1 Messsignal
Wie bereits erwa¨hnt kann nur die transversale Komponente der Magnetisierung in einem
MR-Experiment gemessen werden. Ihre Pra¨zession fu¨hrt zu einem vera¨nderlichen magne-
tischen Fluss Φ, der nach dem Faraday’schen Induktionsgesetz eine Spannung
Uind = − d
dt
Φ (2.56)
in einer Empfangsspule induziert. Fu¨r eine homogene Probe und eine Anregung, bei der
die gesamte Gleichgewichtsmagnetisierung M0 durch einen sogenannten
pi
2 -Puls in die x-
y-Ebene gekippt wurde, kann die Abha¨ngigkeit der Signalsta¨rke von verschiedenen Kern-
parametern abgeleitet werden (zur Herleitung siehe beispielsweise [Haacke et al., 1999]):
s ∝ rhosI(I + 1)γ3B20 . (2.57)
Davon ausgehend wird die relative Signalsta¨rke
R ≡ |γ|3I(I + 1)ar (2.58)
in Abha¨ngigkeit kernspezifischer Parameter sowie der natu¨rlichen Ha¨ufigkeit des Isotops a
und der relativen Ha¨ufigkeit des Elements im menschlichen Ko¨rper r definiert. Tabelle 2.2
fu¨hrt einige MR-sensitive Kerne mit ihren Eigenschaften auf.
1H ist das stabile Isotop mit dem ho¨chsten gyromagnetischen Verha¨ltnis1. Kombiniert mit
der natu¨rlichen Ha¨ufigkeit von fast 100% und der hohen Konzentration in menschlichem
Gewebe verfu¨gt die 1H-MRT u¨ber das ho¨chste verfu¨gbare MR-Signal. Die MR-Sensitivita¨t
von 23Na ist etwa eine Gro¨ßenordnung geringer als die von 1H. Beru¨cksichtigt man jedoch
die im Mittel ca. 2000 mal geringere Konzentration in menschlichem Gewebe, so betra¨gt
die relative Signalsta¨rke nur das 5 · 10−5 fache der 1H-Signalsta¨rke.
13H besitzt ein noch ho¨heres gyromagnetisches Verha¨ltnis von 45, 41 MHz/T [Harris et al., 2002]
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2.2.2 Signal-Rausch-Verha¨ltnis
Das MR-Signal ist nach (2.57) proportional zu ω20 ∝ B20 , steigt also quadratisch mit der
Magnetfeldsta¨rke. Entscheidend fu¨r die Bildqualita¨t ist allerdings nicht das Signal selbst,
sondern das SNR – denn wie jeder physikalische Messprozess ist auch das MR-Signal mit
Rauschen behaftet. Zu diesem Rauschen tragen sowohl die Spule als auch die gemessene
Probe bei. Eine ausfu¨hrliche Beschreibung der Auswirkungen von Spule und Probe auf
das SNR geben [Hoult und Richards, 1976] und [Hoult und Lauterbur, 1979].
Spulenrauschen
Die Verluste in der Spule entstehen in erster Linie durch Rauschen, das von der thermischen
Bewegung der Ladungstra¨ger herru¨hrt:
U =
√
4kbTcR∆ν. (2.59)
Dabei ist kb die Boltzmann-Konstante, Tc die Temperatur und R der Widerstand der
Spule. ∆ν ist die Bandbreite des Empfa¨ngers [Johnson, 1928; Nyquist, 1928]. Bei hohen
Frequenzen (> 5 MHz) fu¨hren Wirbelstro¨me dazu, dass der Stromfluss aus dem Inneren des
Leiters verdra¨ngt wird und die Stromdichte nach außen hin zunimmt. Dieser sogenannte
Skin-Effekt fu¨hrt zu einer Reduktion des wirksamen Leiterquerschnitts, was sich als eine
Erho¨hung des elektrischen Widerstandes auswirkt. Es wird eine a¨quivalente Leitschichtdi-
cke definiert, die frequenzabha¨ngig ist:
δ =
√
2ρc
ωµ
. (2.60)
Hierbei ist ρc ist der spezifische Widerstand und µ die Permeabilita¨t des Stromleiters. Fu¨r
Kupfer, das bei Raumtemperatur einen spezifischen Widerstand von 1,69 · 10−8 Ω/m be-
sitzt, betra¨gt die a¨quivalente Leitschichtdicke δ= 6,6 · 10−5 m bei einer Frequenz von 1 MHz.
Fu¨r einen zylindrischen langen Leiter der La¨nge l mit Umfang p betra¨gt der resultierende
Widerstand dann
Rs =
l
p
√
µρc
2
ω0. (2.61)
Der Proximity-Effekt kann zu einer weiteren Erho¨hung des Leiterwiderstandes fu¨hren. Er
entsteht durch nahe nebeneinander verlaufende Stromleiter, die gegenseitig Wirbelstro¨-
me induzieren ko¨nnen [Austin, 1934]. Der Einfluss des Proximity-Effekts kann durch das
Design der Spule minimiert und im Allgemeinen vernachla¨ssigt werden.
Probenrauschen
Das Rauschen der Probe setzt sich aus dielektrischen und induktiven Verlusten zusammen.
Durch eine geeignete Wahl der Spuleneigenschaften und Abschirmung gegen die Probe
16 2 Theoretische Grundlagen
lassen sich die dielektischen Verluste minimieren [Hoult und Lauterbur, 1979]. Induktive
Verluste werden durch die Leitfa¨higkeit des Probenmaterials, in der MRT des menschlichen
Gewebes, verursacht und sind unvermeidbar. Fu¨r eine Kugel mit Radius b und Leitfa¨higkeit
σ wirken sich diese Verluste wie ein effektiver Reihenwiderstand der Sta¨rke
Rp =
piσB21b
5
30
ω20 (2.62)
aus, wobei B1 die von der Spule verursachte Magnetfeldsta¨rke ist.
Frequenzabha¨ngigkeit des Signal-Rausch-Verha¨ltnisses
Kombiniert man die Gleichungen (2.57), (2.61) und (2.62), so erha¨lt man als SNR den
Ausdruck
SNR ∝ ω
2
0√
α
√
ω0 + βω20
(2.63)
mit den Konstanten α und β [Hoult und Lauterbur, 1979]. Bei niedrigen Frequenzen do-
miniert der Spuleneffekt und das SNR erha¨lt die Frequenzabha¨ngigkeit ω
7/4
0 . Bei hohen
Frequenzen ist dagegen der Spuleneinfluss vernachla¨ssigbar und das SNR wa¨chst linear mit
der Frequenz ω0. Bei einer B0-Feldsta¨rke von 3 T betra¨gt die Larmorfrequenz von
23Na
ω0 =33,8 MHz. Bei dieser Frequenz kann von einem dominierenden Probenrauschen ausge-
gangen werden. Da ω0 = γB0 ist, ha¨ngt das SNR also auch linear von der Magnetfeldsta¨rke
des MR-Magneten ab. Bei einem Wechsel von 3 T auf 7 T profitiert man theoretisch also
durch ein 2,3 mal ho¨heres SNR.
2.2.3 Ortskodierung
Eine einfache Anregung der Magnetisierung und Auslese des FID-Signals liefert ein Si-
gnal fu¨r die gesamte Probe. Um ra¨umlich aufgelo¨ste Informationen u¨ber das Objekt zu
erhalten, ist eine zusa¨tzliche Ortskodierung no¨tig. Dafu¨r werden nach dem Anregungspuls
Magnetfeldgradienten G(t) angelegt, die dem statischen B0-Feld u¨berlagert werden,
G(t) = ∇rBz(t). (2.64)
Dadurch wird die Larmorfrequenz ortsabha¨ngig,
ω0(r, t) = ω0 + γG(t) r, (2.65)
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und die Spins akkumulieren u¨ber die Zeit eine ortsabha¨ngige Phase,
ΦG(r, t) = −γr
t∫
0
G(t′) dt′. (2.66)
Der Zusammenhang zwischen Messsignal s und transversaler Magnetisierung M⊥(r) wird
dann durch den Ausdruck
s(k) ∝
∫
d3rM⊥(r) e2piik · r (2.67)
beschrieben, wobei die Ortsfrequenz k(t) aus dem Gradienten berechnet wird,
k(t) =
γ
2pi
t∫
0
G(t′)dt′. (2.68)
Das Signal ist demnach die Fouriertransformierte der Transversalmagnetisierung. Dement-
sprechend ist die Rekonstruktion der ortsaufgelo¨sten Spindichte ρ(r) durch eine inverse
Fouriertransformation des Messignals mo¨glich,
ρ(r) ∝
∫
s(k)e+2piik · r. (2.69)
Der Fourierraum der Spindichte, in dem die Messung stattfindet, wird als k-Raum bezeich-
net. Der Zeitverlauf des Gradienten G(t) bestimmt die Trajektorie, auf der der k-Raum
wa¨hrend des Messprozesses durchschritten wird. Auf dieser Trajektorie werden kontinuier-
lich Messwerte aufgenommen, bis ausreichend Daten vorhanden sind, um ein komplettes
Bild zu rekonstruieren. Der einfachste Fall ist die Abtastung des k-Raumes auf einem
diskreten Gitter, da hier die Bildrekonstruktion durch eine schnelle Fouriertransformation
(engl. fast Fourier transform, FFT) mo¨glich ist – einen sehr effizienten Algorithmus zur
Berechnung der diskreten Fouriertransformation [Cooley und Tukey, 1965]. Es sind jedoch
beliebige andere Trajektorien durch den k-Raum mo¨glich. In dieser Arbeit wurde eine
modifizierte radiale 3D-Auslese des k-Raums verwendet, die in Abschnitt 3.2.1 vorgestellt
wird.
2.2.4 Auswirkungen der realen Messung: Diskretheit, Beschra¨nktheit und
Punktantwortfunktion
Die Punktantwortfunktion
Gleichung (2.69) geht von einem kontinuierlichen Signal aus, das u¨ber alle Ortsfrequenzen
von −∞ bis +∞ integriert wird. Eine reale Messung besteht jedoch aus einer endlichen
Reihe diskreter Messpunkte. Dies hat Konsequenzen fu¨r das entstehende Bild, die mit
Hilfe der Punktantwortfunktion (engl. point spread function, PSF) beschrieben werden.
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Die PSF ist die Fouriertransformierte aller Vera¨nderungen des
”
wahren“ (unbeschra¨nkten,
kontinuierlichen) Signals s(k), die durch den Bildgebungsprozess entstehen. Sie zeigt das
Erscheinungsbild einer Deltafunktion, die den Abbildungsprozess durchlaufen hat2. Daher
der Name – die PSF beschreibt die Antwort des Bildgebungssystems auf ein Punktsignal.
Das Bild ρˆ(r) der realen Spindichteverteilung ρ(r) ist dann eine Faltung mit der Punk-
tantwortfunktion,
ρˆ(r) = ρ(r) ∗ PSF(r). (2.70)
Zur besseren U¨bersicht werden die verschiedenen Beitra¨ge zur Punktantwortfunktion fu¨r
den eindimensionalen Fall erla¨utert – die Erweiterung auf mehr Dimensionen ist jedoch
ohne weiteres mo¨glich.
Diskretheit und Nyquist-Kriterium
Die Diskretisierung der Messung la¨sst sich mathematisch durch die Multiplikation des Si-
gnals mit einem Dirac-Kamm – einer unendlichen Summe a¨quidistanter Delta-Distributionen
– mit Periode ∆k beschreiben. Die Fouriertransformation des Dirac-Kamms ist wieder ein
Dirac-Kamm, jedoch mit Periode 1∆k , so dass das diskrete Signal ρˆ∞(x) gegeben ist durch
ρˆ∞(x) = ρ(x) ∗
+∞∑
q=−∞
δ
(
x− q
∆k
)
. (2.71)
Die Faltung ergibt also das Spindichtebild, das periodisch im Abstand 1∆k wiederholt wird.
Dieser Abstand wird als Gesichtsfeld (engl. field of view, FOV) bezeichnet. Wenn nun die
Ausdehnung des gemessenen Objekts gro¨ßer als das FOV ist, kommt es zur U¨berlappung
benachbarter Kopien des Bildes. Dieser Effekt wird als Einfaltungsartefakt bezeichnet. Um
Einfaltungsartefakte zu vermeiden, muss die Gro¨ße des untersuchten Objekts A kleiner als
das FOV sein:
FOV > A bzw. ∆k <
1
A
. (2.72)
Diese Bedingung ist aus der Nachrichtentechnik wohlbekannt und wird als Nyquist-Kriterium
bezeichnet [Nyquist, 1928].
Beschra¨nktheit und Gibbs-Oszillationen
Da nur eine endliche Anzahl an Messpunkten aufgezeichnet werden kann, ist die Messung
nicht nur diskret, sondern auch beschra¨nkt. Die direkte Konsequenz ist eine Begrenzung
2Die Voraussetzung fu¨r die Beschreibung des Prozesses durch eine PSF ist ein lineares und zeitinvari-
antes System. Bei iterativen Rekonstruktionstechniken ist dies nicht mehr gegeben.
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(a) (b) (c)
Abbildung 2.2: Gibbs-Oszillationen am simulierten Shepp-Logan Phantom. Die urspru¨ngliche Gro¨ße
des Bildes von 512x512 Pixeln wurde in den Rekonstruktionen auf (a) 256x256, (b) 128x128 bezie-
hungsweise (c) 64x64 Pixel reduziert. Die Wellenla¨nge der Gibbs-Oszillationen nimmt mit abnehmen-
der Auflo¨sung zu. Wa¨hrend sie in (a) kaum wahrnehmbahr sind, beeintra¨chtigen sie die Bildqualita¨t
in (c) erheblich.
der maximalen Auflo¨sung, die im Bild erreicht werden kann. Sie wird durch die ho¨chste
gemessene Ortsfrequenz kmax festgelegt:
∆x =
1
2kmax
=
1
2n∆k
=
1
W
. (2.73)
Mathematisch wird die Beschra¨nktheit der Messung durch eine zusa¨tzliche Multiplikation
des Signals mit einer Rechteckfunktion von −kmax bis +kmax beschrieben,
rect
(
k
W
)
=

0 fu¨r | kW | > 12
1
2 fu¨r | kW | = 12
1 fu¨r | kW | < 12
, (2.74)
deren Fouriertransformation eine Sinc-Funktion darstellt,
F
(
rect
(
k
W
))
= W sinc (piWx) . (2.75)
Die Filterfunktion
H(k) = ∆k
n−1∑
q=−n
δ(k − q∆k) (2.76)
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ergibt eine Kombination aus Beschra¨nktheit und Diskretheit. Die Punktantwortfunktion
fu¨r diesen Fall ist
PSF(x) = W
sinc (piWx)
sinc (pi∆kx)
e−ipi∆kx. (2.77)
Ein Artefakt, das die Bildqualita¨t insbesondere bei niedrig aufgelo¨sten Bildern stark beein-
tra¨chtigen kann, sind Gibbs-Oszillationen. Dies ist ein bekanntes Pha¨nomen in der Signal-
verarbeitung, das bei der Fouriertransformation von Stufendiskontinuita¨ten auftritt. In der
Umgebung dieser Sprungstellen bilden sich U¨ber- und Unterschwinger, deren Amplitude
unabha¨ngig von der La¨nge der Fourierreihe immer 9% der Stufenho¨he betra¨gt [Boˆcher,
1906]. Allerdings ha¨ngt die Oszillationsfrequenz von der Abdeckung des k-Raumes ab, da
sie durch die Sinc-Funktion im Za¨hler der PSF (2.77) mit Frequenz piW = pi∆x hervor-
gerufen werden. Je geringer die Auflo¨sung ∆x des Bildes ist, desto breiter und sto¨render
werden die Gibbs-Oszillationen an Intensita¨tsspru¨ngen, wie in Abbildung 2.2 beispielhaft
gezeigt wird.
Auflo¨sung und Punktantwortfunktion
Das reduzierte Auflo¨sungsvermo¨gen des Bildes spiegelt sich in einer Verbreiterung der PSF
wieder und kann aus dieser abgescha¨tzt werden. Die Definition von Auflo¨sung3 ist jedoch
nicht eindeutig, da es unterschiedliche Kriterien gibt, ab wann zwei Punkte als getrennt
wahrgenommen werden. So gibt es verschiedene Ansa¨tze, sie aus der PSF zu bestimmen
[Haacke et al., 1999]. Eine Mo¨glichkeit ist die Berechnung des Verha¨ltnisses aus der Fla¨che
unter der PSF und ihrem Wert am Ursprung:
∆x =
1
PSF (0)
∞∫
−∞
PSF (x) dx. (2.78)
Wird die Beschra¨nktheit des k-Raums mit einer Rechteckfunktion beschrieben, liefert die-
se Definition als Auflo¨sungsvermo¨gen gerade Gleichung (2.73). Der nach (2.73) berechnete
Wert wird auch im nichtkartesischen Fall oft als obere Grenze des tatsa¨chlichen Auflo¨-
sungsvermo¨gens im Bild angenommen und als nominelle Auflo¨sung bezeichnet.
Eine einfachere Definition scha¨tzt das Auflo¨sungsvermo¨gen u¨ber die volle Halbwertsbreite
(engl. full width at half maximum, FWHM) der PSF ab. Im Falle der 23Na-MRT gibt es
mehrere Faktoren, die das Auflo¨sungsvermo¨gen auch ohne die Verwendung von Filtern
unter den Wert (2.73) herabsetzen. Zum einen wird der k-Raum in radialer Form aufge-
nommen (siehe Abschnitt 3.2.1). Die Abtastung des k-Raums wird also nicht durch eine
dreidimensionale Rechteckfunktion beschrieben, wie es bei kartesischer Abtastung der Fall
ist, sondern durch eine Kugel. Die Fouriertransformation der Rechteckfunktion ergibt eine
3Auflo¨sung ist der minimale Abstand zweier Punkte, in dem diese gerade noch getrennt voneinander
wahrnehmbar sind
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Sinc-Funktion (2.75) in jede Raumrichtung. Die Fouriertransformation der dreidimensio-
nalen Kugelfunktion [Vembu, 1961],
s(r) =
{
1 fu¨r |r| ≤ kmax
0 fu¨r |r| > kmax
, (2.79)
ergibt
F (s(r)) = 3
(
sin(piWx)
(piWx)3
− cos(piWx)
(piWx)2
)
. (2.80)
Die kugelfo¨rmige Abtastung des k-Raums fu¨hrt zu einer Verbreiterung der PSF gegen-
u¨ber einer kartesischen, quaderfo¨rmigen Abtastung (siehe Abbildung 2.3). Die FWHM
steigt von 1.21 Pixeln im kartesischen Fall auf 1.59 Pixel, was zu einer Verminderung der
Auflo¨sung um etwa 30% allein durch die Art der Abtastung fu¨hrt.
Auch die exponentielle Signalabnahme mit T ∗2 wirkt wie eine Filterfunktion und tra¨gt zu
einer Verbreiterung der PSF bei.
Partialvolumeneffekt
Der Partialvolumeneffekt setzt sich aus zwei verschiedenen Pha¨nomenen zusammen und
fu¨hrt dazu, dass im Bild dargestellte Intensita¨tswerte von der zu erwartenden Intensita¨t
des Gewebes abweichen [Soret et al., 2007]. Die erste Ursache dafu¨r ist eine Weichzeichnung
der dargestellten Strukturen durch die Faltung des tatsa¨chlichen Bildes mit der PSF (engl.
blurring). Dadurch gelangt Intensita¨t aus der Struktur ins umliegende Hintergrundgewebe
(spill-out), sowie umgekehrt Intensita¨t des Hintergrundes in die Struktur hinein (spill-in).
Die Struktur wirkt dadurch breiter und ihre Intensita¨t geringer (bei einer hellen Struktur)
als sie tatsa¨chlich ist.
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Abbildung 2.3: PSF eines Quaders (blau) und einer Kugel (rot). Die PSF der Kugel ist gegenu¨ber
der PSF des Quaders verbreitert.
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Der zweite Aspekt des Partialvolumeneffekts wird durch die gerasterte Darstellung des
Bildes mit Voxeln verursacht. Da Gewebegrenzen meist nicht mit Voxelpositionen u¨ber-
einstimmen, tra¨gt ha¨ufig mehr als ein Gewebetyp zur Intensita¨t eines Voxels bei. Der
dargestellte Grauwert ist dann der gewichtete Mittelwert aller im Voxel vorhandenen Ge-
webeintensita¨ten. Dieser Effekt versta¨rkt sich mit zunehmender Voxelgro¨ße.
Hammingfilter
Gibbs-Oszillationen in MR-Bildern ko¨nnen durch die Anwendung von Filterfunktionen un-
terdru¨ckt werden. Eine Art der Filterung, die ha¨ufig in der 23Na-MRT zum Einsatz kommt,
ist der sogenannte Hammingfilter [Hamming, 1989]. Er ist so konstruiert, dass das erste
Nebenmaximum der sinc-Funktion in (2.77) gerade unterdru¨ckt wird. Die Fensterfunktion
des Hammingfilters ist
w(k) = α− (1− α) cos
(
2pik
W
)
(2.81)
mit der Konstanten α = 0, 54.
2.3 Physiologische Bedeutung von Natrium
Dieses Kapitel soll die physiologische Bedeutung von Natrium im menschlichen Ko¨rper
na¨her beleuchten und auf mo¨gliche klinische Anwendungen der 23Na-MRT eingehen. Aus-
fu¨hrliche Erla¨uterungen zur Wirkungsweise der Elektrolyte im Ko¨rper finden sich in allen
physiologischen Standardwerken. Hier sei auf [Deetjen et al., 2005] und [Schmidt et al.,
2010] verwiesen.
2.3.1 Ruhemembranpotential
Natriumchlorid und Kaliumchlorid sind die beiden wichtigsten Elektrolyte des menschli-
chen Ko¨rpers, wo sie in dissoziierter Form als Na+-, K+- und Cl--Ionen vorliegen. Sie bilden
das Zellmembranpotential und sorgen fu¨r die Reizleitung in erregbaren Zellen (Nervenzel-
len, Herz- und Skelettmuskelfasern). Transportproteine in der Zellmembran sorgen fu¨r
einen Konzentrationsgradient der Ionen zwischen Intra- und Extrazellula¨rraum. Im Ruhe-
zustand ist die Konzentration der Natrium- und Chlorionen außerhalb der Zelle 10–30 mal
ho¨her als in der Zelle, die Kaliumkonzentration verha¨lt sich umgekehrt (siehe Tabelle 2.3).
Das wichtigste Transportprotein ist die Natrium-Kalium-ATPase (auch Natrium-Kalium-
Pumpe genannt), das pro Zyklus drei Natriumionen aus und zwei Kaliumionen in die
Zelle befo¨rdert. Fu¨r diesen Prozess ist Energie notwendig, die u¨ber die Abspaltung eines
Phosphats vom Energieliferant der Zelle Adenosintriphosphat (ATP) gewonnen wird. Die
Natrium-Kalium-ATPase ist in Abbildung 2.4 sehr vereinfacht dargestellt.
Die Lipidschicht der Zellmembran ist fu¨r die Elektrolyte undurchla¨ssig. Allerdings bilden
in die Membran eingelassene Proteine Ionenkana¨le, die jeweils nur fu¨r einen bestimmten
Ionentyp durchla¨ssig sind. Zudem sind manche Ionenkana¨le je nach Proteinkonfiguration
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Ionenkonzentration
[mmol/l]
intrazellula¨r extrazellula¨r
K+ 120–150 4–5
Na+ 5–15 140–150
Cl- 4–5 120–150
Tabelle 2.3: Ionenkonzentration im Intra- und Extrazellula¨rraum erregbarer Zellen [Deetjen et al.,
2005].
durchla¨ssig oder geschlossen. Im Ruhezustand gibt es in der Zellmembran offene Kalium-
kana¨le, wa¨hrend sie fu¨r Natriumionen praktisch undurchla¨ssig ist. Der Konzentrationsgra-
dient fu¨hrt zu einem Ausstro¨men von Kaliumionen aus der Zelle. Das dadurch entstehende
elektrische Potential wirkt dem Konzentrationsgradienten entgegen, so dass sich ein Gleich-
gewicht zwischen der Diffusionsbewegung zu niedrigeren Konzentrationen und der Bewe-
gung der Ionen im elektrischen Feld einstellt. Dieses Gleichgewichtspotential nennt man
das Ruhemembranpotential der Zelle. Mit der Goldman-Hodgkin-Katz-Gleichung kann das
Membranpotential unter Beru¨cksichtigung aller drei Ionenspezies berechnet werden:
Em =
RT
F
ln
(
PNa[Na]e + PK[K]e + PCl[Cl]i
PNa[Na]i + PK[K]i + PCl[Cl]e
)
. (2.82)
Dabei ist R =8,3 J/K/mol die molare Gaskonstante, T die Temperatur, F = 96485 C/mol
die Faraday-Konstante und Pk die Permeabilita¨t der Zellmembran fu¨r die Ionenspezies k.
Fu¨r Neuronen betra¨gt das Ruhepotential etwa -70 mV, fu¨r Muskelzellen -90 mV, was sehr
nahe am Gleichgewichtspotential von Kaliumionen von -97 mV liegt. Neben seiner Bedeu-
tung fu¨r die Reizleitung in erregbaren Zellen hilft das Membranpotential beim Transport
von Neurotransmittern, Metaboliten und Ionen durch die Zellmembran.
2.3.2 Aktionspotential
Bei der Entstehung eines Aktionspotentials in erregbaren Zellen spielt Natrium eine ent-
scheidende Rolle. Ein Stimulus fu¨hrt u¨ber das Einstro¨men von Natrium oder Calcium in
die Zelle zu einer leichten Depolarisation des Membranpotentials. U¨berschreitet es einen
bestimmten Schwellwert, o¨ffnen sich spannungsgesteuerte schnelle Natriumkana¨le, was zu
einem lawinenhaften Einstrom von Natriumionen in die Zelle und einer Depolarisation des
Membranpotentials in die Na¨he des Natrium-Gleichgewichtpotentials (0–30 mV) fu¨hrt.
Nach kurzer Zeit schließen die Natriumkana¨le wieder und der Einstrom von Kaliumionen
in die Zelle fu¨hrt zu einer langsamen Repolarisation der Zellmembran. Abbildung 2.5 zeigt
den typischen Verlauf des Aktionspotentials einer Nervenzelle mit der zeitlichen A¨nderung
der Natrium- und Kaliumleitfa¨higkeit.
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Abbildung 2.4: Schema der Natrium-Kalium-Pumpe in der Zellmembran. Unter Verbrauch eines
ATP-Moleku¨ls werden drei Natriumionen aus und zwei Kaliumionen in die Zelle gepumpt. Dieser Pro-
zess ha¨lt den starken Ionenkonzentrationsgradienten zwischen Intra- und Extrazellula¨rraum aufrecht.
2.3.3 Natriumbildgebung
Da 23Na in vielen fundamentalen physiologischen Prozessen eine wichtige Rolle spielt,
erhofft man sich aus der direkten Bildgebung des Elements Informationen u¨ber die Vita-
lita¨t des betrachteten Gewebes. Diese ko¨nnten in Zukunft die klinisch relevanten 1H-MR-
Kontraste erga¨nzen. Bei den meisten Krankheiten wird ein Anstieg der Natriumkonzentra-
tion gemessen. Da jedoch bei normaler Bildgebung das intra- und extrazellula¨re Natrium
ein gemeinsames, u¨ber das Volumen gemitteltes Signal ergeben, kann dieser Anstieg drei-
erlei Ursachen haben: Entweder einen Anstieg der intrazellula¨ren Natriumkonzentration,
einen Anstieg des extrazellula¨ren Volumens bei konstanten Konzentrationen, oder aber
eine versta¨rkte Vaskularisierung des Gewebes. Es gibt verschiedene Ansa¨tze, das intrazel-
lula¨re Natrium getrennt zu messen: Einsatz von shift-Reagenzien, Diffusionsbildgebung,
die inversion recovery (IR) Technik und Triplequantenfilterung (TQF), wobei nur die bei-
den letzteren in vivo angewandt werden [Hutchison und Shapiro, 1991]. In dieser Arbeit
wird nur die konventionelle Natriumbildgebung betrachtet.
Eine große Bedeutung fu¨r diverse Erkrankungen ko¨nnte in Zukunft der Kopf-Natriumbild-
gebung zukommen. In malignen Hirntumoren ist die erho¨hte Proliferationsrate mit einem
Anstieg der intrazellula¨ren Natriumkonzentration verknu¨pft [Cameron et al., 1980]. Dar-
u¨ber hinaus gibt es Hinweise, dass die Neovaskularisierung eines Tumors ein Maß fu¨r seine
Malignita¨t darstellt [Weidner, 1993]. Beide Effekte sind als Anstieg der Natriumkonzentra-
tion sichtbar, wodurch die Natriumbildgebung bei der Klassifizierung von Tumoren helfen
ko¨nnte [Thulborn et al., 1999, 2009; Ouwerkerk et al., 2003; Nagel et al., 2011]. Daru¨ber
hinaus erhofft man sich, das Ansprechen einer Krebstherapie direkt messen zu ko¨nnen.
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Abbildung 2.5: Aktionspotential einer Nervenzelle, das durch die zeitliche A¨nderung der Natrium-
und Kaliumleitfa¨higkeit der Zellmembran entsteht. Abbildung nach [Schmidt et al., 2010].
Schlaganfa¨lle geho¨ren zu den ha¨ufigsten Todesursachen in Deutschland. Sie ko¨nnen sowohl
durch eine Hirnblutung als auch durch Ischa¨mie (Minderdurchblutung) des betroffenen Ge-
webes ausgelo¨st werden. Beim ischa¨mischen Schlaganfall kommt es darauf an, so schnell
wie mo¨glich fu¨r eine Reperfusion des Gewebes zu sorgen, um Langzeitscha¨den zu verhin-
dern. Bei der Behandlung ist es jedoch wichtig, noch intaktes von irreversibel gescha¨digtem
Gewebe unterscheiden zu ko¨nnen, da ansonsten die Gefahr einer Hirnblutung besteht. Im
Moment wird diese Unterscheidung mit einer Kombination aus diffusions- und perfusions-
gewichteter 1H-MRT getroffen [Luypaert et al., 2001; Neumann-Haefelin et al., 1999; Ueda
et al., 1999]. Untersuchungen zeigen jedoch, dass die Natriumbildgebung in Zukunft eine
sinnvolle Erga¨nzung dieser Technik darstellen ko¨nnte [Hilal et al., 1983; Thulborn et al.,
2005; Jones et al., 2006; Hussain et al., 2009].
Multiple Sklerose (MS) ist eine chronisch-entzu¨ndliche Erkrankung des zentralen Ner-
vensystems. In ihrer Folge bilden sich entzu¨ndliche La¨sionen in der grauen Substanz des
Gehirns (engl. grey matter, GM) und weißen Substanz des Gehirns (engl. white matter,
WM) in Gehirn und Ru¨ckenmark. Dabei werden die Myelinscheiden der Nervenzellfortsa¨t-
ze (Axone) vermutlich von ko¨rpereigenen Abwehrzellen angegriffen und zersto¨rt. Studien
haben gezeigt, dass spannungsgesteuerte Natriumkana¨le mit der Scha¨digung der Nervena-
xone in Zusammenhang stehen. Wenn diese Natriumkana¨le nicht mehr inaktiviert werden,
kommt es zu einem anhaltenden Einstrom an Natriumionen in die Zelle. Die Natrium-
Kalium-Pumpe ist dann nicht in der Lage, diesen Zustrom auszugleichen. Stattdessen
beginnt das Natrium-Calcium-Austauschprotein in umgekehrter Richtung zu arbeiten,
wodurch Ca2+-Ionen im Austausch fu¨r Natriumionen in die Axone gelangen und dort
Scha¨den verursachen [Waxman, 2008]. Erste Untersuchungen zeigen eine erho¨hte Natri-
umkonzentration sowohl innerhalb der MS-La¨sionen als auch in normal erscheinender WM
bei MS-Patienten im Vergleich zu gesunden Kontrollpersonen [Inglese et al., 2010; Zaaraoui
et al., 2012; Paling et al., 2013].
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2.4 Compressed Sensing
Die meisten Digitalbilder in unserem Alltag werden ohne sichtbare Verluste in kompri-
mierter Form gespeichert. Auch MR-Bilder sind im Allgemeinen gut komprimierbar. Bei
der Aufnahme der Daten gilt jedoch das Nyquist-Kriterium (2.72) – werden weniger Daten
aufgenommen, als durch das Abtasttheorem vorgegeben, wird die Bildqualita¨t durch Ein-
faltungsartefakte beeintra¨chtigt. Allerdings besteht großes Interesse in der diagnostischen
MR-Bildgebung, Zeit bei der Datenaufnahme einzusparen. Methoden der parallelen Bild-
gebung umgehen das Einfaltungsproblem, indem sie die zusa¨tzliche, gleichzeitige ra¨umliche
Kodierung durch mehrere Spulen ausnutzen.
”
Partial Fourier“-Methoden nutzen die Sym-
metrie des k-Raums aus. Bei radialen Aufnahmetechniken werden Streifenartefakte in un-
terabgetasteten Bildern ha¨ufig in Kauf genommen oder diese unter Verlust von Auflo¨sung
durch Filter unterdru¨ckt. In diesem Kontext stellt sich die Frage, ob das Nyquist-Kriterium
nicht auf andere Weise umgangen werden ko¨nne: Wenn man Bilder nach ihrer Aufnahme
komprimiert abspeichern, also einen Teil der gemessenen Informationen wieder verwerfen
kann, mu¨sste es dann nicht auch mo¨glich sein, die Bilder direkt komprimiert aufzunehmen?
Das ist tatsa¨chlich mo¨glich. Die mathematische Grundlage fu¨r dieses als CS bezeichnete
Prinzip schufen Emmanuel Cande`s und David Donoho [Cande`s et al., 2006a; Donoho,
2006]. Schon 2007 hielt CS Einzug in die MRT [Lustig et al., 2007; Block et al., 2007],
wo sie es ermo¨glicht, unterabgetastete Bilder mit guter Qualita¨t ohne Einfaltungsartefakte
zu rekonstruieren. Einen guten U¨berblick u¨ber die CS-Theorie im Allgemeinen und ihre
Anwendung in der MRT geben [Cande`s und Wakin, 2008; Romberg, 2008] und [Lustig
et al., 2008]. Drei Voraussetzungen mu¨ssen erfu¨llt sein, um CS anwenden zu ko¨nnen:
1. Das Bild muss eine du¨nnbesetzte4 Darstellung in einer bekannten Transformations-
doma¨ne besitzen, d.h. es muss in einer bekannten Basis komprimierbar sein. Die
Darstellung eines Bildes durch eine du¨nnbesetzte Matrix wird mit dem englischen
Begriff der Sparsity bezeichnet, das Bild selbst wird sparse in dieser Basis genannt.
2. Die Einfaltungsartefakte, die sich durch die Unterabtastung ergeben, mu¨ssen in die-
ser Transformationsdoma¨ne inkoha¨rent, d.h. rauscha¨hnlich, sein.
3. Es muss ein nichtlineares Rekonstruktionsverfahren angewandt werden, das einerseits
die Sparsity in der Transformationsdoma¨ne erzwingt, andererseits die Datenkonsis-
tenz sicherstellt.
2.4.1 Das Konzept der Sparsity
Jede Komprimierung beruht darauf, dass der Informationsgehalt des Signals deutlich ge-
ringer ist als die Anzahl der aufgenommenen Datenpunkte. Wa¨hlt man eine geeignete
Basis, so kann die gesamte Bildinformation durch einige wenige Koeffizienten ausgedru¨ckt
werden, und alle anderen Koeffizienten sind Null oder klein. Es reicht also vollkommen
aus, nur diese großen Koeffizienten zu speichern, um das (beinahe) exakte Signal repro-
duzieren zu ko¨nnen. Eine beliebte Basis fu¨r die Bildkomprimierung, die beispielsweise das
JPEG2000-Format verwendet [Taubman und Marcellin, 2002], wird von Waveletfunktio-
nen gebildet.
4Eine Matrix heißt du¨nnbesetzt, wenn ein Großteil ihrer Eintra¨ge Null ist.
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Abbildung 2.6: (a) Urspru¨ngliches Bild mit 512x512 Pixeln. (b) Diskrete Wavelet-Transformation
des Bildes. Zur besseren Darstellung der niedrigen Pixelwerte wurde die Fensterung des Bildes an-
gepasst. (c) Eine weitere mo¨gliche Sparsity-Transformation ist die erste Ableitung des Bildes. Diese
Transformation wird auch als finite Differenzen bezeichnet, da immer die Differenz benachbarter Pi-
xelwerte berechnet wird. (d) Wavelet-Koeffizienten der Transformation aus (b). Der gro¨ßte Anteil
der Bildeninformation ist in relativ wenigen Koeffizienten enthalten. Das wird noch deutlicher, wenn
man (e) die Betra¨ge der Wavelet-Koeffizienten betrachtet, die nach ihrer Gro¨ße sortiert wurden. Ihr
Betrag fa¨llt etwa exponentiell ab. (f) Das rekonstruierte Bild, nachdem alle Koeffizienten bis auf die
gro¨ßten x% gleich Null gesetzt wurden. Bei einer Rekonstruktion mit 10% der Koeffizienten ist der
Unterschied zum Originalbild (a) kaum wahrnehmbar.
Mathematisch wird das Bild mit n Pixeln als Vektor x ∈ Rn ausgedru¨ckt. Dieses wird in
die Basis Ψ = [ψ1 ψ2 ... ψn] transformiert,
x =
n∑
i=1
viψi = Ψv. (2.83)
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Streng genommen unterscheidet man, ob das Bild x sparse oder komprimierbar in dieser
Basis ist. Der Vektor v wird S-sparse genannt, wenn alle bis auf S Komponenten exakt Null
sind. Ist der Vektor v komprimierbar, so fallen die nach Gro¨ße geordneten Koeffizienten
vi schnell, das heißt exponentiell oder schneller, ab. Das komprimierte Bild xS erha¨lt man
dann, indem man nur die gro¨ßten S Koeffizienten beha¨lt und alle anderen auf Null setzt,
xS = ΨvS. (2.84)
Der Vektor vS ist dann ebenfalls S-sparse. In der Literatur zur Anwendung der CS-Theorie
in der MRT hat es sich durchgesetzt, diese Unterscheidung fallenzulassen und auch kom-
primierbare Signale als sparse zu bezeichnen.
Abbildung 2.6(a) zeigt ein Bild und seine diskrete Wavelet-Transformation 2.6(b). Nur
wenige Waveletkoeffizienten tragen fast die gesamte Bildinformation (2.6(d) und (e)). Ab-
bildung 2.6(f) zeigt die Rekonstruktion des Bildes aus einem Prozentsatz der gro¨ßten
Koeffizienten. Auch nachdem 90% der Koeffizienten auf Null gesetzt wurden, ist die sicht-
bare Bildqualita¨t kaum beeintra¨chtigt. Die Wavelet-Transformation ist nur eine von vielen
mo¨glichen Sparsity-Transformationen. Eine weitere Mo¨glichkeit ist in Abbildung 2.6(c)
dargestellt. Die finiten Differenzen, die sich aus der Differenz benachbarter Pixelwerte er-
geben und die erste Ableitung des Bildes darstellen, sind dann sparse, wenn das Bild viele
Fla¨chen konstanter Signalintensita¨t entha¨lt. Es gibt auch Bilder, die bereits im Bildraum
selbst sparse sind. Dazu geho¨ren zum Beispiel MR-Angiographien, bei denen im Idealfall
nur die abgebildeten Blutgefa¨ße ein Signal liefern (Abbildung 2.7).
Abbildung 2.7: Maximale Intensita¨tsprojektion (MIP) einer MR-Angiographie des Kopfes. Der In-
fomationsgehalt des Bildes ist im Prinzip bina¨r – Blutgefa¨ße sind weiß, der Rest schwarz. Die Aufnah-
me erfolgte mit einer 3D-TOF-Sequenz (Time Of Flight) mit folgenden Parametern: TE = 3,59 ms,
TR = 20 ms, FOV = 181×199 mm2 mit einer Auflo¨sung von 0,26×0,27 mm2, Schichtdicke 0,5 mm mit
Schichtabstand 23,5 mm, Bandbreite 165 Hz/Pixel. Die MIP beinhaltet 51 Schichten.
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2.4.2 Inkoha¨rente Bildaufnahme
Man ko¨nnte meinen, fu¨r eine komprimierte Aufnahme eines Bildes sei eine direkte Mes-
sung der S gro¨ßten Koeffizienten in der sparsity-Basis no¨tig. Dafu¨r wa¨re eine spezielle
Messtechnik no¨tig, sowie ein Vorwissen daru¨ber, welche Koeffizienten Bildinformation tra-
gen. Doch das Gegenteil ist der Fall – es wurde sogar gezeigt, dass eine zufa¨llige Wahl der
gemessenen Koeffizienten zu sehr guten Ergebnissen fu¨hrt [Cande`s und Wakin, 2008]. Die
Voraussetzung dafu¨r ist, dass das Bild in einer Basis gemessen wird, in der es eine mo¨g-
lichst ausgedehnte Darstellung besitzt – gegenteilig zur du¨nnbesetzten Darstellung in der
Sparsity-Transformationsdoma¨ne. Dadurch wird sichergestellt, dass die gemessenen Werte
so viel Bildinformation wie mo¨glich enthalten. Die Koha¨renz ist ein Maß dafu¨r, wie gut die
gewa¨hlte Messbasis geeignet ist. Je inkoha¨renter die Messbasis Φ und die Sparsity-Basis
Ψ sind, desto besser greift das CS-Prinzip. Die Koha¨renz der Basen Φ und Ψ ist gegeben
durch die gro¨ßte Korrelation zwischen zwei Elementen φk und ψi,
µ (Φ,Ψ) =
√
n · max
1≤k,j≤n
|〈φk, ψj〉| , (2.85)
und kann Werte im Bereich [1,
√
n] annehmen [Cande`s und Wakin, 2008]. Aus diesem
Grund ist die MRT pra¨destiniert fu¨r eine Anwendung des CS: Hier findet die Messung im
Fourierraum statt, der maximal inkoha¨rent zum Bildraum ist. Dennoch mu¨ssen die Mess-
punkte im Fourierraum zusa¨tzlich noch so gewa¨hlt werden, dass die durch Unterabtastung
entstehenden Artefakte mo¨glichst rauscha¨hnlich sind. Eine regelma¨ßige Unterabtastung,
beispielsweise das Weglassen jeder zweiten Zeile bei kartesischer Bildaufnahme, fu¨hrt zum
Einfalten einer Kopie des Bildes, die das urspru¨ngliche Bild u¨berlagert (Abbildung 2.8(b)).
Ein Rekonstruktionsalgorithmus kann in diesem Fall nicht unterscheiden, von welcher Ko-
pie des Bildes eine Struktur stammt – die korrekte Rekonstruktion einer einzigen Kopie
ist unmo¨glich. Dagegen fu¨hrt eine zufa¨llige5 Auswahl der gemessenen Bildzeilen zu ho¨he-
rer Inkoha¨renz. Damit a¨hneln die Unterabtastungsartefakte einem Rauschsignal und sind
leichter vom eigentlichen Bildsignal zu trennen (Abbildung 2.8(c)).
2.4.3 Nichtlineare Rekonstruktionsverfahren und die l1-Norm
Die Rekonstruktion eines unterabgetasteten Datensatzes ist mathematisch ein unterbe-
stimmtes Problem. Gesucht ist die Umkehrung der Gleichung
Ax = y, (2.86)
wobei x ∈ Rn der gesuchte Bildvektor mit n Voxeln, y ∈ Rm der Datenvektor mit m < n
Eintra¨gen und A eine m × n-Matrix – die sogenannte Systemmatrix – ist, die den Bild-
5Die in Abbildung 2.8(c) dargestellte Unterabtastung ist nicht komplett zufa¨llig. Die Dichte der zufa¨llig
gewa¨hlten Linien wurde mit einer Gaußfunktion moduliert, um das k-Raumzentrum dichter abzutasten.
Eine solche modulierte Art der Abtastung ist von Vorteil, da das k-Raumzentrum die meisten Bildinfor-
mationen tra¨gt.
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Abbildung 2.8: Auswirkung von regelma¨ßiger und zufa¨lliger Unterabtastung an simulierten Kopfda-
ten. Die obere Reihe zeigt den k-Raum, die untere Reihe die dazugeho¨rige Fouriertransformation. (a)
Vollsta¨ndiger k-Raum, aus dem sich das urspru¨ngliches Bild ergibt. (b) 50% Unterabtastung, wobei
jede zweite Reihe des k-Raums weggelassen wurde. (c) 50% Unterabtastung mit zufa¨lliger Auswahl
der verwendeten Zeilen, wobei das k-Raumzentrum dichter abgetastet wurde.
gebungsprozess beschreibt. Dieses Gleichungssystem besitzt unendlich viele Lo¨sungen x.
Bei einer nichtiterativen Rekonstruktion werden
”
fehlende“ Eintra¨ge im Datenvektor y mit
Nullen aufgefu¨llt, bis er die gleiche Dimension n wie das Bild besitzt. Da dies eine denkbar
schlechte Scha¨tzung der fehlenden k-Raum-Werte ist, kommt es zu gravierenden Einfal-
tungsartefakten. Die nichtlineare Rekonstruktion, die das CS vorschreibt, sucht dagegen
aus den unendlich vielen mo¨glichen Bildern x dasjenige heraus, das unter der gewa¨hlten
Sparsity-Transformation am du¨nnsten besetzt ist. Diese Auswahl wird durch die Mini-
mierung einer geeigneten Norm getroffen, die sparse Signale begu¨nstigt. Allgemein ist die
lp-Norm fu¨r 0 < p <∞ definiert als
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
. (2.87)
Ein Sonderfall ist die l0-Norm, die die Anzahl der nicht nullwertigen Elemente eines Vektors
angibt. In der Literatur zu CS hat es sich eingebu¨rgert, auch in den Fa¨llen 0 ≤ p < 1 von
einer
”
Norm“ zu sprechen, obwohl es sich bei der Definition (2.87) nur fu¨r p ≥ 1 tatsa¨chlich
um eine Norm nach mathematischer Definition handelt. Fu¨r die gestellte Aufgabe der CS-
Rekonstruktion, die am du¨nnsten besetzte Lo¨sung der Gleichung (2.86) zu finden, scheint
die l0-Norm am besten geeignet, da sie die Sparsity direkt misst. Jedoch ist sie auf Grund
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Abbildung 2.9: (a) Sparses Signal mit nur drei Eintra¨gen. (b) Dasselbe Signal mit Rauschen und
verbreiterten Spitzen. Die l0- und l1-Norm nehmen fu¨r das sparse Signal kleinere Werte an, wa¨hrend
die l2-Norm fu¨r das z-Signal kleiner ist.
ihrer Unstetigkeit numerisch schwer zu handhaben. Es wurde jedoch gezeigt, dass auch
eine Minimierung der l1-Norm mit sehr hoher Wahrscheinlichkeit zu einer sparsen Lo¨sung
fu¨hrt [Cande`s et al., 2006b; Donoho, 2006]. Die weit verbreitete l2-Norm fu¨hrt dagegen
nicht zu sparsen Ergebnissen.
Ein anschauliches Beispiel dafu¨r ist in Abbildung 2.9 dargestellt. (a) zeigt ein extrem
sparses Signal, bei dem nur drei Signalwerte 6= 0 sind. (b) zeigt das gleiche Signal, jedoch
verbreitert und mit Rauschen behaftet. Interessant ist nun der Vergleich der l0-, l1- und
l2-Norm fu¨r diese beiden Signale. Die l0-Norm gibt den Unterschied in der Sparsity am
deutlichsten wieder – das linke Signal ist nur an drei Stellen ungleich Null, ‖y‖0 = 3,
wa¨hrend das rechte Signal fu¨r keinen einzigen Wert Null wird, ‖z‖0 = 101. Bei der l1-Norm
ist der Unterschied weniger ausgepra¨gt, doch auch hier ist das sparse Signal begu¨nstigt:
‖y‖1 = 75 im Vergleich zu ‖z‖1 = 150. Die l2-Norm hingegen bevorzugt das verrauschte
Signal mit ‖z‖2 = 33 im Vergleich zu ‖y‖2 = 48. Wa¨hrend die l1-Norm also fu¨r sparse
Signale mit vielen Nullen und wenigen großen Eintra¨gen klein wird, bevorzugt die l2-Norm
viele kleine Werte.
Mit der Sparsity -Forderung kann die Bildrekonstruktion als konvexes l1-Minimierungsproblem
formuliert werden:
argmin
x
‖Ψx‖1 unter der Bedingung Ax = y. (2.88)
Der Rekonstruktionsalgorithmus findet dann das Bild x mit minimaler l1-Norm unter
der Sparsity-Transformation Ψ, das mit den Rohdaten vereinbar ist. In der Realita¨t sind
Messdaten immer mit statistischem Rauschen behaftet, wodurch der Datenvektor y eine
zusa¨tzliche unbekannte Fehlerkomponente z entha¨lt:
Ax+ z = y. (2.89)
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In diesem Fall wird die Nebenbedingung im l1-Minimierungsproblem schwa¨cher formuliert
als:
argmin
x
‖Ψx‖1 unter der Bedingung ‖Ax− y‖2 ≤ . (2.90)
Dieses Minimierungsproblem ist wohlbekannt [Santosa und Symes, 1986; Tibshirani, 1996;
Chen et al., 1998] und es existieren verschiedene effiziente Lo¨sungsalgorithmen. In dieser
Arbeit wurde das Verfahren konjugierter Gradienten (engl. conjugate gradient algorithm,
CG-Verfahren) verwendet, das in Abschnitt 3.3.1 genauer vorgestellt wird.
3 Material und Methoden
Dieses Kapitel stellt zuna¨chst die grundlegenden Arbeitsmittel fu¨r die 23Na-MRT vor:
Die verwendeten MR-Tomographen (Abschnitt 3.1.1), die HF-Spulen (Abschnitt 3.1.2)
und die verwendete Software zur Datenaufnahme (Abschnitt 3.2.1) und zur Bildrekon-
struktion (Abschnitt 3.2.2). Anschließend wird in Kapitel 3.3 der iterative Rekonstruk-
tionsalgorithmus erla¨utert. Zur U¨berpru¨fung der Rekonstruktion verschiedener Natrium-
konzentrationen wurde ein Messphantom verwendet, das in Kapitel 3.4 beschrieben wird.
Die Erstellung simulierter Datensa¨tze wird in Kapitel 3.5 geschildert. Zuletzt werden in
Kapitel 3.6 verschiedene Methoden zur quantitativen Bildevaluation vorgestellt.
3.1 Datenakquisition: Hardware
3.1.1 Magnetresonanz-Tomographen
Alle Messungen wurden an zwei verschiedenen MR-Tomographen mit 3 T und 7 T Feldsta¨r-
ke durchgefu¨hrt (Magnetom Tim Trio und Magnetom 7T; Siemens Healthcare, Erlangen).
Beide MR-Tomographen verfu¨gen u¨ber das gleiche Gradientensystem mit maximaler Am-
plitude von 40 bzw. 45 mT/m und maximaler Anstiegsrate von 180 bzw. 220 mT/m/ms
in Transversal- bzw./ Longitudinalrichtung.
3.1.2 Hochfrequenz-Spulen
Bei beiden Magnetfeldsta¨rken wurden die Messungen mit einer doppelresonanten (1H/23Na)
Einkanal-Volumenspule (Rapid Biomed GmbH, Rimpar) durchgefu¨hrt. Die Doppelreso-
nanz der Spulen bringt den Vorteil, dass u¨berlagerte 23Na- und 1H-Daten aufgenommen
werden ko¨nnen ohne das Phantom bzw. den Probanden zwischen den Aufnahmen neu zu
positionieren. Daru¨ber hinaus ermo¨glicht der 1H-Kanal Messungen, die fu¨r die Einstellung
von Shim-Stro¨men no¨tig sind, mit deren Hilfe die B0-Homogenita¨t im Messobjekt erho¨ht
werden kann. Der Spulendurchmesser betra¨gt 26,5 cm fu¨r die 3-T-Spule und 26,0 cm fu¨r
die 7-T-Spule.
3.2 Datenakquisition: Software
Durch die starke Quadrupolwechselwirkung (siehe Kapitel 2.1.5 und 2.1.6) sind die Re-
laxationszeiten von 23Na im Allgemeinen ein bis zwei Gro¨ßenordnungen kleiner als bei
1H. Da die schnelle Dephasierung der Spins in der Transversalebene mit Zeitkonstante T ∗2
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einem raschen Signalabfall fu¨hrt, sind fu¨r die Messung von 23Na Pulssequenzen1 mit sehr
kurzer Echozeit (TE; Zeitspanne zwischen der Mitte des Anregungspulses und Abtastung
des k-Raum-Zentrums) notwendig. Andererseits ermo¨glicht der schnelle Wiederaufbau der
Gleichgewichtsmagnetisierung mit T1 eine sehr kurze Repetitionszeit (TR; Zeitspanne nach
der sich der Auslesezyklus wiederholt). Dadurch ko¨nnen in kurzer Zeit viele Mittelungen
eines Signals aufgenommen werden.
Im Allgemeinen ermo¨glichen 3D-Sequenzen ku¨rzere TE als 2D-Sequenzen, da hier mit ei-
nem kurzen, nichtselektiven HF-Puls das ganze Volumen angeregt wird. Im 2D-Fall wird in
der Regel eine schichtselektive HF-Anregung mit anschließender Rephasierung der Magne-
tisierung verwendet, was mehr Zeit erfordert. Daru¨ber hinaus sind kartesische Sequenzen
weniger geeignet: Bei ihnen wird u¨blicherweise vor der Auslese ein Phasenkodiergradient
geschaltet und die Auslese von der Peripherie des k-Raums aus gestartet. Dagegen starten
nichtkartesische 3D-Sequenzen die k-Raum-Trajektorie nach einem kurzen, nichtselekti-
ven Anregungspuls direkt im k-Raum-Zentrum. TE ha¨ngt dann nur noch von der La¨nge
des Anregungspulses und der hardwareabha¨ngigen Verzo¨gerung vor dem Beginn der Aus-
lese ab. Auf diese Weise ko¨nnen Echozeiten deutlich unter 1 ms realisiert werden. Eine
ha¨ufig eingesetzte nichtkartesische Sequenz ist die 3D-Radialsequenz, bei der der k-Raum
la¨ngs Speichen, Projektionen genannt, vom Zentrum ausgehend bis zu einer maximalen
Frequenz kmax durchlaufen wird. In dieser Arbeit wurde eine SNR-optimierte Form der
Radialsequenz, die 3D dichteangepasste Radialsequenz (engl. 3D density adapted projec-
tion reconstruction, 3D-DAPR) [Nagel et al., 2009] verwendet, die im Folgenden genauer
vorgestellt wird. Andere nichtkartesische 3D-k-Raum-Trajektorien, die in der 23Na-MRT
verwendet werden, benutzen spiralartige Trajektorien [Boada et al., 1997; Gurney et al.,
2006].
3.2.1 Dichteangepasste Radialsequenz
Eine genaue Analyse der 3D-DAPR-Sequenz wird in [Nagel, 2009] durchgefu¨hrt. Das Se-
quenzschema mit HF-Puls, Magnetfeldgradienten und Ausleseblock ist in Abbildung 3.1
dargestellt. Die Projektionen werden so angeordnet, dass ihre Enden mo¨glichst homogen
auf einer Kugeloberfla¨che verteilt sind. Dafu¨r wird ein Algorithmus von [Rakhmanov et al.,
1994] verwendet, der die Energie von N Ladungen auf einer Kugeloberfla¨che minimiert.
Die Winkel werden rekursiv berechnet nach
θn = arccos (hn) , (3.1)
Φn = Φn−1 +
√
4pi
NP
1√
1− h2n
fu¨r n ∈ [1, NP − 2], (3.2)
mit Φ0 = ΦNP−1 = 0, (3.3)
und hn = −1 + 2 n− 1
NP − 1 , (3.4)
1Die Abfolge von HF-Anregungen, Magnetfeldgradienten und der Bildauslese wird als Pulssequenz
bezeichnet
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Abbildung 3.1: Sequenzschema der dichteangepassten Radialsequenz 3D-DAPR. Der zeitliche Ver-
lauf der Auslesegradienten Gx, Gy und Gz ist in allen Raumrichtungen gleich. Nach dem linearen
Anstieg und einer kurzen Plateauphase nimmt der Gradient nach der Zeitdauer t0 die dichteangepass-
te Form an.
wobei NP die Gesamtzahl der Projektionen betra¨gt. Um das Nyquistkriterium zu erfu¨l-
len, muss Gleichung (2.72) bis zu den Außenbereichen der Projektionen erfu¨llt sein. Bei
einer homogenen Verteilung der Projektionen auf einer Kugeloberfla¨che ergibt sich als
notwendige Anzahl an Projektionen
NP = 4pi (kmaxA)
2 = 4pi
(
pix
2
)2
, (3.5)
wobei pix die Anzahl an Bildpunkten fu¨r das dargestellte Objekt in einer Dimension ist.
Verglichen damit betra¨gt die Anzahl der beno¨tigten Kodierschritte in y- und z-Richtung
bei einer kartesischen 3D-Sequenz (2kmaxA)
2 und ist damit um einen Faktor pi geringer
als NP.
Anders als bei der gewo¨hnlichen Radialsequenz, bei der auf jeder Projektion a¨quidistante
Messpunkte vom Zentrum bis zur Maximalfrequenz kmax aufgenommen werden, erfolgt
die Abtastung bei der 3D-DAPR-Sequenz dichteangepasst. Dadurch wird eine mo¨glichst
homogene Abtastdichte des k-Raumes erreicht, die das Rauschen minimiert [Liao et al.,
1997]. Da der Abstand der Projektionen im Zentrum sehr klein ist und nach außen hin
zunimmt, ko¨nnen die inneren k-Raum-Punkte auf der Projektion schneller abgefahren wer-
den als die a¨ußeren. Das bringt den zusa¨tzlichen Vorteil, dass ho¨here k-Raum-Frequenzen
schneller erreicht werden und der T ∗2 -Zerfall des Signals noch nicht so weit fortgeschritten
ist. Dadurch erreicht die 3D-DAPR-Sequenz auch ein besseres Auflo¨sungsvermo¨gen als die
3D-Radialsequenz bei gleichen Aufnahmeparametern (siehe Abschnitt 2.2.4 und [Nagel,
2009]). Der zeitliche Verlauf der Magnetfeldgradienten wird so angepasst, dass die Abtast-
dichte in jedem Abstand zum Zentrum konstant bleibt. Durch die homogene Verteilung
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der Projektionen ha¨ngt die mittlere Abtastdichte nur von der Gradientensta¨rke und der
k-Raum-Position ab,
D(k) ∝ 1
4pik2G(k)
. (3.6)
Aufgrund von Hardwarebeschra¨nkungen kann die Abtastung nicht von Anfang an dich-
teangepasst erfolgen. Erst nachdem der Magnetfeldgradient linear auf die maximale Gra-
dientenamplitude gebracht wurde, wo er kurz konstant gehalten wird, beginnt nach der
Zeitspanne t0 der dichteangepasste Gradientenverlauf (siehe Abbildung 3.1). Die Daten-
auslese beginnt zeitgleich mit dem Einschalten des Gradienten.
3.2.2 Gridding-Rekonstruktion
Fu¨r die Rekonstruktion radialer Datensa¨tze stehen zwei etablierte Rekonstruktionsme-
thoden zur Verfu¨gung: Die gefilterte Ru¨ckprojektion [Bracewell und Riddle, 1967; Smith
et al., 1973] und das Gridding [Brouw, 1975; O’Sullivan, 1985; Jackson et al., 1991], wobei
sich letzteres fu¨r die Rekonstruktion dreidimensionaler Datensa¨tze durchgesetzt hat. Eine
direkte diskrete Fouriertransformation der aufgenommenen Datenpunkte wa¨re zwar theo-
retisch mo¨glich, verbietet sich jedoch aufgrund des hohen Rechenaufwands der Ordnung
O (N2).
Beim Gridding werden die radialen Datenpunkte zuna¨chst auf ein kartesisches Gitter inter-
poliert, um anschließend die deutlich schnellere FFT nutzen zu ko¨nnen (O (N log2N)). Als
Faltungskern fu¨r diese Interpolation wird eine Kaiser-Bessel-Funktion verwendet [Jackson
et al., 1991],
C(k) =
1
W
I0
(
β
√
1−
(
2k
W
))
, (3.7)
wobei W die Breite des Faltungskerns2, I0 die modifizierte Besselfunktion nullter Ordnung
und β ein Kurvenparameter ist. In der Regel wird das Gridding auf einem α-fach dich-
ter abgetastetes Gitter durchgefu¨hrt, da dadurch Artefakte des Interpolationsprozesses aus
dem FOV hinausgedra¨ngt werden. [Jackson et al., 1991] gibt optimale Funktionsparameter
β(W ) fu¨r den Fall α = 2 an.
”
Optimal“ bedeutet in diesem Fall eine Minimierung der mitt-
leren Artefaktenergie im rekonstruierten Bild. Bei großen Datensa¨tzen kann diese doppelte
U¨berabtastung zu langen Rekonstruktionszeiten und großer Arbeitsspeicherbelastung fu¨h-
ren. Daher ist eine Rekonstruktion mit geringerer U¨berabtastung wu¨nschenswert. [Beatty
et al., 2005] haben eine Formel entwickelt, u¨ber die fu¨r beliebige Faktoren α das optimale
β ermittelt werden kann:
β = pi
√
W 2
α2
(
α− 1
2
)2
− 0, 8. (3.8)
2Bei der Interpolation werden nur Datenpunkte im Abstand |∆k| ≤ W
2
des Gitterpunktes beru¨cksichtigt
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Anders als bei [Jackson et al., 1991] minimieren [Beatty et al., 2005] die maximale Arte-
faktenergie im rekonstruierten Bild. In dieser Arbeit wurde α = 1, 25 verwendet. Bei allen
Rekonstruktionen war die Gridding-Weite W = 4.
Der gesamte Gridding-Prozess la¨uft wie folgt ab:
• Dichtekompensation der Daten
Die inhomogene Abtastdichte der Daten fu¨r t ≤ t0 (im Zentrum dichter als außen)
muss vor der Rekonstruktion ausgeglichen werden. Andernfalls kommt es zu einer
Faltung des Bildes mit der Fouriertransformation der Abtastdichtefunktion.
• Interpolation der Daten auf ein kartesisches Gitter
Dabei werden alle radialen Datenpunkte, die im Abstand |∆k| ≤ W2 liegen, mit dem
entsprechenden Wert der Kaiser-Bessel-Funktion gewichtet.
• FFT der kartesischen Daten
• Roll-off-Korrektur
Das Bild wird durch die Fouriertransformierte des Faltungskerns geteilt. Dieser Pro-
zess wird auch als Entfaltung bezeichnet.
• Abschneiden der Bildra¨nder auf das urspru¨ngliche FOV
Durch die U¨berabtastung beim Interpolationsprozess ist das rekonstruierte FOV um
den Faktor α gro¨ßer als das urspru¨ngliche FOV.
3.2.3 Unterabtastung und Inkoha¨renz bei radialer Datenaufnahme
Wie in Abschnitt 2.4.2 erla¨utert wurde, kann eine CS-Rekonstruktion nur dann ein arte-
faktfreies Bild aus unterabgetasteten Daten rekonstruieren, wenn die Unterabtastungsar-
tefakte inkoha¨rent sind. Abbildung 2.8 verdeutlicht diese Forderung fu¨r den kartesischen
Fall anhand eines simulierten Kopfdatensatzes: Eine regelma¨ßige Unterabtastung fu¨hrt
zur Einfaltung von Bildkopien ins FOV (Abbildung 2.8(b)), wa¨hrend eine zufa¨llige Wahl
der aufgenommenen Linien eher rauscha¨hnliche Artefakte hervorruft (Abbildung 2.8(c)).
Bei nichtkartesischen k-Raum-Trajektorien (sowohl 2D als auch 3D) ist die Inkoha¨renz
bereits intrinsisch vorhanden und wurde schon vor dem Aufkommen der CS-Technik fu¨r
schnelle Aufnahmetechniken genutzt [Scheﬄer und Hennig, 1998; Peters et al., 2000]. Die
Gridding-Rekonstruktion einer regelma¨ßig3 unterabgetasteten 3D-DAPR-Sequenz ist in
Abbildung 3.2(b) zu sehen. Die Unterabtastungsartefakte sind kaum von Rauschen zu
unterscheiden. Durch diese Eigenschaft eignet sich die 3D-DAPR-Sequenz ohne weitere
Anpassung fu¨r die CS-Rekonstruktion.
3Die Unterabtastung wird nicht durch Weglassen von Projektionen der voll abgetasteten Sequenz er-
zeugt, sondern durch eine Neuberechnung der Projektionen nach (3.4) mit kleinerem NP.
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Abbildung 3.2: Repa¨sentative Schicht der Gridding-Rekonstruktion eines (a) voll abgetasteten und
(b) 15-fach unterabgetasteten 3D-DAPR-Datensatzes des simulierten Kopfes ohne Rauschen. Die Un-
terabtastungsartefakte sind stark rauscha¨hnlich.
3.2.4 Sequenzen fu¨r die 1H-Referenzbilder
Die anatomischen A-priori-Informationen werden aus 1H-MR-Bildern gewonnen. In die-
sem Kapitel werden die beiden kartesischen 3D-Sequenzen vorgestellt, mit denen diese
Daten aufgenommen werden.
FLASH-Sequenz
Die FLASH-Sequenz (Fast Low Angle SHot) ist eine weit verbreitete Messtechnik zur
schnellen Aufnahme von MR-Bildern [Haase et al., 1986]. Die Verwendung kleiner Flip-
winkel α 90◦ erlaubt eine rasche Abfolge an Anregungspulsen mit kurzem TR: Bei jedem
Anregungspuls wird nur ein geringer Anteil Mz sin(α) der Longitudinalmagnetisierung Mz
in die Transversalebene gekippt. Bis zum na¨chsten Anregungpuls ist die Longitudinalma-
gnetisierung teilweise relaxiert. Unter der Voraussetzung, dass am Ende des Auslesepulses
keine Transversalmagnetisierung mehr vorhanden ist4, stellt sich nach einigen Pulsen ein
Gleichgewichtswert fu¨r die Longitudinalmagnetisierung Mz,g vor Beginn des na¨chsten An-
regungspulses ein:
Mz,g = M0
1− e−TR/T1
1− e−TR/T1 cos(α) . (3.9)
Die gemessene Signalintensita¨t ha¨ngt somit von TR, T1und dem Flipwinkel α ab:
S(α,TR) = M0 sin(α)
1− e−TR/T1
1− e−TR/T1 cos(α)e
−TE/T ∗2 . (3.10)
4Dies wird durch Spoiler -Gradienten bewerkstelligt
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Fu¨r eine bestimmte Repetitionszeit TR und Gewebe mit longitudinaler Relaxationszeit T1
wird das Signal durch den sogenannten Ernstwinkel
αE = arccos
(
e−TR/T1
)
(3.11)
maximiert. Bei der 3D-FLASH-Sequenz wird der k-Raum kartesisch abgetastet. Zwischen
Anregungspuls und Auslese werden Phasenkodiergradienten in y- und z-Richtung geschal-
tet.
MPRAGE-Sequenz
Bei der MPRAGE-Sequenz (Magnetization Prepared RApid Gradient Echo) [Mugler und
Brookeman, 1990] wird die Magnetisierung mit einem Inversionspuls antiparallel zu B0
gedreht. Nach jeder Inversion relaxiert die Magnetisierung fu¨r die Dauer TI bevor die
Auslese mehrerer k-Raumzeilen startet. Zwischen zwei Inversionspulsen findet eine schnel-
le Datenauslese mit sehr kleinen Flipwinkeln statt. Bei geeigneter Einstellung liefert die
MPRAGE-Sequenz einen starken T1-Kontrast in den Bildern.
3.3 Entwicklung eines iterativen Rekonstruktionsalgorithmus
3.3.1 Das Verfahren konjugierter Gradienten
Eine Mo¨glichkeit zur Lo¨sung von (2.90) ist das CG-Verfahren. Dieses Verfahren wurde
im Jahre 1952 zuna¨chst zur Lo¨sung linearer Gleichungssysteme entwickelt [Hestenes und
Stiefel, 1952]. Darauf aufbauend entstanden verschiedene Varianten des CG-Verfahrens
auch fu¨r nichtlineare Optimierungsprobleme [Fletcher und Reeves, 1964; Polak und Ribie-
re, 1969; Polyak, 1969]. Fu¨r diese Arbeit wurde ein neueres, angepasstes Polak-Ribiere-
Polyak-Verfahren mit verbesserten Konvergenzeigenschaften gewa¨hlt [Zhang et al., 2006].
Eine ausfu¨hrliche Erla¨uterung des CG-Verfahrens gibt [Shewchuk, 1994].
Um das CG-Verfahren anwenden zu ko¨nnen, muss das Problem (2.90) als Zielfunktion
umformuliert werden. Das Aufstellen dieser Zielfunktion wird im folgenden Kapitel er-
la¨utert. Das CG-Verfahren minimiert in einem zweistufigen Verfahren die differenzierbare
Zielfunktion f : Rn → R mit Gradient g : R → Rn. In jeder Iteration k des Algorithmus
wird im ersten Schritt zuna¨chst der Gradient gk ∈ Rn der Zielfunktion berechnet. An-
statt den Gradienten direkt – wie beim steepest descent-Verfahren (engl., Verfahren des
steilsten Abstiegs) [Curry, 1944] – als neue Suchrichtung zu verwenden, wird aus ihm der
konjugierte Gradiente dk ∈ Rn berechnet. Alle konjugierten Gradienten sind orthogonal
zueinander, was die Minimierung effizienter gestaltet. Jede Suchrichtung wird nur einmal
durchlaufen, wa¨hrend beim steepest descent-Verfahren die gleiche Suchrichtung mehrmals
auftreten kann. In Schritt 3 des Algorithmus wird die Schrittweite αk fu¨r die aktuelle Such-
richtung so angepasst, dass das neue Bild xk+1 = xk + αk · dk zu einer Verringerung der
Zielfunktion fu¨hrt. Der dafu¨r verwendete Armijo-Linesearch ist ein wenig rechenintensives
Verfahren zur Schrittweitensuche [Wolfe, 1969, 1971]. Der iterative Polak-Ribiere-Polyak-
Algorithmus ist unter Algorithmus 1 skizziert.
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Algorithmus 1 : Polak-Ribiere-Polyak CG-Verfahren
Schritt 0: Setze Konstanten δ = 0.1; λ0 = 0.2
Wa¨hle ein Startbild x0 ∈ Rn
Setze den Iterationsza¨hler k = 0
Schritt 1: Berechne den Gradienten der Zielfunktion gk = ∇f(xk)
Schritt 2: Berechne den konjugierten Gradienten
dk =

−gk fu¨r k = 0
−gk + βPRPk dk−1 −Θkyk−1 fu¨r k > 0
mit βPRPk =
gTk · yk−1
‖gk−1‖2
und θk =
gTk · dk−1
‖gk−1‖2
yk−1 = gk − gk−1
Schritt 3: Schrittweitensuche mit dem Armijo-Linesearch:
Wa¨hle die Schrittweite αk = max
{
λj0, j = 0, 1, 2...
}
, fu¨r die
f(xk + αkdk) ≤ f(xk)− δα2k ‖dk‖2 erfu¨llt ist.
Schritt 4: Berechne das Argument fu¨r den na¨chsten Iterationsschritt
xk+1 = xk + αkdk.
Schritt 5: Erho¨he den Iterationsza¨hler k um 1. Gehe zu Schritt 1.
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3.3.2 Formulierung der Zielfunktion
Der Minimierungsterm und die Bedingung aus (2.90) werden zu einer gemeinsamen Ziel-
funktion zusammengefu¨gt:
f(x) =
1
2
‖Ax− y‖22︸ ︷︷ ︸
Datenkonsistenz
+
∑
i
τiRi(x)︸ ︷︷ ︸
Regularisierungen
. (3.12)
Der erste Term soll die Datenkonsistenz des Ergebnisses sicherstellen und entspricht im
Wesentlichen der Bedingung aus (2.90). In den zweiten Teil der Zielfunktion geht das
Vorwissen u¨ber das Bild als Summe von Regularisierungstermen ein. Im Falle der CS-
Rekonstruktion mit Problem (2.90) ist dies die Sparsity des Bildes x in der Basis Ψ, und
der Regularisierungsterm lautet
Rl1 = ‖Ψx‖1 . (3.13)
Jedoch ist man nicht auf diese eine Regularisierung beschra¨nkt. Weiteres Vorwissen kann
durch zusa¨tzliche Regularisierungsterme eingebracht werden. Mit den Wichtungsparame-
tern τi werden das Vorwissen u¨ber das Bild und die Datenkonsistenzbedingung gegeneinan-
der abgewogen. Eine zu starke Wichtung der Sparsity-Regularisierung fu¨hrt im Extremfall
zu einem Bild, das komplett aus Nullen besteht.
3.3.3 Totale Variation
Totale Variation erster Ordnung
Die Totale Variation (TV) ist eine wohlbekannte Methode zur Rauschreduktion in Bildern
[Rudin et al., 1992]. Sie ist definiert als Summe u¨ber die Betra¨ge der ersten Ableitung
eines Bildes,
TV (x) =
∑
q∈dim(x)
∥∥∥D(1)q x∥∥∥
1
, (3.14)
wobei D
(1)
q die finiten Differenzen in Raumrichtung q berechnet. Bei einem dreidimensio-
nalen Bild betra¨gt die Ableitung in x-Richtung am Bildpunkt (u, v, w)
D(1)x x
∣∣∣
(u,v,w)
= x(u+ 1, v, w)− x(u, v, w). (3.15)
Zur Berechnung der Ableitung an den Bildra¨ndern wird das Bild konstant fortgesetzt.
Die TV beruht auf der Annahme, dass es sich um stu¨ckweise konstante Bilder handelt,
also Bilder, die aus Bereichen mit konstanter Intensita¨t zusammengesetzt sind. Bei ei-
nem solchen Bild liefert nur die Kante zwischen zwei Intensita¨tsbereichen einen Beitrag
zur Ableitung – das Bild ist unter dieser Transformation sparse. Diese Annahme trifft
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auf Bilder der medizinischen Diagnostik ha¨ufig zu. Auch bei der iterativen Rekonstruk-
tion von Computertomographie-Daten wird die TV eingesetzt [Sidky et al., 2006]. Bei
CS-Rekonstruktionen in der MRT wird sie ha¨ufig in Kombination mit einer Wavelet-Re-
gularisierung [Lustig et al., 2007] verwendet.
Totale Variation zweiter Ordnung
Der Nachteil der TV ist, dass glatte Intensita¨tsu¨berga¨nge in Bildern nicht gut wiederge-
geben werden. Stattdessen entsteht in diesen Bereichen ein Treppeneffekt – eine Abfolge
von Stufen konstanter Intensita¨t, der den Bildern ein comic-artiges Aussehen verleiht.
Dem kann Abhilfe verschafft werden, indem eine TV zweiter Ordnung verwendet wird, im
Folgenden mit TV(2) bezeichnet [Geman und Yang, 1995; Block et al., 2007].
Die TV(2) ist eine Kombination der ersten und zweiten Ableitung des Bildes,
TV(2) (x) =
∑
q∈dim(x)
(
α
∥∥∥D(1)q x∥∥∥
1
+ (1− α)
∥∥∥D(2)q x∥∥∥
1
)
, (3.16)
mit
D(2)x x
∣∣∣
(u,v,w)
= x(u+ 1, v, w) + x(u− 1, v, w)− 2x(u, v, w). (3.17)
Aus Gleichung (3.15) und (3.17) geht hervor, dass
D(2)q = D
(1)
q
T
D(1)q x. (3.18)
Die Wichtung zwischen erster und zweiter Ableitung wurde nach [Geman und Yang, 1995]
α = 0, 77 gewa¨hlt.
Die relative Wichtung der totalen Variation in der Zielfunktion (3.12) wird im Folgenden
mit τTV(1) bzw. τTV(2) bezeichnet.
3.3.4 Anatomisches Vorwissen (1): Die Tra¨gerregion
In der MRT werden ra¨umlich begrenzte Objekte abgebildet. Alle Intensita¨tswerte im re-
konstruierten Bild, die außerhalb dieses Objekts auftreten, werden durch Rauschen oder
Artefakte verursacht. Dieses Vorwissen kann in Form einer Tra¨gerregion eingebracht wer-
den. Dabei handelt es sich um eine Bina¨rmaske (BM), die angibt, welche Voxel des Bildes
zum dargestellten Objekt geho¨ren und welche keine Intensita¨t tragen sollten. [Plevritis
und Macovski, 1995a,b] zeigten, dass die Verwendung einer Tra¨gerregion in der MR-
spektroskopischen Bildgebung (MRSI) zu einer erho¨hten Auflo¨sung der rekonstruierten
Bilder fu¨hrt. Die Tra¨gerregion ist die einfachste Form anatomischen Vorwissens, die nur
die a¨ußere Gestalt des Objekts entha¨lt.
In dieser Arbeit wurde die Tra¨gerregion aus einem registrierten 1H-Bild mit hohem SNR
gewonnen. Dafu¨r wird das 1H-Bild zuna¨chst durch Schwellwertbildung segmentiert. Als
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Schwellwert wird dafu¨r das erste Minimum im Histogramm des 1H-Bildes verwendet.
Durch morphologisches Closing mit einem kreisfo¨rmigen Strukturelement werden anschlie-
ßend kleine Lo¨cher in der Maske entfernt. Die einzelnen Schritte des Closing werden in
Abbildung 3.3 veranschaulicht. Zuna¨chst findet eine Dilatation mit dem Strukturelement
statt, also eine Ausdehnung der Bina¨rmaske, die durch Gro¨ße und Form des Strukturele-
ments vorgegeben ist. Dadurch vergro¨ßert sich die Maske und Lu¨cken im Inneren werden
verkleinert oder geschlossen. Es folgt die Erosion mit dem gleichen Strukturelement, bei
der die Maske an ihren Ra¨ndern wieder verkleinert wird und ihre urspru¨ngliche Gro¨ße
zuru¨ckerha¨lt. Lu¨cken im Inneren, die durch die Dilatation geschlossen wurden, bleiben da-
bei geschlossen. Bei Verwendung eines zu kleinen Strukturelements ist das Closing nicht
vollsta¨ndig und es verbleiben Lu¨cken in der Maske (siehe Abbildung 3.3a).
Maske vor dem Closing Dilatation mit Strukturelement Erosion mit Strukturelement
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Abbildung 3.3: Morphologisches Closing einer Bina¨rmaske mit einem kreisfo¨rmigen Strukturele-
ment. (a) Closing mit einem kleinen Strukturelement, r = 4 Pixel. (b) Closing mit einem großen
Strukturelement, r = 8 Pixel. Das Strukturelement ist jeweils in der linken oberen Ecke des ersten
Bildes dargestellt. Von links nach rechts sind die einzelnen Schritte des Closing zu sehen: Die Maske
mit Strukturelement vor dem Closing, die Maske nach Dilatation mit dem Strukturelement und die
Maske nach anschließender Erosion mit dem Strukturelement. Das kleine Strukturelement schafft es
dabei nicht, alle Lu¨cken in der Maske zu schließen.
Nach durchgefu¨hrtem Closing entsteht durch Invertierung der Maske eine BM, die in-
nerhalb des Objekts den Wert 0 und außerhalb den Wert 1 annimmt. Die Tra¨gerregion
soll dazu verwendet werden, Voxelintensita¨ten außerhalb des Objekts zu bestrafen. Daher
kann als einfacher Regularisierungsterm die l2-Norm u¨ber alle Pixelintensita¨ten außerhalb
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des Objekts verwendet werden. Mathematisch wird dies durch eine Matrixmultiplikation
ausgedru¨ckt:
RBM(x) = ‖BM ·x‖22 , (3.19)
wobei BM eine Diagonalmatrix ist, deren Elemente die vorher berechnete BM enthalten.
Da alle Intensita¨ten außerhalb des Objekts mo¨glichst klein sein sollen, ist die l2-Norm
gut geeignet (siehe auch Kapitel 2.4.3 und Abbildung 2.9). Die relative Wichtung dieser
Bina¨rmaskenregularisierung in der Zielfunktion wurde mit τBM bezeichnet.
3.3.5 Anatomisches Vorwissen (2): Gewichtete totale Variation
MR-Bilder verschiedener Kontraste der gleichen Ko¨rperregion sind hochkorreliert. Insbe-
sondere in Aufnahmen unbeweglicher Organe sind anatomische Strukturen, wie beispiels-
weise die Liquorra¨ume des Gehirns, sowohl in 1H- als auch in 23Na-Bildern gut sichtbar
dargestellt.
[Haldar et al., 2008] schlugen eine iterative Rekonstruktion mit einer gewichteten qua-
dratischen Regularisierung vor. Die Wichtungsfaktoren geben dabei die Konfidenz des
Gewebeu¨bergangs an. In dieser Arbeit wurde diese Idee der anatomischen Wichtung wei-
terentwickelt. An Stelle der quadratischen Regularisierung aus [Haldar et al., 2008] wurde
die TV(2) (3.16) verwendet. Auch die Berechnung der anatomischen Wichtungsfaktoren
wurde angepasst.
Der Regularisierungsterm der anatomisch gewichteten totalen Variation zweiter Ordnung
(engl. Anatomically Weighted 2nd order Total Variation, AnaWeTV) hat die Gestalt
RAnaWeTV (x) =
∑
q∈dim(x)
(
α
∥∥∥WqD(1)q x∥∥∥
1
+ (1− α)
∥∥∥WqD(2)q x∥∥∥
1
)
, (3.20)
wobei D
(1)
q und D
(2)
q die erste und zweite Ableitung des Bildes in Richtung q nach (3.15)
und (3.17) mit relativer Wichtung α = 0, 77 sind. Wq ist eine Diagonalmatrix, die ana-
tomische A-priori-Informationen in Form von Wichtungsfaktoren entha¨lt. Diese werden
direkt aus einem hochaufgelo¨sten 1H-Referenzbild mit hohem SNR gewonnen, das vor der
Berechnung auf die Gridding-Rekonstruktion des 23Na-Datensatzes registriert und auf sei-
nen Maximalwert normiert wird. Fu¨r alle Registrierungen wurde das FLIRT-Programm
der FSL-Bibliothek [Jenkinson und Smith, 2001; Jenkinson et al., 2002] verwendet.
Als Konfidenz cq fu¨r das Vorliegen einer Gewebegrenze wird die erste Ableitung des Refe-
renzbildes r verwendet,
cq = Dqr. (3.21)
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Der Kehrwert dieses Konfidenzwertes ergibt einen Wichtungsfaktor,
wq,i = min
{
1
cq,i
, wmax
}
, (3.22)
wobei der Parameter wmax kontrolliert, ab welcher Sta¨rke eine Signala¨nderung im Refe-
renzbild als anatomische A-priori-Information verwendet wird. Bei einem kleinen Wert
von wmax tragen nur die sta¨rksten Kanten im Referenzbild bei. Die Wichtungsfaktoren
werden anschließend auf Werte von 0 bis 1 normiert. Alle Werte < 1, die anatomische
Wichtungsinformationen tragen, werden zusa¨tzlich mit einem Faktor 0, 1 multipliziert,
um den Effekt auf das rekonstruierte Bild zu versta¨rken. Die Diagonalmatrix aus (3.20)
lautet damit
(Wq)ii =
0, 1 ·
wq,i−min(wq)
wmax−min(wq) fu¨r wq,i < wmax
1 fu¨r wq,i = wmax
. (3.23)
Ihre Wichtung in der Zielfunktion wurde mit τAnaWeTV bezeichnet.
3.3.6 Systemmatrix und Datenkonsistenzterm
Die Systemmatrix A im Datenkonsistenzterm der Gleichung (3.12) ist eine mathemati-
sche Beschreibung des Bildgebungsprozesses. Im Falle der verwendeten 3D-DAPR-Sequenz
beinhaltet sie eine inverse FFT F−1 und anschließende Interpolation auf die radiale k-Raum-
Trajektorie G und la¨uft analog zur Gridding-Rekonstruktion ab – wenn auch in umgekehr-
ter Richtung,
A = GF−1E . (3.24)
Die Matrix E beinhaltet die Entfaltung des Bildes mit der Fouriertransformierten des
Gridding-Kerns, welche als erstes durchgefu¨hrt wird. Fu¨r die Interpolation wird derselbe
Kaiser-Bessel-Faltungskern verwendet wie bei der Gridding-Rekonstruktion.
Im CG-Verfahren muss in jedem Iterationsschritt der Gradient der Zielfunktion berechnet
werden. Der Gradient des Datenkonsistenzterms
K (x) =
1
2
‖Ax− y‖22 (3.25)
ist gegeben durch
∇K (x) = A†Ax−A†y (3.26)
mit der adjungierten Matrix A† = EFGT . Dabei ist GT die Interpolation der radialen
Daten auf das kartesische Gitter. Abgesehen von der hier fehlenden Dichtekompensation
entspricht A† also dem in Abschnitt 3.2.2 beschriebenen Gridding-Prozess.
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Bild ohne Zerolling
(a)
Bild mit Zerolling
(b)
k-Raum mit Zerolling
(c)
Abbildung 3.4: Simuliertes MR-Kopfbild der brainweb-Bibliothek [Cocosco et al., 1997] mit (4 mm)3
Auflo¨sung: (a) Darstellung mit 60×60 Pixeln, wobei die Kantenla¨nge der Pixel der Auflo¨sung ent-
spricht. Dadurch wirken Strukturen kantig. (b) Dasselbe Bild interpoliert auf 160×160 Pixel mittels
Zerofilling und (c) zugeho¨riger k-Raum, der mit Nullen aufgefu¨llt wurde. Obwohl das Bild nicht mehr
Informationen entha¨lt als (a), ist die Anatomie besser wahrnehmbar.
3.3.7 Differenzierbarkeit der l1-Norm
Die l1-Norm besteht aus einer Summe von Betra¨gen. Da die Betragsfunktion nicht bei 0
differenzierbar ist, ist der Gradient der Zielfunktion nicht u¨berall definiert. Dieses Problem
kann umgangen werden, indem die Betragsfunktion durch eine glatte, u¨berall differenzier-
bare Funktion angena¨hert wird [Lustig et al., 2007]:
|x| ≈ √x∗x+ . (3.27)
Hierbei ist  ein Gla¨ttungsparameter, der in dieser Arbeit auf den konstanten Wert 10−9
festgesetzt wurde. Die Ableitung von (3.27) ist:
d
dx
|x| ≈ x√
x∗x+ 
. (3.28)
Die Berechnung der Gradienten der Regularisierungsterme (3.16), (3.19) und (3.20) wird
in Anhang A na¨her erla¨utert.
3.3.8 Datenextrapolation
Abbildungen, die aus einer zu geringen Anzahl an Pixeln bestehen – bei denen also die
Kantenla¨nge der Pixel zu groß ist –, sind fu¨r die menschliche Wahrnehmung ungewohnt und
die Mustererkennung ist deutlich erschwert. Daher ist es u¨blich, niedrig aufgelo¨ste Bilder
zur Darstellung auf eine gro¨ßere Matrix zu interpolieren. Bei herko¨mmlich rekonstruierten
Bildern wird dafu¨r das Zerofilling verwendet: Das Bild wird fouriertransformiert und die
a¨ußeren Frequenzen im k-Raum durch Nullen aufgefu¨llt. Die inverse Fouriertransformation
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liefert dann ein interpoliertes Bild. Der Unterschied zwischen einem niedrig aufgelo¨sten
MR-Bild des Gehirns mit und ohne Zerofilling wird in Abbildung 3.4 demonstriert.
Bei der iterativen Rekonstruktion macht es einen Unterschied, ob das Bild erst nach dem
Rekonstruktionsprozess auf die gro¨ßere Matrix interpoliert wird oder ob der iterative Pro-
zess bereits auf der gro¨ßeren Matrix stattfindet. Anstatt wie im oberen Fall die fehlenden
k-Raum-Frequenzen auf Null zu setzen, fu¨hren die Regularisierungsterme in letzterem Fall
zu einer iterativen Extrapolation dieser Werte [Block, 2008]. Fu¨r die Datenkonsistenz wer-
den weiterhin nur die gemessenen niedrigen k-Raum-Frequenzen herangezogen. In dieser
Arbeit wurden alle iterativen Rekonstruktionen auf einer gro¨ßeren Matrix mit Extrapola-
tion der hohen k-Raum-Frequenzen durchgefu¨hrt.
3.3.9 Konkrete Umsetzung
Der iterative Rekonstruktionsalgorithmus wurde mit der Programmiersprache C++ im-
plementiert und verwendet die FFTW-Bibliothek [Frigo und Johnson, 2005]. Alle oben
genannten Regularisierungen ko¨nnen beliebig miteinander kombiniert werden. Fu¨r die Be-
rechnung der Rekonstruktionen standen neben einem Desktop-PC5 auch vier identische
Knoten6 eines Rechenclusters zur Verfu¨gung.
Die Gridding-Rekonstruktionen sowie die Evaluation der entstandenen Bilder erfolgten in
der Programmierumgebung MATLAB R2011b (The MathWorks, Inc., Natick, USA).
3.4 Messphantom
Neue Verfahren in der medizinischen Bildgebung werden an Modellaufbauten, sogenannten
Messphantomen, getestet, die aus kontrastgebenden Strukturen bestehen. In dieser Arbeit
wurde ein Auflo¨sungs- und Konzentrationsphantom verwendet, um zu testen, wie pra¨zi-
se Natriumkonzentrationen bei verschiedenen Rekonstruktionsverfahren bestimmt werden
ko¨nnen. Der zylindrische Ko¨rper (d =20 cm) ist mit 0,6%iger NaCl-Lo¨sung gefu¨llt. In fu¨nf
Reihen sind Auflo¨sungssta¨bchen mit einem jeweiligen Durchmesser von 4, 6, 8, 10 und
12 mm angeordnet. Der Abstand der Sta¨bchen entspricht ihrem Durchmesser. Zusa¨tzlich
beinhaltet das Phantom sechs Ro¨hrchen mit 16 mm Durchmesser und 1 mm Wandsta¨rke,
die NaCl-Lo¨sungen mit Konzentrationen zwischen 0,6 und 1,2% enthalten. Abbildung 3.5
zeigt einen simulierten Schnitt durch das Phantom.
5IntelR© CoreTM i7 CPU 870; 2,93 GHz; 16 GB Arbeitsspeicher; Betriebssystem: Windows 7 Enterprise
6HP SL 170s G6 Intel Xeon E5649; x86-64bit Architektur; 2,53 GHz; hyper-threading aktiviert; je CPU
6/12 physikalische/virtuelle Kerne; 48 GB Arbeitsspeicher; Betriebssystem: Windows HPC Server 2008 R2;
Cluster-Management: Microsoft HPC Pack 2008 R2
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Abbildung 3.5: Simulation eines Schnittes durch das Auflo¨sungs- und Konzentrationsphantom. Die
Durchmesser der Sta¨bchenreihen sind in Millimeter angegeben. Der Ko¨rper des Phantoms ist mit
0,6%iger NaCl-Lo¨sung gefu¨llt. Die Konzentration der NaCl-Lo¨sungen in % in den sechs Auflo¨sungs-
sta¨bchen ist ebenfalls im Bild angegeben.
3.5 Simulationen
3.5.1 Erzeugung radialer MR-Datensa¨tze des Gehirns
Das Potential der iterativen Rekonstruktionsverfahren wurde an simulierten Datensa¨tzen
abgescha¨tzt. Simulationen haben den Vorteil, dass das wahre Bild – die ground truth –
bekannt ist und die Rekonstruktion damit abgeglichen werden kann. Außerdem ko¨nnen
alle Einflu¨sse auf das Bild wie Rauschen, Unterabtastung, etc. genau kontrolliert werden.
Iterative Rekonstruktionsverfahren wie das CS sind stark vom Inhalt, genauer von der
Komprimierbarkeit, des zu rekonstruierenden Bildes abha¨ngig. Aus diesem Grund ko¨nnen
Phantome sehr viel besser rekonstruiert werden als komplexe anatomische Strukturen.
Um u¨ber Simulationen die Leistungsfa¨higkeit des Rekonstruktionsalgorithmus in mensch-
licher Anatomie realistisch einscha¨tzen zu ko¨nnen, wurde ein simulierter Kopfdatensatz
entwickelt. Er basiert auf hoch aufgelo¨sten 1H-Bildern der brainweb-Datenbank [Cocosco
et al., 1997]7. Fu¨r die Erzeugung eines radialen Datensatzes aus dem urspru¨nglichen Bild
der Datenbank mit (1 mm)3 Auflo¨sung werden folgende Schritte ausgefu¨hrt:
• FFT des urspru¨nglichen Bildes
• Abschneiden der hohen k-Raum-Frequenzen, um die gewu¨nschte Auflo¨sung nach
Gleichung (2.73) zu erhalten
• Interpolation des kartesischen k-Raumes auf die radiale Trajektorie mit einem Kaiser-
Bessel-Faltungskern G
Wird ein Bild aus diesem Datensatz rekonstruiert, ergibt sich die Abweichung vom Aus-
gangsbild durch eine Kombination aus Rekonstruktionseffekten und Interpolationsfehlern
bei der Erzeugung des radialen Datensatzes. Fu¨r die Beurteilung des Rekonstruktionsalgo-
rithmus sind nur die Rekonstruktionseffekte relevant. Daher wurde in der Auswertung die
Gridding-Rekonstruktion eines generierten radialen Datensatzes mit (1,5 mm)3 Auflo¨sung
verwendet.
Der radiale Datensatz kann mit beliebigen Parametern der 3D-DAPR-Sequenz erzeugt
7http://brainweb.bic.mni.mcgill.ca/brainweb/
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werden. Es wurden zwei T2-gewichtete Bilder der brainweb-Datenbank gewa¨hlt, da diese
einen a¨hnlichen Kontrast wie 23Na-Bilder besitzen. Sie zeigen ein gesundes Gehirn und
dasselbe Gehirn mit MS-La¨sionen. Gaußverteiltes, komplexes Rauschen wurde zu den Da-
tensa¨tzen addiert.
3.5.2 Simulierte Datensa¨tze
nominelle
Auflo¨sung
[mm]
Projektionen
(UAF = 1/2/4)
rad.
Daten-
punkte
urspru¨ngliche
Matrixgro¨ße
rekonstruierte
Matrixgro¨ße
2 45000/22500/11250 512 (120)3 (160)3
3 20000/10000/5000 384 (80)3 (160)3
4 11000/5500/2750 384 (60)3 (160)3
6 5000/2500/1250 256 (40)3 (160)3
8 2800/1400/700 256 (30)3 (160)3
Tabelle 3.1: Simulierte Datensa¨tze und fu¨r die Rekonstruktion verwendete Matrixgro¨ßen. Alle Bilder
wurden auf dieselbe Matrixgro¨ße rekonstruiert, um die Bildevaluation mit dem (1,5 mm)3-Referenzbild
zu ermo¨glichen. Alle Datensa¨tze wurden mit zwei verschiedenen Rauschpegeln simuliert.
Es wurden simulierte Datensa¨tze des gesunden Gehirns mit verschiedenen Auflo¨sungen,
Unterabtastungsfaktoren (UAF) und Rauschpegeln erstellt. Tabelle 3.1 gibt einen U¨ber-
blick u¨ber die simulierten Datensa¨tze und Matrixgro¨ßen, die bei der Rekonstruktion ver-
wendet wurden. Die rekonstruierte Matrixgro¨ße entsprach der des Referenzbildes mit
(1,5 mm)3 Auflo¨sung, das fu¨r die Bildevaluation (siehe Kapitel 3.6) verwendet wurde. Alle
Datensa¨tze wurden jeweils mit zwei verschiedenen Rauschpegeln simuliert. Dabei wurde
die Rauschamplitude so angepasst, dass sich fu¨r jede Auflo¨sung und jeden UAF etwa das-
selbe SNR im Gridding-Bild ergab8, um den Einfluss von UAF und Rauschpegel auf die
rekonstruierte Bildqualita¨t trennen zu ko¨nnen. Rauschpegel 1 entspricht einem mittleren
SNR von 14 in WM und von 48 im Liquor der lateralen Ventrikel im Gridding-Bild. Die
Gridding-Rekonstruktion der Datensa¨tze mit Rauschpegel 2 weisen halb so große SNR-
Werte auf.
Daru¨ber hinaus wurde ein simulierter Datensatz des Gehirns mit MS-La¨sionen mit (3 mm)3
Auflo¨sung und UAF = 4 erstellt. Die Matrixgro¨ßen wurden so eingestellt wie bei der
Simulation ohne MS-La¨sionen. Das Gridding-Bild dieses Datensatzes besitzt mittlere SNR-
Werte von 10 in WM und 22 im Liquor der lateralen Ventrikel. Als Extrembeispiel wurde
ein weiterer Datensatz des Gehirns mit MS-La¨sionen mit (2 mm)3 Auflo¨sung und UAF =
10 erstellt. Das SNR des Gridding-Bildes betra¨gt 12 in WM und 24 im lateralen Ventrikel.
8Bei gleichbleibender Rauschamplitude wu¨rde das SNR bei Unterabtastung um einen Faktor 1/
√
UAF
sinken. Erst bei gro¨ßeren UAF werden die Absta¨nde zwischen zwei Projektionen im k-Raum so groß, dass
beim Gridding
”
Lu¨cken“ im kartesischen k-Raum entstehen, die wie ein Filter wirken.
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3.6 Quantitative Bewertung der Rekonstruktionen
Iterative Rekonstruktionsverfahren zielen auf eine Verbesserung der Bildqualita¨t im Ver-
gleich zu einer herko¨mmlichen Gridding-Rekonstruktion ab. Sowohl fu¨r eine Einscha¨tzung
dieser Verbesserung als auch fu¨r eine Optimierung der iterativen Rekonstruktionspara-
meter ist es wichtig, objektive Parameter fu¨r die Beurteilung der Bildqualita¨t zu finden.
Allerdings ist eine quantitative Bewertung der Bildqualita¨t sehr schwierig. Das erste Pro-
blem besteht darin, dass es keine einheitlichen Maßsta¨be gibt, was ein gutes Bild ausmacht.
Hinzu kommt, dass verschiedene Qualita¨tsparameter oft gegenla¨ufig reagieren: Ein einfa-
cher Gaußfilter reduziert zwar Rauschen und Bildartefakte, verwischt jedoch gleichzeitig
Bilddetails, so dass die Auflo¨sung schlechter wird. Ob man das unscharfe, rauscharme oder
das verrauschte, ho¨her aufgelo¨ste Bild bevorzugt, ha¨ngt nicht zuletzt von der Fragestellung
ab, die hinter der Bildgebung steht.
In dieser Arbeit wurden folgende Bildparameter zur Qualita¨tsbeurteilung herangezogen:
• SNR
23Na-MR-Aufnahmen weisen nur ein geringes SNR auf (siehe Kapitel 2.2.1 und 2.2.2),
wodurch die Bildqualita¨t durch Rauschen beeintra¨chtigt wird. Ein zu geringes SNR
kann die Sichtbarkeit von Strukturen behindern und fu¨hrt zu großen Fehlern bei
der Quantifizierung von Natriumkonzentrationen. Iterative Rekonstruktionsverfah-
ren unterdru¨cken das Rauschen in aller Regel und fu¨hren so zu einem ho¨heren SNR.
• Artefakte
Bildsto¨rungen, durch die das Bild von der tatsa¨chlich vorliegenden gewichteten Spin-
dichteverteilung abweicht, werden in der MRT als Artefakte bezeichnet. Es gibt eine
große Anzahl verschiedener Artefakte, die im Allgemeinen durch die Unvollkommen-
heit der Datenakquisition oder Bildrekonstruktion entstehen. Zwei spezielle Arte-
fakte, die die Qualita¨t von 23Na-Aufnahmen erheblich beeintra¨chtigen ko¨nnen, sind
Gibbs-Oszillationen und Streifenartefakte, die vom Grad der Unterabtastung ab-
ha¨ngen. Beide werden mit abnehmender Auflo¨sung sto¨render. Bis zu einem gewissen
Maß ko¨nnen auch sie durch iterative Rekonstruktionsverfahren reduziert werden.
• Ra¨umliche Auflo¨sung
Eine mo¨glichst hohe Auflo¨sung ist der zentrale Qualita¨tsparameter in jeder Bildge-
bungstechnik. Durch Auflo¨sungsverluste gehen Informationen verloren, z.B. wird bei
geringer Auflo¨sung der Fehler bei der Quantifizierung von Natriumkonzentrationen
gro¨ßer. Andererseits ist eine hohe Auflo¨sung nutzlos, wenn gleichzeitig Artefakte und
Rauschen die Bilddetails u¨berdecken. Alle Verfahren, die das Rauschen und Arte-
fakte reduzieren, fu¨hren gleichzeitig zu einem Auflo¨sungsverlust. Erstrebenswert ist
eine rausch- und artefaktreduzierte Rekonstruktion, die gleichzeitig die Auflo¨sung
mo¨glichst gut erha¨lt.
• Intensita¨t
Fu¨r die diagnostische Anwendung der 23Na-MRT ist eine Quantifizierung der Natri-
umkonzentration unerla¨sslich. Daher ist es wichtig, dass Intensita¨tswerte und ihre
relative A¨nderung im rekonstruierten Bild korrekt wiedergegeben werden. Der Parti-
alvolumeneffekt fu¨hrt zu einer Verwischung der Intensita¨ten, wodurch insbesondere
die Intensita¨t kleiner Strukturen falsch wiedergegeben werden kann.
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• Kontrast
Sowohl eine reduzierte Auflo¨sung als auch die Verwischung der Intensita¨t durch Par-
tialvolumeneffekte a¨ußern sich in einem Kontrastverlust kleiner Strukturen. U¨ber
eine Messung des Kontrasts ko¨nnen daher Auflo¨sung und Ausmaß der Partialvolu-
meneffekte im Bild abgescha¨tzt werden.
Die Bildqualita¨t verschiedener Rekonstruktionsverfahren wurde durch eine Kombination
unterschiedlicher Maße analysiert. Die gebra¨uchlichsten Qualita¨tsmaße werden in Bezug
auf ein vollsta¨ndiges Referenzbild berechnet. Deshalb wird immer das wahre Bild beno¨tigt,
mit dem die Rekonstruktion verglichen werden kann. Im Falle von 23Na ko¨nnen diese Maße
nur zur Beurteilung der Rekonstruktion simulierter Daten angewandt werden – es ist nicht
mo¨glich, ein 23Na-Bild aufzunehmen, das den Qualita¨tsanspru¨chen eines Referenzbildes
genu¨gt. Dafu¨r gibt es mehrere Gru¨nde: Ab einer Auflo¨sung von &(2 mm)3 beginnen die
Gibbs-Oszillationen (Abschnitt 2.2.4) die Bildqualita¨t zu beeintra¨chtigen. Daher mu¨sste
die Auflo¨sung des Referenzbildes mindestens (2 mm)3 betragen. 23Na-Bilder mit dieser
Auflo¨sung, die in einer vertretbaren Zeit (bis zu einer Stunde) aufgenommen wurden,
besitzen ein viel zu niedriges SNR (Abschnitt 2.2.2), um als Referenz zu dienen.
Zwei referenzbasierende Maße, die zur Beurteilung der Simulationsdaten verwendet wur-
den, werden in den Abschnitten 3.6.1 und 3.6.2 anhand von Beispielen erla¨utert. Fu¨r
die Beurteilung der Rekonstruktionen gemessener 23Na-MR-Daten wurden Kontrast und
Rauschen u¨ber Bildregionen (engl. region of interest, ROI) abgescha¨tzt (Abschnitt 3.6.3).
Daru¨ber hinaus wurde das SNR pixelweise mit dem Pseudo-Multireplikverfahren [Robson
et al., 2008] berechnet (Abschnitt 3.6.4). Die Pra¨zision rekonstruierter Intensita¨tswerte
wurde anhand bekannter Natriumkonzentrationen am Messphantom, sowie an simulierten
Daten eines Gehirns mit MS-La¨sionen getestet.
3.6.1 Quadratisches Mittel der Abweichung
Der quadratischer Mittelwert des Fehlers (engl. root mean squared error, RMSE) ist ein
weit verbreitetes und wohlbekanntes Maß zur Qualita¨tsbeurteilung in der Signalverarbei-
tung. Fu¨r ein Signal x ∈ Rn und die Referenz r ∈ Rn ist der RMSE definiert als
RMSE (x, r) =
√√√√ 1
N
N∑
i=1
(xi − ri)2. (3.29)
Er kann als
”
Energie“ des Fehlersignals interpretiert werden [Wang und Bovik, 2009].
Mit Hilfe einer Bina¨rmaske des gemessenen Objekts wurde der RMSE allein aus Werten
innerhalb des Objekts berechnet. Dadurch wird die Bildbeurteilung nicht durch Artefakte
oder Rauschen außerhalb des Objekts verfa¨lscht.
3.6.2 Strukturelle A¨hnlichkeit
Von [Wang et al., 2004] wurde die strukturelle A¨hnlichkeit (engl. structural similarity,
SSIM) als neues Qualita¨tsmaß eingefu¨hrt. Im Gegensatz zum RMSE ist die SSIM durch
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ihre Definition vom Bildinhalt abha¨ngig. Sie beruht auf der Tatsache, dass die menschli-
che Wahrnehmung auf das Erkennen von Strukturen optimiert ist. Die Bildqualita¨t wird
u¨ber den Erhalt oder Verlust an Bildstrukturen definiert. Die SSIM setzt sich aus drei
Bestandteilen zusammen: Luminanz, Kontrast und Struktur.
Fu¨r das Bild x ∈ Rn und die Referenz r ∈ Rn werden Mittelwert
µx =
1
N
N∑
i=1
xi, (3.30)
und Standardabweichung
σx =
√√√√ 1
N − 1
N∑
i=1
(xi − µx)2, (3.31)
berechnet. Aus ersterer wird die Luminanz durch
l(x, r) =
2µxµr + C1
µ2x + µ
2
r + C1
(3.32)
abgescha¨tzt. Analog dazu wird aus den Standardabweichungen ein Maß fu¨r den Kontrast
berechnet:
c(x, r) =
2σxσr + C2
σ2x + σ
2
r + C2
. (3.33)
Der Vergleich der Strukturen in beiden Bildern findet u¨ber ihren Korrelationskoeffizienten
σxr =
1
N − 1
N∑
i=1
(xi − µx) (ri − µr) (3.34)
statt. Das Strukturmaß ist dann
s(x, r) =
σxr + C3
σxσr + C3
. (3.35)
Die Konstanten Ci wurden eingefu¨hrt, um die Stabilita¨t der Terme bei kleinen Nennern
zu garantieren. Alle drei Maße werden schließlich zur SSIM kombiniert,
SSIM (x, r) = l (x, r)α · c (x, r)β · s (x, r)γ . (3.36)
U¨ber α, β, γ > 0 kann die Relevanz der einzelnen Komponenten gegeneinander abgewogen
werden. In dieser Arbeit wurden alle Konstanten wie in [Wang et al., 2004] gewa¨hlt9.
9α = β = γ = 1. Die Konstanten wurden auf Ci = (KiL)
2 gesetzt, wobei L den Dynamikbereich der
Pixelintensita¨ten angibt. K1 = 0.01, K2 = 0.03, K3 = 0.015.
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Abbildung 3.6: Vergleich von RMSE und SSIM an simulierten MR-Daten des Gehirns. Von oben
nach unten werden (a) das originale Referenzbild, (b) das Bild mit einem Gauß-Filter, (c) das Bild
mit reduzierter Auflo¨sung und dadurch verursachten Gibbs-Oszillationen, (d) das Bild mit addiertem
weißen Rauschen und (e) das zufa¨llig kartesisch unterabgetastete Bild gezeigt. Die SSIM der verschie-
denen Bilder unterscheidet sich deutlicher als der RMSE. An der SSIM-Karte ist sichtbar, welche
Bildbereiche in der Wahrnehmung am sta¨rksten von der jeweiligen Sto¨rung betroffen sind. Das Diffe-
renzbild ist unabha¨ngig vom Bildinhalt, was v.a. bei Bild (d) deutlich wird. Beide Bildmaße beurteilen
ho¨her aufgelo¨ste Bilder (d) und (e) besser als solche mit Auflo¨sungsverlust (b) und (c).
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Da die Strukturen eines Bildes lokal sehr unterschiedlich sein ko¨nnen, wird die SSIM lokal
in der Umgebung jedes Pixels berechnet. Um Block-Artefakte zu verhindern, wird vor der
Berechnung ein leichter Gaußfilter auf den lokalen Bildausschnitt angewandt. Der o¨ffentlich
verfu¨gbare Matlab-Code10 wurde fu¨r diese Arbeit auf dreidimensionale Bilder erweitert.
Es wurde ein Gauß-Filter mit der Halbwertsbreite σ = 1, 5 pix verwendet. Die SSIM wird
dabei lokal in Blo¨cken mit 5×5×5 Voxeln berechnet. Als Bildmaß wird der Mittelwert der
SSIM innerhalb des Objekts berechnet.
Abbildung 3.6 zeigt einen Vergleich von RMSE und SSIM an einem simulierten MR-
Kopfdatensatz mit verschiedenen Bildsto¨rungen. Beide Maße bewerten die Bilder mit Auf-
lo¨sungsverlust (b) und (c) schlechter als die mit erhaltener Auflo¨sung (d) und (e), wobei
die Unterschiede bei der SSIM etwas sta¨rker sind. Der Unterschied zwischen RMSE und
SSIM wird in (d) am deutlichsten: Die RMSE-Karte zeigt das homogen u¨ber das Bild
verteilte Rauschen, wa¨hrend die SSIM das Rauschen an Kanten besser bewertet als in
Fla¨chen konstanter Intensita¨t. Das unterabgetastete Bild (e) besitzt die ho¨chste SSIM der
gezeigten Beispiele – Auflo¨sung und Kontrast entsprechen dem Referenzbild. Die SSIM
sinkt in Bereichen konstanter Intensita¨t, die Streifenartefakte enthalten.
3.6.3 Kontrast
Der Kontrast des rekonstruierten Bildes wurde an einer gut sichtbaren Struktur abge-
scha¨tzt. In simulierten und gemessenen MR-Bildern des Kopfes eignen sich dafu¨r die late-
ralen Ventrikel im Gehirn. Im oberen Bereich des Gehirns liegt ein schmaler Gewebebereich
zwischen den Liquorra¨umen der beiden Gehirnha¨lften. In einer geeigneten transversalen
Schicht des Bildes wurde der Kontrast dieser Struktur u¨ber das mittlere Signal zweier
ROIs in den lateralen Ventrikeln, SLV und dem Zwischenraum, SZ, berechnet (siehe Ab-
bildung 3.7(a)):
CLV =
SLV − SZ
SLV
. (3.37)
Beim Messphantom wurde fu¨r jede Rekonstruktion der Kontrast der Sta¨bchenreihe mit
6 mm Durchmesser u¨ber die mittlere Intensita¨t der Sta¨bchen, Ss, und der Zwischenra¨ume,
Sz, berechnet:
CS =
Ss − Sz
Ss
. (3.38)
3.6.4 Berechnung des Signal-Rausch-Verha¨ltnisses
Ein wichtiger Parameter zur Beurteilung der Bildqualita¨t ist das SNR. Die Ursachen und
die Frequenzabha¨ngigkeit des Rauschens in der MRT wurden bereits in Kapitel 2.2.2 be-
schrieben. Das Rauschen auf den k-Raum-Daten ist komplexwertig und gaußverteilt. Die
10URL: http://www.ece.uwaterloo.ca/∼z70wang/research/ssim/
3.6 Quantitative Bewertung der Rekonstruktionen 55
(a) (b) (c)
Abbildung 3.7: Simulierter Kopfdatensatz: (a) Eine Schicht des Referenzbildes mit nomineller Auf-
lo¨sung (1,5 mm)3, das als Referenzbild fu¨r die Bewertung der Rekonstruktionen dient. Die ROIs zur
Abscha¨tzung des Kontrasts sind als schwarze (SLV ) und rote (SZ) Umrisse dargestellt. (b) Bina¨r-
maske fu¨r die Regularisierung der Tra¨gerregion. (c) WM ROI in der dargestellten Schicht, die zur
Abscha¨tzung des Rausch- und Artefaktpegels verwendet wird.
Rauschstatistik kann sich jedoch mit dem Bildrekonstruktionsprozess a¨ndern. Im einfachs-
ten Fall entsteht das Bild durch Fouriertransformation und Betragsbildung der komplexen
Rohdaten. Durch den nichtlinearen Prozess der Betragsbildung wird die Gaußverteilung
des Rauschens in den Rohdaten in eine Riceverteilung u¨berfu¨hrt [Gudbjartsson und Patz,
1995]. Dies ist in erster Linie in Bereichen ohne MR-Signal von Bedeutung. Dort nimmt
die Rauschverteilung eine Rayleighverteilung an, die ein Spezialfall der Riceverteilung fu¨r
Signal = 0 ist. Bereits ab einem SNR von 3 ist die Abweichung der Riceverteilung von
einer Gaußverteilung vernachla¨ssigbar.
Das SNR wird traditionell u¨ber zwei ROIs bestimmt. Mit der einen ROI wird die mittlere
Signalintensita¨t im Gewebe ermittelt. Zur Bestimmung des Rauschpegels wird entweder
der Mittelwert M¯ oder die Standardabweichung σM der Pixelintensita¨ten in der zweiten
ROI außerhalb der Probe verwendet [Henkelman, 1985; Kaufman et al., 1989]. Aus die-
sen beiden Werten la¨sst sich der wahre Rauschpegel σ einer Gaußverteilung berechnen
[Papoulis und Pillai, 2002]:
M¯ = σ
√
pi
2
, σM =
√
2− pi
2
σ. (3.39)
Diese einfache Methode zur SNR-Bestimmung ist jedoch nur anwendbar, wenn das Rau-
schen homogen im Bild verteilt ist und der beschriebenen Statistik gehorcht. Bei modernen
Bildgebungstechniken ist dies jedoch ha¨ufig nicht mehr der Fall. Zu diesen geho¨ren sowohl
die parallele Bildgebung, bei der Daten aus mehreren Spulenkana¨len in einem nichtlinearen
Rekonstruktionsprozess miteinander kombiniert werden, als auch iterative Bildrekonstruk-
tionsverfahren. Bei diesen nichtlinearen Verfahren ist das Rauschen im Bild nicht la¨nger
homogen verteilt, sondern kann ra¨umlich unterschiedlich stark sein [Constantinides et al.,
1997; Dietrich et al., 2007]. In diesen Fa¨llen muss das SNR pixelweise bestimmt werden.
Als Goldstandard gilt dabei das Multireplikverfahren, bei dem das Bild wiederholt mit
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identischen Parametern aufgenommen wird. Das SNR wird dann in jedem Pixel aus dem
Verha¨ltnis aus Mittelwert und Standardabweichung des Signals u¨ber den Satz an Repli-
ken berechnet [Dietrich et al., 2007; Reeder et al., 2005; Robson et al., 2008]. Bei dieser
Methode werden Signalentstehung und Bildrekonstruktion als Black Box behandelt, deren
genaue Auswirkung auf das Rauschen nicht bekannt ist. Damit das Multireplikverfahren
angewendet werden kann, muss die Standardabweichung in einem Pixel als Rauschpegel
interpretierbar sein. In der Praxis ist es durch die limitierte Messzeit nicht mo¨glich, viele
identische MR-Bilder fu¨r eine statistische SNR-Auswertung aufzunehmen. Als Alternative
wurde das Pseudo-Multireplikverfahren entwickelt [Riffe et al., 2007; Robson et al., 2008].
Dabei wird fu¨r jede beno¨tigte Replik komplexes weißes Rauschen synthetisch erzeugt und
zum urspru¨nglichen Datensatz addiert. Als zusa¨tzliche Messung muss ein Rauschdatensatz
mit identischen Parametern aber ohne HF-Anregung aufgenommen werden, mit dem das
synthetische Rauschen korrekt skaliert wird. Die Bildrekonstruktion wird fu¨r die einzelnen
Repliken durchgefu¨hrt, bis eine ausreichende Statistik zur Berechnung von SNR-Karten
vorliegt.
3.6.5 Schnelle Abscha¨tzung des Rausch- und Artefaktpegels
Fu¨r die Optimierung der iterativen Wichtungsparameter wurden sehr viele Bilder pro
Datensatz rekonstruiert. Es wu¨rde zu viel Rechenleistung und Zeit erfordern, fu¨r all die-
se Rekonstruktionen eine SNR-Karte u¨ber das Pseudo-Multireplikverfahren zu berechnen.
Um dennoch den SNR-Gewinn abscha¨tzen zu ko¨nnen, wurde eine ROI in einen Bereich mit
relativ konstanter Signalintensita¨t gezeichnet. U¨ber die Standardabweichung in dieser ROI
wurde der kombinierte Rausch- und Artefaktpegel abgescha¨tzt und zwischen Rekonstruk-
tionen mit verschiedenen Parametern verglichen. Bei Rekonstruktionen der simulierten
Kopfdaten wurde die ROI in die WM gezeichnet (siehe Abbildung 3.7(c)). In Phantom-
messungen wurde sie in den Bereich des Phantomko¨rpers mit konstanter Intensita¨t gelegt.
3.6.6 Gemeinsames Maß fu¨r die Optimierung der Rekonstruktionsparameter
Mit RMSE und SSIM sowie den Abscha¨tzungen fu¨r Kontrast und Rauschpegel liegen vier
verschiedene Bildqualita¨tsparameter fu¨r jede Rekonstruktion der simulierten Kopfdaten-
sa¨tze vor. In dieser Arbeit wurde ein gemeinsames Rekonstruktionsfehlermaß RESim durch
Kombination der Einzelwerte eingefu¨hrt:
RESim =
1
2
√(
RMSE (x)
RMSE (xgrid)
)2
+
(
SSIM (xgrid)
SSIM (x)
)2
+
(
σWM (x)
σWM (xgrid)
)2
+
(
CLV (xgrid)
CLV (x)
)2
(3.40)
Dabei ist x das iterativ rekonstruierte Bild und xgrid die Gridding-Rekonstruktion dessel-
ben Datensatzes, so dass ein kombinierter Fehler RESim < 1 eine bessere Bildqualita¨t als
im Gridding-Bild bedeutet. In allen simulierten Rekonstruktionen wurde die Parameter-
kombination, die zu einem minimalen kombinierten Fehler fu¨hrt, als optimal angenommen.
Analog dazu wurde ein kombinierter Fehler REPhantom fu¨r die Rekonstruktionen der Phan-
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tommessungen definiert. Da fu¨r die Messung kein Referenzbild verfu¨gbar ist, setzt sich der
kombinierte Fehler aus zwei Maßen zusammen, dem Rauschpegel und dem Kontrast der
Auflo¨sungssta¨bchen:
REPhantom =
1√
2
√(
σK (x)
σK (xgrid)
)2
+
(
CS (xgrid)
CS (x)
)2
, (3.41)
wobei die Parameter wie zuvor auf den Wert des jeweiligen Gridding-Bildes normiert wur-
den. Als beste Rekonstruktion wurde wiederum das Bild mit dem geringsten kombinierten
Fehler REPhantom ausgewa¨hlt.
4 Ergebnisse
Dieses Kapitel gliedert sich in zwei Teile: Im ersten Teil, Kapitel 4.1, werden die Ergebnisse
der Rekonstruktionen mit einer TV(2) (siehe Kapitel 3.3.3), einer BM-Regularisierung (sie-
he Kapitel 3.3.4) und einer Kombination beider Regularisierungen vorgestellt. Im zweiten
Teil, Kapitel 4.2, wird die Auswirkung von detailliertem A-priori-Wissen auf die Rekon-
struktionen untersucht. Hier werden Ergebnisse fu¨r Rekonstruktionen mit einer Kombina-
tion aus BM-Regularisierung und AnaWeTV vorgestellt und mit Rekonstruktionen einer
kombinierten TV(2) und BM-Regularisierung verglichen.
4.1 Totale Variation, Tra¨gerregion und ihre Kombination
Der iterative Rekonstruktionsalgorithmus mit TV(2), BM-Regularisierung und ihrer Kom-
bination wurde an den simulierten Datensa¨tzen des gesunden Gehirns getestet, die in
Kapitel 3.5.2 beschrieben wurden. Jeder Datensatz wurde fu¨r 81 verschiedene Kombina-
tionen der Wichtungsfaktoren τBM und τTV(2) rekonstruiert (darunter auch die Fa¨lle τBM
= 0 bzw. τTV(2) = 0). Als beste Parameterkombination wurde jeweils diejenige ausge-
wa¨hlt, die eine Rekonstruktion mit minimalem kombiniertem Fehler RESim nach (3.40)
ergab. Auf diese Weise wurden drei (optimal) rekonstruierte Bilder ausgewa¨hlt:
• TV(2)-Bild: Rekonstruktion mit Regularisierung der totalen Variation zweiter Ord-
nung (τBM = 0)
• BM-Bild: Rekonstruktion mit BM-Regularisierung der Tra¨gerregion (τTV(2) = 0)
• TV(2)&BM-Bild: Rekonstruktion mit einer Kombination aus TV(2) und BM-Re-
gularisierung
Zusa¨tzlich wurde eine Gridding-Rekonstruktion mit Zerofilling durchgefu¨hrt. Die Daten-
sa¨tze wurden außerdem mit einem Hammingfilter rekonstruiert.
In Kapitel 4.1.1 wird das Konvergenzverhalten des Algorithmus anhand eines Beispiel-
datensatzes untersucht. Anschließend wird in Kapitel 4.1.2 die Auswirkung verschiedener
Wichtungsfaktoren τBM und τTV(2) anhand der simulierten Kopfdatensa¨tze mit (4 mm)
3
Auflo¨sung (Rauschpegel 2) getestet. Fu¨r die Rekonstruktionen mit optimalen Wichtungs-
faktoren wurden ortsaufgelo¨ste SNR-Werte berechnet und mit denen des Gridding-Bildes
verglichen. Kapitel 4.1.3 stellt die Rekonstruktionsergebnisse fu¨r simulierte Datensa¨tze mit
verschiedenen Auflo¨sungen, UAF und Rauschpegeln vor. In Kapitel 4.1.4 wird die vor-
gestellte Rekonstruktionsmethode verschiedenen Tests unterzogen: Die Auswirkung der
Datenextrapolation, der Unterschied zwischen einer TV(1) und TV(2) sowie die Sensi-
tivita¨t des Algorithmus gegenu¨ber Fehlern in der BM der Tra¨gerregion wurden u¨ber-
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pru¨ft. Abschließend wird die Robustheit der Rekonstruktionsmethode anhand von In-
vivo-Messungen acht gesunder Probanden in Kapitel 4.1.5 demonstriert.
4.1.1 Konvergenzverhalten
Der Rekonstruktionsprozess wurde abgebrochen, sobald die relative A¨nderung des Bildes
‖xk+1 − xk‖2 / ‖xk+1‖2 zwischen zwei Iterationsschritten k und k + 1 zehnmal in Folge
unter einem wa¨hlbaren Schwellwert lag. Bei allen Rekonstruktionen dieser Arbeit betrug
der Schwellwert 10−6. Abbildung 4.1 zeigt die relative A¨nderung der Zielfunktion (3.12)
und des Bildes am Beispiel einer TV(2)&BM-Rekonstruktion des simulierten Kopfdaten-
satzes ((3 mm)3, UAF = 4, Rauschpegel 2) fu¨r 400 Iterationsschritte. Die schwarze Linie
markiert das Erreichen des Abbruchkriteriums nach 195 Iterationsschritten. Beide Wer-
te nehmen zuna¨chst anna¨hernd exponentiell ab und fallen dann kurz vor Erreichen des
Abbruchkriteriums steil ab. In diesem Bereich ist die Grenze der numerischen Auflo¨sung
erreicht. Fu¨r dieselbe Rekonstruktion wird die Entwicklung der einzelnen Bildqualita¨tspa-
rameter in Abbildung 4.2 dargestellt. Alle Parameter konvergieren vor dem Erreichen des
Abbruchkriteriums.
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Abbildung 4.1: Konvergenz der Rekonstruktionsparameter am Beispiel einer TV(2)&BM-
Rekonstruktion des simulierten Kopfdatensatzes ((3 mm)3, UAF = 4, Rauschpegel 2). (a) Relative
A¨nderung der Zielfunktion (3.12) (f (xk)− f (xk+1)) /f (xk) und (b) relative A¨nderung des Bildes
‖xk+1 − xk‖2 / ‖xk+1‖2 zwischen zwei Iterationsschritten k und k + 1. Die schwarze Linie markiert
das Erreichen des Abbruchkriteriums nach 195 Iterationsschritten.
Die Rekonstruktionsdauer ist in erster Linie von der Gro¨ße des zu rekonstruierenden Da-
tensatzes, der resultierenden Bildmatrix sowie der beno¨tigten Zahl an Iterationsschritten
abha¨ngig. Die la¨ngste Rekonstruktionsdauer ergab sich fu¨r den simulierten Kopfdaten-
satz mit (2 mm)3 Auflo¨sung, UAF = 1 und Rauschpegel 1: Der Algorithmus konvergierte
nach 5 h 50 min bei 288 Iterationsschritten. Schnellere Rekonstruktionen bei derselben Da-
tengro¨ße sind mo¨glich: Die Rekonstruktion des gleichen Datensatzes mit Rauschpegel 2
konvergierte bereits nach 4 h 0 min und 195 Iterationsschritten (siehe Abbildung 4.1). Da-
tensa¨tze mit geringerer Auflo¨sung wurden aus zwei Gru¨nden schneller rekonstruiert: Die
Gro¨ße des Datensatzes nahm ab und die Zahl der beno¨tigten Iterationsschritte war gerin-
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ger. Bei den Datensa¨tzen mit (2 mm)3 Auflo¨sung lag sie zwischen 200 und 300, wa¨hrend
sie fu¨r Datensa¨tze mit (6 mm)3 Auflo¨sung auf Werte zwischen 100 und 200 absank. Der
simulierte Kopfdatensatz mit (6 mm)3 Auflo¨sung und UAF = 4 wurde in 1 h 25 min rekon-
struiert. Auch die Rekonstruktionszeiten fu¨r die Datensa¨tze mit (8 mm)3 Auflo¨sung lagen
in dieser Gro¨ßenordnung.
Die Rekonstruktionszeiten fu¨r die gemessenen In-vivo-Datensa¨tze waren geringer als die
fu¨r vergleichbare simulierte Datensa¨tze: Die mittlere Rekonstruktionszeit der In-vivo-
Probandendaten betrug (65 ± 9) min (siehe Kapitel 4.1.5), wa¨hrend der vergleichbare si-
mulierte Kopfdatensatz ((4 mm)3, UAF = 2, Rauschpegel 2) mit 2 h etwa doppelt so viel
Zeit in Anspruch nahm.
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Abbildung 4.2: Konvergenz der Bildqualita¨tsparameter am Beispiel einer TV(2)&BM-
Rekonstruktion des simulierten Kopfdatensatzes ((3 mm)3, UAF = 4, Rauschpegel 2). (a) RMSE,
(b) SSIM, (c) Kontrast der lateralen Ventrikel nach (3.37) und (d) Rauschpegel, abgescha¨tzt u¨ber die
Standardabweichung in WM. Alle Parameter sind nach Erreichen des Abbruchkriteriums (markiert
durch die schwarze Linie) konvergiert.
4.1.2 Einfluss der Wichtungsfaktoren
Der Einfluss verschiedener Wichtungsfaktoren τBM und τTV(2) auf die Qualita¨t des rekon-
struierten Bildes ist in Abbildung 4.3 dargestellt. Karten der Evaluationsparameter aus
Kapitel 3.6 werden exemplarisch fu¨r die simulierten Kopfdatensa¨tze mit (4 mm)3 Auflo¨-
sung und Rauschpegel 2 gezeigt. RMSE (a), SSIM (b) und kombinierter Fehler (e) sind
mit derselben Farbskala dargestellt, dasselbe gilt fu¨r Kontrast (c) und Rauschpegel (d).
Alle Werte sind auf das entsprechende Maß des jeweiligen Gridding-Bildes normiert. Eine
Verbesserung gegenu¨ber der Gridding-Rekonstruktion stellen deshalb Werte > 1 (SSIM
und Kontrast) bzw. Werte < 1 (RMSE, Rauschpegel und kombinierter Fehler) dar. Die
unterschiedliche Norm der beiden Regularisierungsterme (l1-Norm bei der TV
(2), l2-Norm
bei der BM-Regularisierung) fu¨hrt dazu, dass die Wichtungsfaktoren τTV(2) um einen Fak-
tor 10−4 kleiner sind als die Werte fu¨r τBM. TV(2)-Bild, BM-Bild und TV(2)&BM-Bild mit
minimalem kombiniertem Fehler sind durch gelbe, blaue bzw. rote Ka¨stchen gekennzeich-
net.
Die Abha¨ngigkeit der Bildqualita¨t von den Wichtungsfaktoren nimmt mit dem UAF zu.
Daru¨ber hinaus kann bei ho¨herem UAF eine gro¨ßere relative Verbesserung im Vergleich
zum Gridding-Bild erzielt werden. Im Allgemeinen wirkt sich eine A¨nderung von τTV(2)
sta¨rker aus als eine A¨nderung von τBM.
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Abbildung 4.3: (a) RMSE, (b) SSIM, (c) Kontrast der lateralen Ventrikel, (d) Rausch- und Arte-
faktpegel und (e) kombinierter Fehler als Parameterkarten fu¨r die iterativen Rekonstruktionen der
simulierten Kopfdatensa¨tze ((4 mm)3, Rauschpegel 2). Die Farbskala stimmt fu¨r (a), (b) und (e) bzw.
fu¨r (c) und (d) u¨berein. Gelbe, rote und blaue Ka¨stchen markieren die TV(2)-, BM- und TV(2)&BM-
Rekonstruktion mit minimalem kombinierten Fehler. Alle Parameterkarten sind auf den entsprechen-
den Wert des jeweiligen Gridding-Bildes normiert. A¨nderungen des Wichtungsfaktors τTV(2) wirken
sich sta¨rker auf die Bildqualita¨t aus als die von τBM, außerdem steigen die Unterschiede zwischen
verschiedenen Wichtungsparametern mit dem UAF.
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zu kleines τTV(2)
τTV(2) = 1·10
-4, τBM = 40
(a)
optimale Wichtung
τTV(2) = 10·10
-4, τBM = 40
(b)
zu großes τTV(2)
τTV(2) = 25·10
-4, τBM = 40
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Abbildung 4.4: Drei TV(2)&BM-Rekonstruktionen des simulierten Kopfdatensatzes ((4 mm)3,
UAF = 4, Rauschpegel 2) mit (a) zu kleiner, (b) optimaler und (c) zu großer Wichtung τTV(2) .
τBM wird bei allen Rekonstruktionen konstant gehalten. Bei zu schwacher Wichtung der TV
(2) wird
Rauschen nicht ausreichend unterdru¨ckt. Bei zu starker Wichtung gehen Strukturen verloren.
Der Kontrast (Abbildung 4.3c) verha¨lt sich gegenla¨ufig zum Rauschpegel1 (Abbildung 4.3d):
Parameterkombinationen, die zu einem reduzierten Rauschpegel fu¨hren, bringen einen re-
duzierten Kontrast mit sich und umgekehrt. Bei ho¨herem UAF ist die Bildqualita¨t im Falle
τBM = 0 geringer als fu¨r eine Anzahl an Parameterkombinationen mit τBM 6= 0.
Am Beispiel des simulierten Kopfdatensatzes mit (4 mm)3 Auflo¨sung, UAF = 4 und
Rauschpegel 2 wird verdeutlicht, wie sich eine zu kleine bzw. zu große Wichtung der
TV(2) auf das rekonstruierte Bild auswirkt. Abbildung 4.4 zeigt TV(2)&BM-Bilder mit
(a) zu kleinem, (b) optimalem und (c) zu großem τTV(2) . Bei zu kleiner Wichtung werden
Rauschen und Artefakte nicht ausreichend unterdru¨ckt und das Bild a¨hnelt der Grid-
ding-Rekonstruktion. Eine zu große Wichtung fu¨hrt dagegen zu einem u¨berma¨ßig gegla¨t-
teten Bild, wodurch Strukturen unscharf werden und Kontrast verloren geht. Die optimale
Wichtung reduziert Rauschen und Artefakte, wa¨hrend gleichzeitig Strukturen gut erhalten
bleiben.
1Der Rauschpegel beinhaltet auch Unterabtastungsartefakte, die mit wachsendem UAF zunehmen.
Es ist handelt sich also eigentlich um den
”
kombinierten Rausch- und Artefaktpegel“. Fu¨r eine bessere
Lesbarkeit wird im Text nur der Begriff
”
Rauschpegel“ verwendet.
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Rekonstruktionen mit optimalen Wichtungsfaktoren
Die Bilder der besten Parameterkombinationen aus Abbildung 4.3 (markiert durch rote,
gelbe und blaue Ka¨stchen) sind in Abbildung 4.5 zu sehen. In den TV(2)&BM- (b) und
TV(2)-Bildern (c) ist der Rauschpegel um 34–61 % reduziert. Gibbs-Oszillationen, die im
Gridding-Bild (a) deutlich zu sehen sind, werden gut unterdru¨ckt. Fu¨r UAF ≤ 2 lassen
sich die TV(2)&BM-Bilder nicht von den TV(2)-Bildern unterscheiden. Erst bei UAF = 4
ist der Einfluss der BM-Regularisierung sichtbar: Im TV(2)&BM-Bild ist der Kontrast der
kleinen Liquoreinschlu¨sse (markiert mit roten Pfeilen) besser erhalten als im TV(2)-Bild –
im TV(2)&BM-Bild betra¨gt der Kontrastverlust 1 %, im TV(2)-Bild 10 %. Die Qualita¨t des
BM-Bildes (d) ist im Vergleich zum Gridding-Bild nur fu¨r UAF = 4 mit einer Reduktion
des Rauschpegels um 11 % etwas verbessert.
Berechnung des Signal-Rausch-Verha¨ltnisses
Fu¨r die in Abbildung 4.5 gezeigten Rekonstruktionen wurden ortsaufgelo¨ste SNR-Werte
mit dem Pseudo-Multireplikverfahren (Kapitel 3.6.4) berechnet. Die resultierenden SNR-
Karten und die zugeho¨rige Standardabweichung sind in Abbildung 4.6 dargestellt. U¨ber
zwei ROIs wurden mittlere Werte fu¨r das SNR im lateralen Ventrikel und in WM berechnet.
Die Werte sind in Tabelle 4.1 aufgefu¨hrt.
Das Rauschen der simulierten Datensa¨tze ist so gewa¨hlt, dass das SNR in den Grid-
ding-Bildern fu¨r alle UAF gleich bleibt. Die TV(2)&BM- und TV(2)-Rekonstruktionen bei
UAF = 1 und UAF = 2 besitzen etwa gleiches SNR, mit einem Zuwachs von ca. 19%
im lateralen Ventrikel und 45% in WM. Bei UAF = 4 steigt das SNR weiter an: Im
TV(2)&BM-Bild wa¨chst es um 57% (71%) im lateralen Ventrikel (in WM), wa¨hrend der
Zuwachs im TV(2)-Bild mit 119% (165%) ho¨her ausfa¨llt. Eine alleinige BM-Regularisie-
rung fu¨hrt dagegen nur bei UAF = 4 zu einem SNR-Anstieg um 10 % in beiden Geweben,
wa¨hrend das SNR bei UAF = 1 um 10–15 % abnimmt.
Das Rauschen ist bei der Gridding-Rekonstruktion homogen u¨ber das ganze Bild verteilt
(Abbildung 4.6a). Die nichtlineare iterative Rekonstruktion fu¨hrt dagegen zu einer Orts-
abha¨ngigkeit des Rauschpegels (Abbildung 4.6b, c und d). Durch die kantenerhaltende
Filtereigenschaft der TV(2) ist der Rauschpegel in den TV(2)- und TV(2)&BM-Bildern an
Intensita¨tsu¨berga¨ngen ho¨her und in Fla¨chen konstanter Intensita¨t niedriger. Wa¨hrend bei
UAF = 1 und UAF = 2 der Rauschpegel an Intensita¨tsu¨berga¨ngen vergleichbar mit dem
des Gridding-Bildes ist, liegt er bei UAF = 4 niedriger. Dies geht einher mit einem Kon-
trastverlust, der im TV(2)-Bild sta¨rker ausgepra¨gt ist als im TV(2)&BM-Bild (siehe untere
Reihe von Abbildung 4.5b und c). Der Rauschpegel in den BM-Bildern (Abbildung 4.6d)
ist homogen im Bereich des Kopfes und besitzt einen a¨hnlichen Wert wie der des Grid-
ding-Bildes. Außerhalb des Kopfes, wo jedes Signal durch die BM-Regularisierung bestraft
wird, ist der Rauschpegel deutlich geringer.
64 4 Ergebnisse
4mm, Rauschpegel 2
U
A
F 
= 
1
U
A
F 
= 
2
U
A
F 
= 
4
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
Abbildung 4.5: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und BM-Rekonstruktion der simulier-
ten Kopfdatensa¨tze mit (4 mm)3 Auflo¨sung und Rauschpegel 2. Die verwendeten Wichtungsfaktoren
sind in den Parameterkarten in Abbildung 4.3 mit Ka¨stchen markiert. In den TV(2)&BM- und TV(2)-
Bildern ist das Rauschen im Vergleich zum Gridding-Bild reduziert. Gibbs-Oszillationen und Unterab-
tastungsartefakte werden unterdru¨ckt. Erst bei UAF = 4 unterscheiden sich die beiden Rekonstruktio-
nen voneinander: Hier gehen im TV(2)-Bild kleinere Strukturen verloren, wa¨hrend sie im TV(2)&BM-
Bild gut erhalten bleiben (siehe rote Pfeile). Die BM-Rekonstruktion bringt nur bei UAF = 4 eine
leichte Artefaktreduktion im Vergleich zum Gridding-Bild.
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Abbildung 4.6: SNR-Karten (links) und Standardabweichungen (rechts) fu¨r die in Abbildung 4.5
gezeigten (a) Gridding-, (b)TV(2)&BM- und (c) TV(2)-Bilder bei verschiedenen UAF. Die Standard-
abweichung wird aus dem Realteil der Repliken berechnet und mit dem Maximum des jeweiligen
Mittelwertbildes normiert. Mittlere SNR-Werte im lateralen Ventrikel und in WM werden u¨ber zwei
ROIs in der dargestellten Schicht berechnet. Die Werte sind in Tabelle 4.1 aufgefu¨hrt. Im Gegensatz
zum Gridding wird der Rauschpegel in den iterativen Rekonstruktionen mit TV(2) ortsabha¨ngig: An
Kantenpositionen nimmt es etwa denselben Wert an wie im Gridding-Bild, wa¨hrend es in Fla¨chen
konstanter Intensita¨t reduziert ist.
UAF Struktur Gridding TV(2)&BM TV(2) BM
1
WM 7,0 10,1 10,2 6,3
LV 27,1 31,8 32,3 22,9
2
WM 6,8 10,0 9,9 6,9
LV 26,3 31,1 31,9 25,2
4
WM 7,0 15,2 18,4 7,9
LV 26,4 41,5 45,1 29,9
Tabelle 4.1: Mittlere SNR-Werte in WM und dem lateralen Ventrikel (LV), berechnet aus den in
Abbildung 4.6 dargestellten SNR-Karten. Fu¨r UAF = 1 und UAF = 2 steigt das mittlere SNR durch
die iterative Rekonstruktion um 19 % (45 %) im lateralen Ventrikel (in WM) an. Bei UAF = 4 ist der
SNR-Gewinn durch die iterativen Verfahren gro¨ßer, wobei die SNR-Werte im TV(2)-Bild ho¨her sind
als im TV(2)&BM-Bild: Dort kommt es zu einem SNR-Anstieg um 119 % (165 %) in den lateralen
Ventrikeln (in WM), wa¨hrend der Gewinn im letzteren Bild 57 % (71 %) betra¨gt. Im BM-Bild ist das
SNR nur bei UAF = 4 um 10 % erho¨ht. Bei niedrigerem UAF sinkt es im Vergleich zum Gridding.
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4.1.3 Parameterstudie: Auswirkung von Auflo¨sung, Unterabtastung und
Rauschpegel
Da das Leistungsvermo¨gen iterativer Rekonstruktionsverfahren stark vom Bildinhalt ab-
ha¨ngt, wirken sich auch verschiedene ra¨umliche Auflo¨sungen des Datensatzes darauf aus.
Der Rekonstruktionsalgorithmus wurde daher mit verschiedenen Auflo¨sungen (siehe Ta-
belle 3.1) des simulierten Kopfdatensatzes getestet. Der Vergleich einer Schicht aller Re-
konstruktionen fu¨r die aufgefu¨hrten Auflo¨sungen, UAF und Rauschpegel findet sich in
Anhang C. Dieses Kapitel gibt einen U¨berblick u¨ber die Ergebnisse der Parameterstudie.
Dabei wird zuna¨chst das Verhalten der Bildevaluationsparameter in Abha¨ngigkeit von der
Auflo¨sung fu¨r die drei UAF und beide Rauschpegel gezeigt. Anschließend werden die re-
konstruierten Bilder ausgewa¨hlter Datensa¨tze fu¨r jede Auflo¨sung dargestellt. Dabei wurde
auf die Abbildung von Rekonstruktionen mit alleiniger BM-Regularisierung verzichtet –
diese sind in Anhang C abgebildet.
Verhalten der Bildevaluationsparameter
Abbildungen 4.7, 4.8, 4.9 und 4.10 zeigen RMSE, SSIM, Kontrast bzw. Rauschpegel fu¨r
verschiedene Rekonstruktionen in Abha¨ngigkeit der Auflo¨sung, des Rauschpegel und des
UAF. Alle Qualita¨tsparameter wurden auf den Wert des jeweiligen Gridding-Bildes nor-
miert, so dass die Abweichung vom Wert 1 die relative A¨nderung des Qualita¨tsparameters
angibt. Durch diese Normierung lassen sich Rekonstruktionen von Datensa¨tzen mit ver-
schiedenen Auflo¨sungen besser vergleichen2.
RMSE
Das Verhalten des relativen RMSE (Abbildung 4.7) bei verschiedenen Auflo¨sungen unter-
scheidet sich fu¨r die beiden Rauschpegel:
Rauschpegel 1:
• TV(2)&BM-Bilder: Der relative RMSE liegt etwa konstant bei 1. Bei UAF = 4 ist
er fu¨r (2 mm)3 und (8 mm)3 Auflo¨sung um 2–3 % erho¨ht.
• TV(2)-Bilder: Fu¨r (2 mm)3 und fu¨r alle Auflo¨sungen bei UAF = 4 ist der relative
RMSE um 2–5 %, fu¨r (2 mm)3 und UAF = 4 um 12 %, erho¨ht. Ansonsten liegt er
etwa konstant bei 1.
• BM-Bilder: Der relative RMSE ist in jedem Fall ho¨her als 1, am ho¨chsten fu¨r eine
sehr niedrige oder eine sehr hohe Auflo¨sung mit einem Anstieg um bis zu 13 %.
• Gridding mit Hammingfilter: Der relative RMSE ist in jedem Bild gro¨ßer als 1.
Bei (2 mm)3 Auflo¨sung ist die Zunahme gegenu¨ber Gridding mit 32 % am gro¨ßten
und wird mit sinkender Auflo¨sung geringer.
Rauschpegel 2:
• TV(2)&BM-Bilder: Der relative RMSE liegt in jedem Fall (Ausnahme: (8 mm)3
Auflo¨sung bei UAF = 4) unter 1. Er ist mit 0,93 am niedrigsten fu¨r eine hohe Auf-
2Die absoluten Qualita¨tsmaße werden bei einer sinkenden Auflo¨sung der Bilder schlechter.
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Abbildung 4.7: Relativer RMSE, bezogen auf den RMSE des jeweiligen Gridding-Bildes, aufgetragen
u¨ber der Auflo¨sung fu¨r zwei Rauschpegel und drei UAF. Eine Verbesserung bezu¨glich Gridding ergibt
sich vor allem im TV(2)&BM-Bild fu¨r Datensa¨tze mit Rauschpegel 2 und hoher Auflo¨sung. Hier bringt
auch die TV(2)-Rekonstruktion eine Verbesserung, die allerdings bei steigendem UAF geringer ausfa¨llt.
In den BM-Bildern und den Gridding-Bildern mit Hammingfilter ist der RMSE erho¨ht.
lo¨sung von (2 mm)3 und na¨hert sich dann mit abnehmender Auflo¨sung dem Wert 1
an.
• TV(2)-Bilder: Der relative RMSE liegt bis zu 6 % unter 1 und steigt mit abnehmen-
der Auflo¨sung an. Fu¨r UAF = 1 fallen die Werte mit denen der TV(2)&BM-Bilder
zusammen. Je gro¨ßer der UAF, umso geringer fa¨llt der Unterschied zum Gridding-
Bild aus.
• BM-Bilder: Der relative RMSE liegt nur in Bildern mit (2 mm)3 Auflo¨sung unter 1.
Er steigt mit abnehmender Auflo¨sung an, am sta¨rksten fu¨r UAF = 4 um bis zu 13 %.
• Gridding mit Hammingfilter: Die Zunahme des RMSE bei hohen Auflo¨sungen
ist mit 4–14 % deutlich geringer als bei den Datensa¨tzen mit Rauschpegel 1.
SSIM
Die relative SSIM (Abbildung 4.8) verha¨lt sich bei beiden Rauschpegeln a¨hnlich:
• TV(2)&BM-Bilder: Die SSIM ist in jedem Bild ho¨her als im jeweiligen Gridding-
Bild. Ihr relativer Wert liegt fu¨r hohe Auflo¨sungen von (2 mm)3–(4 mm)3 um 2–6 %
(Rauschpegel 1) bzw. 5–9 % (Rauschpegel 2) oberhalb von 1 und steigt bei noch
niedrigeren Auflo¨sungen um bis zu 20 % an.
• TV(2)-Bilder: Die relative SSIM liegt etwa konstant bei 1. Fu¨r UAF = 4 nimmt sie
bei niedrigen Auflo¨sungen um 3–7 % ab.
• BM-Bilder: Die relative SSIM verha¨lt sich a¨hnlich wie in den TV(2)&BM-Bildern,
jedoch ist ihr Anstieg um bis zu 16 % bei niedrigen Auflo¨sungen nicht ganz so groß.
• Gridding mit Hammingfilter: Die relative SSIM sinkt in beinahe allen Datensa¨t-
zen um mehr als 10 % ab. Dabei ist der Wert fu¨r Datensa¨tze mit (4 mm)3 Auflo¨sung
mit einer Abnahme von 36 % am niedrigsten.
Kontrast
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Abbildung 4.8: Relative SSIM, bezogen auf die SSIM des jeweiligen Gridding-Bildes, aufgetragen
u¨ber der Auflo¨sung fu¨r zwei Rauschpegel und drei UAF. Wa¨hrend die relative SSIM der TV(2)&BM-
Bilder vor allem bei niedrigen Auflo¨sungen deutlich ansteigt, bleibt sie in den TV(2)-Bildern beinahe
unvera¨ndert bei 1. Die SSIM in den BM-Bildern ist ebenfalls erho¨ht, jedoch nicht ganz so stark wie
in den TV(2)&BM-Bildern. Der Hammingfilter fu¨hrt zu einem deutlichen Absinken der SSIM.
Der relative Kontrast (Abbildung 4.9) ist in den meisten Rekonstruktionen gut erhalten:
Die Abnahme betra¨gt bis auf wenige Ausnahmen ≤ 5 % (Ausnahmen sind: TV(2)-Bilder
bei UAF = 1, (2 mm)3; ). Dabei lassen sich keine Tendenzen feststellen. Die einzigen
Ausnahmen sind:
• TV(2)&BM-Bilder: Der Kontrastverlust betra¨gt bis auf wenige Ausnahmen ≤ 5 %.
Ausnahmen sind: (6 mm)3 bei UAF = 2 und Rauschpegel 2; (6 mm)3 und (8 mm)3
bei UAF = 4 und Rauschpegel 2. Hier betra¨gt die Abnahme 7–12 %.
• TV(2)-Bilder: Der Kontrast nimmt in den meisten Rekonstruktionen um 2–12 % ab,
wobei sich keine Tendenzen feststellen lassen. Die einzige Ausnahme ist: Bei UAF = 4
nimmt der relative Kontrast vor allem in den Bildern mit niedriger Auflo¨sung um
bis zu 64 % ab.
• BM-Bilder: Bis auf wenige Ausnahmen ist der relative Kontrast ≥ 1.
• Gridding mit Hammingfilter: Je niedriger die Auflo¨sung, desto sta¨rker nimmt
der relative Kontrast ab, um bis zu 95 % bei (8 mm)3. Der Kontrast ist dabei deutlich
niedriger als im TV(2)-Bild.
Rausch- und Artefaktpegel
Der relative Rausch- und Artefaktpegel 4.10 ha¨ngt stark von der Auflo¨sung des rekonstru-
ierten Bildes ab.
• TV(2)&BM-Bilder: Im Allgemeinen kann bei hoher Auflo¨sung die gro¨ßte Rausch-
reduktion um bis zu 70 % erreicht werden. Je niedriger die Auflo¨sung, desto geringer
fa¨llt die Rauschreduktion aus. Eine Ausnahme stellen Datensa¨tze mit (2 mm)3 Auf-
lo¨sung und Rauschpegel 1 bzw. UAF = 1 dar: Hier ist die Rauschreduktion mit
31–53 % geringer als bei Rekonstruktionen der (3 mm)3 Datensa¨tze.
• TV(2)-Bilder: Der relative Rauschpegel verha¨lt sich wie in den TV(2)&BM-Bildern.
Bei UAF = 4 ist der Rausch- und Artefaktpegel insbesondere bei niedrigen Auflo¨-
sungen noch sta¨rker reduziert.
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Abbildung 4.9: Relativer Kontrast, bezogen auf den Kontrast des jeweiligen Gridding-Bildes, auf-
getragen u¨ber der Auflo¨sung fu¨r zwei Rauschpegel und drei UAF. Der Kontrast ist in den meisten
Bildern gut erhalten. Nur fu¨r UAF = 4 sinkt der Kontrast in den TV(2)-Bildern mit niedriger Auflo¨-
sung deutlich ab. In den Gridding-Bildern mit Hammingfilter nimmt der Kontrastverlust mit sinkender
Auflo¨sung unabha¨ngig vom UAF deutlich zu.
• BM-Bilder: Bis auf Datensa¨tze mit hoher Auflo¨sung bzw. UAF = 4 und Rausch-
pegel 2 ist der Rauschpegel gleich hoch oder ho¨her als im Gridding-Bild.
• Gridding mit Hammingfilter: Der Rauschpegel ist geringer als in den iterativ
rekonstruierten Bildern. Bei niedrigen Auflo¨sungen ist der berechnete Rauschpegel
ho¨her als in den TV(2)- und TV(2)&BM-Bildern. Dies ha¨ngt mit erho¨hten Parti-
alvolumeneffekten durch die reduzierte Auflo¨sung der Hamming-gefilterten Bilder
zusammen: Durch das spill-in von Intensita¨t der Liquorra¨ume in die WM-ROI, u¨ber
die der Rauschpegel ermittelt wird, steigt die Standardabweichung der Intensita¨ts-
werte in der ROI, obwohl das SNR des Bildes erho¨ht ist.
Zusammenfassend lassen sich folgende Aussagen treffen:
• RMSE und relativer Rauschpegel ergeben u¨bereinstimmend den gro¨ßten Gewinn in
der Bildqualita¨t bei TV(2)&BM- und TV(2)-Bildern fu¨r hohe Auflo¨sungen und einen
hohen Rauschpegel in den Datensa¨tzen.
• Deutliche Unterschiede zwischen TV(2)&BM- und TV(2)-Bildern treten bei UAF = 4
auf. Hier ist die Rauschreduktion in den TV(2)-Bildern gro¨ßer, jedoch besitzen die
TV(2)&BM-Bilder bessere RMSE- und SSIM-Werte und einen ho¨heren Kontrast.
• Die SSIM zeigt einen starken Anstieg fu¨r Bilder mit BM-Regularisierung bei niedriger
Auflo¨sung. Dieser Anstieg und der damit verbundene gro¨ßer werdende Unterschied
zu den TV(2)-Bildern findet sich in keinem anderen Bildparameter wieder. Er kann
mit der scharfen Darstellung des Kopfrandes durch die BM erkla¨rt werden (siehe
Abschnitt ”Datensa¨tze mit ‘4 mm, 6 mm und 8 mm Auflo¨sung“).
• RMSE, SSIM und Rauschpegel werden durch eine alleinige BM-Rekonstruktion nicht
oder nur leicht (bei hoher Auflo¨sung bzw. UAF = 4 und Rauschpegel 2) verbessert.
• Abgesehen von einer deutlichen Reduktion des Rausch- und Artefaktpegels fu¨hrt die
Rekonstruktion mit einem Hammingfilter zu einer deutlichen Verschlechterung der
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Abbildung 4.10: Relativer Rauschpegel, bezogen auf den Rauschpegel des jeweiligen Gridding-
Bildes, aufgetragen u¨ber der Auflo¨sung fu¨r zwei Rauschpegel und drei UAF. Die gro¨ßte Rauschre-
duktion wird bei hohen Auflo¨sungen erzielt. Dabei ist der relative Rauschpegel in den TV(2)- und
TV(2)&BM-Bildern vergleichbar, bis auf die Datensa¨tze mit UAF = 4 und Rauschpegel 2, wo er
vor allem fu¨r niedrige Auflo¨sungen in den TV(2)-Bildern geringer ist. In den BM-Bildern fa¨llt die
Rauschreduktion gering aus, bei niedrigen Auflo¨sungen steigt der Rauschpegel sogar im Vergleich zu
Gridding an. Der Hammingfilter fu¨hrt zu einem niedrigen Rauschpegel in den Bildern. Das Ansteigen
des relativen Rauschpegels bei niedrigen Auflo¨sungen la¨sst sich durch Partialvolumeneffekte erkla¨ren
(siehe Text).
Bildqualita¨tsparameter. Dabei steigt der RMSE bei hohen Auflo¨sungen am sta¨rksten
an, wa¨hrend der Kontrastverlust fu¨r niedrige Auflo¨sungen am gro¨ßten ausfa¨llt.
Datenzatz mit 2 mm Auflo¨sung
Abbildung 4.11 zeigt ausgewa¨hlte Schichten des simulierten Kopfdatensatzes ((2 mm)3,
UAF = 2, Rauschpegel 2) fu¨r verschiedene Rekonstruktionen. Das Rauschen und die
Gibbs-Oszillationen im Gridding-Bild (a) werden durch die iterativen Rekonstruktionen
unterdru¨ckt und der Rauschpegel ist im Vergleich zum Gridding um 61 % reduziert. Die
Bildevaluation ergibt außerdem eine 4 % ho¨here SSIM und einen 6 % niedrigeren RMSE fu¨r
das TV(2)&BM-Bild (b) im Vergleich zum TV(2)-Bild (c). Diese Unterschiede sind jedoch
kaum wahrnehmbar.
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Abbildung 4.11: Ausgewa¨hlte Schichten der (a) Gridding-, (b) TV(2)&BMund (c) TV(2)-
Rekonstruktion des simulierten Kopfdatensatzes ((2 mm)3, UAF = 2, Rauschpegel 2). Die beiden
iterativ rekonstruierten Bilder unterscheiden sich minimal. In beiden sind Rauschen und Artefakte
des Gridding-Bildes unterdru¨ckt und die Intensita¨t der WM und GM wird besser dargestellt. Feine
anatomische Strukturen bleiben erhalten.
Datenzatz mit 3 mm Auflo¨sung
In Abbildung 4.12 sind ausgewa¨hlte Schichten verschiedener Rekonstruktionen des simu-
lierten Kopfdatensatzes ((3 mm)3, UAF = 4, Rauschpegel 2) dargestellt. Das Gridding-
Bild (a) besitzt einen hohen Rausch- und Artefaktpegel. Dadurch ko¨nnen feine Strukturen
der Liquoreinschlu¨sse nur schwer vom Rauschen unterschieden werden (rote Pfeile). Wird
die Gridding-Rekonstruktion mit einem Hammingfilter durchgefu¨hrt (d), ist der Rausch-
pegel um 66 % unterdru¨ckt. Dafu¨r ist der Kontrast um 26 % reduziert, was sich durch
einen Verlust von Bilddetails (rote Pfeile) und versta¨rkte Partialvolumeneffekte bemerk-
bar macht. Dadurch ist die Intensita¨t der lateralen Ventrikel im Vergleich zum hoch aufge-
lo¨sten (1,5 mm)3 Referenzbild (e) erniedrigt. Abgesehen vom Rauschpegel verschlechtern
sich alle Evaluationsparameter (RMSE: +9 %; SSIM: -13 %). Im TV(2)&BM-Bild (b) ist
der Rauschpegel um 51 % verringert. Der Kontrast von Bilddetails bleibt dabei erhalten
(Kontrastverlust < 1 %), was sich auch in einem um 5 % reduzierten RMSE und einer
um 7 % erho¨hten SSIM widerspiegelt (siehe Abbildungen 4.7 und 4.8). Strukturen, die im
Gridding-Bild kaum von Rauschen zu unterscheiden sind, werden sichtbar (rote Pfeile).
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Abbildung 4.12: Ausgewa¨hlte Schichten des simulierten Kopfdatensatzes ((3 mm)3, UAF = 4,
Rauschpegel 2) bei verschiedenen Rekonstruktionen: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und
(d) Gridding-Rekonstruktion mit zusa¨tzlichem Hamming-Filter. (e) Zur Bildevaluation verwendetes
Referenzbild mit (1,5 mm)3 Auflo¨sung. Die roten Pfeile markieren Bilddetails, an denen die Unter-
schiede der verschiedenen Rekonstruktionen deutlich werden. In (b), (c) und (d) ist der Rauschpegel im
Vergleich zum Gridding-Bild (a) deutlich reduziert. Im TV(2)&BM-Bild bleiben dabei kleine Struktu-
ren der Liquoreinschlu¨sse mit hohem Kontrast und guter Auflo¨sung erhalten (rote Pfeile). Im Vergleich
dazu sind Strukturen im TV(2)-Bild (c) leicht verbreitert und weisen einen reduzierten Kontrast auf.
Die Verwendung eines Hamming-Filters (d) fu¨hrt zu unscharfen Strukturen mit versta¨rkten Partial-
volumeneffekten und dem Verlust von Bilddetails. Die Intensita¨t der zentralen Ventrikel, die in (b)
und (c) korrekt wiedergegeben wird, ist in (d) im Vergleich zum wahren Referenzwert abgeschwa¨cht.
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Im TV(2)-Bild (c) ist der Rauschpegel um 47 % reduziert. Kleine Strukturen erscheinen im
Vergleich zum TV(2)&BM-Bild verbreitert und verlieren an Kontrast. RMSE und SSIM
stimmen mit den Werten des Gridding-Bildes u¨berein.
Datensa¨tze mit 4 mm, 6 mm und 8 mm Auflo¨sung
Eine ausgewa¨hlte Schicht der Rekonstruktionen eines simulierten Datensatzes mit (4 mm)3,
(6 mm)3 und (8 mm)3 (jeweils UAF = 4, Rauschpegel 1) zeigt Abbildung 4.13. Gibbs-
Oszillationen und Rauschen beeintra¨chtigen die Qualita¨t der jeweiligen Gridding-Bilder
(a) und werden mit sinkender Auflo¨sung sto¨render. Durch die iterativen Rekonstruktions-
verfahren oder einen Hammingfilter werden die Gibbs-Oszillationen unterdru¨ckt und das
Rauschen reduziert.
Strukturelle Details des Gridding-Bildes sind dabei auch im jeweiligen TV(2)&BM-Bild (b)
zu sehen, wobei fu¨r die geringeren Auflo¨sungen von (6 mm)3 und (8 mm)3 die kleineren
Strukturen der Liquoreinschlu¨sse leicht verbreitert erscheinen. Der zunehmende Auflo¨-
sungsverlust in den TV(2)-Bildern (c) bei geringerer Auflo¨sung der Datensa¨tze, der sich in
der Abnahme des relativen Kontrasts in Abbildung 4.9 bemerkbar macht ((4 mm)3: -9 %;
(6 mm)3: -36 %; (8 mm)3:-61 %), ist deutlich zu sehen. Strukturen erscheinen verbreitert,
Bilddetails gehen verloren. Dieser Effekt ist in den Hamming-gefilterten Gridding-Bildern
(d) noch gro¨ßer (relativer Kontrastverlust: (4 mm)3: -43 %; (6 mm)3: -70 %; (8 mm)3:-94 %).
Alle Strukturen weisen starkes blurring auf, was zu versta¨rkten Partialvolumeneffekten
fu¨hrt.
Je geringer die Auflo¨sung, desto sta¨rker tritt in den TV(2)&BM-Bildern die Form der
verwendeten Bina¨rmaske als scharfe Kante am Scha¨delrand hervor. Im Gegensatz dazu
ist der U¨bergang am Scha¨delrand in den anderen Rekonstruktionen verwischt. Eine deut-
liche Scha¨delkante fu¨hrt zu erho¨hten SSIM-Werten in diesem Bereich, was den starken
Anstieg der SSIM in den TV(2)&BM-Bildern bei niedrigen Auflo¨sungen um bis zu 20 %
(Abbildung 4.8) erkla¨rt.
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Abbildung 4.13: Vergleich einer ausgewa¨hlten Schicht des simulierten Kopfdatensatzes fu¨r (4 mm)3,
(6 mm)3 und (8 mm)3 (jeweils UAF = 4, Rauschpegel 1). Gezeigt werden die (a) Gridding-, (b)
TV(2)&BM- und (c) TV(2)-Rekonstruktionen des jeweiligen Datensatzes sowie (d) die Gridding-
Rekonstruktion mit Hammingfilter. Die Gibbs-Oszillationen im Gridding-Bild (a) werden mit ab-
nehmendem Auflo¨sungsvermo¨gen sto¨render. Die iterativen Rekonstruktionsmethoden und der Ham-
mingfilter ko¨nnen diese Artefakte sowie das Rauschen gut unterdru¨cken. Dabei bleibt die Auflo¨sung
im TV(2)&BM-Bild (b) anna¨hernd erhalten, wa¨hrend es im TV(2)-Bild (c) zu einer Verwischung der
Strukturen kommt, die bei geringerer Auflo¨sung sta¨rker wird. Der Hammingfilter (d) fu¨hrt zu blur-
ring. Hier kommt es bei jeder Auflo¨sung zu starken Partialvolumeneffekten, wodurch die Intensita¨t
der zentralen Ventrikel im Vergleich zu den anderen Rekonstruktionen abnimmt.
4.1.4 U¨berpru¨fung der Rekonstruktionsmethode
In diesem Kapitel werden verschiedene Eigenschaften des Rekonstruktionsalgorithmus un-
tersucht. Zuna¨chst wird die direkte Rekonstruktion auf eine gro¨ßere Matrix im Vergleich
zu einer Rekonstruktion auf eine kleine Matrix mit anschließendem Zerofilling verglichen.
Anschließend wird die TV(2) mit der TV(1) verglichen. Abschließend wird untersucht, wie
sich die Verwendung einer zu großen bzw. zu kleinen Tra¨gerregion bei der BM-Regulari-
sierung auswirkt.
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Abbildung 4.14: (a) TV(2)&BM-Rekonstruktion des simulierten Kopfdatensatzes ((4 mm)3, UAF =
2, Rauschpegel 1) auf eine (60)3-Matrix mit anschließendem Zerofilling auf eine (160)3-Matrix. (b)
TV(2)&BM-Rekonstruktion desselben Datensatzes mit Datenextrapolation auf eine (160)3-Matrix.
Die Pfeile zeigen Unterschiede in den beiden rekonstruierten Bildern. Bei der Rekonstruktion ohne
Extrapolation der ho¨heren k-Raum-Frequenzen treten Gibbs-Oszillationen auf. Diese verschwinden in
der Rekonstruktion mit Datenextrapolation
Abbildung 4.14 vergleicht die iterative Rekonstruktion auf eine kleine (60)3 Matrix mit
anschließendem Zerofilling auf eine (160)3-Matrix mit der direkten Rekonstruktion auf
eine (160)3 Matrix fu¨r den simulierten Kopfdatensatz ((4 mm)3, UAF = 2, Rauschpegel 1).
Fu¨r beide Fa¨lle wurden optimale Rekonstruktionsparameter ermittelt. In (a) sind Gibbs-
Oszillationen zu sehen, die in (b) unterdru¨ckt werden. Die roten Pfeile markieren einige
Bereiche, in denen dieser Effekt sichtbar ist.
Totale Variation erster und zweiter Ordnung
Der Unterschied einer TV(2) im Vergleich zu einer TV(1) ist in Abbildung 4.15 verdeutlicht.
Dargestellt sind eine TV(1)- und eine TV(2)-Rekonstruktion des simulierten Kopfdatensat-
zes ((4 mm)3, UAF = 2, Rauschpegel 1) mit optimierten Wichtungsfaktoren. Die TV(1)
bevorzugt Bilder mit Fla¨chen konstanter Intensita¨t, was vor allem in den kleineren Liquor-
strukturen zu einer unnatu¨rlichen, comic-artigen Darstellung fu¨hrt. Dadurch erscheinen
diese Strukturen verbreitert. Im Gegensatz dazu werden Intensita¨tsgradienten im TV(2)-
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Bild korrekt wiedergegeben. Einige Bildbereiche, an denen der Unterschied deutlich wird,
sind mit roten Pfeilen markiert.
TV erster Ordnung
(a)
TV zweiter Ordnung
(b)
Abbildung 4.15: Iterative Rekonstruktion des simulierten Kopfdatensatzes ((4 mm)3, UAF = 2,
Rauschpegel 1) mit (a) TV(1) bzw. (b) TV(2). Die roten Pfeile markieren Unterschiede zwischen den
Bildern. Kleine Strukturen in (a) wirken comic-artig und verbreitert, wa¨hrend in (b) auch Intensita¨ts-
gradienten wiedergegeben werden.
Auswirkung einer inkorrekten Tra¨gerregion
Die BM-Regularisierung arbeitet mit einer Tra¨gerregion, die an die Form des Kopfes ange-
passt ist und aus einem registrierten 1H-Bild gewonnen wird. Das Verfahren, mit dem die
Bina¨rmaske generiert wird, ist sehr robust. Die gro¨ßte Fehlerquelle ist die Registrierung des
23Na- und 1H-Bildes. Durch Fehlregistrierung kann die BM zur eigentlichen Kopfposition
verschoben sein. Außerdem kann ein nicht optimaler Schwellwert bei der Maskenbildung
zu einer gro¨ßeren bzw. kleineren BM fu¨hren.
Da eine verschobene BM die Kombination einer zu großen (auf der einen) und einer zu
kleinen (auf der anderen Seite) BM ist, wurden diese beiden Fa¨lle am simulierten Kopfda-
tensatz ((4 mm)3, UAF = 4, Rauschpegel 1) getestet. Abbildung 4.16 zeigt von links nach
rechts Rekonstruktionen, bei denen der BM-Umriss um 2 bzw.1˜ Pixel verkleinert wurde,
die Rekonstruktion mit einer korrekten BM und Rekonstruktionen mit einem um 1 bzw.2˜
Pixel vergro¨ßertem BM-Umriss.
Die gro¨ßten Unterschiede ergeben sich im Bereich der Scha¨delgrenze fu¨r eine zu kleine BM:
Im Vergleich zur Rekonstruktion mit korrekter BM ist der Rand des Scha¨dels (der nicht
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in der BM enthalten ist) abgeschnitten. Direkt am Rand innerhalb der verkleinerten BM
entsteht ein Bereich mit u¨berho¨hter Intensita¨t (rote Pfeile). Bei einer korrekten BM ist
der Rand des Scha¨dels scharf gegen den Hintergrund abgegrenzt. Im Falle einer zu großen
BM ist der U¨bergang vom Scha¨del zur Hintergrundintensita¨t weicher.
Eine zu große BM wirkt sich kaum auf das rekonstruierte Bild aus. Der verwaschenere
Scha¨delrand spiegelt sich in einem leichten Ru¨ckgang der SSIM um 3–4 % wider. Ist die
BM um 2 Pixel zu groß, sinkt der Kontrast im Bild um 3%. Ansonsten betragen die
Parametera¨nderungen ≤ 1 %. Eine um 1 Pixel zu kleine BM fu¨hrt sogar zu einer um
2 % ho¨heren SSIM durch die scharfe Scha¨delgrenze, allerdings steigt der RMSE durch die
Signalu¨berho¨hung um den gleichen Anteil. Eine um 2 Pixel zu kleine BM hat gravierendere
Auswirkungen: Der RMSE steigt um 40 % und die SSIM sinkt um 22%, wa¨hrend sich
Rauschpegel und Kontrast um 2–3 % verschlechtern. La¨sst man bei der Berechnung von
RMSE und SSIM die Randbereiche des Kopfes mit u¨berho¨hter Intensita¨t weg, betra¨gt die
Verschlechterung noch 6–8 %.
richtig 2 Pixel größer1 Pixel größer2 Pixel kleiner 1 Pixel kleiner
Abbildung 4.16: Auswirkung einer falschen BM auf das TV(2)&BM-Bild am simulierten Kopfda-
tensatz ((4 mm)3, UAF = 4, Rauschpegel 2). Von rechts nach links sind Rekonstruktionen mit einer
um 2 bzw.1˜ Pixel zu kleinen, einer korrekten und einer um 1 bzw.2˜ Pixel zu großen BM dargestellt.
Fu¨r alle Rekonstruktionen wurden dieselben Wichtungsfaktoren τBM und τTV(2) verwendet. Die Bilder
unterscheiden sich vor allem im Bereich der Scha¨delkante (rote Pfeile): Hier fu¨hrt eine zu kleine BM
zu einer scharfen Scha¨delkante, deren Intensita¨t u¨berho¨ht dargestellt ist. Bei einer zu großen BM ist
der U¨bergang vom Scha¨del zum Hintergrund etwas verwaschener.
4.1.5 In-vivo-Messungen: Robustheit der Rekonstruktion
Bei einer Magnetfeldsta¨rke von 3 T wurden koregistrierte 23Na- und 1H-Daten des Kopfes
von acht gesunden Probanden aufgenommen. Um die Robustheit der Rekonstruktionsme-
thode und Wichtungsparameter u¨ber verschiedene Personen zu testen, wurden alle 23Na-
Datensa¨tze mit denselben Parametern aufgenommen: TE = 0,3 ms, TR = 80 ms, α= 85◦,
Gradientensta¨rke G0 = 2,27 mT/m, t0 = 1 ms und Auslesezeit TRO = 40 ms. Mit dieser Gra-
dienteneinstellung wurde eine nominelle Auflo¨sung von (4 mm)3 in den Bildern erreicht.
Es wurden 5000 Projektionen gemessen, was einem UAF = 2 entspricht. In radialer Rich-
tung wurde das Nyquist-Kriterium (2.72) mit 384 Datenpunkten pro Projektion erfu¨llt.
Die Messdauer betrug 6 min 40 s.
Direkt im Anschluss an die 23Na-Daten wurde ein 1H-Bild mit derselben Spule aufge-
nommen. Da der Kopf in der Zwischenzeit nicht bewegt wurde, waren die Bilder bereits
bei ihrer Aufnahme registriert. In 4 min 16 s wurde ein T1-gewichtetes MPRAGE-Bild mit
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adiabatischer Inversion aufgenommen. Die Auflo¨sung betrug 1×1×2 mm3 mit einem FOV
von 256×256×256 mm3. Die restlichen Sequenzparameter waren: TE = 1,96 ms, Abstand
zweier Inversionspulse TR = 1,9 s, Inversionszeit TI = 900 ms, Bandbreite 199 Hz/Pixel. Al-
le Probanden gaben nach a¨rztlicher Aufkla¨rung ihr schriftliches Einversta¨ndnis fu¨r die
Untersuchung.
Die Wichtungsparameter wurden am 23Na-Datensatz eines Probanden optimiert. Dazu
wurde der Datensatz mit 48 verschiedenen Kombinationen von τBM und τTV(2) rekonstru-
iert. Aus diesen Bildern wurde die in der subjektiven Wahrnehmung beste Rekonstruktion
fu¨r die Fa¨lle τBM = 0 und τBM 6= 0 ausgesucht. Dabei wurde auf eine gute Rauschreduk-
tion bei mo¨glichst geringem Strukturverlust geachtet. Aus den Datensa¨tzen der u¨brigen
Probanden wurden ein TV(2)&BM- und ein TV(2)-Bild mit denselben Wichtungsfaktoren
rekonstruiert.
Abbildung 4.17 zeigt die Rekonstruktionsergebnisse am Beispiel eines Probanden. Darge-
stellt sind ein transversaler, ein koronarer und ein sagittaler Schnitt durch den dreidimen-
sionalen Bilddatensatz, sowie die SNR-Werte fu¨r den transversalen Schnitt. Die iterativen
TV(2)&BM- und TV(2)-Bilder (b und c) weisen ein reduziertes Rauschniveau gegenu¨ber
der Gridding-Rekonstruktion (a) auf. Das blurring anatomischer Strukturen ist in den
TV(2)-Bildern sta¨rker ausgepra¨gt. Dieser Kontrastverlust der TV(2)-Rekonstruktion ist
auch im Vergleich der Profile entlang der Linie L (blaue Linie in (d)) sichtbar. Dort ist der
Kontrast der zentralen Ventrikelstruktur geringer als im TV(2)&BM- und Gridding-Bild.
Der blau unterlegte Bereich im Diagramm markiert die Kopfposition.
Die SNR-Karten der iterativ rekonstruierten Bilder zeigen vor allem in den Bereichen
mit konstanter Signalintensita¨t wie der WM erho¨hte Werte. Die Verteilung der SNR-
Werte fu¨r alle Probanden ist in Abbildung 4.18 gezeigt. Die gemessenen SNR-Werte in
WM liegen fu¨r alle acht Probanden dicht beieinander (a). Hier nimmt das SNR durch die
iterative Rekonstruktion zu: Im TV(2)-Bild ist die mittlere Zunahme mit (46 ± 3)% fast
doppelt so groß wie im TV(2)&BM-Bild mit (25 ± 2)%. In den lateralen Ventrikeln (b)
streuen die SNR-Werte fu¨r verschiedene Probanden im Gridding-Bild u¨ber einen weiten
Bereich, was sich in den iterativ rekonstruierten Bildern versta¨rkt. In den TV(2)&BM-
Bildern ist der mittlere SNR-Gewinn in den lateralen Ventrikeln mit (3± 8)% sehr gering,
und fu¨r manche Probanden sinkt das SNR in der gemessenen Struktur leicht ab. Die TV(2)-
Rekonstruktion fu¨hrt zu einem ho¨heren SNR-Zuwachs um (15± 11)%, wobei er sich auch
hier bei verschiedenen Probanden stark unterscheidet.
Abbildung 4.18(c) zeigt den Kontrast der zentralen Ventrikelstruktur (berechnet nach (3.37))
prozentual bezogen auf den Kontrast des jeweiligen Gridding-Bildes. Durch die iterative
Rekonstruktion geht ein Teil des Kontrasts verloren, wobei der Verlust bei verschiedenen
Probanden stark schwankt. Allerdings ist in allen Fa¨llen der Kontrast des TV(2)&BM-
Bildes ho¨her als im TV(2)-Bild. Im Mittel ist der Kontrastverlust im TV(2)&BM-Bild mit
(5,6±4,0)% halb so groß wie der im TV(2)-Bild mit (12,0±5,3)%.
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Abbildung 4.17: Transversaler, koronarer und sagittaler Schnitt durch dreidimensionale In-vivo-
23Na-Bilder des menschlichen Gehirns mit (4 mm)3 nomineller Auflo¨sung und UAF = 2 nach (a)
Gridding-, (b) TV(2)&BM- und (c) TV(2)-Rekonstruktion. Die rechte Spalte zeigt SNR-Karten fu¨r
den transversalen Schnitt. Beide iterativen Verfahren reduzieren Rauschen und Artefakte. Das etwas
ho¨here SNR der TV(2)-Rekonstruktion geht mit einem Kontrastverlust einher. (d) Profile fu¨r alle
drei Rekonstruktionen entlang L. Die Linie ist im transversalen Gridding-Schnittbild eingezeichnet.
Der blau unterlegte Bereich markiert die Kopfposition. Das Profil der TV(2)-Rekonstruktion (blaue
Linie) besitzt an der zentalen Ventrikelstruktur einen geringeren Kontrast als das TV(2)&BM- und
Gridding-Profil (gru¨ne bzw. rote Linie).
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Abbildung 4.18: Auswertung der Gridding-, TV(2)&BM- und TV(2)-Rekonstruktionen von 23Na-
Daten des Kopfes bei acht gesunden Probanden. Fu¨r alle Probanden wurden dieselben Wichtungs-
faktoren in den iterativen Rekonstruktionen verwendet. Die Werte fu¨r alle acht Probanden werden
als Boxplots dargestellt. Die Box wird durch das 1. und 3. Quartil begrenzt, die rote Linie kennzeich-
net den Median. Der jeweilige Mittelwert ist als roter Punkt eingezeichnet. Die
”
Antennen“ reichen
zum niedrigsten und ho¨chsten Wert. (a) SNR-Werte in WM. (b) SNR-Werte im lateralen Ventrikel.
(c) Prozentuale A¨nderung des Kontrastes gegenu¨ber der Gridding-Rekonstruktion. Das SNR steigt
in Bereichen der WM deutlich sta¨rker an als im lateralen Ventrikel, wo die Spanne der Werte fu¨r
verschiedene Probanden zunimmt. Der Kontrast der lateralen Ventrikel sinkt im TV(2)-Bild sta¨r-
ker als im TV(2)&BM-Bild, wobei auch hier der Kontrastverlusts fu¨r verschiedene Probanden sehr
unterschiedlich ausfa¨llt.
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Wa¨hrend die 23Na-MRT lange Messzeiten beno¨tigt und ein geringes SNR aufweist (Ka-
pitel 2.2.1), ermo¨glichen schnelle Pulssequenzen wie die FLASH- oder MPRAGE-Technik
(Kapitel 3.2.4) die Aufnahme hochaufgelo¨ster anatomischer 1H-Bilder mit hohem SNR
und Gewebekontrast innerhalb weniger Minuten. Obwohl die 23Na-Aufnahmen funktio-
nelle Informationen enthalten, weisen sie viele A¨hnlichkeiten mit den 1H-Bildern auf. Die
zugrunde liegenden anatomischen Strukturen sind dieselben und – wie etwa die Liquor-
ra¨ume im Gehirn – in Bildern beider Atomkerne sichtbar. Daher ko¨nnen anatomische
A-priori-Informationen aus der 1H-MRT in die Rekonstruktion der 23Na-Daten einfließen.
Auf diese Weise kann ein ho¨heres SNR in den rekonstruierten Bildern erzielt werden.
In diesem Ergebnisteil wird vorgestellt, welchen Einfluss anatomische A-priori-Informatio-
nen in Form anatomischer Wichtungsfaktoren auf die iterative Rekonstruktion der 23Na-
Daten haben. Die Kombination aus BM-Regularisierung und AnaWeTV3 (siehe Kapi-
tel 3.3.4 und 3.3.5) wird zuna¨chst an einem simulierten Kopfdatensatz ((3 mm)3, UAF = 4)
mit MS-La¨sionen getestet (Kapitel 4.2.1). Es werden ortsaufgelo¨ste SNR-Werte berechnet
und der Einfluss auf die Bildqualita¨tsparameter u¨berpru¨ft. Außerdem wird getestet, wie
genau die Intensita¨tswerte in MS-La¨sionen rekonstruiert werden ko¨nnen. In Kapitel 4.2.2
wird anschließend die AnaWeTV bei niedrigeren Auflo¨sungen vorgestellt. Als extremes
Beispiel wird die Rekonstruktion eines hoch aufgelo¨sten Datensatzes mit UAF = 10 und
niedrigem SNR in Kapitel 4.2.3 gezeigt.
In Kapitel 4.2.4 wird die Robustheit der AnaWeTV getestet. Zuna¨chst wird vorgestellt, wie
sich das Ausmaß der anatomischen Wichtung (kontrolliert u¨ber den Parameter wmax) auf
das Bild auswirkt. Rekonstruktionen mit verschiedenen Werten fu¨r wmax werden gezeigt.
Anschließend wird u¨berpru¨ft, welche Auswirkung fehlendes oder falsches Vorwissen auf
das rekonstruierte Bild hat. Es ist entscheidend, dass die A-priori-Informationen, die in
die Rekonstruktion mit einfließen, den Bildinhalt nicht verfa¨lschen. Im letzten Abschnitt
des Kapitels wird untersucht, wie sich eine Fehlregistrierung des 23Na- und 1H-Bildes auf
die Bildqualita¨t auswirkt.
In Kapitel 4.2.5 wird die in dieser Arbeit entwickelte AnaWeTV mit der gewichteten
quadratischen Regularisierung von [Haldar et al., 2007] verglichen.
Zusa¨tzlich zu den Simulationen werden Phantommessungen verwendet, um die Pra¨zision
der rekonstruierten Natriumkonzentrationen zu testen (Kapitel 4.2.6). Abschließend wer-
den die Ergebnisse fu¨r In-vivo-Messungen an einem Hirntumor- und einem MS-Patienten
pra¨sentiert (Kapitel 4.2.7).
4.2.1 AnaWeTV bei hoch aufgelo¨sten Daten
Die Auswirkung der AnaWeTV wurde am simulierten Datensatz ((3 mm)3, UAF = 4) mit
MS-La¨sionen (beschrieben in Kapitel 3.5.2) getestet. Es wurden jeweils 81 Rekonstruk-
tionen fu¨r verschiedene Kombinationen der Wichtungsfaktoren τBM und τTV(2) sowie τBM
3Bilder, die mit einer Kombination dieser beiden Regularisierungen rekonstruiert wurden, werden im
Folgenden als AnaWeTV-Bilder bezeichnet
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und τAnaWeTV durchgefu¨hrt. Die Parameterkombination τBM und τTV(2) mit dem gerings-
ten kombinierten Fehler wurde fu¨r das TV(2)&BM-Bild verwendet. Als AnaWeTV-Bild
wurde dasjenige aus den drei Rekonstruktionen mit dem geringsten gemeinsamen Fehler
ausgewa¨hlt, das mit der kleinsten Wichtung τAnaWeTV rekonstruiert wurde.
Referenzbild und U¨berpru¨fung der Intensita¨tswerte
Das verwendete Referenzbild mit (1,5 mm)3 Auflo¨sung und die daraus berechneten anato-
mischen Wichtungsfaktoren wx, wy und wz fu¨r alle drei Raumrichtungen, erstellt mit dem
Kontrollparameter wmax = 20, werden in Abbildung 4.19 gezeigt. Bei diesem Wert von
wmax werden die Ra¨nder der Liquoreinschlu¨sse und die Umrisse der MS-La¨sionen (Pfeile)
in die anatomische Wichtung mit eingeschlossen.
wx wy wz
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z
0,10
1
0,08
0,06
0,04
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Referenz
Abbildung 4.19: Ausgewa¨hlte Schicht des Referenzbildes mit (1,5 mm)3 Auflo¨sung fu¨r den simulier-
ten Kopf mit MS-La¨sionen. Mit wmax = 20 berechnete anatomische Wichtungsfaktoren fu¨r alle drei
Raumrichtungen. Alle Wichtungsfaktoren > 0,1 nehmen den Wert 1 an. Die Farbskala wurde dement-
sprechend angepasst. Die Pfeile markieren vier MS-La¨sionen, die zur U¨berpru¨fung der rekonstruierten
Intensita¨tswerte verwendet wurden. Die Umrisse dieser La¨sionen waren in der anatomischen Wichtung
enthalten.
Zusa¨tzlich zu den in Kapitel 3.6 vorgestellten Evaluationsmethoden wurden die rekon-
struierten Intensita¨tswerte innerhalb von vier MS-La¨sionen (angezeigt durch rote Pfeile
in Abbildung 4.19) u¨berpru¨ft. Mit Hilfe des Referenzbildes wurde eine ROI in jede der
vier La¨sionen gezeichnet. U¨ber den Mittelwert innerhalb dieser ROI wurden Intensita¨ts-
werte fu¨r die La¨sionen in allen rekonstruierten Bildern berechnet. Fu¨r jeden Wert wurde
die prozentuale Abweichung von der wahren Intensita¨t (bestimmt aus dem Mittelwert der
ROI im Referenzbild) berechnet. Anschließend wurde der Intensita¨tsfehler als Mittelwert
und Standardabweichung u¨ber die vier La¨sionen berechnet. Dieser Fehler gibt ein Maß
dafu¨r, wie gut Natriumkonzentrationen in vergleichbaren Strukturen durch verschiedene
Rekonstruktionstechniken bestimmt werden ko¨nnen.
Rekonstruierte Bilder
Abbildung 4.20 zeigt drei ausgewa¨hlte Schichten fu¨r verschiedene Rekonstruktionen des
beschriebenen Datensatzes sowie des Referenzbildes. Die roten Pfeile markieren kleinere
MS-La¨sionen. Die kleinsten La¨sionen sind im Gridding-Bild (a) nicht von Rauschen zu
unterscheiden.
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Abbildung 4.20: Ausgewa¨hlte Schichten des simulierten Kopfdatensatzes mit MS-La¨sionen
((3 mm)3, UAF = 4, Rauschpegel 2) bei verschiedenen Rekonstruktionen: (a) Gridding-, (b)
TV(2)&BM-, (c) AnaWeTV&BM- und (d) Gridding-Rekonstruktion mit zusa¨tzlichem Hamming-
Filter. (e) Zur Bildevaluation verwendetes Referenzbild mit (1,5 mm)3 Auflo¨sung. Die roten Pfeile
markieren kleinere MS-La¨sionen. Die Qualita¨t des Gridding-Bildes (a) ist durch niedriges SNR und
Gibbs-Oszillationen beeintra¨chtigt. Kleinere MS-La¨sionen (rote Pfeile in der obersten Schicht) sind
kaum von Rauschen zu unterscheiden. Im TV(2)&BM-Bild (b) sind Rauschen und Artefakte unter-
dru¨ckt, jedoch noch immer sto¨rend wahrnehmbar (gelbe, gestrichelte Pfeile in der untersten Zeile). Die
kleinen MS-La¨sionen sind nun wahrnehmbar. Im AnaWeTV-Bild (c) treten die MS-La¨sionen deutlicher
hervor. Rauschen und Artefakte sind weiter reduziert. Kleine Liquoreinschlu¨sse werden mit hohem
Kontrast dargestellt. Kleine Strukturen, die im Gridding-Bild durch Partialvolumeneffekte verkleinert
erscheinen, werden im AnaWeTV-Bild mit klaren Kanten und derselben Gro¨ße wie im Referenzbild
(e) dargestellt. Im Gridding-Bild mit Hammingfilter (d) sind Auflo¨sung und Kontrast aller Strukturen
durch blurring reduziert. Starke Partialvolumeneffekte fu¨hren zu einer reduzierten Signalintensita¨t der
MS-La¨sionen.
Im TV(2)&BM-Bild (b) ist das Rauschen so weit reduziert, dass alle La¨sionen erkenn-
bar sind, wobei die kleinsten einen geringen Kontrast besitzen. Durch das niedrige SNR
des Datensatzes verbleiben dunkle Flecken in der WM (gelbe gestrichelte Pfeile in der
untersten Reihe).
Im AnaWeTV-Bild (c) ist das Rauschen weiter reduziert und auch die kleinsten MS-
La¨sionen werden mit hohem Kontrast dargestellt. Auch kleine Liquoreinschlu¨sse, fu¨r die
anatomische A-priori-Informationen vorliegen, werden mit ho¨herem Kontrast und besse-
rem Auflo¨sungsvermo¨gen dargestellt als im Gridding-Bild. Strukturen wie die zentralen
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Ventrikel, die im Gridding-Bild durch Partialvolumeneffekte kleiner wirken, werden im
AnaWeTV-Bild mit deutlichen Kanten und derselben Gro¨ße wie im Referenzbild (e) dar-
gestellt.
Im Gridding-Bild mit Hammingfilter sind Rauschen und Gibbs-Oszillationen unterdru¨ckt.
Gleichzeitig fu¨hrt blurring zu versta¨rkten Partialvolumeneffekten, wodurch der Kontrast
aller Strukturen herabgesetzt ist. Die MS-La¨sionen werden mit einer verringerten Intensita¨t
dargestellt, die kleinsten La¨sionen sind nicht mehr zu erkennen.
Berechnung ortsaufgelo¨ster SNR-Werte
Die zugeho¨rigen SNR-Karten und ortsaufgelo¨ste Werte fu¨r die Standardabweichungen u¨ber
100 Repliken sind in Abbildung 4.21 dargestellt.
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Abbildung 4.21: Ortsaufgelo¨ste SNR-Werte und Standardabweichungen fu¨r das Gridding-Bild (a)
ohne und (b) mit Hammingfilter sowie fu¨r das (c) TV(2)&BM- und (d) AnaWeTV-Bild aus Abbil-
dung 4.20. Die Standardabweichungen wurden auf das Maximum des jeweiligen mittleren Bildes nor-
miert. Im Gridding-Bild mit Hammingfilter ist der Rauschpegel homogen u¨ber das Bild verteilt und im
Vergleich zum Gridding ohne Filter reduziert. Die Ortsabha¨ngigkeit des Rauschens im AnaWeTV-Bild
(c) ist noch sta¨rker ausgepra¨gt als im TV(2)&BM-Bild.
Wie im Gridding-Bild (a) ist auch bei Anwendung eines Hammingfilters (b) das Rauschen
mit einer gleichma¨ßigen Amplitude u¨ber das Bild verteilt. Das SNR steigt in allen Bild-
bereichen an. Die bereits geschilderte Ortsabha¨ngigkeit des Rauschens in den TV(2)&BM-
Bildern (c) wird durch die anatomische Wichtung (d) noch versta¨rkt: Im AnaWeTV-Bild
ist der Rauschpegel in Regionen konstanter Intensita¨t niedrig, wa¨hrend die in der ana-
tomischen Wichtung enthaltenen Kanten denselben Rauschpegel wie das Gridding-Bild
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(a) aufweisen. Mittlere Werte fu¨r das SNR in WM und den lateralen Ventrikeln (jeweils
ermittelt u¨ber den Mittelwert innerhalb einer ROI) sind in Tabelle 4.2 aufgefu¨hrt. Der
SNR-Gewinn in WM ist im AnaWeTV-Bild (286%) ho¨her als im Gridding-Bild mit Ham-
mingfilter (205%). In der kleineren Struktur der lateralen Ventrikel steigt umgekehrt das
SNR durch den Hammingfilter sta¨rker an (188% im Vergleich zu 100% im AnaWeTV-Bild).
In beiden Fa¨llen ist der SNR-Gewinn ho¨her als im TV(2)&BM-Bild.
Bildqualita¨tsparameter
Tabelle 4.2 gibt außerdem Auskunft u¨ber die Bildevaluationsparameter. Der RMSE sinkt
und die SSIM steigt im AnaWeTV-Bild sta¨rker als im TV(2)&BM-Bild. Der Kontrast ist
in beiden Fa¨llen gleich wie im Gridding-Bild. Im Gridding-Bild mit Hammingfilter ist der
Kontrast dagegen um 33 % reduziert. Hier steigt der RMSE und die SSIM sinkt.
Die mittlere Abweichung der Intensita¨tswerte in den vier MS-La¨sionen vom wahren Re-
ferenzwert betra¨gt 6,9±3,8 % fu¨r das Gridding-Bild. Im TV(2)&BM-Bild ist dieser Inten-
sita¨tsfehler leicht reduziert, wobei die Schwankung der einzelnen Fehler ho¨her ist als im
Gridding-Bild. Im AnaWeTV-Bild ist der Fehler im Vergleich zu Gridding um fast 60%
reduziert, und auch die Schwankung des Fehlers ist hier kleiner. Im Gegensatz dazu steigt
der Intensita¨tsfehler im Bild mit Hammingfilter um einen Faktor 2,5 an.
Gridding TV(2)&BM AnaWeTV Hamming
SNR
WM
9,8 17,8 37,7 29,8
+83% +286% +205%
LV
21,9 30,7 44,3 63,4
+40% +101% +188%
RMSE 0,18 0,17 0,15 0,20
SSIM 0,63 0,68 0,75 0,56
Kontrast 0,91 0,90 0,90 0,61
Intensita¨tsfehler [%] 6, 9± 3, 8 5, 2± 4, 1 2, 8± 1, 4 17, 4± 3, 7
Tabelle 4.2: Mittleres SNR in WM und dem lateralen Ventrikel (LV) sowie Bildevaluationspara-
meter fu¨r die in Abbildung 4.20 gezeigten Rekonstruktionen des simulierten Kopfdatensatzes mit
MS-La¨sionen ((3 mm)3, UAF = 4, Rauschpegel 2). Die prozentuale Vera¨nderung in Bezug auf das
Gridding-Bild ist angegeben. Das SNR wurde jeweils aus dem Mittelwert einer ROI in der in Ab-
bildung 4.21 dargestellten Schicht der SNR-Karte berechnet. Der SNR-Gewinn im AnaWeTV-Bild
ist um ein Vielfaches gro¨ßer als der im TV(2)&BM-Bild. Das AnaWeTV-Bild besitzt die ho¨chste, das
Hamming-gefilterte Gridding-Bild die niedrigste Bildqualita¨t in Bezug auf RMSE und SSIM. Wa¨hrend
der Kontrast bei den iterativen Rekonstruktionen erhalten bleibt, sinkt er durch den Hammingfilter
um 33%. Intensita¨tswerte werden durch die AnaWeTV-Rekonstruktion pra¨ziser wiedergegeben als
durch Gridding. Im Hamming-gefilterten Gridding-Bild ist der Intensita¨tsfehler um einen Faktor 2,5
erho¨ht.
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4.2.2 AnaWeTV bei niedriger Auflo¨sung
An simulierten Datensa¨tzen aus Tabelle 3.1 (gesundes Gehirn ohne MS-La¨sionen) wurde
getestet, wie sich die anatomische Wichtung – abgeleitet vom Referenzbild mit (1,5 mm)3
Auflo¨sung – auf Datensa¨tze mit geringerer Auflo¨sung auswirkt. Abbildung 4.22 vergleicht
das TV(2)&BM-Bild (a) des simulierten Datensatzes ((4 mm)3, UAF = 4, Rauschpegel 2)
mit zwei AnaWeTV-Bildern desselben Datensatzes, einmal mit moderatem τAnaWeTV ((b))
und einmal mit einem sta¨rkeren τAnaWeTV ((c)).
Die moderate anatomische Wichtung fu¨hrt zu einer Auflo¨sungserho¨hung von Strukturen,
die in der A-priori-Information enthalten waren. Bei zu starker anatomischer Wichtung
bleiben diese Strukturen mit hoher Auflo¨sung bestehen, aber durch die starke TV(2)-
Wichtung gehen die u¨brigen Strukturen verloren.
TV(2) & BM
(a)
AnaWeTV
τAnaWeTV = 5·10
-4, τBM = 4
(b)
AnaWeTV
τAnaWeTV = 20·10
-4, τBM = 4
(c)
Abbildung 4.22: Rekonstruktionen des simulierten Datensatzes mit (a) TV(2)&BM-Regularisierung,
(b) moderat gewichteter AnaWeTV-Regularisierung und (c) stark gewichteter AnaWeTV-Regulari-
sierung. Die moderate anatomische Wichtung fu¨hrt zu einer Kontrast- und Auflo¨sungserho¨hung der
feinen Strukturen mit A-priori-Wissen. Bei starker Wichtung gehen Details ohne Vorwissen verloren.
Daru¨ber hinaus wurde ein simulierter Kopfdatensatz mit (6 mm)3 (UAF = 4, Rauschpe-
gel 1) mit anatomischer Wichtung rekonstruiert. Abbildung 4.23 zeigt das TV(2)&BM-
Bild und ein optimal gewichtetes AnaWeTV-Bild des Datensatzes. Durch die anatomische
Wichtung wird der Rand der lateralen Ventrikel scha¨rfer dargestellt. Kleine Liquorein-
schlu¨sse, die im TV(2)&BM-Bild nicht aufgelo¨st sind, erscheinen als scharfe Strukturen.
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Abbildung 4.23: (a) TV(2)&BM- und (b) AnaWeTV-Rekonstruktion des simulierten Kopfdaten-
satzes ((6 mm)3, UAF = 4, Rauschpegel 1). Die Auflo¨sung der Liquorstrukturen wird durch die
anatomische Wichtung erho¨ht.
4.2.3 Extrembeispiel: Hohe Auflo¨sung, starke Unterabtastung, niedriges SNR
Als Extrembeispiel wurde die iterative Rekonstruktion am simulierten Kopfdatensatz mit
MS-La¨sionen bei hoher nomineller Auflo¨sung von (2 mm)3 und einem sehr hohen UAF = 10
getestet. Eine Schicht der rekonstruierten Bilder wird in Abbildung 4.24 gezeigt. Durch die
Kombination aus niedrigem SNR und starken Unterabtastungsartefakten sind anatomische
Details im Gridding-Bild (a) kaum wahrnehmbar. Viele MS-La¨sionen (markiert durch rote
Pfeile) sind wegen des niedrigen SNR und hohen Artefaktpegels nicht erkennbar. Rauschen
und Unterabtastungsartefakte sind im TV(2)&BM-Bild (b) stark unterdru¨ckt, aber immer
noch sichtbar. Gro¨ßere MS-La¨sionen und Liquoreinschlu¨sse heben sich nun deutlich ab.
Im AnaWeTV-Bild (c) sind Rauschen und Artefakte komplett unterdru¨ckt. Es bleiben nur
einige dunklere Pixel am Rand von Strukturen zuru¨ck. Auch die kleinsten MS-La¨sionen
sind mit hohem Kontrast dargestellt.
Dieser qualitative Gewinn in der Bildqualita¨t findet sich auch in den rekonstruierten Signal-
intensita¨ten wieder: Der Intensita¨tsfehler in den MS-La¨sionen, der fu¨r das Gridding-Bild
(20,3±3,2)% betra¨gt, ist im TV(2)&BM-Bild mit (6,5±4,2)% auf ein Drittel reduziert. Im
AnaWeTV-Bild ist der Fehler um weitere 50 % reduziert und betra¨gt (3,2±2,3)%. Anders
als beim oben beschriebenen Datensatz aus Kapitel 4.2.1 kann hier der Intensita¨tsfehler
durch einen Hammingfilter (Rekonstruktion nicht gezeigt) im Vergleich zum Gridding-Bild
verringert werden. Mit (12,6±3,3)% ist er ho¨her als in den iterativ rekonstruierten Bildern.
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Abbildung 4.24: (a) Gridding-, (b) TV(2)&BM- und (c) AnaWeTV-Rekonstruktion des simulierten
Kopfdatensatzes mit MS-La¨sionen und starker Unterabtastung ((2 mm)3, UAF = 10). Wa¨hrend die
anatomischen Strukturen und MS-La¨sionen im Gridding-Bild von Rauschen und Artefakten u¨berdeckt
werden, sind sie in den iterativ rekonstruierten Bildern sichtbar. Im TV(2)&BM-Bild bleiben Artefakte
im Bild zuru¨ck. Im AnaWeTV-Bild sind alle sichtbaren Artefakte unterdru¨ckt. Kleinste MS-La¨sionen
sind mit hohem Kontrast zu erkennen.
4.2.4 U¨berpru¨fung der AnaWeTV-Rekonstruktion
In diesem Kapitel wird gezeigt, wie sich das Ausmaß der anatomischen Wichtung bei
verschiedenen Kontrollparametern wmax auswirkt (Kapitel 4.2.4), was bei fehlendem oder
falschem Vorwissen geschieht und welchen Einfluss eine falsche Registrierung des Refe-
renzbildes und damit der anatomischen Wichtung auf das rekonstruierte Bild hat. Alle
Untersuchungen verwendeten den simulierten Kopfdatensatz mit MS-La¨sionen ((3 mm)3
Auflo¨sung, UAF = 4, sehr Rauschpegel 2) aus Kapitel 4.2.
Kontrolle der anatomischen Wichtung
Das Ausmaß der anatomischen Wichtung kann u¨ber den Parameter wmax eingestellt wer-
den. Ist der Wert fu¨r wmax klein, so werden nur die sta¨rksten Kanten im Referenzbild in
die anatomische Wichtung mit einbezogen. Wird dieser Kontrollparameter gro¨ßer, so wer-
den immer kleinere Intensita¨tsunterschiede im Referenzbild als Umriss einer anatomischen
Struktur gewertet und fließen in die anatomische Wichtung der Rekonstruktion mit ein.
Abbildung 4.25 zeigt die ortsaufgelo¨sten anatomischen Wichtungsfaktoren wx, wy und wz
in alle drei Raumrichtungen fu¨r eine ausgewa¨hlte Schicht mit MS-La¨sionen fu¨r verschiedene
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Kontrollparameter wmax. Rechts daneben ist das jeweilige AnaWeTV-Bild zu sehen. Die
Wichtungsparameter der Regularisierungsterme τBM und τAnaWeTV wurden dabei nicht
fu¨r jedes Bild neu eingestellt, sondern es wurden die optimierten Wichtungsfaktoren fu¨r
den Fall wmax = 20 verwendet. Die geringste Wichtung wmax = 5 entha¨lt abgesehen
von der Scha¨delkalotte kaum anatomische Informationen. Dementsprechend erscheinen
in der Rekonstruktion kleine Strukturen mit geringerem Kontrast. Der Wichtungsfaktor
wmax = 15 fu¨hrt zu einer anatomischen Wichtung der prominenten Liquorstrukturen und
der MS-La¨sionen. Diese Bereiche erhalten ho¨heren Kontrast und eine ho¨here Auflo¨sung.
Beim Einschluss von noch mehr anatomischen Strukturen in die Wichtung mit wmax = 35
bzw. wmax = 55 kommt es zu einer klaren Abgrenzung zwischen WM und GM. Allerdings
treten an den Kanten Pixel mit reduzierter Intensita¨t auf, die keiner Anatomie entsprechen
(siehe rote Pfeile).
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Abbildung 4.25: Ortsaufgelo¨ste anatomische Wichtungsfaktoren und AnaWeTV-Bilder fu¨r vier ver-
schiedene Kontrollparameter wmax. Werden wenige Kanten in die anatomische Wichtung mit einbezo-
gen (wmax = 5), so besitzen Strukturen weniger Kontrast und eine niedrigere Auflo¨sung als bei einem
etwas gro¨ßeren Kontrollparameter (wmax = 15). Die Einbeziehung von vielen Kanten (wmax = 35/55)
fu¨hrt zu einer scharfen Abgrenzung zwischen WM und GM. Außerdem treten an den Kanten verein-
zelte Pixel mit sehr geringer Intensita¨t auf (rote Pfeile).
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Rekonstruktion von Strukturen ohne Vorwissen
Ein 23Na-Bild kann Informationen und Strukturen enthalten, die im 1H-Bild, aus dem die
A-priori-Informationen gewonnen werden, nicht vorhanden sind. Es ist wichtig, dass solche
Informationen in der Rekonstruktion nicht verloren gehen. Um diesen Fall zu testen, wurde
der simulierte Kopfdatensatz mit MS-La¨sionen verwendet. Die A-priori-Informationen fu¨r
die AnaWeTV wurden aus dem Referenzbild des simulierten Kopfes ohne MS-La¨sionen
mit wmax = 18 gewonnen
4.
BM&TV(2)
(a)
AnaWeTV 
Referenz mit MS-Läsionen
(b)
AnaWeTV
Referenz  ohne MS Läsionen
(c)
Abbildung 4.26: Simulierter Kopfdatensatz mit MS-La¨sionen ((3 mm)3, UAF = 4). (a) TV(2)&BM-
Rekonstruktion. (b) AnaWeTV-Rekonstruktion; die anatomische Wichtung entha¨lt die Umrisse der
MS-La¨sionen. (c) AnaWeTV-Rekonstruktion; die anatomische Wichtung entha¨lt keine A-priori-
Information u¨ber die MS-La¨sionen. Bei fehlendem Vorwissen erscheinen kleine MS-La¨sionen unscharf,
ihr Kontrast ist im Vergleich zur Rekonstruktion mit vorhandenem Vorwissen verringert (rote Pfeile).
Eine Schicht des rekonstruierten AnaWeTV-Bildes ist in Abbildung 4.26 im Vergleich mit
dem TV(2)&BM-Bild und der AnaWeTV-Rekonstruktion mit anatomischer Wichtung der
MS-La¨sionen zu sehen. Das fehlende A-priori-Wissen macht sich durch einen schwa¨cheren
Kontrast der MS-La¨sionen bemerkbar, der jedoch mit dem Kontrast des TV(2)&BM-Bildes
vergleichbar ist. Eine Analyse des Intensita¨tsfehlers ergibt eine Abweichung von 11,3% –
4Die von der brainweb-Datenbank zur Verfu¨gung stehenden Kopfdaten fu¨r den Kopf mit und ohne
MS-La¨sionen enthalten einen unterschiedlichen Kontrast. Mit T2-Wichtung erscheint die WM im Gehirn
ohne MS-La¨sionen dunkler als im Gehirn mit MS-La¨sionen. Daher wurde bei diesem Datensatz ein ge-
ringerer Wichtungsfaktor wmax = 18 gewa¨hlt und nicht wmax = 20 wie bei den Rekonstruktionen von
Abbildung 4.20.
4.2 Anatomisch gewichtete totale Variation 2. Ordnung 91
also einen mehr als doppelt so großen Fehler wie im TV(2)&BM-Bild und eine deutliche
Verschlechterung gegenu¨ber Gridding.
Nicht in den Daten enthaltenes Vorwissen
Der umgekehrte Fall ist eine anatomische Struktur, die im 1H-Bild zu sehen ist, im 23Na-
Bild jedoch nicht erscheint. Die anatomische Wichtung entha¨lt dann Kanteninformation
an Positionen, an denen im 23Na-Bild keine Kante vorhanden sein sollte. Um diesen Fall
zu testen wird der simulierte Kopfdatensatz ohne MS-La¨sionen ((3 mm)3, UAF = 4, sehr
Rauschpegel 2) verwendet. Die anatomische Wichtung wird mit wmax = 20 aus dem Refe-
renzbild mit MS-La¨sionen berechnet.
Abbildung 4.27 zeigt dieselbe Schicht wie Abbildung 4.26 des Gridding- und AnaWeTV-
Bildes mit korrekter und mit falscher A-priori-Information. Durch die falsche Kantenin-
formation entstehen unnatu¨rlich wirkende Flecken mit schwankender Intensita¨t an den
Positionen der MS-La¨sionen im Referenzbild. Die Intensita¨tsa¨nderung in diesen Bereichen
entspricht der Schwankung der Intensita¨t durch Rauschen, wie sie im Gridding-Bild zu
sehen ist.
Gridding
(a)
AnaWeTV 
Referenz ohne MS-Läsionen
(b)
AnaWeTV
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(c)
Abbildung 4.27: Simulierter Kopfdatensatz ohne MS-La¨sionen ((3 mm)3, UAF = 4) (a) Grid-
ding-Rekonstruktion. (b) AnaWeTV-Rekonstruktion; die anatomische Wichtung entha¨lt keine MS-
La¨sionen. (c) AnaWeTV-Rekonstruktion; die anatomische Wichtung entha¨lt die Umrisse von MS-
La¨sionen, die im Datensatz nicht vorhanden sind. An den Positionen der MS-La¨sionen entstehen
unnatu¨rlich wirkende Flecken mit leicht erho¨hter oder leicht verringerter Intensita¨t (rote Pfeile).
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Registrierungsfehler
Eine weitere Fehlerquelle bei der AnaWeTV-Rekonstruktion ist die Registrierung des 23Na-
Bildes mit dem 1H-Referenzbild. Da die iterative Rekonstruktion auf dem urspru¨nglichen
Datensatz stattfindet, wird das 1H-Bild auf das qualitativ schlechtere 23Na-Bild regis-
triert, wodurch der Registrierprozess fehleranfa¨lliger wird. In Abbildung 4.28 werden Re-
konstruktionen mit AnaWeTV gezeigt, bei denen das Referenzbild um 0/1,5/3,0/4,5 mm
in y-Richtung gegenu¨ber dem 23Na-Bild verschoben ist. Als Vergleich wird außerdem das
TV(2)&BM-Bild gezeigt. Alle AnaWeTV-Bilder werden mit denselben Wichtungsfaktoren
rekonstruiert.
Der Kontrast- und Auflo¨sungsgewinn in den kleinen Liquoreinschlu¨ssen (gelbe, gestrichelte
Pfeile) geht bei zunehmender Fehlregistrierung verloren. Bei 4,5 mm Verschiebung ist der
Kontrast vergleichbar mit dem TV(2)&BM-Bild. Am Rand von Strukturen treten Bereiche
mit geringerer Intensita¨t auf, die bei zunehmender Fehlregistrierung scha¨rfer abgegrenzt
und dunkler werden (rote Pfeile).
Der Intensita¨tsfehler der MS-La¨sionen nimmt mit steigender Fehlregistrierung zu. Aller-
dings liegt er bei 1,5 mm Fehlregistrierung mit (4,6±2,5)% noch unter dem Fehler im
TV(2)&BM-Bild mit (5,8±4,5)%. Bei 3 mm Fehlregistrierung ist er mit (5,8±2,9)% gleich
groß wie im TV(2)&BM-Bild, allerdings mit geringerer Schwankung. Erst bei 4,5 mm Fehl-
registrierung weicht die Intensita¨t mit (8,6±4,6)% sta¨rker ab als im Gridding-Bild.
AnaWeTV
korrekt registriert BM&TV(2)
AnaWeTV
1,5mm fehlreg.
AnaWeTV
3mm fehlreg.
AnaWeTV
4,5mm fehlreg.
Abbildung 4.28: AnaWeTV-Rekonstruktionen mit um 0/1,5/3/4,5 mm fehlregistriertem Referenz-
bild. Zum Vergleich wird außerdem das TV(2)&BM-Bild gezeigt. Durch zunehmende Fehlregistrierung
entstehen Bereiche reduzierter Intensita¨t am Rand heller Strukturen, deren Konturen in der anatomi-
schen Wichtung enthalten sind (rote Pfeile). An diesen Stellen ist die Intensita¨t im TV(2)&BM-Bild
ohne anatomische Wichtung ebenfalls reduziert. Bei steigender Fehlregistrierung werden die Bereiche
reduzierter Intensita¨t deutlicher abgegrenzt und dunkler. Der Auflo¨sungs- und Kontrastgewinn im
AnaWeTV-Bild mit korrekt registrierter Wichtung geht bei fehlregistrierter Wichtung verloren (gelbe
gestrichelte Pfeile). Allerdings ist der Kontrast auch im 4,5 mm fehlregistrierten AnaWeTV-Bild nicht
schlechter als der im TV(2)&BM-Bild.
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4.2.5 Vergleich: Anatomisch gewichtete quadratische Regularisierung und
AnaWeTV
Die Methode von [Haldar et al., 2007], auf der die AnaWeTV-Regularisierung aufbaut,
verwendet eine quadratische Regularisierung an Stelle der TV(2)-Regularisierung:
Rquad =
∑
q=x,y,z
∥∥∥WqD(1)q x∥∥∥2
2
. (4.1)
Zum Vergleich wurde diese anatomisch gewichtete quadratische Regularisierung (AnaWe-
QR) ebenfalls implementiert und fu¨r den oben gezeigten simulierten Kopfdatensatz mit
MS-La¨sionen ((3 mm)3, UAF = 4) mit der AnaWeTV-Rekonstruktion verglichen. Das
Ergebnis ist in Abbildung 4.29 zu sehen.
Gridding
(a)
AnaWeTV 
Referenz ohne MS-Läsionen
(b)
AnaWeQR 
Referenz ohne MS-Läsionen
(c)
Abbildung 4.29: (a) Gridding-, (b) AnaWeTV- und (c) AnaWeQR-Bild des simulierten Kopfdaten-
satzes mit MS-La¨sionen ((3 mm)3, UAF = 4). Die anatomische Wichtung entha¨lt keine MS-La¨sionen.
Gibbs-Oszillationen werden durch die quadratische Regularisierung weniger gut unterdru¨ckt als mit
der TV(2)-Regularisierung. Außerdem werden sowohl Strukturen mit als auch solche ohne A-priori-
Information unscharf und mit geringerem Kontrast dargestellt.
Die AnaWeQR wird mit einer BM-Regularisierung kombiniert, um einen fairen Vergleich
mit dem AnaWeTV-Bild zu erzielen. Die anatomische Wichtung wird aus dem Referenz-
bild ohne MS-La¨sionen mit wmax = 18 erzeugt, um das Verhalten an unbekannten Struk-
turen vergleichen zu ko¨nnen. Mit der quadratischen Regularisierung (c) ko¨nnen Gibbs-
Oszillationen weniger gut reduziert werden. Außerdem werden sowohl bekannte als auch
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unbekannte Strukturen mit weniger Kontrast rekonstruiert als im AnaWeTV-Bild (b).
Einige Bereiche mit deutlichen Unterschieden werden durch rote Pfeile angezeigt.
4.2.6 Genauigkeit rekonstruierter Natriumkonzentrationen: Phantommessung
Die Genauigkeit der rekonstruierten 23Na-Konzentrationen bei verschiedenen Rekonstruk-
tionstechniken wurde mittels MR-Messungen am Konzentrations- und Auflo¨sungsphantom
(siehe Kapitel 3.4) u¨berpru¨ft. Bei 3 T wurden koregistrierte 23Na- und 1H-MR-Daten aufge-
nommen. Die Parameter der 23Na-Messung waren: TE = 0,3 ms, TR = 80 ms, α= 85◦, Gra-
dientensta¨rke G0 = 2,27 mT/m, t0 = 1 ms und Auslesezeit TRO = 40 ms. Mit dieser Gradien-
teneinstellung wurde eine nominelle Auflo¨sung von (4 mm)3 in den Bildern erreicht. In vier
Messungen wurde die Zahl der Projektionen variiert: Sie betra¨gt 10000/5000/2000/1000,
was jeweils einem UAF von 1/2/5/10 entspricht. In radialer Richtung wurde das Nyquist-
Kriterium (2.72) mit 384 Datenpunkten pro Projektion erfu¨llt. Die Messdauer fu¨r den voll
abgetasteten Datensatz betrug 13 min 20 s, fu¨r die unterabgetasteten Datensa¨tze war sie
um den Faktor 1/UAF verku¨rzt.
Mit der doppelresonanten Spule wurden zusa¨tzlich koregistrierte 1H-Daten mit einer T1-
gewichteten 3D-FLASH-Sequenz aufgenommen. In 1 min 12 s wurde ein Datensatz mit
(2 mm)3 Auflo¨sung und einem FOV von (256 mm)3 akquiriert. Die Parameter waren:
TE = 2,46 ms, TR = 4,4 ms, α = 10◦, Bandbreite = 1953 Hz/Pixel.
Die 23Na-Datensa¨tze wurden iterativ mit jeweils 81 verschiedenen Kombinationen der
Wichtungsfaktoren τBM und τTV(2)/τAnaWeTV rekonstruiert. Fu¨r jeden Datensatz wur-
de als TV(2)&BM-, TV(2)- und AnaWeTV-Bild jeweils die Rekonstruktion mit minima-
lem kombiniertem Fehler REPhantom ausgewa¨hlt. Zusa¨tzlich wurde jeweils eine Gridding-
Rekonstruktion mit und ohne Hammingfilter erstellt. U¨ber den Mittelwert einer ROI5 im
Phantomko¨rper, wo die Natriumkonzentration konstant 0,6% betrug, wurden die Bildin-
tensita¨ten in Natriumkonzentrationen umgerechnet.
Auf dem 1H-Bild wurden ROIs ins Innere der Konzentrationsro¨hrchen eingezeichnet. Fu¨r
jedes der sechs Ro¨hrchen wurde die Differenz zwischen der tatsa¨chen Konzentration und
der u¨ber die ROI bestimmten Konzentration im rekonstruierten 23Na-Bild berechnet. Der
RMSE der rekonstruierten Konzentrationen ergab sich dann als Wurzel der quadratischen
Summe dieser Abweichungen.
Abbildung 4.30 vergleicht die verschiedenen Rekonstruktionen fu¨r alle vier UAF. Im Grid-
ding-Bild (a) nehmen Rauschen und Unterabtastungsartefakte mit steigendem UAF zu6.
In den TV(2)&BM-Bildern (b) sind Rauschen und Artefakte reduziert. Ab UAF = 5 blei-
ben jedoch inhomogene Bereiche im Ko¨rper des Phantoms zuru¨ck. Die Auflo¨sung und
der Kontrast der 6 mm-Sta¨bchenreihe nimmt ab UAF = 4 leicht ab. Die TV(2)-Bilder
(c) unterscheiden sich fu¨r UAF = 5 und UAF = 10 von den TV(2)&BM-Bildern: Hier
wird das Rauschen im Phantomko¨rper unterdru¨ckt, wobei Auflo¨sung verloren geht. Bei
UAF = 10 ist der Kontrast aller Auflo¨sungssta¨bchen und der Konzentrationsro¨hrchen
herabgesetzt. In den AnaWeTV-Bildern (d) ist die Auflo¨sung im Vergleich zu Gridding
5Es wurde dieselbe ROI verwendet, die auch zur Abscha¨tzung des Rauschpegels diente
6Durch die um 1/UAF ku¨rzere Messzeit steigt das Rauschen ∝ √UAF an.
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erho¨ht: Die kleinsten Sta¨bchen (4 mm) werden klar getrennt dargestellt. Außerdem sind
die Plastikwa¨nde der Konzentrationsro¨hrchen als dunkle Ringe sichtbar. Bei UAF = 5 und
UAF = 10 ist der Auflo¨sungsgewinn weniger hoch und die kleinste Sta¨bchenreihe ist nicht
mehr auflo¨sbar. Kontrast und Auflo¨sung der restlichen Sta¨bchenreihen bleiben erhalten.
Gleichzeitig sind Rauschen und Artefakte in allen Bildern sta¨rker unterdru¨ckt als durch
die anderen Rekonstruktionsmethoden. Das Gridding-Bild mit Hammingfilter (e) zeigt bei
allen UAF eine Rauschreduktion und eine Verwischung aller Strukturen. Der Kontrast der
Konzentrationsro¨hrchen und der Sta¨bchen ist herabgesetzt. Bei UAF = 10 werden die
streifenartigen Unterabtastungsartefakte nicht komplett unterdru¨ckt.
(a) Gridding (b) TV(2) & BM (c) TV(2) (e) Hamming(d) AnaWeTV
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Abbildung 4.30: 23Na-MR-Bilder des Messphantoms mit UAF = 1/2/5/10 fu¨r verschiedene Rekon-
struktionsmethoden. (a) Gridding-Rekonstruktionen: Rauschen und Unterabtastungsartefakte steigen
mit dem UAF. (b) TV(2)&BM-Bilder: Deutlich reduzierter Rauschpegel, wobei ab UAF = 5 inhomo-
gene Bereiche zuru¨ckbleiben und der Kontrast der 6 mm-Sta¨bchenreihe abnimmt. (c) TV(2)-Bilder:
Bei UAF = 5 und UAF = 10 ist das Rauschen im Phantomko¨rper gut unterdru¨ckt, jedoch sinkt
gleichzeitig die Auflo¨sung. (d) AnaWeTV-Bilder: Die Auflo¨sung ist im Vergleich zu Gridding erho¨ht:
Bis auf UAF = 5 und UAF = 10 ist auch die kleinste Sta¨bchenreihe (4 mm) aufgelo¨st. Rauschen und
Artefakte werden in allen Bildern gut unterdru¨ckt. (e) Gridding-Bild mit Hammingfilter: Bei allen
UAF ist der Rauschpegel reduziert. Durch starkes blurring geht der Kontrast der Konzentrationsro¨hr-
chen und der Sta¨bchen verloren. Bei UAF = 10 werden die Unterabtastungsartefakte nicht komplett
unterdru¨ckt.
96 4 Ergebnisse
Die zugeho¨rigen Bildqualita¨tsparameter sind in Abbildung 4.31 aufgefu¨hrt. Der Rausch-
pegel, der bei ho¨heren UAF zusa¨tzlich das Ausmaß der Unterabtastungsartefakte erfasst,
steigt im Gridding-Bild etwa linear an. Bei ho¨herem UAF werden Rauschen und Artefakte
durch die anderen Rekonstruktionsmethoden sta¨rker reduziert. So steigt der Rauschpegel
zwar mit dem UAF an, aber nicht so stark wie bei der Gridding-Rekonstruktion. TV(2)-
und AnaWeTV-Bilder besitzen den niedrigsten Rauschpegel.
Bis einschließlich UAF = 5 bleibt der Kontrast im TV(2)&BM- und AnaWeTV-Bild kon-
stant, wobei er im AnaWeTV-Bild um 9 % ho¨her ist als im jeweiligen Gridding-Bild. Bei
UAF = 10 sinkt der Kontrast in allen Bildern unter den Wert des Gridding-Bildes: Im
AnaWeTV-Bild um 19 %, im TV(2)&BM-Bild um 44 %. Im TV(2)-Bild sinkt der Kontrast
bei UAF = 5 um 43 %, bei UAF = 10 um 84 %. Im Gridding-Bild mit Hammingfilter
ist der Kontrast bei allen UAF konstant: Er ist um 71 % geringer als der Kontrast des
Gridding-Bildes bei UAF = 1.
Der RMSE der Konzentrationswerte steigt in allen Rekonstruktionen mit dem UAF an.
Dabei ist der Fehler in den Hamming-gefilterten Bildern fast doppelt so groß wie bei Grid-
ding. Die iterativen Rekonstruktionsverfahren reduzieren den Fehler etwa auf die Ha¨lfte.
Dieser Wert ist unabha¨ngig von der verwendeten Regularisierung. Nur bei UAF = 10
nimmt der Fehler im TV(2)-Bild zu und wird gro¨ßer als der bei Gridding.
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Abbildung 4.31: Bildevaluationsparameter fu¨r die Rekonstruktionen aus Abbildung 4.30. Die ite-
rativen Rekonstruktionsverfahren und der Hammingfilter reduzieren den Rauschpegel. Zwar steigt er
mit dem UAF an, jedoch nicht so schnell wie im Gridding-Bild. Der Rauschpegel im TV(2)&BM-Bild
und im gefilterten Gridding-Bild ist vergleichbar, wa¨hrend er im TV(2)- und AnaWeTV-Bild etwas
niedriger liegt. Der Kontrast ist im AnaWeTV-Bild am ho¨chsten und sinkt erst bei UAF = 10. Das-
selbe gilt fu¨r das TV(2)&BM-Bild, dessen Kontrast etwas niedriger liegt. Der Kontrast im TV(2)-Bild
sinkt ab UAF = 5, wa¨hrend der Kontrast im Gridding-Bild mit Hammingfilter fu¨r alle UAF konstant
niedrig ist. Der Konzentrationsfehler ist in den Gridding-Bildern mit Hammingfilter ho¨her als ohne.
Dagegen wird er durch alle iterativen Rekonstruktionstechniken reduziert. Einzige Ausnahme hierbei
ist das TV(2)-Bild bei UAF = 10.
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4.2.7 Patientenmessungen
Die iterative TV(2)&BM- und AnaWeTV-Rekonstruktion wurde an Patientendaten fu¨r
zwei verschiedene Krankheitsbilder, bei denen die klinische Relevanz der 23Na-Bildgebung
erforscht wird, demonstriert. Es werden Rekonstruktionen fu¨r die In-vivo-23Na-MRT des
Kopfes bei einem Hirntumorpatienten und bei einem MS-Patienten vorgestellt.
Hirntumor
Bei 7 T wurden 23Na-Daten eines Glioblastom-Patienten (WHO-Grad IV; ma¨nnlich; Al-
ter: 60 Jahre) akquiriert. Die Messparameter waren: TE = 0,35 ms, TR = 160 ms, α= 90◦,
Gradientensta¨rkeG0 = 7,9 mT/m, t0 = 0,5 ms und Auslesezeit TRO = 10 ms. Mit dieser Gra-
dienteneinstellung wurde eine nominelle Auflo¨sung von (3 mm)3 in den Bildern erreicht. Es
wurden 4000 Projektionen gemessen, was einem UAF = 5 entspricht. In radialer Richtung
wurde das Nyquist-Kriterium (2.72) mit 384 Datenpunkten pro Projektion erfu¨llt. Die
Messdauer betrug 10 min 40 s. Bei dieser Repetitionszeit ist das resultierende 23Na-Bild
Spindichte-gewichtet.
Das 1H-Bild zur Bestimmung der anatomischen Wichtung wurde mit einer T1-gewichteten
MPRAGE-Sequenz bei 3 T als Bestandteil der klinischen Routineuntersuchung aufge-
nommen. Die Messung erfolgte in 3 min 43 s mit einer Auflo¨sung von (1 mm)3 und ei-
nem FOV von 238×238×160 mm3. Die restlichen Sequenzparameter waren: TE = 3,42 ms,
Abstand zweier Inversionspulse TR = 1,74 s, Inversionszeit TI = 1,0 s, α= 15◦, Bandbreite
180 Hz/Pixel.
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Abbildung 4.32: 1H -MPRAGE-Bild des Hirntumors und daraus bestimmte anatomische Wichtung
mit wmax = 35 fu¨r eine ausgewa¨hlte Schicht.
In Abbildung 4.32 ist eine Schicht des 1H-Bildes und die daraus bestimmten Wichtungs-
faktoren mit wmax = 35 in alle drei Raumrichtungen dargestellt. Die Registrierung des
1H-
Bildes erfolgt auf die Gridding-Rekonstruktion des 23Na-Bildes, das mit Zerofilling auf die
doppelte Matrixgro¨ße mit einer Voxelgro¨ße von (1,5 mm)3 rekonstruiert wird. Es werden
iterative Rekonstruktionen fu¨r 48/60 verschiedene Kombinationen an Wichtungsfaktoren
τBM und τTV(2)/τAnaWeTV durchgefu¨hrt. Aus diesen Bildern wird die beste TV
(2)&BM-
und AnaWeTV-Rekonstruktion durch subjektiven Vergleich der Bilder ausgesucht. Dabei
wird auf eine gute Rauschreduktion bei mo¨glichst geringem Strukturverlust geachtet.
Verschiedene Schichten dieser Bilder im Vergleich zur Gridding-Rekonstruktion (a) und
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dem 1H -MPRAGE-Bild (d) sind in Abbildung 4.33 zu sehen. Sowohl das TV(2)&BM-Bild
(b) als auch das AnaWeTV-Bild (c) besitzen einen deutlich reduzierten Rauschpegel im
Vergleich zum Gridding-Bild (a), wa¨hrend alle anatomischen Strukturen mit guter Auflo¨-
sung erhalten sind. Im AnaWeTV-Bild ist die Auflo¨sung der Liquoreinschlu¨sse gegenu¨ber
(a) erho¨ht. Durch das bessere SNR ko¨nnen Intensita¨tsschwankungen innerhalb des Tumors
vom Rauschen unterschieden werden.
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Abbildung 4.33: Ausgewa¨hlte Schichten der (a) Gridding-, (b) TV(2)&BM- und (c) AnaWeTV-
Rekonstruktion der 23Na-MRT eines Hirntumors (Glioblastom, WHO-Grad IV). (d) Registriertes
1HMPRAGE-Bild, aus dem die anatomische Wichtung fu¨r die AnaWeTV-Rekonstruktion gewonnen
wurde. Das ho¨here SNR im TV(2)&BM- und AnaWeTV-Bild erlaubt eine es, Intensita¨tsinhomogenita¨-
ten innerhalb des Tumors von Rauschen zu unterscheiden. Die feinen Strukturen der Liquoreinschlu¨sse
sind im AnaWeTV-Bild ho¨her aufgelo¨st und klarer abgegrenzt als im TV(2)&BM-Bild.
Die quantitative Bestimmung ortsaufgelo¨ster SNR-Werte (siehe Abbildung 4.34 und Ta-
belle 4.3) ergibt einen deutlichen SNR-Gewinn fu¨r beide iterativen Rekonstruktionsme-
thoden: Die SNR-Steigerung ist in WM mit 157 % am ho¨chsten, doch auch in der kleinen
Struktur der lateralen Ventrikel betra¨gt sie 55 %. Im AnaWeTV-Bild ist der SNR-Gewinn
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in WM ho¨her, im lateralen Ventrikel und im Tumorgewebe dagegen etwas geringer als im
TV(2)&BM-Bild.
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Abbildung 4.34: Ortsaufgelo¨ste SNR-Werte fu¨r eine Schicht der Rekonstruktionen aus Abbil-
dung 4.33. Das SNR in den beiden iterativ rekonstruierten Bildern ist etwa gleich groß und gegenu¨ber
dem Gridding-Bild deutlich erho¨ht.
Gridding TV(2)&BM AnaWeTV
SNR
WM
5,8 12,9 14,9
+122% +157%
LV
21,5 34,7 33,3
+61% +55%
Tumor
17,3 32,8 32,4
+90% +87%
Tabelle 4.3: Mittlere SNR-Werte in WM, den lateralen Ventrikeln und Tumorgewebe fu¨r die Rekon-
struktionen aus Abbildung 4.33. Der SNR-Gewinn durch die iterativen Rekonstruktionen ist deutlich,
jedoch strukturabha¨ngig. Er ist am ho¨chsten in WM und am niedrigsten in den lateralen Ventrikeln.
Das SNR im AnaWeTV-Bild ist in WM ho¨her, in den anderen Geweben geringfu¨gig niedriger als im
TV(2)&BM-Bild.
Multiple Sklerose
Bei 7 T wurden In-vivo-23Na-Daten des Kopfes eines MS-Patienten (ma¨nnlich; Alter:
43 Jahre) aufgenommen. Die Messparameter waren: TE = 0,3 ms, TR = 120 ms, α= 90◦,
Gradientensta¨rkeG0 = 7,9 mT/m, t0 = 0,5 ms und Auslesezeit TRO = 40 ms. Mit dieser Gra-
dienteneinstellung wurde eine nominelle Auflo¨sung von (3 mm)3 in den Bildern erreicht.
Es wurden 5000 Projektionen gemessen, was einem UAF = 4 entspricht. In radialer Rich-
tung wurde das Nyquist-Kriterium (2.72) mit 384 Datenpunkten pro Projektion erfu¨llt.
Die Messdauer betrug 10 min.
Zur Erzeugung der anatomischen Wichtungsfaktoren wurde eine 1H-Aufnahme der T1-
gewichteten MPRAGE-Sequenz verwendet, die als Bestandteil des klinischen Routinepro-
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tokolls bei 3 T gemessen wurde. Die Daten wurden in 3 min 43 s mit einer Auflo¨sung von
(1 mm)3 und einem FOV von 290×320×160 mm3 aufgenommen. Die restlichen Sequenzpa-
rameter waren: TE = 3,42 ms, Abstand zweier Inversionspulse TR = 1,74 s, Inversionszeit
TI = 1,0 s, α= 15◦, Bandbreite 180 Hz/Pixel.
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Abbildung 4.35: 1HMPRAGE Bild und anatomische Wichtungsfaktoren mit wmax = 30 fu¨r zwei
ausgewa¨hlte Schichten. Die Pfeile markieren zwei MS-La¨sionen, deren Umrisse in der anatomischen
A-priori-Information enthalten sind.
Abbildung 4.35 zeigt zwei Schichten des 1H-MPRAGE-Bildes und der daraus bestimm-
ten Wichtungsfaktoren mit wmax = 30. Wie im Falle des Hirntumor-Patienten wird das
MPRAGE-Bild zuvor auf die Gridding-Rekonstruktion mit Zerofilling auf eine Voxelgro¨ße
von (1,5 mm)3 registriert. Die iterative TV(2)&BM- und AnaWeTV-Rekonstruktion er-
folgt mit denjenigen Wichtungsfaktorkombinationen, die bei den Rekonstruktionen der
Hirntumordaten als optimal ausgewa¨hlt wurden.
Abbildung 4.36 zeigt das (a) Gridding-, (b) TV(2)&BM- und (c) AnaWeTV-Bild fu¨r die
beiden Schichten aus Abbildung 4.35. In den iterativ rekonstruierten Bildern ist das Rau-
schen deutlich reduziert. Auch die kleine MS-La¨sion, die im Gridding-Bild kaum vom Rau-
schen zu unterscheiden ist, erscheint klar abgegrenzt (oberer roter Pfeil). Im AnaWeTV-
Bild ist die Auflo¨sung der Liquoreinschlu¨sse erho¨ht und die kleine MS-La¨sion wird mit
weniger blurring dargestellt als im TV(2)&BM-Bild. Die SNR-Evaluation zeigt einen deut-
lichen Anstieg im Vergleich zum Gridding-Bild, der in WM deutlicher ausfa¨llt als im latera-
len Ventrikel. Der SNR-Gewinn im AnaWeTV-Bild ist dabei ho¨her als der im TV(2)&BM-
Bild.
4.2 Anatomisch gewichtete totale Variation 2. Ordnung 101
(a)    Gridding (b)    TV(2) & BM (c)    AnaWeTV
Abbildung 4.36: Ausgewa¨hlte Schichten der (a) Gridding-, (b) TV(2)&BM- und (c) AnaWeTV-
Rekonstruktion der 23Na-MRT des Kopfes eines MS-Patienten. Beide iterativen Verfahren fu¨hren zu
einem erho¨hten SNR. Die feinen Liquoreinschlu¨sse werden im AnaWeTV-Bild mit ho¨herem Kontrast
dargestellt als im Gridding- und TV(2)&BM-Bild. Die Pfeile markieren zwei MS-La¨sionen.
Gridding TV(2)&BM AnaWeTV
SNR
WM
5,5 10,8 12,8
+96% +133%
LV
21,5 32,4 33,3
+51% +55%
Tabelle 4.4: Mittlere SNR-Werte in WM und den lateralen Ventrikeln. Das SNR steigt durch die
iterativen Verfahren im Vergleich zum Gridding an. Dabei ist das SNR im AnaWeTV-Bild etwas
ho¨her als im TV(2)&BM-Bild.
5 Diskussion
Die 23Na-MRT kann bei verschiedenen Krankheitsbildern klinisch relevante funktionelle
Informationen liefern. Jedoch hat sie einige Limitationen:
• Durch die niedrige Konzentration der Na+-Ionen im Gewebe und geringere MR-
Sensitivita¨t ist das In-vivo-MR-Signal von 23Na etwa um einen Faktor 5 · 10−5 kleiner
im Vergleich zu 1H . Das fu¨hrt zu einem niedrigen SNR in 23Na-Bildern.
• Das niedrige SNR begrenzt die ra¨umliche Auflo¨sung, die in akzeptablen Messzeiten
erreicht werden kann. Je geringer die Auflo¨sung ist, desto sta¨rker werden die Bilder
durch Gibbs-Oszillationen beeintra¨chtigt.
• Fu¨r In-vivo-Messungen mit akzeptabler Messzeit ist ha¨ufig eine radiale Unterabtas-
tung der Daten erforderlich. In Gridding-Bildern fu¨hrt dies zu sto¨renden Streifenar-
tefakten.
• Die PSF wird zusa¨tzlich durch die schnelle T ∗2 -Relaxation des Signals verbreitert.
Gemeinsam mit dem niedrigen Auflo¨sungsvermo¨gen der Bilder kann es dadurch zu
starken Partialvolumeneffekten kommen.
• Filtermethoden wie die Anwendung eines Hammingfilters bei der Datenrekonstruk-
tion erho¨hen zwar das SNR und unterdru¨cken Gibbs-Oszillationen, fu¨hren jedoch zu
einer weiteren Verbreiterung der PSF. Damit versta¨rken diese Techniken den Parti-
alvolumeneffekt weiter.
Andererseits ist es mo¨glich, innerhalb weniger Minuten 1H-Bilder mit hoher Auflo¨sung,
hohem Kontrast und SNR aufzunehmen.
Das Hauptziel dieser Arbeit war die Entwicklung eines iterativen Rekonstruktionsverfah-
rens fu¨r die 23Na-MRT, das anatomische A-priori-Informationen aus der 1H-MRT ein-
bindet. Auf diese Weise sollte ein ho¨heres SNR und eine Unterdru¨ckung von Unterab-
tastungsartefakten und Gibbs-Oszillationen in den rekonstruierten 23Na-Bildern erreicht
werden. Gleichzeitig sollte die Auflo¨sung mo¨glichst gut erhalten bleiben und das Ausmaß
von Partialvolumeneffekten konstant gehalten oder verringert werden. Dadurch sollte es
mo¨glich werden, Natriumkonzentrationen genauer zu bestimmen. Eine weiteres Ziel war
die Entwicklung einer strukturierten und objektiven U¨berpru¨fung der Leistungsfa¨higkeit
des neuen Rekonstruktionsverfahrens.
Das Hauptziel wurde erreicht, indem die Bildrekonstruktion als regularisiertes Minimie-
rungsproblem formuliert wurde. Es wurde eine Zielfunktion aufgestellt, die neben einem
Datenkonsistenzterm verschiedene Regularisierungsterme enthielt und mit einem CG-Al-
gorithmus iterativ minimiert wurde. Vorwissen u¨ber die Sparsity des Bildes unter einer
Ableitungsoperation floss als TV(2)-Regularisierung in die Rekonstruktion ein. Daru¨ber
hinaus wurden anatomische A-priori-Informationen aus der 1H-MRT zur Formulierung
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einer BM-Regularisierung der Tra¨gerregion und einer anatomisch gewichteten TV(2)-Re-
gularisierung verwendet. Zur Evaluierung des Rekonstruktionsalgorithmus wurde ein si-
mulierter Kopfdatensatz entwickelt, an dem die Bildqualita¨t fu¨r Rekonstruktionen mit
verschiedenen Auflo¨sungen, UAF und Rauschniveaus strukturiert getestet werden konnte.
Es wurden der RMSE und die SSIM der Bilder berechnet, sowie Maße zur Abscha¨tzung
des Rauschniveaus und des Auflo¨sungsvermo¨gens entwickelt. Daru¨ber hinaus wurden orts-
aufgelo¨ste SNR-Werte berechnet und die Pra¨zision rekonstruierter Konzentrationswerte in
Simulationen und an Phantommessungen u¨berpru¨ft. Außerdem wurden die Rekonstrukti-
onstechniken an In-vivo-Daten von Probanden und Patienten demonstriert.
Mit dem entwickelten Rekonstruktionsverfahren konnte in vivo ein SNR-Gewinn von bis zu
157 % in WM erzielt werden. Anders als bei einem Hammingfilter blieben dabei Strukturen
mit hoher Auflo¨sung erhalten und die iterative Rekonstruktion fu¨hrte zu einer erho¨hten
SSIM und verringertem RMSE. Vor allem durch Verwendung der AnaWeTV-Regularisie-
rung konnten Intensita¨ten in kleinen Strukturen pra¨ziser bestimmt werden als im Grid-
ding-Bild. Diese Verbesserung trat auch bei stark unterabgetasteten Daten mit hohem
Rauschpegel ein. Es wurde gezeigt, dass der Algorithmus robust unter einer leichten Fehl-
registrierung der A-priori-Informationen ist. Bei Anwendung auf verschiedene Probanden
oder Patienten reichte eine einmalige Optimierung der Rekonstruktionsparameter aus, um
in allen Bildern eine vergleichbare Qualita¨tsverbesserung zu erreichen.
5.1 Iterative Rekonstruktion von 23Na-MR-Daten
Seit Einfu¨hrung des CS in die MRT durch [Lustig et al., 2007] wurde diese Technik in
vielen Bereichen der 1H-MRT angewendet und weiterentwickelt. Einige Beispiele sind die
dynamische Herzbildgebung [Gamper et al., 2008; Uecker et al., 2010], die Perfusionsbild-
gebung [Otazo et al., 2010], die Erstellung von Parameterkarten [Doneva et al., 2010] sowie
die gleichzeitige Rekonstruktion vieler Kontraste in einem iterativen Prozess [Bilgic et al.,
2011].
Fu¨r die Rekonstruktion der MR-Daten anderer Kerne wie 23Na wird das CS-Verfahren da-
gegen nur zo¨gerlich eingesetzt. Die gro¨ßte Schwierigkeit bei der iterativen Rekonstruktion
von 23Na-Daten (und bei den meisten anderen X-Kernen) ist das niedrige SNR: Anders als
die rauscha¨hnlichen Unterabtastungsartefakte, die durch fehlende Daten entstehen, liegt
das echte Rauschen auf den Rohdaten. Wird das SNR zu niedrig, kann der Datenkonsis-
tenzabgleich in (2.90) nicht mehr zuverla¨ssig erfolgen, da die Daten selbst zu fehlerhaft
sind. Der iterative Algorithmus schafft es in solchen Fa¨llen nicht, das sichtbare Rauschen
komplett zu unterdru¨cken, so dass dunkle
”
Lo¨cher“ im Bild verbleiben (siehe z.B. Abbil-
dungen 4.12(b), C.7).
Nach bestem Wissen der Autorin gibt es in der Literatur bislang nur drei weitere Vero¨f-
fentlichungen zur iterativen Rekonstruktion von 23Na-MR-Bildern. [Constantinides et al.,
1997] schlugen einen iterativen Algorithmus vor, der A-priori-Informationen eines hoch-
aufgelo¨sten anatomischen 1H-Bildes nutzt, um Gibbs-Oszillationen und Partialvolumen-
effekte im niedrigaufgelo¨sten 23Na-Bild zu reduzieren. Das 1H-Bild wird in verschiedene
Kompartimente segmentiert. Fu¨r jedes Kompartiment wird das erwartete 23Na-Sto¨rsignal
durch Partialvolumeneffekte und Gibbs-Oszillationen u¨ber eine Faltung mit der theore-
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tischen PSF abgescha¨tzt und vom Bild subtrahiert. In einem iterativen Prozess werden
auf diese Weise die hohen k-Raum-Frequenzen fu¨r das 23Na-Bild extrapoliert, wa¨hrend
die niedrigen k-Raum-Frequenzen in jedem Iterationsschritt auf die gemessenen Werte zu-
ru¨ckgesetzt werden. Da die 23Na-Bilder in diesem Beispiel mit einer kartesischen Sequenz
aufgenommen werden, ist ein direkter, linearer Wechsel zwischen Orts- und k-Raum mo¨g-
lich.
[Madelin et al., 2011] demonstrierten eine CS-Rekonstruktion an 23Na-Daten des Knie-
knorpels. Dazu verwendeten sie die Kombination aus einer TV(1)-Regularisierung und
einer Regularisierung der Sparsity im Bildraum bzw. unter einer Wavelettransformati-
on. Jedoch fu¨hrten sie den Datenkonsistenzabgleich dabei nicht mit den gemessenen 3D
Radialdaten durch, sondern mit den bereits interpolierten kartesischen Daten nach der
Gridding-Prozedur. Dieses Vorgehen ist nicht zu empfehlen, da diese interpolierten Daten
Fehler des Gridding-Vorgangs enthalten. Im Falle von Unterabtastung werden außerdem
die Bereiche, in denen keine Projektionen vorliegen, mit Nullen aufgefu¨llt. Durch den Da-
tenkonsistenzabgleich werden diese Nullen dann als echte Daten beibehalten, obwohl sie
eine schlechte Scha¨tzung des wahren k-Raumes an dieser Position sind. Wird der Daten-
konsistenzabgleich dagegen – wie in der vorliegenden Arbeit – mit den originalen radialen
Daten durchgefu¨hrt, kann der iterative Algorithmus die Lu¨cken im k-Raum sinnvoll auf
Grundlage der Regularisierungen erga¨nzen [Block et al., 2007]. [Madelin et al., 2011] zeigen
zudem ausschließlich In-vivo-23Na-Daten des Knieknorpels und testeten den Algorithmus
nicht an Phantomen oder Simulationen.
[Weinga¨rtner et al., 2011] stellten in einem Konferenzbeitrag eine CS-Rekonstruktion fu¨r
23Na-Daten vor, die mit einer 2D-CSI-Sequenz (Chemical Shift Imaging) aufgenommen
wurden. Dabei verwendeten sie zwei Regularisierungsterme: eine Regularisierung der Tra¨-
gerregion – vergleichbar mit der BM-Regularisierung dieser Arbeit –, die aus 1H-Bildern
abgeleitet wurde, und eine Beschra¨nkung der zugelassenen Bildintensita¨ten auf reelle Wer-
te. Bei unterabgetasteten Daten fu¨hrte eine Rekonstruktion mit diesem Ansatz zu einem
geringeren RMSE im Vergleich zu einer Rekonstruktion, bei der fehlende k-Raum-Werte
mit Nullen aufgefu¨llt wurden.
Damit stellt diese Arbeit die erste systematische Untersuchung eines iterativen CS-Algo-
rithmus fu¨r die dreidimensionale 23Na-MRT dar.
5.2 Rekonstruktion ohne anatomisches A-priori-Wissen
Bereits durch eine CS-Rekonstruktion mit reiner TV(2)-Regularisierung wird die Bildquali-
ta¨t der 23Na-Bilder deutlich verbessert: Unterabtastungsartefakte und Gibbs-Oszillationen
werden bei allen Datensa¨tzen wirkungsvoll unterdru¨ckt (siehe z.B. Abbildungen 4.5, 4.17).
Die gro¨ßte Rausch- und Artefaktreduktion wird in Bildern mit hoher Auflo¨sung erzielt
(Abbildung 4.10). Hier ist auch der RMSE im Vergleich zu Gridding-Rekonstruktionen
deutlich reduziert (Abbildung 4.7).
Die Parameterstudie am simulierten Kopf mit verschiedenen Auflo¨sungen, Unterabtastun-
gen und Rauschpegeln zeigt, dass bei einem UAF = 4 der Kontrast der TV(2)-Bilder im
Vergleich zum jeweiligen Gridding-Bild nachla¨sst (Abbildung 4.9). Diese Kontrastabnahme
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entsteht durch einen Auflo¨sungsverlust in den Bildern, der mit abnehmender Auflo¨sung der
Datensa¨tze zunimmt (deutlich zu sehen in Abbildung 4.13). Eine verringerte Auflo¨sung ist
auch bei den Probandenmessungen (UAF = 2) zu beobachten, wo der Kontrast der latera-
len Ventrikel im Mittel um (12,0±5,3)% bezu¨glich Gridding abnimmt (Abbildungen 4.17
und 4.18(c)). In der Phantommessung zeigt sich dasselbe Verhalten bei steigendem UAF
(4.30 und 4.31(b)).
Die Ergebnisse bei hoher Auflo¨sung und hohem SNR entsprechen den Erwartungen aus CS-
Rekonstruktionen mit TV-Regularisierung in der 1H-MRT [Block et al., 2007; Lustig et al.,
2007]. Das Verhalten einer solchen Rekonstruktion bei Datensa¨tzen mit niedrigem SNR
und niedriger Auflo¨sung ist dagegen kaum in der Literatur beschrieben. Insbesondere gibt
es bislang keine systematische Untersuchung von CS-Rekonstruktionen bei verschiedenen
Auflo¨sungen und Rauschpegeln, wie sie in dieser Arbeit vorgestellt wird.
Es gibt mehrere Publikationen, bei denen eine Kombination aus TV(1)- und Wavelet-Regu-
larisierung (u¨bernommen von [Lustig et al., 2007]) fu¨r die Rekonstruktion von Messungen
mit hyperpolarisierten Kernen eingesetzt wurde. [Ajraoui et al., 2010] untersuchten die
CS-Rekonstruktion bei unterabgetasteter 3He-MRT der Lunge bei einer Auflo¨sung von
5,9×5,9×10 mm3. In U¨bereinstimmung mit den oben beschriebenen Ergebnissen stellten
sie einen Verlust von Bilddetails bei steigendem UAF fest. Außerdem stieg der Rekon-
struktionsfehler bei sinkendem SNR der Daten. Durch den verringerten Artefaktpegel und
das erho¨hte SNR konnte die Messzeit jedoch um einen Faktor 4 reduziert werden. [Hu
et al., 2008, 2010] wandten die CS-Rekonstruktion auf hyperpolarisierte 13C-MRSI-Daten
an. Bei ihren Messungen stand ausreichend SNR zur Verfu¨gung, so dass die iterative Re-
konstruktion fu¨r eine Beschleunigung der Messung bzw. eine ho¨here ra¨umliche Auflo¨sung
der Datensa¨tze verwendet werden konnte. Da der Fokus bei diesen Rekonstruktionen auf
der Qualita¨t der erhaltenen Spektren lag, ist ein Vergleich mit den Ergebnissen dieser
Arbeit schwierig.
5.2.1 TV(2) versus TV(1)
Es ist bekannt, dass die TV(1) zu einer comic-artigen Darstellung von Strukturen in den
Bildern fu¨hren kann [Block et al., 2007; Knoll et al., 2011]. Aus diesem Grund wurde in
dieser Arbeit eine TV(2) verwendet, um Intensita¨tsgradienten korrekt rekonstruieren zu
ko¨nnen. Der Unterschied zwischen beiden Methoden wird in Abbildung 4.15 demonstriert.
Der unnatu¨rliche Stufeneffekt wird dadurch hervorgerufen, dass die TV(1) fla¨chige Bereiche
konstanter Intensita¨t rekonstruiert. Er versta¨rkt sich bei Rekonstruktionen von Daten mit
geringerer Auflo¨sung, wo die U¨berga¨nge zwischen verschiedenen Gewebetypen durch den
Partialvolumeneffekt verbreitert sind.
Bei hoch aufgelo¨sten 1H-Daten erzielt auch die TV(1) gute Ergebnisse [Lustig et al., 2007].
[Block et al., 2007] empfehlen jedoch auch hier die Verwendung der TV(2). Eine ausgefeil-
tere Methode zur Vermeidung der Stufeneffekte durch die TV(1) ist die verallgemeinerte
totale Variation zweiter Ordnung (engl. second order Total Generalized Variation, TGV)
[Knoll et al., 2011]. Dabei wird die TV zu einem eigenen Minimierungsproblem verall-
gemeinert, das in jedem Iterationsschritt zusa¨tzlich gelo¨st werden muss. In dieser Arbeit
106 5 Diskussion
wurde die TV(2) der TGV vorgezogen, da die zusa¨tzliche Minimierung einen weiteren
Rechenaufwand und damit la¨ngere Rekonstruktionszeiten erfordert.
5.3 Unspezifisches anatomisches Vorwissen: Die Tra¨gerregion
5.3.1 Kombination aus TV(2) und BM-Regularisierung
Das Nachlassen der Bildqualita¨t in den Rekonstruktionen mit alleiniger TV(2)-Regula-
risierung bei hohem UAF kann durch eine zusa¨tzliche BM-Regularisierung kompensiert
werden. Die TV(2)&BM-Bilder besitzen eine ho¨here SSIM und niedrigeren RMSE als die
TV(2)- und Gridding-Bilder (Abbildungen 4.7 und 4.8). Die Auflo¨sung nimmt im Ver-
gleich zum Gridding nicht oder nur leicht ab. Die Unterschiede zwischen TV(2)&BM- und
TV(2)-Bildern sind bei niedrigen Auflo¨sungen und UAF ≥ 4 am deutlichsten (Abbildun-
gen 4.9, 4.13 und 4.30).
Die Tra¨gerregion entha¨lt die einfachste Form anatomischer Informationen – die Position
und damit den Umriss des Objektes, das abgebildet wird. Doch obwohl diese Regulari-
sierung keine Informationen u¨ber die innere Struktur des Objektes entha¨lt, werden kleine
Strukturen mit ho¨herem Kontrast rekonstruiert als ohne sie. Bereits Mitte der 90er Jahre
verwendeten [Plevritis und Macovski, 1995a,b] eine solche Tra¨gerregion als Regularisie-
rung fu¨r die Rekonstruktion von MRSI-Daten. In U¨bereinstimmung mit den Ergebnissen
dieser Arbeit wiesen sie eine verbesserte Auflo¨sung nach und zeigten, dass diese Methode
auch bei starkem Rauschen in den Daten robust ist.
Eine a¨hnliche Form der Regularisierung schlugen ku¨rzlich [Ajraoui et al., 2012] fu¨r die CS-
Rekonstruktion von MR-Messungen der Lunge mit hyperpolarisiertem 3He-Gas vor. Dabei
wird die Bina¨rmaske x0 aus einer invertierten
1H-Aufnahme des Lungengewebes u¨ber ein
Schwellwertverfahren gewonnen. Diese anatomische A-priori-Information wird durch eine
Koordinatentransformation des Bildes x und des Datensatzes y,
x→ x− αx0 (5.1)
y → y − αAx0, (5.2)
in die CS-Rekonstruktion1 eingebracht, wobei α als Wichtungsparameter optimiert werden
muss. Ihre Untersuchungen deuten ebenfalls auf eine verbesserte Auflo¨sung der Bilder im
Vergleich zur reinen CS-Rekonstruktion hin. Diese wird jedoch nur qualitativ am Beispiel
eines In-vivo-Datensatzes mit UAF = 3 in einer Schicht demonstriert und nicht weiter
untersucht.
Auch [Weinga¨rtner et al., 2011] leiteten die Objektposition aus einem 1H-Bild ab, um die
Tra¨gerregion in einer CS-Rekonstruktion von 23Na-Daten aus 2D-CSI-Messungen zu rekon-
struieren. Allerdings verwendete dieser Algorithmus keine TV und es wird kein Vergleich
mit einer Rekonstruktion ohne Tra¨gerregion angestellt.
1Die CS-Rekonstruktion verwendet wie in [Ajraoui et al., 2010] eine Kombination aus TV(1)- und
Wavelet-Regularisierung
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Die zusa¨tzliche BM-Regularisierung bringt keine Nachteile mit sich und erfordert nur wenig
Rechenleistung. Daher empfiehlt es sich, in jeder Rekonstruktion eine Kombination aus
TV(2) und BM-Regularisierung anstelle einer reinen TV(2) zu verwenden.
5.3.2 Reine BM-Regularisierung
Bilder, die mit einer reinen BM-Regularisierung rekonstruiert werden, besitzen eine deut-
lich niedrigere Bildqualita¨t als solche mit zusa¨tzlicher TV(2). Zwar ist der Kontrast der
Bilder gut erhalten, doch der Rausch- und Artefaktpegel wird nur bei Datensa¨tzen mit
hoher Auflo¨sung bzw. hohem UAF etwas reduziert (siehe Abbildungen 4.5, 4.10 und Ab-
bildungen in Anhang C).
Da die BM-Regularisierung keine Filterfunktion ausu¨bt, kann nur in Kombination mit der
TV(2) ein deutlich erho¨htes SNR in den Bildern erzielt werden.
5.4 Anatomisch gewichtete Totale Variation 2. Ordnung
Die Rekonstruktion eines Bildes aus einem unterabgetasteten Datensatz stellt ein mathe-
matisch unterbestimmtes Problem dar, das unendlich viele Lo¨sungen besitzt. Die Aufgabe
der Regularisierungsterme bei der iterativen Rekonstruktion ist es, den Lo¨sungsraum so
einzuschra¨nken, dass eine mo¨glichst gute Lo¨sung gefunden wird – also ein Bild rekon-
struiert wird, dass die Realita¨t so gut wie mo¨glich wiedergibt. Je genauer die A-priori-
Informationen sind, die in die Regularisierungsterme einfließen, desto besser sollte das
rekonstruierte Bild den Anspru¨chen genu¨gen.
Die in dieser Arbeit vorgestellte AnaWeTV verwendet Informationen aus hoch aufgelo¨sten
1H-Bildern mit hohem SNR. Dabei wird die Eigenschaft genutzt, dass sowohl in 23Na- als
auch in 1H-Aufnahmen Intensita¨tsa¨nderungen in erster Linie an U¨berga¨ngen zwischen ver-
schiedenen Gewebetypen auftreten. Da die zugrunde liegende Anatomie fu¨r beide Isotope
dieselbe ist, ko¨nnen Informationen u¨ber Gewebegrenzen aus der 1H-MRT fu¨r eine Re-
gularisierung der 23Na-MRT genutzt werden2. Die TV(2) bestraft Intensita¨tsunterschiede
zwischen benachbarten Voxeln. In der AnaWeTV wird der Strafterm durch anatomische
Wichtung so angepasst, dass Intensita¨tsunterschiede dann nicht bzw. weniger bestraft wer-
den, wenn sie an der Position einer bekannten Gewebegrenze auftreten. Die Rekonstruk-
tion bevorzugt also Intensita¨tsu¨berga¨nge im 23Na-Bild am Rand bekannter anatomischer
Strukturen.
Die anatomischen A-priori-Informationen u¨ber Gewebegrenzen, die mit einer erho¨hten
Auflo¨sung von (1,5 mm)3 vorlagen, helfen bei der Extrapolation hoher k-Raum-Frequenzen.
Dadurch werden steile Intensita¨tsu¨berga¨nge an der Position bekannter Gewebegrenzen be-
gu¨nstigt. Dies fu¨hrt zu einer erho¨hten Auflo¨sung in den rekonstruierten Bildern, die gleich-
zeitig einen erho¨hten Kontrast und verringerte Partialvolumeneffekte mit sich bringt (siehe
z.B. Abbildungen 4.20, 4.33 und Tabelle 4.2). Der RMSE sinkt und die SSIM steigt.
2In dieser Arbeit wird die AnaWeTV auf MR-Daten des Kopfes angewandt. Die A¨nderung der Anatomie
des Gehirns ist in der Regel auch dann vernachla¨ssigbar, wenn MR-Aufnahmen im Abstand weniger Tage
erfolgen. Außerdem ko¨nnen Aufnahmen des Gehirns gut registriert werden.
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5.4.1 Vergleich mit der anatomisch gewichteten quadratischen
Regularisierung
Ausgangspunkt fu¨r die Entwicklung der AnaWeTV war der Algorithmus von [Haldar et al.,
2007], der eine quadratische Regularisierung verwendet, die in Bereichen mit hoher Kon-
fidenz eines Gewebeu¨bergangs weniger stark gewichtet wird (AnaWeQR). Die hier entwi-
ckelte AnaWeTV u¨bernimmt die Idee der anatomischen Wichtungsfaktoren, die direkt aus
einem registrierten 1H-Bild mit hohem SNR gewonnen werden. Allerdings wurde in dieser
Arbeit die quadratische Regularisierung durch eine TV(2) ersetzt. Daru¨ber hinaus wurde
die Berechnung der anatomischen Wichtungsfaktoren angepasst: Hier wurde die Konfi-
denz einer Gewebegrenze aus der Ableitung des Referenzbildes bestimmt und nicht aus
dem Quadrat der Finiten Differenzen. Daru¨ber hinaus wurden die Wichtungsfaktoren nor-
miert und mit einem Faktor 0,1 modifiziert, um den Einfluss der A-priori-Informationen
zu versta¨rken.
Die quadratische Regularisierung entspricht der l2-Norm der Ableitung des Bildes, wa¨h-
rend bei der TV(1)-Regularisierung die l1-Norm der Ableitung gebildet wird. Wie in Ka-
pitel 2.4.3 und Abbildung 2.9 erla¨utert wird, fu¨hrt eine Minimierung der l2-Norm nicht zu
einem sparsen Ergebnis. Als Folge werden Strukturen, fu¨r die keine A-priori-Information
vorliegt, durch die AnaWeQR stark gegla¨ttet. Bei einer CS-Rekonstruktion mit anato-
misch gewichteter TV(1) oder TV(2) bleiben dagegen auch unbekannte Strukturen mit
hohem Kontrast erhalten. Dieser Unterschied zwischen AnaWeQR- und AnaWeTV-Bild
ist in Abbildung 4.29 deutlich zu sehen.
Zum gleichen Ergebnis gelangen [Haldar et al., 2007], die in ihrer Publikation einen Ver-
gleich zwischen der quadratischen Regularisierung und einer TV(1) anbringen. Obwohl
letztere eine ho¨here Auflo¨sung von Strukturen ohne A-priori-Informationen bietet, bevor-
zugen die Autoren die quadratische Regularisierung. Sie begru¨nden dies mit der Nichtli-
nearita¨t der TV(1), die eine mathematische Beschreibung erschwere. Sie fu¨hren außerdem
an, dass bei den gezeigten TV(1)-Bildern die rekonstruierten Strukturen und Kanten ha¨u-
fig nicht mit tatsa¨chlichen Kanten u¨bereinstimmten (siehe Abbildung 7 in [Haldar et al.,
2007]).
Diese
”
falschen“ Strukturen in den gezeigten Bildern ru¨hren von ausgepra¨gten comic-
artigen Stufenatefakten her, die auf eine u¨berma¨ßig starke Wichtung der TV(1) im Ver-
gleich zum Datenkonsistenzterm zuru¨ckgefu¨hrt werden ko¨nnen. Dieser Effekt wird in der
hier pra¨sentierten AnaWeTV durch die Verwendung von Ableitungstermen zweiter Ord-
nung in einer TV(2)vermieden. Gleichzeitig bleibt die kantenerhaltende Eigenschaft der
TV(1) bestehen. Dadurch besitzen AnaWeTV-Bilder eine ho¨here Auflo¨sung als AnaWeQR-
Bilder ohne den negativen Effekt
”
falscher“ Strukturen.
Im Vergleich mit anderen Ansa¨tzen zur Einbindung anatomischer A-priori-Informationen
wie [Hu et al., 1988; Liang und Lauterbur, 1991; Plevritis und Macovski, 1995a; Constan-
tinides et al., 1997; Eslami und Jacob, 2010] beno¨tigt die AnaWeTV keine Segmentierung
der Daten, was den Algorithmus weniger fehleranfa¨llig macht.
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5.5 Datensa¨tze mit niedriger Auflo¨sung
5.5.1 Datenextrapolation
Niedrig aufgelo¨ste Bilder bestehen aus einer geringen Anzahl an Pixeln mit großer Kanten-
la¨nge. In Abbildung 3.4 wird demonstriert, dass die Wahrnehmung von Strukturen solcher
Bilder erschwert ist. In der Natur gibt es keine kantigen oder pixeligen Strukturen. Aus
diesem Grund funktioniert die Mustererkennung des menschlichen Gehirns deutlich bes-
ser, wenn das Bild auf eine gro¨ßere Matrix interpoliert wird. Die traditionelle Methode des
Zerofilling in Anschluss an die Rekonstruktion fu¨hrt dabei zu Gibbs-Oszillationen in den
interpolierten Bildern, die mit sinkender Auflo¨sung des Ausgangsbildes sto¨render werden
(siehe Kapitel 2.2.4). Diese treten auch auf, wenn das Bild vorher iterativ auf die klei-
ne Matrixgro¨ße rekonstruiert wurde. Eine Unterdru¨ckung dieser Gibbs-Oszillationen kann
erfolgen, wenn die iterative Rekonstruktion direkt auf die gro¨ßere Matrix erfolgt (siehe
Abbildung 4.14). Die fehlenden hohen k-Raum-Frequenzen werden dabei auf Grundlage
der Regularisierungsterme extrapoliert [Block, 2008]. Je niedriger die Auflo¨sung des Bildes
ist, umso mehr profitiert es von der Datenextrapolation.
5.5.2 Tra¨gerregion bei niedriger Auflo¨sung
Je geringer die Auflo¨sung des Datensatzes ist, desto sta¨rker tritt in den TV(2)&BM-Bildern
die Form der verwendeten Bina¨rmaske als scharfe Kante hervor (siehe Abbildung 4.13).
Das spill-in und spill-out durch die Faltung mit der PSF fu¨hrt in Rekonstruktionen ohne
BM zu einer Verwischung der Intensita¨t am Kopfrand. Dadurch fa¨llt die Intensita¨t erst
u¨ber mehrere Voxel auf den Wert des Untergrundes ab und ein Teil der Intensita¨t wird in
Voxeln außerhalb der eigentlichen Kopfposition abgebildet. A¨hnlich wie im Falle einer zu
kleinen BM (Abbildung 4.16 und Diskussion 5.9.1) zwingt die BM-Regularisierung diese
Intensita¨t ins Innere der Bina¨rmaske und damit ins Innere des Kopfes. Dadurch entsteht
ein steiler Intensita¨tsabfall am Rand der Bina¨rmaske. Da das blurring mit zunehmender
Halbwertsbreite der PSF zunimmt, tritt dieser Effekt bei niedrigen Auflo¨sungen versta¨rkt
auf.
Die scharfe Begrenzung des Kopfes in den TV(2)&BM-Bildern fu¨hrt vor allem bei niedrigen
Auflo¨sungen zu einer hohen SSIM in diesem Bereich. Das erkla¨rt den deutlichen Anstieg
der mittleren SSIM, die u¨ber das ganze Bild berechnet wird, bei sinkender Auflo¨sung der
Bilder (siehe Abbildung 4.8).
5.5.3 AnaWeTV bei niedriger Auflo¨sung
Der Auflo¨sungsgewinn durch die AnaWeTV versta¨rkt sich bei Datensa¨tzen mit niedriger
Auflo¨sung in Strukturen mit A-priori-Information (siehe Abbildungen 4.22 und 4.23). In
den großen Strukturen der lateralen Ventrikel wird der Partialvolumeneffekt sichtbar redu-
ziert. Kleinere Strukturen, die bei dieser Auflo¨sung im TV(2)&BM-Bild ohne anatomische
Wichtung kaum noch zu erkennen sind, werden im AnaWeTV-Bild scharf abgegrenzt und
mit hohem Kontrast abgebildet. Dies kann vor allem beim Datensatz mit (6 mm)3 Auf-
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lo¨sung in Abbildung 4.23 ku¨nstlich wirken. Bei einem so großen Auflo¨sungsunterschied
zwischen Referenzbild und Datensatz ist es schwer zu beurteilen, ob Strukturen nur durch
A-priori-Informationen entstehen oder tatsa¨chlich in den Daten enthalten sind. Wenn es
sich bei der Aufnahme um bekannte Strukturen handelt – wie beispielsweise im Gehirn die
Liquoreinschlu¨sse, GM und WM –, ist die Anwendung der AnaWeTV zur Verringerung
des Partialvolumeneffekts gerechtfertigt. Andernfalls sollte die AnaWeTV nicht oder nur
mit großer Vorsicht eingesetzt werden.
Die Verwendung eines Referenzbildes mit niedrigerer Auflo¨sung als (1,5 mm)3 wurde in
dieser Arbeit nicht getestet. In diesem Fall kann bereits die Bildqualita¨t des Referenzbildes
durch Gibbs-Oszillationen und starke Partialvolumeneffekte beeintra¨chtigt sein. [Atkinson
et al., 2008] verwendeten den Algorithmus von [Haldar et al., 2007] fu¨r die Rekonstruktion
niedrig aufgelo¨ster 17O-MR-Daten, wobei anatomische A-priori-Informationen aus ho¨her
aufgelo¨sten 23Na-Bildern gewonnen wurden. Allerdings wurden die Ergebnisse nicht durch
Simulationen oder Phantommessungen verifiziert.
5.5.4 Anwendung bei anderen Isotopen
Neben 23Na ko¨nnte auch die MRT anderer Elektrolyte wie 37Cl oder 39K wichtige physiolo-
gische Informationen liefern. Erste In-vivo-Messungen haben die Realisierbarkeit der 37Cl-
und 39K-MRT trotz niedriger MR-Sensitivita¨t (siehe Tabelle 2.2) demonstriert [Kirsch
et al., 2010; Nagel et al., 2013; Augath et al., 2009; Umathum et al., 2013]. Durch das
niedrige SNR ko¨nnen solche Bilder nur mit einer geringen Auflo¨sung der Gro¨ßenordnung
(6–10 mm)3 aufgenommen werden. Die Ergebnisse dieser Arbeit zeigen, dass die iterative
Rekonstruktion auch bei diesen Auflo¨sungen eine verbesserte Bildqualita¨t, insbesonde-
re durch reduzierte Gibbs-Oszillationen, liefert. Allerdings fa¨llt der relative Unterschied
zur Gridding-Rekonstruktion bei sinkender Auflo¨sung geringer aus. Beide Isotope besit-
zen einen Spin von 32 , weshalb sich eine Messung mit der 3D-DAPR-Sequenz anbietet.
So gemessene Daten ko¨nnen direkt mit dem hier pra¨sentierten Rekonstruktionsverfahren
rekonstruiert werden.
5.6 Auswahl optimaler Rekonstruktionsparameter
Wie in Abbildung 4.3 gezeigt wird, a¨ndert sich die Bildqualita¨t in Abha¨ngigkeit der Wich-
tungsfaktoren τBM und τTV(2) nur langsam. Dabei ist der Einfluss von τTV(2) etwas sta¨rker.
Daru¨ber hinaus lagen die Wichtungsparameter fu¨r alle Datensa¨tze trotz unterschiedlichen
Auflo¨sungen, UAF und Rauschpegeln in einem a¨hnlichen Bereich. Das erleichtert die Op-
timierung der Wichtungsparameter fu¨r verschiedene Messprotokolle.
Abbildung 4.4 zeigt die Auswirkung verschieden starker TV(2)-Wichtung auf das rekon-
struierte Bild (siehe auch [Block et al., 2007]). Bei zu schwacher Wichtung ist die Rausch-
und Artefaktreduktion im Bild nicht ausreichend und die Bildqualita¨t wird durch nied-
riges SNR und Artefakte beeintra¨chtigt. Eine zu starke Wichtung fu¨hrt zu u¨berma¨ßiger
Gla¨ttung des Bildes, die mit einem Strukturverlust verbunden ist. Auch bei zu starker
Wichtung der AnaWeTV gehen Strukturen, fu¨r die keine A-priori-Informationen vorlie-
gen, verloren (Abbildung 4.22).
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Die Optimierung der Wichtungsfaktoren ist eine Abwa¨gung zwischen einem reduzierten
Rausch- und Artefaktpegel (also einem erho¨hten SNR) und einem mo¨glichst geringen
Auflo¨sungs- und Kontrastverlust. Dieser Abwa¨gungsprozess wurde im Falle der simulier-
ten Datensa¨tze und des gemessenen Phantoms quantitativ u¨ber den kombinierten Fehler
RESim bzw. REPhantom ausgedru¨ckt. Die Definition des Fehlers ist dabei nur eine von vie-
len mo¨glichen und damit eine willku¨rliche Wahl. Jedoch liefert sie optisch – und damit
subjektiv – gute Ergebnisse.
Im Falle der In-vivo-Messungen wurde die Auswahl der optimalen Parameter ohne Opti-
mierung eines quantitativen Parameters vorgenommen. Stattdessen wurde die subjektiv
beste Rekonstruktion ausgewa¨hlt, wobei auf Auflo¨sung und Rauschpegel in den Bildern
geachtet wurde. Erst im Nachhinein wurde das SNR und der Kontrastverlust dieser Bilder
bestimmt.
Beide Vorgehensweisen fu¨hren zu einem vergleichbaren SNR-Gewinn in den Bildern (sie-
he auch Diskussion Kapitel 5.7.1), was eine Optimierung der Rekonstruktionsparameter
durch subjektive Bildbeurteilung rechtfertigt. Im Falle der AnaWeTV-Bilder besitzt die
Optimierung u¨ber den kombinierten Fehler außerdem den Nachteil, dass eine u¨berma¨ßi-
ge AnaWeTV besser bewertet wird als eine moderate, obwohl Bilddetails verloren gehen
(siehe Abbildung 4.22). Hier ist eine optische Kontrolle der Rekonstruktion zu bevorzugen.
Das wichtigste Ergebnis ist die Robustheit der Parameter bei Datensa¨tzen verschiedener
Probanden: Es ist mo¨glich, die Rekonstruktionsparameter fu¨r ein bestimmtes Messproto-
koll einmal zu optimieren, und dann fu¨r alle In-vivo-Messungen zu verwenden. Fu¨r einen
klinischen Einsatz eines iterativen Rekonstruktionsverfahrens ist diese Robustheit von ent-
scheidender Bedeutung. Im Falle der Patientenmessung fu¨hrten die Wichtungsparameter,
die am Datensatz des Hirntumors optimiert wurden, zu sehr guten Ergebnissen beim Da-
tensatz des MS-Patienten. Dabei wurden die Daten des Hirntumors mit UAF = 5, die des
MS-Patienten mit UAF = 4 aufgenommen.
5.7 Bildevaluation
Nach wie vor gibt es in der Literatur kein einheitliches Verfahren zur Bildevaluation. Die
meisten Verfahren zu einer Bewertung der Bildqualita¨t stammen aus dem Bereich der
Bildkompressionstechnik. Allerdings gelten fu¨r die quantitative Bewertung von diagnosti-
schen Bildern medizinische Argumente und nicht a¨sthetische, wie etwa fu¨r die Beurteilung
fotografischer Aufnahmen. Die grundlegende Frage ist, welche Aspekte des Bildes fu¨r ei-
ne Befundung durch den Radiologen relevant sind. Eine quantitative Bestimmung von
Konzentrationen ist auf einem Bild mit niedrigem SNR sinnvoller als auf einem gefilter-
ten Bild mit hohem SNR, aber gro¨ßeren Partialvolumeneffekten. Andererseits kann ein
hohes SNR entscheidend sein, wenn Strukturen erkannt werden sollen, die sonst von Rau-
schen u¨berdeckt wu¨rden. Eine weitere Schwierigkeit besteht darin, dass die menschliche
Wahrnehmung ein komplizierter und nichtlinearer Mechanismus ist. Es gibt nicht das eine
Maß, mit dem die Bildqualita¨t fu¨r jede Anwendung beurteilt werden kann. Aus diesem
Grund wurden in dieser Arbeit verschiedene Maße zur Beurteilung herangezogen, um alle
relevaten Aspekte des Bildes zu beru¨cksichtigen.
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5.7.1 Berechnung ortsabha¨ngiger SNR-Werte
In dieser Arbeit wurden zum ersten Mal ortsabha¨ngige SNR-Werte fu¨r eine iterative Re-
konstruktionstechnik pra¨sentiert. Der iterative Rekonstruktionsprozess ist nichtlinear und
strukturabha¨ngig, wodurch der Rauschpegel im Bild ortsabha¨ngig wird. Aus diesem Grund
kann das SNR nicht mehr traditionell u¨ber zwei ROIs berechnet werden [Constantinides
et al., 1997; Dietrich et al., 2007]. In dieser Arbeit wurde das Pseudo-Multireplikverfahren
[Robson et al., 2008] verwendet, um SNR-Werte pixelweise zu berechnen.
Die Standardabweichung u¨ber 100 Repliken zeigt bei allen Rekonstruktionen mit TV(2)
ein ho¨heres Rauschniveau an Intensita¨tsu¨berga¨ngen als in Bereichen konstanter Intensita¨t
(siehe Abbildungen 4.6 und 4.21). Das passt zur Eigenschaft der TV als kantenerhaltender
Filter, wegen der sie auch zur Rauschreduktion in Digitalbildern eingesetzt wird [Rudin
et al., 1992]. Durch dieses Verhalten wird der SNR-Gewinn im Vergleich zum Gridding-
Bild – wo der Rauschpegel u¨ber das gesamte Bild konstant ist – ortsabha¨ngig: Er ist am
ho¨chsten in Bereichen konstanter Intensita¨t und am geringsten in kleineren Strukturen,
die aus wenigen Voxeln bestehen.
Die AnaWeTV versta¨rkt die ra¨umlichen Unterschiede im Rauschpegel weiter (Abb, 4.21).
An Gewebeu¨berga¨ngen, fu¨r die A-priori-Informationen vorliegen, wird das Bild nicht ge-
gla¨ttet und der Rauschpegel bleibt im Vergleich zum Gridding-Bild unvera¨ndert. In Be-
reichen konstanter Intensita¨t zwischen Gewebegrenzen ist der Gla¨ttungseffekt durch die
AnaWeTV dafu¨r noch sta¨rker ausgepra¨gt als im TV(2)&BM-Bild.
Bei der Messung an acht gesunden Probanden wird in den TV(2)-Bildern ein mittlerer
SNR-Zuwachs von (46±3)% in WM und von (14,9±11,2)% im lateralen Ventrikel gefunden,
was sehr gut mit den Ergebnissen fu¨r den simulierten Kopfdatensatz ((4 mm)3, UAF = 2,
Rauschpegel 2) u¨bereinstimmt. Der SNR-Anstieg ist in den TV(2)&BM-Bildern der In-
vivo-Daten geringer. Der ho¨here SNR-Gewinn in den TV(2)-Bildern ist jedoch direkt mit
einem Verlust an Kontrast in den lateralen Ventrikeln verknu¨pft, der etwa doppelt so groß
ist wie der in den TV(2)&BM-Bildern (siehe Abbildung 4.18).
Die starke Schwankung des SNR-Gewinns im lateralen Ventrikel fu¨r verschiedene Pro-
banden la¨sst sich auf anatomische Unterschiede zuru¨ckfu¨hren. Die Gro¨ße der lateralen
Ventrikel kann individuell sehr unterschiedlich sein. Wie oben diskutiert wurde, ha¨ngt
der SNR-Zuwachs direkt mit der Gro¨ße der betrachteten Struktur zusammen: Je kleiner
die Ausdehnung der lateralen Ventrikel ist, desto geringer ist der SNR-Gewinn, da keine
Gla¨ttung der Kanten stattfindet.
Im AnaWeTV-Bild ist das SNR noch ho¨her als bei den iterativen Verfahren ohne anato-
mische Wichtung. In WM wird sogar ein ho¨heres SNR als im Hamming-gefilterten Grid-
ding-Bild erreicht (siehe Tabelle 4.2). Dabei bleibt der Kontrast in den lateralen Ventrikeln
erhalten. Im Vergleich dazu fu¨hrt der Hammingfilter zwar zu einem ho¨heren SNR kleiner
Strukturen, doch gleichzeitig zu einem deutlichen Kontrastverlust um 30 % in den lateralen
Ventrikeln.
Die Ortsabha¨ngigkeit des SNR-Gewinns ist kein Nachteil. Durch die geringere Mittlung im
Bereich der Kanten bleiben Kontrast und Auflo¨sung besser erhalten als bei einem Ham-
mingfilter, der zu einer homogenen Rauschreduktion fu¨hrt (siehe Abbildung 4.21(b)). Wie
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in Kapitel 5.7.3 diskutiert wird, ist die menschliche Wahrnehmung des SNR vom Bildinhalt
abha¨ngig. In Bereichen konstanter Intensita¨t wird ein niedriges SNR als deutlich sto¨ren-
der empfunden als in Bereichen mit Struktur [Wang und Bovik, 2009]. Eine Kante wird
auch mit niedrigem SNR als Intensita¨tsu¨bergang erkannt, wa¨hrend derselbe Rauschpegel
Details in Bereichen konstanter Intensita¨t u¨berdecken kann.
5.7.2 Genauigkeit der rekonstruierten Intensita¨ten
Die mittlere Abweichung der gemessenen Intensita¨t in vier kleinen MS-La¨sionen des si-
mulierten Datensatzes ((3 mm)3, UAF = 4) von der tatsa¨chlichen Intensita¨t konnte von
(6,9±3,8)% im Gridding-Bild auf (2,8±1,4)% im AnaWeTV-Bild reduziert werden. Auch
im TV(2)&BM-Bild ist die Abweichung mit (5,2±4,1)% etwas geringer als im Gridding-
Bild (siehe Abbildung 4.20 und Tabelle 4.2).
Im Gegensatz dazu fu¨hren Filtertechniken wie der Hammingfilter zu einer Versta¨rkung des
Partialvolumeneffekts. Dadurch kann die Konzentration vor allem in kleinen Strukturen
nicht mehr korrekt bestimmt werden. In den MS-La¨sionen betrug die mittlere Abwei-
chung (17,4±3,7)% und war damit mehr als doppelt so groß wie im Gridding-Bild ohne
Hammingfilter.
Beim Extrembeispiel eines sehr stark unterabgetasteten (UAF = 10) Datensatzes mit nied-
rigem SNR und (2 mm)3 Auflo¨sung ist der Gewinn durch die AnaWeTV sogar noch gro¨ßer
(Abbildung 4.24). Hier kann die Abweichung der berechneten Intensita¨ten von 20,3 % im
Gridding-Bild auf 3,2% im AnaWeTV-Bild reduziert werden. Der Intensita¨tsfehler nach
Anwendung eines Hammingfilters betra¨gt in diesem Fall 12,6 %.
Fu¨r eine klinische Anwendung der 23Na-MRT ist die Bestimmung von 23Na-Konzentratio-
nen in unterschiedlichem Gewebe entscheidend. In der MS-Forschung gibt es Hinweise auf
eine Korrelation der ko¨rperlichen Beeintra¨chtigung und der Natriumkonzentration in ver-
schiedenen Bereichen des Gehirns der Patienten [Inglese et al., 2010; Zaaraoui et al., 2012;
Paling et al., 2013]. Jedoch enthalten die gemessenen Natriumintensita¨ten große Fehler
und Unterschiede sind nur teilweise signifikant. Die hohe Natriumkonzentration im Liquor
kann durch Partialvolumeneffekte den gemessenen Wert in angrenzender WM und GM
verfa¨lschen.
Unter diesem Aspekt ist es von großer Bedeutung, dass die vorgeschlagene AnaWeTV
eine genauere Rekonstruktion von Intensita¨tswerten ermo¨glicht. Durch eine exaktere Be-
stimmung der Natriumkonzentrationen ko¨nnte mit gro¨ßerer Sicherheit festgestellt werden,
ob Konzentrationsunterschiede im Gewebe zwischen MS-Patienten und gesunden Kon-
trollpersonen bzw. zwischen Patienten mit unterschiedlich verlaufenden MS-Erkrankungen
vorliegen. Dies mu¨sste in einer Studie mit MS-Patienten untersucht werden.
Neben einer Reduzierung der Unterabtastungsartefakte kann der verringerte Intensita¨ts-
fehler auf die Auflo¨sungserho¨hung und damit verbundene Abnahme des Parialvolumenef-
fekts durch die AnaWeTV-Regularisierung zuru¨ckgefu¨hrt werden. Die Voraussetzung dafu¨r
ist eine korrekte Registrierung des 1H-Referenzbildes mit dem 23Na-Bild, sowie vorhandene
A-priori-Informationen fu¨r die entsprechenden Gewebegrenzen. Es mu¨ssen keine zusa¨tzli-
chen Annahmen u¨ber das Gewebe getroffen werden.
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Dadurch unterscheidet sich die AnaWeTV-Rekonstruktion deutlich von anderen Verfahren
zur Korrektur von Partialvolumeneffekten, wie sie von [Soret et al., 2007] fu¨r die PET-
Bildgebung vorgeschlagen und in [Paling et al., 2013] eingesetzt werden. Diese beno¨tigen ei-
ne Segmentierung des Gewebes auf Grundlage eines registrierten 1H-Referenzbildes. Durch
Faltung mit einer abgescha¨tzten PSF wird dann das Spill-in und Spill-out der verschie-
denen Gewebetypen berechnet und korrigiert. Dabei ist die Segmentierung eine mo¨gliche
Fehlerquelle und erho¨ht die Komplexita¨t des Verfahrens. Daru¨ber hinaus beinhaltet die
PSF Annahmen u¨ber die Relaxationszeiten des entsprechenden Gewebes, die fu¨r jeden
Gewebetyp als konstant angenommen werden.
[Zaaraoui et al., 2012] verwenden bei der Datenrekonstruktion einen Hanningfilter, um das
SNR in den Bildern zu erho¨hen, bevor sie die Natriumkonzentrationen in MS-La¨sionen und
normal erscheinender WM und GM quantifizieren. Die Fensterfunktion des Hanningfilters
entspricht der des Hammingfilters bis auf eine modifizierte Konstante α, die beim Han-
ningfilter den Wert α =0,5 annimmt und zu einer etwas sta¨rkeren Gla¨ttung fu¨hrt. Die hier
vorgestellten Ergebnisse legen nahe, dass die Verwendung eines Filters zu einem gro¨ßeren
Fehler bei der Quantifizierung von Konzentrationen fu¨hren kann. Ein iteratives Rekon-
struktionsverfahren ist einem einfachen Filter in jedem Fall vorzuziehen.
In Phantommessungen konnte die genauere Rekonstruktion von Natriumintensita¨ten be-
sta¨tigt werden. Allerdings schneiden hier die TV(2)&BM- und AnaWeTV-Bilder gleich gut
ab (Abbildungen 4.30 und 4.31). Das hat vermutlich zwei Ursachen: Zum einen kann die
einfache Struktur des Phantoms auch ohne detaillierte A-priori-Informationen sehr gut re-
konstruiert werden. Zum anderen ist der Durchmesser der Konzentrationsro¨hrchen so groß,
dass Partialvolumeneffekte keine so große Rolle spielen wie bei den kleineren MS-La¨sionen
im Kopf.
5.7.3 RMSE und SSIM
Der RMSE ist ein ha¨ufig verwendetes Fehlermaß. Oft tritt er auch in Variationen auf:
als mittlerer quadratischer Fehler (engl. mean squared error, MSE)3 oder als Spitzen-
Signal-Rausch-Verha¨ltnis (engl. peak signal-to-noise ratio, PSNR)4. Trotz seiner weiten
Verbreitung und vorteilhaften Eigenschaften (er ist leicht zu berechnen und besitzt die
mathematischen Eigenschaften der l2-Norm) wird die Eignung des RMSE zur Beurteilung
von Bildqualita¨t kritisch diskutiert. Der RMSE entha¨lt implizit mehrere Annahmen, die
der menschlichen Wahrnehmung von Bildqualita¨t widersprechen. Zum Beispiel tragen alle
Bildbereiche gleichermaßen zum Fehlersignal bei. Dabei ha¨ngt es sehr wohl vom Bildinhalt
ab, wie sehr ein Fehlersignal die menschliche Wahrnehmung sto¨rt. Dasselbe Rauschniveau
wird in Bereichen, die viel Struktur enthalten, als weniger sto¨rend empfunden als in Bild-
bereichen konstanter Intensita¨t (siehe dazu Abbildung 3.6(d)). Eine sehr anschauliche
Diskussion der Nachteile des RMSE gibt [Wang und Bovik, 2009].
Die SSIM gleicht einige Nachteile des RMSE aus und ist heute eine anerkannte Methode zur
Beurteilung der Bildqualita¨t, die verschiedene Aspekte der menschlichen Wahrnehmung
beru¨cksichtigt. In den letzten Jahren wurde sie ha¨ufig zur Beurteilung neuer Rekonstruk-
3RMSE und MSE unterscheiden sich nur durch Wurzelbildung: RMSE =
√
MSE
4PSNR(x) = 20 log (max(x)/RMSE(x))
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tionstechniken in der MRT eingesetzt (siehe zum Beispiel [Anand und Sahambi, 2010; Zhu
et al., 2013]) und ko¨nnte sich zu einem Standard entwickeln.
Bei den Ergebnissen der Parameterstudie dieser Arbeit (Abbildung 4.7 und 4.8) treffen
die beiden Parameter unterschiedliche Aussagen: Laut RMSE ist der Gewinn gegenu¨ber
Gridding in den TV(2)&BM-Bildern bei hohen Auflo¨sungen am gro¨ßten und nimmt fu¨r
niedrigere Auflo¨sungen der Datensa¨tze ab. Diese Aussage deckt sich mit der relativen
Reduktion des Rauschpegels in den Bildern. Dagegen wird die SSIM vom Anstieg bei
niedrigen Auflo¨sungen dominiert, die durch die scharfen Scha¨delkanten in den Bildern
entsteht (siehe Abschnitt 5.5).
Bei der Auswahl optimaler Wichtungsparameter fu¨r die Rekonstruktion sind dagegen die
Bilder mit niedrigstem kombiniertem Fehler RESim in der Regel diejenigen mit der (bei-
nahe) ho¨chsten SSIM. Hier sind die Unterschiede in der SSIM fu¨r verschiedene Parame-
terkombinationen deutlicher als die Unterschiede im RMSE.
Der große Nachteil sowohl des RMSE als auch der SSIM ist die Notwendigkeit eines Refe-
renzbildes. In der 23Na-MRT ist ein solches Referenzbild nicht verfu¨gbar (Kapitel 3.6). Wie
sich diese Qualita¨tsmaße bei der Rekonstruktion von In-vivo-23Na-MR-Daten verhalten,
kann also nur u¨ber die Rekonstruktion simulierter Datensa¨tze mit a¨hnlichen Eigenschaf-
ten abgescha¨tzt werden. Charakteristika wie ortsabha¨ngige T ∗2 -Relaxationszeiten sowie
der biexponentielle T2-Zerfall der Magnetisierung in Gewebe ko¨nnen dabei jedoch nicht
beru¨cksichtigt werden.
5.7.4 Auflo¨sungsvermo¨gen
Da das Auflo¨sungsvermo¨gen u¨ber die PSF definiert ist (siehe Kapitel 2.2.4), wa¨re eine
Berechnung der PSF des Bildes die sauberste Methode zur Bestimmung des Auflo¨sungs-
vermo¨gens. Bei linearen Rekonstruktionstechniken wird das Bild – bei Vernachla¨ssigung
der Ortsabha¨ngigkeit der T ∗2 -Relaxation – durch Faltung des wahren Bildes mit einer glo-
balen PSF beschrieben. Das Auflo¨sungsvermo¨gen ist in jedem Bildpunkt dasselbe. Auch
in Gridding-Bildern ergibt sich na¨herungsweise ein Auflo¨sungsvermo¨gen fu¨r das gesamte
Bild. Die Auswirkung iterativer Rekonstruktionstechniken ist dagegen stark vom lokalen
Bildinhalt abha¨ngig: Eine TV (sowohl erster als auch zweiter Ordnung) wirkt als kantener-
haltender Filter, der Bereiche konstanter Intensita¨t stark gla¨ttet, aber Kanten mo¨glichst
unberu¨hrt la¨sst. Diese Eigenschaft spiegelt sich in der ortsaufgelo¨sten Standardabweichung
u¨ber die Repliken zur SNR-Berechnung wieder (siehe Abbildungen 4.6 und 4.21) und ver-
sta¨rkt sich bei anatomischer Wichtung der Regularisierung. Eine Gla¨ttung ist immer mit
einem Verlust an Auflo¨sung verbunden. Es ist also zu erwarten, dass das Auflo¨sungsvermo¨-
gen an Kanten a¨hnlich wie das des Gridding-Bildes ist, in Bereichen konstanter Intensita¨t
jedoch abnimmt.
[Wech et al., 2011] schlug eine Berechnung lokaler PSFs zur pixelweisen Bestimmung des
ortsabha¨ngigen Auflo¨sungsvermo¨gens in iterativ rekonstruierten Bildern vor. Diese Metho-
de a¨ndert die Intensita¨t eines Pixels im bereits iterativ rekonstruierten Bild. Anschließend
wird durch Fouriertransformation ein angepasster Datensatz erzeugt, der fu¨r eine erneute
iterative Rekonstruktion verwendet wird. Die Differenz der beiden Rekonstruktionen liefert
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dann die PSF dieses einen Pixels. Der lineare Wechsel durch Fouriertransformation vom
Bild- in den k-Raum ist jedoch nur fu¨r kartesische Datensa¨tze mo¨glich. Im Rahmen dieser
Arbeit wurde der Versuch unternommen, das Verfahren auf radiale Datensa¨tze zu u¨ber-
tragen. Dafu¨r wurde auf den urspru¨nglichen k-Raum die analytische Fouriertransformierte
einer Deltafunktion addiert. Die Fouriertransformierte der Deltafunktion ist eine Konstan-
te mit einer Phase, die Auskunft u¨ber die Position der Deltafunktion im Ortsraum gibt. Die
Amplitude der Fouriertransformierten wurde um einen Faktor 10−10 kleiner gewa¨hlt als
die maximale Amplitude des urspru¨nglichen Datensatzes, um die Rekonstruktion so wenig
wie mo¨glich zu beeinflussen. Anschließend wurden sowohl der angepasste als auch der ur-
spru¨ngliche Datensatz mit denselben Parametern rekonstruiert und das entstehende Bild
subtrahiert. Fu¨r die Gridding-Rekonstruktion ist es mo¨glich, auf diese Weise ortsabha¨ngi-
ge PSFs zu erhalten. Fu¨r die iterative Rekonstruktion war dies jedoch nicht mo¨glich. Die
unterschiedlichen Datensa¨tze beeinflussen den iterativen Rekonstruktionsprozess, so dass
sich die entstehenden Bilder nicht nur durch die addierte PSF unterscheiden. Zusa¨tzliche
Unterschiede im Bereich von Kanten u¨berdecken die jeweilige PSF.
Um abscha¨tzen zu ko¨nnen, wie sich das Auflo¨sungsvermo¨gen im Vergleich zum Gridding-
Bild a¨ndert, wurde eine Struktur des Bildes herausgegriffen: bei Bildern des Kopfes die
Trennung zwischen den beiden lateralen Ventrikeln in einer geeigneten Schicht, im Phan-
tom die kleinste im Gridding-Bild aufgelo¨ste Sta¨bchenreihe. Es wurde der Kontrast der
Struktur berechnet, da ein Verlust im Auflo¨sungsvermo¨gen zu einer Verbreiterung der PSF
und damit zu einer Abnahme des Kontrastes fu¨hrt.
5.8 Iterative Rekonstruktion dreidimensionaler Radialdaten
In der Literatur wurden erst wenige iterative Rekonstruktionsalgorithmen fu¨r dreidimen-
sionale, nicht-kartesische Sequenzen vorgestellt [Nam et al., 2013; Doneva et al., 2008].
Das ha¨ngt vermutlich damit zusammen, dass solche Algorithmen große Anspru¨che an die
Rechenleistung stellen. In jedem Iterationsschritt mu¨ssen die Matrixmultiplikationen Ax
und A†y fu¨r die Berechnung des Datenkonsistenzterms (3.25) durchgefu¨hrt werden. Die
Matrizen A und A† sind dabei zu groß fu¨r den Arbeitsspeicher und mu¨ssen jedes Mal
neu berechnet werden. Das ist die Hauptursache fu¨r die langen Rekonstruktionszeiten von
2–3 Stunden.
Eine Parallelisierung der Rekonstruktion auf einen Rechencluster oder eine Grafikkarte ist
prinzipiell mo¨glich und kann eine erhebliche Beschleunigung der Rekonstruktion ermo¨gli-
chen [Nam et al., 2013; Obeid et al., 2011; Gregerson, 2008]. Die meisten Rechenopera-
tionen ko¨nnen dabei ohne weiteres parallel ausgefu¨hrt werden. Die einzige Schwierigkeit
stellt die Operation A†y dar, bei der bei einer direkten Parallelisierung mehrere Ausfu¨h-
rungsstra¨nge auf denselben Speicherplatz schreiben mu¨ssen.
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5.9 Robustheit der Rekonstruktionsmethode
5.9.1 Inkorrekte Tra¨gerregion
Das Erstellen der BM aus einem registrierten 1H-Datensatz ist einfach und damit wenig
fehleranfa¨llig. Eine Fehlregistrierung der Datensa¨tze kann eine verschobene BM zur Folge
haben. Eine schlechte Wahl des Schwellwerts bei der Berechnung der BM kann zu einer
zu großen oder zu kleinen BM fu¨hren. In dieser Arbeit wurden die beiden letzten Fa¨lle
getestet. Eine verschobene BM kann als Kombination einer zu großen und zu kleinen BM
angesehen werden und wurde nicht getrennt untersucht. Der Fall einer BM mit unvoll-
sta¨ndigem Closing (siehe Kapitel 3.3.4 und Abbildung 3.3) wurde hier nicht betrachtet,
da er durch eine schnelle visuelle U¨berpru¨fung der BM ausgeschlossen werden kann.
Da die als Tra¨gerregion verwendete BM nur die Umrisse des Objekts und keine internen
Strukturen entha¨lt, ist die Registrierung unkritisch. Bei Verwendung einer zu kleinen BM
tritt eine Signalu¨berho¨hung am Rand des Scha¨dels auf (Abbildung 4.16). Dieser Effekt
entsteht dadurch, dass Intensita¨t am Rand des Kopfes, wo die Tra¨gerregion aufho¨rt, auf
Null gezwungen wird. Die Intensita¨t, die dadurch verloren geht, wird durch den Datenkon-
sistenzabgleich in (3.12) ins Innere der Tra¨gerregion geschoben, wo eine Signalu¨berho¨hung
entsteht. Die gleiche Signalu¨berho¨hung wurde auch von [Constantinides et al., 1997] beob-
achtet, deren Algorithmus Bina¨rmasken der segmentierten Gewebe verwendet. Bei ihnen
traten außerdem versta¨rkte Gibbs-Oszillationen auf, die in Abbildung 4.16 nicht zu sehen
sind. Da die Bina¨rmasken bei [Constantinides et al., 1997] auch interne Gewebestrukturen
enthalten, ist die Registrierung dort kritischer als bei Verwendung einer BM als Tra¨gerre-
gion.
Im Inneren des Kopfes sind keine Unterschiede zwischen den einzelnen Rekonstruktionen
wahrnehmbar. In der quantitativen Bildevaluation verschlechtern sich die Werte bei einer
um 2 Pixel zu kleinen BM jedoch deutlich. Zur Vermeidung unerwu¨nschter Signalu¨berho¨-
hung ko¨nnte generell eine etwas gro¨ßere BM benutzt werden, da die Bildqualita¨t durch
eine zu große BM kaum beeinflusst wird.
Im Falle einer zu großen BM ist der U¨bergang vom Kopf zum Hintergrund etwas weicher als
bei Verwendung einer korrekten BM. Bei einer um 2 Pixel zu großen BM la¨sst der Kontrast
im Bild nach. Das deutet darauf hin, dass die ans Objekt angepasste Form der BM fu¨r den
Auflo¨sungsvorteil gegenu¨ber den TV(2)-Bildern verantwortlich ist. Dieser wu¨rde im Falle
einer unspezifischen kreisfo¨rmigen Tra¨gerregion, wie sie von [Block et al., 2007] verwendet
wird, nicht auftreten.
5.9.2 Fehlregistrierung und AnaWeTV
Eine Fehlregistrierung des 1H-Bildes hat keine gravierenden Auswirkungen auf die Bildqua-
lita¨t. Mit zunehmender Verschiebung geht der Auflo¨sungsvorteil der AnaWeTV verloren.
Doch selbst bei einer Verschiebung des Referenzbildes um 3 mm ist der Intensita¨tsfehler
noch kleiner als im Gridding-Bild. Ein so großer Registrierungsfehler ist deutlich erkenn-
bar und kann ausgeschlossen werden – die Registrierung der Datensa¨tze sollte in jedem
Fall u¨berpru¨ft werden, bevor das Referenzbild fu¨r die AnaWeTV verwendet wird.
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5.9.3 Fehlende oder falsche A-priori-Informationen
Wie bereits in Abschnitt 5.4.1 diskutiert wurde, werden Strukturen, die nicht in der ana-
tomischen Wichtung enthalten sind, mit hohem Kontrast und gut erhaltener Auflo¨sung
rekonstruiert (siehe Abbildung 4.26). Die Rekonstruktion entspricht im Wesentlichen der
eines TV(2)&BM-Bildes – nur dass in der Regel der Wichtungsfaktor τAnaWeTV ho¨her ist
als τTV(2) . Jedoch fu¨hrt diese sta¨rker gewichtete TV
(2) zu einem erho¨hten Partialvolumen-
effekt: Der Intensita¨tsfehler in den MS-La¨sionen, die nicht Teil der anatomischen Wichtung
waren, nimmt gegenu¨ber Gridding deutlich zu. Im Gegensatz dazu ist der Intensita¨tsfehler
im TV(2)&BM-Bild etwas geringer als im Gridding-Bild.
Strukturen, fu¨r die eine anatomische Wichtung vorliegt, die jedoch nicht in den 23Na-
Daten enthalten sind, fu¨hren zu Artefakten im rekonstruierten Bild (siehe Abbildung 4.27).
Intensita¨tsschwankungen im Gridding-Bild aufgrund des niedrigen SNR werden durch die
falsche Kanteninformation im AnaWeTV-Bild als Struktur interpretiert und dargestellt.
Die Intensita¨t dieser falschen Strukturen entspricht dabei der Intensita¨tsschwankung durch
das Rauschen. Im dargestellten Beispiel sind sie als Artefakte erkennbar. Um das Entstehen
solcher falscher Strukturen auszuschließen, du¨rfen bei der Erzeugung der anatomischen
Wichtungsfaktoren nur Gewebegrenzen mit einbezogen werden, die sicher im 23Na-Bild zu
sehen sind.
5.10 TV(2)&BM- oder AnaWeTV-Bild
Insbesondere aus den Ergebnissen bei falschen oder fehlenden A-priori-Informationen la¨sst
sich eine Empfehlung ableiten, bei welchen Datensa¨tzen welche Rekonstruktionsmethode
zu empfehlen ist.
Werden 23Na-Daten bekannter Strukturen aufgenommen, fu¨r die A-priori-Informationen
vorliegen, fu¨hrt die AnaWeTV-Regularisierung zur besten Bildqualita¨t: Das SNR ist deut-
lich erho¨ht, wa¨hrend gleichzeitig Strukturen mit erho¨hter Auflo¨sung, gutem Kontrast und
reduziertem Partialvolumeneffekt dargestellt werden. Insbesondere fu¨r die Quantifizierung
der 23Na-Konzentrationen ist die AnaWeTV-Methode von Vorteil.
Treten dagegen Strukturen im 23Na-Bild auf, die nicht im 1H-Bild zu sehen sind und fu¨r
die keine A-priori-Informationen vorliegen, ist das TV(2)&BM-Bild dem AnaWeTV-Bild
vorzuziehen. Das gilt vor allem dann, wenn die Natriumkonzentration in der unbekannten
Struktur bestimmt werden soll.
6 Zusammenfassung
In vivo verfu¨gt die 23Na-MRT u¨ber ein etwa 20000-fach geringeres Signal als die 1H-MRT.
Dadurch ist das Signal-Rausch-Verha¨ltnis (SNR) der 23Na-Bilder vergleichsweise niedrig,
was zu langen Messzeiten und niedrigen Auflo¨sungen fu¨hrt. Zudem werden 23Na-Daten
ha¨ufig unterabgetastet aufgenommen. Als Folge dessen wird die Qualita¨t der 23Na-Bilder
durch Unterabtastungsartefakte, Gibbs-Oszillationen und Rauschen beeintra¨chtigt.
In dieser Arbeit wurde ein iterativer Rekonstruktionsalgorithmus fu¨r die 23Na-MRT ent-
wickelt, der Gibbs-Oszillationen und Unterabtastungsartefakte wirkungsvoll unterdru¨ckt
und in vivo zu einem bis zu 157 % ho¨heren SNR in den rekonstruierten Bildern fu¨hrt als
die traditionelle Gridding-Rekonstruktion. Durch die Einbindung anatomischer A-priori-
Informationen aus der 1H-MRT wird der Partialvolumeneffekt verringert, wodurch der
Natriumgehalt kleiner anatomischer Strukturen genauer bestimmt werden kann. Die wich-
tigsten Schritte dieser Arbeit werden im Folgenden zusammengefasst.
Die Bildrekonstruktion wurde nach Vorbild des Compressed Sensing als mathematisches
Minimierungsproblem umformuliert. Es wurde ein Verfahren konjugierter Gradienten (CG-
Verfahren) implementiert, das durch Minimierung einer Zielfunktion das gesuchte Bild
iterativ rekonstruiert. Neben einem Term, der die Konsistenz mit den zugrunde liegen-
den Messdaten gewa¨hrleistet, wurden drei Regularisierungsterme aufgestellt, die A-priori-
Informationen u¨ber das Bild enthalten und den Lo¨sungsraum auf sinnvolle Ergebnisse
einschra¨nken.
Der erste Regularisierungsterm entha¨lt die unspezifische Annahme, dass die rekonstruier-
ten Bilder sparse unter einer Ableitungsoperation sind. Anstelle der verbreiteteren totalen
Variation erster Ordnung (TV(1)) wurde hierbei eine TV(2) verwendet, die Ableitungs-
terme erster und zweiter Ordnung entha¨lt. Dadurch ko¨nnen glatte Intensita¨tsverla¨ufe in
den Bildern korrekt rekonstruiert werden. Der zweite Regularisierungsterm entha¨lt die
einfachste Form anatomischer A-priori-Informationen: Die Position des Objekts wird aus
einem 1H-Bild mit hohem SNR bestimmt und als Tra¨gerregion in Form einer Bina¨rmas-
ke (BM) verwendet. Alle Intensita¨ten außerhalb der BM entstehen durch Rauschen oder
Artefakte und tragen zum Strafterm bei. Der letzte Regularisierungsterm entha¨lt differen-
ziertere anatomische A-priori-Informationen in Form ortsaufgelo¨ster Wichtungsfaktoren.
Diese werden aus einem hochaufgelo¨sten 1H-Bild mit hohem SNR gewonnen und geben
an, ob an der jeweiligen Position ein Gewebeu¨bergang im 1H-Bild vorliegt. Die anatomisch
gewichtete Totale Variation zweiter Ordnung (AnaWeTV) entsteht dann durch Modifizie-
rung der TV(2): Durch eine ortsabha¨ngige Wichtung werden Intensita¨tsa¨nderungen im
23Na-Bild an den Positionen bekannter Gewebu¨berga¨nge weniger stark bestraft und damit
befo¨rdert.
Fu¨r die Evaluierung des Rekonstruktionsalgorithmus wurde eine Methode entwickelt, drei-
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dimensionale radiale MR-Datensa¨tze des Kopfes nach Vorbild der DA-3DPR-Sequenz zu
simulieren. Anhand der simulierten Daten wurde der Algorithmus fu¨r fu¨nf verschiede-
ne Auflo¨sungen, drei verschiedene Unterabtastungsfaktoren (UAF) und zwei verschiedene
Rauschpegel getestet. Die Bildqualita¨t wurde anhand verschiedener Qualita¨tsmaße quan-
tifiziert: Es wurden RMSE und SSIM berechnet, sowie Rauschpegel und Kontrast in den
resultierenden Bildern abgescha¨tzt. Zur Auswahl optimaler Wichtungsparameter fu¨r die
einzelnen Regularisierungsterme wurde ein kombiniertes Fehlermaß RE eingefu¨hrt. Aus
Rekonstruktionen mit verschiedenen Wichtungsparametern wurde jeweils das mit gerings-
tem kombiniertem Fehler ausgewa¨hlt.
Es wurde gezeigt, dass eine Kombination der TV(2) mit einer BM-Regularisierung vor
allem bei niedrig aufgelo¨sten Datensa¨tzen und hohem UAF von Vorteil ist. Hier kommt
es in TV(2)-Bildern zu einem starken Kontrastverlust, der durch die BM-Regularisierung
verhindert wird. Die gro¨ßte relative Verbesserung in RMSE und Rauschpegel im Vergleich
zur herko¨mmlichen Gridding-Rekonstruktion wurde bei Datensa¨tzen mit hoher Auflo¨sung
und hohem Rauschpegel gefunden. Die Verwendung hochaufgelo¨ster anatomischer Infor-
mationen in der AnaWeTV fu¨hrt zu einer verbesserten Auflo¨sung in den rekonstruierten
Bildern. Dadurch werden Partialvolumeneffekte verringert und kleine Strukturen mit ho¨-
herem Kontrast dargestellt.
In simulierten Kopfdatensa¨tzen mit Multiple-Sklerose-La¨sionen (MS-La¨sionen) wurde ge-
zeigt, dass die AnaWeTV eine deutlich genauere Bestimmung von Intensita¨tswerten er-
laubt als das herko¨mmliche Gridding. In Datensa¨tzen mit niedrigem SNR und UAF = 4
wurde der Fehler der ermittelten Intensita¨tswerte in kleinen MS-La¨sionen von (6,9±3,8)%
bei Gridding auf (2,8±1,4)% im AnaWeTV-Bild reduziert. Bei noch sta¨rkerer Unterab-
tastung (UAF = 10) fiel die Verbesserung gegenu¨ber Gridding noch deutlicher aus: Hier
reduzierte sich der Intensita¨tsfehler von 20,3% auf 3, 2%. Auch in den TV(2)&BM-Bildern
wurde der Intensita¨tsfehler im Vergleich zu Gridding verringert, wenn auch nicht in glei-
chem Ausmaß wie in den AnaWeTV-Bildern. Dagegen fu¨hrte die Anwendung eines Ham-
mingfilters in manchen fa¨llen sogar zu einem vergro¨ßerten Intensita¨tsfehler.
Die verbesserte Rekonstruktion von Natriumkonzentrationen wurde zusa¨tzlich durch Phan-
tommessungen besta¨tigt. Verschiedene Natriumkonzentrationen in sechs Ro¨hrchen konn-
ten bei jeder Unterabtastung im AnaWeTV- und TV(2)&BM-Bild mit deutlich reduziertem
Fehler im Vergleich zum Gridding-Bild bestimmt werden. Dagegen wurde der Fehler im
Gridding-Bild durch Anwendung eines Hammingfilters in jedem Fall erho¨ht.
Fu¨r alle Rekonstruktionsmethoden wurden ortsaufgelo¨ste SNR-Werte berechnet. Dabei
wurde gezeigt, dass der Rauschpegel in den iterativ rekonstruierten Bildern ortsabha¨ngig
wird. Dies kann durch die Wirkung der TV(2) als kantenerhaltender Filter erkla¨rt wer-
den: In Bereichen konstanter Intensita¨t wird das Bild gegla¨ttet, wa¨hrend der Rauschpegel
und gleichzeitig die Auflo¨sung an Kanten erhalten bleiben. Der Effekt versta¨rkt sich bei
zusa¨tzlicher anatomischer Wichtung durch die AnaWeTV. Der gro¨ßte SNR-Gewinn im
Vergleich zu Gridding wurde in großen Strukturen wie der weißen Substanz (WM) des
Gehirn gefunden. Je kleiner die Struktur, desto geringer fiel der SNR-Zuwachs aus. Dabei
war der SNR-Gewinn in den AnaWeTV-Bildern am gro¨ßten.
Die Robustheit des Rekonstruktionsalgorithmus gegenu¨ber einer Fehlregistrierung des 1H-
Datensatzes wurde an simulierten Daten u¨berpru¨ft. Der Algorithmus erwies sich dabei als
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unanfa¨llig gegenu¨ber Verschiebungen um ein bis zwei Pixel. Außerdem wurde gezeigt, dass
im AnaWeTV-Bild Strukturen auch dann mit hohem Kontrast dargestellt werden, wenn
fu¨r sie keine A-priori-Informationen vorliegen.
Die In-vivo-Anwendbarkeit des Rekonstruktionsalgorithmus mit TV(2) und BM-Regulari-
sierung wurde durch MR-Messungen an acht gesunden Probanden bei einer Magnetfeld-
sta¨rke von 3 T demonstriert. Hierbei war es mo¨glich, die Rekonstruktionsparameter τTV(2)
und τBM an einem gemessenen Datensatz zu optimieren und anschließend fu¨r die Re-
konstruktion aller Datensa¨tze, die mit denselben Messparametern aufgenommen wurden,
zu verwenden. Bei allen Probanden wurde ein SNR-Gewinn in WM von durchschnittlich
(46 ± 3)% bzw. (25 ± 2)% im TV(2)- bzw. TV(2)&BM-Bild erzielt, der mit einem Kon-
trastverlust von (12, 0± 5, 3)% bzw. (5, 6± 4, 0)% verknu¨pft war. Diese Ergebnisse zeigen,
dass der Rekonstruktionsalgorithmus fu¨r jedes Messprotokoll nur einmal optimiert werden
muss und bei verschiedenen Probanden zu vergleichbarer Bildqualita¨t fu¨hrt. In Hinblick
auf eine zuku¨nftige klinische Anwendung sind diese Eigenschaften entscheidend.
Daru¨ber hinaus konnten AnaWeTV- und TV(2)&BM-Bilder eines Hirntumor-Patienten
und eines MS-Patienten aus 23Na-Messungen bei 7 T erstellt werden. Auch hier war es
mo¨glich, die Rekonstruktionsparameter an einem Datensatz zu optimieren und diese op-
timierten Werte fu¨r die Rekonstruktion des anderen Patientendatensatzes zu verwenden.
Im AnaWeTV-Bild des Hirntumor-Patienten konnte ein SNR-Gewinn von 157% in WM,
87% im Tumor und 55% in den lateralen Ventrikeln erzielt werden.
Abschließend la¨sst sich sagen, dass der in dieser Arbeit vorgestellte iterative Rekon-
struktionsalgorithmus ein deutlich erho¨htes SNR im Vergleich zur traditionellen Grid-
ding-Rekonstruktion erzielt. Gleichzeitig werden Unterabtastungsartefakte und Gibbs-
Oszillationen wirkungsvoll unterdru¨ckt. Daru¨ber hinaus ko¨nnen Natriumkonzentrationen
im TV(2)&BM-Bild (alle Strukturen) und im AnaWeTV-Bild (Strukturen mit A-priori-
Information) mit reduziertem Fehler bestimmt werden – insbesondere bei stark unterab-
getasteten Daten mit hohem Rauschpegel. Je nach Anwendung ko¨nnen minimale oder
detaillierte A-priori-Informationenen verwendet werden: Ist nicht bekannt, ob die unter-
suchten Strukturen sowohl im 1H- als auch im 23Na-Bild erscheinen, ist das TV(2)&BM-
Bild vorzuziehen. Im Falle bekannter Strukturen (beispielsweise der Liquorra¨ume und der
grauen/weißen Substanz des Gehirns oder MS-La¨sionen) bietet das AnaWeTV-Bild eine
erho¨hte Auflo¨sung mit versta¨rktem Kontrast und deutlich reduzierten Partialvolumenef-
fekten.
Anhang
A Berechnung der Gradienten der Regularisierungsterme
A.1 Totale Variation zweiter Ordnung
Fu¨r die Berechnung des Gradienten der TV(2)-Regularisierung
TV(2) (x) =
∑
q∈dim(x)
(
α
∥∥∥D(1)q x∥∥∥
1
+ (1− α)
∥∥∥D(2)q x∥∥∥
1
)
(A.1)
definiert man die Diagonalmatrizen Nq und Mq mit den Diagonalelementen
nq,i =
√(
D
(1)
q x
∣∣∣
i
)∗ (
D
(1)
q x
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i
)
+  (A.2)
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(2)
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i
)∗ (
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i
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Der Gradient der TV(2)-Regularisierung ist dann
∇TV(2) (x) =
∑
q∈dim(x)
α
(
D(1)q
)T
(Nq)
−1
(
D(1)q x
)
+ (α− 1)
(
D(2)q
)T
(Mq)
−1
(
D(2)q x
)
(A.4)
A.2 Tra¨gerregion
Der Gradient des BM-Regularisierungstermes
RBM (x) = ‖BM ·x‖22 (A.5)
ist gegeben durch
∇xRBM(x) = 2 BMT (BM ·x) = 2 BM ·x, (A.6)
da BMT = BM = BM2.
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A.3 Anatomisch gewichtete totale Variation
Der Gradient der AnaWeTV-Regularisierung wird analog zu (A.4) berechnet. Es werden
die Diagonalmatrizen Uq und Vq mit Diagonalelementen
uq,i =
√(
WqD
(1)
q x
∣∣∣
i
)∗ (
WqD
(1)
q x
∣∣∣
i
)
+  (A.7)
und
vq,i =
√(
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q x
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)∗ (
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q x
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i
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+  (A.8)
definiert. Der Gradient ist damit
∇RAnaWeTV(x) =
∑
q∈dim(x)
α
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B Optimale Wichtungsfaktoren fu¨r die Rekonstruktionen dieser
Arbeit
TV(2)&BM TV(2) BM
Auflo¨sung UAF Rauschpegel τBM τTV(2) [10
−4] τTV(2) [10
−4] τBM
(2 mm)3
1
1 0,7 2,5 0,1 0,4
2 0,7 7,5 5,0 0,1
2
1 1,0 2,5 0,1 1,0
2 10,0 7,5 10,0 0,1
4
1 7,0 0,5 0,5 10,0
2 10,0 2,5 1,0 7,0
(3 mm)3
1
1 4,0 10,0 7,5 0,0
2 4,0 25,0 25,0 0,4
2
1 40,0 7,5 5,0 1,0
2 0,1 7,5 10,0 0,1
4
1 4,0 2,5 2,5 7,0
2 10,0 5,0 5,0 0,7
(4 mm)3
1
1 10,0 25,0 25,0 4,0
2 4,0 25,0 25,0 4,0
2
1 10,0 10,0 5,0 0,7
2 1,0 7,5 7,5 0,7
4
1 10,0 5,0 2,5 7,0
2 40,0 10,0 7,5 1,0
(6 mm)3
1
1 10,0 25,0 10,0 4,0
2 7,0 25,0 25,0 1,0
2
1 10,0 7,5 7,5 7,0
2 40,0 25,0 10,0 1,0
4
1 40,0 5,0 2,5 10,0
2 40,0 10,0 5,0 10,0
(8 mm)3
1
1 40,0 25,0 10,0 4,0
2 10,0 25,0 25,0 1,0
2
1 10,0 7,5 5,0 0,4
2 4,0 10,0 2,5 1,0
4
1 40,0 5,0 5,0 4,0
2 40,0 5,0 5,0 7,0
Tabelle B.1: Verwendete Parameter fu¨r die TV(2)&BM-, TV(2)- und BM-Rekonstruktion der simu-
lierten Kopfdatensa¨tze
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TV(2)&BM AnaWeTV AnaWeQR
τBM τTV(2) τBM τAnaWeTV τBM τAnaWeQR
10,0 2,5 · 10−4 7,0 7,5 · 10−4 1,0 1,0
Tabelle B.2: Verwendete Parameter fu¨r die TV(2)&BM-, AnaWeTV- und AnaWeQR-Rekonstruktion
des simulierten Kopfdatensatzes mit MS-La¨sionen ((3 mm)3, UAF = 4, Rauschpegel 2)
Auflo¨sung UAF Rauschpegel τBM τAnaWeTV
(4 mm)3 4 2 4 5,0 · 10−4
(6 mm)3 4 1 7 7,5 · 10−4
Tabelle B.3: Verwendete Parameter fu¨r die AnaWeTV-Rekonstruktionen der simulierten Kopfda-
tensa¨tze ohne MS-La¨sionen
TV(2) TV(2)&BM AnaWeTV
τTV(2) τBM τTV(2) τBM τAnaWeTV
Probanden 10,0 · 10−4 4,0 10,0 · 10−4
Patienten 1,0 4,0 · 10−4 1,0 7,0 · 10−4
Tabelle B.4: Verwendete Parameter fu¨r die Rekonstruktionen der gemessenen 23Na-Daten des Kopfes
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C Rekonstruktionen bei verschiedenen Auflo¨sungen
2mm, Rauschpegel 1
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
U
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4
Abbildung C.1: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopf-
datensatzes ((2 mm)3, Rauschpegel 1). In den TV(2)&BMund TV(2)-Bildern sind Gibbs-Oszillationen
etwas reduziert. Jedoch ist die Qualita¨t der Gridding-Bilder bereits recht hoch.
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2mm, Rauschpegel 2
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.2: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopf-
datensatzes ((2 mm)3, Rauschpegel 2). TV(2)&BM- und TV(2)-Bilder unterscheiden sich kaum. Beide
fu¨hren zu reduzierten Artefakten und einem erho¨hten SNR im Vergleich zu Gridding, wobei alle Struk-
turen mit hohem Kontrast erhalten bleiben. In den BM-Bildern ist der Rauschpegel nur bei UAF = 4
etwas reduziert.
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3mm, Rauschpegel 1
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.3: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopfda-
tensatzes ((3 mm)3, Rauschpegel 1). In den TV(2)&BM- und TV(2)-Bildern sind Gibbs-Oszillationen
deutlich unterdru¨ckt. Bei UAF = 4 ist die Auflo¨sung im TV(2)&BM-Bild besser erhalten. Die BM-
Bilder sind kaum von den Gridding-Bildern zu unterscheiden
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3mm, Rauschpegel 2
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.4: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopfda-
tensatzes ((3 mm)3, Rauschpegel 2). Artefakte und Rauschen werden in den TV(2)&BM- und TV(2)-
Bildern stark unterdru¨ckt. Durch das niedrige SNR verbleiben jedoch dunkle Pixel in den Bildern. Im
BM-Bild bei UAF = 4 sind Rauschen und Artefakte ebenfalls unterdru¨ckt, jedoch nicht so stark wie
bei den Bildern mit TV(2)-Regularisierung.
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4mm, Rauschpegel 1
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.5: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopfda-
tensatzes ((4 mm)3, Rauschpegel 1). In den TV(2)&BM- und TV(2)-Bildern sind Gibbs-Oszillationen
deutlich unterdru¨ckt. Bei UAF = 4 ist die Auflo¨sung im TV(2)&BM-Bild besser erhalten. Die BM-
Bilder sind kaum von den Gridding-Bildern zu unterscheiden
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6mm, Rauschpegel 1
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.6: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopfda-
tensatzes ((6 mm)3, Rauschpegel 1). In den TV(2)&BM- und TV(2)-Bildern sind Gibbs-Oszillationen
unterdru¨ckt. Kleine Strukturen der Liquoreinschlu¨sse wirken im Vergleich zum Gridding-Bild etwas
verbreitert. Ab UAF = 2 ist die Auflo¨sung im TV(2)&BM-Bild besser erhalten. Die BM-Bilder sind
kaum von den Gridding-Bildern zu unterscheiden
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6mm, Rauschpegel 2
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.7: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopf-
datensatzes ((6 mm)3, Rauschpegel 2). Bei UAF = 1 kann das Rauschen in den iterativen Bildern
kaum unterdru¨ckt werden. Erst ab UAF = 2 kommt es zu einer Reduktion des Rauschpegels in
den TV(2)&BM- und TV(2)-Bildern. Dabei wird die Auflo¨sung im Vergleich zu Griddingreduziert, in
den TV(2)&BM-Bildern jedoch weniger stark als in den TV(2)-Bildern. Die BM-Bilder weisen keine
verbesserte Bildqualita¨t auf.
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8mm, Rauschpegel 1
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.8: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopf-
datensatzes ((8 mm)3, Rauschpegel 1). Gibbs-Oszillationen ko¨nnen im TV(2)&BM- und TV(2)-Bild
reduziert werden. Allerdings ist der Unterschied zum Gridding-Bild weniger deutlich als bei niedrige-
ren Auflo¨sungen. In den TV(2)-Bildern kommt es bei steigendem UAF zu deutlichen Kontrastverlus-
ten. In den Bildern mit BM-Regularisierung tritt der Rand der BM als scharfe Kante mit teilweiser
Signalu¨berho¨hung hervor.
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8mm, Rauschpegel 2
(a)     Gridding (b)     TV(2) & BM (c)     TV(2) (d)     BM
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Abbildung C.9: (a) Gridding-, (b) TV(2)&BM-, (c) TV(2)- und (d) BM-Bild des simulierten Kopf-
datensatzes ((8 mm)3, Rauschpegel 2). Der Rauschpegel kann in den TV(2)&BM- und TV(2)-Bildern
erst bei UAF = 4 gut reduziert werden. Dabei ist der Auflo¨sungsverlust im TV(2)-Bild sehr groß. In
den Bildern mit BM-Regularisierung tritt der Rand der BM als scharfe Kante mit teilweiser Signal-
u¨berho¨hung hervor.
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