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Abstract
The inverse scattering method for the Novikov-Veselov equation is
studied for a larger class of Schro¨dinger potentials than could be handled
previously. Previous work concerns so-called conductivity type potentials,
which have a bounded positive solution at zero energy and are a nowhere
dense set of potentials. We relax this assumption to include logarithmi-
cally growing positive solutions at zero energy. These potentials are stable
under perturbations. Assuming only that the potential is subcritical and
has two weak derivatives in a weighted Sobolev space, we prove that the
associated scattering transform can be inverted, and the original potential
is recovered from the scattering data.
1 Introduction
Given a potential q ∈ Lp(R2) with 1 < p < 2, we study the scattering transform
for the two-dimensional Schro¨dinger equation. We recall Faddeev’s complex
geometric optics solutions at zero energy [6], defined as the solution ψ(x, k) of
the equation {
(−∆ + q(·))ψ(·, k) = 0
e−ikxψ(x, k)− 1 ∈W 1,p˜(R2). (1.1)
Here x ∈ R2 is identified with the complex number x = x1 +ix2, and k ∈ C\{0}
is a parameter. The exponent p˜ is defined by 1/p˜ = 1/p− 1/2. Such a solution
is not guaranteed to be well-defined. If the Schro¨dinger equation in (1.1) has a
solution with e−ikxh(x) ∈W 1,p˜(R2) we call k an exceptional point.
If k is not an exceptional point and q is integrable, the scattering transform
T : q → t is given by
t(k) =
∫
R2
eik¯x¯q(x)ψ(x, k)dx. (1.2)
We will show the scattering transform is well-defined for a certain class of
potentials for every k ∈ C \ {0}. We will then show that the renormalized
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solutions µ(x, k) = e−ikxψ(x, k) satisfy the ∂¯k equation
∂¯kµ(x, k) = e−x(k)
t(k)
4pik¯
µ(x, k)
µ(x, ·)− 1 ∈ Lr(C)
(1.3)
where we define
∂¯k =
1
2
(
∂
∂k1
+ i
∂
∂k2
)
,
e−x(k) = exp(−i(kx+ k¯x¯)).
and p′ < r < ∞. Theorem 1.4 and large-k estimates on t(k) imply that
t(k)/(4pik¯) ∈ L2(C). This allows us to use uniqueness theorems for equations
of the form (1.3), so µ(x, k) can be recovered from the the data t(k) by solving
that equation. This equation and the large-k limits of its solutions are the basis
for recovering q(x) via the inverse scattering transform defined by
Qt(x) = 4i
pi
∂¯x
∫
C
t(k)
4pik¯
e−x(k)µ(x, k)dk, (1.4)
where dk is the Lebesgue measure.
The main interest we have in the inverse scattering transform is eventually
to use it to solve the (2+1) dimensional Novikov-Veselov equation:
qt = −∂¯3xq − ∂3xq +
3
4
∂¯x(qv¯) +
3
4
∂x(qv)
v = ∂¯−1x ∂xq.
Formally,
q(x, t) = Q(eit(k3+k¯3)T [q(·, 0)])(x, t).
The reader can find a review of the general methods in two-dimensional in-
verse scattering in Beals and Coiffman [2]. The inverse scattering method
for the Novikov-Veselov equation was formulated by Boiti, Leon, Manna, and
Pempinelli in [3]. We would direct the reader to the article by Croke, Mueller,
Music, Perry, Siltanen, and Stahel [5] for an overview and other references for
the inverse scattering method in the Novikov-Veselov equation. We hope this
paper’s analysis of the two transforms leads to a proof showing that the inverse
scattering solution is a classical solution to the Novikov-Veselov equation for
subcritical potentials.
The inverse scattering method for solving the Novikov-Veselov equation was
previously studied by Tsai [17] using small data assumptions to recover q from
the scattering data. In [16], he gave a formal derivation of the evolution equa-
tions associated with the Novikov-Veselov equation. A breakthrough in the area
came from work on the inverse conductivity problem in 1996 by Nachman [13]. A
potential, q is called “conductivity type” if q = γ−1/2∆γ1/2 where γ ∈ L∞(R2)
and γ > c > 0. Define Lpρ(R2) = {f : 〈x〉ρf(x) ∈ Lp(R2)}. Nachman [13,
Theorem 3] proved the following:
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Theorem 1.1 (Nachman, 1996). Let q ∈ Lpρ(R2) for 1 < p < 2 and ρ > 1. The
following are equivalent:
1. q is conductivity type
2. the scattering transform has no exceptional points and |t(k)| ≤ c|k| for
some  > 0 and k sufficiently small.
In the work of Lassas, Mueller, and Siltanen [8], this result was used to
attack the inverse scattering problem without small data assumptions They
prove regularity results for the direct and inverse scattering transforms, and they
prove the identity Q[T q] = q for a class of conductivity type potentials. Later,
Lassas, Mueller, Siltanen, and Stahel [9] study the inverse scattering evolution
of radially symmetric, compactly supported, smooth initial data. In particular,
they show that the evolution is well-defined and preserves conductivity type.
Using the Miura map, Perry [14] proved that the inverse scattering method
yields global solutions to the Novikov-Veselov equation for conductivity type
initial data.
We are interested in extending the result of Nachman to a larger class of
Schro¨dinger potentials called “subcritical” by Murata in [10]. Murata groups
the set of all Lploc(R2) potentials into three categories:
Definition 1.2. A potential q ∈ Lploc(R2) is
(i) subcritical if there is a positive Green’s function for the operator −∆ + q,
(ii) critical if there is no positive Green’s function but −∆ + q ≥ 0 , and
(iii) supercritical if −∆ + q  0.
For q ∈ Lpρ(R2) with 1 < p < 2, ρ > 2/p′ where p′ is the conjugate exponent
1 = 1/p + 1/p′, Murata [10, Theorem 5.6] shows that critical potentials are
equivalent to the conductivity type potentials of Nachman.
There are two theorems from Murata’s paper that help us understand the
space of subcritical potentials. Theorem 2.5 from Murata’s paper says that if
w ∈ Lploc(R2) is a nonnegative function not identically zero and q is critical, then
q+w is subcritical. If instead q is subcritical, then q+w is also subcritical. This
result tells us that the set of critical potentials is small compared to the set of
subcritical potentials. Theorem 5.6 of the same paper proves that if q ∈ Lpρ(R2)
is subcritical, that there is a unique positive solution ψ0 to the Schro¨dinger
equation and the solution has large-x asymptotics
ψ0(x) = a log |x|+O(1) (1.5)
where a > 0. The difference between the critical and subcritical cases then comes
down to whether there is a bounded positive solution or a positive solution with
logarithmic growth.
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To prove the absence of exceptional points for critical potentials, Nachman
uses the bounded positive solution to decompose the Schro¨dinger operator into
first-order operators. A Liouville theorem for pseudoanalytic functions shows
that there are no exceptional points. We do the same in this paper to prove the
following:
Theorem 1.3. A subcritical potential q ∈ Lpρ(R2) with 1 < p < 2 and ρ > 2/p′
has no exceptional points.
In order to do this, we prove a new Liouville theorem in Lemma 3.1 which is a
modified version of Theorem 3.1 from Brown and Uhlmann [4].
We know from Nachman [13, Theorem 3] that the only potentials which have
no exceptional points and with scattering transforms that behave like c|k| for
small k are critical. Therefore, the scattering transform for subcritical potentials
must have more singular behavior . In fact, we prove:
Theorem 1.4. For a subcritical potential q ∈ Lpρ(R2) for 1 < p < 2 and ρ > 1,
the scattering transform satisfies
t(k) =
2pia
c∞ − a(log |k|+ γ) +O(|k|
) (1.6)
where a > 0, c∞ ∈ R, and |k| sufficiently small.
The a in this theorem is the same as that in equation (1.5), and the c∞ is
another constant related to ψ0. This result was proved for a small class of
radial potentials in [11] and for point potentials in [7].
We will then prove that the scattering transform and the inverse scattering
transform are true inverses of each other on the space of subcritical potentials.
Lassas, Mueller, and Siltanen [8] proved Q[Tq](x) = q(x) for conductivity type
potentials of the form q = γ−1/2∆γ1/2 where γ − 1 ∈ C∞0 (R2). We weaken the
regularity required and extend their result to subcritical potentials to prove:
Theorem 1.5. For a critical or subcritical potential q ∈ W 2,pρ (R2) with 1 <
p < 2 and ρ > 1, we have
Q[T q](x) = q(x).
For the potentials Lassas, Mueller, and Siltanen consider, t(k) is Schwartz
class. They use this regularity in their proofs, but because of the small-k be-
havior of our scattering transform we will need to use different methods. We
prove in Lemma 5.2 that t(k) will have more decay as |k| → ∞ when the poten-
tial is regular. The invertibility of the scattering transform then follows from
analyzing the large-k behavior of µ(x, k).
The paper is organized as follows. In section 2, we introduce some previous
known results that will be used throughout the paper. Section 3 proves Theorem
1.3, the absence of exceptional points for subcritical potentials. In section 4,
we prove Theorem 1.4, the behavior of t(k) for small k. The final section is
devoted to the large-k behavior of t(k) and a study of the inverse problem (1.3).
After deriving a large-k expansion of µ(x, k) in Lemma 5.6, we use it to prove
Theorem 1.5.
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2 Preliminaries
Here, we collect some of the results that are already known which we will be
using throughout the remainder of the paper. The following Liouville-type the-
orem from Brown and Uhlmann [4, Corollary 3.11] will be useful in many results
throughout the paper. We will extend this result to a slightly larger class of
functions in Corollary 3.2.
Corollary 2.1. [4] Suppose u ∈ Lp(R2)∩L2loc(R2) for some p, 1 ≤ p <∞ and
satisfies the equation
∂¯u = au+ bu¯ (2.1)
where a and b lie in L2(R2). Then u ≡ 0.
In the paper, we draw heavily from earlier results of Nachman [13]. In
Theorem 1.1 of his paper, he proves that if q ∈ Lp(R2) , 1 < p < 2 has no
exceptional points, then for k ∈ C \ {0} there is a unique solution ψ(x, k) of
equation (1.1) and
‖e−ikxψ(·, k)− 1‖W s,p˜ ≤ c|k|s−1‖q‖Lp (2.2)
for 0 ≤ s ≤ 1 and k sufficiently large. We can rearrange the Schro¨dinger
equation (1.1) when we replace ψ(x, k) with e−ikxµ(x, k) to get
∂¯(∂ + ik)µ =
qµ
4
. (2.3)
One particular tool for studying this ∂¯-equation which we shall employ in Section
5 is Lemma 1.4 from Nachman [13] which we restate below.
Lemma 2.2. [13] For any f ∈ Lp(R2) and any k ∈ C \ {0}, there is a unique
weak solution u ∈ Lp˜(R2) solving
∂¯(∂ + ik)u = f. (2.4)
Furthermore, u ∈W 1,p˜ and
‖u‖W s,p˜ ≤
c
|k|1−s ‖f‖p for |k| ≥ const. > 0, 0 ≤ s ≤ 1. (2.5)
In Section 4, where we study the small-k behavior of t(k), we will need
various estimates on Faddeev’s Green’s function, gk, given by
gk(x) =
1
(2pi)2
∫
R2
eix·ξ
|ξ|2 + 2k(ξ1 + iξ2) dξ, (2.6)
here x · ξ = x1ξ1 + x2ξ2. This is the convolution operator for equation (2.4).
For f ∈ Lp, we may write u = gk ∗ f . To find out how µ behaves near k = 0, we
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split off of gk(x) a logarithmic function `(k) = (log |k| + γ)/2pi where γ is the
Euler constant. We then define
g˜k(x) = gk(x) + `(k), (2.7)
because g˜k does not have the singular small-k behavior that gk does. Denoting
G0(x) = − log |x|/2pi, Nachman [13, Lemma 3.4] proves the estimate
|g˜k(x)−G0(x)| ≤ C|k|〈x〉 (2.8)
for 0 <  < 1 and for all 0 < |k| ≤ 1/2. Along with this estimate on gk(x), we
need the following two inequalities to help us with a uniqueness result in the
proof of small-k behavior of t(k). The next lemma is also from Nachman [13,
Lemma 3.4].
Lemma 2.3. [13] Let f ∈ Lpρ for 1 < p < 2 and ρ > 1. Then∥∥∥∥G0 ∗ f + 12pi (log |x|)
∫
R2
f
∥∥∥∥
Lp˜
≤ c‖f‖Lpρ (2.9)
and
‖∇G0 ∗ f‖Lp˜ ≤ c‖f‖Lp . (2.10)
The inverse problem for the Novikov-Veselov equation relies on studying
equation (1.3). In order to prove Theorem 1.5, we need these solutions to be
the same as those from equation (2.3). Nachman proves µ(x, k) satisfy
∂¯kµ(x, k) = e−x(k)
t(k)
4pik¯
µ(x, k)
point-wise in the topology W 1,p˜−β (R2) = {f : 〈x〉−βf ∈ W 1,p˜(R2)} for any k ∈
C \ {0} which is not an exceptional point. Combining this with inequality (4.5)
and identity (4.6) shows that µ(x, · ) defined by (2.3) is in Lr(C) for r > p′, and
so it satisfies (1.3). Therefore, the solutions defined by each equation are the
same.
To finish studying the properties of t(k) and the large-k asymptotic behavior
of µ we will will need various results on the operator ∂¯−1. Part 1 is the classical
Hardy-Littlewood-Sobolev inequality which can be found in Astala, Iwaniec,
and Martin section 4.3 [1]. A version of parts 2 and 3 can be found in Nachman
[13, Lemma 1.4], or a slightly more general version in [1]. Define ∂¯−1f for
functions in Lp, 1 < p < 2, by
∂¯−1f(x) =
∫
R2
f(y)
x− y dy,
and for functions in Lr for r > 2 by density.
Lemma 2.4. [1][13]
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1. If f ∈ Lp(R2) for p < 2 then ‖∂¯−1f‖Lp˜ ≤ ‖f‖Lp
2. If f ∈ Lq(R2) for q > 2 then ∂¯−1f belongs to the space Cα(R2) for
α = 1− 2/q.
3. If f ∈ Lp ∩ Lq(R2) for 1 < p < 2 < q, then
‖∂¯−1f‖L∞ ≤ cq,p(‖f‖Lp + ‖f‖Lq ),
and lim|x|→∞ u(x) = 0.
3 Absence of exceptional points
We prove that the exceptional set is empty by showing that any solution to
the Schro¨dinger equation with e−ikxh(x) ∈ W 1,p˜(R2) gives rise to an auxiliary
function which solves an equation of the form (2.1) with L2(R2) coefficients.
This means we will need to use the Liouville theorem from Brown and Uhlmann
[4]. One problem that the following Lemma and Corollary handle is that the
auxiliary function, v, will not necessarily belong to any Lp space. It will instead
belong to a weighted space Lp−(R2) for any  > 0, because our positive solu-
tion to the Schro¨dinger equation, ψ0, has logarithmic growth instead of being
bounded.
In the proof, we define ∂¯−1 for L2(R2) functions by
∂¯−1f(x) =
1
pi
∫
R2
[
1
x− y −
χ(y)
y
]
f(y) dy
where χ(y) ∈ C∞ is zero for |y| < 1 and equal to one in |y| > 2. Note that this
gives a particular representative for ∂¯−1f in the class of functions of bounded
mean oscillation. With that in mind, we extend Brown and Uhlmann’s Liouville
theorem to include some negatively weighted spaces.
Lemma 3.1. Suppose f is in L2(R2) and w ∈ Lp−ρ(R2) for 1 ≤ p < ∞ and
ρ < min(1, 2/p), and assume that w exp(−∂¯−1f) is holomorphic. Then w is
zero.
Proof. Let Br(x) be the disk {y : |x − y| < r}. We denote the average of the
function v on a disk B by
vB = µ(B)
−1
∫
B
v dx.
Also let u = −∂¯−1f . We collect here the estimates that Brown and Uhlmann
prove for exp(u).
1. For x, y ∈ R2 with r < s, we have∣∣uBr(x) − uBs(y)∣∣ ≤ C‖f‖L2 (log(|x− y|/s+ s/r + 2))1/2 . (3.1)
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2. For given p > 1, there exists C > 0 and r0 = r0(p, f) so that if r < r0
then ∫
Br(x)
exp(p′|u− uBr(x)|)dx ≤ Cµ(Br(x)). (3.2)
3. For each  > 0 there exists an R0 > 0 and C > 0 such that the following
inequality holds:∫
Br(0)
|exp(−u)| dx ≥ µ(Br(0))1− exp(−C‖f‖L2), r > R0. (3.3)
Equation (3.1) immediately implies that for fixed r,
uBr(x) = O((log |x|)1/2), as x→∞.
Taking the exponential of the function we find that for fixed r and any  > 0,
exp(uBr(x)) = o(|x|), as x→∞. (3.4)
Using (3.2) and Ho¨lder’s inequality we find
|(euw)B | ≤ |euB |µ(B)−1‖〈x〉ρ‖L∞(B)‖‖ exp(p′|u− uB |)‖Lp′ (B)‖w〈x〉−ρ‖Lp(B)
≤ |euB |µ(B)−1
(
sup
x∈B
〈x〉ρ
)(∫
B
exp(p′|u− uB |)dx
)1/p′
‖w‖Lp−ρ .
Using (3.4) and (3.2) we see that for fixed r0 = r0(p, u), ρ < 1 and  = 1− ρ
|(euw)B | = o(|x|), as x→∞
Since euw is assumed holomorphic, this implies that euw is constant, so we have
w = C0e
−u.
We want to prove C0 = 0. We have from Ho¨lder’s inequality∫
Br(0)
|w| dx ≤
(∫
Br(0)
〈x〉ρp′dx
)1/p′
‖w‖Lp−ρ
≤ 2rρµ(Br(0))1/p′‖w‖Lp−ρ
≤ cµ(Br(0))1−1/p+ρ/2‖w‖Lp−ρ .
By assumption 1/p−ρ/2 > 0, so choosing 0 <  < 1/p−ρ/2 in (3.3) we see that
the asymptotic growth of the two averages are different. The two inequalities
then imply that C0 = 0.
This leads to a new Liouville theorem for pseudo-analytic functions (see
Lemma 2.1 for the original version by Brown and Uhlmann [4]):
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Corollary 3.2. If the function v ∈ Lp−ρ ∩ L2loc(R2) for 1 ≤ p < ∞ and ρ <
min(1, 2/p) solves
∂¯v = av + bv¯
with coefficients a, b ∈ L2(C) then v ≡ 0.
Proof. We define a new function f by
f =

a+ b
v¯
v
if v 6= 0
0 if v = 0.
Then ∂¯
(
ve−∂¯
−1f
)
= 0. By Lemma 3.1, v ≡ 0.
When we use equation (2.1), our coefficients are of the form ∂¯ψ0/ψ0 and
∂ψ0/ψ0 where ψ0 is the positive solution to the Schro¨dinger equation for the
subcritical potential q. To use the Liouville theorem, we need these two functions
to be in L2. Define the weight W (x) = log(|x|+ e).
Lemma 3.3. If q(x) ∈ Lpρ(R2) for 1 < p < 2 and ρ > 2/p′ then the functions
∂¯ψ0(x)/W (x) and ∂ψ0(x)/W (x) are in L
2(R2).
Proof. We write ∂ψ0(x) = f(x) +
1
4 ∂¯
−1qψ0(x) for some analytic function f(x).
We will show that f(x) 6= 0 is incompatible with the growth of ψ0. By
the Hardy-Littlewood-Sobolev inequality, ∂¯−1qψ0 ∈ Lr for all p˜ < r < ∞.
We will integrate against a radially-symmetric non-negative bump function,
g ∈ C∞(R2), which is 1 for |x| < 1 and 0 for |x| > 2. For fixed x ∈ R2 and large
R > 0 we have∣∣∣∣∫ g( |y − x|R
)
∂ψ0(y)dy
∣∣∣∣
≥
∣∣∣∣∫ g( |y − x|R
)
f(y)dx
∣∣∣∣− ∣∣∣∣∫ g( |y − x|R
)
1
4
∂¯−1qψ0(y)dy
∣∣∣∣ .
Integrating by parts on the left and using the mean value property and Ho¨lder’s
inequality on the right, we get∣∣∣∣∫ (a log |R|+O(1))∂g( |y − x|R
)
dy
∣∣∣∣ ≥ c1R2|f(x)| − c2R2/r′‖∂¯−1qψ0‖Lr .
We have ∂g(|x− y|/R) = O(1/R), so
c3R ≥ c1R2|f(x)| − c2R2/r′‖∂¯−1qψ0‖Lr
Taking R large shows f(x) = 0 for all x.
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Using the equality ∂ψ0(x) =
1
4 ∂¯
−1qψ0(x) we show ∂¯ψ0/W ∈ L2(R2). Let
f(x) = qψ0 ∈ Lpρ(R2) for 1 < p < 2 and ρ > 2/p′. First we separate the L2
norm into three regions.∥∥∥∥ ∂¯−1f(x)W (x)
∥∥∥∥2
L2
≤ 1
pi
∫
|x|<1
1
W (x)2
(∫
R2
f(x)
x− y dy
)2
dx
+
1
pi
∫
|x|>1
1
W (x)2
(∫
|x−y|<|x|/2
f(y)
x− y dy
)2
dx
+
1
pi
∫
|x|>1
1
W (x)2
(∫
|x−y|>|x|/2
f(y)
x− y dy
)2
dx
=I + II + III.
For the first two integrals we will not use the extra W (x) weight. For integral
I, we have since f ∈ Lp(R2) that ∂¯−1f ∈ Lp˜(R2) ⊂ L2loc(R2) by the Hardy-
Littlewood-Sobolev inequality.
For integral II , we use Ho¨lder’s inequality and then the Hardy-Littlewood-
Sobolev inequality on 〈·〉ρf ∈ Lp for 1 < p < 2 to get
II ≤ c
∫
|x|>1
〈x〉−2ρ
W (x)2
(∫
|x−y|<|x|/2
〈y〉ρf(y)
x− y dy
)2
dx
≤ c‖〈x〉−2ρ‖Lp′‖∂¯−1〈·〉ρf(·)‖2L2p/(2−p)
≤ c‖〈x〉−2ρ‖Lp′‖〈·〉ρf(·)‖2Lp) .
For integral III, we simply use Ho¨lder’s inequality, the embedding Lpρ(R2) ⊂
L1(R2), and the extra (log |x|)2 weight to get
III ≤ 1
pi
∫
|x|>1
1
W (x)2
(∫
|x−y|>|x|/2
f(y)
x− y dw
)2
dx
≤c
∫
|x|>1
1
|x|2W (x)2 dx
(∫
C
|f(y)| dy
)2
≤c‖f‖2L1
The last because for |x| > 1, the function (|x|W (x))−2 ∈ L1(R2).
We are now ready to prove Theorem 1.3. This result should be compared to
Nachman’s Lemma 1.5 [13].
Proof of Theorem 1.3. Assume that k is an exceptional point for a subcritical
q ∈ Lpρ(R2). Then there is an h 6= 0 satisfying (−∆ + q)h = 0 and he−ikx ∈
W 1,q(R2) for some 2 ≤ q <∞. We will show that this implies h ≡ 0.
Assume without loss of generality that h is real-valued. Define
v = (ψ0∂h− h∂ψ0)e−ikx
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where ψ0 is a positive solution to (−∆ + q)ψ0 = 0. We have ψ0∂he−ikx ∈
Lq−(R2) for every  > 0. We also have he−ikx ∈ L∞(R2) giving us h∂ψ0e−ikx ∈
Lq(R2) and so v ∈ Lq−(R2). Using the fact that h and ψ are real valued, we
find
∂¯v = (∂¯ψ0/ψ0)v − (e−k∂ψ0/ψ0)v¯. (3.5)
Lemma 3.3 together with the asymptotics (1.5) gives us the coefficients to v and
v¯ are in L2(R2). An application of 3.2 shows that v ≡ 0, and so (h/ψ0)e−ikx is
analytic and in Lq(R2) forcing h ≡ 0.
4 Small-k behavior of the scattering transform
In this section, we prove Theorem 1.4 which describes the small-k behavior of
t(k). When taking into account the decay of t(k), this theorem implies that the
coefficient t(k)/(4pik¯) in equation (1.3) is in L2(R2). This will allow us to use
the Brown and Uhlmann Liouville theorem [4] to show uniqueness in the inverse
problem.
In Theorem 1.4, we will need to make reference to the positive solution, ψ0
to the Schro¨dinger equation. When q ∈ Lpρ with 1 < p < 2 and ρ > 1, Nachman
proves ψ0 solves the integral equation
ψ0 = c∞ −G0 ∗ (qψ0) (4.1)
for some real number c∞ [13, Lemma 3.1]. It therefore will become necessary
to have c∞ 6= 0 when inverting the operators in the proof. The following lemma
will be used to handle the special case of c∞ = 0 in Theorem 1.4.
Lemma 4.1. For q ∈ Lpρ(R2) for 1 < p < 2 and ρ > 1, let ψ0(x) be the positive
solution to (−∆ + q)ψ0 = 0 which for large x has the form ψ(x)0 = a log |x| +
O(1). With c∞ ∈ R, the scaled potential scattering transform associated with
the rescaled potential qr(x) = r
2q(rx) satisfies tr(k) = t(k/r) with ψ
r
0(x) =
a log |x|+O(1) and cr∞ = c∞ + a log |r|.
Proof. That the scattering transform behaves this way under scaling is proved in
Theorem 3.19 of [15]. From Nachman Lemma 3.1, by integrating ψ0 +G0∗(qψ0)
over a ball of radius R, we have
c∞piR2 =
∫
|x|<R
ψ0(x)dx−
(
1
2
R2 logR+
1
4
R2
)∫
R2
qψ0 +O(R
2/p′). (4.2)
With the scaling we can calculate ψr0(x) = ψ0(rx) = a log |x|+a log |r|+O(1) for
large x. Using this with the above identity gives us that cr∞ = c∞+a log |r|.
In the following proof, we need control over the small k behavior of Faddeev’s
Green’s function gk(x). The solutions µ(x, k) = e
−ikxψ(x, k) for k ∈ C \ {0}
satisfy the integral equation
µ = 1 + gk ∗ (qµ). (4.3)
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Nachman [13] studied this operator in his section 3. At this point, it becomes
convenient to put weights on the operator g˜k ∗ (q · ) defined in (2.7). We define
the convolution operator K˜(k)f = 〈x〉−β g˜k ∗ (〈 · 〉βqf) for k 6= 0 and K˜(0)f =
〈x〉−βG0 ∗ (〈·〉βqf).
With K˜(k) defined, Nachman [13, Lemma 3.5] proves that if q ∈ Lpρ(R2) for
1 < p < 2 and ρ > 1 then K˜(k) is bounded from W 1,p˜ →W 1,p˜ and
‖K˜(k)− K˜(0)‖W 1,p˜→W 1,p˜ ≤ c|k| for |k| < 1/2 (4.4)
for 0 <  < min((ρ− 1)/2, 2/p′) and 2/p˜+  < β < min(1, ρ− − 2/p′).
Proof of Theorem 1.4. We first study the case when c∞ 6= 0 in equation (4.1)
for our unique logarithmically growing solution ψ0.
If we can show that I+K˜(0) is invertible, then using (4.4), the more general
I + K˜(k) will be invertible by estimate (4.4). Assume h˜ ∈ W 1,p˜(R2) is in the
kernel of I + K˜(0). Then h = 〈x〉βh˜ ∈ W 1,p˜−β (R2) satisfies h = −G0 ∗ (qh) and
−∆h+qh = 0 in the sense of distributions. By Sobolev embedding, h ∈ L∞−β , so
by the Hardy-Little-Sobolev inequality and differentiating the integral equation,
∇h ∈ Lp˜.
Using the same argument as in the proof of Theorem 1.3 we have the auxil-
iary function
v = h∂ψ0 − ψ0∂h.
By Lemma 3.3, ∂ψ0/ log(|x|+ e) ∈ L2 so h∂ψ0 ∈ L2−β− for any 0 <  < 1− β.
Simply by the logarithmic growth of ψ0, we have ψ0 ∈ Lp
′
−2/p′−′ for 0 < 
′ <
1 − 2/p′. By Ho¨lder’s inequality the product ψ0∂h ∈ L2−2/p′−. Combining
the two results, we set a = max(β + , 2/p′ + ′) < 1, and we get the function
v ∈ L2−a solves (3.5) with k = 0. By Corollary 3.2, v ≡ 0. This implies that
(h/ψ0) is analytic and in L
∞
−β with β < 1 so is a constant, c, by the usual
Liouville theorem. However, h = −G0 ∗ qh = −cG0 ∗ qψ0 = c∞c − cψ0. Since
c∞ 6= 0 by assumption, we must have c = 0 and thus h ≡ 0.
For the next part of the proof, start by defining solutions
µ˜(x, k) = 〈x〉β(I + K˜(k))−1〈·〉−β .
Using the operator bounds on K˜ in equation (4.4) shows that
‖µ˜(·, k)− ψ0/c∞‖W 1,p˜−β ≤ c|k|
 (4.5)
for small k. Since I +K(k) is invertible on W 1,p˜ for k 6= 0, we use the resolvent
equation to give
(I +K(k))−1 = (I + K˜(k))−1 + (I + K˜(k))−1[K˜(k)−K(k)](I +K(k))−1
Here [K˜(k) − K(k)]f = (log |k| + γ)/2pi ∗ (qf). Applying both sides of the
operator to 〈x〉−β we find
µ(x, k) = (1 + `(k)τ(k))µ˜(x, k) (4.6)
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where
τ(k) :=
∫
R2
q(x)µ(x, k)dx.
Integrating equation (4.6) against q gives
τ(k) = (1 + `(k)τ(k))τ˜(k)
and solving for τ(k) gives us
τ(k) =
τ˜(k)
1− `(k)τ˜(k) .
Using the small-k estimate for µ˜(x, k), we have
|τ˜(k)| ≤
∣∣∣∣∫ q(µ˜(x, k)− ψ0/c∞)dx∣∣∣∣+ ∣∣∣∣∫ qψ0/c∞dx∣∣∣∣ ≤ 2pia/c∞ + c|k|,
where we use the fact that
∫
R2 qψ0 = 2pia. Here a is the coefficient to the loga-
rithm in equation (1.5), which can be obtained from equation (4.2). Therefore,
for small k,
τ(k) =
2pia/c∞ +O(k)
1− (log |k|+ γ)a/c∞ +O(k) =
2pia
c∞ − (log |k|+ γ)a +O(k
).
To finish the case when c∞ 6= 0, note that for small k, we have τ(k) = t(k) +
O(k).
Now we consider the case when c∞ = 0. Combining the result for c∞ 6= 0
with the scaling properties from Lemma 4.1, the asymptotics for an arbitrarily
scaled potential qr(x) are
tr(k) =
2pia
cr∞ − (log |k|+ γ)a
+O(k).
Using the relation t(k) = tr(rk) we get
t(k) =
2pia
cr∞ − (log |rk|+ γ)a
+O(k)
=
2pia
(cr∞ − a log |r|)− (log |k|+ γ)a
+O(k)
=
2pia
−(log |k|+ γ)a +O(k
).
5 Large-k asymptotics of the scattering trans-
form and µ(x, k)
In order to prove Theorem 1.5, we show that when q is n times weakly differen-
tiable µ(x, k) will be (n+1) times differentiable in x and (µ(x, k)−1) will vanish
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in norm as |k| → ∞. We then use this to show that |k|nt(k)/k¯ ∈ Lr(|k| > k0)
for r > p˜′. With these two facts in hand, equation (1.3) implies that µ(x, k)
has a large-k expansion. The derivative of the first term in this expansion is
Q. Taking the Lr(C) limit as |k| → ∞ and using equation (2.3) then proves
Theorem 1.5. Siltanen proved a variation on the following lemmas on the decay
of µ and t for compactly supported conductivity type potentials in section 3.2.1
of [15].
Lemma 5.1. If q ∈ Wn,p(R2) for 1 < p < 2 has no exceptional points then
µ(·, k)− 1 ∈Wn+1,p˜(R2) and
‖Dα(µ(·, k)− 1)‖W s,p˜(R2) ≤
c
|k|1−s
n∑
m=0
‖q‖Wm,p(R2)‖q‖n−mL2(R2) (5.1)
for 0 ≤ s ≤ 1, |α| ≤ n, c(n), and k > k(‖q‖Wn,p , n).
Proof. The case n = 0 is Nachman’s Theorem 1.1. We induct on this using
Lemma 2.2. Take derivatives in equation (2.3) with u = (µ − 1), f = q(µ −
1)/4 + q/4, and assume the result for all multi-indices less than α. We have
Dα(µ− 1) ∈ Lp˜(R2) solves equation (2.3) with
f =
1
4
Dαq + qDα(µ− 1) + ∑
β:0<β<α
(
α
β
)
DβqDα−β(µ− 1)
 (5.2)
=
1
4
(I + II + III) (5.3)
We estimate the asymptotic behavior using the three parts in equation (5.3):
‖Dα(µ(·, k, 0)− 1)‖W s,p˜ ≤
c˜
|k|1−s ‖f‖Lp
≤ c˜
4|k|1−s (‖I‖Lp + ‖II‖Lp + ‖III‖Lp).
The norm ‖I‖Lp ≤ ‖q‖Wn,p is independent of k and already accounted for in
inequality (5.1). For the second norm we use the induction hypothesis with
‖II‖Lp = ‖qDα(µ− 1)‖Lp ≤ ‖q‖L2‖Dα(µ− 1)‖Lp˜ ≤ c
n−1∑
m=0
‖q‖Wm,p‖q‖n−mL2 .
Now we show the third norm decreases faster in k then the other terms, and
therefore it will not contribute to the asymptotic behavior. Choosing 2/p˜ <
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s0 < 1,
‖III‖ ≤
∑
β:0<β<α
(
α
β
)
‖DβqDα−β(µ− 1)‖Lp
≤
∑
β:0<β<α
(
α
β
)
‖Dβq‖Lp‖Dα−β(µ− 1)‖W s0,p˜
≤ c|k|1−s0
∑
β:0<β<α
(
α
β
)
‖Dβq‖Lp‖q‖nLp .
Choosing k large enough finishes the result.
In equation (1.3), we will set s(k) := t(k)/(4pik¯).
Lemma 5.2. If q ∈ Wn,pρ (R2) with ρ > 2/p′ and 1 < p < 2 has no excep-
tional points then |k|ns(k) ∈ Lr(|k| > k0) for all r > p˜′ and large enough k0.
Additionally, s(k) is continuous on C \ {0}, and s(k) ∈ L2(C).
Proof. First note that Wn,pρ (R2) ⊂ Wn,1 ∩Wn,p(R2) when ρ > 1. Denote the
Fourier transform by F(g)(k) = ∫ e−k(x)g(x) dx. Then we may write
k¯−1t(k) = k¯−1F(q)(k) + k¯−1
∫
e−k(x)q(x)(µ(x, k)− 1) dx.
By the Hausdorff-Young inequality and the differentiability of q ∈ Wn,1 ∩
Wn,p(R2), the first term satisfies |k|n+1k¯−1F(q)(k) ∈ Lp′ ∩ L∞(R2). For the
second term, we may integrate by parts because e−k(x) ∈Wn,∞(R2) for any n
and the product q(µ− 1) ∈Wn,1(R2) by Lemma 5.1. Therefore we have
(ik¯)n
∫
e−k(x)q(x)(µ(x, k)− 1)dx =
∫
(−1)n[∂¯ne−k(x)]q(x)(µ(x, k)− 1)dx
=
∫
e−k(x)
 n∑
j=0
(
n
j
)
∂¯jx(µ− 1)∂¯n−jx q
 dx.
Using the decay estimate from Lemma 5.1 with s0 > 2/p˜, we get for k large,
|k|n|k¯−1(t(k)−F(q)(k))| ≤ |k|−1
 n∑
j=0
(
n
j
)
‖∂¯jz(µ− 1)‖W s0,p˜‖∂¯n−jz q‖L1

≤ c|k|2−s0
(
n∑
m=0
‖q‖Wm,p‖q‖n−mL2
)
‖q‖Wn,1 .
With this |k|s0−2 decay, we get the second term is in Lr(|k| > k0) if (2−s0)r > 2
which is r > 22−2/p˜ = p˜
′. Continuity of t(k) follows in the same way as that
for conductivity type potentials. Nachman proves this in Theorem 4 of [13].
Using the continuity and the small k behavior of t from theorem 1.4 implies
k¯−1t(k) ∈ L2(|k| < ) for small enough .
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In the next two lemmas, we only need the results for equation (1.3) without
time included. However, under the flow for the Novikov-Veselov equation, the
scattering transform for later times t becomes eit(k¯
3+k3)t(k). This extra phase
does not change the Lp space properties of t(k), but proving the results in this
generality will allow their use in studying the Novikov-Veselov equation at times
t 6= 0. We therefore define the exponent φ(x, k, t) = (kx+ k¯x¯) + t(k3 + k¯3). The
evolved ∂¯k equation for µ(x, k, t) then can be written as{
∂¯kµ(x, k, t) = e
iφs(k)µ(x, k, t)
µ(x, ·, t)− 1 ∈ Lr(C) (5.4)
for some r > 2. The operator we must study is then Txg(k) = ∂¯
−1
k (e
iφs(k)g)(k).
We would then have that (µ − 1) solves the integral equation (µ − 1) = Tx1 +
Tx(µ − 1). Inverting the operator would then yield (µ − 1) = [I − Tx]−1Tx1.
The fact that the operator Tx is compact on L
p for p > 2 can be found in the
preprint to Nachman’s 1996 paper Lemma 4.2 [12]. We reproduce it here for
the reader’s convenience.
Lemma 5.3. If s(k) ∈ L2 then the operator T = ∂¯−1k (s(k) ·¯ ) is compact on Lp
for all 2 < p <∞.
Proof. We will prove the result for the dual operator s(k)∂¯−1k on L
q for 1 < q <
2. First, we have that the operator is bounded on Lp. Take f ∈ Lq(C), then by
the Hardy-Littlewood-Sobolev inequality with 1/q˜ = 1/q − 1/2
‖s(k)∂¯−1k f(·))‖Lq(C) ≤ ‖s(·)‖‖∂¯−1k f(·)‖Lq˜ ≤ c‖s‖L2‖f‖Lq . (5.5)
Now we assume that s(k) is continuous with compact support. We first have
∂∂¯−1f ∈ Lq from the theory of Calderon-Zygmund operators, and using this
‖∇s∂¯−1k f‖Lq ≤ ‖∇s‖L2‖∂¯−1k f‖Lq˜ + ‖s‖L∞‖∇∂¯−1k f‖Lq ≤ c‖f‖Lq .
Thus we have ‖s∂¯−1k f‖W 1,q ≤ c‖f‖Lq , and since s has compact support, we can
use Rellich-Kondrachov compactness to show s∂¯−1 is a compact operator on Lq.
For s a general function in L2, we may approximate any T by these compact
operators and use inequality (5.5) to show T is compact on Lq.
Lemma 5.4. If s(k) ∈ Lr ∩ L2(C) for some 1 < r < 2 then the operator
I − Tx is invertible on Lr˜(C) and there is a unique solution of equation (5.4)
with µ(x, ·, t)− 1 ∈ Lr˜(C).
Proof. From Lemma 5.3, the operator Tx is compact on L
r1 for all 2 < r1 <∞
so I − Tx is Fredholm. Assume h ∈ Lr1(C) solves (I − Tx)h = 0, then ∂¯kh =
eiφs(k)h¯. Using Brown and Uhlmann’s Liouville theorem with the coefficient
eiφs(k) ∈ L2(C) we get h ≡ 0. Thus I − Tx is invertible on Lr1(C).
To construct a solution, we note that formally
µ(x, k, t)− 1 = [I − Tx]−1Tx1.
We have Tx1 = ∂¯
−1[eiφs(k)] and using the Hardy-Littlewood-Sobolev inequality
Tx1 ∈ Lr˜(C). Thus µ = 1 + [I − Tx]−1Tx1 solves (5.4).
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Equation (5.4) is conjugate linear, so we will not prove differentiability of
µ(x, k, t) in the x variable by looking at the ∂¯x and ∂x derivatives. Instead we
will take real derivatives in the x = (x1, x2) variables written as
Dαx =
(
∂
∂x1
)α1 ( ∂
∂x2
)α2
where α = (α1, α2) is a multi-index.
Lemma 5.5. If q ∈ Wn,pρ (R2) with 1 < p < 2, ρ > 1 is critical or subcritical
then the unique solution µ(x, ·, t)− 1 ∈ Lr(C) for p′ < r <∞, of equation (5.4)
is α times differentiable in x and m times differentiable in t for (3m + |α|) ≤
n. Additionally, the derivatives of the map (x, t) → µ(x, ·, t) ∈ Lr(C) satisfy
∂mt D
α
xµ(x, ·, t) ∈ Lr(C). The derivatives are given by
∂mt D
α
xµ(x, k, t) = [I − Tx]−1∂¯−1[s(k)f(x, k, t)]
where
f(x, k, t) = ∂mt D
α
x [e
iφµ(x, k, t)]− eiφ∂mt Dαxµ(x, k, t),
and ∂¯−1[s(k)f(x, k, t)] ∈ Lr(C).
Proof. We illustrate the case α = (1, 0), m = 0. In the following, let h ∈ R and
therefore x+ h = (x1 + h) + ix2. The function
Dhµ(x+ h, k, t) =
µ(x+ h, k, t)− µ(x, k, t)
h
is in Lr(R2) and satisfies the equation
∂¯kDhµ(x, k, t) = s(k)
(
µ(x+ h, k, t)Dhe
iφ + eiφDhµ(x, k, t)
)
.
We have s(k)Dhe
iφ → i(k + k¯)s(k)eiφ ∈ L2(C) because |k|s(k) ∈ L2, µ(x +
h, k, t)− 1→ µ(x, k, t)− 1 ∈ Lr(R2) by continuity, and by the Lr continuity of
the operators Tx and [I − Tx]−1 we have
∂
∂x1
µ(x, k, t) = [I − Tx]−1∂¯−1[i(k + k¯)eiφs(k)µ(x, k, t)− 1 + i(k + k¯)eiφs(k)].
Here we have i(k + k¯)eiφs(k) ∈ L2r/(r+2)(R2) by Lemma 5.2, and by the same
lemma, s(k) ∈ L2(C) so s(k)(µ(x, k, t) − 1) ∈ L2r/(r+2)(R2). The Hardy-
Littlewood-Sobolev inequality then shows
∂¯−1[i(k + k¯)eiφs(k)µ(x, k, t)− 1 + i(k + k¯)eiφs(k)] ∈ Lr(C).
Derivatives in t follow in the same manner except with factors of (k3 + k¯3)
pulled down from the exponential.
17
Lemma 5.6. Suppose that q ∈ Wn,pρ (R2) for 1 < p < 2 and ρ > 2/p′. If µ
solves the equation (5.4) in Lr(C) for some r > p′, then µ admits the large-k
expansion
µ(x, k, t) = 1 +
n∑
j=1
aj(x, t)
kj
+ o
(|k|−n)
for fixed x and t. Moreover, we may take α spatial derivatives and m time
derivatives with (|α|+ 3m) ≤ n to get
∂mt D
α
x (µ(x, k, t)− 1) =
n−|α|−3m∑
j=1
∂mt D
α
xaj(x, t)
kj
+ o
(
|k|−n+|α|+3m
)
.
Proof. Note that
µ(x, k, t) = 1 +
1
pi
∫
C
1
k − κe
iφ(x,k,t)s(κ)µ(x, κ, t)dκ.
Expanding (k − κ)−1 as a geometric series, we have
aj(x, t) =
1
pi
∫
C
κj−1eiφ(x,κ,t)s(κ)µ(x, κ, t)dκ
with remainder
Rn(x, k, t) =
1
pi
k−n
∫
1
k − κκ
neiφ(x,κ,t)s(κ)µ(x, κ, t)dκ.
We look at Ω1 = {κ : |κ| ≤ 1} and Ω2 = C \ Ω1 separately. In Ω1, s(k) is in
L2(C), and with µ(x, ·, t) ∈ Lr(Ω1) for p′ < r <∞, the integral over this region
decreases like |k|−1 for all n.
In Ω2, we use Lemma 2.4. We have that k
ns(k) is in Lr1(|k| > 1) for all
r1 > p˜
′ by Lemma 5.2. We also have Dα(µ(x, ·, t)− 1) ∈ Lr(C) for p′ < r <∞.
Combining these two results shows that the product is in Lp1 ∩ Lp2(C) for
p˜′r/(p˜′ + r) < p1 < 2 < p2 ≤ r, so Rn(x, k, t) = o(|k|−n).
To show decay of the derivatives, we look at the difference quotients. As in
Lemma 5.5 we will take derivatives with respect to x1. Let h be a real number,
then we have
Dhaj(x, t) =
1
pi
∫
C
κj−1eiφ(x,κ,t)
ei(κh+κ¯h) − 1
h
s(κ)µ(x+ h, κ, t)dκ
+
1
pi
∫
C
κj−1eiφ(x,κ,t)s(κ)Dhµ(x, κ, t)dκ
= I + II.
From Lemma 5.5 we have µ(x + h, ·, t) → µ(x, ·, t) ∈ Lr(C) and Dhµ(x, ·, t) →
∂x1µ(x, ·, t) ∈ Lr(C). Also, by Lemma 5.2
κj−1s(κ)
ei(κh+κ¯h) − 1
h
→ κj−1i(κ+ κ¯)s(k) ∈ Lr′
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when j ≤ n. Altogether then, we have convergence of the partial derivative.
Using the same methods, we get may get the derivatives for Rn(x, k, t), but
because we get extra factors of κ (3 for every time derivative, 1 for every space
derivative) we may only take the expansion to order (n− |α| − 3m) so that the
derivatives of Rn−|α|−3m(x, k, t) will converge.
Proof of Theorem 1.5. The solutions µ(x, k) from the equations (1.3) and (2.3)
are the same, so we may plug-in the large k expansion of µ into equation (2.3).
By our assumptions on q and Lemma 5.6 we may take x derivatives of µ(x, ·)−
1 ∈ Lr(C). The large-k expansion of µ gives us |∂¯∂µ((x, k)| = o(1) as |k| → ∞
since q has two derivatives. Thus, using equation (2.3) and the formula for
a1(x), we write
q(x)µ(x, k) =4∂¯(∂ + ik)µ(x, k)
=
4i
pi
∂¯
∫
C
e−κ(x)s(κ)µ(x, κ) dκ+ o(1).
Taking the limit as |k| → ∞, and using the fact that µ(x, k)→ 1 point-wise as
|k| → ∞, we have
q(x) =
4i
pi
∂¯
∫
C
e−κ(x)s(κ)µ(x, κ) dκ.
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