• Incentive salience was necessary to promote suboptimal choice.
Introduction
Normative theories, such as optimal foraging theory [1] and rational choice theory [2] , suggest that an individual should behave optimally or choose alternatives that maximize reinforcement and minimize effort. Although theoretically useful, the decisions an individual makes can deviate from the predictions provided by normative theories and result in less overall reinforcement rationalizations is an effect of enhanced saliency of wins versus loses [20] or a misunderstanding of probabilities [21, 22] . Given that human gambling behavior is complex and influenced by individual experiences, researchers have often used animal models to better isolate the mechanisms mediating gambling-like behavior (e.g., [23] [24] [25] [26] [27] . One approach that has been fruitful in this endeavor consists of giving animals a choice between one of two options, each leading to a specific stimulus-reward outcome in which one option is suboptimal relative to the other, and examining the choices made. Using a similar approach [28, 27] , researchers have consistently demonstrated pigeons show a large suboptimal preference for an option that offers less primary reinforcement over an option that offers greater primary reinforcement (e.g., [29, 24, [30] [31] [32] . Furthermore, the effects demonstrated by the suboptimal choice procedure used in pigeons have also been replicated in human subjects [33] , suggesting comparable mechanisms that affect decision-making.
The suboptimal choice procedure operates as a concurrentchain schedule [34, 35] . First, subjects are presented with a choice between two options, to which responding is required to make a choice; this choice phase is referred to as the initial-link. After making a choice, each option results in an event referred to as the terminal-link. Furthermore, by keeping the choice phase equivalent (i.e., initial-link response requirements), preference for one option over another option is assumed to be driven by the terminal-link event and the primary outcomes. More specifically, in the suboptimal choice procedure (e.g. [32] one alternative leads to a terminal-link in which a stimulus that perfectly predicts reinforcement is occasionally presented (e.g., 25% of the time) or leads directly to a non-signaled reward omission. The other alternative leads to a different terminal-link in which a different stimulus is always presented, but it predicts reinforcement probabilistically. Thus, in the suboptimal choice procedure, the effects of primary reinforcement (i.e., food) can be dissociated from those of conditioned reinforcement, (the different stimuli in the terminal-links that predict reward). Using concurrent-chain schedules, there have been findings suggesting that terminal-link stimuli associated with reward outcome function as conditioned reinforcers and can influence the relative allocation of choices [36, 37, 29, 38, 39, [40] [41] [42] [43] [44] 32] , even if preference leads to significantly reduced primary reinforcement. Although not all stimuli associated with reward become conditioned reinforcers (cf. [45] , conditions in which a reward-associated terminal-link stimulus is a conditioned reinforcer function by how well it serves as a predictor (e.g. probability) for reward and can promote suboptimal choice behavior [31, 46, 28, 44, 32] .
Despite previous studies (e.g. [44, 32] demonstrating that a terminal-link stimulus with the greatest predictive probability of reinforcement can produce suboptimal choice in pigeons, similar procedures applied in rodents fail to produce a similar effect; instead, rats tend to behave optimally and choose an alternative that provides the greatest amount of reinforcement, regardless of how predictive a terminal-link stimulus might be [47] [48] [49] . While the above findings suggest species differences between pigeons and rats on the suboptimal choice procedure, it is also possible that the specific conditions used within the procedures could greatly influence choice behavior. Conceptually, the stimulus that is present in each terminal-link functions as a conditioned stimulus (CS), as it is predictive of the subsequent reinforcer (unconditioned stimulus; US). However, there are scenarios in which a CS can be attributed with incentive value that goes beyond its predictive function [50] [51] [52] [53] . Importantly, CSs attributed with incentive value serve as more robust conditioned reinforcers [51] [52] [53] . For example, when pitted against each other, rats have shown a preference for a CS attributed with incentive value over a CS without incentive value, even if the preference results in significantly reduced primary reinforcement (cf. [53, 54] . Collectively, these studies suggest that not all CSs function equivalently and, despite being equally predictive, CSs attributed with incentive value can significantly influence decision-making, leading to maladaptive decisions.
Although pigeons trained on a suboptimal choice procedure show preference for the terminal-link stimulus with the greatest predictive probability of reinforcement, it should be noted that the stimuli used in those experiments (e.g. [44, 32] consists of lights. For pigeons, light stimuli are known to elicit sign-tracking behavior (approach and contact with the stimulus; [55] , in the form of key pecks [56, 57] , which is often a key feature of stimuli attributed with incentive salience [53] . For example, [57] demonstrated that pigeons sign-track to a light-CS that predicted food and continued to do so as it was moved further away from the location of reward delivery, resulting in maladaptive sign-tracking to the light-CS that led to reduced eating time. Thus, for pigeons, it is possible that the use of a light stimulus, which elicits key pecking, could be coupled with incentive value attribution [58, 59] that in turn could drive maladaptive choice within the suboptimal choice procedure.
Parallel to suboptimal choice procedures with pigeons, studies using rats have also used lights [47] [48] [49] . Notably, lights are known to elicit goal-tracking behavior [60, 61, 53] , described as approach to the location of reward delivery [62] , when a food US is used and are not accompanied by the attribution of incentive value that has been shown to promote suboptimal choice behavior. Importantly, it has been shown that rats have a tendency to sign-track to a lever CS [63] [64] [65] , and levers associated with sign-tracking behavior function as robust conditioned reinforcers [51] . Therefore, in the present study we examined how different terminal-link stimuli, with and without incentive salience (i.e., levers vs. lights), can influence decision-making in rats using a suboptimal choice procedure [32] . If incentive salience does not play a role, both groups should similarly prefer the optimal alternative, regardless of the type of terminal-link stimuli used. However, if using stimuli attributed with incentive salience does play a role, levers as terminal-link stimuli should direct decision making towards suboptimal choice behavior.
Methods

Animals
Twelve adult male Sprague-Dawley rats (Harlan Inc.; Indianapolis, IN, USA), weighing approximately 250-275 g at the beginning of experimentation, were used. Rats were individually housed in a temperature-controlled environment with a 12:12 h light:dark cycle, with lights on at 0600 h. All rats were first acclimated to the colony environment and handled daily for one week prior to experimentation, had ad libitum access to water in their home cage throughout experimentation, and were maintained at approximately 85% free-feed body weight throughout experimentation. All experimentation was conducted during the light phase. All experimental protocols were conducted according to the 2010 NIH Guide for the Care and Use of Laboratory Animals (8th edition) and were approved by the Institutional Animal Care and Use Committee at the University of Kentucky.
Apparatus
Experiments were conducted in operant conditioning chambers (ENV-008, MED Associates, St. Albans, VT) enclosed within sound-attenuating compartments (ENV-018 M, MED Associates). Each chamber was connected to a personal computer interface (SG-502, MED Associates), and all chambers were operated using MED-PC. Within each operant chamber, a recessed food receptacle (ENV-200R2MA) outfitted with a head-entry detector (ENV-254-CB) was located on the front response panel of the chamber, two retractable response levers were mounted on either side of the food receptacle (ENV-122CM), and a white cue light (ENV-221 M) was mounted above each response lever. The back response panel was outfitted with two nosepoke response receptacles (ENV-114BM) directly opposite to the front response levers, and a house-light (ENV-227 M) was located at the top of the back panel between the two nosepoke response receptacles. Sonalert© tone generators (ENV-223 AM and ENV223-HAM) were located on either side of the house-light. Food pellets (45-mg Noyes Precision Pellets; Research Diets, Inc., New Brunswick, NJ) were delivered via a dispenser (ENV-203M-45).
Establishing Procedures
Magazine shaping
During the last two days of acclimation to the colony, after animals were handled, 10-15 food pellets were dropped into their home cages. Animals were then trained to retrieve food pellets from the food receptacle for two consecutive days; rats were placed in the operant chambers and given 45 min to retrieve and consume 25 food pellets, delivered on a 60-s fixed time schedule.
Nosepoke training
Following magazine shaping, rats were trained to nosepoke on a fixed ratio (FR) 1 schedule of reinforcement, in which a single break of the photo-beam within the illuminated recessed nosepoke-receptacle resulted in the offset of the nosepoke light and delivery of a food pellet in the magazine. Each session consisted of 30 trials, 15 left-and 15 right-nosepoke presentations. Nosepokes were illuminated individually and pseudo-randomly, in which no more than 6 presentations of the same side could occur sequentially. Trials were separated by a 10-s inter-trial interval (ITI). Rats were trained to nosepoke for food pellets for three consecutive days.
Orienting response
After nosepoke training, an orienting response was added to the response chain. The start of each trial was now signaled by the illumination of the house-light. A contingent response, head-entry into the magazine, resulted in the offset of the house-light and illumination of either the left or right nosepoke. Completing the FR1 requirement on the presented nosepoke resulted in the offset of the nosepoke light and delivery of a food pellet. Each session consisted of 30 trials, 15 left-and 15 right-nosepoke pseudo-random presentations, and were separated by a 10-s ITI. Rats were trained on this response chain for three days. Rats were then trained on a suboptimal choice procedure ( Fig. 1 ) based on the methods described in Smith et al. [32] . Briefly, the suboptimal choice procedure consisted of a total of 72 trials per session, in which initial-link nosepoke-responses resulted in the presentation of one of two spatially distinct terminal-link stimuli (levers or lights) followed by equivalent reinforcement of both alternatives. Each session consisted of 48 forced trials (24 trials per alternative) and 24 choice trials. All trials began with the illumination of the house-light, in which a contingent orienting response, headentry into the magazine, resulted in the offset of the house-light and illumination of a nosepoke light (left, right, or both depending on the trial type). Forced trials consisted of the illumination of a single nosepoke-receptacle, in which a contingent nosepoke resulted in one of two outcome chains. One initial-link option, described as the predictive alternative, had a 50% probability to either produce the presentation of a 100% predictive 10-s terminallink stimulus (lever or light; balanced for side), followed by a single food pellet delivery on stimulus offset, or a 10-s blackout terminallink period leading to no reinforcement. The alternative initial-link option, described as the non-predictive alternative, always produced the presentation of a 10-s terminal-link stimulus (lever or light; opposite to the predictive option), but following stimulus offset there was a 50% chance of a single food pellet delivery. Thus, the expected value across both alternatives was equivalent at 1:1. Choice trials functioned similar to forced trials; except both nosepoke-receptacles were illuminated and animals were allowed to allocate choices across both alternatives. All trials were separated by a 10-s ITI. See Fig. 1 for schematics of the different phases.
Sign-tracking responses were recorded as lever presses during the 10-s terminal-link stimulus presentation, while goal-tracking responses were recorded as breaks of a photobeam within the food receptacle during the same period. Additionally, goal-tracking during the 10-s terminal-link blackout periods were also recorded. Both sign-and goal-tracking during either terminal-link had no effects on the occurrence of subsequent reinforcement.
Phase 2 and 3: decreasing frequency of predictive stimulus
Following training on the first phase of the suboptimal choice procedure, in which the expected value for both alternatives was equivalent, animals were then moved onto Phase 2 and, subsequently, Phase 3 to determine if suboptimal behavior (choice of an alternative with lower expected value) could be demonstrated in rats.
In Phase 2, responses to the predictive alternative during forced and choice trials resulted in the presentation of the 100% predictive stimulus and subsequent reinforcement 25% of the time. The remaining 75% of the time, the predictive alternative resulted in a 10-s non-reinforced blackout. The non-predictive alternative remained constant, in which the non-predictive stimulus was always presented and followed by a 50% chance of reinforcement. Thus, the expected value for the predictive alternative to nonpredictive alternative was 1:2.
In Phase 3, responses to the predictive alternative during forced choice trials resulted in the presentation of the 100% predictive stimulus and subsequent reinforcement 12.5% of the time. The remaining 87.5% of the time, the predictive alternative resulted in a 10-s non-reinforced blackout. The non-predictive alternative remained constant, in which the non-predictive stimulus was always presented and followed by a 50% chance of reinforcement. Thus, the expected value for the predictive alternative to nonpredictive alternative was 1:4.
Reversal phase
Following Phase 3 in Experiment 1, a reversal was conducted in order to test for discrimination learning of the initial-link contingencies [66, 67] . All trials functioned exactly like Phase 1, in which the expected values were equivalent across both alternatives (i.e., 50% probability in obtaining the predictive stimulus and 50% probability of reinforcement following presentation of the nonpredictive stimulus), except now, the initial-link response lead to the opposite terminal-link used in Phase 1.
Analysis
Prior to analyzing the data, discrimination proportions (total response rate during predictive stimulus presentation divided by total response rate during predictive stimulus presentation plus the response rate during the 10-s blackout) were calculated to Each trial began with the illumination of the house-light, in which a contingent orienting response resulted in the illumination of the right, left, or both nosepokes receptacles depending on trial type. A response into one of the illuminated nosepokes resulted in the presentation of a predictive stimulus followed by food or a blackout period; whereas, a response into the opposite nosepoke resulted in the presentation of a non-predictive stimulus with a chance for food following stimulus offset. Note that panels (A), (B), and (C) correspond to the three different phases in experiment, in which the probability of obtaining the predictive stimulus was manipulated.
determine if rats had learned the contingencies associated with each choice alternative. Data were analyzed using linear mixed effects modeling [68] . Choice of the predictive alternative was analyzed for each individual phase with stimulus (nominal) as a fixed between-subject factor, session (continuous) as a fixed withinsubject factor, and subject as a random factor. For comparisons between phases, choice of the predictive alternative was averaged across the last four sessions of training with stimulus (nominal) as a fixed between-subject factor, phase (continuous) as a fixed withinsubject factor, and subject as a random factor. A derivation of the concatenated matching law [69] [70] [71] , was applied in the form:
where B represents behavior allocated to the predictive (Bp) and non-predictive (Bn) side, R represents the scheduled rate of primary reinforcement, and V represents the value of the stimulus or its function as a conditioned reinforcer. Rp was set as the probability of primary reinforcement, while Vp was set at 1.0, the predictive utility of the terminal-link stimulus, on the predictive side. Rn was set at 0.5, the probability of primary reinforcement, while Vn was set at 0.5, the predictive utility of the terminal-link stimulus, on the non-predictive side. The free parameters sr (sensitivity to primary reinforcement) and sc (sensitivity to conditioned reinforcement) capture the extent of changes in choice for the predictive alternative with changes in the relative rate of reinforcement for the primary reinforcer and value for the terminal-link stimulus. The model was fit to the data via nonlinear mixed effects modeling (NLME; [72] , in which choice of the predictive alternative was averaged across the last four sessions with stimulus (nominal) as a fixed between-subject factor, phase (continuous) as a fixed withinsubject factor, and subject as a random factor.
Sign-and goal-tracking rates during forced trials were averaged across the last four sessions for each phase. Due to the absence of sign-tracking to a light stimulus, sign-tracking response rates for the lever group were analyzed alone with phase (continuous) and stimulus predictability (nominal) as fixed within-subject factors, and subject as a random factor. Goal-tracking rates were analyzed with stimulus (nominal) as a fixed between-subject factor, phase (continuous) and stimulus predictability (nominal) as fixed withinsubject factors, and subject as a random factor. Additionally, the sign-and goal-tracking rates for the lever stimulus were compared with response type (nominal), stimulus predictability (nominal), and phase (continuous) as fixed within-subject factors, and subject as a random factor. Moreover, goal-tracking rates during the 10-s blackout period were analyzed with stimulus (nominal) as a fixed between-subject factor, phase (continuous) as a fixed withinsubject factor, and subject as a random factor. Similarly, response rates during reversal were analyzed as mentioned above, except phase was excluded.
Additionally, one-sample t-tests were conducted on the percent choice of the predictive alternative, averaged across the last four sessions of each phase, against indifference (50%) to determine if choice was significantly greater than chance. Correlations between total response rates (sign-and goal-tracking rates combined; averaged across the last four sessions) during presentation of the predictive stimulus and choice for the predictive alternative (averaged across the last four sessions) were calculated using Pearson's r (␣ = 0.05). The percentage of the maximum pellets earned during choice trials was averaged across the last four sessions of each phase and analyzed with stimulus (nominal) as a fixed between-subject factor, phase (continuous) as a fixed withinsubject factor, and subject as a random factor. Note the maximum number of pellets available on choice trials was 12 for each session across all experiments. All post hoc tests were conducted with Tukey HSD. For all tests, ␣ was set at 0.05. Fig. 2 illustrates the percent choice of the predictive alternative during Phase 1 (A), Phase 2 (B), Phase 3 (C), and the average during the last four sessions of each phase (D), in which the frequency that the predictive stimulus was presented decreased as a function of phase. Fig. 2A illustrates initial acquisition on the suboptimal choice procedure, in which the predictive alternative and non-predictive alternative were equivalent in expected value at 50% probability of reinforcement. Linear mixed effects analysis revealed a main effect of session [F(1.10) = 22.87, p < 0.05], indicating that preference for the predictive alternative increased with training, and a main effect of stimulus [F(1.10) = 9.24, p < 0.05], indicating a lever stimulus increased preference for the predictive alternative to a greater extent than a light stimulus. Fig. 2B illustrates the effect of reducing the primary reinforcement associated with the predictive alternative to 25% on the suboptimal choice procedure, in which the predictive alternative and non-predictive alternative was 1:2 in expected value. Linear mixed effects analysis revealed a main effect of session [F(1.10) = 23.28, p < 0.05], indicating that preference for the predictive alternative decreased with training, and a main effect of stimulus [F(1.10) = 7.08, p < 0.05], indicating a lever stimulus increased preference for the predictive alternative to a greater extent than a light stimulus. Fig. 2C illustrates the effect of reducing the primary reinforcement associated with the predictive alternative to 12.5% on the suboptimal choice procedure, in which the predictive alternative and non-predictive alternative was 1:4 in expected value. Linear mixed effects analysis revealed a main effect of session [F(1.10) = 17.43, p < 0.05], indicating preference for the predictive alternative decreased over sessions, and a main effect of stimulus [F(1.10) = 5.08, p < 0.05], indicating a lever stimulus again increased preference responding for the predictive alternative to a greater extent than a light stimulus. Fig. 2D illustrates the average choice for the predictive alternative over the last four sessions of training across the three phases. Linear mixed effects analysis revealed a main effect of phase [F(1.10) = 74.35, p < 0.05], indicating preference for the predictive alternative decreased as the expected value for the predictive alternative to non-predictive alternative decreased. Linear mixed effects analysis also revealed a main effect of stimulus [F(1.10) = 9.46, p < 0.05], indicating that preference for the predictive alternative was greater with a lever stimulus than a light stimulus. Additionally, one-sample t-tests revealed that the percent choice of the predictive alternative averaged across the last four sessions of training was greater than indifference for the lever stimulus during . Collectively, the above results suggest that stimuli that have predictive utility can preferentially influence choice; however, a lever stimulus imbued with incentive salience can promote suboptimal choice to a much greater extent than a light stimulus not accompanied by incentive salience.
Results
Experiment 1: obtaining suboptimal choice behavior via incentive salience
The lines in Fig. 2D represent best-fit functions from the concatenated matching law used to determine whether primary or conditioned reinforcement had a greater influence on choice. Nonlinear mixed effects modeling revealed a main effect of stimulus condition on the sensitivity parameter to conditioned reinforcement (sc) [F(1.21) = 29.16, p < 0.05], indicating choice in the lever group was influenced to a greater extent by conditioned reinforcement than primary reinforcement; this suggests that the value attributed to the lever stimulus in the terminal-link drives initiallink preference more than a food pellet. The best-fit sensitivity to the primary reinforcement (sr) parameter estimate was 1.96 ± 0.49, and the best-fit sensitivity to the conditioned reinforcement (sc) parameter estimate was 1.45 ± 1.01 for the light stimulus condition, indicating primary reinforcement played a marginally greater role in influencing choice for this condition. In contrast, the best-fit sensitivity to the primary reinforcement (sr) parameter estimate was 2.84 ± 0.44, and the best-fit sensitivity to the conditioned reinforcement (sc) parameter estimate was 4.76 ± 0.82 for the lever stimulus condition, indicating that the conditioned reinforcing value of the terminal-link stimulus determined preference to a greater extent than primary reinforcement for the lever condition. Thus, utilizing a stimulus attributed with incentive salience (i.e., a lever) as the reward-associated terminal-link stimulus produced greater influence of stimulus value on preference, overshadowing the effects of primary reinforcement on choice. Fig. 2 . Predictive stimuli can bias preference when overall reinforcement is equivalent; by decreasing the probability in obtaining the predictive stimulus preference switches towards the alternative. Mean (±SEM) percent choice of the predictive alternative (lever n = 6; light n = 6) when the probability of obtaining the predictive stimulus was (A) 50%, (B) 25%, and (C) 12.5%. (D) Mean (±SEM) percent choice of the predictive alternative during the last four sessions of each training for each phase as a function of decreasing predictive to non-predictive alternative expected values. Lines are best fits from the matching equation for each stimulus condition. Fig. 3 illustrates the corresponding response rates during the last four sessions of training for each phase. Fig. 3A illustrates signtracking rates to the predictive and non-predictive lever stimuli. Linear mixed effects analysis revealed a main effect of stimulus predictability [F(1,5) = 45.62, p < 0.05], indicating sign-tracking rates were higher for the predictive stimulus than the non-predictive stimulus. Linear mixed effects analysis also revealed a stimulus predictability x phase interaction [F(1,5) = 20.07, p < 0.05], indicating that sign-tracking rates across the phases were greater for the predictive stimulus than the non-predictive stimulus. Fig. 3B illustrates goal-tracking rates to the predictive and non-predictive stimuli. Linear mixed effects analysis revealed a main effect of stimulus [F(1.10) = 18.80, p < 0.05], indicating goal-tracking rates were greater for a light stimulus than a lever stimulus. Linear mixed effects analysis also revealed a main effect of stimulus predictability [F(1.10) = 11.10, p < 0.05], indicating that goal-tracking rates were greater for a predictive stimulus than a non-predictive stimulus. Finally, linear mixed effects analysis revealed a stimulus x stimulus predictability interaction [F(1.10) = 8.88, p < 0.05], indicating goaltracking rates were dependent on the type of stimulus presented and the function it served; post hoc analysis revealed that the goaltracking rates for the predictive light stimulus was greater than goal-tracking rates for both the predictive and non-predictive lever stimuli and greater than goal-tracking rates for the non-predictive light stimulus.
Additionally, when sign-and goal-tracking rates were compared against one another for the lever stimulus only, linear mixed effects analysis revealed a main effect of response type [F(1.59) = 24.80, p < 0.05], indicating that sign-tracking rates were higher than goal-tracking rates, and a main effect of stimulus predictability [F(1.59) = 17.73, p < 0.05], indicating that sign-tracking rates were higher than goal-tracking rates for the predictive stimulus. Linear mixed effects analysis also revealed a phase x stimulus predictability interaction [F(1.59) = 4.92, p < 0.05], indicating that response rates for the predictive stimulus increased as a function of phase, and a response type x stimulus predictability interaction [F(1.59) = 12.33, p < 0.05], indicating that the conditioned response rates were dependent on stimulus predictability; post hoc tests revealed that sign-tracking to the predictive stimulus was greater than sign-tracking to the non-predictive stimulus and goal-tracking for both the predictive and non-predictive lever stimulus. Fig. 3C illustrates goal-tracking rates during the 10-s blackout period when the predictive stimulus was not presented. Linear mixed effects analysis revealed no significant differences. Collectively, the above results, demonstrate that a predictive stimulus will elicit greater rates of conditioned responding to a greater extent than non-predictive stimuli. Additionally, a lever stimulus primarily elicited sign-tracking behavior, whereas a light stimulus elicited goal-tracking behavior Fig. 4 illustrates the correlation between response rate and percent choice of the predictive lever (A) and light (B) alternatives. There were no significant correlations between response rate and choice of the predictive lever alternative during Phase 1 (r = −0.66, NS), Phase 2 (r = 0.061, NS), or Phase 3 (r = −0.082, NS). Likewise, there were no significant correlations between response rate and choice of the predictive light alternative during Phase 1 (r = −0.038, NS), Phase 2 (r = 0.099, NS), or 3 (r = 0.31, NS). Collectively, the above results demonstrate that response rates in the presence of predictive stimuli and preference for said stimuli are separable. stimulus attributed with incentive value promoted greater suboptimal choice behavior, leading to a significant reduction in the number of reinforcers earned. Fig. 6 illustrates choice and response rate following a reversal, in which initial-link responding resulted in the opposite terminal-link used in the first three phases; additionally, the overall probability of reinforcement across both alternatives was reset to 50% as in Phase 1 from Experiment 1. Fig. 6A illustrates the percent choice of the predictive alternative. Linear mixed effects analysis revealed a main effect of session [F(1.10) = 14.86, p < 0.05], indicating preference for the predictive alternative increased with training following reversal. Additionally, a one-sample t-test revealed that the percent choice of the predictive option averaged across the last four sessions of training was greater than indifference for the lever stimulus [t(5) = 2.02, p < 0.05]. Collectively, the above results suggest that the animals were sensitive to the contingency reversal and that preferences observed during the first three phases in Experiment 1 were not due to any side biases. Fig. 6B illustrates response rates for sign-tracking, goal-tracking, and goal-tracking during the blackout period for a predictive and non-predictive stimulus. Linear mixed effects analysis revealed a main effect of stimulus for goal-tracking [F(1.10) = 18.23, p < 0.05], indicating a light stimulus elicited goal-tracking. Additionally, when sign-and goal-tracking rates were compared against one another for the lever stimulus, linear mixed effects analysis revealed a main effect of response type [F(1,5) = 6.51, p < 0.05], indicating sign-tracking rates were higher than goal-tracking rates for the lever.
Reversal on the suboptimal choice procedure
Discussion
The present experiment examined how different terminal-link stimuli (i.e., levers vs. lights) differentially associated with incentive salience attribution can function in tandem with varying terminal-link stimulus predictive utility (100% vs. 50%) to promote suboptimal choice behavior. The results reported here reveal a number of factors that can promote suboptimal choice behavior. First, consistent with the current literature (e.g., [44, 32] , rewardassociated stimuli that have greater predictive utility (i.e., 100%) can increase preference for a predictive alternative when the expected value is equivalent (1:1) across both alternatives, in which choice on either alternative does not influence overall reinforcement. Second, when a reward-associated stimulus is attributed with incentive value it can also preferentially increase choice for that choice alternative relative to a stimulus that is equally rewardpredictive but is not associated with incentive salience. Together, the results suggest that predictive utility and incentive salience can promote suboptimal choice behavior, as robust preference for the alternative associated with a stimulus that had greater predictive utility and incentive salience was resistant to significant decreases in its expected value. Finally, a contingency reversal indicated that animals were sensitive to the contingencies during the initial phases and that the results prior to reversal training were not due to any side biases. Collectively, the findings herein demonstrate that terminal-link stimuli that have greater predictive utility along with the propensity for the attribution of incentive salience can function together to promote suboptimal choice behavior.
To our knowledge, the present study is the first to obtain suboptimal choice behavior in rats using a suboptimal choice procedure commonly used with pigeons [43, 28, 27, 44, 32] and replicated with humans [33] . Importantly, like previous studies using lights as terminal-link stimuli to assess suboptimal choice behavior in rats using a similar procedure [47] [48] [49] , we also demonstrated optimal choice behavior in rats when using lights as reward-associated stimuli. However, when levers were used as the reward-associated stimuli, rats exhibited suboptimal choice behavior. In pigeons, it has been noted that light stimuli elicit sign-tracking [56] , which can result in maladaptive behavior, such as a reduction in access to primary reinforcement [57] and suboptimal choice. Additionally, it has been demonstrated that CSs that elicit sign-tracking are indicative of greater conditioned reinforcing value in rats, relative to CSs that elicit goal-tracking, and can promote suboptimal behavior 2(e.g. [53, 54] . Hence, by using lever stimuli that elicit sign-tracking, equating stimulus function to that used with pigeons, terminallink stimuli are capable of producing suboptimal choice in both rats and pigeons. Thus, the predictive utility of a reward-associated stimulus alone does not appear to be sufficient to promote suboptimal behavior, rather those same reward-associated stimuli attributed with incentive salience can function to promote maladaptive decision-making.
Even though it is evident that stimuli imbued with incentive salience can promote maladaptive decision-making as seen herein and in similar procedures [53] , the present study also reveals that reward-associated stimuli with the greatest predictive utility can preferentially shift choices; although the overall rates of primary reinforcement across both alternatives during the initial phase of this experiment were equivalent, rats in both groups had a preference for a reward-associated terminal-link stimulus that maintained better predictive utility. Previous experiments with rats that assessed how a predictive versus a non-predictive terminal-link stimulus influence suboptimal choice have demonstrated that predictive utility had no effect on preference and did not promote suboptimal choice [47] [48] [49] . While it is clear that rats, in both groups of the present experiment, preferred a predictive terminal-link stimulus over a non-predictive terminal-link stimulus when primary reinforcement probabilities were equivalent across both options, suboptimal choice behavior was not demonstrated until the expected value for the predictive-stimulus alternative, relative to the non-predictive alternative, was reduced to 1:2 and subsequently to 1:4. When the expected value of the predictive-stimulus option was reduced, rats with lights as terminal-link stimuli demonstrated more optimal decision-making by choosing the non-predictive alternative associated with a higher rate of primary reinforcement, regardless of the predictive utility of the terminal-link stimuli associated with that option. Likewise, a matching analysis, used to quantitatively predict the allocation of behavior based on the relative value of the available outcomes, revealed that sensitivity to primary reinforcement (sr = 1.96 ± 0.49) and conditioned reinforcement (sc = 1.45 ± 1.01) for the light stimulus condition were similar, suggesting that conditioned and primary reinforcement played comparable roles in influencing choice. Similarly, rats with levers as terminal-link stimuli demonstrated a shift in preference for the predictive alternative towards the non-predictive side as the relative expected value decreased, but they did so to a much lesser extent, as rats were still choosing the predictive-stimulus alternative associated with relatively lower expected value in both the 1:2 and 1:4 expected value conditions. Moreover, a matching analysis revealed that sensitivity to primary reinforcement (sr = 2.84 ± 0.44) was relatively lower than the sensitivity to conditioned reinforcement (sc = 4.76 ± 0.82) for the lever stimulus, indicating that the predictive utility of the leveralternative served as a better conditioned reinforcer and directed choice behavior toward a suboptimal result. Altogether, the present results suggest that stimuli attributed incentive salience, when coupled with high predictive utility, can function to promote maladaptive decision-making.
Interestingly, previous research [27, 54, 26, 90, [47] [48] [49] 89, 69, 59, 75, 74] has suggested the importance of terminal-link stimuli as conditioned reinforcers and their ability to influence choice through various approaches. On the contrary, other approaches have been used that closely resemble the procedure used herein and have found contrasting results leading to different theories on the mechanisms that drive suboptimal choice behavior. For example, Trujano et al. [49] used a suboptimal choice procedure closely resembling the one used herein; however, a light stimulus, instead of a direct blackout, was used to signal losses on the predictive alternative. When a summation test (cf. [73] was conducted, the rates of responding during the test resembled rates of responding to the light stimulus that signaled loss, indicating that the light associated with a loss attained conditioned inhibitory properties; thus, it was concluded that the light stimulus that signals loss prevents suboptimal choice behavior from occurring by promoting optimal behavior [49] . Interestingly, suboptimal choice studies with rats [47] [48] [49] have used a stimulus that signals a loss; such stimuli may result in conditioned inhibition that may prevent suboptimal choice by inhibiting its choice. However, in the present study, only rats in the lever condition demonstrated suboptimal choice, while rats in the light condition demonstrated more optimal behavior similar to the results of other studies (e.g., [47] [48] [49] in which a stimulus for loss was used. Thus, whatever conditioned inhibition was present in the current experiments, it would have been equivalent between the two groups; however, only the lever group demonstrated suboptimal choice, suggesting that the attribution of incentive salience to the lever stimulus promoted suboptimal choice, rather than any differential effects of conditioned inhibition. Nevertheless, future research should explicitly investigate if conditioned inhibitory effects have any influence on suboptimal preference and whether or not there are any differential stimulus effects in inhibition efficacy.
While the present findings demonstrate that incentive salience promotes suboptimal choice, a theoretical framework called the "incentive hope model" has been developed to describe the effects of uncertainty and its relation to incentive salience [74] [75] [76] . The incentive hope model suggests that uncertainty will increase the value attributed to a stimulus via counterconditioning and incentive hope working together. Counterconditioning is the process in which any inhibitory effect due to non-reinforcement will be countered through experience with reinforcement. 'Incentive hope' is described to be a process of wanting the reward that has a motivational component, which is distinct from expectation that can be described as requiring knowledge of outcomes that is non-motivational in nature. Additionally, for an expectation to be motivating, the known outcome must be wanted Anselme and Robinson, 2016 . It is hypothesized that the greatest amount of 'incentive hope' exists in settings in which the uncertainty of an outcome is maximal (i.e., 50%), while 'incentive hope' is minimal when expectations are known (i.e., 0% and 100%), since the outcomes are guaranteed. In the first phase of the suboptimal choice procedure used here, counterconditioning to the initiallink choice can be assumed to be equivalent for both options, since both the predictive and non-predictive alternatives resulted in 50% reinforcement, with equivalent amounts of non-reinforced to reinforced trials. However, in the terminal-links, the predictive side can be assumed to function under known expectations of 0% and 100%, such that 'hope' is minimal, while the non-predictive side (i.e., 50% chance for reinforcement) is at maximal uncertainty and maximal 'hope'. Thus, if 'incentive hope' increases the value attributed to stimuli, then preference for the non-predictive alternative would be expected. The data presented here demonstrated nearly-exclusive preference for the predictive alternative, in which expectations were known and 'hope' should have been minimal. Furthermore, although the 'incentive hope' model aims to capture the effects of uncertainty in relation to stimulus value, the framework proposed by Anselme [74] [75] [76] is built upon performance or rate data; there has been some suggestion that greater rates of sign-tracking are indicative of greater incentive salience attribution to a CS, as seen by the increased rates of responding to a probabilistic CS [77, 78] . However, in these studies, value was never directly tested via a conditioned reinforcement test or choice. Consistent with other studies [79, 80] , the correlations reported herein suggest that neither sign-nor goal-tracking rates predicted preference, demonstrating a clear dissociation between the rate of conditioned responding elicited by a conditioned stimulus and the value attributed to that stimulus as revealed by preference. Importantly, the response topographies (i.e., sign-or goal-tracking) elicited by the different terminal-link stimuli (levers vs. lights) were more indicative of differential value.
Although sign-and goal-tracking are both elicited responses, it is possible that these forms of conditioned responding reflect engagement of distinct and separable appetitive systems [81, 58] that might be differentially related to conditioned reinforcement and stimulus value. Additionally, the differential value associated with stimuli that elicit sign-vs. goal-tracking responses has been hypothesized to be driven by some arbitration process between independent, parallel systems [82] [83] [84] that drive stimulus-response (S-R) or Pavlovian relationships [81] versus action-outcome (A-O) or instrumental relationships [85] . Like previous findings demonstrating that responses governed by S-R relationships are insensitive to outcomes [86, 53] and responses governed by A-O relationships are dependent on responsereinforcer contingencies [83, 85] , the results herein suggest that sign-tracking associated with the lever stimulus is mediated by S-R relations, whereas goal-tracking associated with the light stimulus is mediated by A-O relations in the suboptimal choice procedure. Although sign-tracking appears to be mediated by S-R relations, there is some evidence that, under certain circumstances, signtracking could also be mediated by A-O relations (cf. [87] . It is hypothesized that the lever stimulus used here is representative of an S-R relationship due to the nature of the US (i.e., palatable food pellet) used; however, application of neuroscience techniques (e.g., DREADDs or fast-scan cyclic voltammetry) in future studies might be better able to elucidate the functional role of the terminal-link stimuli. Thus, future studies using stimuli that differentially engage the above processes as reward-associated terminal-link stimuli in a suboptimal choice procedure may provide insight into the relative role of each process in maladaptive decision making, offering potential understanding of the mechanisms underlying the insensitivity to primary outcomes associated with pathological gambling behavior [88, 89] .
The suboptimal choice procedure used herein and in other studies (e.g., [44, 32] is one of many different paradigms used to study the potential mechanisms that underlie maladaptive decision-making (e.g., gambling and gambling-like behavior).
Other procedures, such as the rat gambling task (rGT; cf. [26] and probabilistic discounting [90, 91] , have also been utilized to study maladaptive decision-making, along with the neurobehavioral mechanisms that are associated with such behavior. In particular, models designed specifically to study gambling, such as the rGT, rely on obtaining optimal choice behavior first, then via environmental, neurochemical, or pharmacological manipulations create suboptimal choice behavior; through these means valuable insight regarding the neurobiological systems that govern gambling-like behavior has been revealed [26, 92, 93] . However, the rGT is multidimensional in nature, in that it simultaneously manipulates reward magnitude, probability of reinforcement, probability of punishment, and delay across four different concurrent options, making the isolation of the role of each of those dimensions in governing gambling-like behavior difficult. Unlike other rodent models utilized to study maladaptive decision-making, the suboptimal choice procedure used herein offers a means to study the specific role of incentive salience attribution in suboptimal choice behavior, more akin to human gambling behavior in which cues associated with gambling are prevalent and highly valued [94, 89] . Moreover, the procedure allows for the study of how incentive salience contributes to maladaptive decision-making more broadly, demonstrating how differential stimulus value can induce preferences that are incompatible with normative theories of choice, such as optimal foraging theory and rational choice theory.
Altogether, the findings herein offer a model of suboptimal choice behavior, in rats, using a suboptimal choice procedure that has proven consistent across different species, including humans [33, 95] . More specifically, the findings herein demonstrate that the attribution of incentive salience to stimuli, in tandem with stimulus predictive utility, may play a critical role in maladaptive decisionmaking. Granting that the suboptimal choice procedure resembles gambling-like behavior, the mechanisms that drive such behavior could provide insight into maladaptive decision-making in general, and it may prove informative in other pathologies such as addiction and obesity as well. By being able to model such suboptimal choice behavior in rodent models, the possibility to better understand the neurobehavioral mechanisms that drive this maladaptive behavior can be further investigated.
Disclosure
The authors report no conflicts of interest.
