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Editorial


The attentive reader of this annual report will certainly have noticed the change in the title.
Many readers have expected this to happen already a long time ago. Be we feel that since the
PHELIX project at GSI has reached a mature stage that this is the appropriate time.

The PHELIX laser system starts to be developed into the major experimental facility at GSI-
Darmstadt for High Energy Density Physics with intense heavy ion and laser beams. At the
end of the year 2002 the long awaited components from the Livermore Nova laser were on
their way across the Atlantic, and while this report is in print the preparations are underway to
prepare for the first kilo-Joule laser shot.

A large amount of work by the community is not addressed in this report, since it is closely
associated with the GSI-plans for a new accelerator.  Early this year the German government
has decided, based on the recommendations of the „Wissenschaftsrat“, to accept the GSI-
proposal. According to this proposal High Energy Density Physics will be a research field that
is excellently suited for the new accelerator. We expect to have a beam intensity which is
about three orders of magnitude higher than presently and at much shorter bunch lengths. The
activities of the community are therefore geared to continue the current research program,
which is very attractive for young scientists and at the same time preparations for future
activities at the new accelerator have to be planned and implemented.

A major international event during the 2002 report period was the Heavy Ion Inertial Fusion
Symposium, which was held in Moscow and was hosted by Professor Sharkov from ITEP.
Basic Physics issues  of dense strongly correlated plasmas as well as accelerator physics, and
developments towards heavy ion inertial fusion were discussed. Those topics that have a very
close connection to the research field covered in this report have been added as a separate
section.

Finally I want to take the opportunity to express my gratitude to Dr. Karin Weyrich who
during many years did all the work to compile this report and even in difficult times she
managed to have this report appear, and I hope she will continue to provide this service to the
community for many more years yet to come.





Darmstadt, September 2003                                                                      Dieter H.H. Hoffmann
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Construction at the PHELIX laser project [1] continued during
the year 2002. The major milestones reached this year are full
operation of the amplifier cleaning procedures, testing of all
high voltage components on hand and firing of amplifier heads
fully equipped with flash lamps, compression of laser pulses
form the short pulse front end, arrival of laser components form
Lawrence Livermore National Laboratory (LLNL), testing on
dielectric grating prototypes and design of the petawatt
compressor, and completion of the specification and
requirement sheet of the control system along with
development and testing of many prototypes.
The short pulse front end was in 2002 in frequent operation and
proofed itself reliable. The beam pointing and pulse stability
has been improved by some small modification. The output
reached over 60 mJ with a pulse stability of σ = 1 %. Most of
the hardware components on the front ends – including delay
generators, oscilloscopes, shot cameras, motors and the Verdi
pump laser - have been connected to the control system in order
to allow remote operation, which is for safety reasons required
for full system shots.
A compressor was built to allow compression of 10 J laser
pulses [2]. Laser pulse at 10 Hz, 60 mJ, and 7 nm bandwidth
FWHM (full width at half maximum) were compressed to 350
fs FWHM as shown in Fig. 1. The pulses were measured using
a single-shot autocorrelator setup (Fig. 1, left panel).
Figure 1.: Autocorrelation trace showing 350 fs compressed
laser pulses and single-shot autocorrelator setup.
A 10 W Nd:YLF continuous wave alignment laser was taken in
operation to allow for fast alignment of component without
having the high intensity of a pulsed laser. With this laser the
beam pointing form the front end to the experiments can later
be verified before every full system shot.
Three laser heads of the preamplifier have been installed and
aligned. Five telescopes with vacuum spatial filter have been
put in place, tested and aligned. The laser heads have been fired
with a small seed pulse from the short pulse front end.
Numerous mechanical modifications and additions are
necessary to build the PHELIX main amplifier chain out of
components obtained from Phebus (France) and Nova (USA).
The main spatial filter had to be modified at the center section
to allow injection of a preamplified pulse and to use the
amplifiers in a folded double-pass configuration instead of the
original single-pass linear chain. This modification was
completed and the vacuum was successfully tested afterwards.
The mirrors and mirror holders were after all not available
items from LLNL and had to be purchased separately. A more
compact type of mirror holder was already developed and
tested in 2001 in collaboration with LULI, France, and were
ordered for deliveries in 2002 and 2003. The beamline in the
main amplifier is completely enclosed and filled with nitrogen
to ensure that no dust or water vapor can settle on the optics.
The housings around the mirrors and the pedestals under them
along with about two dozen bellows and flanges to seal the
main amplifier cavity airtight were constructed, built and
delivered. After cleaning these parts the assembly of the laser
cavity can continue, for which a movable flowbox was built,
which ensures a class 100 cleanroom environment around the
component to be installed. By successive assembly of the
mirror housings, amplifiers and interstage bellows and tubes
under this flowbox, the laser cavity can fulfill the required
cleanness specifications.
Figure 2.: PHELIX engineers clean an A315 amplifiers in
preparation for the usage. Shown is the inside of the amplifier
with two laser disk holders in the middle and flashlamp panels
on the left and right. (Picture: G. Otto)
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The preparation of all mechanical parts of the main laser
amplifier is done in a separate class 100 cleanroom area inside
the PHELIX building. For this a large hot water spray booth
and a dishwasher for laser disk were taken in operation together
with other cleaning equipment and verified for cleanness. The
know-how of the amplifier cleaning procedures has been
acquired by PHELIX engineers from Cilas, France, and through
training of personal at LULI, France. In this procedure the laser
amplifiers and other mechanical parts have to be taken
completely apart. Every part is then verified to have less than
two five-micron-size particles per square centimeter. For this
verification the aging paint has to be taken of some
components. One A315 laser amplifier was prepared to test the
flash lamps. After the flashlamp tests two more amplifier were
cleaned, equipped with tested flashlamp and inspected laser
disk and put under nitrogen atmosphere to avoid oxidation of
the silver surfaces and degrading of the phosphate laser glass.
The installation of the pulsed power system for the main
amplifier proceeded during 2002 with the setup of the capacitor
bank and with components tests. A preliminary control and
safety system was developed to perform tests of the ignitron
switches, the energy storage capacitors and the amplifier flash
lamps. This control system allows the remote control of the
power supply units, the dump system and a data acquisition
system to monitor several current waveforms in parallel.
Fig. 3: Layout of the high voltage distribution and connection
of the PILC circuitlamp test circuit.
For energy storage 52 µF capacitors manufactured by General
Electric and Haefely with a nominal operating voltage of 22 kV
are used. The 98 capacitors that were available during 2002
were tested with stepwise increasing voltages up to 20 kV by
discharges into a 5Ω dummy load. Furthermore the internal
leakage current of each capacitor was measured at a voltage of
20 kV. All capacitors passed the test except for two, which had
a slightly different internal inductance.
To test the integrity of flash lamps and pulse forming networks
(PFN) before a laser shot, a Pulsed Ionization Lamp Check
(PILC) circuit will be used. This test circuit consists of a 52 µF
capacitor and an ignitron (National Electronics, NL-2909). The
integration of the PILC circuit into the high voltage distribution
system is shown in Fig. 3. A high voltage relay connects the
PILC capacitor to the high voltage terminal of the ignitron rack
belonging to the amplifier under test. The capacitor is
discharged in parallel through the ten PFNs and flashlamp pairs
of the amplifier. The Rogowski coils in the ignitron rack are
used to monitor the flash lamp currents. This allows a test of
the circuit integrity with the low energy PILC pulse. The PILC
circuit has been set up and is currently used for flash lamp tests.
For the flashlamp tests a flash lamp panel with 10 lamps is
installed in an amplifier housing in the laser bay and connected
to the capacitor bank. After a successful PILC test the charging
voltage is increased stepwise up to 20 kV and the current
waveforms are recorded. A typical set of test curves is shown in
Fig. 4.
RG 217 coaxial cables are used to connect the capacitor
modules to the ignitron switches and to the flash lamps. In total
about 10 km of high voltage cables are needed for the wiring of
the capacitor bank. Care is taken that the cables do not touch
grounded metallic structures to prevent arcing. The wiring is
currently proceeding and will be finished early in 2003.
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Fig. 4: Current waveforms for flash lamp tests with charging
voltages between 8 and 20 kV
For experiments with the long pulse of PHELIX (1 kJ in 1 ns)
the construction of the beamline to the target area and the
reconstruction of the target area was started in 2002 to allow as
soon as possible experiments on ion beam - plasma interaction.
The beamline itself will transport the laser beam over a distance
of 70 m to the target from the PHELIX building to the area Z6
in the Experimental hall. Three massive mirror towers, one
outside and two inside the Experimental hall, and a bridge to
the PHELIX building to cover the telescope and to protect the
beamline against wind and rain was installed. A 30 m long 1:1
telescope will be inserted to provide relay imaging for a good
focusability and beam pointing stability. As mechanic stability
is very important for the pointing of the beam, this was a key
point for the construction of the mirror towers.
The current design allows two injections of the PHELIX beam,
one perpendicular to the ion beam for hohlraum experiments
and one under a 8° angle to the ion beam to produce
homogenous plasmas for stopping power experiments. Due to
the free space and experimental requirements both injections
have a different final focusing system.
The target area Z6 was also reconstructed for the experiments
with PHELIX. A new, bigger target chamber with a high
precision target alignment system was installed, see Fig. 5. The
ion beam line had to be partially reconstructed to clear space
for the laser beam. The chamber is a sphere with 1 m diameter
with numerous flanges for diagnostics, laser and ion beams.
Inside the chamber is a thick threaded ring, which keeps its
position during evacuation for precise aligned diagnostics. In
2002 all steel constructions of the beamline and the
reconstruction of the target area has been finished. The
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installation of the optical components as well as the
construction of the final focusing are still under work and will
be finished in 2003. The characterization of the laser beam on
target, synchronization to the Unilac and first experiments on
stopping power are planned for this year.
In June 2002 the final contracts between the BMBF and the
DoE (Department of Energy) were signed at GSI to clear the
transport of the LLNL laser parts to PHELIX. It proved to be
the fastest and least expensive to have PHELIX manpower at
LLNL to dismantle the components from the NOVA laser,
which has been shut down five years ago. Most electrical
components had been stored outdoors for some time and will
despite professional selection of the least deteriorated parts
require significant overhaul and testing. The amplifiers,
telescopes, midchain sensors and appropriate accessories were
dismantled together with LLNL staff and prepared for
shipment. Finally, five container with over 50 tons of laser
components arrived in good condition at GSI. These parts are
crucial for the completion of the laser.
The design phase of the PHELIX control system has been
finished. The system is based on the control system framework
developed at GSI [2], an object-oriented, multi-threaded, event
driven and distributed system written with LabVIEW. The
basic idea of the PHELIX control system is to provide
capability for distributed computing in three software layers.
The first layer is formed by front end computers, which are
connected to the hardware to be controlled. The second layer
consists of a central control PC that is providing SCADA/DSC
functionality, data server capability and serves as
communication interface between the front end and user
interface layer. In 2002 the basic functionality of these two
lower layers was defined and developed. The third software
layer is responsible to give a convenient user access to control
PHELIX. This layer will be given in form of graphical user
interfaces (GUI), that represents the components of the laser.
This GUI displays important system parameters and gives
access to control the components of the laser.
Fig. 5: Shown is the new target chamber at Z6 below the last
mirror tower. The ion beam form the UNILAC arrives from the
right hand side, while the laser pulse arrives either form the top
or from the top left.
Major components of the control system are close to the
prototype state. The LabVIEW instrument driver required for
the PHELIX hardware have been developed at GSI. The
hardware that is used in the prototype state of the control
system are oscilloscopes, arbitrary waveform generators,
stepping motor controllers, FireWire (IEEE1394) CCD
cameras, pulse and delay generators and specialized hardware
components such as commercial lasers, laser power meters and
high voltage equipment. A part of the PHELIX specific classes
for the CS framework [3] were developed in close collaboration
with the VAT [4]. A functional prototype of the PHELIX
control system will be available in the first half of 2003.
Strict requirements have to be met concerning safety issues at
PHELIX. Possible hazards are sources such as high voltage,
laser light and scattered radiation and appropriate safety
measures must be applied. In collaboration with GSI DVEE
and the GSI safety department the requirements and layout for
an interlock system were defined. Based on Beckhoff fieldbus
components in combination with the Siemens access control
and security system CERPAS the access to the building and the
potentially hazardous areas in the building is controlled and
restricted depending on the operational modes of PHELIX. The
interlock system will be certified by the German VDE. In
parallel to the commissioning of PHELIX, the interlock system
is presently integrated into the control system software.
To obtain Petawatt laser pulses (500J in 500 fs) the technique
of chirped pulse amplification [5] is used. For this a laser pulse
is stretched in time by 4-5 orders of magnitude to reduce the
peak intensity and avoid catastrophic damage in the laser glass
during the amplification. After the pulse is amplified form nJ to
kJ energy it is recompressed. Nonlinear dispersion, gain
narrowing, imperfections of the optics and aberrations make it
extremely difficult to reach the original pulse duration.
The critical element in the petawatt laser chain is the final
grating, which must withstand full energy in short pulse
duration and has typically a lower damage threshold than a high
power dielectric mirror. Previous petawatt facilities at LLNL,
JAERI and RAL use 1 m diameter gold coated gratings with a
damage threshold of ~ 0.3 J/cm2 at 1480 l/mm groove density.
Tests done in 2002 on dielectric gratings show that the fluence
can be doubled and the reflectivity could be increased and large
gratings can be manufactured. This allowed us to order 485mm
x 335m gratings for the PHELIX petawatt compressor with
delivery is expected late in 2003.
A compact compressor is designed to pass a 21 x 30 cm
rectangular laser beam with over 700 J input energy and 88%
throughput. A group delay dispersion of 250 ps/nm can be
compensated in a single pass compressor design with only
1.57m grating separation and a separation angle of 15°. The
intensity loss due to spectral and energy clipping on the second
grating and remaining spatial chirp is only 14 % and is
compensated by the increased input energy on a completely
filled first grating. The rectangular shape can be obtained by
inserting a serrated aperture at the input of the double-pass
amplifier, where the fluence is low and the beam has an image
plane of a previous serrated aperture.
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Introduction
The PHELIX (Petawatt High Energy Laser for Heavy Ion
Research) laser project [1, 2] -currently under construction-
is aiming at research using the combination of energetic
heavy-ion pulses and high energy, ultra-high power laser
pulses. The design goal requires ns-pulses to a level of 5 kJ
and, alternatively, sub-ps-pulses reaching 1 Petawatt at en-
ergies of approx. 600 Joules using a CPA (chirped pulse
amplification) scheme. Spatial phase aberrations occurring
during beam transport and amplification process limit the
focusability and hence the achievable irradiance on target
dramatically. For generation of petawatt pulses with the
CPA technology it is essential to have a plane wavefront on
the compression gratings. Adaptive optics will be used for
correction of residual aberrations accumulated in the pream-
plifier and precorrection of those generated in the main am-
plifier.
Optimizing the laser design
Residual deviations from the perfect shape of optical sur-
faces and inhomogeneities in optical materials cause un-
avoidable distortions of the wavefront while the beam trav-
erses the laser chain. Additional system design requirements
such as deflection of ghost foci out of the beam path, spatial
beam separation in the double-pass amplifier etc. make it
necessary to tilt or deliberately misaligne optical compo-
nents. This adds to residual slight misalignments and colli-
mation errors from stage to stage, resulting in both astigma-
tism and coma in the output beam wavefront. To minimize
high-order aberrations, to decrease the flux on optics and
control the intensity profile each amplification stage is sepa-
rated by a magnifying telescope consisting of two lenses and
a pinhole (vacuum spatial filter: “VSF”). In terms of back-
reflected "Ghost Foci" the most critical point in the pream-
plifier (Fig.1) is the entrance lens of VSF4. A single reflec-
tion ghost of this lens would focus approx. 100 mJ very
close to the polarizer of the preceding Faraday isolator. Tilt-
ing the lens by 2° brings the focus out of the beam path.
Figure 2 shows different configurations (0°-2° with a step
value of 1°). The introduced peak-to-valley wavefront dis-
tortion (mainly astigmatism and coma) is 0.03 λ for no tilt,
0.11 λ for 1° and 0.34 λ for 2° tilt. To simplify telescope
design we have chosen a fixed lens tilt of 2° for all input
lenses in the preamplifier. The astigmatism of each input
lens can be compensated by a tilt of the output lens, which is
not the same angle due to different radii, and a 90° turn
around the propagation axis of the next telescope. Therefore
four telescopes are needed for a compensation of astigma-
tism. Thus a wavefront error of ~0.1 λ is achievable. A simi-
lar situation occurs within the two-pass main amplifier. On
the return pass, a reflection from the second lens of the in-
jection telescope (MSF A), creates a slightly divergent
beam, which passes again through the amplifier chain,
which has a gain of 100. In case of a damaged Antireflex
(AR) coating, it would be amplified to a higher energy than
the first laser pulse. To avoid this risk the lens needs to be
tilted by more than 0.55°. Without compensation this would
cause an aberration of around 3 λ. Figure 3 shows the sche-
matics of PHELIX and the calculated wavefront of the out-
put (including only static aberrations).
Adaptive optics
The aim of adaptive optics is the active reduction of the
residual static aberrations and also thermally caused wave-
front distortions due to the heat disposal by pumping with
flashlamps. Our calculations and the experiences of other
high power laser facilities like the Central Laser Facility
(CLF) or the Laboratoire pour l’Utilisation des Lasers In-
tenses (LULI) showed that this can dramatically improve the
beam quality. At GSI we considered different types of adap-
tive systems and their position in our laser system. As a
result, a dielectric-coated bimorph deformable mirror (DM)
with 31 actuators and a diameter of 70 mm was chosen. This
mirror is placed in the image plane of the laser rods after the
preamplifier. The mirror can handle a flux up to 2 J/cm² and
extensions of up to 6 waves. It will run closed loop with a
Shack-Hartmann Sensor.
Within the European research network ADAPTOOL we
were able to test our system in collaboration with CLF at the
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Fig. 1: Layout of the PHELIX-Preamplifier with Adaptive
Mirror
Fig. 2: Ghost reflection of VSF 4 input lens. The laser beam
coming from the left is passing the Faraday isolator and re-
flected from the plane surface of the plano-convex
- 5 -
VULCAN laser [3] and with LULI at the 100 TW laser
facility. CLF developed a gold coated, 108 mm clear aper-
ture bimorph mirror with 64 actuators [4] and an in-house
fabricated Hartmann-sensor. The mirror in the LULI system
is the same mirror as acquired by GSI, but is controlled with
a Achromatic Three Wave Lateral Shearing Interferometer
(ATWLSI) [5].
At Vulcan we compared the performance of the Hart-
mann- (HS) to the SHS in a closed loop adaptive system.
The DM was placed as a retro reflector in the first double-
pass disk amplifier. The laser propagates about 35 m
through another disk amplifier, a telescope and the 208 mm
power amplifier. The sensors were installed at the output of
the laser chain. The number of sub-apertures is approx.
equal for both sensors. The difference between the HS and
the SHS is mainly the beam size where the sensing occurs.
The HS, operating at full beam diameter (208 mm), is easy
and inexpensive to make. The SHS needs a down collimat-
ing telescope because its micro-lenslet array is only the size
of a CCD chip. For the comparison only the sensors were
interchanged, by bringing the output image of the sensors to
identical size, and using the same AO-software of CLF. The
comparison showed very clearly that the adaptive mirror in
closed loop was running much more stable with the SHS. It
showed superior resistance against various kinds of noise in
the system such as vibrations of optical components, air
flow, and intensity fluctuations. The adaptive mirror per-
formed very well with the SHS and was able to correct the
beam to the reference. The reason for this difference is that
both sensors are sensitive to the gradient of the wavefront.
This gradient is increased by the square of the demagnifica-
tion of the down collimating optics. This leads to enlarged
spot displacements and therefore a higher signal-to-noise
ratio in the SHS system.
At LULI the performance of the dielectric mirror for cor-
rection was tested in a sequence of full power shots before
[6] and after compressing [7] the pulse from the CPA. The
mirror is the same as the GSI mirror but has a slightly bigger
clear aperture. To avoid putting the DM in the vacuum be-
tween the compressor and the final focusing optics it was
installed as the 0° retro mirror in the last double passed disk
amplifier (similar to the VULCAN setup). The wavefronts
were measured with ATWLSIs at two different locations: at
the image plane of the mirror after the laser chain and at the
image plane of a plane in the compressor. We used both in
closed loop with the DM. This allowed us to compare their
potential to improve the focal spot quality in the target
chamber. After compression the beam was focused and the
focal spot imaged onto a 16 bit CCD camera.
The focal spot was recorded for a sequence of 30 J shots
every 20 minutes with and without correction by the DM. In
the case of the uncorrected shots the increasing degradation
of the spot and the loss of intensity due to heat accumulation
in the disk amplifier is evident (Fig.4). In the second case we
converged to a nearly flat phase just before the shot and
froze the shape of the mirror during the shot itself. This
resulted in a reproducible, nearly diffraction limited focal
spot for any shot in the sequence, and in average an increase
of a factor of 4 in the peak intensity (Fig. 5).
The experiments in this successful collaborations showed
impressively the potential of adaptive optics (AO) in high
power lasers and give a promising outlook to its perform-
ance in the PHELIX laser. This work was sponsored partly
by the European Commission through the ADAPTOOL
network, and by the BMBF.
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Fig. 3: Schematics of PHELIX and calculated OPD-map
(optical path difference) of the output wavefront.
Fig .4: Spot degrading at the LULI 100TW chain for a se-
quence of 30 J shots every 20 minutes due to heat accumula-
tion in the laser amplifiers. The pictures show the 1st, 3rd and
5th shot (intensities in log-scale!).
Fig. 5: Evolution of maximum intensity on the CCD recording
the focal spot pattern vs. shot number.
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In order to perform high resolution laser spectroscopy on
the 2s1/2-2p1/2 transition in lithium-like heavy ions at GSI a
transient X-ray laser (XRL) is currently under construction
[1] which will be pumped by the 10-J short pulse frontend of
the PHELIX laser system [2]. In the frame of GSI’s XRL
activities a joint experiment has been carried out in collabo-
ration with the XRL research groups from the Université
Paris-Sud and the University of York [3]. The aim of this
work was to gain insight in the complex plasma dynamics
and laser amplification process and hence to identify pa-
rameters relevant for beam divergence, homogeneity, or
spatial coherence improvement.
The experiment was done at the 100 TW-facility of the
Laboratoire Utilisation des Lasers Intenses (LULI) at Ecole
Polytechnique (France). The system is a hybrid Ti:Sa-
Nd:Glass CPA laser system which is capable of delivering
pulses of up to 35 J with a duration of 350 fs.
In a typical transient XRL a long (~1ns) prepulse is fo-
cussed to a line creating a line shaped plasma of preferably
Neon-like or Nickel-like ions. This plasma is then rapidly
heated by a short laser pulse of high intensity thereby creat-
ing population inversion and a high transient gain leading to
amplified spontaneous emission (ASE) in the soft X-ray
range.
Pulse energies of up to 20 J in the short pulse and up to 40
J in the prepulse were used to create line foci of up to 10
mm in length. Two independent focussing arrangements
were used for the long and the short pulse, respectively,
which allow the separate adjustment of the width of the
respective line focus. The prepulse which arrived (660±50)
ps before the peak of the short pulse was focused by a com-
bination of an aspherical lens and a cylindrical lens. For the
short pulse an arrangement of an off-axis parabola and a
spherical mirror was used. This arrangement produces a
travelling wave excitation in the line focus with a speed of
~2.7 times the speed of light. For velocity matching of the
short lived gain and the ASE photons this speed was slowed
down to c by tilting the pulse front, which is achieved by
means of a slight and controlled misalignment of the pulse
compressor [4]. A typical spectrum obtained from the XRL
is given in Fig. 1 showing strong lasing from Ni-like silver
ions at 13.9 nm and 16.1 nm.
The main diagnostic was an XUV imaging system devel-
oped by the Institut d’Optique (France) which provides time
integrated 2D-images of the output plane of the XRL (Fig.
2a). This device was designed to avoid geometrical aberra-
tions with a high magnification factor, so that a resolution of
1 µm, only limited by diffraction, was achieved [5]. This
confirmed an earlier observation of double-spots structures.
As an additional diagnostic, a so-called cross-slit camera,
developed and built at GSI, provided a full length side view
of the plasma with a transverse resolution of 10 µm, imaging
the keV radiation of the hot plasma (see Fig. 3). The data of
the two diagnostics agree well and clearly reflect changes in
the pumping conditions. The observed increase in the width
of the “hot” plasma regions could explain the observed in-
crease of the emitting region (Fig. 2b).
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Fig. 3: Time integrated image of the keV radiation of the hot
XRL plasma. The longitudinal intensity distribution reflects
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Hollow ion formation and line shape analysis in dense laser produced plasmas
F.B. Rosmej1, A. Calisti2, R. Stamm2, B. Talin2, C. Mossé2, S. Ferri2, M. Geißel1, D.H.H. Hoffmann1,
A.Ya. Faenov3, T.A. Pikuz3
1GSI-Darmstadt, 2Université de Provence, Marseille, France, 3MCISDC VNIFFTRI, Mendeleevo, Russia
X-ray emission from hollow ions is a fascinating field
of research for many different branches like, e.g., nuclear
physics (interaction of heavy ion beams with matter), atomic
physics (atomic structure investigations, correlation effects of
multi-electron systems, autoionizing channels of configurations
with multiple excited electrons). Moreover, hollow ion
configurations and the corresponding x-ray emission is very
important for the future GSI-project employing the kilojoule
PHELIX-beam: for x-ray scattering diagnostics in the Warm
Dense Matter (WDM)/Equation of State (EOS) research and for
target diagnostics in stopping power measurements. The
important feature of the hollow ion x-ray emission is the
optically thin emission even under extreme conditions of
strongly coupled large scale dense plasmas.
In the framework of an international collaboration
(Marseille-group, France, Mendeleevo-group, Russia ) we have
performed proof of principle experiments at the nhelix-laser
facility at GSI and developed suitable theoretical methods for
the analysis. Figure 1 shows the experimental spectrum of the
x-ray emission from a 3-electron system recorded by means of
spherically bent mica crystals and x-ray film. Experiments have
been performed with an energy of 30-60 J and spot sizes
ranging from 100-500 µm. The laser pulse duration was about
15 ns.
Figure 1: Highly resolved x-ray emission of the Heδ-satellites
1s2l5l’-1s22l’’ of silicon (dotted: experiment, solid: PPP-
simulations). The arrows indicate the emission from hollow ion
configurations K1L0M1N1.
The solid line is the Stark-broadening analysis of the
δ-satellites (δ = 1s2l5l’-1s22l’’) performed with the PPP-code
[1]. Excellent agreement is obtained for the δ2-group (and also
for the γ -group, γ = 1s2l4l’-1s22l’’ [2]). For the δ3-group the
arrows indicate a systematic discrepancy caused by hollow ion
x-ray emission. By means of the MARIA spectral simulation
code [3] developed further for the analysis of hollow ion
configurations we could demonstrate, that the corresponding x-
ray emission is correlated to excited states.
Figure 2 shows the relevant level scheme of the
configurations K1L0M1N1. The simulations show, that the
population channel from the excited states is dominating by
orders of magnitude compared to the ground state channel.
Therefore, these hollow ion configuration are not visible in low
density plasmas or typical atomic physics experiments carried
out at accelerator facilities.
Figure 2: Energy level scheme and excitation channels of
hollow ion configurations
Figure 3: MARIA-simulations of hollow ion x-ray emission,
simulation parameters are Zn = 14, kTe = kTi = 100 eV, ne =
3·1022 cm-3, Leff = 10 µm, λ/δλ = 2000.
Figure 3 shows the simulations for typical conditions
of strongly coupled laser produced plasmas (coupling
parameter Γ > 1): a) inclusion of ground and excited states
coupling, b) population of the K1L0M1N1-levels only via
dielectronic capture into the He-like ground state, c) all
emission of the K1L0M1N1-levels is artificially switched off.
In conclusion the present results indicate a successful
atomic physics and diagnostic research of the hollow ion x-ray
emission for the future needs of the PHELIX-laser application.
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Temperature Determination of Laser Heated Plasma Targets
M. Geißel1, A. Blazˇevic´1, E. Brambrink1, D.H.H. Hoﬀmann1,2, Y. Maron3, P. Pirzadeh1,
F.B. Rosmej2, M. Roth1, G. Schaumann1 and W. Seelig1
1TU-Darmstadt; 2GSI Darmstadt; 3Weizmann Institute, Rehovot, Israel
Experiments for the investigation of the interaction of
heavy ions with laser produced plasmas at GSI demon-
strated a strong enhancement of the energy loss and charge
state of the projectiles in the plasma1–3. The results could
not be described by present theoretical models. Therefore,
additional data have been measured to complete the set of
known experimental parameters to support the develop-
ment of suitable ion-plasma-interaction models.
Fluorine spectra in the XUV regime from 5µm (foil) and
2mm (plate) Teflon targets have been recorded by means
of spherically bent mica crystals4 with spatial resolution
and a Flat-Field-Grating-Spectrometer with temporal res-
olution. These spectra have been used to calculate tem-
peratures from line ratios and the spectral decay of the
continuum. For the computation of temperatures from
line ratios a Boltzmann distribution of excited states was
assumed and a modified SAHA equation was utilized5:
NZ+1
NZ
=
gZ+1
gZ
exp
[
ξ − IZ
kBTe
]
, (1)
ξ = (1.7× 10−8)Z(kBTe) 32
(
IZ
kBTe
) 5
2
.
N, I and g represent the abundance, ionization potential
and the statistic weight of the ground state of the ion-
ization state Z. In the calculations, the optically dense
transitions (e.g. Heα, Lyα) have been attenuated by an es-
timation matched to the measurement. The computation
of the temperature was mainly due to higher transitions,
that are optically thin. Figure 1 shows the corresponding
example for a spatially integrated spectrum of fluorine at
t=11.7ns. The laser pulse has a FWHM of 14-15ns. Its
maximum is at t ≈ 7 ns.
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Figure 1: Comparison of a measured fluorine spectrum and
a simulation for kT=175 eV at t=11.7 ns
The evaluation of the continuum was based on the ex-
ponential decay of Bremsstrahlung and recombination ra-
diation with respect to the photon energy6:
ln I ∝ − h¯ω
kT
. (2)
An example of the temperature evaluation by the contin-
uum is given in figure 2 at t=16.3 ns. It fits well to the
value found by the evaluation of the line ratios from the
same spectrum.
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Figure 2: Measurement (dashed) and fit (solid) of the con-
tinuum emission at t=16.3ns
Figure 3 summarizes the measured temperatures for dif-
ferent targets and methods. It leads to a consistant pic-
ture of temperatures between 120 and 200 eV. Values be-
low 120 eV (later than 20 ns and farer than 1.2mm) were
not accessible with the given diagnotics.
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Figure 3: Temperatures for Teflon with temporal (upper)
and spatial (lower) resolution.
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Beam shaping and emittance measurements of laser accelerated proton
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E. Brambrink 1, P. Audebert 2, A. Blazevic 1, J. Cobble 3, T.E. Cowan 4, J. Fernandez 3, J. Fuchs 4, J.-C.
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In experiments irradiating thin foil targets with ultra high
intensity lasers the emission of an intense and very energetic
proton beam was observed [1,2]. These beams contained
1012 protons with energies up to 25 MeV, had an opening
angle of around 30° and originated from the non-irradiated
rear surface of the target.
The acceleration mechanism for these protons is the Tar-
get Normal Sheet Acceleration (TNSA) [3]. The interaction
of the laser with the target produces an electron beam with a
temperature of several MeV, which is moving through the
target. As some of the electrons escape, the target is charg-
ing up and the other electrons are confined in a cloud on the
rear side of the target. This produces strong electrostatic
fields (1012 V/m), which ionizes the atoms on the rear side
and accelerates the ions. As the protons, originating from
impurities, have the best q/m ratio, they are moving in front
of the ions and shield the field. So one always obtains pro-
tons independent from the target material.
To investigate these beams more in detail, experiments at
the LULI 100 TW laser at the Ecole Polytechnique in Pal-
iseau and at the Trident laser at the Los Alamos National
Laboratory were performed. The lasers deliver energies
between 10 and 30 J, and pulse durations between 300 fs
(LULI) and 1 ps (Trident). The lasers are focused with an
off-axis parabola to obtain a peak intensity of 5x1018 to
5x1019 W/cm2 on the target.
As targets we used thin (20-50 µm) aluminum and gold
foils. To obtain a two dimensional information we used
radiochromic film (RCF) as detector. RCF is a plastic foil
with an active layer inside, which changes the color due to
energy deposition by energetic particles. A stack of this RCF
was placed several cm behind the target. As the optical den-
sity of the RCF is calibrated to the energy deposition and the
energy deposition is maximum in the layer, where the proton
is stopped, it is possible to assign a certain energy to every
layer of the stack.
20 µm
Fig. 1: Microscope picture of the target surface and pattern
in the proton beam detected by an RCF.
In some of the experiments we found some structures in
the pattern on the RCF as shown in Fig.1, so we had obvi-
ously a structured proton beam. Further investigations
showed a quite similar structure on the rear surface of the
target. This structure originated in the production process of
the targets.
To investigate this effect more in detail, we used targets
with a defined structure on the rear side of the target. Fig. 2
shows the beam pattern of a target with a grid on the target
surface having a line spacing of 3 µm. This structure is kept
in the proton beam and magnified by a factor of more than
1000 due to the divergence of the beam.
Fig. 2: RCF pattern of the proton beam generated by a target
with a 3 µm grid structure on the rear surface.
Beside the demonstration, that beam shaping with special
designed targets is possible, there is also the possibility to
use this technique for emittance measurements.
The transverse emittance is defined as the integral over
the divergence angle on a line through the proton beam. The
emittance is a parameter for the beam quality and determines
values like focusability and spatial resolution for radiogra-
phy experiments. In these experiments we found an emit-
tance below 0.02 π mm mrad, which is much lower than the
emittance of conventional accelerators.
In these experiments we have measured the emittance of
laser accelerated proton beams and proved their excellent
beam quality. In addition we demonstrated the possibility of
beam shaping, which can be of use for proton radiography
experiments.
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Degree of Ionization in Hydrogen Plasma Formed by Laser Irradiation 
T. Sasaki, M. Kojima, J. Hasegawa, Y. Oguri and M. Ogawa 
RLNR, Tokyo Institute of Technology, Japan 
 
We use a hydrogen plasma target to measure the ion-
beam interaction with low-energy heavy ions [1]. The hy-
drogen plasma was formed by irradiating solid hydrogen 
with a Nd-glass laser of 3J per pulse and 30 ns pulse width. 
It is important to have the information on spatial and tempo-
ral distribution of electron density and neutral atoms in the 
target plasma. In addition to the previous measurement using 
the Stark broadening of hydrogen lines, we have examined 
the plasma diagnostics by means of two-wavelengths Mach-
Zehnder interferometry, which is free from the assumption 
of local thermodynamics equilibrium (LTE).  
We adopted a He-Ne laser of λ=633 nm, 50 mW CW and 
an argon laser of λ=488 nm, 30 mW CW. Images of fringe 
shifts were recorded with a streak camera. Fig.1 shows the 
observed fringe images. The fringe shifts are defined by the 
following equations, 
fHe−Ne =
1
6.33×10−5
5.1×10−24 nHdx− 6.33×10
−5 × 4.48×10−14nedx  
fAr =
1
4.88×10−5
5.1×10−24 nHdx − 4.88 ×10
−5 × 4.48 ×10−14 nedx  
where nH and ne are densities of neutral hydrogen and 
electrons, respectively. Fig2 compares the time evolution of 
the electron density observed at 0.5 mm from the solid hy-
drogen surface with the interferometry and the Stark broad-
ening of Hβ line. The interferometry gave the higher electron 
density and the slower decay than the spectroscopy. The 
interferometry also provided the time evolution of the neu-
tral hydrogen density. Thus we obtained the ionization de-
gree of the hydrogen plasma independent of the plasma 
model.  
The ionization degree observed at 0.5 mm from the solid 
hydrogen surface is displayed in Fig.3. The interferometry 
gave the ionization degree lower than 0.1. On the other 
hand, the intensity ratio of the Hβ line to the continuum gave 
the electron temperature of 8 eV at 33 ns, decaying to 3 eV 
at 80 ns. The spectroscopic data provided the degree of ioni-
zation of larger than 0.999 by assuming the local thermo-
dynamical equilibrium (LTE). The present significant dis-
crepancy of the ionization degree between two methods 
could be due to the model assumption for the spectroscopic 
analysis. The ablating plasma formed by the laser irradiation 
changes its characteristics strongly in time and space. So we 
doubt that the LTE condition was not fulfilled for the pre-
sent laser plasma. However another experiment of charge 
state distribution of the oxygen ions of ~ 0.2 MeV/u in the 
hydrogen plasma revealed the high charge stripping of the 
plasma right after the laser irradiation when the plasma tem-
perature was high. This was consistent with the electron 
density and the electron temperature based on the spectro-
scopic observation.  
He-Ne Ar
 
Fig.1  Streak images of fringe shifts 
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Fig.2  Comparison of time profiles of electron density 
taken with interferometry and spectroscopy 
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Fig.3  Comparison of ionization degree derived from 
two methods, i.e., Mach-Zehnder interferometry and spec-
troscopy of Hβ line. 
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The analysis of the processes in a laser induced plasma is 
still a very complex topic and is not understood in all details. 
It was shown in earlier experiments that there is an enhanced 
energy loss when a heavy ion beam  interacts with a laser 
induced carbon plasma in comparison to the cold gas model 
[1],[2]. These results cannot be described entirely by present 
theoretical models. 
 To provide a stronger basis for a new theoretical model 
we decided to start the investigation using an 40Ar ion beam 
with an energy of 3.9 MeV/u. In order to get information 
about the temporal development of the plasma’s stopping 
power we observe the interaction between  ions and plasma 
by time of flight measurements. For the highest possible 
temporal resolution of the stopping power we use the high 
frequency micro structure of  the ion beam with an ion 
bunch time structure of 9.2 ns given by the 108 MHz of the 
high charge injector (HLI) at GSI.  
 Figure 1 presents the energy loss measurement of Argon 
ions done at GSI. The energy loss was measured in a 200 
µg/cm2 carbon foil heated by a 14 ns, 50 J laser pulse with 
the nhelix laser. The laser beam is deflected onto the axis of 
the ion beam and is focussed down to the ion beam spot size 
of about 1.2 mm. In the left part of fig. 1 we can see the 
energy loss in the solid foil which was measured to be  (4.4 
 0.7) MeV. At the ion bunch number 22 the laser starts to 
heat the carbon and the energy loss rises up to about (9.0  
0.7) MeV. At ion bunch number 30 the energy loss drops 
rapidly down as the plasma cools and expands. Due to the 
strong decrease of the energy loss bunch number 31 could 
not be analysed and was skipped in the graph. 
 
Figure 1: Energy loss in a laser induced carbon plasma. 
To extend the knowledge about these processes leading to 
the enhanced energy loss, we developed new diagnostic 
tools in our experimental area Z6 at GSI. 
 With the lengthening of our beam-line to 11.6 m it was 
possible to improve the temporal resolution of the energy 
loss measurements. 
A Flat-Field-Grating-Spectrometer with temporal resolu-
tion was installed to obtain information about the plasma 
temperature [3], and a Mach-Zehnder Interferometer was set 
up to diagnose the electron density and the homogeneity of 
the plasma expansion [4]. The laser diagnostic at the target 
area was also optimized to get the laser profile at the target 
which is important to control the plasma parameter. 
Another important process during the interaction of the 
ion beam with the plasma is the change of the charge state 
distribution compared to a solid target. Therefore, we split 
up the charge states with a dipole magnet and observed the 
temporal evolution of the charge state distribution with a 
large micro channel plate. In connection with a streak cam-
era it is possible to follow the evolution within the important 
regime of about 100 ns.  
 In order to get a better understanding of the processes be-
tween the ion beam and the carbon foil we started a coopera-
tion with the Hahn-Meitner-Institut (HMI) in Berlin. With 
its unique high resolution magnetic spectrometer Q3D at the 
HMI we measured the energy loss and charge state distribu-
tion of the ion beam after penetrating thin carbon foils for 
varying incoming and outgoing charge states of the projec-
tile. By solving the rate equations for the charge exchange 
reactions it is possible to extract the cross sections for all 
relevant processes, i.e. for ionisation, electron capture, exci-
tation radiative and Auger decay [5]. 
 To compare the charge state distribution of the ion beam 
after a carbon foil with the charge state distribution after 
interacting with a carbon plasma we used the same ion beam 
and energy at HMI and at GSI. With the cross sections of the 
solid carbon foil as a basis we want to investigate how much 
the cross sections have to differ to explain the charge state 
distribution of the ion beam after interacting with the carbon 
plasma which is partly responsible for the enhanced energy 
loss of the ion beam. 
The measurements of the charge state distribution and en-
ergy loss in thin carbon foils are already completed at the 
HMI and the evaluation of the data is in progress. In the next 
step we want to measure the charge state distribution of the 
argon ion beam after passing a carbon plasma at the GSI in  
2003. 
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Energy Loss of 5.9 MeV/u and 11.4 MeV/u C-ions in Shockwave-driven,
Non-ideal Plasma
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For strongly-coupled plasmas a deviation from the Zeff2
behaviour of the energy loss of ions, as known in weakly
coupled plasmas, is expected [1]. Stronly coupled plasmas
are characterized by a Γ-parameters ≥ 1. Interaction of heavy
ions with strongly-coupled plsmas and possible non-ideality
effects in the density regime up to 1022 e-/cm3 and
temperatures between 1-10 eV are of interest for basic
investigations in the warm dense matter regime and
laboratory astrophysics. Such conditions can be realized in
shockwave-driven plasmas, as they are investigated at the
Z6 experimental area at GSI since 2001. The shockwave that
creates the plasma is driven by the detonation of a high
explosive, and compresses gas (Xe or Ar) in a glass-tube. In
front of the shockfront, a plasma layer propagates through
the target. For details of the experimental principle and first
results of the interaction with C-ions see [2].
Fig.1: Mesurement of the shockwave velocity in Ar-plasma
A new type of plasma targets was developped with a
one-tube head replacing the 2-stages-type or detonator-
driven type described in [2]. Two small Al-tubes intrude into
the head, leaving only a 4 mm gap as interaction zone to
avoid edge effects at the tube-wall and minimize straggling .
For diagnosing the plasma parameters the shockwave
velocity was measured as shown in fig. 1. Two glass rods
penetrate with different length into the target head and are
connected to optical fibers. The light emitted from the
travelling shockfront is transmitted via the optical fibers and
recorded with photodiodes. At the surface of the rods the
shockwave is reflected which is seen as a peak in the light
signal. The shockwave-velocity, therefore, is calculated
from the timely distance of the peaks and the difference in
rod-lenth. Shockwave velocity and initial gas pressure are
the needed input parameters for determining the plasma
parameters. Codes devolopped at the IPCP in Chernogo-
lovka based on spectroscopic data, which give as a result the
plasma free electron density and temperature, whereas the Γ-
Parameter follows, enable this. The measurements revealed
for an Ar-plasma free electron densities between 0.26 – 1.5
*1020cm-3 for initial Ar-pressures between 0.2 – 3 bar and
Γ-parameters between 0.6 – 1.3. Figures 2 and 3 show the
measured energy loss for two ion energies, 5.9 MeV/u and
11.4 MeV/u, of 12C-ions for plasma and cold gas of the
same particle line density (the compression factor plasma to
cold gas is ∼ 10). Even if the plasma values seem to be
enhanced, in the range of the error bars no difference
between the energy loss in gas and plasma can be detected.
An enhancement of the energy loss in plasma above the one
in cold gas is known from several measurements in ideal
plasmas in the density regime of 1016 – 1021 cm-3 .
cold gas
plasma
.
Fig 2: ∆E of 5.9 MeV/u C-ions in Ar-plasma and gas
cold gas
plasma
Fig 3: ∆E of 5.9 MeV/u C-ions in Ar-plasma and gas
Further investigations are necessary to decide, if this
result has to be explained by the fact that the energy loss is
dominated by the still bound electrons as in cold gas or if
here a different behaviour in non-ideal plasmas is indicated.
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To evaluate the Coulomb logarithm of a z-pinch plasma 
target for beam-plasma interaction experiments[1,2], we 
measured the energy losses of protons and oxygen ions in 
the target. The beam injection energy was 4.3 MeV/u or 6 
MeV/u. Under these energies both protons and oxygen ions 
were fully stripped in the target. By using the target plasma 
parameters from spectroscopic measurements, we evaluated 
the Coulomb logarithm lnΛ by the following relation: 
ln Λ =
4πε0
2mev p
2
Z p
2e4NtZt
S , (1) 
where me, e, ε0, vp, Zp, Zt, Nt, and S are the mass and the 
charge of an electron, the dielectric constant for vacuum, the 
velocity and the charge of projectiles, the atomic number 
and the number density of target atoms, and the stopping 
power, respectively.  
We measured the energy loss of protons in the plasma 
target by the time of flight (TOF) method. The enhancement 
of the energy loss was successfully observed, which was 
apparently due to the enhancement of the Coulomb loga-
rithm. However, the error of the energy loss was too large to 
evaluate the Coulomb logarithm as a result of the lack of the 
time resolution in our TOF system.  
Then, we measured the energy loss of fully stripped oxy-
gen ions. Figure 1 compares the experimental energy losses 
of 6.0-MeV/u oxygen ions and calculated values. The origin 
of time corresponds to the plasma pinch time. Since the 
energy loss of the oxygen ions was much larger than that of 
protons, we obtained the energy loss within an error of 
±10 % at the pinch time. The calculation well reproduced 
the experiment from –70 ns to 30 ns. 
We summarize the measured Coulomb logarithms and the 
calculated ones at the pinch time in Table 1. To evaluate the 
Coulomb logarithm by using (1), we evaluated the stopping 
power by dividing the total energy loss by the target length 
and averaged the projectile velocity over the ion trajectory in 
the target. So, one should note that the Coulomb logarithm 
was also averaged over the ion trajectory. From Table 1 the 
Coulomb logarithms of the plasma were found to be about 
twice larger than those of the cold equivalent.  
In the previous experiments we measured the energy loss 
of iron and xenon ions in the z-pinch plasma and compared 
them with the theoretically calculated values[2]. We found 
that the discrepancy between the experiment and the calcula-
tion increased with increasing the electron density of the 
target. This discrepancy was probably due to density effects, 
such as ladder-like excitation and ionization of the projec-
tile. To confirm this idea, we estimated the mean ion charge 
of iron and xenon ions in the plasma target from the energy 
loss by using the Coulomb logarithms obtained in this work. 
Table 2 summarizes the mean ion charge of iron and xenon 
ions. Note that the mean ion charges in Table 2 were also 
averaged over the ion trajectory in the target. We show the 
calculated mean ion charge excluding the density effects in 
Table 2. Clearly, the experimental mean charges were larger 
than the calculated ones. This tendency was more remark-
able for xenon ions because the xenon ions were far from 
fully stripped whereas the iron ions were almost fully 
stripped. These results strongly support that the acceleration 
of the ionization due to the density effects played an impor-
tant role at the higher density regime over 1019 cm-3. 
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Fig. 1. Time evolution of energy loss of 6.0-MeV/u oxygen 
ions in a z-pinch helium plasma. 
 
Table 1. Coulomb logarithms. 
Beam injection energy Plasma (exp.) Cold gas (cal.)
4.3 MeV/u 22 ± 1 11 
6.0 MeV/u 19 ± 1 11 
 
Table 2. Estimated mean ion charge of iron and xenon ions. 
Ion species Beam injection energy <Zi> (exp.) 
<Zi> 
(cal.) 
Fe22+ 4.3 MeV/u 24 ± 1 22 
Fe23+ 6.0 MeV/u 23 ± 1 21 
Xe44+ 6.0 MeV/u 39 ± 2 36 
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Spectroscopic Investigation of Heavy Ion Stopping Processes in Solids
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The experiments were aimed to receive a space resolved
information on the projectile and target K-shell radiation
caused by inelastic collisions of fast heavy ions penetrating
extended targets. Ca projectiles with the energies of 5.9 and
11.4 MeV/u were stopped in different media: quartz, CaF2 and
porous SiO2 aerogels.
X-ray emission from the ion beam - target interaction
zone were registered by means of focusing spectrographs with
spatial resolution (FSSR) based on spherically bent
(R=150mm) crystals of mica and quartz [1]. Ca and Si Kα -
spectra in the ranges of (3.1 – 3.4) and (6.6 - 7.3) Å
respectively resolved along the ion beam trajectory were
measured.
Fig.1: Focusing spectrometer with space resolution (FSSR).
The length of spectral lines at the detector ( x-ray film)
is a magnified image of the ion beam – target interaction zone
( Fig.1).
The stopping range of 5.9 MeV/u Ca ions in solid
quartz (ρ = 2.23 g/cm3) is of 50 µm. The use of low density
(ρ = 0.1- 0.5 g/cm3) SiO2 aerogel targets [2] instead of a solid
quartz increases the ion stopping range and therefore the length
of spectral lines dramatically (5-50 times). It gives a possibility
to visualize the dynamics of projectile and target radiation
along the stopping range.
Ca+6 ions penetrate the target and undergo the
ionization processes in multiple collisions with target atoms.
At the first few hundreds nanometers the ions will be ionized
to its equilibrium charge state distribution corresponding to the
initial velocity. In contrast to the projectile ions the target
atoms undergo ion collisions mostly one time. The close
collisions lead to the ionization of 1s (K-shell) electrons
accompanied by many L-shell electron ionization with a high
probability [3]. After this, radiative decays in to the K-shell
vacancies result in Kα-satellite target spectrum of multi charge
target ions.
5.9 MeV/u Ca-projectile and Si – target Kα−  spectra
resolved along the beam trajectory are shown in Fig.2. In the
first case the target was a solid quartz ( 2.23 g/cc), in the second
aerogel of a 0.15 g/cc density. It is important to note that
projectile and target Kα−spectra are identical for solid and
foam targets used in experiments.
By observation of the projectile radiation
perpendicular to the relativistic ion beam trajectory transversal
Fig. 2: Kα- projectile and target satellites obtained by mean of the
quartz crystal (2d = 8.5 Å ) in FSSR-1D scheme [1, 4].
Doppler red shift λD is dominating:
λD= λ0/ (1−β2) 1/2 ;  β=v/c (1),
here - λ0  is not shifted satellite wave length ; v – a projectile
velocity, c – the light velocity. 
The line shift is decreasing continuously along the ion
path because of the ion energy loss. The lines in the spectrum
are tilt demonstrating the ion deceleration (see Fig. 3).
Fig. 3: Transversal Doppler shift of the projectile K-α satellites
obtained using a quartz crystal (2d=4.9A) in FSSR–2D scheme [1, 4].
. The K-shell projectile ion spectra show that the
radiation of Ca+17– Ca+19 ions is dominating along the hole
distance observed by mean of K-shell radiation (80% of the ion
range). From the Doppler projectile line shift it was found that
highly ionized Ca+17– Ca+19 ions exist till the energy of 2
MeV/u and don’t undergo recombination processes. According
to the experimental results with thin foils and the theory Ca
ions have to recombine till Ca+12– Ca+15 at this energies. The
reason for this effect is under discussion.
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Interaction of heavy projectile-ions with extended solid
targets is under theoretical and experimental studies. One of
our goal is to understand the influence of the target density on
the projectile ion charge and stopping power. We received an
experimental evidence of the fact that a high target density
influences not only total collision ionization rates but causes
also the suppression of the electron-capture processes. Both
effects lead to the increase of the projectile ion charge after
penetrating dense matter.
Experiments on the interaction of the 11.4 MeV/u energy
Ca 6+ ions with solid matter were carried out at the UNILAC
accelerator facility. As a target material solid quartz (ρ = 2.23g/
cm3) and SiO2 aerogels with a mean density of ρ = 0.15g/ cm3
were used. The K-shell projectile and target radiation in the
photon range of 1.5 – 4 keV induced due to ion-atom collisions
was observed and used for projectile charge state and velocity
analysis [1]. The main idea is based on the observation of the
projectile ion spectral line Doppler shift with a high spatial
resolution. Due to the ion deceleration in the target material,
the Doppler shift is decreasing along the ion beam trajectory.
The projectile-ion spectral lines get a tilted shape [2].
The characteristic spectra were observed by mean of
focusing spectrometers with a space resolution FSSR [3]
perpendicular and on the angel to the ion beam propagation
direction. Spherically bend crystals of mica (R = 150 mm) were
used as dispersive elements. Principal experimental scheme is
shown in Fig.1.
Fig.1 Experimental scheme
A method, utilizing two equal spectrometers at
different angles of observation (along and downstream the ion
beam propagation direction) is proposed to measure the
absolute values of ion velocity inside the stopping media.
Fig.2 shows projectile ion spectra containing Lyα
and Heα lines of Ca observed in the IVth order of mica crystal
reflection, as well as Lyβ and Heβ lines observed in the Vth
reflection order. In this figure, the upper spectrum corresponds
to the observation along the projectile ion beam, the lower one
–downstream the ion beam propagation direction.
Correspondingly, red spectral line shifts are observed in the
upper spectrum and blue spectral line shifts in the lower
spectrum. The difference ∆λRB between the red and blue shifts
of each spectral line can be easily measured if the X-ray
spectrometer dispersion is known and used for the absolute ion
velocity determination along the ion beam trajectory.
Fig. 2 “Red “ and “blue” Doppler line shift of projectile
ions propagating in the aerogel target
The estimated projectile energy at the end of the ion
beam trajectory which can be seen via K-shell radiation
(x=1.2mm, see Fig.2) is of 2-2.2 MeV/u. At this energies, one
expects the Ca ion to be recombined up to CaXII. In
contradiction, the experimental projectile K-shell spectra show
the long lasting radiation of highly charged CaXIX and Ca
XVIII over a wide energy range up to 2 MeV/u (see Fig.2).
More over, expected K-α satellites belonging to lower ionized
charge states (CaXVII-CaI) which should appear at the spectra
between Ca Lyβ and Ca Heβ (V-order) due to the ion
recombination are absent.
A possible explanation of the effect could be as
follows. The Ca 6+ ions will be ionized up to their equilibrium
charge state distribution in accordance with their initial energy
at the first hundreds of nm in solid up to CaXX - CaXVIII.
Then, ions propagate with a roughly constant “ core” charge
(17-19) in dense matter surrounded by the cloud of highly
excited electrons. Target electrons captured on the projectile
highly excited states will be immediately ionized due to the
high frequency collisions with target atoms (of about v=1016
Hz). In the case of Ca ions, this collision rates are higher
already for projectile bound electron states with a quantum
number n=2 than the radiative decay rates 1s-np (v<1015-
1014Hz). This means that in solids, high frequency collisions
with target atoms prevent the process of the bound electron
capture in to the projectile excited states and effectively
decrease the total capture rate.
In our experiments not only K-α satellites (1s-2p
radiative transitions) in the IVth reflection order, but as well
K-β (1s-3p) satellites in the Vth reflection order are seen at the
spectra. The observed spectral region allows us to register as
well the radiative transition 1s-4p and 1s-5p (Vth), but they are
absent. The target electrons captured on this projectile bound
electron states can not be stabilized via radiative decay to the
ground state. The electron will be immediately ionized, the
total recombination process suppressed. Theoretical
consideration of the target-density effect is given in [4].
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Charge Changing Collisions between Triply Charged Ions
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Charge changing collisions between multiply charged
ions in homonuclear collision systems are not only of basic
interest as an ideal testing ground for theory [1] but also
ﬁnd widespread application in plasma physics as well as
fusion and accelerator research [2, 3]. A ﬁrst measurement
of the total loss cross section, i.e. the sum of the ionisation
and the electron transfer cross section, for such a system
has been performed by Kim and Janev [4] for Ar3+ and
Kr3+ at a single center-of-mass energy of 60 keV.
The Giessen ion-ion experiment is ideally suited to study
not only the total electron loss in such collision systems
but also to distinguish between electron transfer and ion-
isation. We have now modiﬁed the experimental setup
to extend our previous studies on four-fold charged ions
[5, 6] to triply charged ions. The ﬁgures show the energy
dependent total cross sections for electron transfer
Ar3+1 +Ar
3+
2 → Ar4+1 +Ar2+2 (1)
Kr3+1 +Kr
3+
2 → Kr4+1 +Kr2+2 (2)
and for total electron loss
Ar3+1 +Ar
3+
2 → Ar4+1 + . . . (3)
Kr3+1 +Kr
3+
2 → Kr4+1 + . . . (4)
where suﬃx 1 denotes ions in the low energy beam line
and suﬃx 2 ions in the high energy beam line.
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Figure 1: Absolute cross sections for total electron loss
(squares) and electron transfer (circles) as function of the
center-of-mass energy in the collision system Ar3++Ar3+.
The error bars represent the statistical error only.
Also shown in the ﬁgures are the experimental values
of Kim and Janev [4] which are about a factor 3–4 higher
than our data. In contrast to our crossed-beams setup
with a well deﬁned interaction zone, Kim and Janev used
a single ion source and mirrored the ion beam back in
itself, thus creating a merged beam with larger interac-
tion length. However, they could not measure directly the
20 30 40 50 60 70
E
cm
 / keV
5e-17
1e-16
1.5e-16
2e-16
2.5e-16
3e-16
3.5e-16
4e-16
to
ta
l c
ro
ss
 se
ct
io
n 
/ c
m
2
transfer (our data)
total loss (our data)
total loss (Kim and Janev [4])
Figure 2: Absolute cross sections for total electron loss
(squares) and electron transfer (circles) as function of the
center-of-mass energy in the collision systemKr3++Kr3+.
The error bars represent the statistical error only.
beam overlap, which mostly accounts for the large error
bars of their experimental data. Both experiments suf-
fer equally from the possibility of metastable ions in the
beams. These metastable states, whose fractions are not
easily accessible in the experiment, may signiﬁcantly inﬂu-
ence the cross section. In particular they enhance the cross
section at small center-of-mass energies. For the four-fold
charged ions Xe4+, Pb4+ and Bi4+ for example no depen-
dence of the charge transfer cross section on the energy
could be observed (see [5] for details). For the application
of these cross sections to accelerator design studies this is
not a major problem, as the life times of the metastable
ions can be in the order of the acceleration time and they
thus also contribute to beam intensity losses.
This work is supported by BMBF under contract no. 06
GI 848I.
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Experimental investigation and longtime predictions of residual radioactivity for 
copper and stainless steel irradiated by carbon beam in the energy range 
200 - 400 MeV/u. 
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First results of the experimental investigation of the 
radioactivity induced in copper and stainless steel by 
irradiation with a carbon beam are presented. This work was 
carried out in collaboration with the accelerator departments 
of ITEP and GSI and the GSI radiation protection group.  
As the first step of the experimental program a carbon beam 
was used for target irradiation. The experiments were carried 
out at the GSI SIS-18 facility. Cylindrical targets were 
installed and fixed on a special support. Two lasers, fixed on 
the walls of Cave A, were used for alignment of the target 
with the beam axis. The target diameter for all samples was 
50 mm. The beam diameter in each experiment was not 
larger then 8 mm. The thickness of the target was 
determined for each ion energy. It was larger than the range 
of carbon ions. Thus the beam is completely stopped in the 
target. 
The ion dose received by each irradiated sample was 
determined by using a well-calibrated ionization chamber, 
which has been put to our disposal by the Biology group. 
Simultaneous measurements of particle numbers together 
with the charge induced in the ionization chamber gives the 
conversion coefficients for carbon ions: 1.01, 0.8 and 
0.742 fC/ion for 200, 300 and 400 MeV/u, respectively. The 
average flux of the carbon ions in all cases was 108 ions per 
pulse. The beam extracted from the synchrotron has a time 
structure of pulse width of 1 s at every 2.6 – 2.8 s time 
interval depending on the beam energy. 
For each ion energy and target material the total equivalent 
dose rate decay curve was measured with a MAB-500 
dosimeter with a scintillator detector (dose range: 50 nSv/h 
… 100 mSv/h; gamma energy range: 33 keV … 7.5 MeV). 
Based on these data the mean values of the “half-life” of the 
short lived isotopes that determine the dose rate a short time 
after irradiation for copper and stainless steel targets were 
estimated: copper – around 1030 s; stainless steel – 1270 s. 
The maximum dose rate 72 µSv/h was measured for the 
stainless steel target 6 min after the end of irradiation at a 
distance of 25 cm from the source for the total flux 
1.33*1012 ions on the target. Here it has to be mentioned 
than the allowed limit for personnel is 20 mSv/year or 
1 mSv/h at extreme conditions. 
The produced radioisotopes can be identified and quantified 
by the energies and by the area under the peak determined in 
the measurements of their characteristic γ-rays. Precise 
gamma-spectrometry measurements for element 
identification is carried out with a Canberra HpGe – GEM-
45195-S-SV detector by coupling with the 4096 multi-
channel analyzer (resolution of 1.8 keV for the 1332 keV 
60Co γ line). In total, around 100 spectra were measured 
during three month after the end of the irradiation. The 
measurement times of the spectra varied from 600 s up to 
86400 s. For the identification of the elements we used not 
only the energy position [1] of the gamma peak but also the 
experimentally measured decay curve parameters. 31 radio-
nuclides are identified, containing 7Be to 65Zn for all 
energies (200, 300, 400 MeV/u) 12C ion bombardment of the 
copper target, and 25, 7Be to 58Co for two energies (200 and 
300 MeV/u) carbon irradiation of the stainless steel targets. 
Several long-lived isotopes with half-life larger than 50 
days, notably 22Na, 54Mn, 57Co, 46Sc, 56Co, 58Co and 7Be 
were found in both irradiated materials for all initial ion 
energies and 60Co and 65Zn were identified only in copper 
targets. Based on these experimental data the example of the 
prediction of induced radioactivity during the continuous 
irradiation of the accelerator constructions are shown in 
fig. 1. One can see that during about 100 days the dose rate 
increases rapidly which then saturates. 
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Fig.1 Extrapolated dose rate 10 cm away from the total 
stopping range copper target (20 and 56 mm) irradiated continually 
by 200 and 400 MeV/u carbon beam (fluency 10 11 ions/s).
Do
se
 
ra
te
,
 
Sv
/h
Irradiation time, days
 - E0= 200 MeV/u
 - E0= 400 MeV/u
 - E0= 400 MeV/u
        D = D400*(R200/R400)
 
                                               
 
References 
[1].  U. Reus, W. Westmeier, Catalog of Gamma rays from 
radioactive decay (Part I, II), Atomic Data and Nuclear Data 
Tables, 29,1,1983 
- 18 -
2 ACCELERATOR RESEARCH AND DEVELOPMENT



















































- 19 -
Discharge channels for beam transport
S. Neﬀ1, A. Tauschwitz2 and D.H.H. Hoﬀmann1,2
1Technische Universita¨t Darmstadt; 2Gesellschaft fu¨r Schwerionenforschung
High current discharge channels are an option for the
transport of intense ion beams. The current inside the
channel creates a azimuthal magnetic ﬁeld, which accel-
erates the beam via the Lorentz force towards the axis.
The ions therefore move in betatron oscillations inside the
channel. Even moderate currents can create large mag-
netic ﬁelds, provided the diameter of the discharge is small
enough. For example, a 60kA discharge with a diame-
ter of 1 cm creates a magnetic ﬁeld of 2.4T at the border
of the channel. Another important property of discharge
channels is their ability to partly neutralize space charge
eﬀects, which becomes important for high beam currents.
These properties make channel transport, combined with
an adiabatic plasma lens for focusing, an promising option
for the ﬁnal transport of future high current ion beams, as
they are for instance required in heavy ion fusion[1].
The beam transport in plasma channels is studied at GSI
in collaboration with the Lawrence Berkeley Laboratories.
We focus on the channel formation and the the transport
of low current ion beams provided by the UNILAC facility.
The transport of high current beams is so far limited to
simulations with a hybrid MHD/PIC code at LBNL.
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Figure 1: Experimental setup at the UNILAC
Our experimental setup is shown in ﬁg. (1). The chan-
nel is created in a three step process inside a gas ﬁlled,
metallic chamber. In a ﬁrst step, the gas on the axis is
heated with a high energy laser (pulse energy 4 J). A few
microseconds later, a small discharge with an energy of 40 J
is triggered. Finally, the main discharge (3 kJ) creates the
discharge channel[2]. The ﬁrst two steps stabilize the main
discharge by creating a rarefaction of the gas density on
axis. The thereby created density proﬁle, with a reduced
density on axis, surrounded by a wall of increased density,
slows down the development of kink instabilities[3].
The rarefaction is also necessary to guide the discharge.
The discharge path is determined by two elements: the dis-
tribution of the electrical ﬁeld (determined by the chamber
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Figure 2: Gas density measurement of the laser created
channel by ion beam scattering
and electrode design) and the pressure distribution inside
the chamber. Our operating pressure is to the right of the
Paschen minimum. Therefore a density reduction leads
to a reduction of the breakdown voltage. The develop-
ment of the gas density after the laser heating is calcu-
lated from the small angle scattering of the ion beam. The
comparison of the measurements with the one dimensional
MHD simulation Cyclops shows a favorable agreement (see
ﬁg. (2))[4]. Stability measurements show the necessity of
the laser heating and the prepulse. Without them, large
instabilities evolve which lead to channel disruption after
a few microseconds, before the current maximum of the
discharge is reached.
We have succesfully demonstrated the transport of low
current ion beams in our discharge channels. For high
current beams the return currents and self ﬁelds must be
taken into account. The return current leads to a widening
of the channel. An analytical estimate, starting from the
MHD force equation, shows that the eﬀect is tolerable for
the short duration of the beam pulse (about 15 ns).
Simulations for high current beams show good transport
capabilities of the channel. The calculations for a 6MA,
4GeV 72Pb beam yield a transport of 87% of the beam
energy inside a 50 kA channel, with 0.5 cm radius and a
length of 3m. The losses are largely due to the formation
of a small beam halo outside the channel.
Supported by the BMBF and DFG Graduiertenkolleg
Physik und Technik von Beschleunigern
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Transverse Ion Beam Shaping Using Nonlinear Optics
D. Varentsov1, D.H.H. Hoﬀmann1,2 and N.A. Tahir3
1GSI Darmstadt; 2TU Darmstadt; 3Univ. Frankfurt
Taking an advantage of the unique capabilities of
heavy ion beams and continuously increasing beam inten-
sity, many successful experiments on high energy density
(HED) matter have been carried out at GSI over the past
few years. New fascinating experimental proposals such as
investigation of equation-of-state of matter under extreme
conditions [1] and generation of metallic hydrogen utilizing
ion-beam driven cylindrical implosion schemes [2, 3] have
been also worked out. The possibility of transverse beam
shaping, i.e. modiﬁcation of the beam intensity distribu-
tion is crucial for these experiments. Typical examples of
beam shaping are the generation of a uniform intensity
distribution in the focal spot or creation of a ring focus
(annular beam), whereas initial beam intensity distribu-
tion is Gaussian. Other applications of transverse beam
shaping include nuclear medicine, isotope production, ﬁ-
nal focusing systems of colliders and ion implantation.
Recently, two diﬀerent beam shaping methods for HED
matter experiments have been proposed. First, to use a
special operating mode of a plasma lens [4] and second,
a rf wobbler (beam rotating system) [5]. However, em-
ploying these methods meets a number of diﬃculties and
an extensive R&D work is still needed before appropriate
technical solutions will be found.
It is important to note that transverse beam shaping
is also possible using conventional nonlinear optical ele-
ments such as octupoles and dodecapoles, installed in a
beamline. There are several papers devoted to this prob-
lem appeared during two past decades [6, 7, 8, 9]. Besides
theoretical studies (e.g., [10, 11]), there are also works
which demonstrate the possibility of transverse ion beam
shaping using octupoles experimentally [12].
In one-dimensional treatment of an arbitrary ion opti-
cal system, the number of particles dN inside an element
[x, x + dx] is invariable and the initial ρ(xo) = dN/dxo
and ﬁnal ρ(x) = dN/dx beam intensity distributions are
therefore related as ρ(xo)dxo = ρ(x)dx or, equally,
ρ(x) =
ρ(xo)
dx/dxo
=
ρ(xo)
F (xo)
=
ρ(xo)
α1 + α2xo + α3x2o + · · ·
,
where the coeﬃcients αi can be obtained by taking a
derivative of the system transfer map Rˆ, 	x = Rˆ · 	xo.
For a linear optic channel, i.e. when only ﬁrst-order ele-
ments of the transfer matrix are considered, beam intensity
distribution ρ cannot be changed but scaled (quadrupole
focusing/defocusing). In case of nonlinear channel, how-
ever, the coeﬃcients α2,3,... = 0 and transverse shaping is
possible. For example, given the initial intensity distribu-
tion ρ(xo) is Gaussian, a distribution close to a uniform
(ρ(x) = const) can be achieved if these coeﬃcients are
adjusted as α2 = 0, α3 ≈ −α1/σ2o .
In order to conﬁrm this idea, third-order simulations
with GICO code have been carried out. In the simula-
tions, a simple focusing transfer channel consisting of ﬁve
quadrupoles has been considered (see Fig. 1, top). Two
Y
X
FQ DQ FQ FQDQO O
Figure 1: Shaping with nonlinear optics: a simple beam-
line with two octupoles (top), first order calculations assum-
ing Gaussian initial intensity distribution (left) and third order
simulations (GICO code) employing octupole fields to produce
a uniform distribution (right).
octupoles have been installed into the optimized in the
ﬁrst-order channel and the positions of the octupoles have
been chosen to have independent control in X and Y phase
planes. The ﬁelds in the octupoles have been adjusted so
that almost uniform intensity distribution is obtained at
the focal spot (Fig. 1, right). Other beam shapes such as
a ring focus can also be generated in this way. The qual-
ity of the ﬁnal beam shape can be, however, signiﬁcantly
enhanced if more nonlinear optic elements (octupoles and
dodecapoles) are available in the system.
In conclusion, transverse beam shaping is essential for
many HED matter experiments. Beam shaping by non-
linear optics is a very attractive alternative to other shap-
ing methods since it is inexpensive, proven to work and
universal. It is important to have a possibility to con-
trol high-order aberrations in a ﬁnal ﬁne focusing system,
even in case if transverse beam shaping itself is not con-
sidered. This has to be taken into account while designing
the beamlines for SIS100 accelerator. Further detailed the-
oretical and experimental studies on shaping by nonlinear
optics are awaited.
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A 200 kV Proton Accelerator Dedicated to 
Low-Energy Beam-Plasma Interaction Experiments 
Y.Oguri, S.Kawasaki, S.Ogawa, H.Fukuda, J.Hasegawa and M.Ogawa 
Research Laboratory for Nuclear Reactors, Tokyo Institute of Technology 
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At RLNR, Tokyo tech, beam-plasma interaction experi-
ments have been performed using a 1.6 MV tandem pelle-
tron accelerator. Stopping power [1] and charge state distri-
bution [2] in non-hydrogenic laser plasmas [3] have been so 
far measured for light heavy ions with incident energies of 
0.1-0.4 MeV/u. 
The projectile stopping power can be expressed in terms 
of effective charge zeff and Coulomb logarithm lnΛ: 
.ln2eff Λzdx
dE
∝  (1) 
In order to determine the Coulomb logarithm independently 
from the charge state, we need energy-loss measurement of 
protons (zeff = 1) with the same velocity as heavier projec-
tiles. Such a measurement has already been performed using 
350 keV protons delivered from the tandem accelerator by 
means of TOF method with a pulsed beam [4]. The terminal 
voltage of the accelerator was (350-20)/2 = 165 kV (20 kV = 
injection voltage). However the intensity of the pulsed beam 
was so small (< 1 nA) that the accuracy of the data was not 
sufficiently high for detailed discussion. This was due to the 
poor beam transmission efficiency in the accelerator at the 
extremely low terminal voltage. 
To overcome this problem, and to obtain experimental 
data for lower projectile energies, a dedicated low-energy 
proton accelerator was constructed. Figure 1 shows the lay-
out of the apparatus. This machine has a horizontal accelera-
tion structure connected to a 200 kV Cockcroft-Walton gen-
erator. The whole structure was integrated on a movable 
base. To produce intense proton beams, we applied a laser 
ion source, where protons were produced by irradiating a 
polyethylene block on the high-voltage terminal with a 
pulsed Nd:YAG laser (532 nm, max. 50 mJ, 5-7 ns). The 
laser flux was ≈ 108 W/cm2. For this source, no power sup-
ply is necessary on the terminal, since the laser apparatus is 
on the ground potential. The duration of the plasma burst 
was ≈ 1 µs. The peak ion current at the exit of the accelera-
tion tube was 0.1-1 mA depending on the extraction voltage. 
After the acceleration the beam was focused by an electro-
static quadrupole doublet. 
For the energy loss measurement by TOF method using a 
pulsed beam, we used a beam buncher based on a 180 MHz 
re-entrant resonator cavity made of aluminium. This cavity 
was connected to the exit of the quadrupole lens. Figure 2 
shows the time structure of the pulsed beam measured by an 
MCP-based time detector. The distance between the buncher 
and the detector was 5 m. The duration and peak intensity of 
each pulse are 1.3 ns and ≈ 1 µA, respectively. For this 
measurement the optimal bunching voltage of ≈ 300 V was 
generated between the gap by an RF power of ≈ 1 W. 
As a preliminary test of the system above, we measured 
the energy loss of 120 keV protons in a carbon foil with an 
effective thickness of 2 µg/cm2. The measured delay of each 
pulse after the passage through the foil was 6 ns, which cor-
responds to an energy loss of 1.4 keV. This result agrees 
well with the value calculated from the foil thickness and 
stopping power data [5]. 
Pulsed proton beams from this 200 kV accelerator will be 
injected into the existing beam line of the tandem accelera-
tor, and transported to the laser-plasma target system. 
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Fig.1 Layout of the 200 kV proton accelerator. 
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Fig.2 Time structure of the bunched beam. 
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Set-up of a laser ion source for beam neutralization experiments
V. Orsic Muthig 1, V. Arsov 2, A. Golubev 3, D.H.H. Hoffmann 4,5, R. Knobloch 5, Y. Maron 6, S. Neff 4,
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A laser ion source (LIS) is built to investigate space charge
neutralization effects in the extraction gap. The reasons to
use a LIS are its relative simplicity compared to other ion
sources, the ability to produce large amounts of high charge
states for a wide range of ion species and the ability to pro-
duce high current density in the extraction gap.
The experimental set-up contains two Faraday cups. The
first one, at a distance of 24 cm behind the extraction gap, is
movable, the second one is fixed at a distance of 70 cm. The
experiment as described in Ref. [1] was extended by a gated
CCD-camera as shown in Fig. 1. The CO2-Laser pulse
(10,6 µm, pulse duration FWHM: 1,3 µs) is focused on a
Fig. 1: Laser ion source with CCD-camera
carbon target. In a first step, Faraday cup measurements
were done for a laser pulse energy of 800 mJ (Fig. 2 ), later
the laser energy was increased to 1.6 J leading to a maxi-
mum ion current of 13 mA for 30 kV extraction voltage.
Fig. 2: Faraday cup signal for 15kV extraction voltage
However, the reproducibility of the measurement has to be
improved. The extraction system is a simple diode setup
which is currently optimized using IGUN [2]. The distance
across the gap is 8 mm with an aperture diameter of
7 mm. Plasma production and expansion of the plasma
cloud were simulated using a two-temperature 1D hydrody-
namic code [3]. This code takes into account the radiative,
dielectronic and three-body recombination as well as elec-
tron impact ionization. The calculations indicate a strong
dependence of the charge state distribution and the ion cur-
rent density on the laser pulse properties (Fig 3 ).
Fig. 3: Numerical results for the total ion current density and
C1+ fraction for two different focus diameters: left 300 µm
and right 500 µm.
The plasma expansion was recorded with a gated CCD-
camera. The expansion velocity of the plasma cloud is ≅ 4
km/s and the mean direction is towards the laser pulse. After
Fig. 4: Picture of plasma cloud at 3.7 , 4.5 and 5.5 µs (the
envelope of the laser pulse is overlaid in gray )
a few laser shots the surface of the target is damaged, there-
fore the expansion direction and appearance of the plasma
cloud changes. To improve the reproducibility of the LIS the
set-up will be changed in order to be able to move the target.
References
[1] V. Orsic, et al. GSI-2002-7 Report (2002)
[2] R. Becker et, al. Rev. Sci. Instrum. 63 (1992)
[3] I.V. Roudskoy, Las. Part. Beams 14, 369-387 (1996)
Supported by DIP
- 23 -
 
 
 The Two-Beam Funneling Experiment 
H. Zimmermann, U. Bartz, N. Müller, A. Schempp, J. Thibus  
Institut für Angewandte Physik, Johann Wolfgang Goethe-Universität, 
60325 Frankfurt am Main, Germany 
 
New high current accelerator facilities like proposed for the 
HIDIF driver require a beam with such a high brilliance, 
which can not be produced by a single pass rf-linac. The 
increase in brightness in such a driver linac is done by several 
funneling stages at low energies, in which two identically 
bunched ion beams are combined to a single beam with twice 
the frequency, current and brightness.  
Our Two-Beam-RFQ funneling experiment is a set up of 
two ion sources as model for the first funneling stage of a 
HIDIF driver, a two beam RFQ, a funnel deflector and beam 
diagnostic equipment to demonstrate funneling of ion beams. 
 
Fig. 1: Layout of the 12.5...200 MHz linac system for 400 mA of Bi+. 
 
The Two-Beam RFQ 
The beam from each identical bucket ion sources are 
focused with an electrostatic LEBT and injected into the RFQ 
at an energy of 4 keV. The two-beam RFQ consists of two sets 
of quadrupole electrodes at an axis angle of 75 mrad, where 
the beams are bunched and accelerated with a phase shift of 
180° between each bunch, driven by one resonanator structure. 
The final beam energy of our scaled experiment of 160 keV for 
He+ is reached with an electrode voltage of 10.5 kV. 
 
Funnel Deflector 
We use for beam bending either the single cell or the multicell 
funnel deflector. Fig. 2 shows two emittance measurements. 
On the left side of the picture the funnel deflector is switched 
off, and the beam drifts through the deflector. On the right side 
the single cell funnel deflector is switched on, and the two 
beams are merged into a common beam. 
 
 
 
Fig.2:  Measured emittances while the single cell deflector is switched off and on. 
The power supply of the funnel deflector is 580W. 
 
New electrode design of the RFQ 
The new RFQ electrode endpart has been manufactured 
and installed in the RFQ for first experiments. The new design 
includes a rebunching section at the end of the electrodes of 
the RFQ which is replaced by unmodulated electrodes until 
now. 
 
Fig. 3: Photo of the accelerating part of the RFQ, changing to the 3d focus 
end part. In the background beam line are still the unmodulated electrodes 
implemented.  
 
Figure 4a shows the interlaced beam pulses of the old and 
now electrode design with the same beam current from the 
LEBT´s. The new electrode design indicates a higher beam 
current at a shorter pulslengths. In figure 4b the pulses have 
the same current at the faraday cup. 
The used faraday cup has a restricted bandwidth and 
cannot resolve the pulses at high resolution. But the results 
cleary indicates the improvements of the matching to the 
funnel deflector. 
 
Fig. 4 a,b: Interleaced beam pulse measurements with a faraday cup. 
A:Beamline with modulated electrode endpart 
B: Beamline with unmodulated electrode endpart 
a: Both beams, same beamcurrent from LEBT 
b: Same current at faraday cup 
 
Conclusion 
Funneling has been demonstrated with both kind of funnel 
deflectors [2]. The manufacturing of the last electrode section 
is done. The installation of the new electrode endpart at one 
beam line and the retuning of the RFQ accelerator was 
completed. First beam tests have been done. 
Next step will be bending and diagnostics with the new beam. 
The installation of the new electrodes at the second beam line 
will follow. Then we will measure emittance growth during 
funneling with our beam diagnostic device. 
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Design of the low energy DTL section of a Bi1+ fusion driver linac 
R. Tiede and U. Ratzinger 
Institut für Angewandte Physik, J.W.-Goethe Universität Frankfurt, Germany 
 
The acceleration of a 209Bi1+ beam by an IH-DTL oper-
ated at 27 MHz (54 MHz) is investigated for two specific 
injection energies at 60 A keV and at 200 A keV, respec-
tively. The input energies are corresponding to the stages 
between funnel sections as defined by the HIDIF study [1] 
and the resonance frequencies are in the range permitted for 
industrial use. In this paper only the layout of the 27 MHz, 
60 – 150 keV/u section is presented. 
The main goal of the study is to find out characteristic beam 
and cavity parameters. As the bottle neck is at the linac front 
end, the first 4 tanks were investigated in detail. 
IHi QTi IHi+1
Icoil
beam
cooling
water
Bi Multibeam IH-DTL Study; f 27 MHz; 1.2m; I+ ~tank= ~ 4 x 50 mA
 
Fig. 1 Suggested simplification of the HIDIF funnel 
tree by using multibeam IH structures (4 beams). 
According to the HIDIF study parameters, a main linac 
carrying a 400 mA 209Bi1+ beam would require 50 mA for 
each branch of the HIDIF funnel tree at the energy range 
investigated here. In this case, substantial simplification of 
the cavity and rf amplifier array could be achieved if 4 
beamlets could be grouped into one cavity, as shown in Fig. 
1. Then the cavity would carry a total beam current of 200 
mA, which is still feasible for short cavities with respect to 
beam loading and power supply needs. 
In Fig. 2 the transverse and longitudinal beam envelopes 
for one beamlet at the design current of 50 mA are shown. 
Table 1 contains the cavity, beam and quadrupole lens pa-
rameters. 
 
Table 1 – Design parameters of the 27 MHz, 50 mA section 
 
IH cavities : 
 
 
IH 1 IH 2 IH 3
 
IH 4
 
Tank length /m 0.63 0.85 1.12 1.25 
No. Of gaps 8 10 12 12 
Aperture radius /mm 16 18 20 20 
Max. eff. gap voltage / kV 500 555 625 680 
Energy range  / keV / u 
 
60 
- 
72 
72 
- 
93 
93 
- 
121 
121 
- 
151 
Beam emittance (rms) : 
transverse / π mm mrad 
longitudinal / π keV/u ns 
Input 
0.15 
0.28 
  Exit 
0.20 
0.50 
 
Quadruple triplet lenses : 
 
 
QT 1 QT 2 QT 3
 
QT 4
 
Total length /m 0.90 0.90 0.90 0.90 
Aperture radius /mm 30 30 30 30 
Eff. Pole length /mm 156 / 260 / 156 
Field gradient / T/m 150 - 163 
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Fig. 2 Beam envelopes of the 60 – 150 keV/u design 
(Ibeam = 50 mA). 
The use of an alternative DTL concept based on the IH – 
structure together with the KONUS beam dynamics resulted 
in a compact design for the DTL frontend of a 209Bi1+ fusion 
driver. However, the high quadrupole lens strength – about 5 
T at 30 mm radius - implies that alternative lens techniques 
are considered additionally. 
The most promising options are : 
• Short superconducting quadrupole lenses [2]. 
• Pulsed, iron free wire lenses[3]. . 
• Space charge lenses (Gabor lens) [4] . 
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Beam Injection Studies Using a Gabor Lens 
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Gabor lenses using a stable space charge cloud for focus-
sing have several advantages compared with other lens sys-
tems. Especially for singly charged heavy ion beams at low 
velocities the theoretical performance of the lenses is supe-
rior [1]. On the other hand experiments at Fermilab and 
elsewhere [2] have only shown a small degree of lens filling 
compared to the theoretical prediction. In contrary newer 
experiments [3] demonstrated a much better degree of lens 
filling and substantially lower emittance growth. Therefore 
an experiment for the following HIDIF relevant subjects is 
underway [4]: 
• Gabor lens LEBT for RFQ injection, determination of 
lens filling and emittance growth 
• Extension of the experimental database by the use of a 
Gabor lens behind the RFQ (beam energy increased by a 
factor of 30). Investigation of the influence of the pulse 
structure on  the space charge cloud and beam transport. 
• Investigation of interactions between high power beams 
and solid material, relevant for the investigation of beam 
losses observed in high current storage rings. 
The schematic layout of the experiment is shown in fig. 1. 
 
 
Fig. 1:Schematic drawing of the experimental set up of the 
Testinjector 1. 
The ion source and LEBT system are already been opera-
tional, and the beam emittance at the injection point into the 
RFQ was measured. The RFQ [5] has been installed and 
vacuum tested. Low power tests for rf conditioning have 
been performed successfully as well as measurements of the 
resonance frequency of the RFQ-cavity (108 MHz) and the 
input matched (25 dB). The tuner was installed, successfully 
tested and is operational. High power tests and beam injec-
tion into the RFQ is scheduled for autumn 2003. The actual 
status of the experimental set up including source, LEBT 
and RFQ is shown in figure 2. 
The magnetic field coils for the large Gabor lens planned 
for the final focus into the target chamber have already been 
delivered. 
 
Fig. 2: Actual picture of the injection experiment. 
The electrodes of the lens were manufactured and in-
stalled in the vacuum chamber (see fig. 3). Vacuum test 
have been performed successfully as well as low power tests 
of the gas discharge and the confinement of the charged 
particles. First beam tests with the new lens are planned for 
the beginning of 2004. 
 
Fig. 3: Picture of the new Gabor lens. 
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High Current Accumulator Ring 
M. Droba, U. Ratzinger, , J. Jacoby, J. Maruhn, O. Meusel 
 IAP, J. W. Goethe University, Frankfurt am Main, Germany 
 
 Space charge compensated low energy beam transport is 
investigated at IAP since many years. Moreover the focusing 
capabilities of Gabor – Plasma Lenses are actually studied 
for bunched and unbunched beams [1]. An electron cloud is 
stabilized transversally by a magnetic solenoidal field. The 
maximum electron density stabilized by the magnetic field 
in combination with the electric space charge field is given 
by:  
High current, low energy ion beams are transported suc-
cessfully by using space charge compensation via rest gas 
electrons. It is concluded that low energy beam accumulator 
rings should profit from the same concept. Usual ring ele-
ments like magnetic dipoles, quadrupoles, sextupoles do not 
allow for an efficient space charge compensation as the elec-
trons can not move along the central orbit. This gave the 
motivation to suggest a toroidal field configuration which at 
the same time can guide ions and electrons along the ring 
orbit. Like in the Gabor – Lens it seems likely that an elec-
tron cloud could be stabilized within the ring before starting 
multi turn injection of the ion beam. 
B
r 
R
h
ϕ
 
Figure 1. Figure-8 configuration  
With respect to the lifetime of an injected p-beam the 
largest occurring cross sections are the resonant charge 
transfer reaction 
as well as the reaction 
Assuming a rest gas pressure of 10-10 hPa and an effective 
cross section of 10-22 m2 per rest gas atom (H and high 
charged ions on the percentage level only) one gets n = 2.7 
1011 m-3 and a free path length l = 3.7 109, life time τ = 6.8 
102 s. The electron proton cross section is very important at 
high beam intensities and is below 10-22 m2 at energies 
above 1 keV. It means that the electron motion has to be well 
controlled. 
 One possible magnetic configuration to accumulate in-
tense proton beams at an energy W ~ 150 keV, β ~ 0.018 and 
currents above I ~ 10 A could be the so called figure-8 con-
figuration [2][fig.1]. The rotated magnetic field in such con-
figuration helps to cancel various drift motions (e. g. curva-
ture drift, grad B drift, ExB drift) of the guiding center. 
 
central Orbit
Trajectory
FxB Drift
FxB Drift
B-Feld
Figure 2. Single particle motion in figure-8 system. 
To prove the properties of a system with parameters R = 1 
m, h = 0.6 m, r = 0.25 m, ϕ = 72°, B = 1-5 T numerical 
computer simulations were done. The magnetic field was 
computed by the numerical integration method for various 
coil configuration. The rotation of the magnetic surfaces 
during one turn (about 70°) and the form of the magnetic 
field is in good agreement with theory[3] in that case. 
The FDTD(Finite Difference Time Domain) method was 
used to simulate the short time behaviour of a single particle 
along magnetic field lines. Some physical parameters as the 
Larmor radius, frequency of oscillations and drift velocities 
could be verified. The motion without space charge effects 
was stable and drift compensation in the second half of the 
figure-8 system could be affirmed [fig.2]. 
A next step will be the implementation of space charge 
and beam current routines by the PIC(Particle in cell) 
method 
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Dynamic confinement of targets heated quasi-isochorically
with heavy ion beams
A. Kozyreva1, M. Basko2, F. Rosmej3, Th. Schlegel1, A. Tauschwitz2, D.H.H. Hoﬀmann1,3
1Technische Universita¨t Darmstadt, Germany
2Institute for Theoretical and Experimental Physics, Moscow, Russia
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Energetic heavy ions deposit their energy with good
uniformity over an extended volume. For energies
Ei 100MeV/u, the total deposited speciﬁc energy, , is in
principle known with a good accuracy. When the density
of the heated sample, ρ0, remains unchanged, the ther-
modynamic state of matter after irradiation is completely
deﬁned by  and ρ0. In this case any measured physical
quantity is determined as a function of this well deﬁned
thermodynamic state.
The governing parameter for volumetric heating of mat-
ter is the speciﬁc energy deposition. For our analysis a
speciﬁc energy of 130kJ/g deposited in solid hydrogen was
chosen. According to the SESEAME equation of state,
this corresponds to a temperature of about 0.6 eV (warm
dense matter regime), if the beam energy is fully converted
into internal energy. A corresponding SIS-18 beam would
consist of 8× 1010 uranium ions of 200MeV/u focused to
a beam spot radius rb=350µm (standard deviation of the
Gaussian distribution).
The choice of materials for our target is dictated primar-
ily by the proposed method of diagnostics, which is based
on the measurement of the spectral and angular distribu-
tions of x-rays scattered by the heated sample [1]. At GSI,
a time-resolved x-ray backlighter (collimated or focused)
can be driven by the Phelix laser. However, with probe
x-rays in the keV range, we are restricted to targets con-
sisting of low-Z elements. It is very advantageous to have
a homogeneous density distribution in the target volume
for diagnostics and interpretation of the scattering data.
RH
   R∆ C
frozen
hydrogencarbon
ion beam
PHELIX
x−ray probe beam
(keV)
scattered
x−rays
tamper
H
∆ C
R   = 300    m
   R   = 50    m
µ
µ
Figure 1: Target conﬁguration for dynamic conﬁnement
of frozen hydrogen heated by the ion beam available from
the SIS-18, and proposed x-ray diagnostics
The simplest target for quasi-isochoric experiments
would be a bare sample of hydrogen, with a radius RH 
rb, if density would stay constant at least at the part of
the sample. For a rectangular spatial proﬁle of the beam
current, the density in the center of the heated region re-
mains constant until the rarefaction wave arrives. For a
Gaussian proﬁle, when the the second space derivative of
the pressure near the axis is not zero, the density begins to
drop before the rarefaction wave reaches the target center.
The adverse eﬀects of the hydrodynamic expansion can
be reduced by introducing an appropriate tamper, adja-
cent to the hydrogen. To achieve conﬁnement with a low-Z
material, transparent for keV x-rays, the tamper has to be
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Figure 2: Density distribution vs radius and time for the
target shown in Fig. 1, during ion beam irradiation
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Figure 3: Evolution of the mean hydrogen density during
ion beam heating for diﬀerent tamper thickness
heated by the wings of the ion beam to produce conﬁn-
ing pressure on the main target material (see Fig.1). It is
beneﬁcial to use a tamper material with large sublimation
energy to delay the beginning of hydrodynamic motion of
the tamper. First simulations, using the BIG-2 code [2],
have shown, that the tamper density should lie below the
density of graphite. As an appropriate material, carbon
phenolic was chosen, which has a density of 1.5 g/cm3 at
normal conditions. The overall target behavior is shown
in Fig.2. Initially, the hydrogen density begins to decrease
on the target axis due to the Gaussian heating proﬁle.
The pressure in the tamper is higher than in the hydro-
gen core. The tamper moves inward and launches a weak
shock wave. Later on, as the density in the tamper drops,
the pressure in the tamper decreases and the motion of
the boundary stalls. The reﬂected shock wave is running
outward. At later times the increasing pressure in the core
pushes the C/H interface back into it’s initial position. At
the end of the beam, our simulation shows the practically
uniform density distribution along the radius, as required
for diagnostics. In Fig.3, the time evolution of the mean
hydrogen density, averaged over the radius is shown. The
tamper thickness can be optimized to yield smallest den-
sity variation during beam heating (∆RC = 50µm) or ini-
tial denisty at the bunch end (∆RC = 60µm).
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Isochoric Heating of Solid Targets By Intense Heavy Ion Beams
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In a previous paper [1] we proposed a new technique
to study the equation-of-state (EOS) properties of high-
energy-density (HED) matter. It was demonstrated that
due to the intrinsic feature of energy deposition of ener-
getic ions over large volumes of matter, an intense heavy
ion beam can be used to isochorically heat solid targets.
The heated matter will then expand isentropically and will
pass through diﬀerent interesting physical states. One can
therefore study the physical properties of these diﬀerent
states of HED matter.
In this contribution we report numerical simulations of
heating of a solid zinc cylinder along the length with a
uranium beam that has 1010 ions with an energy of 500
MeV/u. The bunch length is 300 ns and the beam power
proﬁle along the radial direction is Gaussian with a full
width at half maximum (FWHM) of 1 mm. It is expected
that these beam parameters will be available at the heavy
ion synchrotron, SIS18 at the GSI, Darmstadt in the near
future.
The target radius is 300 micron and has a length of
2 mm. The cold range of 500 MeV/u uranium ions in
solid zinc is about 7 mm, therefore the energy deposition
along the target length will be fairly uniform. Moreover
the target radius is much smaller than the beam radius
(FWHM), the energy deposition along the target radius
will also be uniform. The above beam parameters lead to
a speciﬁc energy deposition of 1.9 kJ/g.
Figure 1 shows the target temperature on a length-
radius plane at t = 200 ns. It is seen that the target
temperature is about 3500 K. It is also seen that there has
been signiﬁcant expansion along the radius that leads to a
reduction in the density. The target density at this time
decreases to about 4.8 g/cm3 from an initial value of 7.13
g/cm3.
Figure 2 shows that at this time the bulk of the target
material is in form of an expanded hot liquid, a state that
has not yet been fully investigated experimentally.
Figure 3 shows density, temperature and pressure at t =
300 ns and at L = 1 mm (middle of the target). It is seen
that these parameters correspond to the calculated values
of these parameters corresponding to the critical point.
Simulations have also shown that using these beam pa-
rameters one can access the critical point region for other
metals like gold, silver, lead and copper. With the avail-
ability of the above beam intensity, experiments will be
carried out at the GSI to study important phases of HED
matter including the critical point region.
References
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3D Simulations of Isochoric Target Heating
for Warm Dense Matter Experiments
S. Udrea1, N. A. Tahir3, D. Varentsov2, and D.H.H. Hoﬀmann1,2
1TU Darmstadt; 2GSI Darmstadt; 3Uni. Frankfurt
For experiments on warm dense matter (WDM) with in-
tense heavy ion beams aiming for precise determination of
the equation of state (EOS), a detailed knowledge of tar-
get heating is essential. Previous simulations [1] with the
hydrodynamic 2D code BIG2 showed that the heating pro-
cess can be quasi-isochoric, provided the ion beam bunch
is suﬃciently short. Unfortunatelly these simulations are
usually time-consuming and therefore are not eﬃcient for
optimising beam-target conﬁgurations. Moreover there is
no posibility to study the eﬀects of deviations from the
cylindrical geometry on the energy density distribution in
the target with 2D codes.
In order to address the above issues a 3D Monte-Carlo
code has been developed. This code allows one to obtain
detailed information about the energy deposition in the
target. Since hydrodynamic motion is neglected, it is pos-
sible to study and optimize the target heating in a fast
and ﬂexible way. Ion beams with gaussian distributions
in the transverse phase-space and elliptical cross-sections
are generated using functions from the ccmath library [2].
Cylindrically shaped targets with arbitrary spatial orien-
tation to the beam can be considered. For present simu-
lations stopping data generated by the SRIM [3] code has
been used.
(a)
(b)
Figure 1: Energy density distributions in a cross-section
along the axis for thin (a) and thick (b) targets. Pictures
are not in scale. Brighter regions correspond to higher
energy density.
In the following we present some results obtained for
the heating of lead targets by uranium beams. The goal
of these simulations was to show how one can optimise the
energy density deposition for homogeneity. The simula-
tions were run with 108 pseudo-particles and the values of
the deposited energy were scaled for a beam of 5·109 ions.
This beam intensity will be available at GSI in 2003. The
simulated beam has εx and εy rms emittances equal to 50
mm·mrad and a FWHM of 1 mm at the waist.
Two targets were considered, one ”thick”, with diam-
eter of 1 mm, and the second ”thin”, with diameter of
0.25 mm. Both were 5 mm long, slightly shorter than the
range of 500 MeV/u uranium ions in solid lead. The tar-
gets were placed coaxial to the beam. First, the center of
the targets has been located at the waist. Because of the
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Figure 2: Distributions of energy density (kJ/g) for thin
(a),(b) and thick (c),(d) targets. (a),(c) - target center
located at the waist; (b),(d) - target center displaced by 5
mm.
Bragg-peak, the deposited energy density increases in the
direction of the beam propagation. This can be observed
for both targets, as shown in Fig.1. To obtain a more
homogenous heating without reducing the length of a tar-
get, one can displace it from the waist. We considered
a displacement of 5 mm in the beam propagation direc-
tion. In Fig.2 we show the energy density distribution in
the two above-mentioned targets: thin (a),(b) and thick
(c), (d). It is seen from Fig.1 and Fig.2, that the heating
of the thin target is more homogeneous than in the case
of the thick target. Moreover, the eﬀect of the displace-
ment is much more pronounced for the thin target: the
energy density distribution evolves signiﬁcantly towards a
homogenous one.
In conclusion, in spite of a loss in total energy deposited
by the beam in a cylindrical target, the energy density
distribution can be made rather homogeneous by reducing
the diameter of the target and displacing its center relative
to the beam waist. Furthermore, the average value of the
energy density is higher in the case of a thin target.
Supported by BMBF.
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It has been shown previously that an intense heavy
ion beam with an annular focal spot could be employed
to achieve a low-entropy compression of hydrogen that
is enclosed in a multi-layered target as shown in Fig.1.
Such a low-entropy compression would lead to theoreti-
cally predicted physical conditions necessary for hydrogen
metallization[1,2]. In these previous calculations we used
the SESAME equation-of-state (EOS) data for hydrogen.
However signiﬁcant diﬀerences have been reported between
the experimental results obtained in laser-driven shock ex-
periments [3] and the calculations done using the SESAME
data. It is therefore possible that one may need to improve
the physical models used in the SESAME data so that the
experimental results may show a better agreement with
the calculations.
Hollow Beam
H
Pb
Figure 1: Target initial conditions
We have developed a new EOS model for hydrogen that
includes molecular dissociation for the neutral ﬂuid re-
gion[4] that is supplemented with Pade´ approximation for
the fully ionized plasma region[5]. However we do not have
an EOS model for the solid phase. Using this new EOS
model for hydrogen we have repeated the previous calcu-
lations in order to study the sensitivity of the results to
the EOS model. Since we do not have an EOS for the
solid phase, we assume that the target contains hydrogen
at one tenth of the solid density (0.0088 g/cm3) at room
temperature. The simulations have been done out using
two-dthe code BIG-2[6].
In these simulations we have considered the parameters
of the heavy ion beam that will be available at the future
SIS100 synchrotron facility at the GSI. We assume a ura-
nium beam with a particle energy of 2.7 GeV/u that has
a bunch length of 20 ns. The maximum beam intensity at
this facility is expected to be of the order of, N = 1012.
However the beam intensity will increase gradually over a
period of few years. It is therefore important to know if
it would be possible to carry out some important exper-
iments during the early stages when the available beam
intensity will be low. For this purpose we have carried out
calculations using diﬀerent values of the beam intensity in
the range N = 1011 to 1012 particles.
In Fig.2 we plot the density, temperature and the pres-
sure vs radius in the hydrogen region at the time of maxi-
mum compression for the case of N = 1011 ions. It is seen
that our new EOS shows more compressibility compared to
the SESAME data. We believe that in case of the former
EOS model, when the driving energy is low (a few kJ/g),
a signiﬁcant fraction of the driving energy is used in the
dissociation process that leads to a lower temperature and
correspondingly to a lower pressure. The material there-
fore is more compressed and ﬁnally one achieves a higher
density, a higher pressure but a lower temperature com-
pared to the SESAME. However the two models lead to
similar results when the driving energy becomes high as
shown in Fig.3 where we plot the maximum density vs
driving energy.
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Figure 2: Hydrogen density, temperature and pressure vs
radius at time of maximum compression for an N = 1011
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Figure 3: Hydrogen density vs input energy at the time of
maximum compression
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Cylindrical target imploded by a rotating heavy-ion beam
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An intense heavy ion beam is a very promising driver to
study equation-of-state (EOS) properties of matter under
extreme conditions of density, pressure and temperature.
Theoretical estimates suggest that an insulator-to-metal
transition may take place in hydrogen at pressures of a few
Mbars, densities of 1−2 g/cm3, and temperatures of a few
thousand Kelvin. The use of an intense heavy ion beam
with an annular focal spot, has been proposed in order
to drive a cylindrical convergent shock wave allowing for
compression of matter to high densities and high pressures
[1]. It has been recently suggested that such an annular
focal spot can be generated by a rotating beam [2]. We
have carried out analytic and numerical simulation work
to determine the minimum rotation frequency necessary to
achieve acceptable level of symmetry [3, 4]. Our study has
shown that 1% asymmetry in the driving pressure requires
about 10 revolutions of the rotating beam.
Here the target dynamics has been studied by means of
one-dimensional simulations performed with the MULTI-
1D code [5]. The heavy ion beam is formed by uranium
ions and is characterized by a parabolic intensity proﬁle in
time and a Gaussian shape in space. The total number of
U ions in the bunch is assumed to be NU = 2 × 1011 and
the ions are supposed to be accelerated up to a kinetic
energy of 2.7 GeV/u. A sketch of the considered beam-
target conﬁguration is shown in Fig.1. The target is a
hollow cylinder of solid high-density material. We assume
a cylindrical sample of cryogenic hydrogen at temperature
TH = 10 K and density ρH = 0.0886 g/cm3 which is
located inside the cylindrical cavity. The radius of this
cavity is RH = 400 µm.
Figure 1: Sketch of the beam-target conﬁguration show-
ing the rotating beam with a Gaussian power proﬁle in
space. The inner hydrogen cylinder is surrounded by a
high-density absorber. The target length is shorter than
the ion range.
As shown in Fig. 1, the target length is smaller than the
ion range (sub-range target). We consider that the target
is driven by a heavy ion beam whose centre is assumed to
rotate, forming a circular ring of radius rc. A set of simula-
tions has been performed by considering a total number of
2×1011 U ions per bunch and a Gaussian pulse shape with
a FWHM∆ = 1mm and pulse length τ = 100 ns. For this
case the absorber is considered to be made of gold. The
radial position of the rotating beam centre, rc, is increased
starting with the case of coaxial focal spot, rc = 0 up to
3.5 mm. We have also varied the FWHM of the Gaus-
sian distribution. Namely, we consider ∆ = 0.5, 1, and
2 mm respectively.For each simulation we looked for the
maximum density and temperature of the central hydro-
gen sample. The results concerning the maximum average
hydrogen temperature and maximum density are shown in
Figs. 2a and 2b respectively.
Figure 2: a) Maximum hydrogen temperature and b) den-
sity as a function of radius rc for beams with diﬀerent
values of the FWHM: ∆ = 0.5 (void circle), 1 (full circle)
and 2mm (box) respectively. The data refer to a target
made of a Au absorber.
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Symmetry Issues in Cylindrical Implosions Driven by a Rotating Beam
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Several plasma physics experiments that will be carried
out at the GSI future synchrotron facility, SIS100 would
require heating of an annular region of a cylindrical tar-
get[1]. A very challenging problem in these experiments
will be the creation of such an annular heated region. One
possibility to achieve this is to use a high frequency rf-
wobbler that will rotate the beam with a very high rota-
tion frequency (of the order of a GHz). One important
problem in this respect is to assess the minimum rotation
frequency of the wobbler that is required to achieve a high
irradiation symmetry at the target (of the order of 99%).
A simple estimation of the required rotation frequency
has already been performed[2]. In this previous model
we assumed an ideal beam focal spot which was a sector
of corona (with a constant angular aperture) and with a
uniform energy distribution. The temporal proﬁle of the
beam power was also considered to be constant throughout
the pulse duration, τp. In this case the time, tT required
for an increase in the absorber pressure by an amount ∆p
in an area that is equal to the focal spot area Afs turns
out to be proportional to the rotation period T. Since T is
also the time needed to increase the pressure in the entire
annular absorber region (with an area Aa) by the same
amount ∆p, we have, tT /T = Afs/Aa and the relative
asymmetry turns out to be ∆p/p = N−1. In this case p
is the mean absorber pressure and N = ντp is the number
of revolutions during the pulse duration with a rotation
frequency ν.
This simple picture illustrates the basic features that
determine the irradiation asymmetry. However in order
to assess the issues more precisely we need to consider
a more realistic picture of the problem that includes the
circular shape of the focal spot, the energy distribution
in the focal spot, and the time dependence of the beam
power. The ﬁrst two eﬀects can be taken into account
very accurately by noting that the heating time, tT at a
given angular position will in general, depend on the radial
position. This is because tT is just the transit time of a
given point on the beam focal spot across a chosen angular
position. The pressure distribution in the annular absorber
is calculated by integration over the angular aperture θ(r),
as below:
∆p(r) ∝
∫ θ(r)
−θ(r)
P [r′(r, θ)] dθ (1)
Where P (r′) gives the spatial distribution of the energy
on the beam focal spot.
The time dependence of the power pulse can be taken
into account in an approximate manner by considering a
suﬃciently large number of revolutions N. In such a case
any arbitrary power pulse can be replaced by a sequence
of box pulses with diﬀerent intensities but with same du-
ration (equal to the rotation period T). It can be easily
shown that the absolute asymmetry at any given time can
be calculated by integrating the power pulse over a time
 8
 6
 4
 2
ε(r)
[kJ/g]   b)
a)
 0.06                   0.11       r [cm]    0.16 
Figure 1: Speciﬁc energy distribution at t = τp for E0 =
5 kJ/g and τp = 20 ns. a)for a uniform beam focal spot
and b)for a parabolic distribution in the beam focal spot.
Solid line analytic solution, dotted line simulations.
interval equal to the transit time of the focal spot at a
given angular position.
∆p(r, t) =
P0
Afs
(γ − 1)
2θ(r)
∫ θ(r)
−θ(r)
f [r′(r, θ)] dθ
∫ t2
t1
g(t) dt (2)
Where P (r, θ, t) = P0f(r′)g(t) is the beam power and γ
is the absorber enthalpy. Also t1,2 = t− [tTm ∓ tT (r)]/2.
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∆p/p
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Figure 2: Relative asymmetry, ∆p/p in the driving pres-
sure at t = τp and r = rm for diﬀerent values of τp, ν and
E0, a) for a box pulse, b) for a parabolic pulse
Fig.1 shows the spatial distribution of the absorbed en-
ergy for a uniform as well as a parabolic distribution of the
energy in the beam focal spot. Solid lines represent the an-
alytic results while the dots represents the numerical sim-
ulations which have been done using a 2D hydrodynamic
code, CAVEAT.
Fig.2 shows the relative asymmetry in the driving pres-
sure given by Eq.(2). It is seen that the analytic and sim-
ulation results agree very well. Both show that for a box
pulse ∆p/p ∝ N−1 while for a parabolic pulse on has ∆p/p
∝ N−2.
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Intense heavy ion beams of diﬀerent species including
Ar, Xe and U will be available at the GSI Darmstadt
when the new synchrotron facility, SIS100/200 will be-
come operational. It is expected that in a fast extrac-
tion mode, a total number of 1012 ions will be delivered
in a single bunch that will have a duration, τ = 50 ns.
One of the important experiments that will be carried
out using these intense beams are the fragment separa-
tor experiments (Super-FRS). Unlike the plasma physics
experiments, in the Super-FRS experiments one is inter-
ested to use the same target over an extended period of
time which requires that the target is not destroyed by
the beam. However with the beam intensities that will
be available at the SIS100/200 this may not be the case.
Calculations have shown [1,2] that the speciﬁc energy de-
position in the target could be large enough to heat the
target material to temperatures far above the melting or
sublimation temperature of the target material. The pur-
pose of the work presented in this contribution is to deter-
mine a suitable conﬁguration with the help of numerical
simulations in which the target will survive successive ir-
radiation over a long period of time. The beam target
geometry is shown in Fig.1 and the simulations have been
carried out using a two-dimensional hydrodynamic com-
puter code, BIG-2[3].
U beam
Sub−Range Solid Target
Figure 1: Beam-Target Geometry
We consider three diﬀerent particle species, namely, Ar,
Xe and U having a particle energy of 1 GeV/u and a pulse
duration of 50 ns. Since the beam intensity will be in-
creased gradually at the SIS100/200 facility, we also con-
sider three diﬀerent values of the beam intensity, N = 1010,
1011 and 1012 respectively. The beam power proﬁle along
the radial direction is assumed to be Gaussian with a full
width at half maximum (FWHM) of σ.
The target is assumed to be a cylinder of solid carbon
whose length is much smaller compared to the range of
the ions. One face of the target is irradiated with the
beam that interacts with the target material and emerges
from the opposite face of the cylinder. The projectile ions
deposit part of their energy in the target and the speciﬁc
power deposition is given by
Ps =
Es
τ
(1)
where τ is the pulse duration and Es is the speciﬁc energy
deposition given by
Es =
1
ρ
dE
dxN
πr2b
(2)
In the above equation, 1ρ
dE
dx is the speciﬁc energy loss due
to a single ion, N is the total number of particles in the
bunch and rb is the beam radius. The target temperature
is determined by Ps and in order to keep the temperature
low one needs to reduce Ps accordingly. From Eqs. (1) and
(2) it is obvious that the only parameter one can vary is
the beam spot area, πr2b . However one needs the smallest
possible radius of the beam spot in order to have good
resolution of the fragment separator.
It is however to be noted that in ﬁrst-order optics the
resolution of the separator depends only on the size of
the beam spot in x-direction (the dispersive plane of the
separator) while the size of the beam spot in y-direction
inﬂuences mainly the transmission through the separator.
Calculations have shown [2] that increasing σy from 1 mm
to 12 mm results in a transmission loss of 25 %, which is
tolerable. A suitable value for σx has been found to be 1
mm. It is therefore advantageous to use a beam with an
elliptic focal spot that has a small x-dimension and a much
larger y-dimension so that the beam spot area becomes
large enough to keep Es below the critical level.
Table 1: Ar ions, N = 1010, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.009 305 4.7x10−3
6.0 0.003 300 1.5x10−3
12.0 0.0015 299 8.2x10−4
Table 2: Ar ions, N = 1011, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.087 362 4.6x10−2
6.0 0.030 320 1.5x10−2
12.0 0.015 309 7.5x10−3
In the present study we therefore assume that σx = 1
mm while for σy we consider three diﬀerent values, namely,
2 mm, 6 mm and 12 mm. In Tables 1 -3 we present results
using Ar ions with intensities of 1010, 1011 and 1012 respec-
tively. It is seen that in all these cases, the speciﬁc energy
deposition is very low that results in target temperatures
- 34 -
which are much lower than the sublimation temperature
of carbon (3925 K).
Table 3: Ar ions, N = 1012, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.87 840 4.8x10−1
6.0 0.30 512 1.5x10−1
12.0 0.14 405 7.6x10−2
The corresponding results using Xe ions are presented
in Tables 4 - 6 respectively. It is seen in Table 6 that for σy
= 2 mm, the temperature is higher than the sublimation
temperature and this conﬁguration is thus not suitable.
In rest of the cases the temperature remains below the
sublimation temperature.
Table 4: Xe ions, N = 1010, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.076 345 4.0x10−2
6.0 0.025 317 1.4x10−2
12.0 0.014 308 6.8x10−3
Table 5: Xe ions, N = 1011, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.78 702 4.77x10−1
6.0 0.25 486 1.34x10−1
12.0 0.13 320 6.7x10−2
The results achieved using uranium ions are presented
in Tables 7 - 9 and it is seen from Table 9 that for 1012
uranium ions and using a σy = 2 mm and 6 mm, the
temperature exceeds the sublimation temperature while
for a σy = 12 mm one could keep the temperature below
this critical value. The ﬁrst two cases are therefore not
suitable for the Suer-FRS experiments.
It is to be noted that the heat must be removed from
the target otherwise the temperature will become above
the sublimation temperature after successive irradiation.
Moreover temperature is not the only parameter that de-
termines the survival of the target but one also needs to
take care of the pressure. If the pressure is high enough,
the target will be destroyed even if the temperature is be-
low the sublimation point. Further study on these prob-
lems will be carried out.
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Table 6: Xe ions, N = 1012, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 7.60 3979 4.37
6.0 2.52 1658 1.40
12.0 1.26 1051 6.7x10−1
Table 7: U ions, N = 1010, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 0.233 471 1.25x10−1
6.0 0.08 356 4.2x10−2
12.0 0.04 327 2.0x10−2
Table 8: U ions, N = 1011, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 2.33 1565 1.31
6.0 0.77 791 4.2x10−1
12.0 0.39 584 2.0x10−1
Table 9: U ions, N = 1012, σx = 1.0 mm
σy(mm) E(kJ/g) T (K) P (GPa)
2.0 23.2 9765 12.65
6.0 7.75 4057 4.5
12.0 3.87 2293 2.17
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Numerical analysis of x-ray transport in channels filled with low-density foam.  
A.A.Bazin1, E.G.Baldina2, N.P.Pleteneva1, R.M.Shagaliev1, G.I.Skidan1, V.V.Vatulin1, O.E.Vlasova1 
1VNIIEF, Sarov, Nizhny Novgorod reg., Russia;   2JINR, Dubna, Moscow reg., Russia 
 
The experiments on x -ray transport in channels with low -density filling carried out on Iskra -5 [5] were analyzed using 
different approximations which allowed to prove the validity of physical models and numerical techniques. The transport 
equation was solved using the diffusion-vacuum approximation based on the view factor method (DVM) [1,2] and the 
kinetic approximation on non-orthogonal meshes with an extended template (DSn) [3,4]. The latter simulations were carried  
 
 
 
 
Fig.1.The geometry of the problem: 1–‘illuminator’; 
2-laser input hole; 3- channel filled with low-densit
CH foam; 4-separating film (Au+CH); 5-casing (Au 
or Cu). The dimensions are: radius 0.5mm; 
‘illuminator’ length 1mm; channel length 2mm. 
out in a single-group approximation, wit h the Planckian x-ray 
spectrum. Since the discrepancy of the opacity data in the considered 
temperature range 0.05-0.15keV is rather high (for example, the 
Rosseland mean free path from different models varies 5-7 times [6]), 
this simplification does not a ffect considerably the obtained x-ray 
field parameters. The foam densities 0.01, 0.005 and 0.001g/c 3 were 
considered. The highest value was taken such that the radiation mean 
free path in it is comparable to the channel length. Also, the internal 
energy of the filling should be a small fraction of the total energy 
input in the channel. The 2D problem geometry is shown in Fig.1. 
Fig.2 shows temperature distributions at the right (a) and left (b) ends of the channel for three foam densities from the kinetic  
calculation. 
Fig.2. Temperature in the channel as a function of time: a) left end; b) right end. 
The effect of low density filling on radiation transport in the channel is the following. Part of the input energy is spent on 
heating up the foam, E in=c×T, where c is the specific heat capacity, and T is the temperature of the material. In the case of 
the foam density ρ=0.01g/cm3  the internal energy of matter is ~40% of the total x -ray energy. The effective radiation mean 
free path in the channel becomes l ess. However, since the filling suppresses hydro motion of the wall material in the channel, 
the reflectivity of the walls increases. The latter effect is opposite to the first two.  
The results are summarized in Table 1. The x-ray field parameters in the case of the ‘vacuum’ channel (the lowest density 
value for DSn) obtained with the DVM and DSn methods are close. Both methods showed satisfactory agreement with the 
experimental data [5, N.V.Jidkov, private comm.]. 
Table 1. 
Model  Wall 
material 
CH density, 
g/cm3 
Tradiation , keV 
(left end) 
Tradiation , keV 
(right end) 
Relative reduction of x-ray flux 
along the channel 
DVM 
DSn 
Au Vacuum 
0.001 
0.14 
0.133 (0.14*)  
0.07 
0.074 
~15 
~10 
DSn Au 0.005 (0.14*) (0.073*) ~14 
DSn Au 0.01 (0.139*) (0.059*) ~30 
DVM 
DSn 
Cu Vacuum 
0.001 
0.12 
0.126 
0.05 
0.065 
~30 
~15 (~5.5 in mid-channel) 
*) Separating   film – CH only. 
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The effect of the wall material on  x-ray transport dynamics in hohlraum channels. 
A.A.Bazin1, E.G.Baldina2, N.P.Pleteneva1, R.M.Shagaliev1, G.I.Skidan1, V.V.Vatulin1, O.E.Vlasova1 
1VNIIEF, Sarov, Nizhny Novgorod reg., Russia;   2JINR, Dubna, Moscow reg., Russia 
 
The effect of the reflecting properties of the walls on x-ray transport dynamics in hollow channels was studied using the 
diffusi -vacuum approximation based on the view factor method (DVM) [1-3] and the kinetic approximation (DSn) [4-6] of 
the kinetic equation of radiation transport. The target consisted of a ∅1mm × 2mm cylinder with an x-ray source similar to 
the ‘illuminator’ used in experiments on Iskra -5 [7] attached to the beginning of the channel. A hollow channel was 
considered to exclude th e uncertainties related to the description of the behavior of the filling. A set of the wall materials 
covered (in accordance with the experimental research carried out on Iskra -5 laser) a wide range of elements: from high Z 
(Au) to intermediate (In, Cu) and low Z (Mg). Evidently, the wall reflectivity, and, therefore, the channel transport properties 
a) b) 
Fig.1. Temperature evolution at the beginning (a) and end (b) of the 
channel for different wall materials from the DSn calculation. 
change with the material Z. Materials with 
higher Z reflect x-rays better, than materials 
with lower Z, and the wall hydro motion due to 
radiation he ating is the less, the heavier the 
material is. Therefore, the highest maximu
temperatures are achieved in channels of the 
highest material Z. Fig.1 shows temperature as 
function of time at the beginning and end of 
thechannel. As expected, the temperature drops 
with the atomic number of the wall element.  
 
The basic difference between the two numerical models (DVM and DSn) is in the treatment of x -ray transport in the heavy 
walls surrounding the hohlraum. In DSn x-ray transport is described by the kinetic equation throughout the whole target, 
while in DVM the radiation diffusion approximation is used in the channel walls.  
Fig.2 shows the comparison between the two models.  
a) b) c) d) 
Fig.2. Temperature evolution in the middle of the channel for four cases: a)Au walls, b) In walls, c) Cu walls, d) Mg walls. 
 
While for the highest-Z (Au) target the two models agree pretty well, both in the maximum temperature, and in the temporal 
profile with some minor time delay shown by the DVM, the discrepancy between the two models becomes more pronounced 
for lighter materials. Thus, the maximum temperature obtained from the DVM decreases, as compared to that from the DSn 
with the Z number: it is 3%, 7.3%, 10.4%, and 18.3% lower for Au, In, Cu and Mg, respectively. The time of the syste
heating up is longer from the DVM, as compared to the full -scale kinetic approximation DSn. Thus, the time delay between 
the heating up at the level of 50eV from the two methods is ~0.04ns, ~0.06ns, ~0.09ns, and 0.13ns for Au, In, Cu and Mg, 
respectively. Therefore, the transition to lower Z reveals the limitation of the radiation diffusion approximation which leads 
to inadequate treatment of the target material behavior with the DVM. In the DVM the part of energy lost on hydro 
expansion of the walls is overestimated, and, thus, the total x-ray energy in the channel is somewhat lower than that from the 
kinetic DSn approximation. As a consequence, the optical thickness of the walls, and, therefore, reemission coefficient drops 
in the case of low-Z materials faster in the DVM simulation. 
The authors would like to thank N.V.Jidkov for discussion of the experimental results obtained on Iskra-5 laser (VNIIEF).  
The work was supported by the ISTC 1137 and WTZ 671.98. 
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Radiative Transitions in Solid State Aluminum Plasmas { Examination
beyond Perturbation Theory
J. Marten, P.-G. Reinhard, C. Toeper and G. Zwicknagel
Institut fur Theoretische Physik II, Universitat Erlangen
We study the inuence of plasmas on radiative tran-
sitions used, for example, in the diagnostics of laser pro-
duced plasmas. Within this eld we direct our attention to
plasma conditions where analytic attempts based on stan-
dard approximations (impact and/or quasi static approxi-
mation) are no longer valid. This is the case for aluminum
plasmas at solid state density and temperatures of some
hundred eV.
For this aim we have developed a model based on the
simulation of a plasma using molecular dynamics with
some hundred particles. These act on a hydrogen-like ion
in a fully time dependent manner via dipol-interaction:
H =
1
2m
P
2
 
e
2
Z
4
0
r
+ eE
plasma
(t)  r : (1)
With this hamiltonian we then solve the time dependent
Schrodinger equation i~j
_
	i = H j	i in conguration space
using an atomic basis of typically about 50 to 100 states.
In the experiment [2] an aluminum plasma was created
at a temperature of about 500 eV and an electron den-
sity of about n
e
= 5  10
23
cm
 3
. We have calculated
the Lyman--line under these conditions in two ways: (1)
via the simulation as described above and (2) via stan-
dard approximations { the impact approximation for the
electrons and the quasi static approximation for the ions
[1]. Doppler broadening and LS coupling are added to
both calculations. As it is clearly seen in Fig. 1 there
starts to be a signicant dierence between the simulation
and the approximation. It stems mostly from the inuence
of the electrons which is underestimated (the actual width
is larger) under these conditions in the impact approxima-
tion. The redshift of the experimental line results from
the shielding eect of the hot background electrons and
was not considered here. The eect of selfabsorption, also
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Figure 1: Comparison of the simulation result with the
experimental line [2]. Two theoretical lines are plotted:
the simulation and an approximation described in the text.
The experimental line is subtracted by the underground.
The theoretical curves are normalized. The experimental
curve is normalized in a way, that integration over its range
gives the same value as for the simulation in this range.
not considered here, is not expected to be very important
for the optical thin aluminum layer.
To study the general situation in more detail we have
performed simulations for solid state density aluminum
and temperatures from 10 to 10
5
eV (the present exper-
imental values are about 500 eV). The results are shown
in Fig. 2. As one can see there are signicant dierences for
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Figure 2: Normalized irradiation (photons per time and
energy) for the Lyman--line from an aluminum plasma at
solid state density (n
e
= 8  10
23
cm
 3
) and temperatures
from 10 to 10
5
eV. Plotted is the fully time dependent sim-
ulation against an approximation obtained by calculating
the electrons via the impact approximation and the ions
via the static approximation. In both plots additionally
are taken into account the Doppler broadening of the ions
and the LS-coupling.
nearly all parameters. Only at the temperature of 100 eV
there is good agreement. The lowest temperature is not
well described by our model due to the dominance of the
inuence of the electrons and the parallel diÆculty to de-
scribe electrons classically at low temperatures and high
densities.
Above 100 eV there develop dierences between the sim-
ulation and the approximate treatments, which become
doubtful. For the highest temperatures one observes the
increasing dominance of the Doppler broadening.
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Radiative Recombination Enhancement of Bare Ions in Electron Coolers
C. Heerlein, C. Toeper, G. Zwicknagel
Institut fur Theoretische Physik II, Universitat Erlangen
Recently, numerous experiments have investigated the re-
combination of electrons with bare ions in electron coolers.
In these systems radiative recombination (RR) dominates.
All available measurements show an enhancement com-
pared to the expected RR rate, if the relative velocities
are smaller than the longitudinal velocity spread v
thk
in
the electron beam [1]. The RR enhancement is driven
by a transverse motional electric eld due to the toroidal
magnetic eld at the entrance of the electron cooler [2].
Free electrons are captured into the ionic potential until
the beams are collinear with the same mean velocity, see
Fig.1. Similar eld-driven processes have been observed in
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Figure 1
pulsed eld recombination [3] with the aim of producing
antimatter [4]. High-lying Rydberg states are populated
which opens an additional channel for RR. The experimen-
tally observed recombination coeÆcient  is the rate of
recombination processes per ion divided by the bulk elec-
tron density. The theoretical RR coeÆcient 
st
is based
on work of Stobbe [5], who calculated the transition ma-
trix of free-bound processes in a hydrogen system in a ux
normalized basis. The focus on bare ions excludes dielec-
tronic recombination. The loosely bound electrons gener-
ated during the merging of the beams oer an additional
recombination channel, that is,  = 
free
+ 
bound
. We
propose to identify 
free
with the prediction 
st
of the
standard theory and 
bound
with the observed excess re-
combination . We describe time evolution of the phase
space density of free and bound electrons, f(t; ~r; ~v), by the
Vlasov equation which contains as only parameter the ra-
tio between the Landau length and the cyclotron radius
Y = ZBe
3
=(4
0
p
m (k
B
T
?
)
3=2
). This governing dier-
ential equation is provided with an initial condition de-
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pending on the anisotropy  of the velocity distribution of
the electrons and the relative velocity v
rel
of the beams.
For comoving beams (v
rel
= 0) the enhancement factor
=
st
scales locally as Y



and  in physical param-
eters as
 / Z
2+
B

T
 
3++1
2
?
T

2
k
;
with the ion charge Z, the magnetic eld B and the elec-
tron temperatures T
?
and T
k
. We also performed numer-
ical simulations covering the range of the experimental
parameters. Initially the magnetized homogenous elec-
tron gas is in a quasi-stationary state with an anisotropic
Maxwell velocity distribution. In an instantaneous approx-
imation it is perturbed by the ionic Coulomb potential
for t  0 where the phase space density is determined
through the characteristics with this initial condition. For
the numerical implementation [6] an adaptive scheme has
been proven eective, which consists of Kepler orbits and
the magnetic Velocity-Verlet algorithm. A typical spatial
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density in the vicinity of the ion is plotted in Fig.2 for
comoving beams (left panel) and for v
rel
= v
th?
(right
panel). In Fig.3 we show the recombination coeÆcient as
a function of the relative energy between the beams. The
present model describes correctly the growth of the en-
hancement for v
rel
< v
thk
. The best ts to the experiments
and to the simulations are  / Z
2:4
B
0:4
T
 0:8
?
T
 0:4
k
and
 / Z
2:5
B
0:5
T
 1:0
?
T
 0:3
k
, respectively. {This work has
been supported by a GSI collaboration contract.
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Hybrid simulations of fast electron transport in conducting materials 
J.J. Honrubia, ETSII, Universidad Politécnica de Madrid, Spain 
 
1. Introduction 
A 3D hybrid code for fast electron transport has been 
developed in last years [1,2]. After validation with 
computational and experimental results, the code has been 
used to simulate recent experiments of heating of solid 
targets by fast electrons. Those experiments are of great 
importance to assess fast ignition of fusion targets. Full 
simulations including EM fields and multi-layered targets 
have not been published until now. Preliminary results 
obtained with our code are presented here. 
2. Simulation model. 
The 3-D Monte Carlo electron-photon transport code 
Penelope [3] has been adapted to simulate fast electron 
transport in solid targets. Electron injection, field 
generation, PIC routines and diagnostics have been 
implemented. It is assumed that fast electrons have a 
Gaussian distribution in space and time and a relativistic 
maxwellian distribution in energy. The temperature of that 
distribution is obtained as a function of the local laser 
intensity by means of the Beg’s law [4]. 
EM fields are computed as in the model of Davies [5, 
6] (see also Ref. [7]) assuming for the moment cylindrical 
symmetry of the fields (E
z
, E
r 
and Bθ components). 
Resistivities are computed by the model of Eidmann et al. 
[8] for conducting materials or by the formula of Davies for 
plastics [5]. Sesame tables are used to get temperature and 
ionisation of the background plasma from collisional 
energy deposition and ohmic heating due to the return 
current. Thermal electron energy conduction is also taken 
into account by means of one-group flux-limited diffusion. 
3. Results. 
The experiments described in Refs. [9] and [10] have been 
simulated. The targets consists of an aluminium transport 
layer with thickness in the range 10 – 320 µm, followed by 
a 20 µm fluor layer of copper, which absorbs radiation 
coming from the corona region, and a 20 µm fluor layer of 
aluminium. The Kα lines emitted by the fluorescent layers 
at room temperature (‘cold’ Kα) and the shifted lines of the 
Al layer (‘hot’ Kα) were recorded in a spectrograph. The 
‘hot’ Kα emission gives an idea of the temperature at the 
rear side of the target [9,10]. A total laser energy of 60 J 
delivered in 1 ps (fwhm) onto a focal spot diameter of 14 
µm (fwhm), which corresponds to a mean intensity at fwhm 
of 2×10
19 
W/cm
2
, were assumed in simulations. A 20% 
conversion efficiency of the laser energy into fast electrons 
was also assumed. Electrons were injected within a cone 
half-angle of 20 degrees. 
Fast electron trajectories are shown in Fig. 1. It is worth 
pointing out that a huge azimuthal magnetic field (≥400 T, 
peak 650 T) is generated in the first 130 µm. This is the so-
called field dominated region, which length depends on the 
duration of the laser pulse. As a consequence of this 
magnetic field, electrons are pinched in a ‘channel’ with a 
diameter of the order of the laser focal spot. Trajectories of 
 
Fig. 1. Fast electron trajectories within the target of 200 µm of Al. 
two electrons are highlighted in the figure. The electron 
with solid line is trapped by the magnetic field until it is 
finally scattered and absorbed. The electron with dashed 
line escapes from the magnetic field and propagates through 
the transport and fluor layers until the rear side of the target, 
where it is reflected. Reflective boundary condition at the 
rear side has been considered in all simulations. 
 
Fig. 2. Kα yield of the copper and aluminium fluor layers as a 
function of the thickness of the transport layer. 
Results of ‘cold’ Kα yield are shown in Fig. 2. The 
mean energy of the fast electrons (520 keV within fwhm) 
has been selected to fit the electron range obtained from the 
experimental points. The exponential variation of the Kα 
yield with thickness assuming an electron range of 300 µm 
is also shown. The good fitting of the experimental points 
by hybrid simulations is remarkable.  
The effect of the fields on Kα emission is shown in Fig 
3. Mean energy of fast electrons and laser to electron 
conversion efficiency are the same with and without fields. 
Electric inhibition is important for thickness lower than 150 
µm. For thicker targets, collisions become dominant and the 
slope of the curves with and without fields are quite similar. 
The effect of refluxing on Kα yield is shown in Fig. 4, 
where curves with reflective or free boundaries at the front 
- 40 -
side and reflective boundary at the rear side are compared. 
In the case of reflective boundaries at both sides (refluxing), 
electrons propagate through the target until all their energy 
is deposited. The slope of the Kα curve is bigger in this case 
 
Fig. 3. Electric inhibition of fast electron transport. 
giving a shorter range. Hence, if refluxing is taken into 
account, a higher mean energy of fast electrons can be 
necessary to fit the experimental points. This, together with 
the not too high sensitivity of the electron range to the mean 
energy and the experimental error bar, gives some 
uncertainty in the determination of the energy of fast 
electrons by Kα spectroscopy. 
 
Fig. 4. Effect of refluxing on Kα yield. 
‘Hot’ Kα emission allow to estimate temperatures at the 
rear side of the targets. As pointed out by Key [9], those 
temperatures should be greater than 100 eV for thickness 
lesser than 40 µm, greater or of the order of 30 eV for 100 
µm, and under the detection limit for thickness greater than 
200 µm. Fig. 5 compares those estimates with temperatures 
obtained by simulation. Good agreement was obtained 
when fields were taken into account in all layers. 
Collisional simulations, or even simulations where only 
fields in the transport layer were taken into account, give 
temperatures clearly under measurements. This reveals 
again the important role played by the fields in electron 
propagation, even in conducting materials. The 
temperatures obtained with thermal conduction turned off 
are also shown in that figure, where one can see that 
conduction effects do not modify very significantly 
temperatures at the rear side. 
One of the most intriguing issues of the experiments 
analysed is the evidence of divergence and break-up of 
electrons after passing through the copper layer [9]. 
Magnetic field generation at the Cu/Al interfaces [11] has 
been proposed as a possible explanation. Divergence of the 
electron beam has not been shown in simulations of targets 
with the configuration pointed out in Ref. [9] (100 µm 
Al/20 µm Cu/100 µm Al). It can be shown, however, in 
targets with a resistivity of copper artificially 
increased/reduced by a factor of 2-3. If the resistivity of the 
copper layer is reduced, a magnetic field appears at the 
Al/Cu interface, pushing electrons out of the propagation 
‘channel’ (divergence). The magnetic field developed at the 
Cu/Al interface tends to filament the electron beam (break 
up). If the resistivity of the copper layer is increased, the 
same phenomena can be senn, but in the reverse order. 
 
Fig. 5. Temperature at the rear side of the target as a function 
of the thickness of the transport layer. 
4. Conclusions 
Simulations of the fast electron heating experiments have 
been performed. The most significant results are: 
− collimation of fast electrons increases significantly the 
target heating when compared with diffusive, collisional 
transport. 
− simulations reproduce quite well the ‘cold’ Kα yield and 
temperature at the rear side of the target. 
− sizes of the Cu Kα images as seen from the rear side are 
smaller than measured. Other effects such as radiation 
emission of electrons re-entering by the rear side and/or 
proton contribution are being investigated. 
− beam divergence after passing through the Al/Cu 
interfaces can be observed when the resistivity gradient is 
increased. This effect is still under study.  
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Theoretical considerations concerning recent MPQ experiments on  
superradiant amplification (SRA) of short laser pulses. 
M. Dreher,  S. Yu. Kalmykov and J. Meyer-ter-Vehn 
MPI für Quantenoptik, 85748 Garching bei München, Germany 
 
Numerical simulations and theoretical 
estimations recover typical features of MPQ 
superradiant amplification (SRA) experiments.  
A wide set of experiments on SRA amplification in 
the Compton regime [1] has been performed at MPQ in 
recent years. This regime is attained when the bounce 
frequency of electrons in the potential well of counter-
propagating beams becomes larger than the electron 
plasma frequency, ωB2=4aseedapumpω02>ωpe2, and plasma 
electrons serve as independent emitters. The most 
effective amplification could be expected with the 
initial seed duration close to the half of the bounce 
period: τseed∼π/ωB∼(IpumpIseed)-1/4ω0-1. 
In the recent experiments, the initial seed duration 
was always larger than π/ωB. Autocorrelator 
measurements discover significant distortion of the 
temporal pulse profile, that is, break-up of the initially 
smooth seed pulse into several beamlets without visible 
compression of the wave train as a whole.  
Typical auto-correlator traces 
 
Fig. 1 (a) Seed pulse after propagation in vacuum, (b) seed pulse 
after propagation in plasma, ne=4.2×1018 cm-3. 
In this case, spectra of transmitted radiation do not 
exhibit broadening.  
 
Fig. 2 Spectrum of the amplified seed pulse, ne=3.5×1018 cm-3. 
Amplification by a factor of 10 in energy is the case.  
We get an insight in these observations through a 
numerical experiment by means of the 1D PIC 
simulations.  
Fig. 3 Evolution of a laser pulse envelope and electron density 
perturbations for a typical set of experimental parameters. At t=0, 
apump=0.023 and aseed=0.0058, maximum bounce frequency 
ωB≈0.5ωpe. Initial seed duration is τs=65fs=3.6/ωB, Ls=cτs=20µm. 
Resulting amplification is a factor of 60 in intensity. 
Both theory and simulation give the length of the linear 
stage of amplification about 300 µm. For x<300 µm, 
the seed pulse grows and broadens, so that τs>π/ωB. In 
addition, the seed beam acquires a long tail due to 
rescattering on the excited plasma oscillations. At 
x>300 µm the electron plasma waves break, and the 
nonlinear SR stage of amplification sets in, both in the 
body and in the tail of the pulse. The amplified trailing 
part of the pulse exhibits the SRA behavior. Thus, for 
the present simulation/experiment parameters, actual 
compression of the resulting wave train is not found.  
We can conclude now, that, for the present-day 
experimental parameters (which are far from the 
optimum), it is possible to obtain the SRS 
amplification by the factor 10 in energy. Improving 
experimental technique, using a shorter seed beam in 
future experiments, we hope to achieve a larger 
amplification factor. 
S. Yu. Kalmykov work was supported by MPQ in 
the form of Stipendium of the Max Planck Society. 
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A Simple Model of Nonresonant Laser Absorption in Clusters
M. Kanapathipillai1, and P. Mulser2
1 Nuclear Physics Institute, Darmstadt University of Technology, Germany
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Laser absorption in clusters has unique characteristics.
On one hand individual clusters have near solid state den-
sities permitting laser absorption rates similar to that of
solids, on the other, the cluster dimensions are about two
orders of magnitude smaller than the wavelength of avail-
able high power lasers, facilitating irradiation of larger vol-
umes by a single pulse.
Up to now the most signiﬁcant attempt to explain laser
absorption by clusters was undertaken by Ditmire et al.
[1], [2]. However, important aspects of laser absorption,
non-resonant excitation and enhanced collisional absorp-
tion, are not taken into account in this attempt. We pro-
pose a complimentary model including non-resonant exci-
tation, which was arrived at as a result of PIC simulations
[3].
Consider the electrons and ions as mobile interpene-
trating spheres which are subjected to a polarized elec-
tric pulse (magnetic ﬁeld is neglected). The force between
these spheres is
F(r) = −er q
2
4π0r2
{
x− 916x2 + 132x4 for x ≤ 2;
1
x2 otherwise,
(1)
R radius of the spheres, r displacement vector, x = |r|/R,
and q charge of the ion sphere. The associated potential
ﬁeld vanishing at r = 0 is
Φ(r) =
q2
4π0r
{
1
2
x2 − 3
16
x3 + 1
160
x5 for x ≤ 2;
1.2− 1x otherwise.
(2)
Since the laser wavelength is about two orders of magni-
tude greater than R, the radiation ﬁeld can be regarded as
spatially homogeneous over the spheres. Thus, the model
reduces to that of a point particle situated in the potential
ﬁeld (2) and irradiated by a laser pulse. The equation of
motion of such a particle is,
d
dt
(γv) =
1
M
(
F(r)− qE(t)), (3)
where M is the mass of the electron sphere, and
E(t) = exE0θ
[n
2
− (ωt− kz)] sin[(ωt − kz)/n]
×θ(ωt − kz) sin(ωt− kz). (4)
Note that the pulse duration is n laser periods, therefore
varies inversely with the laser frequency.
We deﬁne the absorbed energy fraction fa as,
fa =
total energy of the particle
incident laser energy
(5)
0,1 0,2 0,3 0,4 0,50
0,05
0,1
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Figure 1: Fractional energy absorption as a function of ωω0 .
R = 50A˚, I0 = 1018 W cm−2, and n = 12.
Figure 1 shows fa as a function of ωω0 for typical pa-
rameter values. One could also deﬁne an absorption cross
section for the cluster as σc = πR2fa. The absorption
cross section allows one to calculate the absorption coeﬃ-
cient for the cluster media, kc = ncσc, where nc denotes
the number density of clusters in the medium. It is easy
to express kc/ki, where ki is the plasma absorption coeﬃ-
cient, as,
kc
ki
= πR2fa
κncrc
ννei
. (6)
Here ncr is the critical density, ν is the average num-
ber of atoms per cluster, and κ is the clustering frac-
tion. Substitution of typical vales ncr = 1028m−3, R =
50A˚, ν = 104, νei = 1013s−1, and fa = 0.02 into
(6) results in kcki = 40κ.
It follows that the laser absorption in clusters is signiﬁ-
cantly enhanced through nonlinear excitation. The defor-
mation of the electron sphere and its possible breaking is
not taken into account. Reﬁnement of the model including
all these phenomena is the subject of ongoing investiga-
tions.
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Giant Enhancement of Inverse Bremstrahlung in Cluster Media
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Darmstadt University of Technology, Germany
High power laser-cluster interaction has gained increas-
ing interest within the last decade. One of the prominent
features of this interaction is the strong coupling of the ele-
cromagnetic ﬁeld to clustered matter at already moderate
laser intensities of the order of 1016 W/cm2, in contrast to
unclustered gas [1]. All experiments are conveniently done
in media of undercritical density on the average.
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Figure 1: Electron scattering by a cluster : χ total scat-
tering angle; bc = (1+2b⊥)1/2 seperates orbits of rmin > 1
from orbits of rmin ≤ 1. The particular parameters in
the ﬁgure are given by bc =
√
3 (b⊥ = 1, χ = 60) and
b = bc/2.
In this contribution we show that giant enhancement of
collisional heating takes place in clustered media. The
phenomenon is based on the coherent superposition of
electron-ion collisions and was reported ﬁrst in [2]. In our
opinion it is the dominant coupling mechanism in a wide
parameter region.
The absorption coeﬃcient α of inverse Brehmstrahlung
is related to the plasma refractive index η by α =
2k0Im(η), k0 = ω/c. In an underdense plasma the pro-
portionality α ∼ νei follows. The time dependent collision
frequency νei for arbitary laser ﬂuxes is given by,
νei = Z2i niκ
ln Λi
v3os(t)
∫ vos(t)
0
4πv2f(v)dv, κ = const. (1)
for an isotropic electron distribution function f(v), the os-
cillation velocity vos(t), and the Coulomb logarithm lnΛi
[3]. The salient point is that νei depends quadratically
on the ion charge. When the ions form a gas of uncor-
related clusters of charge q = ZC, the cluster density is
nC = ni/ZC and the collision frequency νeC of an electron
with the cluster gas becomes
νeC =
(ZC
Zi
)2 LC
ln Λei
νei, (2)
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Figure 2: Scattering angle χ as a function of the impact pa-
rameter b for a uniformly charged spherical cluster. Bold
dashed curve for b⊥ = 2.5 (lower electron energy), and
solid curve for b⊥ = 1/2 (5× higher electron energy). The
corresponding deﬂections χC inside the cluster are indi-
cated by the thin dashed and solid lines ending at their
respective b = bc points. The dotted-and-dashed and
the dotted lines refer to Coulomb scattering from a point
charge q. b⊥ collision parameter for 90o deﬂection
where, LC is the generalized Couloumb logarithm of the
cluster, to be detemined. Since ZC may be of the order of
104 − 105, or even larger, a giant enhancement of the ab-
sorption coeﬃcient αC ∼ νeC will result(103−several 104).
With parameters as depicted in Fig. 1, the cluster po-
tential is,
Φ(3r) =
q
4π0
{
(3 − r2)/2 for r ≤ 1,
1/r for r > 1.
(3)
The resulting Coulomb logarithm for the cluster is
LC =
1
2
∫ βc
0
(1− cosχ)βdβ + 1
2
ln
b2⊥ + b
2
max
b2⊥ + b2c
. (4)
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Spectroscopic Detection of Strong Langmuir Turbulence 
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With a view toward modelling the ultimate stages of the
strongly developed electromagnetic (Weibel) turbulence
arising in the collective stopping of pw-laser produced rela-
tivistic electron with ultrahigh density and precompressed
deuterium + tritium core, we consider a non interacting fluid
of Langmuir cavitons. These latter could meaning fully
mimicked filaments featuring a last Weibel stage. An inter-
esting signature of the strongly developed Langmuir turbu-
lence is the Gaussianlike behaviour of the low frequency
microfield distribution arising from the background ions.
Such a typical behaviour has been experimentally docu-
mented [1], A plausible and a anisotropic low frequency
distribution may be written as : 
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Then, convoluting as in the standard impact line broader-
ing theory (Baranger-Griem) the short range collisions con-
tribution in the line center with the microfied [Eq. (1)] effect
on the static Stark pattern, one can obtain analytically for the 
LyD line of hydrogen, significant line profiles. Figs. 1 dis-
play wing behaviours for two values of the anisotropy pa-
rameter 22
//
2 /2 A EEK .
Figure 1(a) : Wing contribution to the normalized line-
intensity profile S// is the intensity viewed along the axis of
symmetry z, and SA is the intensity perpendicular to it.
The anisotropy parameter is 183.0E/2E 22//
2   AȘ .
To obtain the full line profile one must superimpose contri-
butions from the line center.
 dEX o/1106.0 O'  and 
cm
d
eS
O205.12   for LyD.
Figure 1(b) : Same as (a), except that the anisotropy pa-
rameter is K2 = 9.0.
It is also instructive to consider ratios of intensity
AS
S //
around line center, where the collisions contribution has
been included. Here this ratio is wavelength independent.
Figure 2 : Ratio of intensities S///SA at and near the line 
center, as a function of the anisotropy parameter
22
//
2 E/2EȘ A . Note that at the line center this ratio is inde-
pendent of the wavelength.
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Langmuir vs. Weibel for Turbulent REB stopping in Ultrahigh Density Fuel
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In order to model efficiently the coherent intermittent
structures, i.e. the filaments brought about by the nonlinear
evolution of the transverse electromagnetic (Weibel)
instabilities arising in the interaction of ultraintense
relativistic e-beams (REB) with supercompressed deuterium
+ tritium plasma core, we propose to consider them as 
caviton seeds for the electrostatic 3D Langmuir fully
developed turbulence [1], [2]
This proposal is mostly based on the following argu-
ments :
x Nonlinear behavior of the REB-dense DT interaction
with a strong density gradient
x Nonlinear Weibel filamentation could sustain Langmuir
cavitation when a few filaments only are left with a
p
c
Z
interdistance >>OD
x We expect that this nucleation process is quite ubiquitous
in plasma physics since there are many sources of density
fluctuations (e.g., beam-plasma instabilities) which can
provide nucleation centers for Langmuir cavitons when
the necessary long-wavelength sources of free energy are
present with frequencies near the mean plasma frequency 
[see Fig. 1]. 
The relevance of Strong Langmuir Turbulence to fast ig-
nition may be summarized as follows : 
x Langmuir Turbulence (LT) may be used for monitoring
REB stopping in-depth compressed DT core through col-
lective stopping [3].
x LT might also be considered for proton acceleration
x Relevance of these suggestions to fast ignition at super-
high irradiance, I  1023 W/cm2, available in the near fu-
ture [4]. 
x LT spectrum is featured on Fig. 2 (large k range) and Fig.
3 (any k value).
Figure 1 : Schematic of a collapsing Langmuir wave packet and its
associated density well, indicating the self-focusing and intensification
of the packet and the deepening and contraction of the density well
caused by the ponderomotive force.
Figure 2 : Ideal gas og self-similarly collapsing Langmuir wave
packets which surrender their energy to electrons at short scales [1].
Figure 3 : Langmuir spectrum Wk, given by turbulence theory
depicted above. Collapse to short scales corresponds to spectral 
transfer to large k [1].
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As a follow-up to the former presentation, we stress here 
the acceleration capabilities of strong Langmuir turbulence
(SLT) for accelerating nonrelativistic protons. Such potenti-
alities are of obvious relevance to fast ignition of precom-
pressed pellets through in situ produced protons in the MeV
energy range.
Intensity per energy per nucleon reads as 
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For strong Langmuir turbulence W oµ!
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, the modula-
tional instability, resulting in the collapse of the plasmons to
short scale (large k), is in the hydrodynamic regime ; and
then the condition for the stability is 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Pelletier spectrum [1] is given as 
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Eq. (2) is plotted on Figs. 1 and 2 for increasing turbu-
lence energy density. 
Figure 1 : Np = 10
24
 cm-3 Tp = 100 eV Ro 100 µm
,/
~
eBe TknWW
""  W  is Langmuir energy density at 
large k. 
"
Figure 2 : Np = 10
24
 cm-3 Tp = 100 eV Ro 100 µm
,/
~
eBe TknWW
""  W  is Langmuir energy density at 
large k. 
"
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Stopping Power for Highly Charged Beam Ions in Dense Plasmas
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Strong beam-plasma correlations are important during
the slowing down of highly charged ions in dense plas-
mas [1, 2]. Standard stopping power theories [3, 4] fail
to describe this process since they do not treat collisions
adequately. Strong binary collisions can be described by
an exact T-matrix approach [5] and combined with the
RPA result to include dynamic eﬀects [2, 6]. The resulting
combined scheme is in good agreement with computer sim-
ulations up to moderate beam-plasma coupling strengths,
but not for strong beam-plasma correlations [2, 7, 8].
The shortcomings of the combined scheme are mainly re-
lated to the fact that the higher order T-matrix terms are
statically screened. Since the full dynamic T-matrix treat-
ment is an extremely diﬃcult problem, we suggest here
a more phenomenological model for the stopping power:
to treat strong collisions correctly, we apply the T-matrix
treatment for the stopping power [2]
∂
∂x
〈Eb〉 = −
∑
c
m2c
µ3bc
ncΛ3c
(2π)2h¯3
kBT
v
∫ ∞
0
dp p3QTbc
(
p, λ(v)
)
×
{
p− exp
(
−mcv
2−
2kBT
)
− p+ exp
(
−mcv
2
+
2kBT
)}
(1)
(see Ref. [2] for the abbreviations). The momentum trans-
fer cross section QTbe is calculated from solutions of the
Schro¨dinger equation, where we use a statically screened
Debye potential. To model the dynamics of screening, we
use a beam velocity-dependent screening length [1]
λ(v) = λeD
(
1 + v2/v2th
)1/2
, (2)
where λeD and vth are the Debye length and the thermal
velocity of the plasma electrons. It turns out that this phe-
nomenological model is in good agreement with simulation
data from weak to very strong beam-plasma coupling [8].
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Figure 1: Energy deposition of zirconium ions with an initial
beam energy of Eb=10MeV/u and a charge state of Zb =30 in
diﬀerent approximations. The target is an electron gas with a
density of n=1024 cm−3 and a temperature of T =100 eV.
Table 1: Square of the coeﬃcients Ai in the ﬁt formula for
the stopping power (3). Here, x=ln(ZbΓ
3/2
ee ).
Expression Condition
A21=exp(4.11 x−6.63)
A21=exp(1.52 x−5.21)
A21=exp(2.09 x−3.70)
x>0.548
0.548>x>−2.649
x<−2.649
A22=exp
(
−1.05+0.195(x+3.13)2
)
A22=exp(−1.05)
x>−3.13
x<−3.13
A25=exp(4.58 x−10.104)
A25=exp(−1.73)
x>1.83
x<1.83
A23=exp(0.42 x−1.084) A24=exp(1.78 x−1.01)
A26=exp(2.561 x−1.15) A27=exp(1.338 x−1.93)
A28=exp(3.141 x−2.41) A29=exp(2.612 x−6.11)
The above energy loss model is numerical very time con-
suming. To make the results applicable for integrated com-
puter simulations, the results were ﬁtted to the form [7]
∂
∂x
〈E〉
[
3(kBT )2
e2
]
=
A1v +A2v2 +A3v3 +A4v4 ln
(
c1v
2 + 1
)
1 +A5v +A6v2 +A7v3 +A8v4 +A9v5 +A4c2v6
,
(3)
where the stopping power and beam velocity (v = v/vth)
are given in thermal units and the ﬁt coeﬃcients (as de-
ﬁned in Table 1) depend only on the beam-plasma coupling
parameter ZbΓ
3/2
ee . To ensure the Bethe limit for v→∞,
the parameter c1 and c2 are given by c1 = 2mev2th/h¯ωpl
and c2=3aB(kBT )3/Z2e2h¯2ω2pl, respectively.
Figure 1 shows results for the energy deposition of zir-
conium ions with a ﬁxed charge. Clearly, the considera-
tion of strong coupling eﬀects reduces the stopping power
and, therefore, increases the penetration depth by a con-
siderable amount. Furthermore, the Bragg peaks at low
velocities are not as sharp as the weak coupling theories
predict and located deeper in the plasmas.
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The scattering of ions by residual gas particles in an accel-
erator tube is a major source of degradation of the beam
quality. But one can try to benet somehow from these un-
avoidable collisions. Here we propose to use the radiation
emitted by the excited residual gas for beam diagnostics,
e.g. the diameter of the beam can be measured without
any further perturbation of the beam. To that end the re-
lationship between the relevant beam parameters and the
excitation of the residual gas particles has to be known in
detail.
We have done calculations for the scattering of a rela-
tivistic ion on a single hydrogen atom in its ground state.
For the time evolution of the atom in the electromagnetic
eld of the ion the nonrelativistic Schrodinger equation
is used, because the excitation is very weak for relativis-
tic ions. The moving ion and its electromagnetic eld is
always described relativistically. For an ion velocity of
about c the interaction time for close collisions is very
short ( 10
 20
s) in comparison to the typical response
time of the atom ( 10
 17
s). Therefore we approximate
the whole interaction as an instantaneous process which
simplies and accelerates the numerical treatment.
The idea of this approximation is to x the density of
the wave function during the short time of interaction [1].
Only the phase of the wave function changes according to
 
0
(~r) = exp

 
2i
v
ln(j~r  
~
b 
(~r  ~v)
v
2
~vj)

 (~r)
with the impact parameter
~
b, the ion velocity ~v in atomic
units, and
~
b  ~v = 0.
To verify whether this instantaneous approximation is
applicable detailed calculations were done for hydrogen
which can be treated in a fully time resolved description at
still moderate numerical eort. For small impact parame-
ters this was done by solving the Schrodinger equation on a
three dimensional real space grid, while for impact param-
eter larger than 40 Bohr radii calculations were done by
expanding of  in hydrogen eigenfunctions which strongly
reduces the numerical noise [2]. For increasing velocity of
the scattering ion the excitation converges to a nite value.
Figure 1 shows results of the instantaneous approxima-
tion (curves) in comparison to the time resolved calcula-
tions (stars) for an ion velocity of v = 0:99c. The solid
curve and the stars correspond to the normalized total
excitation  = 1   jh 
0
j ij
2
of hydrogen from the initial
ground state j i. The other curves show the excitation in
several specic states (e.g. jh 
0
j2sij
2
). For small impact
parameters the spherical symmetric s- states dominate and
for larger impact parameters p- states prevail.
Figure 2 shows the excitation multiplied by b
2
as func-
tion of the impact parameter log b. For impact parameters
larger than about 100 Bohr radii the excitation in the time
resolved calculation decreases faster then b
 2
. The instant
approximation overestimates the excitation here. Because
of the large impact parameter the interaction time is com-
parable or larger then the typical response time of the atom
which then follows adiabatically the perturbation by the
ion. The time resolved treatment describes this adiabatic
limes correct, but the instantaneous approximation fails.
Thus an upper cut-o must be introduced to determine the
total cross section from the instantaneous approximation.
In a next step we will apply this approach to more fre-
quent residual gas particles, like e. g. nitrogen and oxygen
molecules.
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Figure 1: Composition of beryllium at 0.1 g/cm
3
.
Within Thomson-scattering experiments with X-rays it
was possible to measure the average ionization degree
of beryllium plasmas even at solid state density % =
1:84 g/cm
3
[1]. Therefore, theoretical results for the com-
position of this material are presented.
The underlying model is that of an partially ionized
plasma (PIP) that has already been applied to various
calculations of transport coeÆcients, see e. g. [2]. The
beryllium plasma is considered of neutral atoms, dierent
species of ions and free electrons. From ionization reac-
tions and the following condition for the chemical poten-
tials 

Z 1
+E
ion
Z
= 
Z
+ 
e
(Z = 1 : : : 4) (1)
one gets a system of mass action laws
n
Z 1
= n
Z
g
Z 1
g
Z
exp


 

id
e
+ E
ion
Z
+
Z

: (2)
Together with the neutrality condition n
e
=
P
Z
Zn
Z
it is
possible to determine the partial densities of each heavy
particle species n
Z
from eq. (2). Input parameters are the
ionization energies of the ions: E
ion
1
= 9:322 eV, E
ion
2
=
18:211 eV, E
ion
3
= 153:89 eV and E
ion
4
= 217:71 eV.
The quantity 
Z
consists of interaction contributions
to the chemical potential. Interactions between charged
particles and the electron-atom-interaction are taken into
account as e. g. in [2]. Since solid state densities are under
consideration, the eect of particle volumina is not negli-
gible. It is considered for a mixture of hard spheres [3].
The radii are approximated by r
1
 r
0
und r
3
 r
2
with
measured data for r
0
= 0:106 nm and r
2
= 0:03 nm [4].
Figure 1 shows a result for the composition of beryl-
lium at a relatively small density of 0.1 g/cm
3
. The
plasma is characterized by an average ionization degree

e
= n
e
=n
heavy
and partial fractions of the dierent heavy
particles 
Z
= n
Z
=n
heavy
(n
heavy
=
P
Z
n
Z
). At low tem-
peratures, atoms dominate in the plasma. With increas-
ing temperature, higher charged ions are generated step by
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Figure 2: Comparison with experiment and other theories.
step until the highest possible ionization is reached. The
dominance of twofold charged ions in a relatively large
temperature area is a shell eect: With just two electrons,
Be
2+
has a closed shell. The gap between E
ion
2
and E
ion
3
is therefore relatively large.
Figure 2 shows the result of the PIP model for 
e
as
a function of temperature at solid state density in com-
parison with experimental data and results from other
equations of state: ACTEX (activity expansion, [5, 1])
is a model that also considers dierent particle species.
The others base on the Thomas-Fermi-model: LASNEX
[6, 1] is a hydrodynamic code which uses an interpola-
tion of the electrical conductivity between T = 0 and the
high temperature limit. QEOS [7] improves the original
Thomas-Fermi-model by phenomenological binding energy
corrections and adjusted ion motions. At the highest tem-
perature, all these theories coincide. But with increasing
nonideality, dierences appear. PIP and ACTEX seem to
reproduce experimental data at low temperatures better
than the other models, althougt the Thomas-Fermi-Model
with ions in an electron gas has a description of a plasma
that is more appropriate for systems at high densities than
models which use dierent bounding states as particles. In
conclusion the PIP model seems to give reliable results for
the composition even at solid state densities.
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Charge States of Clusters in Thermodynamic Equilibrium
M. Kanapathipillai1, P. Mulser2, und T. Schlegel1
1 Nuclear Physics Institute, Darmstadt University of Technology, Germany
2 Theoretical Quantum Electronics(TQE), Darmstadt University of Technology, Germany
For electron impact parameters greater than the clus-
ter radius R, the cluster core will act as a giant nucleus.
For the full description of collisions in cluster media it
is necessary to know the eﬀective charge of the core. We
consider a cluster immersed in a background plasma of the
same temperature Te but α times the cluster ion density
(0 ≤ α ≤ 1).
We regard this cluster as consisting of a rigid homo-
geneous ion sphere with radius R, and of inhomogeneous
isotropic electron cloud. The electrons are mobile. Their
density distribution is described by,
ne(r) = n0e−
R
r
0 E(r)dr/Te ; n0 = const. (1)
The electric ﬁeld in turn is determined by ne(r).
∇ ·E = 1
r2
d(r2E(r))
dr
= − e
0
(ne(r)− ni(r)), (2)
where,
ni(r) =
{
ni0 for r ≤ R;
αni0 otherwise.
(3)
Diﬀerentiating equation (1) with respect to r results in
E(r) = − Te
ene
dne
dr
. (4)
Substitution of expression (4) for E(r) in (1) yields
1
r2
d
dr
(
r2
Te
ene
dne
dr
)
= −eni0
0
(ne(r) − ni(r)
ni0
)
. (5)
We transform equation (5) into the dimensionless form
1
x2
d
dx
(x2
n
dn
dx
)
= n(x)− β(x), (6)
by using the following variables,
x =
r
λD
, n(r) =
ne(r)
ni0
, β; λD =
( 0Te
e2ne
)1/2
. (7)
with
β(x) =
{
1 for x ≤ R/λD ;
α otherwise.
(8)
The boundary conditions are limx→∞ n(x) =
limx→∞ n′(x) = 0. Figure (1) shows the solutions
for diﬀerent cluster radii and α = 0.1. From these
solutions one can determine the eﬀective charge qc of the
cluster core,
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Figure 1: Equilibrium electron distribution in a spherical clus-
ter for α = 0.1.
qc =
4π
3
R3ni0 −
∫ R
0
4πr2ne(r)dr. (9)
Figure (2) shows the eﬀective charge of the cluster core
as a function of cluster radius for three diﬀerent values of
α and the corresponding analytical ﬁts.
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Figure 2: Charge fraction of spherical clusters as function of
cluster radii for diﬀerent values of α. The analytical ﬁts have
the form α − e−(a/x)n.
These ﬁgures clearly demonstrate that (i) the eﬀective
charge of the cluster core is rather high because a substan-
tial percentage of the electrons is outside the core, and (ii)
the exact equilibrium charge distributions deviate substan-
tially from the standard linearized Debye theory.
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First experimental results on High energy density in matter produced by heavy ion beam at the 
TWAC-ITEP facility  
A.Golubev, N.Alekseev, G.Smirnov, M.Basko, N.Borisenko, V.Dubenkov, A.Fertman, A.Kantsyrev, 
M.Kats, V.Korolev, T.Mutin, M.Prokuronov, I.Roudskoy, B.Sharkov, V.Turtikov  
Institute for Theoretical and Experimental Physics 
 
The expected output parameters of the TWAC (Ter-
aWatt Accumulator) facility at the Institute of Theoretical 
and Experimental Physics (ITEP) in Moscow (the beam 
power P0 = 1 TW with pulse duration 100ns) provide a pos-
sibility to study beam-target interactions for heavy ion iner-
tial confinement fusion [1]. At the end of 2001 the experi-
mental setup for these investigations was successfully as-
sembled and passed its commissioning phase. At the begin-
ning of 2002 the first experiments were carried out with the 
carbon ion beam. The beamline Fig.1 consists of the eleven 
standard quadrpole lenses, two dipole magnets, three adjust-
ing magnets and the fine focusing system. The design of the 
beamline was simulated by the numerical code TRANS-
PORT [2].  The parameters of the beamline and the final 
focusing system have been chosen to provide a minimal spot 
size of the ion beam on target, taking into account the ion 
beam chromatic aberration. 
 
Fig.1.Schematic view of the beamline . 
The experimental area consists of a focusing system, a target 
chamber, a target manipulator and a diagnostic system. The 
diagnostic system includes the ion diagnostics for ion beam 
alignments and measurements of ions beam parameters, x-
ray and gamma diagnostics as well as particle and optical 
diagnostics of plasma parameters. The goal of the first ex-
periment was commissioning of the beamline, optimization 
of the magnetic elements to minimize the focusing spot size 
of 200 MeV/u carbon ions on the target, and to check the 
gamma output from the target with the spatial and temporal 
resolution. The spot size of the ion beam on the target was 
determined from the images on the scintillator registered by 
CCD camera. The minimum diameter obtained for the spot 
size was 1.7mm. Fig. 2 (curve 1) shows a typical signal from 
the carbon beam measured by the Rogowski coil. The beam 
intensity in this experiment was 107 – 108 particles in 700ns 
pulse consisting of six bunches of 20ns duration.In the pre-
vious works [3] it was shown that monitoring of γ-quantum 
output arising in nuclear interaction of swift projectile ions 
with nuclei of a target could be a useful technique for the 
diagnostics of high density low temperature non-ideal plas-
mas. The γ-quantum output not only carries information on  
changing of stopping properties of matter during interaction 
of the ion beam with a target but can also be used for meas-
urements of thermodynamic properties of non-ideal plasma. 
The main idea consists in measuring the total output of the 
γ-quanta at energies above 100keV coming from the Cou-
lomb excitation due to rotating and oscillating levels of col-
liding nuclei with temporal resolution. Very high energies of 
such γ-quanta allow us to cut off easily other radiation 
caused by atomic processes using for example a led shield of 
a few millimeters thickness.  
As a first step in realizing the proposed diagnostics, the 
measurement of gamma output from a thin copper plate of 
0.8 mm width moving across the ion beam was performed. 
Since the total number of γ-quanta is proportional to the 
number of colliding particles in the interaction region, this 
output should reflect the ion current distribution over the 
cross-section of the incident ion beam. Detectors consisting 
of plastic scintillators and photoelectric multipliers per-
formed the γ-ray registration. The typical gamma output 
signal from the γ-ray detector and the ion beam pulses 
measured by the Rogowski coil are presented in fig.2. (curve 
1,2). The obtained profile was found to be in close agree-
ment with the image of the beam obtained with the scintilla-
tor. 
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Fig.2 Typical signal to be parameterized 
Fig.1 Initial (dotted line) and denoised (solid line) 
signal 
A method for automatic analysis of experimental data using wavelet transforms 
 
N.A.Borisenko, A.D.Fertman 
 
ITEP, Moscow, Russia 
1. Introduction 
One among first set of experiments done on 
TerraWatt Accellerator (TWAC) ITEP was the cross 
section measurement of secondary nuclei appearance in 
thin foils. To determine the cross sections Cu and Co 
targets were irradiated with C12 ion beam during several 
hours. There were accumulated several thousand 
records. Each record consisted of a set of typically 4-6 
(but not greater then 6) peaks of different amplitudes 
following each other with fixed frequency rate. To solve 
the stated task it was nessesary to identify each peak and 
find its onset and offset. The complications were that the 
signal might be corrupted with noise of different types: 
inducting mapping from magnets and lenses, unknown 
high frequency distortions and white noise. To 
parameterize the signal we implemented a technique 
based on discrete wavelet transform (DWT) [1],[2], 
which has an advantage over windowed Fourier 
transform in better time-frequency localization 
 
2. Preliminary signal denoising 
In the present work the signal denoising was carried 
out by means of DWT as considered to be the most 
powerful and time-frequency localized. The main idea of 
signal denoising is to decompose signal into wavelets, to 
identify noise components and to reconstruct the signal 
without those components [3]. The wavelet used for 
noise removal was Coiflet K=5 [1]. The scheme applied 
for threshold selection was SURE [4]. The example of 
initial and denoised signal fragments are depicted in 
fig.1. 
 
3. Signal parameterization 
In the present work the wavelet used for signal 
analysis was quadratic spline wavelet with compact 
support. This wavelet is symmetric and it equals to the 
first derivative of the corresponding scaling function. 
High pass and low pass and kh  and kg  coefficients can 
be found in [5]. To parameterize the signal we 
applied an algorithms described in [6]. 
 
4. Results 
The example of signal to be analyzed is shown in 
fig.2. The goal was to detect the position of each 
actual signal maximum, find onset and offset of each 
peak and to integrate the signal below each peak. We 
processed about 1700 records and found that 
algorithm allows us accurate parameterization of the 
signal except empty or corrupted records. Even for 
those data hardly distorted with noise the algorithm 
allowed us to determine signal maximum position 
within an uncertainty of 0.07 peak width. The time 
required for one record processing was about 0.01 
seconds, that gives the possibility to use the 
algorithms in real time data processing. The 
successful implementation of the described method 
opens the possibility to use it in other experimental 
research programs. 
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Abstract : IPHI (Injector of Protons for High Intensity) is foreseen to be the front part of a 1GeV-100mA 
DC accelerator. Measuring the profile of such an intense beam with an interceptive system is problematic 
and the study of a new profiler based on hydrogen fluorescence has been tested. The Balmer hydrogen lines 
were analyzed using a monochromator. The Doppler effect was used to determine in one measurement the 
different components of the beam (H+, H2+, H3+), their relative intensity, energy and spatial extension.  
1- Introduction
In the framework of the IPHI (Injector of Protons for High Intensity) demonstrator, which is 
developed through a CEA– CNRS/IN2P3 collaboration, the SILHI (Source of Light Ions with High 
Intensities) injector has been producing proton beams since 1996. Beam currents of H
+
 up to 120 mA both 
in cw and pulsed mode are regularly delivered at 95 keV. IPHI is foreseen to be the front end of a future 
DC accelerator for applications such as Accelerator Driven Systems for nuclear waste transmutation, 
production of radioactive ion beams or secondary particles. 
Even in the low energy part of the machine, classical interceptive diagnostics cannot be used 
because of the high current densities. With such a beam power, which can reach several kW, non-
destructive equipments are required. Optical beam profiling based on the observation of the fluorescence 
induced by the excitation of molecules or ions is a promising tool for the diagnostics of intense beams 
[1] D.D. Chamberlin et al. 1981, [2] R.Dölling et al 1997, [3] J.H. Kamperschroer et al. 2000). With this 
option, there is no influence on the beam propagation by insertion of matter (wire scanning), nor transversal 
electric field like in a beam profiler based on residual gas ions collection. 
2- Experimental method
The light emitted from the interaction of the proton beam with the residual gas results from 
collisionally dissociation of hydrogen molecules followed by the hydrogen atom excitation. The light was 
at first recorded with an intensified numerical CCD camera coupled with a large angle optical system to the 
interaction area. The camera operates within the visible wavelength region (200-820 nm) and was able to 
detect photons emitted from hydrogen radiative decay (Balmer  lines; H ҏ: 656.2 nm, H ҏ: 486.1 nm and H ҏ:
434.0 nm). 
Two orthogonal cameras were installed in order to cover both vertical and horizontal beam 
profiles. The  CCD matrix was cooled at – 45° C in order to improve the signal-to-noise ratio. Specific 
software allowing background subtraction, vertical and horizontal projection and peak fitting convolution 
were used to analyze the results. In a second step, the CCD matrix was installed in the focal plane of an 
imaging spectrograph equipped with a 900 gr/nm grating. The resolution of the monochromator was better 
than 0.2 nm at 500 nm wavelength. 
3- Direct beam-profile measurements
The residual gas in the beam line is essentially hydrogen at a pressure of  0.5 mPa. The evolution of 
the profile characteristics has been studied versus the nature of the residual gas. H, N, Ne, Ar, Kr and Xe 
have been used in a pressure range between 0.5 to 50 mPa . All gases give the same geometrical profile at a 
given pressure. The light intensity varies linearly with the gas pressure  [4] P.Ausset et al  2002).  
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A comparison, at low intensity, with standard profile-grid system has shown large discrepancies in
the profile width determination (fig 1). 
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Figure 1 : Comparison between wire scanning profile and fluorescence profile (FWHM) for several Xe gas 
pressure.
The width of the light emission was larger than the corresponding wire scan. This has been
attributed to the existence of a “halo” around the main trajectory. This phenomenon could be explained by
delta electrons ejected by primary impact between incident proton and residual gas molecules electrons 
with a sufficient energy (greater than 16.6 eV) to excite hydrogen atom outside the main beam track. This 
contribution has been estimated to 6% of the total light yield [5] B.Pottin 2001). Another possibility is an
emission from atoms ejected by recoil after the collision with the proton projectiles. A more complete
investigation has been done using the wavelength discrimination.
4- Monochromator beam-profile measurements
The beam delivered by the SILHI source includes H+, H2
+ and H3
+ components. The
emission of Balmer lines from H2
+ and H3
+ results from their dissociation in Hydrogen atoms, electronic
capture and de-excitation following the general scheme : 
H2
+
 + H2o H + H* + H2+  or H3+ + H2o [HH] + H* + H2+ , where the star * indicates an
excited atom. Atomic emission from H+ results from an electron capture, followed by
excitation and radiation decay process. H
+
 + H2o H* + H2+
The hydrogen atoms issued from the main beam H+ or from the breaking of the H2
+ and H3
+
(secondary beams which are also delivered by the ion source), have different velocities and can be
discriminated by their wavelength Doppler shifts. 'O # Ov/c cosT,  where v is the H* velocity and T the 
angle of observation. 
This allows us to identify  the components of the beam and their relative intensities.
The electronic capture is the result of a two step process and its probability decreases drastically
with the proton velocity. This is a strong limitation to the method. For energies higher than 200 KeV
proton, we have to introduce high Z elements in the vacuum chamber in order to reinforce the capture 
probability. A small amount of Krypton gas ( 0.1 pa) allows to increase the capture cross sections by 6 
order of magnitude on a large range of velocity [6] A.S.Schlachter 1983). 
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The so called “residual gas” emission corresponds to the beam-induced fluorescence after 
breaking of the residual background of H2 gas molecules and their excitation.  As a consequence of these
different mechanisms, the width of the lines are not the same for the excited residual gas and for the ions in 
flight. The wavelength broadening associated to the residual gas emission  can be attributed to 
collisionnally dissociated hydrogen molecules projected by recoil. This broadening is also observed when
the monochromator is set up at 90° relatively to the beam propagation, measuring only the Doppler effect 
related to the transverse motion.
The beam profile is extracted from the entrance slit image of the monochromator which is also able
to deliver a geometrical information of the beam dimension in the slit orientation. The projection of the 
vertical image gives the vertical profile of the beam.
As an example, the variation of the beam focusing, obtained by varying a solenoid 
current, is reported on fig 2 as a function of the Full Width Half Maximum (FWHM) of the 
residual gas profile and of the H
+
 component. At the diagnostic chamber location the beam
diameter  evolves from 5 to 40 mm. This allows us to define the size of the « halo » around 
the main beam. It can be noticed that this halo does not depend on the size of the beam.
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Figure 2 : FWHM of H+ and residual gas profiles (vertical projection of the Doppler image) for different
focusing configuration. The intermediate line (H2
+) has not been reported on the graph. 
The evolution on the profile characteristics has been studied varying the nature of the residual gas. H, N,
Ne, Ar, Kr and Xe have been used in a pressure range between 5 to 10 mPa. Fluorescence yield increases 
linearly with the gas pressure excepted for hydrogen where we can observe a saturation which have been 
attributed to an auto-absorption process  [4] P.Ausset et al  2002). 
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5- Conclusion
This measurement has proven to be a powerful method to determine simultaneously several 
relevant parameters of the high intense proton beam at low energies i.e. energy, composition and relative 
intensity of the parasitic components, profile in one direction for all the components. 
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Abstract
We have performed an initial assessment of the feasibility of producing heavy
negative ion beams as drivers for an inertial confinement fusion reactor. Negative ion
beams offer the potentially important advantages relative to positive ions that they will
not draw electrons from surfaces and the target chamber plasma during acceleration,
compression and focusing, and they will not have a low energy tail. Intense negative ion
beams could also be efficiently converted to atomically neutral beams by
photodetachment prior to entering the target chamber. Depending on the target chamber
pressure, this atomic beam will undergo ionization as it crosses the chamber, but at
chamber pressures at least as high as 1.3 x 10-4 Torr, there may still be significant
improvements in the beam spot size on the target, due to the reduction in path-averaged
self-field perveance. The halogens, with their large electron affinities, are the best
negative ion candidates. Fluorine and chlorine are the easiest halogens to use for near-
term source experiments, whereas bromine and iodine best meet present expectations of
driver mass. With regard to ion sources and photodetachment neutralizers, this approach
should be feasible with existing technology. Except for the target chamber, the vacuum
requirements for accelerating and transporting high energy negative ions are essentially
the same as for positive ions.
I. Introduction
Some years ago, we suggested that, for appropriately low pressures within an
inertial confinement target chamber, it might be feasible to produce GeV-range
atomically neutral driver beams formed from negative ions which were neutralized by
photodetachment just prior to the target chamber (Grisham 2001). An advantage of this
approach would be that that a negative ion beam would not be subject to electron
contamination during acceleration, compression, and focusing, which might be a
challenging problem for positive ion beams (Lee 1999). An additional advantage would
be that, depending upon target chamber pressure, an atomic beam might not be subject to
strong space-charge forces or plasma instabilities until it became photoionized by x-rays
relatively close to the target. We have performed an initial assessment of the practicality
of producing and utilizing heavy negative ion beams (Grisham 2002). The critical issues
are the choice of beam element, ion source, photodetachment neutralizer, vacuum
requirements in the accelerator and beam transport system, and reionization of beam
particles by background gas in the target chamber.
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II. Beam Element and Ion Source
Any element with a finite electron affinity (the binding energy of an added
electron) can be used to produce negative ions. However, a practical heavy ion fusion
source utilizing many merging beamlets will probably require a current density of roughly
100 mA/cm2 (Kwan et al 2001). While there are many electronegative elements, only the
halogens have sufficiently large electron affinities to render current densities of this
magnitude likely. Four of the halogens have exceptionally high electron affinities:
fluorine (3.45 eV), chlorine (3.61 eV), bromine (3.63 eV), and iodine (3.06 eV). The first
two of these exist as diatomic gases at room temperature, and the latter two form diatomic
vapors at moderately elevated temperatures. Consequently, it should be relatively
straightforward to produce usefully high current densities of negative ions of any of these
halogens over large areas with plasma sources similar to those used to produce beams of
positive ions. Experience in the semiconductor industry has shown, for instance, that the
majority ion species in chlorine discharges is Cl- at moderate arc power densities and a
pressure of 10 – 20 millitorr (Donnelley 2002). Unlike hydrogen, which has an electron
affinity of only 0.75 eV, halogens do not require the addition of cesium to augment
negative ion production.
Accordingly, properly optimized, the available current densities of these halogens
should be similar to positive ion current densities that could be achieved with elements of
similar masses. Under these conditions, the current density which can actually be
extracted will be determined by the strength of the extraction electric field, which will be
a function of the extractor design. Thus, for optimized negative ion sources, the beam
current density should be similar to that which would be achieved with a positive ion of
similar mass. Since the negative ions are formed by dissociative attachment, the
temperature of the negative ions should not be appreciably higher than the temperature
for corresponding positive ions, although this will need to be determined by emittance
measurements. As is the case with positive ions, the beam rise and fall times will be
determined by the speed of the high voltage switching.
Unlike a positive ion source, a negative ion source requires the application of
techniques to suppress the co-extraction of electrons with the negative ions. In the
absence of any electron suppression, the extracted electron current exceeds the negative
ion current by the ratio of the mobilities of the two species; for similar temperatures this
is proportional to the square root of their masses, a large number. This is a problem
which has been dealt with for years in the realm of high-current negative deuterium ion
sources used for magnetic confinement fusion (Kuriyama 1997). Magnetic fields, which
have very little effect on the massive ions, but a large effect on the electrons, along with
bias voltages of a few volts between the plasma and the first electrode, can reduce the
electron component to a small fraction of the ion current by the time the beam leaves the
first extractor stage.
While bromine, with a mass of 81 amu, and iodine, with a mass of 127 amu, are
the most likely candidates for a heavy ion driver, a proof-of-principal experiment could
be carried out with fluorine or chlorine, which would be valid models for the heavier
halogens because they have similar electron affinities and chemistry. These gases are
toxic, but less so than some gaseous feedstocks commonly used in the ion implanter
industry.
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III. Photodetachment Neutralizers
Although negative ion beams are appealing even if they are not neutralized
because they avoid the problem of electron accumulation which is endemic to positive
ions, they could also be converted to atomic neutrals just prior to entering the target
chamber by neutralizers which would be a very small part of the overall heavy ion driver
system. Hydrogen negative ions can be converted to neutrals in gas cells with efficiencies
of 60%, but gas cells result in low efficiencies for heavier negative ions due to the
prevalence of multi-electron-loss events (Grisham et al 1982). Fortunately,
photodetachment neutralizers, which were considered long ago for the magnetic
confinement fusion beam program Fink et al 1979), are well suited to the characteristics
of heavy ion driver beams. By choosing a photon energy which is greater than the
electron affinity of the beam element, but much less than the ionization energy of the next
electron, it should be possible to approach 100% atomic neutralization. Photodetachment
neutralizers, which would use intense laser beams in mirrored cells, are best suited to
high-power-density, short-pulse beams. These characteristics are much better typified by
heavy ion drivers than they were of magnetic confinement heating beams.
Although the data base for photodetachment cross sections is limited, the cross
section generally rises steeply at photon energies just slightly greater than the binding
energy of the extra electron, and then varies weakly with photon energies more than 0.2 –
0.4 eV above the binding energy. A wavelength shorter than 0.34 microns will be
adequate to phototodetach any of the halogen negative ions. Two well developed laser
systems, KrF and xenon, are capable of this. Acccording to the Plasma Formulary (2000
edition), the pulsed power levels available in 1990 were in excess of 109 watts for KrF
lasers, and greater than 108 watts for xenon lasers. At that time, the best efficiencies of
these lasers were 0.08 for KrF and 0.02 for xenon. Achieving the laser lifetime required
for heavy ion drivers may require additional development, since these high power lasers
have not been used for many millions of shots.
Although the amount of laser power required to photodetach an ion beam will
depend on many details, such as the beam diameter and spacing, and mirror reflectivities,
we can examine a simplified example to assess whether existing laser technology is likely
to be qualitatively adequate. Consider an I- beam pulse with a 1 cm2 cross section and a
length of 10 nanoseconds. Although we don’t currently have data on the cross sections of
beams we would like to use, data and calculations for a variety of other negative ions in
Massey (1976) show photodetachment cross sections varying in the range of 1 x 10-17 cm2
to 2.4 x 10-16 cm2 . For this example, we choose the bottom of this range, 1 x 10-17 cm2 .
The 4.7 eV photons of a KrF laser should be very suitable for photodetaching I- , which is
bound by 3.06 eV. The line density (LD) of 4.7 eV photons required to neutralize a
fraction nf of a 4 GeV negative-ion beam of iodine per cm of beam width, is given by the
expression (Grisham 2002):
LD = 6.02 x 108 ln (1/(1-nf )) watts/cm.
The beam current normally does not appear in photodetachment neutralizer
formulas because the ion beam is optically thin. In this example, neutralizing 99% of the
beam will require a line density of 2.77 x 109 watts/cm. If we use a 20 nanosecond pulse
to neutralize a 10 nanosecond ion beam pulse by maintaining this line density across a
beam diameter of 3 cm, the required laser energy in a pulse is 166.2 joules . With mirrors
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allowing 100 low-loss reflections, which should be readily available, the energy
requirement drops to 1.7 joules at a laser power of 2.77 x 107 watts/cm. Light travels 6
meters in 20 nanoseconds, enough time for 150 transits along a 4cm bounce path. With a
laser efficiency of 0.08, the required input power to the laser is 21 joules. Although this
example is greatly simplified, it does appear that a photodetachment neutralizer should be
feasible.
IV. Beam Reionization
At low energies of a few tens of keV/amu, the cross-sections for stripping a
negative ion to a neutral are larger than those for neutralizing a positive ion, so the quality
of the vacuum in the immediate vicinity of the source is more important for a negative ion
beam. Because the halogen negative ions are more than 4 times more strongly bound
than D-, low energy stripping should be less of an issue than it is for deuterium, which is
commonly used for large negative ion beams. Moreover, the feedstocks for bromine and
iodine, the most probable negative ion drivers, will probably be metal vapors, which can
be very quickly pumped. An advantage of negative ions relative to positive ions is that if
a negative ion is stripped to a neutral while being extracted from the source, it is unlikely
to be converted back to a negative ion through collisions with gas in the initial
electrostatic accelerator; thus, a lower energy negative ion tail should not arise, as might
happen with positive ions. Having no energy dispersion on the beam going into the main
accelerator is a desirable characteristic.
A more serious consideration is the vacuum requirement for the vastly longer path
length of the high energy beam through the induction linac, drift-compression region, and
final focus optics. As an example, we consider a path length of 1 km, and we take the
ionization cross-section to be 6 x 10-16 cm2 . The cross section is an estimate for
ionization of Br- at 20 MeV/amu striking molecular nitrogen (Kaganovich 2002), using a
model calibrated from the experiments in Ref. (Mueller et al 2001). At higher energies,
the cross section would decline, reaching about 4 x 10-16 cm2 at 40 MeV/amu. In order
to lose less than 0.5% of the beam across a 1 km flight path, the pressure should be no
higher than 2.5 x 10-9 torr. For a system this large, this pressure is probably challenging,
but not prohibitive.
In any event, the high-energy vacuum requirement for negative ions should not
differ by a large factor from whatever is determined to be necessary for singly-charged
positive ion beams. This arises from the observation that at higher energies of 100s of
keV/amu to 10s of MeV/amu, the positive ions are themselves subject to ionization to
higher charge states, with total cross sections that are probably only modestly smaller
than for the negative ions. One can see this readily from the fact that the translational
kinetic energy of the electrons is larger than the binding energies for most of the electrons
in the projectile’s electron cloud, not simply the extra electron of the negative ion. For
example, at an energy of just 1.4 MeV/amu, the translational kinetic energy of the bound
electrons is 0.76 keV.
Beam-beam collisions along the path of an induction linac and the drift
compression region after it can also be a loss term for either positive or negative ions.
However, this should be a minor (less than 1%) effect for path lengths of a few
kilometers (Grisham 2002).
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Whether there will be additional value in neutralizing the negative ion beam just
prior to entering the target chamber will be depend on the chamber pressure eventually
adopted for a reactor. To estimate the target chamber vacuum requirements that would
enable an atomic beam to be useful, we consider as an example a 40 MeV/amu bromine
beam crossing a 3 meter radius target chamber, with the assumption that the beam total
ionization cross section in FLIBE will be about 4 x 10-16 cm2 , based on a theoretical
estimate (Kaganovich 2002) calibrated against the experiments in Mueller et al (2001).
To ionize less than 5% of the neutral beam, in which case space-charge effects would be
negligible, the pressure should be no more than 1.3 x 10-5 torr. This is a stringent
requirement, especially for a target chamber with liquid FLIBE walls and jets. The
HYLIFE-II (Callahan 1996) reactor design was expected to have a pressure of 1.7 x 10-3
torr of beryllium difluoride vapor. However, recent work suggests that it should be
possible to reduce this pressure by factors of 5 (Molvik et al 2000) or even somewhat
more (Molvik 2002) by various means, including the use of some lower temperature
FLIBE jets to shield higher temperature flows, and by other measures with different salt
mixtures. Reducing FLIBE temperature, however , causes some reduction in thermal
efficiency.
It is not necessary to limit beam stripping to 5% in order to appreciably improve
the beam dynamics within the target chamber. The self-field perveance, a measure of the
influence of the space charge forces upon the eventual spot size, scales as the square of
the average charge. Moreover, the effect upon the spot size at the target depends on the
distance from the target at which the beam becomes ionized; ionization close to the target
produces much less spot size growth than ionization near the chamber entrance. In the
absence of space-charge neutralization within the target chamber, if the atomically
neutral beam became 50% ionized while traversing a target chamber with uniform vapor
density (corresponding to a pressure of 1.3 x 10-4 torr), then the average ionization would
be 25%, and the average self-field perveance would be about 5% of what it would have
been if the beam had been singly-ionized across the entire flight path. This is a
qualitative evaluation; a full comparison would need to include the effects of partial
space-charge neutralization by electrons from the chamber gas, as well as the ionization
of beam by x-rays close to the target, where the lever arm on space charge effects is short.
V. Conclusion
It appears that bromine and iodine offer the most attractive negative ions for
heavy ion beam neutral-atom drivers. However, fluorine and chlorine will be the easiest
gases to use for any initial tests of available negative-ion current densities from practical
sources. It also appears that modifications of positive-ion source technology are likely to
result in adequate negative-ion current densities from these halogens. The requirements
for photodetachment neutralizers appear to be fairly moderate, and well within the state
of the art, except perhaps with regard to laser lifetime. The negative ion pressure
requirements on the accelerators, transport, focusing, and drift-compression regions
should be almost identical to the pressure requirements for positive heavy ion beams.
Negative ions offer the advantages that they will not draw electrons from surfaces they
pass, nor have low energy tails. If electron contamination turns out to be a challenging
problem for positive ion beams, negative ions appear to be a practical backup. If
photodetachment neutralizers are added, atomic beams can be produced which could be
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essentially free of space-charge effects across the initial, and most important, part of their
flight path in the target chamber for chamber pressures in the low 10-5 torr range, and
which could still have much-reduced average self-fielf perveance, and thus probably a
reduced target spot size, for chamber pressures in the low 10-4 Torr range.
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External Electron Beam Enhancement of the
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Conclusive demonstration of electron-beam enhancement of
ion charge states for the Metal Vapor Vacuum Arc (MEVVA)
ion source was recently achieved using an external electron
beam (E-MEVVA) in experiments performed jointly among
the Institute for Theoretical and Experimental Physics (ITEP),
Moscow, Russia, the High Current Electronics Institute
(HCEI), Tomsk, Russia, and Brookhaven National Laboratory
(BNL), USA. The E-MEVVA experiments were performed in
Moscow and Tomsk with nearly the same design of ion
sources. Typical results for indium, lead, and bismuth
cathodes yielded maximum ion charge states of In5+, Pb7+, and
Bi8+ for E-MEVVA, as compared to In2+, Pb2+, and Bi2+ for
conventional MEVVA operation.
1. INTRODUCTION
The goal of our joint Russia-U.S.A. research effort is to
develop reliable and inexpensive heavy ion sources to produce
both (1) high ion charge states and (2) intense ion beam
currents. While many ion sources have long-been available to
achieve one or the other of these goals, the combination had
remained elusive – until now. Our recent results reported in
Bugaev et al. [1], Batalin et al.[2], and Batalin et al. [3]offer
conclusive demonstrations that both goals (1) and (2) above
can be realized through electron beam enhancement of the
Metal Vapor Vacuum Arc (MEVVA) ion source. This work
is an extension of initial E-MEVVA efforts by Batalin et al.
[4] in which encouraging indications of higher charge state
production were achieved by combining an electron beam, a
vacuum arc ion source, and a drift tube.
The recent E-MEVVA investigations were performed jointly
among the High Current Electronics Institute (HCEI), Tomsk,
Russia, the Institute for Theoretical and Experimental Physics
(ITEP), Moscow, Russia, and Brookhaven National
Laboratory (BNL), USA. The experiments were performed in
Moscow and Tomsk with nearly the same design of ion
sources. Substantially higher ion charge states were clearly
observed in both experimental set-ups with two different
methods of measuring the ion charge state distributions.
2. MOTIVATIONS AND APPLICATIONS
For many applications it is highly desirable to have a source
of heavy ion beams that produces both large ion currents and
high charge states. The applications which motivate this work
include (a) lower-cost ion implantation facilities, (b) an
improved heavy ion injector for the Relativistic Heavy Ion
Collider (RHIC) at BNL, and (c) inexpensive and reliable ion
sources for various approaches to Heavy Ion Inertial Fusion
(HIIF).
Typical ion implantation facilities employ a low-charge state
ion source and an extraction system to function as a low-
energy pre-accelerator, followed by an ion acceleration
column to produce desired higher ion energies. The high
voltage power supplies for pre-acceleration and the
accelerating column for final acceleration contribute
significantly to facility size and cost. For higher-charge state
beams a lower-voltage (and therefore cheaper) power supply
can produce the same pre-acceleration energy. If the ion
charge states are sufficiently high, then the “pre-accelerator”
can reach the desired energy without the need for an
additional accelerating column. Such “single-stage”
acceleration would enable a more compact design for a lower
cost facility.
The Relativistic Heavy Ion Collider (RHIC) at BNL is now
operational (http://www.bnl.gov/RHIC). Initially, the RHIC
physics program will concentrate on Au+Au collisions with
100 GeV in each beam. However, Braun-Munzinger [5]
noted that there is physics justification for eventually colliding
uranium beams in RHIC, because U+U collisions would
produce significantly larger energy densities than Au+Au.
The existing tandem preinjector is quite adequate and reliable
for the Au+Au collision program currently in progress, but the
negative ion source used as the tandem injector cannot
produce sufficient uranium beam currents for use at RHIC.
Electron-beam enhancement of the MEVVA ion source is a
viable basis for developing a versatile heavy ion injection
system for relativistic heavy ion accelerators.
Parisi et al. [6] described a typical scenario for a HIIF facility
using a combination of ion sources, linacs, and a storage ring
as a driver. This and similar schemes (e.g., those described
elsewhere in these proceedings) involve multiple ion sources,
some funneling steps through increasingly larger linacs, and
then a main linac to inject the storage ring. The most
numerous elements are the large number of ion sources and
initial pre-accelerators. The electron-beam enhanced
MEVVA is an inexpensive and compact ion source. The high
charge states produced allow for higher extraction energies
and the elimination of initial linacs before the first funneling
step. These two factors should lead to substantial cost savings
in some HIIF facility designs.
3. GENERIC MEVVA
Figure 1 illustrates two variations of the generic MEVVA,
which is a prolific generator of highly ionized metal plasma
from which intense beams of metallic ions are extracted.
Brown [7] described the basic MEVVA, which comprises a
series of electrodes (usually concentric and separated by
ceramic insulators). The commonly used configuration is a
solid electrode of the desired metal, followed by a trigger
electrode, an anode, and a three-grid extractor system. As
indicated in Fig. 1, the anode and plasma expansion regions
can be either separate (left) or combined in a hollow anode
(right). Triggering of the vacuum arc is accomplished by
applying a short high voltage pulse between the trigger
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electrode and the cathode across an insulating surface.
Vacuum arc discharge occurs due to formation of cathode
spots, which are micron-sized spots on the cathode surface
characterized by extremely high current densities. Small spots
on the cathode material are vaporized and ionized, producing
a plasma plume, from which ions are extracted. Although the
MEVVA plasma itself is characterized by a high degree of
ionization, only low ion charge states are typically extracted.
Depending on the cathode material used a conventional
MEVVA ion beam has a mean charge state Q of about 2+.
Fig. 1 Schematic layout of a generic Metal Vapor Vacuum
Arc (MEVVA) ion source. The two basic variations are:
(upper) separate anode and ion drift and (lower) combined
anode and ion drift.
4. E-MEVVA
Figure 2 illustrates two variations on the approach of using
two MEVVA ion sources to construct an E-MEVVA. The
first MEVVA (left) is the electron gun and the second
MEVVA (right) is the ionization region. The first variation
(upper) is employed in the ITEP-Moscow E-MEVVA,
wherein the second MEVVA has a separate anode and plasma
expansion (ion drift) region. The second variation (lower) is
used in the HCEI-Tomsk E-MEVVA, in which the second
MEVVA has a combined hollow anode and ion drift region.
In both variations the first MEVVA (e- gun) uses the
combined hollow anode and plasma expansion region. Both
ion sources use the same e- gun MEVVA, which was
developed by HCEI-Tomsk. The other difference between the
two experimental approaches is that ITEP-Moscow uses
magnetic analysis to measure the ion charge state
distributions, while HCEI-Tomsk uses time-of-flight. Batalin
et al [3] gives more detailed schematic views and layouts, plus
full details on the experimental arrangements and operating
parameters, which are summarized here in Table 1.
Fig. 2 Schematic layout of E-MEVVA configurations used at
ITEP-Moscow (upper) and HCEI-Tomsk (lower).
Table 1. Typical Values of Operating Parameters for the
ITEP-Moscow and HCEI-Tomsk E-MEVVA ion sources.
E-MEVVA
Operating Parameter
ITEP-
Moscow
HCEI-
Tomsk
Electron Accelerating Voltage (kV) 18 20
Ion Accelerating Voltage (kV) 50 20
Trigger Voltage (kV) 5 7
Time-of-Flight Gate Voltage (kV) NA 2
Electron Gun Current (A) 100 200
MEVVA Arc Current (A) 100 300
Ion Emission Current (mA) 20 100-200
Electron Gun Pulse Duration (s) 50 100
Vacuum Arc Pulse Duration (s) 150 450
Trigger Voltage Pulse Duration (s) 10 20
Time of Flight Gate Duration (ns) NA 100
Herschcovitch et al. [8], Herschcovitch et al. [9], and Batalin
et al. [3] discuss the physics considerations for electron-beam
enhanced MEVVA operation. Ion charge state distributions
are determined by the balance of the electron stripping rate
versus the electron capture rate due to charge exchange with
neutrals and lower charge state ions. Optimum performance
of the E-MEVVA requires sufficient intensity and energy of
the electron beam to maximize the ionization rate and to
overcome relevant electron binding energies to reach the
desired charge states, while at the same time minimizing the
production of “fresh plasma” or impurity ion production,
which would increase the charge exchange rate and lower the
ion beam charge states. The foremost requirement to reduce
charge exchange is to improve the vacuum system and the
cleanliness of surfaces inside the source to minimize
background gas and outgassing. This is necessary, but not
sufficient. Batalin et al. [3] documents that the electron gun
pulse causes the impurity ion population to increase
dramatically due to electrons striking the drift tube walls.
Therefore, optimum source performance is achieved when the
electron gun pulse is made shorter than the ion arc duration
time. This also enables source output optimization by
allowing for adjustment of the relative timing of the electron
gun pulse within the duration of the ionization arc.
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Figure 3 shows a representative HCEI-Tomsk spectrum for E-
MEVVA operation with In cathode.
Bugaev et al. [1] showed the HCEI-Tomsk spectra for E-
MEVVA operation with Pb cathode. Batalin et al. [2] and
Batalin et al. [3] presented the ITEP-Moscow spectra with Pb
cathode and the HCEI-Tomsk spectra with Bi cathode. Table
2 gives a comparison of the ionic charge state fractions and
mean charge states for all cathode materials studied with the
HCEI-Tomsk E-MEVVA. The results are comparable to
those obtained at ITEP-Moscow. As shown in the last row of
Table 2, the observed increases (ratio of mean charge states)
for E-MEVVA versus conventional MEVVA operation
ranged from 1.17 for Sm up to 2.50 for Pb.
Table 2. Comparison of ionic charge state fractions (%) and
mean charge states <QE> and <Q0> for different cathode
materials with electron beam off (MEVVA) and on (E-
MEVVA). The last line of the table is Ratio of <QE>/ <Q0>.
Q0 Cd In Sn Sm Bi Pb
1+ 44 42 19 19 58
2+ 56 56 76 67 81 42
3+ 2 5 33
M
E
V
V
A
<Q0> 1.6 1.6 1.8 2.3 1.8 1.4
QE Cd In Sn Sm Bi Pb
1+ 20 23 5 10 1
2+ 42 39 52 35 18 21
3+ 24 26 21 50 23 35
4+ 11 11 16 12 27 26
5+ 3 1 5 3 14 11
6+ 1 5 4
7+ 2 2
8+ <1
E
-
M
E
V
V
A
<QE> 2.3 2.3 2.6 2.7 3.4 3.5
Ratio 1.44 1.44 1.44 1.17 1.88 2.50
Cd In Sn Sm Bi Pb
5. CONCLUSIONS
The external electron beam enhanced MEVVA (E-MEVVA)
is clearly demonstrated to produce heavy ion beams with
substantially higher charge states than a conventional
MEVVA, but with similarly large ion currents. There are
many useful applications for such ion sources, including ion
implantation, relativistic heavy ion accelerator injection, and
heavy ion inertial fusion drivers. In Batalin et al. [3] have
reported that performance studies indicate even higher-charge
state ions are produced inside the source, but are trapped in
the intense electron beam. It may be possible to further
optimize the source and to extract even higher charge state
ions after the electron beam pulse. Possibilities for future
enhancement include (a) increasing the electron beam current
and density and (b) further reducing the negative effect of
residual gas impurities. The present results already
demonstrate that electron beam enhancement of the MEVVA
is a viable alternative to other much more costly and difficult
to operate devices for the production of intense beams of
highly charged ions.
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Deuterium targets and the “MDMT” code
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Institute of Theoretical and Experimental Physics, B. Cheremushkinskaya, 25, 117259 Moscow, Russia
stages for DT stages for DD
Parameter Compression Ignition Compression Ignition
initial! received adopted values
ρfuel, g=cm3 0.225 100 g=cm3 0.16! 100 100
rfuel, cm 0.105 0.005 0.561! 0.023 0.04
(ρr)fuel, g=cm2 0.5 4
ρshell, g=cm3 11.4 1000 11.4 1000
rDTtablet, cm 0.005
rshell, cm  0:14 0.015 0.63 0.16
zmax, cm 1
(ρl)beam, g=cm2 6
Jmaxbeam, TW/g  300 4 106 1230 4 106
time, ns  100 0.2 250 0.2
Ebeam, MJ  7 0.4 250 0.4
G  140 3–5
Table 1: Parameters of DT and DD targets
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Figure 1: Scheme of cylindrical targets
The DT fuel Heavy Ions Fusion (HIF) conception for a cylin-
drical target has been analyzed in details in HIF2002 sympo-
sium (Basko et al., 2002). This is a cylindrical inertial target
with a direct irradiation. On the compression stage, the fuel
is compressed by a heavy shell moved into a symmetry axis
due to the energy of a hollow beam deposited in a absorber
shell. On the next stage the compressed fuel is ignited by an
other beam. The ground parameters of the energetic system for
the DT project are represented in Table 1, Fig. 1. The require-
ments for a compression beam for cylindrical target is a similar
to those parameters for an indirect spherical target. The param-
eters of a ignition beam are looked now as enormous. Never-
theless the theoretical investigation of cylindrical targets can be
useful (Feoktistov 1998, Atzeni, Ciampi 1999).
To reduce the burning temperature we introduced little
amount (10% of ions) of a catalytic 3He into a DD fuel. To
keep the same parameters for an ignition beam we used the deu-
terium tritium tablet irradiated by an ignition beam. We used
the two-dimensional approximation (with independent vari-
ables r, z in a cylindrical coordinate system) and three temper-
atures for ions, electrons, radiation (Multi Dimensional Multi
Temperatures code by Churazov et al. 2001). Radiation and
electron transfers are considered in a diffusion approximation
with flux limiters. Instead of the diffusion of charged particles
e-mail: alexei.aksenov@itep.ru
the local energy deposition is adopted. In some calculations the
diffusion of α particles is included. Neutrons are disregarded.
The ideal gas law equation of state with γ = 5=3 for ions and
electrons is used. Kinetic coefficients have been taken from
one dimensional Deira3 code by Basko 1990. Parameters of a
DD target are represented in the table 1. It is no necessity to use
a magnetic insulation for ρr  2–4 g=cm2.
A cryogenic cylindrical target was considered to obtain the
fuel density ρ  100 g=cm3 and the target parameter ρr & 2–
4 g=cm2. The scheme of this target is shown at Fig. 1. The
beam rotates around the target axis with an enough period to
obtain a good axial compression symmetry. The special form
of the energy input was introduce at the compression stage of
the target Jbeam(r; t) = 12:3 1014

t
10 8ns
5 erg
g  s in the “lead”
shell with a density ρ = 6 g=cm3. In one dimensional calcu-
lations of a compression stage by Basko 1990 Deira3 code we
received in the final stage the average value of a fuel density
ρfuel = 100 g=cm3 and a fuel radius rfuel = 0:023 cm at an ex-
panses of beam energy 250 MJ (Table 1). For the two dimen-
sional simulation we have taken the received average fuel den-
sity but we adopted a more bigger fuel radius rfuel = 0:04 cm3
than a received radius rfuel = 0:023 cm3 while increasing the
estimated beam energy for a compression stage Ebeam = 450–
750 MJ. Calculations shows of an existence of a burning wave
along a part of a target before the ions temperature reduced to
some units of 108 K. During this time part of the deuterium fuel
burned. The received gain coefficient can be estimated as 3–5.
For parameters rfuel = 0:08 cm and ρr = 8 g=cm2 estimates give
the gain coefficient as about 30.
Our two dimensional calculations shows on the existence
of a stationary burning in the deuterium cylindrical targets
for parameter ρr & 8–10 g=cm2 with an attractive gain coef-
ficient  30 and the total energy output  30 GJ. The less
level of an energy can be reached only for very high density
ρfuel & 1000 g=cm3. But the possibility of an receiving of such
densities remains unknown.
The reducing of a parameter ρr to the value 4 g=cm2 allow
to burn of a fuel part but with an little gain coefficient estimated
as 3–5 for ρfuel = 100 g=cm3. There is an open question about
the optimization of a compression to a reducing of the deposited
energy.
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In most of the systems of interest both for IFE research and current and ne ar-future experimental investigations of high 
energy density in matter (e.g., current experiments with ‘nhelix’ and future research with ‘Phelix’ lasers) optical properties of 
the medium and thermal conditions change both from one region to another and in time. Such research requires high 
resolution diagnostic methods and advanced numerical techniques. 
The kinetic equation of radiation transport. 
Consider radiation transport in a hohlraum. The optical properties of the medium vary strongly within the probl em. The 
radiation is absorbed practically completely in a surface layer of the optically thick casing, heating the material. The material 
under the impact of radiation changes its internal and kinetic energy, starts expanding, and changes its optical prope rties. In 
the optically thin interior of the casing (vacuum or filled with low -density and/or low-z material) radiation penetrates through 
the whole region with only a small fraction of its energy lost (absorbed and scattered) on the way. In order to adequ ately 
describe the above physics, the kinetic equation of radiation transport should be applied in this case: 
( ) ( ) ( ) ( ) ( )





ωκωεωω∂
ω∂
ννν
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where t is time, c is light velocity, ( ) ων   is spectral radiation intensity at point   in the direction ω , ( ) ωε   is 
equilibrium radiation flux at point   in the direction ω , ( ) ν  is spectral radiation attenuation coefficient. This equation 
can have an integrable discontinuous solution, depicting specific features of the system geometry or discontinuities of the 
boundary conditions. 
Treating of discontinuities of boundary conditions and solution with the view factor approach. 
Accurate reproduction of specific features of a certain radiation transport problem is often crucial. Two problems having 
analytical solutions are considered, illustrating the efficiency of the view factor approach. 
Radiation transport in a spherical cavity. 
Consider a sphere with the surface divided into three parts with different types of boundary conditions: a time -independent 
radiation source with the flux Q 1 at the fraction of the spherical surface S1 , the surface S2  is an absolute diffuse reflector; the 
surface S3 is an absolute absorber . This stationary problem has an analytical solution. The temperatures T1, T2 and T3 depend 
only on the value of the source flux and the ratios of the surface areas, rather than on the shape and place of S1, S2 and S3. For 
S1=S3  the stationary temperatures are:  
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The numerical solution precisely follows the discontinuities of the boundary conditions. The average error of the calculated 
temperature is less than 0.01%, 0.003% and 0.001% for the number of cells on the spherical surface 50, 100, 150, 
respectively. 
Cooling of a sphere. 
The 3D problem of cooling of a sphere uniformly filled with radiation corresponding to effective temperature T0
  
at the initial 
moment, has the time-dependent analytical solution [V.A.Karepov, private communication]. The temperature and radiation 
flux indicatrix at the surface of the sphere is: 
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where c is the light velocity, t – time, D – diameter, ϑ - the azimuthal angle, πϑ ≤≤ . The accuracy of the numerical 
solution 1% (20x10 cells) and 0.3% (50x20 cells) is achieved with the view factor method [1,2]. 
Conclusion. 
Modeling of hohlraum systems often requires the solution of Eq.1. The view factor method allows to account for many 
specific features of such problems (shading, discontinuities of initial and boundary conditions, angular anisotropy, etc.).  
This approach was successfully used to simulate the x-ray transport experiments on ISKRA-5 (VNIIEF), plasma conditions 
for possible experiments at Phelix+SIS complex (GSI) [3 -5]. Coupled to the kinetic + hydro description of the wall 
dynamics, it represents a powerful tool for integrated investigation of the s ystems with strongly inhomogeneous optical 
properties, e.g. studied presently with nhelix [M.Roth, T.Schlegel, private comm..] and proposed for Phelix+SIS (GSI).  
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