We introduce a variational framework to learn the activation functions of deep neural networks. The main motivation is to control the Lipschitz regularity of the inputoutput relation. To that end, we first establish a global bound for the Lipschitz constant of neural networks. Based on the obtained bound, we then formulate a variational problem for learning activation functions. Our variational problem is infinitedimensional and is not computationally tractable. However, we prove that there always exists a solution that has continuous and piecewise-linear (linear-spline) activations. This reduces the original problem to a finite-dimensional minimization. We numerically compare our scheme with standard ReLU network and its variations, PReLU and LeakyReLU.
I. INTRODUCTION
In supervised learning, the goal is to approximate an unknown mapping from a set of noisy samples [2] . Specifically, one aims at determining the function f : R d → R, given a dataset of size M that consists of pairs of the form (x m , y m ) such that y m ≈ f (x m ) for m = 1, 2, . . . , M , without overfitting.
A classical formulation of this problem is through the minimization
where H(R d ) is a reproducing-kernel Hilbert space (RKHS), E(·, ·) is an arbitrary convex loss function and λ is a positive constant that controls the regularity of the model [3] , [4] . Although this is an infinite-dimensional problem over a Hilbert space, the kernel representer theorem [5] , [6] states that the solution of (1) is unique and admits the parametric form
where k(·, ·) is the unique reproducing kernel of H(R d ).
Expansion (2) is the key element of kernel-based algorithms in machine learning, including the framework of support-vector
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During the past decade, there has been an increasing interest in deep-learning methods as they outperform kernel-based schemes in a variety of tasks such as image classification [11] , inverse problems [12] , and segmentation [13] . The main idea is to replace the kernel expansion (2) by a parametric deep neural network that is a repeated composition of affine mappings intertwined with point-wise nonlinearities (a.k.a. neuronal activations) [14] , [15] . The challenge then is to optimize the parameters of this model by minimizing a (typically nonconvex) cost function.
The classical choice for the activation is the sigmoid function due to its biological interpretation and universal approximation property [16] . However, it has vanishing derivative, which makes training difficult and slow. Currently, the preferred activations are rectified linear unit ReLU(x) = max(x, 0) [17] and its variants such as LeakyReLU, defined as LReLU(x) = max(x, ax) for some a ∈ (0, 1) [18] . By contrast with the sigmoid function, the derivative of these ReLU-based activations do not vanish at infinity, which is desirable in gradient-based methods.
Neural networks with ReLU activations have been considered thoroughly in the literature [14] . Their input-output relation is a continuous piecewise-linear (CPWL) mapping [19] . Interestingly, the converse of this result also holds: Any CPWL function can be represented by a deep ReLU neural network [20] . One can also interpret a ReLU activation as a linear spline with one knot. This observation allows one to interpret deep ReLU networks as hierarchical splines [21] . In addition, Unser showed that linear-spline activations are optimal in the sense that they have a minimal second-order total variation and, hence, are maximally regularized [22] ; this also provides a variational justification for ReLU-based activations.
Although the ReLU networks are favorable, both from a theoretical and practical point of view, one may want to go even farther and learn the activation functions as well. The minimal attempt is to learn the parameter a in LeakyReLU activations, which is known as the parametric ReLU (PReLU) [23] . More generally, one can consider a parametric form for the activations and learn the parameters in the training step. There is a rich literature on the learning of activations represented by splines, a parametric form characterized by optimality and universality [24] , [25] . Examples are perceptive B-splines [26] , Catmull-Rom cubic splines [27] , [28] , and adaptive piece-wise linear splines [29] , to name a few.
In theoretical analyses of deep neural networks, the Lipschitz-continuity of the network and the control of its regularity is of great importance and is crucial in several schemes of deep learning, for example in Wasserstein GANs [30] ; In showing the convergence of CNN based projection algorithms to solve inverse problems [31] and in understanding the generalization property of deep neural networks [32] . Moreover, the Lipschitz regularity drives the stability of neural networks, a matter that has been tackled recently [33] , [34] , [35] .
In this paper, we propose a variational framework to learn the activation functions with the motivation of controlling the Lipschitz regularity of the network. To that end, we first provide a global bound for the Lipschitz constant of the inputoutput relation of neural networks that have second-order bounded-variation activations. Based on the minimization of this bound, we propose an optimization scheme in which we learn the linear weights and the activation functions jointly. We show that there always exists a global solution of our proposed minimization made of linear spline activations. Our scheme outperforms standard ReLU-based networks in several setups.
The paper is organized as follows: In Section II, we provide mathematical preliminaries. In Section III, we discuss the properties of neural networks that have second-order boundedvariation activations and provide a global bound for their Lipschitz constant. We then introduce our variational formulation and study its solutions in Section IV. In Section V, we illustrate our framework with numerical examples.
II. PRELIMINARIES
The Schwartz space of smooth and rapidly decaying functions is denoted by S(R). Its continuous dual S (R) is the space of tempered distributions [36] . The space of continuous functions that vanish at infinity is denoted by C 0 (R). It is a Banach space equipped with the supremum norm · ∞ and is indeed the closure of S(R) with this norm. Its continuous dual is the space of Radon measures M(R) that is also a Banach space with the total-variation norm defined as [37] w M = sup
The Banach space (M(R), · M ) is a generalization of (L 1 (R), · L1 ), in the sense that L 1 (R) ⊆ M(R) and, for any
The space of functions with second-order bounded variations is denoted by BV (2) (R) and is defined as
where D : S (R) → S (R) is the generalized derivative operator [38] . Let us mention that the second-order total variation TV (2) (f ) = D 2 f M is only a semi-norm in this space, since the null space of the linear operator D 2 is nontrivial and consists of degree-one polynomials (affine 
This space has been extensively studied in [22] and in a more general setting in [39] . We summarize some of its important properties in Appendix A. Given generic Banach spaces (X , · X ) and (Y, · Y ), a function f : X → Y is said to be Lipschitz-continuous if there exists a finite constant C > 0 such that
The minimal value of C is called the Lipschitz constant of f .
In this paper, we consider fully connected feed forward neural networks. An L-layer neural network f deep : R N0 → R N L with the layer descriptor (N 0 , N 1 , . . . , N L ) is the composition of the vector-valued functions f l : R N l−1 → R N l for l = 1, . . . , L as
Each vector-valued function f l is a layer of the neural network f deep and consists of two elementary operations: linear transformations and point-wise nonlinearities. In other words, for the lth layer, there exists weight vectors w n,l ∈ R N l−1 and nonlinear functions (activations) σ n,l : R → R for n = 1, 2, . . . , N l such that
One can also consider an alternative representation of the lth layer by defining the matrix W l = w 1,l w 2,l · · · w N l ,l T and the vector-valued nonlinear function σ l : R N l → R N l as the mapping (x 1 , . . . , x N l ) → (σ 1,l (x 1 ), σ 2,l (x 2 ), . . . , σ N l ,l (x N l )). (9)
With this notation, the lth layer has simply the form
Lastly, for any p ∈ [1, +∞), we define the (BV (2) , p)-norm of the nonlinear layer σ l as
III. SECOND-ORDER BOUNDED-VARIATION ACTIVATIONS
We consider activations from the space of second-order bounded-variation functions BV (2) (R). This ensures that the corresponding neural network satisfies several desirable properties which we discuss in this section. The key feature of these activations is their Lipschitz continuity, as stated in Proposition 1. The proof is provided in Appendix B. Proposition 1. Any function with second-order bounded variation is Lipschitz-continuous. Specifically, for any function σ ∈ BV (2) (R) and any x 1 , x 2 ∈ R, we have that
Lipschitz functions are known to be continuous and differentiable almost everywhere [40] . Moreover, in Proposition 2, we show that any element of BV (2) (R) has well-defined right and left derivatives at any point. This is an important property for activation functions, since it is the minimum requirement for performing gradient-based algorithms that take advantage of the celebrated back-propagation scheme in the training step [41] . The proof of Proposition 2 is available in Appendix C. Let us mention that Lipschitz functions in general do not have onesided derivatives at all points; it is a property that is specific of BV (2) functions. As an example, consider the function f :
One readily verifies that f is Lipschitz-continuous with the constant C = 1. However, for positive values of h, the function f (h) h = sin(− log(h)) oscillates between (−1) and 1 as h goes to zero. Hence, f does not have a right derivative at the point
In Theorem 1, we prove that any neural network with activations from BV (2) (R) specifies a Lipschitz-continuous input-output relation. Moreover, we provide an upper-bound for its Lipschitz constant. The proof can be found in Appendix D.
Theorem 1. Any feed forward fully connected deep neural network f deep : R N0 → R N L with second-order boundedvariation activations σ n,l ∈ BV (2) (R) is Lipschitz-continuous. Moreover, if we consider the p topology in the input and output spaces, the neural network satisfies the global Lipschitz bound
for all x 1 ,
q ∈ [1, ∞] is such that 1 p + 1 q = 1 and W l q,∞ = max n w n,l q is the mixed norm ( q − ∞ ) of the lth linear layer.
When the standard Euclidean topology is assumed for the input and output spaces, Proposition 3 provides an alternative bound for the Lipschitz constant of the neural network. The proof of Proposition 3 is available in Appendix E.
where
Proposition 3 will take a particular relevance in Section IV, where (16) will allow us to design a joint-optimization problem to learn the linear weights and activations. Interestingly, the proposed minimization is compatible with the use of weight decay [42] in the training of neural networks (see (17) 
IV. LEARNING ACTIVATIONS
In this section, we propose a novel variational formulation to learn Lipschitz activations in a deep neural network. We select BV (2) (R) as our search space to ensure the Lipschitz continuity of the input-output relation of the global network (see Theorem 1) .
Similarly to the RKHS theory, the (weak*) continuity of the sampling functional is needed to guarantee the well-posedness of the learning problem. This is stated in Theorem 2 whose proof can be found in Appendix F. (We define the notion of weak*-convergence of neural networks in Appendix A.)
is weak*-continuous in the space of neural networks with second-order bounded-variation activations.
Given the data-set (X, Y ) of size M that consists in the pairs (x m , y m ) ∈ R N0 × R N L for m = 1, 2, . . . , M , we then consider the following cost functional
where f deep is a neural network with linear layers W l and nonlinear layers σ l = (σ 1,l , . . . , σ N l ,l ), as specified in (7) and (8), E(·, ·) is an arbitrary loss function, and R l : R N l ×N l−1 → R is a regularization functional for the linear weights of the lth layer. The standard choice for weight regularization is the Frobenius norm R(W) = W 2 F , which corresponds to weight decay scheme in deep learning. Finally, the positive constants µ l , λ l > 0 balance the regularization effect in the training step.
Theorem 3 states that, under some natural conditions, there always exists a solution of (17) with continuous piecewiselinear activation functions, which we refer to as a deep-spline neural network. The proof is given in Appendix G. 
where J (·; X, Y ) is defined in (17) . Moreover, assume that the loss function E(·, ·) is proper, lower semi-continuous, and coercive. Assume that the regularization functionals R l are continuous, and coercive. Then, there always exists a solution f * deep of (17) with activations σ n,l of the form
where K n,l ≤ M and, a n,l,k , τ n,l,k , b ·,n,l ∈ R are adaptive parameters.
Theorem 3 suggests an optimal ReLU-based parametric to learn activations. This is a remarkable property as it translates the original infinite-dimensional problem (18) into a finitedimensional parametric optimization, where one only needs to determine the ReLU weights a n,l,k and positions τ n,l,k together with the affine terms b 1,n,l , b 2,n,l . Let us also mention that the baseline ReLU network and its variations (PReLU, LeakyReLU) are all included in this scheme as special cases of an activation of the form (19) with K = 1.
A similar result has been shown in the deep-spline representer theorem of Unser in [22] . However, there are three fundamental differences. Firstly, we relax the assumption of having normalized weights due to the practical considerations and the optimization challenges it brings. Secondly, we slightly modify the regularization functional that enables us to control the global Lipschitz constant of the neural network. Lastly, we show the existence of a minimizer in our proposed variational formulation that is, to the best of our knowledge, the first result of existence in this framework.
We remark that the choice of our regularization restrains the coefficients b 1,n,l and b 2,n,l from taking high values. This enables us to obtain the global bound (14) for the Lipschitz constant of the network, as opposed to the framework of [22] , where only a semi-norm has been used for the regularization. The payoff is that, in [22] , the activations have at most (M − 2) knots, while our bound is K n,l ≤ M . This is the price to pay for controlling the Lipschitz regularity of the network. However, this is inconsequential in practice since they are usually much fewer knots than data points, because of the regularization penalty. The latter is justified through the computation of the BV (2) norm of an activation of the form (19) . It yields σ n,l BV (2) = a n,l 1 + |σ (1)
where a n,l = (a n,l,1 , . . . , a n,l,K n,l ) is the vector of ReLU coefficients. This shows that the BV (2) -regularization imposes an 1 penalty on the ReLU weights in the expansion (19) , thus promoting sparsity [43] . In Section V, we illustrate the sparsity-promoting effect of the BV (2) -norm with numerical examples (see Figures 3 and 4) . Another interesting property of the variational formulation (18) is the relation between the energy of consecutive linear and nonlinear layers. In Theorem 4, we exploit this relation. Its proof can be found in Appendix H.
Theorem 4. Consider Problem (18) with the weight regularization R l (W l ) = W l 2 F and positive parameters µ l , λ l > 0 for all l = 1, 2, . . . , L. Then, for any of its local minima with the linear layers W l and nonlinear layers σ l , we have that
Theorem 4 shows that the regularization constants µ l and λ l provide a balance between the linear and nonlinear layers.
In our experiments, we use the outcome of this theorem to determine the value of λ l . More precisely, we select λ such that (21) holds in the initial setup. This is relevant in practice as it reduces the number of hyper-parameters that one needs to tune and results in a faster training scheme. We also show experimentally that this choice of λ is desirable.
V. NUMERICAL ILLUSTRATIONS
In this section, we discuss the practical aspects of our framework and conduct numerical experiments in which we compare the performance of our method to ReLU neural networks and its variants: LeakyReLU and PReLU activations.
According to Theorem 3, one can translate the original infinite-dimensional problem (18) to a minimization over a set of finitely many variables, namely, the linear weights w n,l and the unknown parameters of σ n,l in (19) for each neuron (n, l). The main challenge is that the number K n,l of ReLUs in the representation (19) is unknown a priori. To overcome this issue, we fix K n,l to a large value (we took K = 21 in our experiments) and rely on the sparsifying effect of BV (2) regularization to promote a sparse expansion in the ReLU basis and remove the nonessential ReLUs. Thus, one may use the standard optimization schemes such as SGD or ADAM to learn the activations, jointly with the other parameters of the network. At the end of training, we perform a sparsifying step in which we annihilate some ReLU coefficients that are select in such a way that the training error changes less than 1 percent.
A. Setup
We designed a simple experiment in which the goal is to classify points that are inside a circle of area 2 centred at the origin. This is a classical two-dimensional supervised-learning problem, where the target function is
The training dataset is obtained by generating M = 1000 random points from a uniform distribution on [−1, 1] 2 . The points that lie inside and outside of the circle are then labelled as 1 and 0, respectively. To illustrate the effect of our proposed scheme, we consider a family of fully connected architectures with layer descriptors of the form (2, 2W, 1) , where the width parameter W ∈ N governs the complexity of the architecture. We follow the classical choice of using a sigmoid activation in the last layer, together with the binary cross-entropy loss
We take µ 1 = µ 2 = µ and, in each scheme, we tune the single hyper-parameter µ > 0.
In our Lipschitz-based design, we use Xavier's rule [44] to initialize the linear weights. For the activations, we consider the simple piecewise-linear functions absolute value and softthresholding, defined as
We then initialize half of the activations with f abs and the other half with f soft . Intuitively, such initializations may allow the network to be flexible to both even and odd functions. Moreover, we deploy Theorem 4 to tune the parameter λ. A direct calculation reveals that f abs BV (2) 
This allows us to tune λ so that the optimality condition (21) holds in the initial setup. Due to the Xavier initialization), the linear weights of the second layer have variance σ 2 = 2/(2W + 1). Therefore, we obtain that
For an informed comparison, we also count the total number of parameters that is used in each scheme to represent the learned function. More specifically, with the layer descriptor (2, 2W, 1), there are 6W linear weights and one bias for the last (sigmoidal) activation. In addition, there are parameters that depend on the specific activation we are using: There is a bias parameter in ReLU and LeakyReLU activations. In addition to bias, PReLU activation has an extra parameter (the slope in the negative part of the real line) as well and finally, the number of parameters in our scheme is adaptive and is equal to the number of active ReLUs plus the nullspace coefficients in the representation (19) . 
B. Comparison with ReLU-Based Activations
We display in Figure 2 the learned function f : R 2 → R in each case. We also disclose in Table I the performance and the number of active parameters of each scheme. One verifies that our scheme, already in the simplest configuration with layer descriptor (2, 2, 1) , outperforms all other methods, even when they are deployed over the richer architecture (2, 10, 1). Moreover, there are fewer parameters in the final representation of the target function in our scheme, as compared to the other methods. This experiment shows that the learning of activations in simple architectures is beneficial as it compensates the low capacity of the network and contributes to the generalization power of the global learning scheme.
In the minimal case W = 1, we expect the network to learn parabola-type activations. This is due to the fact that the target function can be represented as
which is the composition of the sum of two parabolas and a threshold function. To verify this intuition, we have also plotted the learned activations for the case W = 1 in Figure  3 . 
C. Sparsity-Promoting Effect of BV (2) -Regularization
Despite of allowing a large number of ReLUs in the expansion (19) (K = 21), the learned activations (see Figure  3 ) have sparse expansion in the ReLU basis. This is due to the sparsity-promoting effect of the BV (2) -norm on the ReLU coefficients and also the thresholding step that we added at the end of training.
D. Effect of the Parameter λ
To investigate the effect of the parameter λ in our experiments, we have set the weight decay parameter to µ = 10 −4 and plotted in Figure 4 the error rate, our proposed Lipschitz bound, and the total number of active ReLUs versus λ. As expected, the sparsity and Lipschitz regulariy of the network increases with λ. Consequently, one can control the overall regularity/complexity of the network by tuning this parameter.
As for the error rate, a definite transition occurs as λ varies. This suggests a range of "proper" values of λ (in this case, λ < 10 −3 ) in which the error would not change much. The critical value λ = 10 −3 is certainly the best choice, since it has a small error and, in addition, the overall network is maximally regularized in the sense of Lipschitz. However, one is required to compute these curves for each value of µ to find the optimal λ, which can be time consuming. A heuristic (but faster) approach is to honour (27) . In this case, it yields λ ≈ 0.5 × 10 −5 , which lies within the favourable range of each plot. 
VI. CONCLUSION
In this paper, we have introduced a variational framework to learn the activations of a deep neural network while controlling its global Lipschitz regularity. We have considered neural networks with second-order bounded-variation activations and we provided a global bound for their Lipschitz constants. We have showed that the solution of our proposed variational problem exists and is in the form of a deep-spline network with continuous piecewise linear activation functions. Our future work in this direction is to explore how the simplification of architectures can be compensated by the deployment of more complex activations.
APPENDIX
A. Topological Structure of BV (2) 
For a dual pair (X , X ) of Banach spaces, the sequence {w n } n∈N ∈ X converges in the weak*-topology to w lim ∈ X if, for any element ϕ ∈ X , we have that w n , ϕ → w lim , ϕ , n → +∞.
Consequently, a functional ν : X → R is weak*-continuous if ν(w n ) → ν(w lim ) for any sequence {w n } n∈N ∈ X that converges in the weak*-topology to w lim . This can be shown to be equivalent to the inclusion ν ∈ X . In other words, the predual space X is isometrically isomorphic to the space of weak*-continuous functionals over X . We say that a sequence of neural networks converges in the weak*-topology if • the networks all have the same layer descriptor (architecture); • for any neuron in the architecture, the corresponding linear weights converge in the Euclidean topology and the corresponding activations converge in the weak*topology of BV (2) (R). 
where h(x, y) = (x − y)
. This result is a special case of Theorem 5 in [39] .
B. Proof of Proposition 1
Proof. First, one needs to verify that the kernel function h(·, y 0 ) in (30) is Lipschitz-continuous with the constant 1 for all y 0 ∈ R. Indeed, for any x 1 , x 2 , y 0 ∈ R, we have that
Now, using the representation (30) together with the triangle inequality, we have that
C. Proof of Proposition 2
Proof. We prove the existence of the right derivative at x = 0 and deduce the existence of the left derivative by symmetry. Moreover, since BV (2) (R) is a shift-invariant function space, the existence of left and right derivatives will be ensured at any point x 0 ∈ R. Let us denote
From Proposition 1, we have that and define the constants C 1 = (M sup − ) and C 2 = (M inf + ). Clearly, we have C 1 − C 2 ≥ > 0. Moreover, due to the definition of lim sup and lim inf, there exist sequences {a n } ∞ n=0 and {b n } ∞ n=0 that are monotically decreasing to 0 and are such that ∆σ(a n , 0) > C 1 , ∆σ(b n , 0) < C 2 , a n > b n > a n+1 , ∀n ∈ N.
One then has that σ(a n ) > C 1 a n + σ(0), σ(b n ) < C 2 b n + σ(0) and, consequently, ∆σ(a n , b n ) ≥ C 1 a n − C 2 b n a n − b n > C 1 ,
From the definition of second-order total variation and using (34) and (35) , we obtain that
which contradicts the original assumption σ ∈ BV (2) (R). Hence, M sup = M inf and the right derivative exists.
constant T 1 > 0 such that, for all t > T 1 and for all l = 1, . . . , L, we have that
Similarly, from the convergence W (t) l → W lim l , one deduces that there exists a constant T 2 > 0 such that, for all t > T 2 and for all l = 1, . . . , L, we have that
Now, from (48) with p = q = 2 and using (39), (47), we deduce that, for t > max(T 1 , T 2 ), each layer of f (t) deep is Lipschitz-continuous with the shared constant C = C 1 C 2 .
Combining it with the pointwise convergence f (t) l →f lim l , one completes the proof by sequentially using the outcome of Lemma 1.
G. Proof of Theorem 3
Proof. We divide the proof in two parts. First, we show the existence of the solution of (17) and, then, we show the existence of a solution with activations of the form (19) .
Existence of Solution Consider an arbitrary neural network f deep,0 with the cost A = J (f deep,0 ; X, Y ). The coercivity of R l guarantees the existence of the constants B l for l = 1, 2, . . . , L such that
This allows us to transform the unconstrained problem (17) into the equivalent constrained minimization min w n,l ∈R N l−1 , σ n,l ∈BV (2) (R)
The equivalence is due to the fact that any neural network that does not satisfy the constraints of (51) has a strictly bigger cost than f deep,0 and, hence, is not in the solution set. Due to the decomposition (30), we can rewrite (50) as
Due to the Banach-Anaoglu theorem [36] , the feasible set in (51) is weak*-compact. Moreover, the cost functional defined in (17) is a composition and sum of lower-semicontinuous functions and weak*-continuous functionals (see Theorem 2) . Hence, it is itself weak*-lower semicontinuous. This guarantees the existence of a minimizer of (51) (and, consequently, of (18)), due to the generalized Weierstrass theorem [45] .
Optimal Activations Letf deep be a solution of (18) with
For any input vector x m in the dataset X, we then define the vectors z l,m = (z 1,l,m , . . . , z N l ,l,m ), s l,m = (s 1,l,m , . . . , s N l ,l,m ) ∈ R N l as
Now, we show that the activationσ n,l of the neuron indexed by (n, l) is indeed a solution of the minimization 
Assume by contradiction that there exists a function σ ∈ BV (2) (R) that satisfies the feasiblity conditions (53) and is such that TV (2) (σ) < TV (2) (σ n,l ). Then, we have that σ BV (2) = TV (2) (σ) + |σ(0)| + |σ(1)| = TV (2) (σ) + |σ n,l (0)| + |σ n,l (1)| < TV (2) (σ n,l ) + |σ n,l (0)| + |σ n,l (1)| = σ n,l BV (2) .
In addition, due to the feasiblity assumptions σ(s n,l,m ) = z n,l,m for m = 1, . . . , M , one readily verifies that, by replacingσ n,l by σ in the optimal neural networkf deep , the data fidelity term M m=1 E y m ,f deep (x m ) in (17) remains untouched. The same holds for the weight regularization term L l=1 R l (W l ). However, from (54), one gets a strictly smaller overall BV (2) penalty with σ that contradicts the optimality of f deep . With a similar argument, one sees that, for any solution σ ∈ BV (2) of (53), the substitution ofσ n,l by σ yields another solution of (18) . Due to Lemma 1 of [22] , Problem (53) has a solution that is a linear spline of the form (19) with K n,l ≤ M − 2 , whereM = M + 2 is the number of constraints in (53). By using this result for every neuron (n, l), we verify the existence of a deep-spline solution of (18) .
H. Proof of Theorem 4
Proof. For any local minima f deep of (18) with linear weights W l and nonlinear layers σ l and for any layer l * = L, consider the perturbed network f deep, with the linear layers W l, = W l , l = l * + 1 (1 + )W l * , l = l * + 1 (55) and the nonlinear layers σ l, = σ l , l = l * (1 + ) −1 σ l * , l = l * (56) for any ∈ (−1, 1). One readily verifies that, for any x ∈ R N0 and any ∈ R, we have that f deep, (x) = f deep (x) and, hence, both networks have the same data-fidelity penalty in the global cost (17) . In fact, the only difference between their overall cost is associated to the regularization terms of the (l * + 1)th linear layer and the lth nonilnear layer. For those, the scaling property of norms yields that W l * +1, 2 F = (1 + ) 2 W l * +1 2 F , (57) σ l * , BV (2) ,1 = (1 + ) −1 σ l * BV (2) ,1 .
(58)
Due to the (local) optimality of f deep , there exists a constant max such that, for all ∈ (− max , max ), we have that
Now, from (57) and (58), we have that µ l * +1 W l * +1 2 F + λ l σ l * BV (2) ,1 ≤ µ l * +1 (1 + ) 2 W l * +1 2 F + λ l (1 + ) −1 σ l * BV (2) ,1 , for any ∈ (− max , max ). By simplifying the latter inequality, we get that
where g( ) = µ l * +1 W l * +1 2 F ( + 2) − λ l σ BV (2) (1 + ) −1 is a continuous function of in the interval (−1, 1). This yields that g( ) is nonnegative for positive values of and is nonpositive for negative values of . Hence, we get that g(0) = 0 and, consequently, that λ l * σ l * BV (2) = 2µ l * +1 W l * +1 2 F .
(61)
