Abstract. The cosmic expansion history, mapped by the Hubble parameter as a function of redshift, offers the most direct probe of the dark energy equation of state. One way to determine the Hubble parameter at different redshifts is essentially differentiating the cosmic age or distance with respect to redshift, which may incur large numerical errors with observational data. Taking the scenario that the Hubble parameter increases monotonically with redshift as a reasonable prior, we propose to enforce the monotonicity when reconstructing the Hubble parameter at a series of redshifts. Tests with mock type Ia supernova (SN Ia) data show that the monotonicity prior does not introduce significant biases and that errors on the Hubble parameter are greatly reduced compared to those determined with a flat prior at each redshift. Results from real SN Ia data are in good agreement with those based on ages of passively evolving galaxies. Although the Hubble parameter reconstructed from SN Ia distances does not necessarily provide more information than the distances themselves do, it offers a convenient way to compare with constraints from other methods. Moreover, the monotonicity prior is expected to be helpful to other probes that measure the Hubble parameter at multiple redshifts (e.g., baryon acoustic oscillations), and it may be generalized to other cosmological quantities that are reasonably monotonic with redshift.
Introduction
The Hubble parameter H(z) maps the cosmic expansion history and is hence a crucial probe of the late-time accelerated expansion of the universe revealed by the luminosity distanceredshift relation of type Ia supernovae (SNe Ia) [1, 2] . Dark energy and modification to Einstein's General Relativity are the two most discussed classes of models that try to explain the acceleration [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Dark energy and modified gravity models generally predict different growth history of the large-scale structure even if they produce the same cosmic expansion history. Therefore, one can potentially distinguish dark energy and modified gravity models by measuring both the expansion and growth histories [14] [15] [16] . Furthermore, under General Relativity, the Hubble parameter offers the most direct probe of the dark energy equation of state (EoS), whereas other observables are often integrals of H −1 (z) or solved with differential equations involving H(z). In modified gravity models, H(z) is often still the most directly affected quantity by the specific modification to gravity theory. Measurements of the Hubble parameter are highly complementary to other types of measurements. Future surveys such as the Dark Energy Spectroscopic Instrument 1 (DESI), the Euclid mission 2 , and the Wide Field Infrared Survey Telescope 3 (WFIRST) can determine H(z) in different ways and cross-check with each other for robust tests on cosmology.
Despite its importance, only a few practical methods are available for measuring the Hubble parameter up to moderately high redshifts. Spectroscopic surveys of galaxies and quasars can determine H(z) from line-of-sight baryon acoustic oscillations (BAOs) [17] [18] [19] . This will be a major undertaking of DESI, Euclid, and WFIRST. Another method is to essentially differentiate the redshift of passively evolving galaxies with respect to the age [20, 21] , which is fairly independent of the cosmological model. However, noisy numerical differentiation together with observational errors and astrophysical modelling errors leads to rather large uncertainties [20, 22] . One can also differentiate SN Ia distances with respect to redshift to determine H(z). Although such an analysis does not gain more information than already obtained from the distances, it is useful for cross-checking with other probes. We mention in passing that the redshift drift [23, 24] and the redshift difference between strongly lensed images of the same object [25] are sensitive to H(z) as well. However, the required observations and analyses, if practical at all, are considerably more challenging.
Instead of differentiation, one can reconstruct the Hubble parameter from the age or distance data. Reconstruction may be parametric or non-parametric [26, 27] . With the former, the quantity of interest is described by a model with a small set of parameters, which works well if the model accurately reflects the underlying physics. However, one could inadvertently reach a wrong conclusion because the results are model-dependent. In non-parametric reconstruction, the quantity of interest is ideally represented by a complete set of orthogonal bases whose coefficients are determined by the data. An example would be a piecewise constant dark energy EoS in intervals of redshift or scale factor [28] . To reduce the number of degrees of freedom, one often truncates the basis set, and sometimes the basis functions are only approximately orthogonal in practice. An issue with non-parametric reconstruction is that the errors of the coefficients obtained usually increase with the number of basis functions used and eventually become proportional to the square root of the latter once the eigenmodes reach stable shapes [29] . Therefore, care needs to be taken when comparing results reconstructed from different datasets with different bases.
While reconstructing the Hubble parameter non-parametrically from SN Ia data with Markov Chain Monte Carlo (MCMC) sampling, we observe that many sample points have an H(z) decreasing with redshift at least once in the whole history. This means that the total matter-energy density of the universe increased with time at some point in history under General Relativity, which would not happen in a flat universe with only radiation, dust, dark matter, and the cosmological constant, i.e., the ΛCDM model. Even if the cosmological constant is replaced by dark energy with a constant EoS (the wCDM model) or an EoS changing linearly with scale factor a (the w a CDM model [30, 31] ), it is still unusual that H(z) would decrease with z. We therefore take a step further proposing a monotonicity prior on H(z), which requires the Hubble parameter to be an increasing function of redshift, or, equivalently, the total matter-energy density of the universe to always decrease with time under General Relativity. Tests with mock SN Ia data show that the monotonicity prior improves the Hubble parameter reconstruction without introducing significant biases. The reconstructed H(z) from existing SN Ia samples is in good agreement with that from the ages of passively evolving galaxies.
The rest of this paper is organized as follows. Section 2 outlines the reconstruction method and discusses the monotonicity prior for the Hubble parameter. In section 3, we carry out tests on mock SN Ia samples and present the reconstructed H(z) from existing SN Ia compilations -Supernova Cosmology Project (Union2.1) [32] , Supernova Legacy Survey three-year sample (SNLS3) [33] [34] [35] and SDSS-II/SNLS3 Joint Light-curve Analysis (JLA) [36, 37] . An application to WFIRST is discussed briefly in section 3.4, and we summarize this work in section 4.
Reconstruction method

From Hubble parameter to SN Ia likelihood
We approximate the Hubble parameter as a function of redshift with a log-linear interpolation from its values at a series of redshifts, e.g.,
where
, and {z i } is covered by observational data. Following the usual notation, H 0 is the Hubble constant. Although eq. 2.1 results in a discontinuous deceleration function, which may not be physical, it has the advantage that a change to H i only affects interpolated values locally between z i−1 and z i+1 . The interpolated deceleration and jerk functions can be made continuous with a cubic-spline. In such a case, there would not be much difference in the reconstructed results when the monotonicity prior is applied. Because H 0 is degenerate with SN Ia peak absolute magnitude, one can only reconstruct the cosmic expansion function E(z) = H(z)/H 0 from SN Ia distances. Hence, the actual interpolation is performed withÊ(z|{z i , E i }), and we take the cosmic expansion rate E ≡ {E i } as the target of reconstruction. When needed, we apply a prior on H 0 to recover the constraints on H ≡ {H i } from those on {E i }. Hereafter, we drop {z i , H i } and {z i , E i } in H(z) andÊ(z) respectively for convenience.
Under the assumption of an isotropic universe, the peak apparent magnitude m B of a SN Ia at redshift z is given by 
with Ω k being the curvature density parameter at present. For simplicity we assume a flat spacetime, i.e., Ω k = 0, in this work. The likelihood function of the SN Ia magnitudes for a given model is
where ∆m B is the difference between the observed peak apparent magnitude m obs B (after standardization) and the theoretical value m th B predicted by eq. (2.2), and N s is the size of the SN Ia sample in use. The observed peak apparent magnitude depends on a set of nuisance parameters θ, which are used in the peak-light magnitude corrections, including the light curve shape correction coefficient α and color correction coefficient β (see table 1 ). The covariance matrix C has contributions from both statistical uncertainties and systematics. We defer the discussion of C until section 3.1.
From Bayes' theorem one has the posterior distribution for E and θ
where π(E) and π(θ) are the priors, and E and θ are assumed to be uncorrelated. The reduced peak absolute magnitude M B is absorbed into θ for notational simplicity. The normalization factor or the Bayesian evidence of the posterior distribution is useful for model selection [38, 39] . For our purpose, we treat it as an irrelevant constant.
Monotonicity prior
When a flat prior (also known as non-informative prior) is applied to the parameters, one gets many unusual sample points that have an expansion rate decreasing with redshift at some point. Expansion histories represented by these sample points are unlikely to have happened in the concordant ΛCDM cosmological model or its extensions such as the wCDM and w a CDM models. To remove these rather unphysical sample points, we propose to apply a monotonicity prior on the Hubble parameter, which requires H(z) to be a function monotonically increasing with redshift. It is equivalent to the Null Energy Condition in a flat universe [40, 41] . Since H(z) = H 0 E(z), the prior on the Hubble parameter may be written as a product of two uncorrelated parts:
Thus the monotonicity prior reads
To obtain constraints on the Hubble parameter, one maps the reconstructed cosmic expansion rate E into Hubble rate H by multiplying every sample point in the E chains with a randomly sampled H 0 from a prior distribution π(H 0 ), e.g., ref. [42] . In appendix A we provide an equivalent form of the monotonicity prior that is more efficient for MCMC sampling. In the ΛCDM model, the expansion function is E(z;
where Ω m is the matter density parameter defined as the ratio of today's matter density to the critical density ρ crit ≡ 3H 2 0 /8πG with G being the Newton's gravitational constant. The derivative of the expansion function with respect to redshift is E (z; Ω m ) = 3Ω m (1 + z) 2 /2E(z; Ω m ), which automatically satisfies the monotonicity prior.
In the wCDM model, the expansion function is
and its derivative with respect to redshift is
Because Ω m lies between zero and unity, E (z; Ω m , w) ≥ 0 will always be satisfied if w is no less than −1. When w < −1, E (z; Ω m , w) remains non-negative if
Since the term (1 + z) 3w decreases with increasing z, the right side of eq. (2.9) reaches its maximum at z = 0. Thus the inequality holds at any redshift as long as
In figure 1 , we plot the marginalized constraints on w and Ω m (the contours) from the combination of Planck, BAO, JLA, and H 0 [43] and show the w-Ω m sub-space that is rejected by the monotonicity prior (shaded area). As one sees from the figure, the combined observations rule out the possibility of an E (z; Ω m , w) < 0 expansion history with a wide margin. Therefore, the monotonicity prior is reasonable within the wCDM model. The EoS evolves with redshift in the w a CDM model and is parameterized by w(z) = w 0 + w a z 1+z [30, 31] . The expansion function is
The derivative of the expansion function with respect to redshift is now given by Figure 2 shows the marginalized constraints on w 0 and w a (contours) from the same set of data used in figure 1. Shaded areas in the left panel are the sub-space rejected by the monotonicity prior for different matter densities at z = 0.1, and those in the right panel are the sub-space rejected by the monotonicity prior at different redshifts for Ω m = 0.25. As the matter density increases, the sub-space allowed by the monotonicity prior becomes larger and larger. From the right panel one finds that the sub-space allowed by the monotonicity prior increases with redshift for a fixed matter density. In all cases shown in figure 2, the monotonicity prior is consistent with existing observations under the w a CDM model.
Although we cannot enumerate all possible models, it is reasonable to take as a prior that the Hubble parameter increases monotonically with redshift. 
Affine invariant MCMC ensemble sampling
We employ the affine invariant MCMC ensemble sampler proposed by Goodman & Weare [44] to explore the parameter space. This sampler's algorithm has been demonstrated to be much more efficient than the traditional ones, e.g., the Metropolis-Hastings algorithm [45] [46] [47] . During the course of sampling, only one single position is updated in the Metropolis-Hastings algorithm, whereas an ensemble of K walkers W = {X k } are evolved simultaneously in the affine invariant MCMC. The proposal distribution for the k-th walker is determined by the current positions of the other K −1 walkers in the complementary ensemble W [k] = {X j , ∀j = k}, where the positions refer to vectors in the N p -dimensional parameter space. To update the position of a walker X k , another walker X j is randomly drawn from the remaining walkers W [k] and a new position is proposed to be
where R is a random variable drawn from a distribution g(r). The distribution g(r) is required to have the following property 14) so that the proposal of eq. (2.13) is symmetric. An example for g(r) is provided in [44, 46] 
where s is an adjustable scale parameter controlling the jumping step sizes of the walkers. The chains satisfies the condition of detailed balance if the proposed position Y is accepted with the following probability 16) where N p is the dimension of the parameter space. This procedure is then repeated for each of the rest walkers in the ensemble. Two features of the affine invariant MCMC are worth attention. The first is that it is suitable for cases where parameters are strongly correlated with each other. Such correlations often cause high rejections of the proposed steps and thus lower the sampling efficiency of conventional algorithms. The affine invariant MCMC works well in these cases because of its affine-invariant property, and the sampling efficiency or acceptance ratio is controlled by a single parameter, the scale parameter s in eq. (2.15). The second is that it can be naturally parallelized, which is crucial for computationally intensive problems, as shown by the pseudo-code in ref. [46] .
We implement a C++ version 4 of the sampler to reconstruct the Hubble parameter via MCMC. The chains produced by our sampler share the same format as that of CosmoMC 5 , and they can be readily processed with the python package GetDist 6 to get the best-fit values of the parameters and their corresponding confidence intervals.
Expansion history from SN Ia distances
In this section, we test the monotonicity prior using simulated SN Ia mock samples and reconstruct the cosmic expansion history from three existing SN Ia samples. We then apply the method to the expected WFIRST SN Ia sample and compare the resulting constraints on the cosmic expansion rate E(z) with those from DESI BAO.
SN Ia samples
The SN Ia samples to be used for reconstruction include Union2.1 [32] , SNLS3 [33, 34] and JLA [36, 37] . These compilations use the SALT2 model [48, 49] to fit the SNe Ia light-curves, from which the peak rest-frame B-band apparent magnitude m B at the epoch of maximum light, the shape of the light-curve S and the optical B-V color C are measured. These quantities are then used to standardize the SN Ia peak luminosity. The measured distance modulus after correction can be written as a linear combination of the above measured quantities
where the B-band absolute magnitude M B and the coefficients α and β are fitted together with cosmological parameters. SNLS3 also uses SiFTO model [50] to fit the SNe Ia lightcurves, but the shape parameter in eq. (3.1) is replaced by s − 1. In table 1 we summarize the specific light-curve parameterizations adopted by these compilations: Union2.1 and JLA used exactly the same form as in eq. (3.1), whereas SNLS3 used the SiFTO parameterization; a detailed comparison of SLAT2 and SiFTO can be found in ref. [33] , where transformations that relate the parameterizations of SiFTO and SLAT2 are also given. The SN Ia luminosity slightly correlates with the host galaxy mass [51] . This correlation is accounted for by introducing new parameters to the peak-light magnitude corrections, as shown in table 1. Union2.1 models this correlation with the term δ P , where δ is the hostmass-correction coefficient and P is the probability for a SN Ia to have a host galaxy less 
B for those SNe Ia in more massive host galaxies. There are many systematics that affect the constraints on cosmological parameters. The zero-point uncertainties and the absolute magnitude calibration are the dominant effects. Others include Malmquist bias, galactic and intergalactic extinction, rest-frame U-band calibration, non-SN Ia contamination as well as gravitational lensing [12, 32-34, 36, 37] . All the three compilations propagate these systematics into the total covariance matrices. SNLS3 and JLA further take into account the systematics induced by peculiar velocities and possible evolution of SN Ia.
The total covariance matrix can be decomposed into a summation of three terms following the convention in ref. [33] :
The off-diagonal parts C stat and C sys are the statistical and systematical correlations between different SNe Ia, and they can be computed using the standard techniques described in ref. [52] . The diagonal matrix D stat represents statistical uncertainties of the SNe Ia
where σ 2 m B ,i , σ 2 s,i and σ 2 C,i are the variances of the measured light-curve parameters, σ 2 int accounts for the intrinsic scatter of SN Ia, the term proportional to σ 2 z,i is the magnitude variance associated with redshift uncertainty (with z i being the redshift of the ith SN Ia in the CMB rest frame), σ 2 lens is caused by gravitational lensing, σ 2 host comes from the correlation of SN Ia luminosity to the stellar mass of its host galaxy, the last term C m B s C,i represents three covariances between the light-curve parameters as well as the apparent magnitude for each SN Ia and is a function of α and β. The (total) statistical uncertainties depend on the light-curve parameters α and β, which can not be analytically marginalized and are fitted together with the cosmological parameters (the strategy used in SNLS3 and JLA); Union2.1 provides total covariance matrices with and without systematics, in which α and β (as well as δ) assume their best-fit values.
The intrinsic scatter term σ int is sourced from two parts. One is the true dispersion in the peak absolute luminosity reflecting the imperfection of these standardized candles, Table 2 . Intrinsic scatter σ int of the sub-samples in SNLS3 [34] and JLA [37] . and the other includes systematics that are currently unknown. Unfortunately, these two parts can not be distinguished from each other. To obtain an estimate of σ int , one usual method is to fit the data to a fiducial model (the flat wCDM model is often adopted) and adjust σ 2 int until the best-fit χ 2 to be one per degree of freedom. However, this procedure precludes the statistical tests of the adequacy of the cosmological model to describe the data [34, 37] . The unknown systematics are generally sample-dependent, and SNLS3 and JLA compilations have estimated σ int for each of their sub-samples (see table 2 ). Although Union2.1 has estimated σ int for its 19 sub-samples, only the median value σ median int = 0.15 is used to construct the covariance matrix [32] .
Tests with mock samples
We construct two mock SN Ia samples to test the reconstruction method. The first one is generated from the real JLA SN Ia sample, sharing exactly the same redshifts as those of JLA [36, 37] (hereafter JLA-mock). To simulate random magnitude errors, a full covariance matrix for all the 740 SNe Ia is constructed from the covariance matrices provided by the JLA compilation, with the light-curve nuisance parameters α and β fixed to 0.13 and 3.1, respectively. The errors are then randomly drawn from the multivariate Gaussian distribution (with zero means) specified by the total covariance matrix, which is also used in the JLAmock likelihood calculations.
The second one assumes the redshift distribution expected from WFIRST [53] , which will be able to measure over 2700 SNe Ia in the redshift range 0.1 ≤ z ≤ 1.7 (hereafter WFIRST-mock). The magnitude errors are randomly drawn from the WFIRST Gaussian error model [53] where σ int = 0.09 is the intrinsic spread of the SN Ia peak absolute magnitude (after correcting for the light-curve shape and spectral properties), σ meas = 0.08 is the photometry error, σ lens = 0.07z accounts for lensing magnification, and σ sys = 0.02(1 + z)/1.8 is the assumed systematics. The magnitude errors of different SNe Ia in this mock are assumed to be uncorrelated for simplicity. The two mock SN Ia samples are generated assuming a flat ΛCDM cosmology with the following fiducial parameters: H 0 = 70.0 km s −1 Mpc −1 , Ω m = 0.3, and Ω Λ = 0.7. The fiducial value of the SN Ia peak absolute magnitude is assumed to be M B = −19.3. In the following tests, the reduced peak absolute magnitude is fitted together with the cosmic expansion rate {E i } and then marginalized. 
Flat prior
Mono. prior The marginalized posterior distributions of the cosmic expansion rate {E i } reconstructed from the JLA-mock is shown in figure 3 . The reconstructed results recover the input values (vertical lines) fairly well, and the reconstruction uncertainties are reduced considerably by the monotonicity prior (solid curves) at z 0.6. Since the distance modulus µ(z) involves an integration overÊ −1 (z) from 0 to z, the cosmic expansion rate at the first few interpolation nodes are constrained by not only the low redshift SNe Ia but also those at higher redshifts. Therefore the cosmic expansion rate at low redshifts can still be well constrained even without the monotonicity prior.
Although the results of the particular mock data do not appear to be biased, the ensemble behavior of the estimator can differ (e.g., [54] ). Biases may be present in the distributions of values estimated from an ensemble of realizations. One can determine an optimal balance between the ensemble bias and the ensemble variance with a large number of random mocks (e.g., [27] ). For the purpose of this work, we simply draw 1000 realizations of mock JLA data and examine the probability distributions of the maximum-likelihood values of the expansion rate obtained with the monotonicity prior. The resulting histograms in figure 3 are skewed in some cases, but the biases are small compared to the posterior distributions from the single JLA-mock, which characterize parameter uncertainties in the usual MCMC analysis. Figure 4 shows the expansion rate {E i } reconstructed from the WFIRST-mock. One sees the same improvements as those in figure 3 . Since the WFIRST-mock contains about 300 SNe Ia in the range 1.4 < z ≤ 1.7, a lot more than those in the JLA-mock, the expansion rate at the last interpolation node, E(z = 1.7), can still be constrained fairly well. At low redshift, however, the JLA-mock has many more SNe Ia than the WFIRST-mock and hence provides a tighter constraint at z = 0.2. Similar to the case of JLA, the distributions of the estimated 
Flat prior Mono. prior Mono. prior, 6 interp. nodes Mono. prior, 10 interp. nodes Mono. prior, 10 interp. nodes (log-cubic spline) Figure 5 . Fractional errors of the cosmic expansion rate {E i } reconstructed from the WFIRST-mock: circles for 6-node log-linear interpolation, triangles for 10-node log-linear interpolation, and squares for 10-node log-cubic spline interpolation. Open symbols represent results with the flat prior, and solid symbols represent those with the monotonicity prior.
{E i } values from 1000 realizations of mock WFIRST data are not biased appreciably. Figure 5 compares the fractional errors on the cosmic expansion rate reconstructed from the WFIRST-mock with 6-node (circles) and 10-node (triangles) log-linear interpolations 1.57
a The results are obtained with the monotonicity prior. The quoted values correspond to the peak positions of the marginalized onedimensional distributions and 68% confidence levels.
as defined by eq. 2.1. In addition, we also include the results of 10-node log-cubic spline interpolation (squares) to check the effect of the interpolation scheme on the reconstruction. When the flat prior is applied (open symbols), the fractional errors at redshifts z 0.7 increase quickly with the number of interpolation nodes. The interpolated deceleration and jerk functions are continuous with the log-cubic spline interpolation, which is effectively an additional constraint on the expansion rate. Therefore, the 10-node log-cubic spline interpolation achieves smaller uncertainties of {E i } than the 10-node log-linear interpolation does. When the monotonicity prior is enforced (solid symbols), the fractional errors are significantly reduced and remain less than 5% up to redshift z 1.4. It is somewhat surprising that the errors are fairly independent of the number of interpolation nodes and interpolation schemes. Because the added interpolation nodes limit the allowable variation of the Hubble parameter at each redshift, the strength of the monotonicity prior actually increases with the number of interpolation nodes assigned to the same redshift range, largely canceling the effect of increasing number of interpolation nodes. Table 3 summarizes the cosmic expansion rate {E i } and the Hubble parameter {H i } reconstructed from the three SN Ia compilations. The values of {H i } are mapped from {E i } using the prior H 0 = 73.24 ± 1.74 km s −1 Mpc −1 , which is based on the combination of maser distance of NGC 4258, trigonometric parallaxes of Milky Way Cepheids and Cepheids in the Large Magellanic Cloud [42, Riess16] . Results at the last interpolation node of each compilation are rather poor (see e.g., figure 6 ), so they are not included in table 3. The results from Union2.1 and JLA are consistent with each other, whereas the SNLS3 results at z = 0.4 and 0.6 are considerably lower than those from the other two datasets. Reconciling the differences is beyond the scope of this work. Nevertheless, we note that inconsistency also exists between the inferred matter density Ω m from SNLS3 and those from Union2.1 and JLA, which has been attributed to an unanticipated systematic effect [37] . Figure 6 presents the cosmic expansion rate {E i } reconstructed from the JLA sample. The marginalized probability density distributions of JLA: flat prior JLA: mono. prior Figure 6 . Constraints on the cosmic expansion rate {E i } from JLA. The marginalized one dimensional probability density distributions in the panels along the diagonal are normalized to the same peak height. The inset shows the Hubble parameter {H i } (circles), which is mapped from JLAreconstructed {E i } and the Reiss16 H 0 measurement, along with those derived from galaxy age data (triangles) [20, 21] and the best-fit ΛCDM H(z) (dashed line) of the galaxy age data. monotonicity prior (solid curves and dashed curves, respectively), are compared in the panels along the diagonal, showing similar improvements brought by the monotonicity prior as seen in figure 3 . The inset in figure 6 shows the Hubble parameter {H i } (circles) mapped from {E i } and those derived from the ages of passively evolving galaxies (triangles) [20, 21] . The JLA-reconstructed {H i } is consistent with the predicted H(z) (dashed line) in the best-fit ΛCDM model of the galaxy age data, which has best-fit H 0 = 68.86 km s Ω m = 0.317. 7 Figure 6 and table 3 demonstrate that, with the help of the monotonicity prior, existing SN Ia samples already provide fairly well and model independent constraints on the cosmic expansion history at z 1.
Expansion history from existing SN Ia samples
Forecast for WFIRST
Here we give a comparison of the constraints on the expansion history expected from DESI and WFIRST. DESI will measure {H i } from the radial BAO signal. We adopt the results from Table V of ref. [55] , which covers z = 0.15 to 1.85 in intervals of ∆z = 0.1. 8 WFIRST has a spectroscopic BAO survey component, but we only use its SN Ia results on {E i } described in section 3.2.
To compare the results, we convert the uncertainties of {H i } from DESI to those of {E i } with an independent prior σ (ln H 0 ) 0.024 [42] , using the following relation
Moreover, we normalize the errors on {ln H i } by the square root of the number of constraints within the same redshift range to compare the results of different datasets on a roughly equal footing [29] . The multiplicative factor for DESI is 10 17 1/2 , where the numerator in the parenthesis is the number of interpolation nodes for WFIRST SNe Ia within 0.1 < z ≤ 1.7 and the denominator is the number of DESI constraints within roughly the same redshift range. Figure 7 shows the expected fractional errors on the expansion rate from WFIRST SNe Ia and DESI BAO. The DESI results include the CMB prior from Planck. The WFIRSTmock results are obtained with the monotonicity prior enforced, and the JLA-mock is added 7 The marginalized Hubble constant is H0 = 68.42 ± 3.28 km s −1 Mpc −1 , being consistent with the Reiss16 H0 measurement to within 1.3σ. 8 Results from ref. [55] are actually the errors forecasted for H(z)s, where s is the co-moving sound horizon at the decoupling epoch. Because s can be calibrated to a high precision, much better than 1%, we neglect its contribution to the uncertainties of Ei in eq. (3.5).
to strengthen the constraints at the lowest redshifts. In terms of {E i }, WFIRST SNe Ia can achieve a few percent level constraints at redshift lower than z 1, fairly competitive to DESI BAO, though the conclusion depends on the assumed uncertainty of the H 0 measurement. At higher redshift, the SN Ia data degrades quickly and become less competitive than DESI BAO.
Summary
In this work we propose a monotonicity prior for non-parametric reconstruction of the cosmic expansion history, which requires the Hubble parameter H(z) or the expansion rate E(z) to always increase with redshift. This prior is reasonably well motivated, even though no theory so far prohibits a reverse of the trend at some point in the past. Using SN Ia luminosity distances as an example, we demonstrate that the monotonicity prior is highly effective in reducing errors on the reconstructed {E i } and that it does not introduce appreciable biases. The improvement is most significant at high redshift where the SN Ia data is poor. It is also helpful that the monotonicity prior keeps the uncertainties of the reconstructed {E i } fairly independent of the number of interpolation nodes assigned for the SN Ia data.
Application of the monotonicity prior to existing SN Ia compilations is able to constrain {E i } to 3%-6% at four redshifts up to z = 0.8 and 14% at z = 1. When converted to the Hubble parameter using the prior of H 0 = 73.24 ± 1.74 km s −1 Mpc −1 , the results are consistent with those derived from galaxy ages. Future SN Ia sample from WFIRST can achieve 5% errors on {E i } at redshifts up to z ∼ 1.4, which is competitive with DESI BAO at low redshift. Given that WFIRST SNe Ia and DESI BAO are highly independent of each other, their combination will tightly constrain {E i } across the entire redshift range of the data. Moreover, SNe Ia data is sensitive to the expansion rate, while BAO and WL are sensitive to the Hubble parameter. Hence, the combination of these probes can determine the Hubble constant as well.
We note that the expansion history reconstructed from SN Ia distances dose not provide more information than the distances themselves do, but it offers a convenient way to compare the results of different methods. The monotonicity prior is helpful for the reconstruction from SN Ia data and should be also applicable to other probes such as BAOs that measure the Hubble parameter at multiple redshifts. Even if the expansion history is not directly reconstructed, one may still enforce the monotonicity prior by requiring the Hubble parameter or the expansion rate to increase with redshift monotonically in the MCMC-sampled cosmological models. Better cosmological constraints could be achieved in this way. Moreover, we expect that the monotonicity prior can be generalized to other cosmological quantities that are reasonably monotonic with redshift.
priori and has to test it on the fly. The MCMC sampling is therefore rather inefficient in {E i } parametrization, especially when its dimension becomes large. The sampling efficiency can be greatly improved by a change of parameters as follows. Let the new set of parameters η ≡ {η i } be defined through 1) where N is the number of interpolation nodes, 0 < η i ≤ 1 for 1 ≤ i ≤ N − 1, and η N = E N − 1. Because eq. (A.1) preserves the relation E i ≤ E i+1 , sampling in η space satisfies the monotonicity prior automatically and is thus far more efficient than that in E space. The probability π(η) is given by
where we have made use of π(E) = 1. After a sample of η is obtained, one can map it into a sample of E using eq. (A.1).
