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Hutchinson and Wilf [3] solved the problem of counting the number of 
words for which the set of ordered adjacent pairs of letters is given by a 
matrix and the total number of occurrences of each letter is specified. They 
did so by reducing it to the problem of counting the Eulerian circuits on a. 
graph, a problem for which there is the formula of the ~ruijn-Ehre~fes~ 
[Z] and Smith-Tutte [4]. 
In this paper we will obtain some simpler formulas as upper bounds and 
then prove that asymptotically in L, the length of the word, for fixed n, t 
number of letters, there is an upper bound of the form 
which is in fact realized by the family of all matrices kJ, where k is a constant, 
and J is a matrix all of whose entries are all equal to 1. We will also consider 
the question of how many words can occur if only the numbers of adjacent 
pairs of letters is given, but not the number of occurrences of every letter. 
Let Vij fQr i, j = l,..., n be given nonnegative integers. e will consider 
all words in the letters l,..., n in which for each i, j the number of times the 
letter i is immediately followed by j is vij . Such a word is said to have (vij> as 
its adjacency matrix. The number of occurrences of the letter i will be denoted 
Di . 
For example the word AABABCA has adjacency matrix 
L 
1 2 0 
1 0 I 
1 0 0 
.as do also the words BABCAAB and CAABABC, among others, in which 
the numbers of occurrences of letters is different. 
THEOREM 1. (a) If in the adjacency matrix (vii) the sum of the elements 
&z the kth row is always equal to the sum of the elements in the kth column then 
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(i) any word having this adjacency matrix begins and ends with the same 
latter. 
(ii) ifthere is at least one such word, there will be at Ieast one such word 
beginning with every letter occurring in that word; if the initial letters are 
removed, every word beginning with the letter i is a cyclic rearrangement of a 
word beginning with the letter j. 
(iii) the total number of words with a&acency matrix (vij) is equal to the 
number of such words beginning with the letter i times 
(IilVk - I)(% - l>-’ 
where the v’s are for some word beginning with i. 
(iv) vi is equal to the ith column sum unless i is the initial letter, in which 
case it is the ith column sum plus 1. 
(v) if the sum of some row is not equal to the sum of the corresponding 
column then the beginning and ending letters are uniquely determined, as are 
the vi . 
Proof. From the formula 
k=l 
URIC = & vki + sii, - aiig 
of Hutchinson and Wilf [3] where il and i, are the first and last letters follows 
statement (i). This formula follows directly from a double counting of the 
number of occurrences of the symbol i. 
From the word 
ZlZ2 . ’ “’ ik-likik+l ‘*’ iQVlil 
remove the initial il and cyclically permute until i,, is first, then add a terminal 
lk . . 
Ikzk+l -** Z,-~Z~Z2 * ’ a*-i,-,i,. 
In these words the adjacencies are the same as in the respective cyclic 
words 
12 . **- iaelil iktl *-- ikmlik 
where an adjacency of the last letter to the first is included. Since these cyclic 
words are the same up to a cyclic permutation, they will have the same adja- 
cencies. This proves statement (ii). 
Consider how many words starting and ending with the letter i will corre- 
spond to a given such cyclic word. There will be one for each occurrence of 1” 
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in the cyclic word, these will be different unless there is some ~outriv~a~ 
rotation group carrying the cyclic word into itself. Pf the rotational symmetry 
group of the word is .Z, , the words starting with i wilB coincide in sets of k, 
and different sets will contain different words. So for such a cyclic wor 
will be (vi - I) k-l words starting with i. 
Statement (iv) follows from a second formula of Hutchinson and 
From the paragraph above, the ratio of the number of words beginning and 
ending with i to those beginning and ending with j will be 
(Vi - 1): (Uj - l), 
if the U’S are for the respective words. In terms of the v’s for a word begi~~i~~ 
with i this ratio will be 
(Vi - 1): Uj . 
From this follows statement (iii). 
If the sum of some row is unequal to the sum of the corresponding column, 
C vik f C vki . Then by the first formula above &, - 8<i9. f 0. Thus. 
i,ii,.Thenfori=i,,C~,~=l,fori=i,,Cv~,--v~~=--g,and 
for all other i, C vi% - C vki = 0. So by examining C viR - C z/‘ki for different 
i, the initial letter il and the terminal letter i, can be determined. 
Then the second formula gives the values of the vi . This proves (b). 
Let ( !Qj denote the (i, j)-entry of a matrix V. 
Hutchinson and Wilf [3] proved that the number of words having a 
adjacency matrix (vij) with vi copies of the letter i is 
where 
(VJij = 1: fthzryiie , and V = (vi?). 
Let i, be the final letter, and let v* = vi - 1 if i = i, , a* = o for other i, 
Then this formula could be rewritten as 
A simple argument without graph theory proves the following proposition 
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PROPOSITION 2. 
Proof. The expression on the right is the number of choices for the 
following process: divide a set of copies of the letter i into n subsets Sin 
whose orders are specified; do this for each i. Map the set of words with 
adjacency matrix (vij) and a suitable choice of first letter to this set of choices 
by, if the k-th copy of the letter i in a word is followed by a j, assign that copy 
of i to 5’ij . (No assignment is made or needed for the final letter). This is a 
1 - 1 mapping. 
Another inequality will be needed, which we do not know how to prove 
without graph theory. 
PROPOSITION 3. 
N G iZn-2 *fj (VP,, vi;:..., Vi,)r-I(max V$j)(Vi)-‘. 
ik, 
Proof. Using the formula of Hutchinson and Wilf [3] for N, it suffices 
to show 
det(V,, - V) < nnV2 ~ mfx vii . 
i#ip 
The interpretation of this determinant is that if an oriented graph is drawn 
with vertices l,..., IZ and vij edges from i to j, det (V, - V) is the number of 
arborescences (trees directed towards their root) with root i, contained in 
the graph. This determinant is equal, as can be seen by writing the row 
containing i, as a sum, to the minor of the (4, q)-entry given in [ I]. 
For the graph which has one edge connecting each pair of vertices in each 
direction this number of rooted trees is 
-1 -1 . . . 
-;2 n-1 -1 . . . 
-1 
-1 
det -1 
1 
-1 n-1 . . . -1 = det (I&-~ - J) = nn-2. 
. . . . . . . . 
-1 -1 -1 . . . n-1 I 
For an arbitrary graph the set of pairs of vertices connected in any tree 
must be the same as for some tree contained in this graph. The number of 
ways to choose the edges once it is specified that vertex i is to be connected 
to vertex k(i) for each i other than i, 
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so the total number of rooted trees is less than or equal to 
lF2 n max vii 1 
iii, i 
This proves the proposition. 
Now consider the number of words with matrix kJ and a specified fina% 
letter 1. 
(I2 - 1)k + 1 -k 
det(VlJ - v) = det 
-k (n 2) li ... -k 
* . * . . . * . . * . . ~ 1 . . . . ~ . . . . 
--k 
= d&(&In-, - kJ) 
= kn-inn--2 
-k 
By using Stirling’s formula, letting k increase for fixed yl 
N cI nn2k~en(n/2)-lk-(“a-n)/2(27T)-(n2-”)/2~ 
This can be rewritten, for L = n% + 1, 
N ry nn2-(n/2)-1(2?T)-(n2-n)/2 +l~-(n%/2, 
For brevity, the expression on the right will be denoted by K(L). 
THEOREM 4. Let n be a fixed positive integers, let il and i, be dumpers 
jrom 1 to YE and let M(r) be a sequence of matrices of nonmegative integers 
such that for each r 
for all i. Let L(r) = CL, C~=,(IM(r)) + 1 tend to infinity with r and let N(r) 
denote the number of words beginning with il 9 ending with i, having M(r) 
as adjacency matrix. Then 
liy+k-v WrYWXr)) G 1 
where K is given by formula (2). 
Proof: First an additional, fess exact inequality will be established. For 
brevity the elements of M(r) wiil be denoted by vij and vi will denote 
zl Vik + aiip = 5 ‘-‘ki + 6ii, . 
k=l 
W-1 G (vl 
L(r) - 1 
1 
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since each word is a partition of the L(r) - 1 positions before the last into a 
set of v1 l’s, 212 ’s,..., a, ~1%. Multiplying this by the inequality of Proposition 
2, we have 
where VT = vi - Sii4 . Hence 
(3) 
We will examine the Stirling approximation to (3) and prove the exponential 
part is a maximum for given L when all vi5 are equal. Let 
D(d) = (k + Wdy-yk - dyJ(k-d) 
where k, w, k - d are all positive and d 3 0. 
D’(d)/D(d) = w log (k + wd) - w log (k - d) > 0 
with equality only if d = 0. By integrating, one obtains from this inequality 
and in fact D(d) is strictly increasing in d for d > 0. 
Consider an expression 
x1x2 
01 02 . . . x*k 
k 
subject to ct=, xi = C, xi > 0. For k = 2 such an expression will have a 
minimum at xi = C/k by (4), taking w = 1, k = C/2, d = (x2 - x,)/2 
assuming x, > x, by symmetry. Assume for k = m, such an expression always 
has a minimum at xi = C/k. Then for k = m + 1, assume by symmetry x1 
is the largest of the xi . 
by induction hypothesis. By applying (4) for w = m, 
k = (xl+ x2 + ... + x,+J/(m + 11, 
d = k - (x2 + x3 + *-a + x,+,)/m, 
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one finds that the right hand side is greater than or equal to 
((x1 t x2 + -** + x,+,)/(m + l))El+r+fzm+l = (C/(?F2 + I))? 
This proves xi = C/k will give a minimum of an expression 
Now assume contrary to the theorem that there exists a sequence 
such that 
OK) 3 1 + c 
infiniteIy often. By replacing this sequence by success& subsequences we may 
assume for all r, 
Jqr)lK(l;(f”)) > 1 f E 
and for each i, j, (M(r))ij is either constant or tends to infinity and that m the 
latter case (M(r)),, > 1, and that for each i, j, 
tends to a definite limit between zero and one inclusive. 
SuPPose Mzzb i Kd Y-.-Y i& are the set of Mtj which are constant. T 
x 
( 
L(r) - 1 - vab - vcd - "' - vef 
011 9 u12 Y..., VT&n 
where the Vii on the right-most factor are all those except v,b , v,~ ,.‘., ~1,~ . 
writing the first factor in terms of factorials and cancelling ((L(v) - I - 
v,b - v,d _ “’ - ~&~)!)l/~, one obtains 
L(r) - 1 112 
V ab , v,d >‘*.> v,f 
By writing the second factor in terms of factorials, using ‘Stirling’s ap~ro~ma- 
tion, and the result about the minimum of an expression 
applied t0 X1 = VII , X, = V,, ,..., Xk = Vnn (eK%pt V,, , V,d ,...) V,,) and USilQ 
uij 2 1 for these vi5 on the square root terms, we have 
92 KIM AND ROUSH 
where s is the number of vii which are constant and the constant 
from Stirling’s formula. Thus 
C, arises 
( L(r) - 1 011 , %2 ,.a.> %m 1 < C,(n2 - ~)w-b1)/2 L(r)E 
where E is constant. But the quotient of this by 
12”2-(“/2)-1(2~)-(“2-“)/2 IZL-1~-w--n)/2 
tends to zero as L + cc for fixed rz, unless s = 0. Therefore s = 0. 
Now assume some 
(w”))i~/w”) - 1) 
does not approach l/n2. Let a, b be such that 
W(r))ablWr) - 1) 
has the largest limit of any of the 
@eML(r) - 1). 
Let this limit be 
Expand 
(l/I?) + h, h > 0. 
( 
L(r) - 1 
) 
112 
011 ? 012 3*.., %?I 
by writing it as a product of factorials, and use Stirling’s approximation. 
Using vij > 1 on the square terms, one has 
( 
L(r) - 1 112 
Vll 3 VI2 ,..a, V 
G c21 (L(r) - llL(+l 1/2 L(r)l,4 
n5-z 1 ( 2y.l~ *** v%m ) Pm 
Let 
By applying the result about the minimum of a product 
01 . . . 
3 
% 
xk 
to all vii except v&b one has 
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Then the right hand side can be written 
( 
1 1 
(L(T)-1)/2 
Gl 
- 
y;;tyy--l)YL 
L(rp. 
Set 
which approaches 
h/(722 - 1). 
The expression becomes 
‘21 ( (k + wd)k+“‘“l(k - d)~(k-~) ) 
(Lw-l:/2 
L(P)li4. 
By restricting to a subsequence of M(r) we may assume 
d >, h/2(rzz - 1) 
for all r. Since the expression 
(k + Wd)k+wd(k - d)W--d) 
is strictly increasing in d, for fixed k and w, for 
d > h/2(1? - I> 
there will be an h, > 0 such that 
(k f wd)Wwd (k - @WV 3 k(w+Uk + h, 
= (l/t?) + h, . 
Therefore 
d L(r) - 1 112 
(L(r1-1)/Z 
%l i %2 >L..> VW& 1 G c21 (l,nz:l hl i 1 
L(r)1/4e 
Since h, > 0, the quotient of this by 
ppz-(n/2)-1(&.4-( n%L)/Z nL--1L-(n~--n)j2 
will approach zero as L -+ co for fixed n. Therefore the assumption that not 
aI1 limits of 
W(rMW) - 1) 
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were l/r? is false. Therefore for each i, j 
approaches l/n”. 
This implies that all vij/vi approach l/n since vi is CF vij or Cr oij + 1. 
Therefore max, vij/vi approaches l/n for each i. Therefore by Proposition 3, 
(5) 
where c1 -+ 0. Writing the multinomial coefficient in terms of factorials, 
using Stirling’s approximation, and cancelling powers of n, we obtain 
where c2 arises from Stirling’s approximation, and e2 + 0. If one applies 
p2 V”/Vij = n, hi vij/(L(r) - 1) = l/n2 
to the square root factors and combines the E arising here with the two earlier 
ones, we have 
N(r) < fi 
*V; 
Vi 
icl nyxl v;y 
L(r)-(n2-n)12 nn2-(n12)-1(2rr)-(n2-n,/2 (1 + 62) (6) 
where limrem Ed = 0. The first factor is not determined asymptotically by 
the limits of 
vi&@) - 1). 
We will first show if il = i, , this factor has a local maximum at 
vij = (L(r) - l)[7z2 
if constrained by 
c vii = t;: vii and ~$I~~=L- 1. 
j j i 
Let 
= T vf log vi* - T c vij log vij . 
j 
Here vf is regarded as shorthand for Cj vij and not as a separate variable. 
WORDS WITH PRESCRIBED VERTICES 95 
Expand C(uij + XLQ) in terms of its first two x derivatives about 
Vij = (L - 1)/?2". 
G(((L - l>in2) + Wj) 
= G((L - 1)/n”) + X c aij(log((L - 1)/n - Zog((L - l)/n2)) 
i%j 
In order for vij + XQ to be in the subspace satisfying the ~oustra~uts, 
c aij = 0, c a+ = 2: aij ~ 
j 1 
Using the first of these, 
G(((L - 1)/n”) + xaiJ 
= G((L - l)/n2) + (X2/2)(fl/(L - l>> (T (($ aij 2 - r, T a:$)) f 
The expressions 
(C aif)’ - n C afj 
j j 
are all less than or equal to zero by Holder’s inequality applied to (1, I,..., 1) 
and (ail ) ai ,..., niJ. If they were all equal to zero then aij = aik for every 
i9 j, k by the condition for equality in Holder’s inequality. Then the row sums 
are naij and the column sums are & ail so equality of row and column 
sums implies aij = a,, for all i, j. Since Ci,j LZij = 0, each a,, = 0. Therefore 
on the set 
the coefficient of x2 will always be negative, and by compactness it will be 
less than or equal to a fixed negative number N. The 0(x3) term can also 
bounded by some Bx3, for small x. Then 
G(((L - 1)/n”) + XL& < G((L - l),k2) + Nx2 + Lk3 
showing that 
vij = (L - l)/n2 
is a local minimum of G. 
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Suppose this maximum is valid in a sphere of radius R, > 0 for some ‘L,, . 
Then for L - 1 = z(L, - 1) the maximum will be valid in a sphere of 
radius zR, since 
In order for Uij to lie in the zR, sphere for such an L the distance from 
(Vll 3 %a ,***> %J to 
((L - 1)/n”, (L - 1)/G,..., (L - 1)/n? 
must be less than or equal to zR, which is 
CL - 1) RoIG - 1). 
Or the distance from 
(Vlll(L - 11, Vl,/(L - L, %ml(L - 1) 
to 
(l/n”, l/122,..., l/n”) 
must be less than or equal to R,/(L, - 1). Since z+/(L - 1) converge to 
l/n” this will be true for large enough r. 
Then from (6) 
N(r) < nL-lL(r)- b-n)/2 nn2-(n/2)-1(2~)-(n2-n)/2 (1 + 63)e 
This proves the theorem in the case i1 = i, . 
If il + i, we can compare the right hand side of (5) to that for a case 
il = i, . Let 
p$j = Vij $ 6ff18jil - 6ii,6jig . 
For large r, ( pij) will be nonnegative and pij will satisfy the row-column 
conditions to begin and end with il , and L will be the same for pii as for vfj . 
Moreover p&L - 1) will converge to l/n2. 
For pii the right hand side of (5) will be asymptotically less than or equal to 
K(L(r)) since the pij are a sequence satisfying the conditions of the proof 
above. 
For vij the right hand side of (5) will be the same as for pi, except for a factor 
Pilil ! Pilicr ! PM _ %il + 1 -=-_ 
?I+, ! V@, ! Vi& Vi& 
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This factor converges to 1. Therefore for the vij the right hand side of 
asymptotically less than or equal to K(L(r)). This proves the theorem i 
case il f d, . 
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