In this paper, we undertake an investigation of strong collapsibility and dominating vertices as they relate to the Morse complex of a simplicial complex K. We show that if K does not contain a leaf, then its Morse complex is not strongly collapsible. If K contains two leaves which share a common vertex, we are able to show that the Morse complex is strongly collapsible. We also study certain conditions under which the Morse complex strongly collapses to another Morse complex. Finally, we prove that the Morse complex of a disjoint union K ⊔ L is the Morse complex of the join K * L, and we use this to compute the automorphism group of a disjoint union for a large collection of disjoint complexes.
Introduction
Let K be an abstract, finite simplicial complex. Forman's discrete Morse theory [7, 8] yields a method by which one can construct a gradient vector field on K, thereby determining a sequence of collapses or a flow on K which can be used to compute the Betti numbers of K [7, Section 8] . The Morse complex of K, denoted M(K), was introduced by Chari and Joswig [4] in 2005 as the simplicial complex of all gradient vector fields on K. The Morse complex of K is rich enough to reconstruct the isomorphism type of K, as was show by Capitelli and Minian [3] . Yet it was shown by the same authors that the simple homotopy type of the Morse complex does not determine the simple homotopy type of K. Hence a deeper study of other properties of the Morse complex is appropriate.
The goal of this paper is to study dominating vertices and in particular, strong collapsibility of M(K). Dominating vertices and strong collapsibility have been studied in [1, 2] and have relations to discrete Morse theory [5] . We begin in Section 3.1 by asking if K is strongly collapsible whether or not M(K) is strongly collapsible. We answer this in the negative, showing that the existence of a leaf of K is a necessary condition for M(K) to be strongly collapsible in Proposition 20. We then show in Proposition 23 that the existence of two leaves attached to the same vertex on K guarantees that the resulting Morse complex is strongly collapsible. Sections 3.3 and 3.5 investigate when the Morse complex of K strong collapses to the Morse complex of some other simplicial complex L. This is done through an investigation of the Hasse diagram of K. There seems to be much more that one can do in this regard, and we have outlined some ideas for future directions in Section 5. In addition, we give an application of some of our work to computing the automorphism group of the Morse complex. In [12] , the authors computed the automorphism group of the Morse complex of any connected simplicial complex K. Using results about the behaviour of the Morse complex of the disjoint union of simplicial complexes in Section 3.4, we are able to compute the automorphism group of the Morse complex for a large class of disconnected complexes in Section 4.
Background
In this section we establish the notation, terminology, and background results that will be needed throughout this paper.
Simplicial complexes and the Morse complex
Here we recall some basic notions of simplicial complexes and the Morse complex. Our reference for simplicial complexes is [6] or [9] while references for discrete Morse theory and the Morse complex are found in [8, 10, 11, 4, 3] . Definition 1. Let K be a simplicial complex. We use σ (i) to denote a simplex of dimension i, and we write τ < σ (i) to denote any face of σ of dimension strictly less than i. In the special case of i = 0, we write V (K) := {σ (0) ∈ K} and refer to V (K) as the vertex set of K. The number dim(σ) − dim(τ ) is called the codimension of τ with respect to σ. A simplex of K that is not properly contained in any other simplex of K is called a facet of K. If K, L are two simplicial complexes with v 0 ∈ K and u 0 ∈ L vertices, then the wedge or one-point union K ∨ L is given by K⊔L v0=u0 . We recall a few basic classes of simplicial complexes that we will utilize. Any pair in (σ, τ ) ∈ V is called a regular pair, and σ, τ are called regular simplices or just regular. If (σ (p) , τ (p+1) ) ∈ V , we say that p + 1 is the index of the regular pair. Any simplex in K which is not in V is called critical. Definition 4. Let V be a discrete vector field on a simplicial complex K. A V -path or gradient path is a sequence of simplices
We are now ready to define a gradient vector field on K.
Definition 5. A discrete vector field V which contains no non-trivial closed V -paths is called a gradient vector field. We sometimes use f to denote a gradient vector field. Example 6. A gradient vector field is given on the simplicial complex K below.
In the case where the gradient vector field f consists of only a single element (i.e. one arrow), we call f a primitive gradient vector field. Given multiple primitive gradient vector fields, we may sometimes "combine" them to form new gradient vector fields. This is accomplished by overlaying the primitive gradient vector fields on top of one another.
Example 7. Let primitive gradient vector fields f 0 , f 1 , f 2 be given by respectively. Then f 0 , f 1 combine to form a new gradient vector field f but clearly combining f 1 and f 2 is not a gradient vector field.
If f, g are two gradient vector fields on K, write g ≤ f whenever the regular pairs of g are also regular pairs of f . In general, we say that a collection of primitive gradient vector fields f 0 , f 1 , . . . , f n is compatible if there exists a gradient vector field f such that f i ≤ f for all 0 ≤ i ≤ n.
We are now ready to define our main object of study.
Definition 8. The Morse complex of K, denote M(K), is the simplicial complex whose vertices are given by primitive gradient vector fields and whose n-simplices are given by gradient vector fields with n + 1 regular pairs. A gradient vector field f is then associated with all primitive gradient vector fields
Example 9. As a simple example, we find the More complex of the following complex K: 
Remark 10. If (u, vu) is a primitive vector, we sometimes denote this as (u)v, and if (vw, vwu) is a primitive vector, we sometimes denote this as (vw)u.
Strong collapsibility
In this section, we review the basics of dominating vertices and strong collapsibility. Many of the ideas in this section are originally due to J. Barmak [1, 2] .
We use the notation
If v dominates v ′ , then the removal of v ′ from K is called an elementary strong collapse and is denoted by K ցց K − {v ′ }. The addition of a dominated vertex is an elementary strong expansion, and is denoted րր. A sequence of elementary strong collapses or elementary strong expansions is also called a strong collapse or strong expansion, respectively, and also denoted րր or ցց, respectively. If there is a sequence of strong collapses and expansions from K into L, then K and L are said to have the same strong homotopy type, denoted K ≈ L. In particular, if L = * , then K is said to have the strong homotopy type of a point. If there is a sequence of elementary strong collapses from K to a point, K is called strongly collapsible.
Call a simplicial complex K minimal if it contains no dominating vertices.
Example 13. The following simplicial complex is minimal since it has no dominating vertices.
Note, however, that K is collapsible as well as contractible.
Definition 14. Let K be a simplicial complex. The core of K is the minimal subcomplex K 0 ⊆ K such that K ցց K 0 .
The use of the definite article "the" in Definition 14 is justified by the following:
Proposition 15. [1, Theorem 5.1.10] Let K be a simplicial complex. Then the core of K is unique up to isomorphism.
It follows immediately that the order in which one performs strong collapses on a complex K does not matter, as any sequence of strong collapses of K will eventually yield K 0 .
One construction that is particularly well-behaved with respect to strong collapses is the join.
Definition 16. Let K, L be two simplicial complexes with no vertices in common. Define the join of K and L, denoted K * L, by
The special case when L = {v, w} for vertices v, w ∈ K is the suspension ΣK of K.
Dominating vertices in the Morse complex
In this section, we investigate if and when the Morse complex of K contains dominating vertices, and if so, whether or not M(K) is strongly collapsible. We are also interested in how slight changes to K can induce dominating vertices on the Morse complex. Now one can always take the cone on the Morse complex CM(K) yielding a strongly collapsible complex, but we desire to perform operations on K and ask when a slight change to K yields a strongly collapsible Morse complex. The "slight change" that we propose is the addition of a leaf or leaves to K.
M(K) is minimal when K has no leaf
We begin with an example to show that if K is strongly collapsible, then M(K) is not necessarily strongly collapsible. This result will be generalized in Proposition 20.
Example 17. Let K = ∆ 2 be given below:
Clearly ∆ 2 is strongly collapsible. However, we claim that the Morse complex M := M(∆ 2 ) is not strongly collapsible. Recall the convention that we denote vertices of M of the form (u, uv) as (u)v, and vertices of the form (vw, vwu) as (vw)u. It suffices to show that M has no pair of dominating vertices. Let p ∈ M be an arbitrary vertex. We have two cases.
Case 1: p = (u)v for some vertices u, v ∈ ∆ 2 . By symmetry of ∆ 2 , we may take p = (a)b. We show (a)b is not dominated by any vertex in M . Observe that three of the facets of p are
No vertex other than (a)b occurs in these three facets, thus no vertex in M dominates (a)b.
Case 2: p = (uv)w for some vertices u, v, w ∈ ∆ 2 . Again, by symmetry, we take p = (ab)c. Observe that three of the facets of p are
Just as in Case 1, we notice that no vertex other than (ab)c occurs in these three facets, thus no vertex in M dominates (ab)c.
We conclude that there are no dominated vertices in M . Hence M is minimal and in particular, M is not strongly collapsible.
We will give a general condition on K that guarantees M(K) is not strongly collapsible in Proposition 20 below. First, a lemma.
dominates some other vertex (α, β) ∈ M(K), then p = 0.
Proof. Assume the hypothesis, and suppose by contradiction that p > 0. Since τ is of dimension p + 1, it has exactly p codimension 1 faces (including σ 1 ), say σ 1 , σ 2 , . . . , σ p+1 . These may be paired with τ to create a primitive vector field (σ i , τ ) on K which in turn corresponds to vertices
Notice that (σ 1 , τ ) is not compatible with any of these vertices. Therefore, no facet of (α, β) contains any of those p vertices. Hence (α, β) must also be incompatible with those p vertices. Since (α, β) is incompatible with (σ 2 , τ ), exactly one of the following must occur:
Now if either iii) or iv) hold, then (α, β) will not be compatible with (σ 1 , τ ). Therefore, either i) or ii) must be true. We proceed by cases.
Therefore, in both cases we find a contradiction, so no such vertex (σ 1 , τ ) exists for p > 0.
Remark 19. Although a dominating vertex in M(K) cannot come from a vector of index greater than 1, if dim σ 1 = 0, it is possible for (σ 1 , τ ) to dominate another vertex. In our proof, we required that τ have at least 3 faces of codimension 1, but if dim τ = 1, there are only two faces of codimension
We saw in Example 9 that the Morse complex is given by:
In this case, vertex (v, vw) dominates (u, uv).
We are now able to show that the existence of a leaf on K is a necessary condition for M(K) to be strongly collapsible.
Proposition 20. Let K be a simplicial complex. If all vertices v ∈ V (K) have degree at least 2, then M(K) is minimal. In particular, M(K) is not strongly collapsible.
Proof. By Lemma 18, in order to show that no vertex in M(K) dominates any other, we need only consider vertices in M(K) which correspond to a primitive vector of index 1. Hence, consider any vertex (v, va) ∈ V (M(K)) where v, a ∈ V (K). We will show that (v, va) cannot dominate any other vertex of M(K). Suppose w ∈ V (M(K)) is any vertex with a facet σ that also contains (v, va).
Since v has degree at least 2, there exists a vertex b ∈ V (K), b = a, such that vb is a simplex of K. This gives rise to the primitive vector (v, vb) which is also a vertex of M(K). First, if w = (b, vb), then w is compatible with
Then w has a facet that does not contain (v, va), so (v, va) does not dominate w. As this holds for any (v, va) ∈ V (M(K)), no vertex of M(K) can dominate another vertex. It follows that M(K) is minimal.
As an immediate corollary, we obtain the following.
Corollary 21. If M(K) is not minimal, there exists at least one vertex v ∈ K with degree 1.
Leaves and strong collapsibility
By Proposition 20, if K does not contain a leaf, then M(K) is minimal (and in particular, not strongly collapsible). In this section, we perform 1-dimensional elementary expansions i.e. attaching leaves to K in an attempt to obtain a strongly collapsible Morse complex. This should be thought of as a kind of "coning" operation on the simplicial complex to make the resulting Morse complex strongly collapsible since, as the following proposition shows, a cone can never be obtained as a Morse complex. Recall that the cone on a simplicial complex K is defined by CK := K * {v}. Since v dominates every vertex of K, CK is strongly collapsible.
Proposition 22. Let L be any simplicial complex. Then there does not exist a simplicial complex K such that M(K) = CL.
Proof. If M(K) was a cone, then there exists a vertex v = (σ, τ ) ∈ M(K) such that v is compatible with every other vertex of M(K). But if σ ′ = σ is any other codimension 1 face of τ , then u = (σ ′ , τ ) is a vertex of M(K) which is not compatible with v. Thus v does not dominate u, and M(K) is not a cone.
We now show that attaching two leaves at the same vertex will always yield a strongly collapsible Morse complex. in τ , so (c)a ∈ τ . Therefore, (c)a dominates v. We can therefore repeatedly apply the strong collapse removing each vertex v, strongly collapsing the Morse complex to (c)a.
As mentioned above, Proposition 23 can be thought of as a kind of coning operation on the Morse complex in the following sense.
Corollary 24. Let K be a simplicial complex. Then there is a simplicial complex L such that K ≈ L and CM(K) ≈ M(L).
Proof. Define L to be K with two leaves attached to any vertex as in Proposition 23. Then L ≈ K, and by that same proposition, M(L) ցց * . Since CM(K) ցց * , the result follows.
Proposition 23 guarantees that two leaves attached to the same vertex suffices to obtain a strongly collapsible Morse complex. However, there are complexes for which attaching a single leaf suffices.
Example 25. Let C 3 be the cycle on three vertices
Since C 3 contains no leaves, M(C 3 ) is not strongly collapsible. However, if we attach a single leaf to any vertex, it can be shown that the resulting Morse complex strongly collapses to the Morse complex of the disjoint union of the path of length one and the path of length two which strongly collapses to a point. Evidently, the sequence of strong collapses can be written as
The fact that performing a strong collapse on M(C n ∨ ∆ 1 ) yields a simplicial complex that is the Morse complex of a simplicial complex will be further explored in the next section.
Strong collapse upstairs, simplicial complex downstairs
In this section we investigate more deeply the phenomena in Example 25. There we saw that when performing a strong collapse on the Morse complex, we obtained another Morse complex.
Definition 26. Let P be the set of all (finite) posets, and K be the set of all simplicial complexes. Define a function f : P → K as follows: for each P ∈ P, construct a simplicial complex f (P ) whose vertex set is the edge set of P . Then let σ = e 1 e 2 · · · e k be a simplex of f (P ) if and only if the edges e 1 , e 2 , · · · e k oriented upward and all other edges oriented downward form an acyclic matching of P .
Remark 27. Note that for any simplicial complex K, M(K) ∼ = f (H(K)). Our definition thus generalizes the notion of taking the Morse complex to degenerate Hasse diagrams. We will similarly call f (P ) the Morse complex of the poset P .
It turns out that determining the behaviour of a strong collapse of M(K) is best seen by studying a modified version of the Hasse diagram of K. In general, this is simply a poset, and not itself a Hasse diagram. Nevertheless, its study will allow us to say something about strong collapses in M(K). In the following, we use K ∨ v ℓ to denote attaching a leaf ℓ to a vertex v ∈ K. We use K ∨ ℓ when there is no need to make reference to the vertex. Proof. Write ℓ = vw for some vertex w and let a 1 , a 2 , . . . , a k be the neighbors of v. Then it is clear that in M(K ∨ ℓ), the vertex (w, wv) will dominate the vertices (v, va 1 ), (v, va 2 ), . . . (v, va k ), leading to k strong collapses. In the Hasse diagram H(K ∨ ℓ), this corresponds to a removal of the nodes va 1 , va 2 , . . . , va k . As these are all the vertices in K that v is connected to, the Hasse diagram now consists of H(K) with node v removed, together with a second component consisting of the Hasse diagram of the leaf vw. The entire Hasse diagram is
Let ∂∆ n denote the boundary of the n-simplex and consider the attachment of a single leaf ∂∆ n ∨ ℓ. We will determine a strong collapse of the Morse complex M(∂∆ n ∨ ℓ) in Section 3.5. Before we are able to do this, we must first prove a result about joins, interesting in its own right.
Morse complex of the join
We take a short detour in this section to prove that the Morse complex of a disjoint union is the join of the Morse complexes. This result will be used in Section 3.5 as well as Section 4 where we investigate the Automorphism group of the Morse complex of a disjoint union. We are now able to show the main result of this section. Proof. We may assume without loss of generality that K and L are disjoint. We first claim that V (M(K ∪L)) = V (M(K) * M(L)). Notice V (M(K) * M(L)) = V (M(K)) ∪ V (M(L)) since the join operation does not create or remove any vertices. Consider any pair (σ, τ ) ∈ V (M(K ∪ L)). Then since K and L are disjoint, we must have σ, τ ∈ K or σ, τ ∈ L. Therefore,
Now consider any
To show that that M(K ∪ L) = M(K) * M(L), consider any simplex σ ∈ M(K ∪ L). We seek to show that σ ∈ M(K) * M(L). We can express σ = α ∪ β, where α = α 1 α 2 · · · α a and β = β 1 β 2 · · · β b , in which each
. Thus α is also a gradient vector field of K ∪ L. Moreover, since all α i ∈ α are pairs of simplices of K, this gradient vector field consists solely of primitive gradient vector fields in K. Thus, α ∈ M(K). By the same reasoning, we also find β ∈ M(L). Example While the collection of Morse complexes is closed under joins, not every join is realized as a Morse complex. For example, recall that in Proposition 22 we showed that a cone, which is a special case of a join, can never be realized as Morse complex. Another example is given by letting K := {a, b, c, ab, bc} and L := {u, v, uv} so that the join K * L is given by
Suppose K * L = M(N ) for some simplicial complex N . If N contains a 2-simplex, then there are at least 9 primitive gradient vector fields on N , hence at least 9 vertices in M(N ), a contradiction. Hence N must be a graph. But the number of primitive gradient vector fields on a graph is even, again a contradiction. Thus K * L is not the Morse complex of any simplicial complex.
In addition, there are simplicial complexes K such that ΣK = M(L) for any L. A similar argument to the one above shows that Σ∆ 2 = M(K) for any simplicial complex K. Given Remark 27, we also have the following. 
Strong collapsing to a Morse complex
We now return to the promise made before the beginning of Section 3.4; that is, we wish to determine a strong collapse of the Morse complex M(∂∆ n ∨ v ℓ). In addition, we will determine a strong collapse of M(C n ∨ v ℓ). We will need to consider the reflection map [12] evaluated at the vertex v. Let ∂∆ n be the boundary of the n-simplex on the vertices {v 0 , v 1 , . . . , v n } and write δ := v 0 v 1 · · · v n . Define the reflection map π n = π : ∂∆ n → ∂∆ n by π(σ) := δ − σ. Note that the reflection map is not a simplicial map.
Proposition 33. Let v be a vertex of ∂∆ n . Then M(∂∆ n ∨ v ℓ) ցց M((∂∆ n − π(v)) ⊔ ℓ).
Proof. By Lemma 28, we know that H(ℓ) ), and since f (H(ℓ)) = M(ℓ) by Remark 27, we have f ((H(∂∆ n ) − v) ⊔ H(ℓ)) ∼ = f (H(∂∆ n )−v) * M(ℓ). The same argument shows that M((∂∆ n −π(v))⊔ℓ) ցց f (H(∂∆ n ) − π(v)) * M(ℓ). It thus suffices to show that f (H(∂∆ n ) − v) ∼ = f (H(∂∆ n ) − π(v)). We know that the reflection map π n is a bijection so that the Hasse diagram π n (H(∂∆ n ) − v) will be the Hasse diagram H(∂∆ n ) with π(v) removed. This is precisely H(∂∆ n ) − π(v). Therefore,
Recall that in Example 25, we saw that M(C 3 ∨ ℓ) strongly collapses to the disjoint union of a two paths. Equipped with Lemma 28, we now show that this occurs for a cycle of any length.
Proposition 34. Let v be a vertex of C n . Then M(C n ∨ v ℓ) ցց M(P n−1 ⊔ℓ).
Proof. We follow a similar method to that of the proof of Proposition 33. By Lemma 28, we know that
Example We now show how the above Propositions allow us to view a strong collapse of the Morse complex as a sequence of strong collapses between Morse complexes (not just simplicial complexes), replacing Morse complexes of simplicial complexes with Morse complexes of simplicial complexes of the same strong homotopy type:
The strong collapse is justified by Proposition 34 while the two equivalences are justified by Proposition 30 and Corollary 31, respectively.
Automorphism group of the Morse complex of a disconnected complex
In [12] , the authors computed the automorphism group of the Morse complex of any connected simplicial complex. There it was shown that if K is a connected simplicial complex, then
Proposition 30 along with the results in this section allow us to compute the automorphism group of the Morse complex for certain disconnected complexes. We begin with a definition.
Example If K = ΣL = {u, v} * L for some complex L, then the subcomplex U = {u, v} of K is fully connected.
Proposition 36. Let K, L be simplicial complexes. Then Aut(K * L) ∼ = Aut(K) × Aut(L) except when there exists subcomplexes U 1 ≤ K, U 2 ≤ L with U 1 ∼ = U 2 , such that U 1 is fully connected in K and U 2 is fully connected in L.
For example, Proposition 36 does not hold for K = ΣK 0 and L = ΣL 0 .
Proof. First, we show that Aut(K)×Aut(L) is a subgroup of Aut(K * L). . We first claim that φ is a homomorphism. Consider any simplex σ = αβ ∈ K * L, with α ∈ K and β ∈ L, and any (a, b), (c, d) ∈ Aut(K) × Aut(L). We have
Hence φ is a homomorphism. We now show that φ is injective. Consider any (f, g) ∈ Ker(φ). Then φ(f, g) = id K * L . Again, consider any σ = αβ ∈ K * L, where α ∈ K, β ∈ L. Then we have
It follows that f (α) = α, and g(β) = β. This holds for any choice of α ∈ K, β ∈ L, so f = id K and g = id L . Hence Ker(φ) is trivial, so φ is injective. Therefore, Aut(K) × Aut(L) is a subgroup of Aut(K * L).
We now show that if the proposed conditions hold, |Aut(K * L)| > |Aut(K)× Aut(L)|. In particular, we show that there exists an automorphism in Aut(K * L) that does not emerge from "combining" automorphisms in Aut(K) and Aut(L). We build this from the hypothesis that U 1 ∼ = U 2 . Hence, let g :
It is easy to see that f V is a bijection. Let f : K * L → K * L be the induced function on the join.
We first show that f is a simplicial map. Consider any simplices u 1 ∈ U 1 , u 2 ∈ U 2 , k ∈ K − U 1 , ℓ ∈ L − U 2 . Since U 1 is fully connected in K and U 2 is fully connected in L, we have that each of U 1 , U 2 , K − U 1 , L − U 2 is joined to each other (excluding itself) in K * L. By definition then, the simplex u 1 u 2 kℓ ∈ K * L. Consider any simplex σ ∈ K * L. Write σ as some u 1 u 2 kℓ as above, in which u 1 ∈ U 1 , u 2 ∈ U 2 , k ∈ K − U 1 , ℓ ∈ L − U 2 , allowing any of u 1 , u 2 , k, ℓ to be empty. Then
Therefore, f is a simplicial map. Since f V is also a bijection, f is an automorphism. Thus, f ∈ Aut(K * L). However, note that f sends vertices of K to L and vice versa (namely, it swaps vertices of U 1 and U 2 ), and therefore f ∈ Aut(K) × Aut(L).
For the other direction, we prove the contrapositive. Suppose that Aut(K * L) ∼ = Aut(K) × Aut(L). Since Aut(K) × Aut(L) is a subgroup of Aut(K * L), this means that |Aut(K) × Aut(L)| < |Aut(K * L)|. Thus, there must exist some function f ∈ Aut(K * L), with f ∈ Aut(K) × Aut(L). As shown earlier, Aut(K) × Aut(L) consists of isomorphisms on K * L that send subcomplexes of K to subcomplexes of K, and subcomplexes of L to subcomplexes of L. Therefore, f must send some subcomplex U 1 of K to some subcomplex U 2 of L. We first show that U 2 is fully connected in L. Notice that in K * L, K (and thus any subcomplex of K) is joined to L. Therefore, U 1 is joined to L, so it is joined to L − U 2 . Since f is an isomorphism, it follows that U 2 is joined to L − U 2 . This means U 2 is fully connected in L. By the same reasoning, since U 2 is joined to K, and thus K − U 1 , it follows that U 1 is joined to K − U 1 , so U 1 is fully connected in K. Thus, the desired condition holds.
Theorem 37. Let K 1 , K 2 be simplicial complexes with K 1 , K 2 = ∂∆ n or C n . If K 1 , K 2 do not contain subcomplexes U 1 , U 2 satisfying the conditions of Proposition 36, then Aut(M(K 1 ∪ K 2 )) ∼ = Aut(K 1 ) × Aut(K 2 ).
Proof. For disjoint complexes K 1 , K 2 , we have M(K 1 ∪ K 2 ) ∼ = M(K 1 ) * M(K 2 ) by Proposition 30, hence Aut(M(K 1 ∪ K 2 )) ∼ = Aut(M(K 1 ) * M(K 2 )) . We then have Aut(M(K 1 ∪ K 2 )) ∼ = Aut(M(K 1 )) × Aut(M(K 2 )) precisely when the condition in Proposition 36 holds. By [12, Theorem 1], Aut(M(K 1 ∪ K 2 )) ∼ = Aut(K 1 ) × Aut(K 2 ).
A similar statement, which we omit here, can be made with K 1 , K 2 = ∂∆ n or C n .
Future directions and open questions
This final section is devoted to sketching out some ideas for future directions. In other words, if through the addition of leaves to a simplicial complex we encounter a disjoint section of the Hasse diagram whose Morse complex is strongly collapsible, than the original simplicial complex's Morse complex is also strongly collapsible. This lemma provides a potentially convenient way to determine the strong collapsibility of graphs, by developing a comprehensive collection of such "disjoint sections" that are known to have strongly collapsible Morse complexes. This can be done systematically by beginning with posets of height 2 (corresponding to graphs) whose bottom layer has 1 node, 2 nodes, 3 nodes, etc. We will show the cases for 1 and 2 nodes in the bottom layer: Case 1: 1 node. The following is the only such connected poset of height 2 whose Morse complex is strongly collapsible, as its Morse complex is a single point:
If there is more than 1 node in the second layer of the poset, then its Morse complex will consist entirely of disjoint points, and thus would not be strongly collapsible. Case 2: 2 vertices. The following is the only such connected poset of height 2 whose Morse complex is strongly collapsible: a b ab bd ac
We now show that all other posets with 2 vertices in the bottom layer have Morse complexes that are not strongly collapsible. It is easy to verify that a connected poset of height 2 with 2 nodes in the bottom layer can only have 1 node in the second layer that is connected to both nodes in the bottom layer. We now consider the casework on the number of nodes a and b are connected to in the second layer. We have two cases: Case 2a: One of a and b is connected to more than 1 node in the second layer.
· · · a b ab bb 1 aa 1 aa 2 aa k The Morse complex of this poset consists of the disjoint nodes (a, aa 1 ), (a, aa 2 ), . . . , (a, aa k ) joined to the two disjoint nodes (b, bb 1 ) and (b, ab), together with (a, ab) connected to (b, bb 1 ). There is only one pair of dominating vertices, namely (b, bb 1 ) dominates (a, ab), and it can be easily shown that no other dominating pair exists. Thus, posets of this form are not strongly collapsible. Case 2b: Both a and b are connected to more than 1 node in the second layer.
· · · · · · a b ab bb 1 aa 1 aa 2 aa k bb 2 bb k
The Morse complex of this poset consists of the disjoint points (a, ab), (a, aa 1 ), (a, aa 2 ), . . . , (a, aa k ) joined to the disjoint points (b, ab), (b, bb 1 ), (b, bb 2 ), . . . , (b, bb k ), together with (a, ab) joined to the disjoint points (b, bb 1 ), (b, bb 2 ), . . . , (b, bb k ). Any point connected to a point of the form (a, aa i ) is also connected to the other k − 1 points of the form (a, aa i ). Since all points of the form (a, aa i ) are disjoint, (a, aa i ) cannot dominate any other point. By symmetry, neither can any point of the form (b, bb i ). By similar reasoning, it can be easily seen that (a, ab) and (b, ab) cannot dominate any other points. Therefore, as there are no dominating vertices in the Morse complex, it is not strongly collapsible.
This process can be continued to determine posets with strongly collapsible Morse complexes with greater amounts of vertices in the bottom layer. For example, the following is one such poset for 3 vertices: return True 5 end if 6 end for 7 return False A further area of interest is whether such a method exists for non-graphs. It is known that attaching leaves to higher dimensional simplices can result in strongly collapsible Morse complexes, such as in the aforementioned example K = ∆ 2 , but the behavior of attaching leaves to these objects may be different than in the case where they are graphs. For example, we know that attaching a leaf to every vertex fails for graphs. Does there exist a simplicial complex of dimension greater than 1 for which attaching a leaf to every vertex yields a strongly collapsible Morse complex?
