This paper presents a comparison of surface hopping and mean field approaches for simulating proton transfer reactions. In these mixed quantum/classical simulations, the transferring proton͑s͒ are treated quantum mechanically, while the remaining nuclei are treated classically. The surface hopping method used for these calculations is the molecular dynamics with quantum transitions ͑MDQT͒ method based on Tully's fewest switches algorithm. In addition, this paper describes a modified MDQT method ͑denoted MDQT*) that eliminates classically forbidden transitions to promote consistency between the quantum probabilities and the fraction of trajectories in each adiabatic state. The MDQT, MDQT*, mean field, and fully quantum dynamical methods are applied to one-dimensional model single and double proton transfer reactions. Both the MDQT and MDQT* calculations agree remarkably well with the fully quantum dynamical calculations, while the mean field calculations exhibit qualitatively incorrect behavior.
I. INTRODUCTION
A wide variety of mixed quantum/classical molecular dynamics methods have been applied to proton transfer reactions in solution and in enzymes. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] Typically, the transferring hydrogen atom͑s͒ are treated quantum mechanically, while the remaining nuclei are treated classically. The various methods differ in the feedback of the quantum subsystem on the classical subsystem, i.e., in the effective forces utilized to propagate the classical subsystem. This paper focuses on the mean field and the surface hopping approaches. In the mean field methods, the classical subsystem moves according to an average force arising from a mixture of adiabatic vibrational states. 18, 19 In the surface hopping methods, the classical subsystem moves according to a force derived from a single adiabatic vibrational state with the possibility of instantaneous transitions among the adiabatic states. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] In general, the mean field approach is advantageous over the surface hopping approach for processes involving long interaction times or a large number of repeated entrances into the interaction region. 39 The surface hopping approach is advantageous over the mean field approach for processes that end up in a mixture of adiabatic states that exert different forces on the classical subsystem. 21, 40 For proton transfer reactions, typically the adiabatic vibrational states are of distinct character ͑i.e., one ionic and one covalent͒ and thus exert very different forces on the classical subsystem. Previously, Makri and Miller 41 clearly elucidated the shortcomings of the time-dependent selfconsistent field ͑TDSCF͒ method, which is a fully quantum mean field method, for proton transfer reactions. The mixed quantum/classical mean field and surface hopping methods are equivalent if the proton transfer process leads directly to a pure adiabatic vibrational state, but they are not equivalent if the proton transfer process results in a mixture of adiabatic vibrational states. In this paper, we illustrate that for this latter case the surface hopping approach is advantageous over the mean field approach.
In addition, we also address the problematic issue of classically forbidden transitions in the surface hopping approach. In Tully's fewest switches surface hopping algorithm, 21 the probability of a transition depends on the rate of change of the quantum amplitudes, and when a transition occurs, the classical velocities are adjusted to conserve total energy. As described in Ref. 20 , the velocities should be adjusted as if they were subjected to a force in the direction of the nonadiabatic coupling vector. If there is not enough velocity in this direction to maintain energy conservation, then the transition is classically forbidden and is not allowed to occur. ͑In this case, the component of velocity in the direction of the nonadiabatic coupling vector is reversed 20 or, in some implementations, the velocity is not changed. 42 ͒ The fewest switches surface hopping algorithm is designed to ensure that for a large number of trajectories, the fraction of trajectories in each state at each time is identical to the quantum probability in the absence of classically forbidden transitions. Classically forbidden transitions lead to an inconsistency between the quantum probabilities and the fraction of trajectories in each state. 42 The most rigorous way to fix this problem is to increase the size of the quantum mechanical subsystem or to use semiclassical formulations. Unfortunately, a sufficiently large quantum mechanical subsystem is typically computationally prohibitive for condensed phase systems. Moreover, although a number of promising semiclassical formulations have been developed recently, [43] [44] [45] the surface hopping approach is still appealing due to its conceptual simplicity and computational speed. Thus, the modificaa͒ Author to whom correspondence should be addressed. Electronic mail: hammes-schiffer.1@nd.edu. tion of MDQT to eliminate classically forbidden transitions is desirable.
The procedure for eliminating classically forbidden transitions in MDQT is not straightforward. One hypothesis is that the forbidden transitions should occur and that the fundamental limitation is the method of velocity adjustment. In this case, classically forbidden transitions could be eliminated by taking energy from other components of the velocities, delaying the transition until the energy is available in the appropriate component of the velocities, or, if all else fails, violating energy conservation. An alternative hypothesis is that the forbidden transitions should not occur and that the fundamental limitation is the method of integrating the quantum amplitudes. In support of this alternative view, Müller and Stock 42 found that for a series of model systems, the fraction of trajectories in each state agreed much better with exact quantum calculations than did the quantum probabilities. Adopting this alternative view, in this paper we present a modification of MDQT ͑denoted MDQT*͒ 46 that eliminates classically forbidden transitions by implementing a different approach for integrating the quantum amplitudes. In this approach, the probability of a transition vanishes if it would be classically forbidden. Thus, this approach is designed to maintain internal consistency between the fraction of trajectories in each state and the quantum probabilities.
An outline of this paper is as follows. Section II summarizes the methodology for fully quantum dynamical, mean field, and surface hopping calculations. The modified MDQT method that eliminates classically forbidden transitions is presented at the end of this section. Section III presents results for model systems representing single and double proton transfer reactions. Section IV contains concluding remarks.
II. THEORY AND METHODS
This section summarizes the fully quantum dynamical, mean field, and surface hopping methodology. Although these methods are discussed extensively elsewhere, 47 sufficient details are required here to motivate and explain the new MDQT* method presented at the end of this section.
A. Fully quantum dynamical calculations
Consider a general system consisting of N c slow degrees of freedom ͑with masses M I and coordinates R I ͒ and N q fast degrees of freedom ͑with masses m i and coordinates r i ͒. The total Hamiltonian is
where
Here, R and r are vectors of dimension 3N c and 3N q , respectively. In order to separate the fast and slow coordinates,
we choose a set of L orthonormal basis functions ͕⌽ n (r;R)͖ for the fast coordinates r. Note that these basis functions depend parametrically on the slow coordinates R. For simplicity in this paper, the basis functions ⌽ n (r;R) are assumed to be real. The total wave function ⌿(r,R,t) can be expanded in terms of these basis functions with timedependent coefficients n (R,t)
Substituting this into the time-dependent Schrödinger equation leads to the following set of coupled equations for the wave functions n (R,t):
where (R,t) is an L-dimensional vector with elements n (R,t) and H is an LϫL matrix with elements
͑8͒
and
͑9͒
Note that the brackets indicate integration over only the fast coordinates r. For mixed quantum/classical simulations, the adiabatic representation is most convenient because the complete potential surfaces are not available, so the adiabatic basis functions ⌽ n (r;R) and eigenenergies are obtained locally ''on the fly'' during the simulation. In other words, for each classical configuration sampled during the molecular dynamics simulation, the adiabatic basis functions and eigenenergies can be obtained by the numerical solution of the timeindependent Schrödinger equation:
H q ͑ r,R͒⌽ n ͑ r;R͒ϭ⑀ n ͑ R͒⌽ n ͑ r;R͒. ͑10͒ ͑In this case, V i j ϭ⑀ i ␦ i j .͒ Reference 48 shows that in the adiabatic representation, the calculation of both the D i j and the G i j terms does not involve the calculation of derivatives of the basis functions ⌽ n , but rather involves only the derivatives of the Hamiltonian H q . Thus, these terms are straightforward to evaluate on the fly. Note that Eq. ͑4͒ is exact for a complete basis set. In this paper, for the fully quantum mechanical calculations, Eq. ͑4͒ is propagated with the Chebyshev method.
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B. Mixed quantum/classical methods
For systems with more than a few slow degrees of freedom, the exact solution of Eq. ͑4͒ is computationally intractable. Thus, mixed quantum/classical molecular dynamics methods, where the slow degrees of freedom R are treated classically and the fast degrees of freedom r are treated quantum mechanically, must be developed. In these methods, the classical subsystem moves according to the standard equations of motion
where the effective potential V eff (R) differs for the various methods. The Hamiltonian H q (r,R(t)) becomes timedependent through the classical trajectory R(t). The timedependent wave function ⌿(r,R,t) describing the quantum mechanical state at time t is expanded in terms of the instantaneous L orthonormal adiabatic basis functions ⌽ j (r;R):
where C j (t) are complex-valued expansion coefficients ͑i.e., quantum amplitudes͒. Note that the adiabatic states ⌽ j (r;R) are also time-dependent through the classical trajectory R(t). Substituting Eq. ͑12͒ into the time-dependent Schrödinger equation leads to
where V k j is defined in Eq. ͑7͒ and the nonadiabatic coupling vector d k j (R) is defined as
for j k and d kk ϭ0. Note that the nonadiabatic coupling vector d k j (R) corresponds to the D i j terms in Eq. ͑5͒, but the corresponding second derivative G i j terms in Eq. ͑5͒ are rigorously absent in this formulation because the coefficients C j (t) depend only on time and not on the classical coordinates R. In density matrix notation, the density matrix elements are defined as a k j ϵC k C j * , where the diagonal density matrix elements a kk are the occupation probabilities of the adiabatic states, and the off-diagonal elements a k j describe the coherence. In practice, Eq. ͑13͒ is integrated numerically, simultaneously with the integration of the classical trajectory R(t), to obtain the amplitudes C j (t) of each included quantum mechanical state. As mentioned above, the various mixed quantum/ classical methods differ in the definition of the effective potential V eff (R) for the classical subsystem. In mean field methods,
where ⌿ is a mixture of adiabatic states given by Eq. ͑12͒. The Hellmann-Feynman theorem can be utilized to obtain the corresponding effective force
Mean field methods are independent of quantum representation ͑i.e., adiabatic or diabatic͒ and conserve total energy. One disadvantage of mean field methods, however, is that they do not accurately describe the long-time dynamics of processes evolving on mixed quantum states that exert different forces on the classical subsystem.
Surface hopping methods are designed to accurately describe such branching processes. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] In surface hopping methods, an ensemble of trajectories is propagated, and each trajectory moves classically on a single adiabatic surface except for the possibility of instantaneous switches among the adiabatic states. Thus, the classical subsystem moves according to the effective potential
where the occupied state k is allowed to change. In this case, the Hellmann-Feynman theorem can be utilized to obtain the corresponding effective force
As discussed in Ref. 50 , for an appropriate choice of basis functions the Hellmann-Feynman forces are rigorously identical to the exact forces, even for approximate wave functions.
The surface hopping calculations in this paper are based on the molecular dynamics with quantum transitions ͑MDQT͒ surface hopping method. 20, 21 The MDQT method implements Tully's fewest switches algorithm, 21 which correctly apportions trajectories among the states according to the quantum probabilities ͉C j (t)͉ 2 ͑ignoring difficulties due to classically forbidden states͒ with the minimum required number of quantum transitions. In this algorithm, the probability of switching states is defined in terms of the rate of change of the occupation probabilities, which can be derived from Eq. ͑13͒ to be
͑20͒
The rate of change of the occupation probability for state k due to coupling with state j is b k j , so the change in the occupation probability for state k due to coupling with state j over a short time interval ␦t is b k j ␦t. The number of state switches is minimized by assuming that the flux of probability between each pair of states results from probability transferring in only one direction. According to this algorithm, the probability of switching from the current state k to another state j during the time interval between t and tϩ␦t is
where b jk and a kk are assumed to remain approximately constant during the short time interval ␦t and thus can be evaluated either at time t or at time tϩ␦t. If b jk Ͻ0, then the occupation probability of the occupied state k can be viewed as increasing due to coupling with state j, so the probability of switching from state k to state j is zero. On the other hand, if b jk Ͼ0, then the occupation probability of the occupied state k can be viewed as decreasing due to coupling with state j, so the probability of switching from state k to state j is b jk ␦t/a kk . References 21 and 34 illustrate that this algorithm achieves the correct statistical populations of the states for model systems.
In order to determine whether a switch to any state j will occur, a uniform random number (0ϽϽ1) is selected at each time step in the trajectory. For example, if the occupied state kϭ1, a switch to state 2 will occur if Ͻg 12 , a switch to state 3 will occur if g 12 ϽϽg 12 ϩg 13 , and so forth. If a switch to a different state j does occur and if ⑀ k ⑀ j , then the velocities must be adjusted in order to conserve total energy. The velocities should be adjusted as if they were subjected to a force in the direction of the nonadiabatic coupling vector. 21 As derived in Ref. 20 , the new velocities Ṙ Ј can be calculated as follows:
where I specifies the three-dimensional component of the vectors corresponding to a classical particle with mass M I , and
Note that a switch can occur only if
Otherwise, there is not enough velocity in the direction of the nonadiabatic coupling vector to maintain energy conservation. In this case, the system remains in the initial quantum state, and the component of velocity in the direction of the nonadiabatic coupling vector is reversed, i.e., the velocities are changed according to Eq. ͑22͒ with ␥ k j ϭ␤ k j /␣ k j . ͑In some implementations of surface hopping the velocities are not reversed.
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͒ These classically forbidden transitions lead to inconsistencies between the quantum probabilities ͉C i (t)͉ 2 and the fraction of trajectories F i (t) in state i at time t.
In this paper we explore a modified MDQT method ͑de-noted MDQT* in this paper͒ proposed by Tully 46 to eliminate classically forbidden transitions. In MDQT* the quantum amplitudes are integrated using modified velocities Ṙ i j :
Here, Ṙ i , Ṙ j , and Ṙ are the magnitudes of the 3N c -dimensional vectors Ṙ i , Ṙ j , and Ṙ , respectively, where Ṙ is the classical velocity for the occupied state k, and Ṙ j is the velocity obtained using the prescription in Eq. ͑22͒ to conserve total energy after a hop from state k to state j. If there is not enough velocity in the direction of the nonadiabatic coupling vector to maintain energy conservation for a switch from state k to state j ͓i.e., if Eq. ͑27͒ is not satisfied͔ then we set Ṙ j ϭ0. ͑Note that Ṙ k ϭṘ , where k is the occupied state.͒ The velocity Ṙ jk defined in Eq. ͑29͒ also replaces Ṙ in Eq. ͑20͒ for the calculation of b jk used to calculate the probability of switching from state k to state j. In this method, if a hop from state k to state j would be classically forbidden the nonadiabatic coupling between states k and j vanishes ͑i.e., all components of Ṙ k j are zero͒ so the flux of quantum probability from state k to state j vanishes ͑i.e., b jk ϭ0). According to the fewest switches algorithm, in this case the probability of switching from state k to state j is zero ͑i.e., g k j ϭ0). Thus the classically forbidden transitions are eliminated. ͑Note that an alternative approach is to set all components of Ṙ j to zero if a switch from the occupied state k to state j is classically forbidden and to set Ṙ j ϭṘ otherwise. We obtained very similar results using this alternative approach and thus do not show these results in this paper͒. We emphasize that MDQT* is identical to MDQT in that the classical subsystem moves according to standard classical equations of motion using the positions R and velocities Ṙ on the occupied state k. Moreover, MDQT and MDQT* use the same fewest switches algorithm and the same method for scaling velocities after a state switch to conserve total energy. MDQT* differs from MDQT only in the integration of the quantum amplitudes, which invokes the modified velocities. Moreover, MDQT* is virtually identical to MDQT far from the nonadiabatic coupling region ͑since the nonadiabatic coupling vanishes for both methods͒ and in the strong coupling region ͑since the energy difference between the coupled states is so small that the velocity adjustment due to a transition would be negligible͒. Note that MDQT* is not based on rigorous theoretical grounds, but rather is an ad hoc modification of MDQT that eliminates the classically forbidden transitions while maintaining the appealing simplicity and computational speed of MDQT.
III. NUMERICAL TESTS
A. Single proton transfer
Our model for single proton transfer, as presented in Ref. 48 , includes one solvent degree of freedom ͑with coordinate R, momentum P, and mass M ϭ100 amu͒ coupled to one proton ͑with coordinate r and mass mϭ1 amu͒. The Hamiltonian for this model system is
ϩV s ͑R͒ϩV ps ͑r,R͒. ͑30͒
The quantum proton moves in the double well potential
with a 0 ϭ565 Å Ϫ2 kcal/mole and c 0 ϭ9975 Å Ϫ4 kcal/mole, which corresponds to a barrier height of 8 kcal/mole, minima at Ϯ0.24 Å, and a frequency of 3650 cm Ϫ1 ͑typical of an OH stretching vibration͒. The solvent degree of freedom R moves as a harmonic oscillator
where ϭ100 cm
Ϫ1
. The solvent degree of freedom is linearly coupled to the proton V ps ͑r,R͒ϭϪk ps rR, ͑33͒
where k ps ϭ83.33 Å Ϫ2 kcal/mole. In the mixed quantum/ classical simulations, the proton coordinate r is treated quantum mechanically while the solvent coordinate R is treated classically. Figure 1 depicts the two lowest adiabatic potential energy surfaces ͓i.e., the proton vibrational adiabatic states obtained by solving Eq. ͑10͔͒ for this model system. Note that these potential surfaces are divided into four parts labeled L1, L2, R1, and R2 ͑where L and R indicate left and right, respectively, and 1 and 2 indicate the ground state and excited state, respectively͒.
In our simulations, we started the trajectories and the wave packets in the L1 configuration with a positive momentum and monitored the time evolution of the populations on the L1, L2, R1, and R2 states. In a condensed phase system, solvent-induced stabilization would cause the system to remain in the stable states L1 and R1 rather than to immediately react again. We incorporated this solvent-induced stabilization by flattening the ground adiabatic state for ͉R͉ ϾR min ͑where R min ϭ0.215 Å corresponds to the minimum of R1͒ as shown by the dashed lines in Fig. 1 . In practice, the ground-state energy for ͉R͉ϾR min was fixed to the groundstate energy obtained at ͉R͉ϭR min . For computational efficiency, the MDQT and MDQT* trajectories were stopped and the fully quantum wave packets were absorbed when they entered this flattened region ͑i.e., when ͉R͉ϾR min in the ground state͒.
For the mean field calculations, however, the trajectories could not be stopped in the boundary region. Since the flattened ground state is not an eigenvalue of the Hamiltonian, the integration of the quantum amplitudes and the classical equations of motion in the boundary region involved some minor approximations. In particular, the nonadiabatic coupling vector between the ground state and each excited state was set to zero, and the effective potential energy for the classical subsystem was approximated as
in the boundary region ͉R͉ϾR min . These approximations led to small numerical errors that resulted in numerical difficulties in the later part of the calculations. Specifically, in the calculation of the classical forces, the numerical calculation of the second term in Eq. ͑16͒ was problematic when the forces were very small for trajectories that spent a significant amount of time in the boundary region before reversing direction. To ensure reliable data, in this paper we do not include the mean field data obtained after the onset of these numerical difficulties. These numerical problems are not relevant to the conclusions in this paper, however, since the mean field calculations became qualitatively inaccurate well before the numerical difficulties occurred. The initial wave packet for the fully quantum wave packet propagation was on the ground state and of the form
where R o , P o , and ␣ are parameters corresponding to the center, momentum, and width, respectively, of this wave packet. For our simulations, ␣ϭ200 a.u., R 0 ϭϪ0.25 a.u., and P 0 ϭ40 a.u. The corresponding initial conditions for the mean field, MDQT, and MDQT* simulations were chosen according to the Wigner representation of this initial wave packet. 1224 trajectories were propagated for the MDQT and MDQT* calculations, and 1056 trajectories were propagated for the mean field calculations. Figure 2 depicts the time evolution of the quantum probabilities for the fully quantum and mean field methods, as well as the fraction of trajectories for the MDQT and MDQT* methods. Figures 2͑a͒, 2͑b͒ , and 2͑c͒ depict the populations of the entire ground state, the L1 state, and the R2 state, respectively. Note that a large number of trajectories were propagated with different initial conditions, and these populations reflect the averages over all trajectories. The most important feature of Fig. 2 is that the MDQT and MDQT* results agree well with the fully quantum results, while the mean field results differ qualitatively from the fully quantum results. For all methods, the trajectories or wave packets first enter the strong coupling region at a range of times primarily between 1000 and 2000 a.u., and ϳ45% of the population transfers to the R2 state. For the MDQT and MDQT* methods, these trajectories move on the R2 state briefly, and then all of these trajectories return to the coupling region and transfer out of the R2 state for a range of times primarily between 2000 and 6000 a.u. The population in the R2 state is negligible from time 7000 a.u. to the end of these calculations. The mean field results differ from the MDQT, MDQT*, and fully quantum results in that the time at which the population transfers out of R2 is significantly later for the mean field calculations.
The physical basis for this fundamental difference between the mean field and the other three methods is illustrated in Fig. 3 , which schematically depicts a fully quantum wave packet calculation, two representative MDQT trajectories, and two representative mean field trajectories. ͑The MDQT* method is qualitatively similar to the MDQT method.͒ Note that all three methods are identical until the trajectories or wave packets enter the coupling region. At this point, Fig. 3͑a͒ illustrates that the fully quantum wave packet splits into two separate wave packets ͑one on each surface R1 and R2͒ which move virtually independently outside the coupling region. Figure 3͑b͒ depicts two representative MDQT trajectories, where each trajectory moves on either R1 or R2 after passing through the coupling region. Figure 3͑c͒ depicts two representative mean field trajectories moving on average surfaces that are mixtures of the two states R1 and R2 after passing through the coupling region. The trajectory on the left is moving on a surface dominated by R2 ͑typically corresponding to a relatively large initial velocity͒, and the trajectory on the right is moving on a surface dominated by R1 ͑typically corresponding to a relatively small initial velocity͒. The forces for both mean field trajectories are smaller than those for the MDQT trajectories moving on the pure R2 surface. Thus, the time spent moving toward larger positive R before returning to the coupling region is greater for the mean field trajectories than for the MDQT trajectories ͑and for the fully quantum wave packets͒. As a result, the population is transferred out of R2 starting at a time of ϳ7000 a.u. for the mean field calculations, in contrast to a range of times between 2000 and 6000 a.u. for the MDQT and fully quantum calculations. Presumably, all of the mean field trajectories will return to the coupling region eventually, but the numerical difficulties discussed above prevented us from continuing the mean field trajectories beyond a time of 8000 a.u. These calculations indicate that the mean field approach does not describe the classical dynamics accurately after passing through the coupling re- gion. Moreover, once the classical dynamics becomes inaccurate the remainder of the calculation becomes questionable. Figure 4 depicts the time evolution of the magnitude of the difference ͉͗C i (t)͉ 2 ͘ϪF i (t) between the average quantum probabilities and the fraction of trajectories for the MDQT and MDQT* calculations. Note that for this system, only ϳ10% of the MDQT trajectories exhibited at least one classically forbidden transition, and most of these classically forbidden transitions occurred prior to or during the first pass through the strong coupling region. Moreover, the difference between the average quantum probabilities and the fraction of trajectories is no longer well-defined when some of the trajectories have been stopped at the boundary to model solvent-induced stabilization. ͑Typically, the quantum amplitudes are reset far from the strong coupling region so that the quantum probability of the occupied state is unity. 20, 48 This procedure incorporates some decoherence effects and reduces the statistical error due to multiple branching processes.͒ Thus, the maximum time depicted in Fig. 4 is the time at which the probability in state R2 is a maximum for the exact quantum calculations ͑i.e., when virtually all trajectories have passed through the strong coupling region, but very few trajectories have reached the boundary͒. In this case, both the MDQT and MDQT* methods appear to be internally consistent ͑i.e., the average quantum probabilities and the fraction of trajectories differ by less than 3%͒, so this model system does not provide a rigorous test for the comparison of the MDQT and MDQT* methods. Nevertheless, these results indicate that the MDQT* method is as accurate as the MDQT method for this model system.
B. Double proton transfer
Our model for double proton transfer, as presented in Ref. 51 , includes two proton degrees of freedom (r 1 and r 2 ͒ and one solvent degree of freedom (R), which represents a collective solvent mode. The Hamiltonian for this model is
where the subscripts p and s represent the proton and solvent degrees of freedom, respectively, and T and V are the kinetic and potential energy operators, respectively. ͑Note that T p includes the kinetic energy of both protons.͒ The protons are of mass mϭ1 amu and move in double-well potentials given by Eq. ͑31͒. The solvent degree of freedom R is of mass M ϭ100 amu and moves in a harmonic potential given by Eq. ͑32͒. The solvent degree of freedom is linearly coupled to one proton, as given by Eq. ͑33͒. The two protons are also linearly coupled to each other:
V pp ͑r 1 ,r 2 ͒ϭk pp r 1 r 2 , ͑37͒
with k pp ϭ14.35 Å Ϫ2 kcal/mol. In the mixed quantum/ classical simulations, the proton coordinates r 1 and r 2 are treated quantum mechanically while the solvent coordinate R is treated classically. Figure 5 depicts the four lowest adiabatic potential energy surfaces for this model system.
We incorporated solvent-induced stabilization by flattening the lowest two adiabatic states for ͉R͉ϾR min ͑where R min ϭ0.219 Å corresponds approximately to the minima on these two states͒ as shown by the dashed lines in Fig. 5 . Analogous to the single proton transfer model, the energies of the lowest two adiabatic states for ͉R͉ϾR min were fixed to those obtained at ͉R͉ϭR min . Moreover, for computational efficiency the MDQT and MDQT* trajectories were stopped and the fully quantum wave packets were absorbed when ͉R͉ϾR min on the flattened states. ͑In addition, for the fully quantum calculations, the curve crossing between the third and fourth states was smoothed over as described in Ref. 52 and the fully quantum wave packets were absorbed when ͉R͉ϾR min on the upper states to avoid numerical complications. Less than 5% of the trajectories were affected by this procedure, so the overall effect was negligible.͒ For the mean field calculations, the nonadiabatic coupling vectors between the lowest two adiabatic states and all other adiabatic states were set to zero and the effective potential energy for the classical subsystem was defined as 
in the boundary region ͉R͉ϾR min . Analogous to the single proton transfer model, these approximations led to numerical difficulties in the later part of the calculations. The initial wave packet for the fully quantum wave packet propagation was of the form in Eq. ͑35͒ with ␣ ϭ150 a.u., R 0 ϭϪ0.25 a.u., and P 0 ϭ40.0 a.u. The corresponding initial conditions for the mean field, MDQT, and MDQT* simulations were chosen according to the Wigner representation of this initial wave packet. 961 trajectories were propagated for the MDQT, MDQT*, and mean field calculations. Figure 6 depicts the time evolution of the quantum probabilities for the fully quantum and mean field methods, as well as the fraction of trajectories for the MDQT and MDQT* methods, for the four adiabatic states. As in the single proton transfer model, the MDQT and MDQT* results agree well with the fully quantum results, while the mean field results disagree qualitatively with the fully quantum results. For all methods, the trajectories or wave packets first enter the strong coupling region at a range of times primarily between 1000 and 2000 a.u., at which time ϳ30% of the population transfers to state 2 while ϳ40% of the population transfers to state 3. For the MDQT and MDQT* methods, the trajectories on state 3 return to the coupling region at a range of times primarily between 3000 and 6000 a.u. At this point, almost all of the trajectories transfer down to states 1 and 2, with the exception of ϳ7% that transfers to state 4 briefly before transferring down to the lowest two states.
The mean field results differ in two significant ways from the MDQT, MDQT*, and fully quantum results. The first difference is that for the mean field calculations the populations of states 1 and 2 remain constant after the time of 2500 a.u. ͑i.e., after the trajectories first pass through the strong coupling region͒. In other words, none of the mean field trajectories returns to the coupling region during this calculation. This difference occurs because the forces are smaller for the mean field trajectories moving on average surfaces that are mixtures of the four states than for the MDQT trajectories moving on either pure state 3 or pure state 4. Thus, the time spent moving toward larger positive R is greater for the mean field trajectories than for the MDQT trajectories ͑and the fully quantum wave packets͒. Presumably, the mean field trajectories would return to the coupling region eventually, although numerical difficulties prevented us from continuing the mean field trajectories beyond a time of 6000 a.u. After the classical dynamics becomes inaccurate, however, the remainder of the calculation becomes questionable. The second difference between the mean field and the other three methods is that the population of state 4 becomes ϳ40% for the mean field calculations, in contrast to the Ͻ10% population on state 4 found for the other three methods. This difference occurs because some of the mean field trajectories move on average surfaces to such large positive R that they reach the avoided crossing between the third and fourth states at Rϳ0.2 Å. Since the nonadiabatic coupling at this avoided crossing is very large, all of the population from state 3 transfers to state 4 ͑and presumably would transfer back down to state 3 when the trajectories return to the coupling region͒. In contrast, most of the MDQT trajectories on state 3 ͑and the fully quantum wave packets͒ do not reach this avoided crossing before switching direction and returning to the coupling region, so only a small amount of the population is transferred to state 4 in the MDQT and fully quantum calculations. Note that the agreement between the mean field method and the other three methods for states 2 and 3 ͓given in Figs. 6͑b͒ and 6͑c͔͒ is fortuitous. In both cases, the population of state 2 does not change significantly after a time of 2000 a.u., and the population of state 3 is depleted during the times between 3000 and 6000 a.u. In the MDQT and fully quantum calculations, the population of state 3 is transferred completely to state 1 during the second passing through the coupling region, while in the mean field calculations the trajectories do not re-enter the coupling region but the population of state 3 is transferred completely to state 4 at large R. Thus, the physical basis for the depletion of state 3 is different for the mean field method than for the other three methods. Figure 7 depicts the time evolution of the magnitude of the difference ͉͗C i (t)͉ 2 ͘ϪF i (t) between the average quantum probabilities and the fraction of trajectories for the MDQT and MDQT* calculations. For reasons similar to those discussed for the single proton transfer model, the maximum time depicted in Fig. 7 is the time at which the probability in state 3 is a maximum for the exact quantum calculations ͑i.e., when virtually all trajectories have passed through the strong coupling region but very few trajectories have reached the boundary͒. As for the single proton transfer model, both the MDQT and MDQT* methods appear to be internally consistent ͑i.e., the average quantum probabilities and the fraction of trajectories differ by less than 3%͒. Thus, this model system does not provide a rigorous test for the comparison of the MDQT and MDQT* methods, but the results indicate that the MDQT* method is as accurate as the MDQT method for this model system.
IV. CONCLUSIONS
We have compared mean field and surface hopping calculations to fully quantum dynamical calculations for model single and double proton transfer reactions. The surface hopping calculations agree remarkably well with the fully quantum dynamical calculations, while the mean field calculations exhibit qualitatively incorrect behavior. The difficulties with the mean field approach arise because the mean field trajectories move on average surfaces derived from a mixture of adiabatic states exerting different forces on the classical subsystem. Our results indicate that these average surfaces lead to qualitatively incorrect dynamics for these model systems. In contrast, the surface hopping trajectories move on pure adiabatic states ͑with the possibility of instantaneous transitions among the states͒ and lead to accurate dynamics for these model systems. Thus, for these types of proton transfer reactions, the surface hopping methods are advantageous over the mean field methods.
In addition, we have presented a modified MDQT method ͑denoted MDQT*͒ that eliminates classically forbidden transitions to promote consistency between the quantum probabilities and the fraction of trajectories in each adiabatic state. For the model systems studied in this paper, the MDQT and MDQT* results are similar. Thus, these model systems do not provide a rigorous test for the MDQT* method, but rather serve as an illustration that the MDQT* method is as accurate as the MDQT method for these model systems. To further test the MDQT* method, we are applying the MDQT* method to model systems 42 that exhibit significant discrepancies between the quantum probabilities and the fraction of trajectories in each state. 53 
