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LOCAL MULTIGRID ON ADAPTIVELY REFINED MESHES AND
MULTILEVEL PRECONDITIONING WITH APPLICATIONS TO
PROBLEMS IN ELECTROMAGNETISM AND ACOUSTICS
R.H.W. HOPPE∗, X. XU† , AND H. CHEN‡
Abstract. We consider local multigrid methods for adaptive finite element and adaptive edge
element discretized boundary value problems as well as multilevel preconditioned iterative solvers for
the finite element discretization of a special class of saddle point problems. The local multigrid meth-
ods feature local smoothing processes on adaptively refined meshes and are applied to adaptive P1
conforming finite element discretizations of linear second order elliptic boundary value problems and
to adaptive curl-conforming edge element approximations of H(curl)-elliptic problems and the time-
harmonic Maxwell equations. On the other hand, the multilevel preconditioned iterative schemes
feature block-diagonal or upper block-triangular preconditioned GMRES or BiCGStab applied to
the resulting algebraic saddle point problems and preconditioned CG applied to the associated Schur
complement system.
As technologically relevant applications of the above methods, we consider the numerical simulation
of Logging-While-Drilling tools in oil exploration and the numerical simulation of piezoelectrically
actuated surface acoustic waves.
Key words. local multigrid methods, adaptively refined meshes, multilevel preconditioners,
saddle point problems, Logging-While-Drilling, surface acoustic waves
AMS subject classifications. 65N30, 65N50, 65N55, 78M10
1. Introduction. Multigrid or multilevel and domain decomposition methods
are the methods of choice when it comes to the efficient numerical solution of large
linear systems arising from the finite element discretization of partial differential equa-
tions (cf., e.g., [17, 35, 50, 51, 55, 57, 58] and the references therein). For conforming
finite elements on quasi-uniform meshes, the convergence properties of multigrid and
multilevel methods have been further studied in [16, 18, 21, 67, 68, 69]. A uni-
fied framework for a convergence analysis of multilevel and domain decomposition
methods has been provided in [64] based on the notions of space decomposition and
subspace correction.
On the other hand, during the past three decades adaptive finite element methods
based on reliable and/or efficient a posteriori error estimators for local grid adaptation
have been intensively studied and have reached some state of maturity as documented
by a series of monographs (cf., e.g., [2, 13, 29, 49, 59]). For conforming adaptive finite
element discretizations of linear second order elliptic boundary value problems, an
overview on convergence results has been given in [47] and optimality has been ad-
dressed in [15, 25, 56]. The related issues for adaptive edge element discretizations of
H(curl)-elliptic problems and the time-harmonic Maxwell equations have been studied
in [24, 38, 71, 72].
Since adaptive grid refinement techniques provide a hierarchy of meshes, it is natural
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to consider the application of multilevel techniques for adaptively generated meshes
which actually has been initiated roughly twenty years ago. The approach in [43, 63]
is the fast adaptive composite grid (FAC) method which uses global and local uni-
form grids both to define the composite grid problem and to interact for achieving a
fast solution. Other approaches are the multilevel adaptive technique (MLAT) stud-
ied, e.g., in [11, 19] and multigrid methods for locally refined finite element meshes
[1, 3, 4, 27, 52]. However, these locally refined meshes are subject to restrictive as-
sumptions which are not met by the newest vertex bisection algorithm which is often
used for refinement in the adaptive cycle consisting of the basic steps ’SOLVE’, ’ES-
TIMATE’, ’MARK’, and ’REFINE’. The paper [62] was the first one to establish
convergence of the multigrid V-cycle for nodal based finite element discretizations of
linear second order elliptic problems without these restrictions and thus including the
newest vertex bisection refinement strategy. The method features a local Gauss-Seidel
smoother, i.e., a Gauss-Seidel iteration acting only on new nodes and those old nodes
where the support of the associated nodal basis function has changed. Recently, opti-
mality of such local multigrid methods has been shown in [66] based on the Schwarz
theory well-known from the domain decomposition methodology [57].
This paper is organized as follows: In section 2, we will be concerned with local
multigrid methods for adaptive finite element discretizations of linear second order el-
liptic boundary value problems and adaptive edge element discretizations of boundary
value problems for H(curl)-elliptic equations and the time-harmonic Maxwell equa-
tions. Level-independent multigrid convergence rates are derived within the Schwarz
theory under assumptions that have to verified for the local smoothers involved in the
local multigrid methods. Section 3 is devoted to multilevel preconditioned iterative
schemes for a special class of saddle point problems featuring block preconditioned
GMRES and BiCGStab as well as preconditioned CG for the associated Schur com-
plement system. The final sections 4 and 5 deal with technologically relevant appli-
cations. In particular, in section 4 we consider the numerical simulation of Logging-
While-Drilling (LWD) tools that are used in oil exploration for measuring relevant
geohydraulic parameters of the geological formation surrounding a borehole during
the drilling process. For LWD tools with electromagnetic transmitters and receivers,
the forward problem amounts to the solution of the time-harmonic Maxwell equations
which can be solved using those local multigrid methods described in section 2. In
section 5, we study the numerical solution of piezoelectrically actuated surface acous-
tic waves (SAW). SAW can be used, e.g., for signal processing in telecommunications
or as nano-pumps in a microfluidic lab-on-a-chip. Such chips have their applications
in clinical diagnostics, pharmacology, and forensics for high-throughput screening and
hybridization in genomics, protein profiling in proteomics, and cytometry in cell ana-
lysis. The mathematical model gives rise to a saddle point problem of the form studied
in section 3 and can thus be numerically solved by multilevel preconditioned iterative
solvers.
2. Local Multigrid Methods on Adaptively Generated Meshes. In this
section and throughout the rest of the paper, we use standard notation from Lebesgue
and Sobolev space theory. In particular, for a bounded domain Ω ⊂ Rd, d ∈ N, we
denote by L2(Ω) and L2(Ω) := L2(Ω)d the Hilbert spaces of square-integrable scalar-
and vector-valued functions on Ω, respectively. Further, we denote by H1(Ω) the
Sobolev space of square integrable functions with square integrable weak derivatives
equipped with the inner product (·, ·)1,ω and norm ‖ · ‖1,Ω. For Σ ⊆ ∂Ω, we refer to
H1/2(Σ) as the space of traces v|Σ of functions v ∈ H1(Ω) on Σ. We set H10,Σ(Ω) :=
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{v ∈ H1(Ω)|v|Σ = 0} and refer to H−1Σ (Ω) as the associated dual space. For a simply
connected polyhedral domain Ω with boundary Γ = ∂Ω we refer to H(curl; Ω) as the
Hilbert space of vector fields q ∈ L2(Ω) such that ∇×q ∈ L2(Ω), equipped with the
standard graph norm ‖ · ‖curl,Ω. We denote by H0(curl; Ω) the subspace of vector
fields with vanishing tangential trace components on Γ.
We assume V and H to be Hilbert spaces of functions on Ω with inner products
(·, ·)V , (·, ·)H and associated norms ‖ · ‖V , ‖ · ‖H such that V ⊂ H ⊂ V ∗ and V
is continuously embedded in H. Given a bounded, V -elliptic bilinear form a(·, ·) :
V × V → R and a bounded linear functional ` ∈ V ∗, we consider the variational
equation: Find u ∈ V such that
a(u, v) = `(v) , v ∈ V. (2.1)
In view of the Lemma of Lax-Milgram [26], the variational equation (2.1) admits a
unique solution u ∈ V .
Example 1: A typical example is V = H10 (Ω),H = L
2(Ω) and
a(u, v) =
∫
Ω
(
a∇u · ∇v + cuv
)
dx , `(v) :=
∫
Ω
fv dx, (2.2)
where f ∈ L2(Ω), a = (aij)di,j=1, aij ∈ L∞(Ω), 1 ≤ i, j ≤ d, is a symmetric, uniformly
positive definite matrix-valued function, and c ∈ L∞+ (Ω). Here, (2.1) represents the
weak formulation of a second order elliptic boundary value problem.
Example 2: Another example is V = H0(curl; Ω), H = L2(Ω) with
a(u, v) =
∫
Ω
(
a(∇× u) · (∇× v) + cu · v
)
dx , `(v) :=
∫
Ω
f · v dx, (2.3)
where f ∈ L2(Ω), a ∈ L∞(Ω) such that a(x) ≥ a0 > 0 a.e. in Ω, and c ∈ L∞(Ω). In
case c ∈ L∞+ (Ω), the variational equation (2.1) is the weak formulation of an H(curl)-
elliptic boundary value problem, e.g., arising from a semi-discretization in time of the
eddy currents equations. On the other hand, if c(x) < 0 a.e. in Ω as it is the case
for the Helmholtz problem associated with the time-harmonic Maxwell equations, the
bilinear form a(·, ·) is not V -elliptic, but satisfies a G˚arding-type inequality. Under
suitable assumptions on the data it can be shown that for the solution of (2.1) a
Fredholm alternative holds true (cf., e.g., [45]).
We assume (Vi)Li=0, L ∈ N, Vi = span{ϕ(i)1 , · · · , ϕ(i)Ni}, Ni ∈ N, 0 ≤ i ≤ L, to
be a nested sequence Vi−1 ⊂ Vi, 1 ≤ i ≤ L, of finite dimensional subspaces of V
obtained, e.g., with respect to a nested hierarchy Ti(Ω) of simplicial triangulations
of Ω generated by the application of adaptive finite element methods to (2.1). For
D ⊂ Ω¯ we refer to Ni(D), Ei(D), and Fi(D) as the sets of nodes, edges, and faces of
Ti(Ω) in D. Moreover, for E ∈ Ei(D), F ∈ Fi(D), and T ∈ Ti(Ω) we denote by hE
the length of E, and by hF and hT the diameters of F and T , respectively. We set
hi := max{hT | T ∈ Ti(Ω)}.
The Galerkin approximation of (2.1) with respect to Vi ⊂ V, 0 ≤ i ≤ L, reads: Find
ui ∈ Vi such that
a(ui, vi) = `(vi) , vi ∈ Vi. (2.4)
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If we define Ai : Vi → Vi by (Aiu, v)H = a(u, v), u, v ∈ Vi, and bi ∈ Vi by (bi, v)H =
`(v), v ∈ Vi, then 2.4 can be equivalently written as
Aiui = bi. (2.5)
Example 1: For (2.1) with V = H10 (Ω),H = L
2(Ω) and the bilinear form a(·, ·)
being given by (2.2), the natural choice for a finite element discretization is to choose
nodal based conforming finite elements with respect to the simplicial triangulations
Ti(Ω) such as the Lagrangean finite elements of type (k) [26]. In particular, for k = 1
we obtain
Vi := {v ∈ C0(Ω) | v|T ∈ P1(T ) , T ∈ Th(Ω)}, (2.6)
where P1(T ) stands for the set of polynomials of degree 1 on T . The basis functions
ϕ
(i)
j , 1 ≤ j ≤ Ni, are the nodal basis functions associated with the interior nodes
ak ∈ Ni(Ω), 1 ≤ k ≤ Ni, such that ϕ(i)j (ak) = δjk, 1 ≤ j, k ≤ Ni.
A hierarchy of adaptively refined meshes can be obtained, e.g., by residual-type a
posteriori error estimators consisting of element residuals and edge residuals in 2D
resp. element and face residuals in 3D (cf., e.g., [59]).
Example 2: In case V = H0(curl; Ω),H = L2(Ω) and a(·, ·) given by (2.3),
a convenient choice for a curl-conforming finite element discretization are the edge
elements of Ne´de´lec’s first family [48]
Nd1(T ) := {q | q(x) = a+ b×x , a,b ∈ R3} , T ∈ Ti(Ω), (2.7)
where each q ∈ Nd1(T ) is uniquely determined by the zero moments of its tangential
components on the six edges of T . This gives rise to the curl-conforming edge element
spaces
Vi := {v ∈ H0(curl; Ω) | v|T ∈ Nd1(T ) , T ∈ Ti(Ω)}. (2.8)
The basis functions ϕ(i)j , 1 ≤ j ≤ Ni, are the vector-valued functions associated with
the interior edges Ek ∈ Ei(Ω), 1 ≤ k ≤ Ni, such that
h−1Ek
∫
Ek
tEk · ϕ(i)j ds = δjk , 1 ≤ j, k ≤ Ni, (2.9)
where tEk denotes the unit tangential vector on Ek.
Residual-type a posteriori error estimators for these edge element discretizations have
been first studied in [14] and subsequently considered in [24, 38, 71, 72].
We will solve (2.5) on level i = L by local multigrid methods. As mentioned
in the introductory section 1, local multigrid methods differ from standard multigrid
schemes in so far as they feature local instead of global smoothing. To this end, we
introduce
Ji := {1 ≤ j ≤ Ni | @ 1 ≤ ji−1 ≤ Ni−1 s.th. ϕ(j)i = ϕ(ji−1i−1 } (2.10)
as the set of all indices 1 ≤ j ≤ Ni for which the level i basis function ϕ(j)i does not
correspond to a level i− 1 basis function. Setting
N˜i := card(Ji), (2.11)
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we rearrange the set of basis functions ϕ(j)i , 1 ≤ j ≤ Ni, according to
{ϕ(1)i , · · · , ϕ(N˜i)i , ϕ(N˜i+1)i , · · · , ϕ(Ni)i }, (2.12)
such that ϕ(j)i , 1 ≤ j ≤ N˜i, are the basis functions associated with the set Ji given
by (2.10). For 1 ≤ i ≤ L, we refer to Ri : Vi → Vi as a local smoothing operator that
only operates on ϕ(j)i , 1 ≤ j ≤ N˜i, whereas for i = 0 we choose R0 = A−10 . We define
projections Pi, Qi : VL → Vi, 0 ≤ i ≤ L− 1, by
a(Piv, w) = a(v, w) , (Qiv, w)H = (v, w)H , v ∈ VL , w ∈ Vi. (2.13)
Setting V (j)i := span{ϕ(j)i }, 1 ≤ j ≤ Ni, we further define local projections P (j)i , Q(j)i :
VL → V (j)i and A(j)i : V (j)i → V (j)i according to
a(P (j)i v, ϕ
(j)
i ) = a(v, ϕ
(j)
i ) , (Q
(j)
i v, ϕ
(j)
i )H = (v, ϕ
(j)
i )H , v ∈ VL, (2.14)
(A(j)i v, ϕ
(j)
i )H = a(v, ϕ
(j)
i ) , v ∈ V (j)i . (2.15)
Then, the local multigrid V-cycle solves (2.5) by the iterative scheme
u
(n+1)
i = u
(n)
i +Bi(bi −Aiu(n)i ) , 0 ≤ i ≤ L , n ∈ N0. (2.16)
Here, the operators Bi, 0 ≤ i ≤ L, are recursively given by B0 := A−10 , whereas for
i ≥ 1 and c ∈ Vi we define Bic = z3 with z3 obtained by pre-smoothing, coarse-grid
correction. and post-smoothing according to
Pre-smoothing: z1 = Ribi,
Correction: z2 = z1 +Bi−1Qi−1(c−Aiz1),
Post-smoothing: z3 = z2 +Ri(c−Aiz2).
Example 1: We consider the local Jacobi and the local Gauss-Seidel smoother.
The local Jacobi smoother is an additive smoother given by
Ri := γ
N˜i∑
j=1
(A(j)i )
−1Q(j)i , (2.17)
where γ > 0 is an appropriately chosen scaling parameter. On the other hand, the
local Gauss-Seidel smoother is a multiplicative smoother given by
Ri := (I − Ei)A−1i , Ei :=
N˜i∏
j=1
(I − P (j)i ). (2.18)
Example 2: It is well known that for H(curl)-elliptic problems and the time-
harmonic Maxwell equations the smoothing process has to take into account the
non-trivial kernel of the discrete curl-operator which is given by the gradients of
the nodal basis functions spanning the P1-conforming finite element space (cf., e.g.,
[45]). In fact, one has to use a hybrid smoother which smoothes with respect to both
the edge basis functions and the gradients of the nodal basis functions. Appropriate
hybrid smoothers are the Hiptmair smoother [36, 37] and the Arnold-Falk-Winther
smoother [7]. For local multigrid, the local version of the Hiptmair-Jacobi smoother
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is given as follows: We assume Ni = card(Ei(Ω)),Mi = card(Ni(Ω)) and refer to
ψ
(j)
i , 1 ≤ j ≤ Ni, and θ(j)i , 1 ≤ j ≤ Mi, as the edge and nodal basis functions,
respectively. We define N˜i, M˜i as in (2.10),(2.11) and set
ϕ
(j)
i :=
{
ψ
(j)
i , 1 ≤ j ≤ N˜i
∇θ(j−N˜i)i , N˜i + 1 ≤ j ≤ N˜i + M˜i
. (2.19)
Then, the local Hiptmair-Jacobi smoother is the additive smoother given by
Ri := γ
N˜i+M˜i∑
j=1
(A(j)i )
−1Q(j)i , (2.20)
where γ > 0 is a scaling factor. The multiplicative Hiptmair-Gauss-Seidel smoother
can be defined analogously.
The optimality of the local multigrid method in terms of level-independent con-
vergence rates can be shown based on the well-known Schwarz theory as described,
e.g., in [57, 64, 69]. For this purpose, we define operators T : VL → VL and
Ti : VL → Vi, 0 ≤ i ≤ L, according to
T :=
L∑
i=0
Ti , Ti := RiAiPi , 0 ≤ i ≤ L. (2.21)
The convergence of the local multigrid method will be measured in terms of the error
operator
E :=
L∏
i=0
(I − Ti), (2.22)
where I stands for the identity in VL.
Theorem 2.1. We suppose that the operators Ti, 0 ≤ i ≤ L, and T satisfy the
following assumptions:
(A1): The operators Ti, 0 ≤ i ≤ L, are nonnegative with respect to the inner product
a(·, ·), and there exist constants 0 < ωi < 2, 0 ≤ i ≤ L, such that for all v ∈ VL
a(Tiv, Tiv) ≤ ωi a(Tiv, v) , 0 ≤ i ≤ L. (2.23)
(A2): There exists a stability constant C0 > 0 such that for all v ∈ VL
a(v, v) ≤ C0 a(Tv, v). (2.24)
(A3): There exist constants Cν > 0, 1 ≤ ν ≤ 2, such that for all v, w ∈ VL
L∑
i=0
i−1∑
j=0
a(Tiv, Tjw) ≤ C1
( L∑
i=0
a(Tiv, v)
)1/2 ( L∑
i=0
a(Tiw,w)
)1/2
, (2.25a)
L∑
i=0
a(Tiv, w) ≤ C2
( L∑
i=0
a(Tiv, v)
)1/2 ( L∑
i=0
a(Tiw,w)
)1/2
. (2.25b)
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Under these assumptions, the local multigrid method converges with
a(Ev,Ev) ≤ γ a(v, v) , v ∈ VL, (2.26)
where γ := 1− (2− ω)/(C0(C1 + C2)2), ω := max0≤i≤L ωi.
Proof. We refer to [57, 64] or [69].
In order to apply Theorem 2.1 to the local multigrid methods from Example 1
and Example 2 above, one has to verify the assumptions (A1),(A2), and (A3) for
the respective local smoothers. As far as the local Jacobi and local Gauss-Seidel
smoothers from Example 1 are concerned, this has been done in [66]. For the local
Hiptmair-Jacobi and local Hiptmair-Gauss-Seidel smoothers from Example 2, similar
arguments can be applied.
3. Multilevel Preconditioning of Saddle Point Problems. We assume
V ,H, and W to be Hilbert spaces of real- or complex-valued functions with inner
products (·, ·)V , (·, ·)H , (·, ·)W and associated norms ‖ · ‖V , ‖ · ‖Q, ‖ · ‖W such that
V ⊂ H ⊂ V ∗ and V is compactly embedded in H. We further suppose that
a(·, ·) : V × V → K, K = R or K = C, is a bounded, symmetric (resp. Her-
mitean) and V -elliptic bilinear (resp. sesquilinear) form, b(·, ·) : W × V → K is a
bounded bilinear (resp. sesquilinear) form, and c(·, ·) : W ×W → K is a bounded,
symmetric (resp. Hermitean) and W -elliptic bilinear (resp. sesquilinear) form. We
set aω(·, ·) := a(·, ·) − ω2(·, ·)H , where ω ∈ R+. Given bounded linear functionals
`1 : V → K and `2 : W → K, we consider saddle point problems of the form: Find
(u,w) ∈ V ×W such that
aω(u, v) + b(w, v) = `1(v) , v ∈ V, (3.1a)
b(u, z)− c(w, z) = `2(z) , z ∈W. (3.1b)
In case ω = 0 and K = R, such problems arise, e.g., from the mixed formulation of
elliptic boundary value problems and the weak formulation of the Stokes problem,
where typically c(·, ·) = 0 (cf., e.g., [22]), whereas for ω > 0 they occur within the
context of time-harmonic acoustics or time-harmonic electromagnetism (K = C) (cf.,
e.g., [45]). In section 5, we will deal with a problem representing the weak formulation
of a model for piezoelectrically actuated surface acoustic waves.
We denote by A : V → V ∗, B : W → V ∗, and C : W → W ∗ the operators
associated with the bilinear (sesquilinear) forms and by I the injection I : V → V ∗.
Then, an equivalent formulation of (3.1a),(3.1b) is
(A− ω2 I)u + Bw = `1 , (3.2a)
B∗u − Cw = `2 , (3.2b)
where B∗ : V → W ∗ stands for the adjoint of B. In particular, the operator A is
self-adjoint and V -elliptic, and the operator C is self-adjoint and W -elliptic. In the
sequel, we focus on the case where the operator C is invertible. Then, an elimination
of w from (3.2a),(3.2b) results in the Schur complement system
(S − ω2I)u = `. (3.3)
Here, the operator S : V → V ∗ is defined according to
S := A + BC−1B∗, (3.4)
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whereas the right-hand side ` is given by
` := `1 + BC−1`2. (3.5)
Theorem 3.1. If S−1 : Q→ V is a Hilbert-Schmidt operator, there holds:
(i) The spectrum of S consists of a sequence of countably many real eigenvalues
0 < ζ21 < ζ
2
2 < . . . tending to infinity, i.e., limj→∞ ζ
2
j =∞.
(ii) If ω2 is not an eigenvalue of S, for every ` ∈ V ∗, (3.3) admits a unique
solution u ∈ V depending continuously on `.
(iii) If ω2 is an eigenvalue of S, (3.3) is solvable if and only if ` ∈ Ker(S − ω2I)0
where
Ker(S − ω2I)0 := {v∗ ∈ V ∗ | 〈v∗, v〉 = 0 , v ∈ Ker(S − ω2I)}.
Proof. The assertions (i), (ii), and (ii) follow from the Hilbert-Schmidt theory
and the Fredholm alternative (cf., e.g., [70]).
Corollary 3.2. If ω ∈ R is such that (3.3) is solvable, then the operator
Sω := S − ω2I satisfies the inf-sup condition
inf
0 6=u∈V
sup
0 6=v∈V
|〈Sωu, v〉|
‖u‖V ‖v‖V ≥ β > 0. (3.6)
Proof. We refer to [22].
Given a null sequenceH of positive real numbers, we assume (Vh)h∈H, Vh ⊂ V, h ∈
H, and (Wh)h∈,Wh ⊂W,h ∈ H, to be sequences of finite dimensional subspaces that
are limit dense in V and W , respectively. The Galerkin approximation of the saddle
point problem (3.1a),(3.1b) amounts to the computation of (uh, wh) ∈ Vh ×Wh such
that
aω(uh, vh) + b(wh, vh) = `1(vh) , vh ∈ Vh, (3.7a)
b(zh, uh) − c(wh, zh) = `2(zh) , wh ∈Wh. (3.7b)
We denote by Ah : Vh → V ∗h , Bh :Wh → V ∗h , Ch :Wh →W ∗h the operators associated
with the restrictions a|Vh×Vh , b|Wh×Vh , c|Wh×Wh , and by Ih the injection Ih : Vh → V ∗h ,
and we further define `1,h ∈ V ∗h and `2,h ∈W ∗h analogously. Then, the operator form
of (3.7a),(3.7b) reads as follows:
(Ah − ω2Ih)uh + Bhwh = `1,h , (3.8a)
B∗huh − Chwh = `2,h . (3.8b)
Static condensation of wh gives rise to the discrete Schur complement system
(Sh − ω2Ih)uh = `h , (3.9)
where Sh and the right-hand side `h are given by
Sh := Ah +BhC−1h B
∗
h , `h := `1,h +BhC
−1
h `2,h.
Theorem 3.3. Assume that ω2 is not an eigenvalue of S as given by (3.4).
Then, for sufficiently small h the discrete Schur complement system (3.9) admits a
unique solution uh ∈ Vh.
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Proof. If ω2 is not an eigenvalue of S, the inf-sup condition (3.6) holds true which
implies
β ‖u‖V ≤ sup
v∈V \{0}
|〈(S − ω2I)u, v〉|
‖v‖V = (3.10)
= sup
v∈V \{0}
|〈(S(u− ω2S−1u), v〉|
‖v‖V ≤ ‖S‖ ‖u− ω
2S−1u‖V .
On the other hand, we note that Sh is the Galerkin approximation of S, i.e.,
〈Shuh, vh〉 = 〈Suh, vh〉 , uh, vh ∈ Vh .
Hence, referring to αS > 0 as the ellipticity constant of S, we have
〈Shvh, vh〉 ≥ αS ‖vh‖2V , vh ∈ Vh. (3.11)
Using (3.11), we deduce from (3.10) that
sup
0 6=vh∈Vh
|〈(Sh − ω2Ih)uh, vh〉|
‖vh‖V = sup0 6=vh∈Vh
|〈Sh(uh − ω2S−1h uh), vh〉|
‖vh‖V
≥ |〈Sh(uh − ω
2S−1h uh), uh − ω2S−1h uh〉|
‖uh − ω2S−1h uh‖V
≥ αS‖uh − ω2S−1h uh‖V
≥ αS
(
‖uh − ω2S−1uh‖V − ω2‖(S−1h − S−1)uh‖V
)
≥ βh ‖uh‖V ,
where
βh := αS
(
β
‖S‖ − ω
2‖S−1h − S−1‖
)
.
Since S−1h → S−1 as h → 0, there exists hmax > 0 such that βh ≥ γ > 0 uniformly
for h ≤ hmax. This shows that Sh − ω2Ih asymptotically satisfies a discrete inf-sup
condition which gives the assertion.
The discrete saddle point problem (3.7a),(3.7b) can be written equivalently as the
algebraic saddle point problem(
A B
B∗ −C
)(
u
w
)
=
(
b1
b2
)
, (3.12)
where A ∈ Rnh×nh , nh := dimVh, and C ∈ Rmh×mh ,mh := dimWh, are symmetric
positive definite matrices, B ∈ Rnh×mh , and b1 ∈ Rnh , b2 ∈ Rmh . The algebraic
saddle point problem (3.12) can be solved by preconditioned GMRES or BiCGStab
[8, 53] using an upper block-triangular preconditioner P of the form
P =
(
A˜ B˜
0 −C˜
)
such that
γA v
T A˜v ≤ vTAv ≤ ΓA vT A˜v , γC wT C˜w ≤ wTCw ≤ ΓC wT C˜w ,
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with constants 0 < γA ≤ ΓA, 0 < γC ≤ ΓC satisfying ΓA/γA ¿ κ(A),ΓC/γC ¿ κ(C),
where κ(A), κ(C) are the spectral radii of A and C, respectively (cf., e.g., [41]). Al-
ternatively, preconditioned CG [9] can be applied to the Schur complement system
associated with (3.12).
In practical applications, where V,W are spaces of functions on a spatial domain
Ω ⊂ Rd and Vi,Wi, 0 ≤ i ≤ L, are finite element spaces with respect to a hier-
archy {Ti}Li=0 of triangulations of Ω, the operators A˜−1 and C˜−1, needed for the
implementation of the preconditioned iterative scheme, can be realized, e.g., by BPX
preconditioners [20]. Corresponding results within the context of the numerical sim-
ulation of piezoelectrically actuated surface acoustic waves will be reported in the
subsequent section 5.
4. Numerical Simulation of LWD (Logging-While-Drilling) Tools. LWD
(Logging-While-Drilling), sometimes also referred to as MWD (Measurements-While-
Drilling), are techniques for the measurement of geological formation parameters such
as resistivity and porosity during the excavation of boreholes, e.g., in deepwater
drilling (cf. Figure 4.1 (left)). LWD uses tools that are integrated into the BHA
(Bottom-Hole Assembly). The BHA is the lower part of the drillstring which consists
of the bit, a mud motor for directional drilling, stabilizers, the drill collar, and the
drillpipe (cf. Figure 4.1 (right)).
Fig. 4.1. Horizontal deepwater drilling (l.) and a typical bottomhole assembly (r.)
LWD tools based on an electromagnetic induction sensor are featuring saddle
type transmitter and receiver antennas that are placed concentrically on a metallic
mandrel (cf. Figure 4.2 (left)). The sensor is placed in the borehole with its axis being
parallel to the borehole. The mandrel is a circular cylinder which is considered as a
perfect electric conductor. The transmitter and receiver antennas with an aperture
of 90o are imbedded in a sleeve and protected by a magnetic shielding (cf. Figure 4.2
(right)).
The transmitter antennas carry a current of 1A. The frequency dependence is
exp(−2piift) with a frequency f up to 2 MHz. Typical dimensions of a saddle type
antenna are shown in Figure 4.3 (left)). The problem to compute the open-circuit
voltages features high conductivity contrasts (cf. Figure 4.3 (right)). The conductivity
is 107 S/m in the mandrel, varies from 10 S/m to 10−3 S/m in the mud between the
mandrel and the wall of the borehole, and ranges from 10−4 S/m to 10 S/m in the
formation surrounding the borehole [54].
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invasion
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Fig. 4.2. Schematic representations of an LWD tool with two transmitter and three receiver
antennas (l.) and a typical antenna configuration (r.). Courtesy of [54].
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Fig. 4.3. Schematic representations of an LWD tool with two transmitter and three receiver
antennas (l.) and a typical antenna configuration (r.). Courtesy of [54].
The computation of the geological formation parameters based on the data ob-
tained at the receiver antennas amounts to the solution of an inverse scattering pro-
blem. Here, for an induction sensor with one transmitter and two receiver antennas
we only consider part of the forward problem, namely the computation of the electric
field E in a cylindrical domain Ω ⊂ R3 between the mandrel and the wall of the
borehole (cf. Figure 4.4).
The boundary is split according to Γ = Γ1 ∪ Γ2 ∪ Γ3,Γ1 ∩ Γ2 ∩ Γ3 = ∅, where
Γ1 represents the position of the transmitter antennas, Γ2 stands for the wall of
the borehole, and Γ3 := Γ \ (Γ1 ∪ Γ2). Assuming a time-periodic excitation, the
computation of the electric field E requires the solution of the time-harmonic Maxwell
equations:
∇×µ−1r ∇×E− κ2εrE = 0 in Ω, (4.1a)
(ν×E)×ν = g1 on Γ1, (4.1b)
ν×(µ−1r ∇×E)− iκλ ν×E = g2 on Γ2, (4.1c)
ν×(µ−1r ∇×E) = 0 on Γ3. (4.1d)
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Fig. 4.4. Computational domain consisting of the cylindrical region between the mandrel and
the walls of the borehole and its initial simplicial triangulation
Here, εr and µr stand for the relative permittivity and relative permeability
εr =
1
ε0
(
ε+
iσ
ω
)
, µr =
µ
µ0
, (4.2)
where ε, µ denote the permittivity and permeability of the medium and ε0, µ0 are the
permittivity and permeability in vacuum. Moreover, σ refers to the conductivity and
κ stands for the wavenumber κ = ω
√
ε0µ0, where ω = 2pif is the angular frequency.
Finally, λ is given by
λ = (1 + i)
√
piσ
ωµ
, (4.3)
and ν stands for the unit exterior normal vector on Γ. The tangential vector fields g1
and g2 are assumed to be given on Γ1 and Γ2, respectively. We refer to [45] for the
derivation of (4.1a)-(4.1d) from Maxwell’s equations.
As in section 2, we denote by H(curl; Ω) the Hilbert space of complex-valued vector
fields q with components in L2(Ω) such that the components of ∇×q also live in
L2(Ω), equipped with the standard graph norm ‖ · ‖curl,Ω. We recall that the space
H−1/2(curlΓi ; Γi) is the trace space of tangential component traces (ν×q)×ν on Γi,
whereas the space H−1/2(curlΓi ; Γi) stands for the trace space of tangential traces
ν×q on Γ2. Here, curlΓi and divΓi are the surfacic divergence and surfacic rotation,
respectively (cf., e.g., [23]). Assuming
g1 ∈ H−1/2(curlΓ1 ; Γ1) , g2 ∈ H−1/2(divΓ2 ; Γ2), (4.4)
we set
V := {q ∈ H(curl; Ω) | q×ν|Γ1 = g1} , V0 := {q ∈ H(curl; Ω) | q×ν|Γ1 = 0}.
The weak formulation of (4.1a)-(4.1d) is to find E ∈ V such that
aΩ(E,q) + bΓ2(E,q) = `(q) , q ∈ V0. (4.5)
Here, the sesquilinear forms aΩ(·, ·), bΓ2(·, ·), and the functional `(·) are given by
aΩ(E,q) :=
∫
Ω
(
µ−1r (∇×E)·(∇×q)− (κ2εr + iωσ)E·q
)
dx,
bΓ2(E,q) := 〈iκλν×E, (ν×q)×ν〉Γ2 , `(q) := 〈g2, (ν×q)×ν〉Γ2 ,
12
where 〈·, ·〉Γ2 is the dual pairing between H−1/2(divΓ2 ; Γ2) and H−1/2(curlΓ2 ; Γ2).
For sufficiently regular data of the problem, it is well-known that if κ is not an
eigenvalue of the associated Maxwell eigenproblem, then the variational equation (4.5)
has a unique solution E ∈ V (cf., e.g., [45]).
Given a simplicial triangulation Th(Ω) of the computational domain Ω that aligns
with the partition of the boundary Γ, we discretize (4.5) by the lowest order edge
elements
Nd1(T ) := {q | q(x) = a+ b×x , a,b ∈ R3},
of Ne´de´lec’s first family [48] with the degrees of freedom given by zero order moments
of the tangential trace components on the six edges of T ∈ Th(Ω). We refer to
Nd1(Ω; Th(Ω)) := {qh ∈ H(curl; Ω) | q|T ∈ Nd1(T ) , T ∈ Th(Ω)}
as the associated curl-conforming edge element space. Assuming g1,h ∈ L2(Γ1) and
g2,h ∈ L2(Γ2) to be appropriately chosen approximations of g1 and g2, we set
Vh := {qh ∈ Nd1(Ω; Th(Ω)) | (ν×qh)×ν|Γ1 = g1,h} , Vh,0 := Vh ∩V0,
and consider the following edge element approximation of (4.5): Find Eh ∈ Vh such
that
ah,Ω(Eh,qh) + bh,Γ2(Eh,qh) = `h(qh) , qh ∈ Vh,0. (4.6)
Here, the sequilinear forms ah,Ω(·, ·), bh,Γ2(·, ·), and the functional `h(·) are given by
ah,Ω(Eh,qh) :=
∑
T∈Th(Ω)
∫
T
(
µ−1r (∇×Eh)·(∇×qh)− (κ2εr + iωσ)Eh·qh
)
dx,
bh,Γ2(Eh,qh) :=
∑
F∈Fh(Γ2)
∫
F
iκλν×Eh·((ν×qh)×ν) dτ ,
`h(qh) :=
∑
F∈Fh(Γ2)
∫
F
gh,2·((ν×qh)×ν) dτ .
We have solved (4.6) by local multigrid with local Hiptmair-Gauss-Seidel smoothing
(V-cycle, one pre- and one post-smoothing step) using a hierarchy of four tetrahedral
meshes (L = 3) created by local refinement on the basis of weighted residual-type a
posteriori error estimators. The error estimator consists of weighted element residuals
η2T,1 := αT,1 h
2
T ‖∇×(µ−1r ∇×Eh)− κ2εrEh‖20,T , T ∈ Th(Ω),
η2T,2 := αT,2 h
2
T ‖κ2 ∇·εrEh‖20,T , T ∈ Th(Ω),
and weighted face residuals
η2F,1 := αF,1 hF ‖[ν×(µ−1r ∇×Eh]F ‖20,F , F ∈ Fh(Ω),
η2F,2 := αF,2 hF ‖κ2 [ν·(εrEh)]‖20,F , F ∈ Fh(Ω),
η2F,3 := αF,3 hF ‖g1,h − (ν×Eh)×ν‖20,F , F ∈ Fh(Γ1),
η2F,4 := αF,4 hF ‖g2,h −
(
ν×(µ−1r ∇×Eh)− iκ λ ν×Eh
)
‖20,F , F ∈ Fh(Γ2),
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where [·, ·]F stands for the jump across interior faces. We have chosen different weights
αT,k, 1 ≤ k ≤ 2, and αF,k, 1 ≤ k ≤ 4, for the element and face residuals in the
regions around the transmitter antenna and the receiver antennas to ensure a proper
resolution, since the electric field is significantly smaller in the vicinity of the receiver
antennas. The initial coarse triangulation of the computational domain is shown
in Figure 4.4. Figure 4.5 shows the adaptively refined mesh on the metallic mandrel
around the coils of the transmitter antenna (left) and in the region around the aperture
(right). We observe a pronounced local refinement in these regions. Figure 4.6 displays
the computed electric field Eh (left) and the computed magnetic induction Bh (right)
in a vicinity of the transmitter antenna along with the adaptively refined mesh. The
fields are restricted to the recess around the coils and, as expected, rapidly decay off
the transmitter antenna.
Fig. 4.5. Adaptively refined mesh on the mandrel around the coils of the transmitter antenna
(l.) and around the aperture (r.)
5. Numerical Simulation of Piezoelectrically Actuated Surface Acous-
tic Waves (SAW). Piezoelectric materials are able to generate an electric field in
response to an applied mechanical stress which is called the direct piezoelectric effect.
The reverse piezoelectric effect is the generation of a mechanical stress and strain
under the influence of an applied electric field. The origin of both effects is related
to an asymmetry in the unit cell of a piezoelectric crystal which causes a change in
the polarization density. It can be observed only in materials with a polar axis (cf.,
e.g., [30, 42]). Here, we are interested in the simulation of piezoelectrically actuated
surface acoustic waves [33, 34] with applications in signal processing [28, 31, 40, 46]
and life sciences [5, 6, 32, 60, 61].
In piezoelectric materials, the stress tensor σ depends linearly on the electric field E
according to a generalized Hooke’s law
σ(u,E) = c ε(u) − eE . (5.1)
Here, u denotes the mechanical displacement vector and ε(u) := (∇u + (∇u)T )/2
stands for the linearized strain tensor. Moreover, c and e are the symmetric fourth
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Fig. 4.6. Computed electric field (l.) and magnetic induction (r.) in a vicinity of the trans-
mitter antenna
order elasticity tensor and the symmetric third order piezoelectric tensor. Since the
frequency of the applied electromagnetic wave is small compared to the frequency
of the generated acoustic wave, a coupling can be neglected. Moreover, the electric
field is irrotational. Consequently, it can be expressed as the gradient of an electric
potential Φ according to E = −∇Φ. Since piezoelectric materials are nearly per-
fect insulators, the only remaining quantity of interest in Maxwell’s equations is the
dielectric displacement D which is related to the electric field by the constitutive
equation
D = ²E + P , (5.2)
where ² is the permittivity of the material and P stands for the polarization. In
piezoelectric materials, the polarization P is linear, i.e., there holds
P = e ε(u) . (5.3)
We assume that the piezoelectric material with density ρ > 0 occupies some rectan-
gular domain Ω with boundary Γ = ∂Ω and exterior unit normal ν such that
Γ = ΓE,D ∪ ΓE,N , ΓE,D ∩ ΓE,N = ∅ ,
Γ = Γp,D ∪ Γp,N , Γp,D ∩ Γp,N = ∅ ,
where ΓE,D is a rectangular subdomain of the upper boundary of Γ and ΓE,N :=
Γ \ ΓE,D. Given boundary data ΦE,D on ΓE,D, the pair (u,Φ) satisfies the following
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initial-boundary value problem for the piezoelectric equations
ρ
∂2u
∂t2
− ∇·σ(u,E) = 0 in Q := Ω× (0, T ) , (5.4a)
∇·D(u,E) = 0 in Q , (5.4b)
u = 0 on Γp,D , ν·σ = σν on Γp,N , (5.4c)
Φ = ΦE,D on ΓE,D , ν·D = Dν on ΓE,N , (5.4d)
u(·, 0) = 0 , ∂u
∂t
(·, 0) = 0 in Ω . (5.4e)
These equations have to be completed by the constitutive equations (5.1),(5.2) and
(5.3). Assuming time periodic excitations ΦE,D(·, t) = Re
(
ΦˆE,D exp(− iωt)
)
such
that ΦˆE,D ∈ H1/2(ΓE,D), we are looking for time harmonic solutions
u(·, t) = Re (u(·) exp(− iωt) ) , Φ(·, t) = Re (Φ(·) exp(− iωt) ) .
This leads to a saddle point problem for a Helmholtz-type equation which in its weak
form amounts to the computation of (u,Φ) ∈ V × W , where V0 := H10,Γp,D (Ω)3
and W := {ϕ ∈ H1(Ω) | ϕΓE,D = ΦˆE,D}, such that for all v ∈ V and ψ ∈ W0 :=
H10,ΓE,D (Ω)
a(u,v) + b(Φ,v) − ω2ρ (u,v)0,Ω = `1(v) , (5.5a)
b(ψ,u) − c(Φ, ψ) = `2(ψ) . (5.5b)
Here,
H10,Γp,D (Ω)
3 := {v ∈ H1(Ω)3 | v|Γp,D = 0},
H10,ΓE,D (Ω) := {ψ ∈ H1(Ω) | ψΓE,D = 0},
and the sesquilinear forms a(·, ·), b(·, ·), c(·, ·) and the functionals `1 ∈ V∗, `2 ∈ W ∗
are given by
a(v,w) :=
∫
Ω
c ε(v) : ε(w¯) dx , b(ϕ,v) :=
∫
Ω
e∇ϕ : ε(v¯) dx ,
c(ϕ,ψ) :=
∫
Ω
²∇ϕ · ∇ψ¯ dx ,
`1(v) := 〈σn1 ,v〉p,N , `2(ψ) := 〈Dn1 , ψ〉E,N ,
with 〈·, ·〉p,N , 〈·, ·〉E,N denoting the dual pairings between the associated trace spaces
and their dual spaces, respectively.
The saddle point problem (5.5a),(5.5b) satisfies the assumptions of Theorem 3.1 of
section 3. Hence, if ω is not an eigenvalue of the associated eigenvalue problem, there
exists a unique solution (u,Φ) ∈ V ×W .
We have performed numerical simulations of SAWs for plates of length L, width
W , and height H such that Ω1 := (0, L)×(0,W )×(0,H) with Γp,D := [0, L]×[0,W ]×
{0}. As the piezoelectric material we have assumed Lithiumniobate (LiNbO3). Table
5.1 contains the elasticity tensor c, the piezoelectric tensor ε, the electric permittivity
tensor ², and the density ρp of this material.
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Table 5.1
Piezoelectric material moduli (Lithiumniobate LiNbO3)
Elast. tensor c11 = c22 c12 c13 = c23 c14 = −c24 = c56 c33 c44 = c55 c66
1010 N
m2
20.3 5.3 7.5 0.9 24.5 6.0 7.5
Piezoel. tensor e15 = e24 e22 = −e21 = −e16 e31 = e32 e33
C
m2
3.7 2.5 0.1 1.3
Permitt. tensor ²11 = ²22 ²33 Density ρp
10−12 F
m
749.0 253.2 103 kg
m3
4.63
The IDT has been positioned at the top of the plate, i.e., ΓE,D := [L1, L2] ×
[W1,W2]×{L}, and has been assumed to operate at a frequency ω/(2pi) = 100MHz
thus generating SAWs of wavelength λ = 40µm. In order to control the finite element
error appropriately, following [39] we have chosen an initial mesh of mesh length
h .
√
λ3.
For a plate of length L = 1.2mm, width W = 0.6mm, height H = 0.6mm, and
ΓE,D := [0.2, 0.4]× [0.1, 0.5]×{1.2}, Figure 5.1 (left) shows the computed amplitudes
of the electric potential wave for the longitudinal section [0, 1.2]× {0.3} × [0, 0.6].
Fig. 5.1. Amplitudes of a surface acoustic wave (100 MHz) (l.) and bulk wave (200 MHz) (r.)
As can be clearly seen, the SAWs are strictly confined to the surface of the
piezoelectric material with a penetration depth of approximately one wavelength as it
is required for their application in nano-pumps for SAW driven microfluidic biochips.
The SAW velocity is 4.0 · 103m/s. In contrast to this, Figure 5.1 (right) displays a
typical bulk wave generated by an IDT operating at a frequency of 200 MHz which
ia a wave configuration useful for applications in telecommunications (cell phones).
For a simplified test case from [32], Table 5.2 and Table 5.3 reflect the convergence
histories of the iterative schemes without and with the BPX-type preconditioner.
Table 5.2
Number of iterations and CPU-time (in seconds) for SC-CG and BICGSTAB/GMRES without
using a preconditioner
Level SC-CG BICGSTAB GMRES
time iter time iter time iter
3 0.15 74 0.10 65 0.14 17
4 1.4 148 0.75 137 1.7 56
5 29 311 7.6 324 32 206
6 440 872 75 678 530 758
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Table 5.3
Number of iterations and CPU-time (in seconds) for SC-PCG and BICGSTAB/GMRES with
a block-diagonal preconditioner
Level SC-PCG PBICGSTAB PGMRES
time iter time iter time iter
5 2.5 48 1.1 33 1.2 6
6 12 52 5.2 39 5.9 7
7 70 55 23 41 25 7
8 290 57 92 44 100 8
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