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We consider the linear difference equation where A is the forward difference operator with unit spacing, i.e., AUj= Uj,l -"j.
(1)
Equations of the form (1) arise in discretizing a second-order linear differential equation to solve it numerically. We will. consider the asymptotic behavior of solutions of (1).
The following theorem is well known (see, e.g., [1, 2] ). Here we *till show that (1) has solutions satisfying (3) and (4) if the series c"jpj converges conditionally, provided that the rate of convergence is sufficiently rapid. Moreover, our results improve on Theorem 1 in the case where (2) holds, in that they provide estimates of yi,~ and L&y,,, r'= 1,2, as n + =.
Throughout this paper we will write z, = O(q,) when we mean that heorem is our main result. Since the left-hand side of (12) converges as M + 00, it follows that lim M _,J@.,+ 1 = 0, and therefore 00
Hence, 30
and consequently (8) holds (with 8 = 0) for any nonincreasing sequence {p,}. Therefore, (2) implies the assumptions of Theorem 1. However, the assumptions of Theorem 1 do not imply (2) (see Examples 8 and 9). It is straightforward to verify that if y , is a sequence such that 
Then the sequence y,, = 1 + h In satisfies (13) and therefore (1) and (3). Motivated by this, we will obtain a sequence h, which satisfies (15) as a fixed point of the transformation v = Z'?z, where
We will show that T is a contraction mapping of a certain Banach space into itself, and h, will essentially be the unique sequence left fixed by T. for j > n + 1. Therefore, the convergence of the series in (8) implies that we can let M + 00 in (24) and conclude that z, exists and satisfies (22).
To obtain (23) we note from (21) 
These inequalities and (25) imply (23). q
We can now complete the Groof of Theorem 2. Because of (6) and (8) 
II Lh II < Y II h II (26)
for each h in EN. Now consider the mapping u = Th, where h E ZN. From (16) and (21), u = f + Lh; therefore, since f E &, T also maps ZN into itself. Moreover, if h, and h, are in SYN, then we can see from (26) that
IITh,-Th,II=IILh,-Lh,lkyIIh,-h,II.
Hence, T is a contraction of ZN and therefore there is a unique sequence h, in &, such that Th, =h,. Now y, = 1 + h 1 satisfies (1) for n > N + 1; moreover, since h 1 E ZN, y 1 also satisfies (9) and (10). Although y,, is so far defined only for n 2 IV, it can obviously be continued backward to n = 0 by either (1) or (13). This completes the proof of Theorem 2. 
NOW (34 and (35) imc!y that
From (9), (29) 
