



























En este mundo en que vivimos, la gran cantidad de datos que se generan y pasan por                                 




y cuenta con un sistema de inserción de datos por donde pasan todas las lecturas de los                                 
diferentes contadores energéticos, de agua y gas. 
 
En este proyecto veremos la transformación de este sistema Monolítico de inserción de                         
datos, en uno totalmente nuevo con la misión de reparar los fallos que tiene el sistema                               
antiguo. 
 
El objetivo del proyecto es mostrar el diseño y desarrollo de los diferentes módulos que                             
forman el sistema distribuido orientado a los servicios, el despliegue del sistema en los                           
entornos de trabajo y las herramientas de monitorización en tiempo real. 
 














En aquest món en què vivim, la gran quantitat de dades que es generen i passen per els                                   




i compta amb un sistema d'inserció de dades per on passen totes les lectures dels                             
diferents comptadors energètics, d'aigua i gas. 
 
En aquest projecte veurem la transformació d'aquest sistema Monolític d'inserció de                     
dades, en un totalment nou amb la missió de reparar els errors que té el sistema antic. 
 
L'objectiu del projecte és mostrar el disseny i desenvolupament dels diferents mòduls                       
que formen el sistema distribuït orientat als serveis, el desplegament del sistema en els                           
entorns de treball i les eines de monitorització en temps real. 
 






















In this world in which we live, the large amount of data generated and pass through the                                 




and it has a data entry system through which pass all readings of different energy                             
meters, water and gas. 
 
This project will see the transformation of this monolithic system of inserting data in                           
entirely new one with the mission to repair the faults that have the old system. 
 
The aim of the project is to show the design and development of different modules that                               
form the distributed system oriented services, deployment of the system in working                       
environments and real­time monitoring tools. 
 




































































La gran cantidad de información que se mueve por el mundo actualmente, provocado                         
por la globalización y el crecimiento de internet, producen que compañías no puedan                         
ignorar el grave problema que implica no desarrollar y adaptar su software al ritmo que                             
imponen los negocios. 
 
Por eso la implementación de sistemas y aplicaciones que fueron desarrolladas para                       
correr en una plataforma en específico, deben pasar a un ambiente distribuido y                         
heterogéneo. 
 




● Poca fiabilidad, debido al diseño con el cual está implementado el sistema es                         


















La gran cantidad de datos que hay, junto a las diferentes tecnologías que permiten el                             









1: Diseño e implementación de distintos módulos e interfaces de conexión que                       
conforman el proceso de inserción de datos masivos, como parte del equipo de                         
desarrollo y de la mano del equipo de administración de sistemas. 












































● Consistencia: ​mantener que el estado global del sistema siga igual incluso si un                         
módulo se haya caído 
● Problema de red: ​la red de interconexión entre los modulos puede ser una                         
fuente de problemas para el sistema. 





años se genera constantemente a partir de cualquier actividad que implique el uso de la                             
informática de alguna forma. 
 
I​mplementar una solución alrededor de Big Data implica la integración de diversos                       
componentes y proyectos que en conjunto forman el ecosistema necesario para analizar                       
grandes cantidades de datos. 
 
Es decir hacer uso de herramientas que están construidas para ser ejecutadas en                         




Bottle, Uwsgi y Nginx son herramientas utilizadas para levantar pequeñas y sencillas                       
aplicaciones web en python.  
Bottle es un wsgi(web server gateway) web framework, bastante liviano y simple,                       
utilizado para codificar pequeñas apps web. Las apps hechas en Bottle son single                         
thread server, asi que no son aconsejables subirlas a producción ya que generaría un                           
cuello de botella importante.  
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Para resolver este problema aparece Uwsgi. Es una aplicación encargada de levantar,                       
configurar y mantener aplicaciones web, como en nuestro caso hechas en bottle. Es                         
bastante eficiente y liviano dado que está programado en c.  
En sistemas que tienen un gran número de peticiones, es aconsejable tener un Nginx                           
por delante de la aplicacion uwsgi, para asi tener una mayor contención de la carga de                               
datos. 
Nginx es un servidor web bastante liviano y sencillo, que este caso haría de proxy                             
redireccionando todas las peticiones hacia la aplicacion web levantada con uwsgi. 




Rabbitmq es un servidor de intercambio de mensajes, con su sistema de colas                         
almacena los mensajes que llegan de los emisores, los almacena a la espera de que                             










Apache Storm es un sistema distribuido de computación en realtime, libre y de código                           
abierto.Realiza de manera fácil y eficiente el procesado en tiempo real de flujo de datos. 
 
Storm es en real time lo que hadoop es en procesos batch.Es rápido, escalable, tiene                             











Storm Cluster es donde se levanta una topología storm. Hay dos clases de nodos que                             
forman parte de un Cluster, el master y los workers. 
El nodo master levanta un daemon llamado nimbus que es el encargado de distribuir el                             
trabajo entre los workers y controlar el estado de ellos por si hay algún fallo. 
Los nodos worker corren un demonio llamado Supervisor. Este demonio escucha el                       
trabajo que le asigna el nimbus y levanta los procesos correspondientes según el trabajo                           








Y finalmente toda la coordinación que hay entre el nimbus y los supervisors está en                             
manos del Zookeeper. El nimbus y los supervisors son stateless, es decir todo el estado                             












Los spouts son la fuente donde se generan los streams de datos. Generalmente estos                           





Todas las tareas que se realizan en un topología son programadas dentro de los bolts.                             
Los bolts pueden realizar funciones, filtrar datos, comunicarse con un servicio externo                       
(Base de datos, api, etc) y mas. 
 
Los streams que entran por un bolt son procesados y remitidos a un siguiente bolt con                               
una estructura diferente. Cada vez que un bolt termina de procesar un Stream este                           





Todas las tareas son ejecutadas por los spots y bolts dentro de una topología. Cada                             








Topologías se ejecutan a través de uno o varios procesos workers. Cada proceso                         
worker es una máquina virtual Java y ejecuta un grupo de todas las tareas dentro de la                                 
topología. Si hay 300 tareas en paralelo dentro de la topología, cada worker ejecutará 6                             










MongoDB es una Base de Datos NoSql de tipo documental que nos provee un alto                             
rendimiento, alta disponibilidad y escalado automático. 
Mongo es de tipo documental, lo que quiere decir que la estructura de los datos que                               












Redis es un motor de base de datos de tipo clave/valor,esto quiere decir que ​El modelo                               
de datos de Redis se basa en la estructura de datos del tipo diccionario o tabla de                                 
hashes que relaciona una llave a un contenido almacenado en un índice. La principal                           






Redis normalmente guarda la información en la memoria RAM.Se puede hacer que los                         
datos sean persistentes de 2 formas, una es hacer snapshots (capturas), aunque no                         
seria realmente durable ya que estos son asincrónicos al transferir la memoria al disco                           
cada cierto tiempo. Desde la versión 1.1 la mejor alternativa es usar un archivo del tipo                               
appendonly gracias a un sistema de Journaling el cual escribe en este archivo cada                           
modificación que se realice sobre los datos en memoria pudiendo regenerar los datos.                         
Esto genera un costo en el rendimiento, pero se puede configurar de 2 formas, ​always​,                             




Locust es una herramienta distribuida encargada de realizar test de carga sobre                       
aplicaciones para poder averiguar cuántos usuarios de manera concurrente pueden                   
atacar la aplicacion. Normalmente utilizado para realizar pruebas sobre aplicaciones                   
web. 
Locust es una herramienta hecha en python, así que los escenarios deben estar                         
programados en el lenguaje python. El interaccion de cada usuario lanzado por locust                         
responde a lo programado en el escenario. 







Jenkins es un software de Integración continua open source escrito en Java. Está                         
basado en el proyecto Hudson y es, dependiendo de la visión, un fork del proyecto o                               
simplemente un cambio de nombre. 
Jenkins proporciona integración continua para el desarrollo de software. Es un sistema                       
corriendo en un servidor que es un contenedor de servlets, como Apache Tomcat.                         
Soporta herramientas de control de versiones como CVS, Subversion, Git, Mercurial,                     
Perforce y Clearcase y puede ejecutar proyectos basados en Apache Ant y Apache                         




Ansible es una plataforma de software libre para configurar y administrar computadoras.                       
Combina instalación multi­nodo, ejecuciones de tareas ad hoc y administración de                     
configuraciones. Adicionalmente, Ansible es categorizado como una herramienta de                 
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orquestación.​1 Maneja nodos a través de SSH y no requiere ningún software remoto                         
adicional (excepto Python 2.4 o posterior para instalarlo. Dispone de módulos que                       



























































Como podemos observar la antigua arquitectura del sistema de inserción estaba basada                       








Viendo la gran cantidad de tareas que realiza cada worker, mezclado con la complejidad                           
de algunas de ellas y el tiempo que tarda en realizar peticiones a servicios externos, nos                               




Por eso, partiendo de este software, teniendo en cuenta lo que hace y los                           
inconvenientes que tiene, se empezó a diseñar un nuevo sistema de inserción de datos                           






Teniendo como punto de partida el antigua sistema de inserción, se diseñó una nueva                           





Como podemos observar en la imagen, la nueva arquitectura cuenta con un mayor                         
número de modulos producto de la división de las funcionalidades del anterior sistema. 
 
Como novedad podemos apreciar que el módulo Frontend anterior a sido dividido en                         
dos modulos, Frontend y Frontend Cache. Tambien aparecen dos nuevos modulos que                       
son el Dispatcher y el Maintainer.  
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Como parte central tenemos una instancia de una topología Storm, donde podemos                       
apreciar los diferentes componentes que la forma.  
 
Y para finalizar, aparece el sistema de alertas, que antes formaba parte del módulo                           





El módulo frontend es la puerta de entrada de los datos al sistema de inserción, tanto en                                 
la antigua arquitectura como en la nueva, su función es la de recibir los datos de los                                 
contadores y publicarlos a las colas del RabbitMQ. 
Anteriormente el Frontend era una aplicación rest hecha en bottle, que recibía los datos                           
a traves de la llamada ​http://insert.dexcell.com/insert­json.htm en la cual la informacion                     
estaba en el body de la trama http. El mensaje llegaba estructurado en un documento                             
json, en donde venía toda la información de la lectura o lecturas del contador energético. 
Con el nuevo Frontend, se ha heredado gran parte del codigo del antiguo, y se le han                                 
aplicado los siguientes cambios: 
­Seguridad y Autenticación por Token 
En el nuevo Frontend, se pedirá como parámetro en la llamada rest el token que                             
identifica el concentrador que está mandando este mensaje. Con esto descartamos con                       
mayor rapidez aquellos mensajes que no son lecturas de contadores registrados en el                         
DEXCell. 
Ademas de recibir el token como parametro se pide tambien el id del concentrador que                             








Con cada llamada entrante se establece una conexión con el Rabbit para publicar los                           
mensajes en la cola correspondiente. En el anterior frontend no existía un control sobre                           
las conexiones establecidas con el rabbit y a medida que llegan un mayor número de                             
llamadas, al mismo momento, se genera un número de conexiones mayor que el                         
sistema operativo puede soportar, así esto generaba la pérdida de datos, debido a falta                           
de recursos del sistema. 
El nuevo frontend cuenta con un pool de conexiones, esto quiere decir que como                           
máximo el módulo generará ‘N’ número de conexiones consecutivas hacia el rabbit. Así                         
tendremos un control sobre los recursos generados por el módulo y evitaremos errores                         
por falta de ellos. 
Para poder generar un pool de conexiones se cambió la librería encargada de crear y                             
gestionar las conexiones al Rabbit. En el frontend antiguo estaba la librería Pika,                         
bastante utilizada para establecer conexiones con el rabbit, pero en la misma                       
documentación lo dice que “en procesos multithread no es posible utilizar la misma                         
instancia de conexión en todo los threads”.  
La librería Kombu es la utilizada en el nuevo frontend para establecer comunicación con                           




Cada vez que un mensaje entra, el frontend debe obtener información del concentrador                         
que envía los datos, para poder validar los parámetros de autenticación y también saber                           
a que cola del Rabbit debe publicar la información.  
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Esto implicaba que por cada mensaje , el frontend debe conectarse a base de                           
datos(Postgresql) y obtener la información del concentrador. El tiempo que implicaba                     
esta acción era muy elevado, así que se puso un redis por delante para que haga el                                 
trabajo de memoria caché.  
Por eso anteriormente el frontend realizaba dos tareas concurrentes, una era la de                         
procesar los mensajes de entrada y la segunda era la de conseguir y actualizar la                             
información de todos los concentradores que estaban registrados en el DEXCell en el                         
Redis. 
Al tener un módulo con dos tareas, imposibilitaba el poder hacer replicación de este                           
componente, así que se separaron estas funcionalidades como dos modulos                   







 El módulo frontend cache es el encargado de obtener y actualizar el Redis con                           
información de los diferentes concentradores registrados en el DEXCell. 
Como ya se habia dicho anteriormente este módulo formaba parte de una funcionalidad                         
del módulo Frontend.  
No obstante al nuevo módulo tiene algunas diferencias respecto a la anterior                       
funcionalidad. 
La primer diferencia es que la información de los diferentes concentradores se la obtiene                           
realizando una llamada a la API Rest interna que tiene la empresa, a diferencia de                             
conectarse directamente a la base de datos Postgres. Con esto se quiere lograr un                           
mayor control de las conexiones a la base de datos haciendo que otra entidad se                             
encargue de gestionar esto. 
 
Luego otra diferencia está en los datos almacenados en el redis, en ellos estan los                             
tokens de los diferentes concentradores para poder verificar la autenticación en el                       
momento de recibir la llamada, que antes no lo hacía.   
 
Con este módulo conseguimos quitarle complejidad al código y comportamiento del                     
Frontend así como la posibilidad de poder replicarlo. 
4.3 Gestion de Colas 
Anteriormente,en el sistema de inserción antiguo, la distribución de colas entre los                       
workers se realizaba de la siguiente manera:   
En el RabbitMQ habia un numero limitado de colas(20) en donde se almacenaba la                           






El proceso encargado de levantar los workers dentro de un host traía de la base de                               
datos postgres la información de un grupo de colas del Rabbit y la guardaba dentro de                               
una estructura de datos en memoria. Así cada worker dentro de una misma máquina,                           
llamaba un método interno que cogía una cola de la estructura de datos y la entregaba                               
para que empiece a ser consumida. Cada worker en un host distinto consumía de un                             
rango de colas distinto, ya que una cola solo podía estar siendo consumida por un solo                               
worker a la vez. 
Este funcionamiento tenias muchas deficiencias, como ser: 
● Retrasos en la inserción de datos, porque al tener una cola almacenando                       
información de diferentes clientes, podía darse el caso que un cliente envíe más                         
datos que otros con los que comparte la cola, esto provocaba que un worker este                             
mayor tiempo procesando mensajes de un solo cliente, retrasando la inserción de                       
datos de los demás 
● Si un proceso moria, habia colas que estarian sin ser consumidas por un tiempo                           
hasta que el proceso sea levantado de nuevo 
● Dificultar al escalar el sistema, porque al levantar workers en un nuevo host era                           
necesario reagrupar las colas en el postgres y resetear las cache de los demás                           
procesos. 
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Por eso en el nuevo sistema de inserción se ha externalizado esta funcionalidad,                         






El módulo dispatcher, es un micro servicio, encargado del control y distribucion de las                           
colas del rabbit, basándose en el estado de las colas y de estrategias de entrega. 












El estado de las colas está almacenado en una colección de la base de datos mongodb,                               











Con la llamada ​/queue/next el dispatcher entrega la siguiente cola a ser consumida,                         
teniendo en cuenta la estrategia de entrega que se esta utilizando. El dispatcher va al                             
mongo y pide una cola que esté no esté siendo consumida en ese momento(IDLE),                           
ademas de otros criterios que lo determina la estrategia.  






Toda cola luego de ser consumida debe ser devuelta, para que así pueda ser entregada                             
a otro consumidor. Con la llama ​/queue/<id>/release el consumidor devuelve la cola al                         
dispatcher, pasando como parámetro por la url, el identificador de la cola en cuestión.                           
Con esta llamada, esa cola pasa a de estar en  estado WORKER a estado IDLE. 
La entrega de cola también se puede realizar al momento de pedir una nueva cola,                             
pasando como parámetro en el body de la llamada http el identificador de la cola. 
Bloquear cola: 
Con la llamada /queue/<id>/pause, el dispatcher bloqueara una cola para que no sea                         
consumida por ningún worker, el identificador de la cola viene como parámetro de                         




Con la llamada /queue/<id>/unpause, el dispatcher desbloqueara una cola que estaba                     
anteriormente bloqueada, así podrá ser dada a los consumidores para que su contenido                         
sea procesado. 
Parar Dispatcher: 
Con la llamada /stop el dispatcher deja de ofrecer su servicios a los                         
consumidores(Entregar Colas), así sin la necesidad de matar el proceso el dispatcher                       
deja de entregar colas, solo se permite devolverlas.  
Arrancar Dispatcher: 
Con la llamada /start el dispatcher puede volver a entregar colas como siempre a los                             
consumidores. Levanta el servicio previamente parado. 
Ver Estatus: 
Con la llamada /queue/status el dispatcher devuelve el estado de todas las colas                         
almacenadas en base de datos. 
Estrategias de Entrega  
Las estrategias de entrega son criterios que deciden que cola se debe entregar en cada                             
momento. Según el estado en que están y la estrategia con la que está trabajando el                               
dispatcher, la cola entregada puede ser diferente en un momento específico. Las dos                         
estrategias con las que actualmente está trabajando el dispatcher son: 
FIFO 
Esta estrategia es la más común y simple que hay en todo sistema de gestión de                               














Así siguiendo este orden el dispatcher decide que colas dar y el rendimiento del                           
sistema subirá 
Otras posibles estrategias  
De momento solo hay dos, pero en el futuro se está pensando programar más                           






Los spouts, elementos de la topología storm, son los encargados de consumir datos de                           
las colas del rabbit , e introducirlos dentro de la topología para que sean procesados. 
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Los spouts carecen de información acerca de las colas del rabbit por eso necesitan                           
preguntarle al dispatcher sobre que cola deben consumir. La interacción entre los spouts                         
y el dispatcher es la siguiente: 
● Los spouts hacen la llamada http://dispatcher­host­url/queue/next pidiendo por               
una cola para consumir. 
● El dispatcher recibe la llamada y va a la base de datos,obtiene el identificador de                             
una cola según la estrategia que está usando y retorna el identificador en la                           
respuesta http. 
● El spout recibe el identificador y empieza a consumir mensajes de la cola hasta                           
haber consumido un número N de mensajes o hasta dejarla totalmente vacía. 
● Y finalmente el spout pide una nueva cola usando la llamada anterior, solo que                           












Aunque sea muy pocas aquí hay algunas desventajas de tener el dispatcher                       
gestionando las colas: 
● El tiempo de entrega dependerá mucho del número de consumidores que están                       
pidiendo colas, ya que todas las peticiones tienen un punto final en común que es                             
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Módulo encargado de gestionar toda la información acerca de las colas del Rabbit.                         
Realizando ciertas tareas mantiene actualizada la información de las colas en la Base                         
de datos MongoDB. 
Anteriormente esta función no existía ya que los datos eran introducidos manualmente a                         
una base de datos, al igual que la creacion de colas en el rabbitmq. 
Esto era posible porque el número de colas era pequeño(20), y estas colas recibían                           
información de diferentes cuentas de usuarios.  
La desventaja de esto era que si una cuenta enviaba una gran cantidad de datos a una                                 
cola, esto provocaba un retraso en la inserción de datos de otras cuentas que enviaban                             
menos datos.  









En esta tarea el maintainer pregunta, haciendo uso de la Api interna de la empresa, por                               
todas los identificadores de las cuentas que existen y su estado(Activado o                       
Desactivado). Luego con cada identificador verifica si existe la información de la cola en                           
el mongodb. En caso que no, la crea y crea la cola en el rabbit asignando como id el                                     




En esta tarea el maintainer pregunta al Rabbit, a través de su API, información de todas                               




Puede darse el caso que una cola no sea devuelta nunca, es decir si un consumidor                               
pide una cola, pero por razones desconocidas reinicia su estado o se cae y vuelve a                               
levantarse, esa no será devuelta y nunca volverá a ser entregada por el dispatcher. 
Para evitar eso, el maintainer controla el tiempo que una cola puede estar siendo                           




En esta tareas el maintainer busca toda la colas que tenga el flag de eliminada activado                               






El comportamiento del dispatcher depende mucho del trabajo del maintainer, ya que                       
cada una de las tareas afecta a la estrategia que está utilizando el dispatcher. 
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La estrategia LRU del dispatcher depende mucho de algunas tareas que realiza el                         
maintainer para conseguir información sobre las colas, una de ellas es saber que colas                           
tienen mensajes y cuáles no. 
Por esta razón el dispatcher está constantemente verificando cual es el estado del                         
maintainer, si esta vivo o no enviando mensajes y esperando una respuesta. 
En caso que no haya respuesta del maintainer, el dispatcher cambia la estrategia en la                             





Anteriormente las notificación de alertas era la última tarea que realizaba un worker al                           
procesar un mensaje, y consistía en ver si el concentrador al que pertenecía el mensaje                             
tenía una alerta configurada en la aplicacion DEXCell.  
En caso de no tener una alerta configurada, el procesado del mensaje terminaba ahí y                             





Esta funcionalidad era muy penalizadora a nivel de tiempo, y perjudicaba bastante la                         
velocidad de inserción en general , así que se decidió separar el codigo de toda esa                               






En el nuevo sistema de inserción, la parte de procesar las alertas se ha externalizado,                             
creando un aplicacion totalmente independiente a la topología Storm. 
El código se ha heredado totalmente del antiguo sistema y se ha creado una aplicacion                               
externa. Y a esto se le ha añadido una arquitectura nueva por delante, encargada de                             
comunicar  la salida de la topología storm y la aplicacion de alertas. 
En esta nueva arquitectura sobresalen dos componentes nuevos que son el servidor                       
RabbitMQ y el Notificador de alertas 
El rabbitMQ se encargará de almacenar en una cola todas las notificaciones de alertas                           
publicados por el último bolt de la topología storm. 
El “Notificador de Alertas” es un proceso encargado de recoger las notificaciones de las                           
colas y entregarlas a la aplicaciones de alertas las cuales se encargaran de procesarlas.  
En el mongodb se guarda toda la información respecto a la configuración de las alertas,                             
los aplicaciones(endpoints) a la cuales deben ser mandadas las notificaciones de las                       
alertas y datos acerca de la conexión hacia la aplicacion(URL,Metodos Http,etc).  
Actualmente solo existe la aplicación de alertas que se ha heredado del anterior                           






En este apartado hablaremos de las fases por la que cada uno de los modulos                             












Etapa en la cual abarca desde el comienzo del ciclo de vida del módulo, hasta la                               
obtención de una primera versión del código. En esta fase se lleva a cabo la                             
implementación del los modulos. 
Test Unitarios 
Test utilizados para tener un cierto grado de seguridad de saber que lo que se ha                               
implementado funcione. Cada módulo del sistema cuenta con su set de test unitarios,                         









































En esta apartado hablaremos de la manera en la cual desplegamos todos los modulos                           
almacenados en el repositorio, en los entornos de preproducción y producción.  
6.1 Despliegue de los modulos 








En cada despliegue, se descarga el código perteneciente a la última versión subida al                           
repositorio software. 
Configuracion Uwsgi 
Uwsgi es el servicio elegido para poder iniciar las aplicaciones, ya que no solo se                             
encarga de levantar y construir la aplicacion web, si no que también se encarga de                             
supervisar el estado de la aplicacion en todo momento. 
Partiendo del punto de que ya tenemos instalado de antemano esta herramienta en el                           
entorno de trabajo, es necesario editar un fichero(.ini o .xml), en donde se especifica                           
todos  los  parámetros necesarios para que esta herramienta construya la aplicacion. 




































master = con esto decimos que la aplicacion sera un solo proceso master que se                             
encargará de gestionar los workers. 
worker­reload­mercy = Tiempo que tienen los worker para finalizar una petición antes                       
de morir.  
vacuum ​= Indicamos que en caso de reiniciar la aplicacion, todas las conexiones                         
abiertas deben ser cerradas. 
 
Actualmente Uwsgi entiende los protocolos Http,FastCGI, CGI y finalmente uno llamado                     
Uwsgi. El protocolo con mejor rendimiento es el Uwsgi, así que la aplicacion estara                           
esperando llamadas Uwsgi. 
Las peticiones que se recibirán son Http, así que es necesario poner una capa más por                               
delante, encargada de realizar la traducción del protocolo Http a Uwsgi. 
Servidor web Nginx 


















En el siguiente fichero podemos observar como todas las peticiones que llegaran por el                           
puerto 80 son redirigidas por el puerto 3031 con otro protocolo, en este caso uwsgi. 




Jenkins y Ansible son las Herramientas utilizadas para automatizar todos los pasos para                         
el despliegue de los modulos del sistema en los entorno de preproduccion y produccion. 
La manera que llevamos a cabo el despliegue de los modulos es la siguiente: 






Los scripts de ansible se encuentran almacenados en una máquina remota y de la                           
ejecución de estos se hará cargo el sistema de integración continua, jenkins. 
2. La aplicacion web del jenkins corre en un servidor web apache tomcat que está en la                                 
mism máquina donde se encuentran los scripts de Ansible. 
Para evitar tener que ejecutar los scripts de ansible manualmente, hacemos uso de                         










Luego de seleccionar este parámetro, se realiza la tarea que se encargará de ejecutar                           
el script Ansible, que recibiendo como parámetro el entorno(Preproduccion y                   
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Produccion), ejecutara todo el despliegue y todos los pasos mencionados con                     
anterioridad.   
 
Jenkins nos ofrece una terminal online, en la cual podremos ver todos los pasos que                             
















Las herramientas de monitorización son aquellas que nos ayudan a entender el                       
comportamiento del sistema, así como poder detectar posibles anomalías que puedan                     
ocurrir en alguna parte de la arquitectura del sistema. 








El administrador del frontend es una interface web que se creó para monitorizar los                           
mensajes que pasan por este módulo. 
En la página principal podemos observar estadísticas sobre el número de mensajes que                         
el frontend ha procesado en total, por horas, por semanas, por meses. 
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También podemos ver una tabla con todos los concentradores que envían datos al                         
sistema. En esta tabla veremos estadisticas del numero de mensajes que llegan                       










El servidor rabbitmq nos ofrece una aplicacion web, en el cual podemos monitorizar                         
todas las colas existentes, así como el número de mensajes que contienen cada una de                             
ellas. 
Esta herramienta nos ayuda a verificar muchas cosas, como ser la velocidad de                         
publicación y consumo que hay, el número de colas que hay creadas( Deben coincidir                           
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La aplicacion web del rabbit nos muestra todas las colas existente en el sistema,                           
ademas de mostrarnos el número de mensajes que contienen. 
Con esta pantalla podemos determinar si la creacion de colas esta funcionando o ver                           
que colas estan siendo consumidas o no. 
 
Ademas de esto rabbit nos brinda graficos en el cual podemos apreciar la velocidad de                             





En esta página vemos dos gráficas, una muestra el número de mensajes que hay y                             
hubo en el sistema. Y el otro nos muestra tanto la velocidad de consumo, como la de                                 
publicación. 
Con estas gráficas nos damos cuentas de la velocidad con la que se estan insertando                             















Los modulos del sistema, al ser aplicaciones independientes, generan sus propios                     
ficheros logs, donde registran todos y cada una de los eventos que realizan en todo                             
momento. 
Lo malo es que al tener distribuido toda esta información en diferentes máquina, se hace                             
































Una vez tenemos el sistema de inserción trabajando en el entorno de producción,                         
recibiendo datos de los diferentes clientes de la empresa, es imposible saber como se                           




De momento solo contamos con las interfaces web del rabbit ,el administrador del                         
frontend o la interfaz web de storm para tener una visión de que esta pasando, pero no                                 
es suficiente. 
 












Para determinar lo bien que responde los modulos a diferentes niveles de uso, se                           
realizaron pruebas de carga sobre los modulos frontend y dispatcher para poder saber a                           
partir de que número de llamadas concurrentes empiezan a ver fallos, como ser                         




El frontend es la puerta de entrada al sistema de inserción, por eso es importante saber                               
hasta que punto el módulo puede aguantar peticiones concurrentes.  
Se realizaron pruebas de carga, para saber que tan rápido y fiable es el módulo, y a                                 
partir de que punto es necesario escalar para evitar la pérdida de datos. 
Utilizando la herramienta locust hecha en python, se programaron escenarios para                     




En este test se realizaron pruebas para saber el tiempo que toma en procesar una                             
petición, según el número de mensajes que tenga para insertar. 



















En las pruebas podemos ver que con 3000 lecturas introducidas en una misma llamada,                           
se tarda menos de un segundo en ser insertados en el Rabbit. 
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En este test se ha simulado la petición de colas y se ha calculado el tiempo medio que                                   
tardan en entregarlas, según el número de consumidores concurrentes. 





















En la realidad no se espera tener muchos consumidores de entrada pidiendo colas para                           
trabajar, pero era necesario saber el rendimiento del dispatcher, con un número de                         
consumidores razonable(1­12). 
































































































Dispositivo  Cantidad  Precio Unitario  Precio proporcional 
(5 meses) 
Ordenador Portatil  1  900 €  125 € 
Ordenador Torre  4  700 €  388 € 
Maquinas Remotas  14  60 € al mes  4,200€ 




























Software  Unidades  Precio  Precio Total(5   
meses) 
Ide Pycharm  2  0 €  0 €  
Assembla  1  24  €/mes  120 € 
MongoDB  3  0 €  0 € 
Postgresql  2  0 €  0 € 
Redis  2  0 €  0 € 
SO Ubuntu 14.04  4  0 €  0 € 






Assembla sería la única herramienta que se contratará, alquilando una cuenta para                       
poder gestionar los repositorios subversion que se tiene así como la planificación de las                           
tareas mediante un sistema de tickets. 



















Totalº        156000  € 
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El equipo de trabajo contará con un director de proyecto que será el responsable de la                               
direccion del proyecto. Se estima que el tiempo de horas que esté involucrado serán de                             
120 horas en total. 
 
Luego el equipo de desarrollo contará contará con cuatro personas, tres desarrolladores                       
y una persona de sistema. 







  Cantidad  Consumo(kwh)  precio/Kwh  Total 
Consumo 
Energetico 







  Trabajadores  Superficie  Precio/m2  Total(5 
meses) 







Como costes imprevistos se considerarán un posible fallo en unos de los pc torres                           
durante el periodo de realización del proyecto para el cual se estimará un coste de                             
reparación de unos 200€. Asi como algun alquiler de una o mas maquina a hetzner que                               



































Se ha logrado, con éxito, el desarrollo de los diferentes modulos que forman parte del                             
nuevo sistema de inserción de datos. 
 
Cada uno de los modulos cumplen los objetivos planteados al principio del proyecto, que                           
son los siguientes: 
 
Modularidad​, Sistema compuestos por modulos totalmente independientes y               
distribuidos en diferentes maquinas. 
 
Mejora del rendimiento​, visto los test de carga del frontend y dispatcher, los tiempos                           
de ejecución de sus funcionalidades fueron óptimos. El nuevo frontend mostró tiempos                       
menores a los del anterior.  
 
Replicacion y escalabilidad​, los modulos se han desarrollado para que sean                     
totalmente replicables y escalables, todos los modulos son escalables a nivel aplicacion                       
pero no a nivel de base de datos. 
 
Detección de Fallos, la monitorización es una parte importante en todo sistema                       
distribuido. Actualmente el sistema cuenta con la interfaz web para ver los mensajes que                           
entran por el frontend, la web que nos brinda rabbitmq para ver las colas,los ratios de                               
publicación y consumo, y los diferentes ficheros logs de cada modulo. 
Pero estas herramientas no son suficientes para tener una visión total de los modulos                           
del sistema, asi que se han planteado mejoras como ser la recolección de métricas y                             
centralizar los mensajes logs de cada módulo en un solo lugar. 
 
 
 
67 
13.Bibliografia 
 
[1] Apache Storm 
https://storm.apache.org/ 
[2] RabbitMq  
https://www.rabbitmq.com/ 
[3] Bottle Python 
http://bottlepy.org/docs/dev/index.html 
[4]Nginx 
http://nginx.com/ 
[5]Uwsgi Tutorial 
https://uwsgi­docs.readthedocs.org/en/latest/ 
[6] Ansible Tutorial 
http://www.ansible.com/home 
[7]Jenkins Official Doc 
https://jenkins­ci.org/ 
[8] Pika Documentation 
https://pika.readthedocs.org/en/0.9.14/ 
[9] Kombu Documentation 
https://pypi.python.org/pypi/kombu 
[10]Redis Db 
http://redis.io/documentation 
[11] MongoDb 
https://www.mongodb.org/ 
[12]Scrum 
http://www.desarrolloweb.com/manuales/metodologias­agil­desarrollo­software.html 
[13] Computación distribuida 
http://www.sc.ehu.es/acwlaalm/sdi/introduccion­slides.pdf 
 
68 
