A product relative error estimation method for single index regression model is proposed as an alternative to absolute error methods, such as the least square estimation and the least absolute deviation estimation. It is scale invariant for outcome and covariates in the model. Regression coefficients are estimated via a two-stage procedure and their statistical properties such as consistency and normality are studied. Numerical studies including simulation and a body fat example show that the proposed method performs well.
Introduction
Relative errors are invariant under scale transformation of outcome and covariates in regression models, and are robust against outliers [1, 2] . Hence, relative error-based methods are more of concern in many applications as an alternative to absolute error methods, such as the least square estimation and the least absolute deviation estimation. About studies of the relative errors on both of theoretical and application viewpoints, please refer to [1] [2] [3] [4] [5] and therein references. For example, [1] and [2] proposed the least absolute relative error estimate (LARE) and the least product relative error estimate, respectively, for a multiplicative linear regression model. The LARE criterion was used to build a local least absolute relative error estimation method for a partially linear multiplicative model ( [5] ). A relative error-based change point estimation approach was proposed in [6] .
Most of the previous studies on the relative errors, however, are built for multiplicative linear regression models and partially linear multiplicative models. Single index models are more flexible compared to linear models and are widely used in many fields such as medicine and econometrics. To the best of our knowledge, estimation approaches for single index models are mostly built on the absolute error in the literature, details please referring to [7] [8] [9] [10] [11] [12] [13] [14] and therein references. Hence, a relative-error based approach for single index models is much desired, especially when the relative error is more of concern in the analysis of financial data and survival data.
Since output (response) variable is generally positive when relative error is of concern, following [1, 2] for the linear regression model, it generally considers the following multiplicative single index model,
where Y i is response variable with positive value, X i is a p-vector of explanatory variables, β is unknown p × 1 vector of regression parameters, g is a unknown link function and ε i is error term with positive value. For identifiability of parameter estimation, it is often assumed that β = 1 and the rth component of β is positive, where · stands for the Euclidean metric. For model (1.1), two types of relative errors: one relative to the response and the other relative to the predictor of the response, can be constructed as
and
Only using one of the relative errors can lead to biased estimation [1] . Thence, in this paper we propose the least product relative error (LPRE) criterion,
A two-stage estimation procedure for β and g(·) is developed based on the LPRE criterion, which has the unit-free or scale-free property. As in [2] , the LPRE method also possesses certain robustness. We also study asymptotic properties such as consistence and normality of the proposed estimation. Numerical studies including simulation and a body fat data analysis demonstrate that the proposed approach has better or comparable performance than the least square method.
The rest of the paper is organized as follows. For model (1.1), Section 2 introduces LPRE estimation approach and studies asymptotic properties of the proposed estimators. Numerical studies including simulation and a real data application are conducted in Section 3. Technical proofs of main theorems are collected in Appendix.
Methodologies
Suppose (X i , Y i ), i = 1, ..., n, are independent identically distributed (iid) from model (1.1). By simple algebraic computation, the LPRE criterion (1.2) is rewritten as
Since the link function g is unknown, an estimator of β 0 can not be obtained directly via minimizing (2.1) with respect to β. Instead, we propose a twostage estimation procedure to estimate g(·) and β.
Two-stage estimation procedure
Firstly, the unknown link function g(·) and its derivative g ′ (·) are estimated simultaneously by a local linear smoother method ( [15] ). For a fixed β, let estimators of g(z) and g ′ (z) beĝ(z; β, h) =â andĝ ′ (z; β, h) =b, respectively, whereâ andb are minimizers of the weighted sum of squares
where K h (·) = K(·/h)/h is a symmetric kernel function and h = h n is the bandwidth. By Taylor expansion of (2.1) with respect to log Y i − g(X τ i β), the LP RE(β) has the second order term
where
, and
Remark It is well known that convergence rate of the estimator ofĝ(z) is slower than that of the estimator of g(z) if the same bandwidth is used, which leads to a slower convergence rate ofβ than root-n. Following [11] and [16] , h and h 1 take different values,
whereĥ opt is the optimal bandwidth ofĝ from GCV. Estimator of β 0 is built as follows. For the identifiability of parameter estimation, we assume that β = 1 and β r > 0 for β = (β 1 , . . . , β p ) τ . Let β (r) = (β 1 , . . . , β r−1 , β r+1 , . . . , β p ) τ after removing the rth component in β. The delete-one-component [17] used here is to transfer the restricted estimation function to the unrestricted estimation in the Euclidean space R p−1 . Then β can be reparametrized as
< 1, and β is infinitely differentiable in a neighborhood of β
The Jacobian matrix of β with respect to β
is defined as
where 
It follows from (2.4) and (2.6) that D(β) = D(β(β (r) )). Thus, minimizing D(β) with constraints β = 1 and β r > 0 is equivalent to minimizing D(β(β (r) )) without constraints. Taking the first derivative of D(β) with respect to β(β (r) ), we obtain an estimation equation for β,
Denote solution of (2.7) byβ (r) . From the transformation of (2.4), we obtain an estimator of β 0 , sayingβ.
Algorithm
For an initial value of β 0 , denoted byβ which can be obtained from the existing methods for the single index model, such as the minimum average variance estimator (MAVE).
Step 1: Obtain an estimatorĝ(z;β, h) of g from (2.2).
Step 2: Letĝ(X τ i β) =ĝ(X τ i β;β, h). Solving (2.7) gives an estimatorβ of β 0 . Then updateβ =β.
Step 3: Repeat Steps 1 and 2 until some convergence criteria satisfies.
To solve (2.7), an iteratively Newton-Raphson algorithm is employed in this paper, that isβ =β + Jβ(r)B
Main theorems
Letβ andĝ * be the final estimators of β 0 and g, wherê
The following two Theorems show asymptotic properties ofβ andĝ * .
Theorem 2.1. Suppose that conditions C1-C6 given in the Appendix hold, then
as n → ∞,
are defined in condition C6.
Theorem 2.2. Under conditions C1, C2(i), C3(i), C4 and C5 in Appendix, and β
where A is defined in C1(i). Furthermore with bandwidth h = O(n 1/5 ), we have sup
Numerical studies

Simulation studies
Simulation studies are conducted to evaluate performance of the proposed estimation method (saying LPRE). Data are generated from the following model
, the covariate X is from multivariate normal distributions N(0, I 3 ), and I p is identity matrix with rank p. We consider three different error distributions: log(ε) ∼ N(0, 1) and uniform distribution U(−2, 2); and ε follows the distribution with density function, f eff (x) = c exp(−x − x −1 + 2 − log x)I(x > 0), where c = 0.5941 is the normalization constant. Under f eff (x), the LPRE estimator is efficient. Sample size n takes 50 and 100. All results are based on 500 replications.
For comparison, we also consider a linear LPRE estimation (Linear) with criterion function
and the least square estimation (LS) with criterion function
Averages of estimation error (EE) and mean squared errors (MSE) of the estimatedβ
are computed to assess the accuracy of estimateβ. And average squared error (ASE)
is used to measure performance ofĝ. Table 1 presents averages of bias (Bias), standard error (SE) and rootmean-square error (RMSE) of estimateβ, and Table 2 shows EE and MSE forβ, and ASE forĝ. Since Linear does not involve the function g, Table 2 does not list ASE for Linear. From Tables 1 and 2 , Linear has the largest Bias, SE, RMSE, EE and MSE. Biases are close to 0 for LS and LPRE. However, LPRE has smaller or comparable SE, RMSE , EE, MSE and ASE than LS. Under normal errors, LPRE has comparable performance than LS. But for uniform errors and f eff (x), LPRE performs better compared to LS.
Real data example
The proposed method is applied to a body fat data which aims to study relationship between percentage of body fat (response Y ) and other measurement indices such as body mass index (BMI=weight/height 2 , x 1 ), chest (x 2 ), hip (x 3 ), circumference of the skinfold measurements neck (x 4 ), age (x 5 ), abdomen (x 6 ), thigh (x 7 ), knee (x 8 ), ankle (x 9 ), biceps (x 10 ), forearm(x 11 ) and wrist (x 12 ). There are 252 observed subjects. Deleting two possible outliers (case number 42 and 183) one with response Y = 0 and one with unreasonable measurement of neck, the left 250 samples are partitioned into two parts: the first 200 samples to build the model (1.1) and the last 50 ones to test the fitted model.
Due to bad performance of the method Linear in simulation studies, we only present results of parameter estimation in Table 3 for the methods LS and LPRE. In Table 3 , p-value is calculated with 1 − Φ(|β j /ŝ j |) for estimator β j of the jth component of β 0 , whereŝ j is the estimated standard deviation forβ j and Φ(·) is the cumulative distribution function of the standard normal distribution. The variance estimation from the methods LS and LPRE are obtained by bootstrap approach. We can see that these 2 methods identify some common variables with same estimated directions, such as BMI, age, abdomen, thigh and wrist, when nominal significance level is 0.05. However, for knee and ankle, parameter estimates from LPRE have positive values while those for LS are negative, although they are not significantly equal to 0. The LPRE shows that the percentage of body fat becomes greater as knee and ankle are larger, while the LS provides the opposite effect. Performance of prediction from LS and LPRE is measured by four different median indices: median of absolute prediction errors {|Y i −Ŷ i |} (MPE), median of product relative prediction errors Table 4 lists results of MPE, MPPE, MAPE and MSPE. We can see that the proposed method LPRE has smaller MPE, MPPE, MAPE and MSPE, compared to the absolute error method LS. 
Conclusion
For the multiplicative single index model, we use the two-stage procedure to propose a relative error estimation approach which is invariant in scale of the response and the covariate variables. The asymptotical properties: consistency and normality of the resulting estimators, are provided. Simulation studies show that the relative error methods have comparable or better performance on estimations of the regression coefficients and the link function, compared to the least square estimation.
(ii) The density function f β (·) of X τ β is positive and satisfies a Lipschitz condition of order 1 for β in a neighborhood of β 0 . Further, β has a positive and bounded density function f β 0 (·) on its support T . C2 (i) The second derivative of function g is bounded and continuous.
(ii) l s (·) satisfies Lipschitz condition of order 1, where l s (·) is the sth component of l(·), where l(z) = E(X|X τ β 0 = z), 1 s p. C3 (i) The kernel K is a bounded, continuous and symmetric probability density function, satisfying
} is a positive definite matrix, where
is defined by (2.5);
Conditions C1 -C4 are commonly used in studies of single index model. C5 and C6 are conditions for relative errors, which guarantees the asymptotic normality of parameter estimator. Lemma 4.1. Suppose that conditions C1-C4 and C5(i) hold. We then have
If in addition, C5(ii) also holds, then we have
Proof. Proof of Lemma A.1 is similar to that of Lemma 4 in [11] . We omit it here. 
So we only need to proof sup
. By Lemma A.1 and by the law of large numbers we obtain
We can show that
Substituting (A.6)-(A.9) to R 1 (β (r) ), we prove sup
(ε i + ε Proof of Theorem 2.1 This follows from arguments similar to the proof Theorem 2 of [11] and is omitted.
