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Notaciones
x Ana´lisis determin´ıstico de sen˜ales (alfabeto latino)
x(t) Sen˜al variable en t
x(tk) Valor de la sen˜al en el argumento tk
xk Valor puntual de la sen˜al x(t); elemento de un conjunto
{xk : k = 1, . . . , N} Serie o secuencia de valores
||x|| Norma de x
x˙(s) Primera derivada en s
x[k] Sen˜al discretizada (base normalizada de tiempo)
xk(t) Trayectoria k de la sen˜al x(t)
ǫ Error de observacio´n
λ Exponente de Lyapunov
τ Tiempo de retardo
ak, bk Coeficientes de regresio´n lineal
F (x) Funcio´n de medicio´n
m Dimensio´n de correlacio´n
H Exponente de Hurst
E Entrop´ıa espectral
D2 Dimensio´n de correlacio´n
DE Dimensio´n eucl´ıdea
Θ Funcio´n de Heaviside
c(ǫ) Suma de correlacio´n
K Entrop´ıa de Kolmogorov
G Valor cr´ıtico de Grubbs
CA Coeficiente de asimetr´ıa
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Resumen
Para este proyecto, se utilizan varias herramientas matema´ticas, se adecu´an
otras y finalmente se definen algunas nuevas. Desde el punto de vista e´tico
y cient´ıfico, estas presunciones implican una necesidad de conocer una base
mı´nima de la estructura de la herramienta matema´tica generadora.
Las te´cnicas de dina´mica no lineal son aquellas que permiten extraer in-
formacio´n oculta de las sen˜ales y deducir el orden subyacente que ocultan
feno´menos aparentemente aleatorios. A diferencia del ana´lisis lineal, e´sta afirma
que las entradas aleatorias no son las u´nicas fuentes posibles de irregularidad en
la salida de un sistema, ya que un principio importante es la reconstruccio´n del
atractor perteneciente a cada serie de tiempo y su ana´lisis a partir de te´cnicas
fractales.
Este estudio propone el uso de te´cnicas de dina´mica no lineal sobre sen˜ales
extra´ıdas de las bases de datos de la Universidad Polite´cnica de Valencia (UPV )
y del Instituto de Te´cnicas de Masachussets (MIT −BIH). Se parte de la no
estacionariedad de las sen˜ales adquiridas y se tiene en cuenta para su proce-
samiento toda la informacio´n contenida en la trama del registro, adema´s aporta
al proceso de ana´lisis las estructuras multivariadas.
Con el objeto de caracterizar dina´micas discriminantes se desarrollo´ una
metodolog´ıa basada en te´cnicas fractales como son: la entrop´ıa espectral, el
diagrama de Poincare, el exponente de Hurst, el ma´ximo exponente de Lya-
punov y la dimensio´n de correlacio´n, en la deteccio´n de zonas cerebrales y de
1
LISTA DE TABLAS 2
patolog´ıas card´ıacas. As´ı, el documento consta de la descripcio´n de las bases
de datos, sus fundamentos de representacio´n y estimacio´n, la descripcio´n de los
me´todos a implementar para la seleccio´n efectiva de caracter´ısticas y por u´ltimo
una identificacio´n de patolog´ıas en los casos de sen˜ales electrocardiogra´ficas y
aquellas procedentes de microelectrodos de registro.
Las tasas de acierto alcanzadas, utilizando la metodolog´ıa desarrolladas,
fueron del orden del 80.00% o superiores para el caso de las sen˜ales ECG y
MER aplicando algoritmos bayesianos para esta evaluacio´n.
Y por lo tanto se puede concluir que las te´cnicas de dina´mica no lineal
ayudan a la deteccio´n de patolog´ıas y distincio´n entre zonas dentro de las series
de tiempo analizadas, ya que permiten tomar en cuenta la dina´mica intr´ınseca
de las sen˜ales, revelando estructuras no lineales que capturan la representacio´n
discriminante.
Abstract
For this project, several mathematical tools are used, others are adapted and
finally some new ones are defined. From the ethical and scientific point of view,
these presumptions imply a necessity to know a minimum base of the structure
of the generating mathematical tool.
The techniques of nonlinear dynamic are those that allow to extract hid-
den information from the signals and to deduce the underlying order that they
hide phenomena apparently random. Unlike the lineal analysis, this one affirms
that the random inputs are not the only possible sources of irregularity in the
outputs of a system, since an important principle is the reconstruction of the
phase space pertaining to each series of time and its analysis from technical
fractals.
This study proposes the use of techniques of nonlineal dynamic on extracted
signals of the Polytechnical University of Valencia (UPV ) and of the Institute
of Techniques of Masachussets (MIT −BIH) data bases. It starts with the no
stationary state of the acquired signals and It is consider for its processing all
the information contained in the plot of the registry, in addition it contributes
to the analysis process of the multivariate structures.
With the intention of characterizing discriminate dynamics a methodology
based on technical fractals was developed as they are: the spectral entropy, the
Poincare´ diagram, the Hurst exponent, the largest Lyapunov and the correla-
tion dimension in the detection of brain zones and cardiac pathologies. Thus,
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the document consists of the description of the data bases, its foundations of
representation and estimation, the description of the methods to implement for
the effective selection of characteristics and finally an identification of patholo-
gies in the cases of electrocardiographic signals and those coming from micro-
electrodes of registry.
The rates of success reached, using the developed methodology, were of the
order of the 80.00% or superior for the case of ECG andMER signals applying
bayesian algorithms for this evaluation.
And therefore it is possible to conclude that the techniques of nonlineal
dynamics help to the detection of pathologies and distinction between zones
within the series of time analyzed, since they allow taking into account intrin-
sic dynamics from the signals, revealing nonlineal structures that capture the
discriminate representation.
Parte I
Introduccio´n
5
1. Motivacio´n
Este trabajo es fruto del intere´s por parte de su autor en el estudio de las
te´cnicas de dina´mica no lineal de sen˜ales y su inquietud en estudiar de forma
clara y precisa informacio´n oculta dentro de las series de tiempo que pueden
tener relevancia para realizar un diagno´stico de una forma ma´s eficiente y se-
gura.
La capacidad de predecir un estado futuro, dado uno presente, es uno de los
pilares del conocimiento cient´ıfico. El conocimiento de la ley de evolucio´n de
un sistema puede inducirnos a concluir que su comportamiento para cualquier
tiempo es posible de predecir. Sin embargo, en la naturaleza, se observan sis-
temas que se comportan de manera totalmente contraria. Actualmente, a este
tipo de sistemas se los denomina sistemas dina´micos no lineales, los cuales pre-
sentan problemas cuando poseen muchos grados de libertad, ya que se dificulta
manejar la enorme cantidad de informacio´n requerida para una detallada des-
cripcio´n del sistema, adema´s, presentan una alta sensibilidad a las condiciones
iniciales, es decir, que dada una cierta condicio´n inicial, es muy dif´ıcil predecir
co´mo se va a comportar el sistema luego de un tiempo Varga and Ghenzi (2000).
El Caos es una teor´ıa del “proceso” ma´s que del “estado”, del “devenir”
ma´s que del “ser”. Se trata de estudiar el peculiar comportamiento de ciertos
sistemas dina´micos. Desde el punto de vista de la Ingenier´ıa y, en general, de
las ciencias aplicadas para cambio de pensamiento, la teor´ıa del Caos ha de
ser entendida como una nueva herramienta de ana´lisis que permite al te´cnico
afrontar problemas hasta ahora inabordables o dif´ıcilmente analizables por la
estad´ıstica Subias (1991).
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Las te´cnicas de dina´mica no lineal son aquellas que permiten extraer in-
formacio´n oculta de las sen˜ales y deducir el orden subyacente que ocultan
feno´menos aparentemente aleatorios. Desde el punto de vista pra´ctico, al
encarar algu´n problema “dina´mico” especialmente intrincado, se ha de saber
reconocer la aute´ntica firma del Caos. Es decir, se debe discernir entre un
comportamiento cao´tico determinista de otros feno´menos aleatorios de natu-
raleza estoca´stica. Para ello se dispone de la refinada herramienta matema´tica,
producto del trabajo de investigadores como Grassberger y Procaccia, que per-
mite identificar la dina´mica cao´tica y extraer las primeras conclusiones sobre
la topolog´ıa del sistema en estudio Dubois (1987).
El paso siguiente es la elaboracio´n del modelo matema´tico para la simu-
lacio´n por ordenador. Una vez hecho esto, se dispone de sofisticados me´todos
matema´ticos y algor´ıtmicos para extraer conclusiones y hacer ca´balas, u´tiles
por dema´s, sobre la evolucio´n temporal del sistema Dubois (1987); Rasband
and Sons (1990).
Hoy en d´ıa es ampliamente estudiado el ana´lisis de dina´micas no lineales
en diversos campos, como son el campo de la f´ısica, procesos fisiolo´gicos, la
Ingenier´ıa, la Medicina, la Biolog´ıa o la Economı´a Gleick and Barral (1988).
Es de real importancia su uso ya que dentro de los procesos de reconocimiento
de patrones, se obvian caracter´ısticas importantes dentro de los sistemas.
1.1 Pertinencia
Los me´dicos deben identificar los s´ıntomas que sirvan de referentes para definir
la normalidad o anormalidad asociada a posibles enfermedades. La identifi-
cacio´n se realiza a trave´s de la percepcio´n con los sentidos, en ocasiones con
mediacio´n de instrumentos que facilitan juzgar sobre el grado de normalidad o
anormalidad de los diferentes estados funcionales del organismo.
En este proceso se tienen varias limitaciones: alta subjetividad cuando so´lo
se interpreta por un me´dico, imposibilidad de almacenamiento y re´plica para
un futuro ana´lisis en caso de requerir una asesor´ıa de mayor precisio´n en el diag-
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no´stico y en las decisiones terape´uticas. De ah´ı que, en ocasiones se requiera de
equipos y ayudas de tecnolog´ıa para mejorar la calidad de las decisiones cl´ınicas.
El desarrollo de los me´todos para el procesamiento digital de sen˜ales biome´-
dicas, permite el acceso a herramientas de ana´lisis basadas en las te´cnicas de
dina´mica no lineal, las cuales tienen en cuenta la influencia de la multitud de
grados de libertad que se presentan en la actividad card´ıaca y cerebral.
A diferencia del ana´lisis lineal, el cual atribuye el comportamiento irregular
de un sistema a la naturaleza aleatoria de la sen˜al de entrada, la teor´ıa del Caos
afirma que las entradas aleatorias no son las u´nicas fuentes posibles de irregu-
laridad en la salida de un sistema Garc´ıa (2004b); Germa´n Castellanos (2005).
En las sen˜ales ECG y MER particularmente se presentan comportamientos
anormales, por lo que e´stas sera´n objeto de nuestro estudio.
1.1.1 Sen˜al ECG
El ECG es una representacio´n gra´fica de la actividad ele´ctrica del corazo´n, que
ofrece informacio´n acerca del estado del mu´sculo card´ıaco, donde la arritmia
se muestra como una sen˜al anormal de baja frecuencia, dif´ıcilmente detectada
antes que lleguen a ser casos extremos a la hora de realizar un diagno´stico
Aguirre et al. (2001). En el ana´lisis de la variabilidad del ritmo card´ıaco se
observan complejidades que no son lineales, por lo tanto trata´ndolo como un
sistema no lineal se pueden obtener datos importantes de la dina´mica del sis-
tema A´vila (2003). Adema´s, ha sido ampliamente estudiada en cuanto a la exis-
tencia de determinismo no lineal en el comportamiento ele´ctrico del corazo´n
Berraondo et al. (2001); Carvajal et al. (2002).
Las enfermedades card´ıacas son una de las principales causas de mortalidad
y morbilidad en la sociedad moderna, por lo cual, cualquier avance en las
te´cnicas de diagno´stico y tratamiento de enfermedades card´ıacas, contribuye no
solo al apoyo en el ana`lisis y tratamiento de estas enfermedades, sino tambie´n
a la comprensio´n de la dina´mica card´ıaca y sus feno´menos subyacentes.
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1.1.2 Sen˜al MER
Haciendo uso de las sen˜ales MER la enfermedad de Parkinson se puede de-
tectar. Esta enfermedad se caracteriza fundamentalmente por un deterioro
de las funciones motoras, consistente en rigidez articular, dificultad para los
movimientos y temblor; esto debido a un deterioro celular en la sustancia reti-
cular compacta que conlleva a una pe´rdida de la capacidad de producir dopam-
ina Victor and Romper (2002). La estimulacio´n cerebral profunda puede ser
aplicada al ta´lamo, al pa´lido o al nu´cleo subtala´mico. El e´xito de estas cirug´ıas
depende del acierto del neurofisio´logo al inferir en que´ zona se encuentra el
microelectrodo que se usa para realizar la estimulacio´n.
Ya que estos tipos de sen˜ales son no estacionarias debido a la presencia de
potenciales de accio´n, se hace muy compleja la deteccio´n de cada una de las
zonas, adema´s por definicio´n, la informacio´n contenida en las sen˜ales biolo´gicas
tiene una estructura que depende fuerte y no linealmente de numerosos aspectos
biolo´gicos Rangayyan (2002), es decir, la sen˜al biolo´gica no es el resultado de la
suma de sus componentes Carvajal et al. (2002). Se han usado otras te´cnicas
basadas en wavelets Hasegawa (2004) o te´cnicas de spike sorting Luczak and
Narayanan (2005a), las cuales au´n no son contadas como solucio´n del problema
Quiroga et al. (2004).
1.2 Impacto
Una caracter´ıstica que comparten los sistemas biolo´gicos es su naturaleza dina´-
mica lo cual origina que la mayor´ıa de las sen˜ales exhiban un comportamiento
estoca´stico y no estacionario Rangayyan (2002), es decir, que cambia con el
tiempo. Las metodolog´ıas propuestas en otros estudios pueden omitir infor-
macio´n importante y relevante en los sistemas analizados, en consecuencia, la
metodolog´ıa expuesta en este trabajo busca, mediante herramientas de ana´lisis
no lineal, la deteccio´n de informacio´n oculta e importante en los sistemas lo
que permitira´ dar un soporte exacto en el diagno´stico final.
Por otra parte, el impacto social es fuerte debido a que en la poblacio´n
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mundial cada vez son mas las personas que sufren de enfermedades mortales al
no obtenerse un ana´lisis confiable y veraz a tiempo, muchas veces por falta de
equipos que puedan ayudar al me´dico en el diagno´stico. Por cada 100.000 habi-
tantes hay aproximadamente 100 casos de enfermedad de Parkinson, mientras
que 7 de cada 10 personas deben someterse a un examen del corazo´n (elec-
trocardiograma) debido a fallas que se han presentado en su organismo. Para
estos casos debe garantizarse la exactitud de los datos en las sen˜ales tomadas
en cada caso, ya que a partir de ellas se diagnosticara´ si la persona presenta las
patolog´ıas mencionadas, por lo cual, los avances en las te´cnicas de diagno´stico
y tratamiento estos, contribuye no solo al apoyo exacto del diagno´stico de las
patolog´ıas, sino tambie´n a un recurso social para aquella poblacio´n que no tiene
acceso a especialistas en estas a´reas.
1.3 Viabilidad
Actualmente, es necesario puntualizar el creciente intere´s de los investigadores
por el comportamiento de las series de tiempo, donde es posible contemplar
la aparicio´n de no linealidades y caos por la interaccio´n de agentes con dife-
rentes esquemas de formacio´n. Una de las caracter´ısticas ma´s importantes del
movimiento cao´tico es la enorme sensibilidad ante una pequen˜a variacio´n en
las condiciones iniciales del movimiento, lo cual implica que, en la pra´ctica, sea
imposible hacer predicciones despue´s de un cierto tiempo, a pesar de que el
movimiento se rige por una ecuacio´n determinista y no existe ninguna influen-
cia externa de tipo aleatorio o estoca´stico.
Las series de tiempo observadas contienen informacio´n acerca del proceso
que genero´ dicha serie, por lo que es de suma importancia utilizar la dina´mica
contenida en el sistema para inferir sobre la dina´mica desconocida de la sen˜al.
Para esto, se realiza la reconstruccio´n de las trayectorias que surgen de los sis-
temas analizados que tienden a concentrarse en una regio´n finita o acotada del
espacio (atractor).
En contraste con los me´todos tradicionales, el ana´lisis no lineal trata de
conservar las propiedades de la dina´mica subyacente. Esto permite nuevas he-
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rramientas para el diagno´stico y clasificacio´n de las sen˜ales, demostrando que en
muchas situaciones una correcta aplicacio´n de las dina´micas no lineales brinda
nuevas perspectivas de rendimiento.
Dado que las dina´micas no lineales permiten una caracterizacio´n de los
datos por grupos de observaciones, se puede esperar una distincio´n entre dos
grupos de datos; pero dado que esta distincio´n va ma´s alla´ de fluctuaciones
estad´ısticas, debe ser confirmada por una muestra de prueba. Adema´s, un de-
tallado ana´lisis dina´mico ayuda a detectar mecanismos fisiolo´gicos y rechazar
modelos simplificados o realistas para procesos y trastornos.
Como se menciono antes, la aplicacio´n de me´todos no lineales a datos proce-
dentes de medidas fisiolo´gicas esta au´n ampliamente inexplorado. Se tiene
que los datos fisiolo´gicos contienen una estructura compleja, no linealidades y
tiempo de retardo en bucles comunes a ellas. Adema´s, es un gran reto adoptar
estos me´todos y aplicarlos en este campo.
Sen˜ales ECG
Las series de tiempo electrocardiogra´ficas han sido ampliamente estudiadas
con te´cnicas de dina´mica no lineal, ya que se ha demostrado que ellas cuen-
tan con complejidades no lineales; por lo tanto trata´ndolo como un sistema no
lineal se pueden obtener datos importantes de la dina´mica del sistema A´vila
(2003); Berraondo et al. (2001); Carvajal et al. (2002). Dentro de los trabajos
que se han realizado se destacan los realizados por:
B. Giraldo contribuye al diagno´stico automa´tico de arritmias card´ıacas
basado en el co´digo Minnesota (1996) Giraldo (1996).
Felice M. Roberts, Richard J. Povinelli, Kristina M. Ropilla, obtienen un
clasificador de arritmias por medio de distribuciones probabil´ısticas de los atrac-
tores con un desempen˜o del 83% (2001) Roberts et al. (2001).
Mohamed I. Owis, Ahmed H. Abou-Zied, Abou-Bakr M. Youssef, Yasser
M. Kadah, obtienen un clasificador de arritmias por medio de los exponentes
de Lyapunov y las dimensio´n de correlacio´n (cinco tipos diferentes, 2002) Owis
et al. (2002).
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T. Koshino et. Al. Realizan un ana´lisis fractal y perio´dico de la variabilidad
del ritmo card´ıaco en el feto de una oveja (2003) Koshino et al. (2003).
M. Oro´zco clasifica las arritmias card´ıacas usando transformada wavelet y
te´cnicas de reconocimiento de patrones (2003) Orozco (2003).
Tom Froese obtiene un clasificador de arritmias por medio de redes neu-
ronales con desempen˜o del 99.6% usando wavelets, y 95.9% con wavelet db6
(2004) Froese (2004).
Ai. Kitlas et. Al. usan me´todos no lineales para analizar la variabilidad
card´ıaca (2005) Kitlas et al. (2005).
Todder, Bersudsky y Cohen analizan la variabilidad del ritmo card´ıaco para
medir el desorden bipolar usando el ma´ximo exponente de Lyapunov, la en-
trop´ıa de Shannon y los mapas de Poincare (2005) Todder et al. (2005).
Moraru et. Al. investigan los efectos de la isquemia en la variabilidad del
ritmo card´ıaco usando te´cnicas no lineales (2005) Moraru et al. (2005).
Sen˜ales MER
En este tipo de sen˜ales se cuenta con muy pocos estudios que muestren
resultados eficaces haciendo uso del ana´lisis no lineal. Esto se debe a que la
dina´mica inherente al comportamiento cerebral preserva informacio´n no lineal
determinista que no es destruida por otros agentes emisores biolo´gicos y que
dificulta el ana´lisis de estos sistemas. Sin embargo dentro de los trabajos im-
portantes se pueden contar con:
W. Klonowski et. Al. aplicaron la teor´ıa del caos y el ana´lisis fractal a
las sen˜ales EEG para pacientes con desorden afectivo (1999) Klonowski et al.
(1999).
Jesu´s Ferna´ndez, Francisco del Pozo y Robin A´lvarez hacen un ana´lisis usan-
do la teor´ıa de caos para las sen˜ales provenientes de microelectrodos de registro
con el fin de determinar el nivel de alerta de un individuo (2006) Ferna´ndez
et al. (2006).
2. Planteamiento del problema
En las sen˜ales no estacionarias 1D hay diversas patolog´ıas que pueden llegar a
ser graves ya sea en pacientes o en sistemas que se analicen, como en las sen˜ales
provenientes de microelectrodos de registro o electrocardiogra´ficas. Algunas de
las patolog´ıas presentes en estas sen˜ales 1D son la arritmia card´ıaca y la enfer-
medad de Parkinson respectivamente.
La arritmia card´ıaca es una alteracio´n del ritmo card´ıaco fisiolo´gico, provo-
cada por una alteracio´n del sistema normal de conduccio´n ele´ctrica del corazo´n,
que se muestra como una sen˜al anormal de baja frecuencia en el corazo´n,
dif´ıcilmente detectada antes de que llegue a ser un caso extremos a la hora
de hacer el ana´lisis. Mientras que, por otra parte, la enfermedad de Parkin-
son requiere de una cirug´ıa que puede comprender el trasplante de ce´lulas
dopamine´rgas de la me´dula adrenal o la implantacio´n de un neuro-estimulador
en el cerebro del paciente. Para realizar la cirug´ıa se inserta un microelectrodo,
el cual registra la actividad neuronal de la regio´n cerca a su punta. La sen˜al
es amplificada y filtrada para visualizarla en un osciloscopio y es puesta en un
parlante para que un neurofisio´logo a partir de la forma de onda y de los sonidos
producidos por las descargas de potenciales de accio´n, determine en que regio´n
del cerebro se localiza este. El procedimiento depende de la experiencia del
neurofisio´logo por lo que su ana´lisis no es del todo confiable.
En los u´ltimos an˜os se han propuestos nuevos me´todos para el ana´lisis de
series de tiempo que suponen que la dina´mica del sistema analizado es no li-
neal. La aplicacio´n de estad´ısticas de orden superior ha conseguido poner en
evidencia el grado de no linealidad de los sistemas que afectan el sistema en
cuestio´n.
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En el ana´lisis de estas sen˜ales se observan complejidades que son no lineales
y que permanecen ocultas debido a su grado de aleatoriedad y baja frecuencia,
pero que son representativas ya que contienen informacio´n relevante y discri-
minante para la deteccio´n de estados funcionales; por lo tanto trata´ndolo como
un sistema no lineal se pueden obtener datos importantes de la dina´mica del
sistema A´vila (2003).
Considerando lo anterior, se ha visto la necesidad de hacer un ana´lisis efec-
tivo de las sen˜ales mencionadas aplicando te´cnicas de dina´mica no lineal y
con esto demostrar que, por medio de esta´s, la caracterizacio´n se vuelve ma´s
efectiva y se obtiene un mayor porcentaje de confiabilidad en la deteccio´n y
clasificacio´n de los tipos de patolog´ıas presentes en los exa´menes elaborados.
3. Objetivos
3.1 Objetivo general
Desarrollar una metodolog´ıa para la caracterizacio´n de sen˜ales no estaciona-
rias 1D en la identificacio´n de estados ano´malos haciendo uso de me´todos no
lineales. Dentro de la metodolog´ıa se encuentra el ana´lisis de los estados a
estudiar y los procesamientos efectivos para una correcta evaluacio´n.
3.2 Objetivos espec´ıficos
1. Comprobar que las te´cnicas de ana´lisis de complejidad pueden ser apli-
cadas para discriminar los estados patolo´gicos de los normales en las
sen˜ales biome´dicas.
2. Verificar la validez de la metodolog´ıa desarrollada para la caracterizacio´n
de sen˜ales no estacionarias 1D a partir de porcentajes de acierto en la
clasificacio´n.
3. Analizar y desarrollar la caracterizacio´n de los estados funcionales nor-
males de las sen˜ales 1D tales como las provenientes de microelectrodos
de registro y electrocardiogra´ficas.
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4. Hipo´tesis
Este trabajo parte del hecho que las sen˜ales de tiempo pueden caracterizarse
como un proceso dina´mico complejo. Estos sistemas no son siempre iguales ni
repetitivos, ni siguen un patron de cambio sencillo. Si se es capaz de modelar
las sen˜ales contando tambie´n con su dimension fractal se aportara´ un mayor
realismo a su entendimiento, ya que tampoco siguen procesos aleatorios. Es
debido a esto que son sistemas complejos.
Adema´s, por ser un proceso dina´mico, las sen˜ales de tiempo podra´n ser
estudiadas teniendo en cuenta las aportaciones realizadas por la teor´ıa del caos
y la ciencia de la complejidad. Es importante abordarlo desde esta o´ptica
pues cada vez son ma´s los descubrimientos sobre procesos de cara´cter cao´tico
que, a niveles muy distintos, acontecen en el ser humano: el ritmo card´ıaco
(Moragrega y Contreras, 1994), las ondas electroencefalogra´ficas (Fell, Ro¨schke
y Beckmann, 1993), la resolucio´n de problemas en juegos interactivos (Labra,
Canals y Santiba´n˜ez,1997), los procesos de toma de decisiones (Richards, 1990),
etce´tera.
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Marco teo´rico
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5. Ana´lisis dina´mico de modelos
Para un mejor entendimiento acerca del te´rmino de complejidad desde el punto
de vista sistemas dina´micos, se debe tener en cuenta los conceptos de complejo
y complicado.
Hay procesos que pueden ser complicados ma´s no complejos, un ejemplo
claro de esto es un movimiento perio´dico o un ruido aleatorio pues a pesar de
ser impredecible e irregular su representacio´n no contiene ninguna estructura
de importancia.
La complejidad indica estructuras ocultas en la dina´mica del proceso, emer-
giendo de un sistema que en s´ı mismo es ma´s simple que su dina´mica. Esta
complejidad es caracterizada por el entorno incomprensible de dina´micas com-
plicadas de un sistema simple. En contraste, cuando un sistema es complicado,
se compone de diversas partes, y se asume que posee estructuras complicadas,
pero no necesariamente contiene patrones caracter´ısticos.
Los me´todos no lineales y geome´tricos de ana´lisis de datos muestran la
dina´mica complicada y compleja del sistema. Cada proceso interactu´a de ma-
nera distinta, lo que introduce dificultades en el ana´lisis de datos y los hace
probablemente ma´s dif´ıciles de tratar.
El problema es en el nu´mero de grados de libertad, debido a que estos de-
tectan los procesos determin´ısticos reconstruidos de una serie de tiempo si ma´s
de un par de grados de libertad esta´n activos. Para solucionar esto, se concentra
en subsistemas y se examinan aisladamente. Tambie´n se puede tener en cuenta
la mayor´ıa de componentes interactivos. En general, cuando una observacio´n
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al sistema no es suficiente para entender su estudio, es necesario adicionar otras
medidas simulta´neas para agregar informacio´n y alargar las observaciones del
sistema. Adema´s, es necesario conocer que tanto se complementan las obser-
vaciones y como extraer informacio´n adicional con un ana´lisis combinado.
El orden en el tiempo de los datos contiene partes importantes de la in-
formacio´n, es decir, las observaciones deben ser igualmente espaciadas en el
tiempo; de otra manera, los me´todos no se pueden aplicar. U´nicamente con
un intervalo de tiempo igual, hay una posibilidad realista de aprender de la
dina´mica subyacente del sistema. La u´nica excepcio´n es dada por datos que no
son grabados de manera continua con cambios de variable, sino una secuencia
de eventos diferenciados intr´ınsecamente. Estos procesos pueden ser analizados
con mapas matema´ticos, que son obtenidos de los flujos usando las superficies
de Poincare´. Generalmente, la serie de tiempo debe ser lo ma´s larga posible.
Si la sen˜al posee oscilaciones, la serie de tiempo debera´ cubrir cientas de ellas.
5.1 Ana´lisis no lineal y ana´lisis de complejidad
Los me´todos convencionales del procesamiento de sen˜ales se basan en la natu-
raleza lineal, la cual interpreta toda la estructura regular en un conjunto de
datos bajo el paradigma que pequen˜as causas conducen a pequen˜os efectos
Garc´ıa (2004a). El estudio sistema´tico del caos surgio´ principalmente debido a
que las te´cnicas de ana´lisis lineal resultan inadecuadas a la hora de considerar
feno´menos cao´ticos. Adema´s, las te´cnicas que se esta´n desarrollando en este
campo ofrecen me´todos adicionales para el modelamiento y ana´lisis de sistemas
dina´micos Bonilla-A´vila (2003).
Los sistemas dina´micos no lineales son aquellos cuya respuesta ante un
est´ımulo dado en algu´n instante de tiempo no se produce de forma proporcional
a su respectiva excitacio´n de entrada. En ciertas circunstancias, los sistemas
determin´ısticos no lineales, entran en un estado llamado caos, cuando la res-
puesta del sistema presenta una notable sensibilidad a las condiciones iniciales
del modelo. Es por esto, que aunque exista un modelo determin´ıstico del sis-
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tema no lineal, este´ al entrar en el re´gimen cao´tico genera un comportamiento
impredecible a largo plazo si no se tienen de manera precisa las condiciones ini-
ciales. A diferencia del ana´lisis lineal, el cual atribuye el comportamiento irre-
gular de un sistema a la naturaleza aleatoria de la sen˜al de entrada, la Teor´ıa
del Caos afirma que las entradas aleatorias no son las u´nicas fuentes posibles
de irregularidad en la salida de un sistema Germa´n Castellanos (2005).
Una de las mayores caracter´ısticas de un sistema inestable es que tiene una
gran dependencia de las condiciones iniciales. De un sistema del que se conocen
sus ecuaciones caracter´ısticas, y con unas condiciones iniciales fijas, se puede
conocer exactamente su evolucio´n en el tiempo. Pero en el caso de los sistemas
cao´ticos, una mı´nima diferencia en esas condiciones hace que el sistema evolu-
cione de manera totalmente distinta.
Para poder clasificar el comportamiento de un sistema como cao´tico, el
sistema debe tener las siguientes propiedades:
• Debe ser sensible a las condiciones iniciales.
• Debe ser transitivo.
• Sus o´rbitas perio´dicas deben ser densas.
• Sensibilidad a las condiciones iniciales.
5.2 Determinismo
Los sistemas no lineales pueden mostrar un caos determin´ıstico, el cual es
un punto de inicio natural cuando la irregularidad se presenta en la sen˜al.
Eventualmente, se puede pensar en incorporar elementos estoca´sticos en la
descripcio´n de ella. Hasta ahora, sin embargo, se asume que este proceso es-
toca´stico es pequen˜o y no cambia las propiedades no lineales. As´ı, todos los
acercamientos a esto asumen la no linealidad como una pequen˜a perturbacio´n
en los procesos estoca´sticos lineales, o se considera el elemento estoca´stico como
una pequen˜a contaminacio´n del determin´ısmo del proceso no lineal. Los pro-
cesos no lineales estoca´sticos genuinos no han sido aplicados au´n a las series de
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tiempo de ana´lisis.
En un sistema determin´ıstico, cuando su presente estado es determinado,
sus estados futuros son determinados tambie´n. Se hara´ importante entonces
establecer un vector de espacios (espacio de estado o espacio de fase) para el
sistema que especifique un punto en el espacio, que informe acerca del estado
del sistema y viceversa. Luego, se puede estudiar la dina´mica del sistema usan-
do sus puntos en el espacio de fase. En teor´ıa, los sistemas dina´micos son
definidos por una serie de ecuaciones diferenciales de primer orden actuando
en el espacio de fase. La teor´ıa matema´tica de esta´s asegura la existencia y
singularidad de las trayectorias, si se conocen las condiciones iniciales.
El concepto de estado del sistema es importante incluso en los sistemas no
deterministas, ya que estos son descritos por una serie de estados y reglas de
transicio´n que aclaran como el sistema debe proceder de un estado a otro.
Es natural describir un sistema dina´mico determin´ıstico como un objeto
en el espacio de fase pues es una forma optima de estudiar sus propiedades
dina´micas y geome´tricas. Ya que las ecuaciones dina´micas son definidas en el
espacio de fase, se usa la descripcio´n de este para aproximacio´n a estas ecua-
ciones. Esas dina´micas aproximadas sera´n importantes para las predicciones,
la determinacio´n de los exponentes de Lyapunov, la filtracio´n de ruido, entre
otras aplicaciones. Es importante conocer la geometr´ıa del atractor para un
entendimiento ma´s profundo de la naturaleza del sistema subyacente.
Un sistema dina´mico determin´ıstico no lineal puede definirse en tiempo
continuo mediante un conjunto de ecuaciones diferenciales no lineales de la
forma Delgado (2008):
x˙(t) = f(x(t)) (5.1)
donde f es una funcio´n vectorial no lineal con dimensio´n l×1 que representa
las reglas dina´micas de gobierno sobre el comportamiento de las variables, y
x es el vector de estado de l × 1 que representa las variables dina´micas del
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sistema. El nu´mero de estados l se conoce como el orden del sistema, y los
grados de libertad esta´n dados por la cantidad de ecuaciones diferenciales or-
dinarias auto´nomas de primer orden requeridas para describir el sistema que
corresponden al nu´mero de componentes en el vector de estado x(t), t ǫ (0,∞).
Cada una de las soluciones de la ecuacio´n 5.1 corresponden a la trayectoria u
o´rbita en un espacio con dimensio´n mu´ltiple conocido como el espacio de fase.
El comportamiento cao´tico en sistemas dina´micos determin´ısticos es un
feno´meno intr´ınsecamente no lineal. Un rasgo caracter´ıstico de los sistemas
cao´ticos es la extrema sensibilidad a cambios en las condiciones iniciales mien-
tras que la dina´mica sigue relacionada a una region finita del espacio de fase
llamada “atractor”.
Tanto los puntos fijos como los ciclos l´ımite son atractores, pero la dina´mica
cao´tica se caracteriza por un tercer tipo de atractor, que Floris Takens y David
Ruelle en 1.971 bautizaron con el sugerente nombre de “atractor extran˜o”, cuya
peculiaridad es el poseer una dimensio´n fractal Ruelle and Takens (1971).
5.3 Nociones de Complejidad
Espacio de fase: Tambie´n llamado espacio de estado o retrato de fase. Son es-
pacios vectoriales abstractos generados por las variables dina´micas del sistema
que representan la evolucio´n en el tiempo. Un estado del sistema dina´mico en
un instante de tiempo dado se representa por un punto en el espacio de fase. Si
existen l variables dina´micas, entonces el estado en un tiempo dado se repre-
senta por un punto en el espacio eucl´ıdeo Rl. En la medida en que las variables
dina´micas cambian sus valores en el tiempo, los puntos representativos trazan
una curva en el espacio de fase Mart´ınez (2002).
Una vez se fija el estado actual de un sistema puramente determin´ıstico,
se pueden conocer tambie´n sus estados en futuros instantes de tiempo. Por lo
tanto, es importante establecer el espacio de fase para el sistema de tal mane-
ra, que especificando un punto en e´ste se pueda conocer su estado y viceversa,
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lo que conlleva a analizar su dina´mica mediante el estudio del correspondiente
espacio de fase. De esta forma, se asegura la existencia y unicidad de las trayec-
torias siempre y cuando se conozcan las condiciones iniciales del sistema.
Trayectorias en el espacio de fase: Un punto en el espacio de fase
representa un estado dina´mico del sistema. La sucesio´n de dichos puntos con-
secutivos en el tiempo es lo que se conoce como trayectoria. En la teor´ıa del
caos determin´ıstico dos puntos en el espacio de fase con las mismas coordenadas
representan un mismo estado dina´mico y siempre tendra´n una evolucio´n en el
tiempo ide´ntica.
Atractor: Es la regio´n limitada en el espacio de fase a la cual todas las
trayectorias suficientemente cercanas convergen asinto´ticamente, rasgo carac-
ter´ıstico de todos los sistemas dina´micos disipativos. Dependiendo de su topolo-
g´ıa se pueden distinguir varios tipos:
• Atractor de punto fijo: En este tipo de atractor todas las trayectorias
tienden a un solo estado estable que, en el espacio de fase que corresponde
a un punto.
• Atractor de ciclo l´ımite: Este tipo de atractor se observa cuando se es-
tudian sistemas con comportamiento c´ıclico completamente regular. Se
confina a un subespacio del espacio de fase, pero las trayectorias que
describen las variables son siempre iguales, siendo predecible su compor-
tamiento en el tiempo.
• Atractor Toroidal: Cuando el sistema es cuasi perio´dico genera un atrac-
tor similar al de ciclo l´ımite, pero las trayectorias no siempre pasan por
los mismos puntos, aprecia´ndose axial el comportamiento no uniforme.
• Atractor extran˜o: Un atractor extran˜o es una imagen o gra´fico en el
espacio de fases de algu´n concreto sistema cao´tico. Viene a representar
el comportamiento a largo plazo de dicho sistema. El primer atractor
extran˜o fue el ahora famoso atractor de Lorenz, llamado as´ı en honor de
su descubridor (ver Figura 5.2). Los atractores extran˜os dependen de
las condiciones iniciales del sistema. Puntos inicialmente cercanos en el
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espacio de fase se separan exponencialmente al cabo de un tiempo; su
dimensionalidad es no entera y provienen de sistemas cao´ticos.
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Figura 5.1: Serie de tiempo para la sen˜al de Lorenz
Figura 5.2: Atractor de Lorenz
5.4 Reconstruccio´n del espacio de fase
El caos es el origen del tiempo de dependencia irregular, ya que los sistemas
cao´ticos pueden tener una estructura simple la cual puede ser completamente
entendida. La dimensio´n fractal no es usualmente calculada para caracterizar
los datos por un dato, sino que es el primer paso que hace posible explicar
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las complicadas observaciones haciendo uso de un modelo simple el cual, en
el mejor de los casos, brinda informacio´n profunda del feno´meno. Esta´ es la
principal diferencia con relacio´n a los modelos estoca´sticos. Para el propo´sito
de diagno´stico el caos determin´ıstico ofrece nuevos conceptos.
Lo que ahora llamamos me´todos no lineales en las series de tiempo son con-
ceptos originalmente entregados por un ambiente matema´tico ho´stil. Es decir,
son me´todos formulados en un lenguaje altamente matema´tico. Desafortunada-
mente los matema´ticos esta´n en lo correcto: Todos los conceptos se fortalecen
debido a las propiedades que existen en la matema´tica intr´ınseca.
Los exponentes de Lyapunov y la dimensio´n del atractor son importantes
e interesantes medidas para caracterizar la dina´mica de la serie de tiempo, ya
que son invariantes bajo la manipulacio´n de mediciones en los datos. Adema´s,
en el reescalamiento de los datos, la aplicacio´n de transformaciones no lineales
a las series de tiempo, el cambio de los aparatos de medicio´n, o incluso el cam-
bio de los valores de las observaciones, no afectan al estudio del sistema. Asu-
miendo que el estado del paciente puede ser caracterizado por los exponentes
de Lyapunov y que, tanto el corazo´n como el cerebro permanecen igual para
cada persona que van a ver al especialista; sera´n independientes de la posicio´n
de los electrodos o los ajustes de amplificacio´n del doctor. Generalmente se
debe aceptar que nunca se podra´ obtener una medida estimada no lineal en
el sentido estad´ıstico, en contraste, los resultados esta´n siempre en riesgo de
errores sistema´ticos, debido a las asunciones del comportamiento asinto´tico el
cual no se puede observar directamente.
El punto crucial de las mediciones no lineales es que ellas examinan el
comportamiento exponencial a escala infinitesimal donde algunas de las carac-
ter´ısticas universales surgen. La teor´ıa nos dice que en un nivel microsco´pico
todas las observaciones en algu´n sentido son equivalentes, y los efectos de cada
transformacio´n global afecta u´nicamente lo observado a nivel macrosco´pico.
Esto establece el concepto de invarianza.
Las dimensiones del atractor y los exponentes de Lyapunov son cantidades
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que describen las propiedades del espacio de estado de los datos. El espacio
de estado es construido por todas las variables del sistema, de manera que
cada posible combinacio´n de valores para diferentes variables corresponden a
un punto en el espacio y viceversa. El tiempo de evolucio´n del sistema puede
ser representado por un rumbo continuo en el espacio de estado, es decir, una
trayectoria. En este espacio, los exponentes de Lyapunov son medidos por
trayectorias cercanas infinitesimales divergentes en el tiempo, y la dimensio´n
del atractor es la dimensio´n del subconjunto del espacio de fase cubierto por
una trayectoria asinto´tica.
Cuando el sistema es definido por una serie de modelos de ecuaciones, el
espacio de estados se rige por las variables del modelo. La determinacio´n de la
dimensio´n del atractor es menos rigurosa que la de los exponentes de Lyapunov,
debido a que encierra una extrapolacio´n a trave´s de escalas microsco´picas.
A comienzos de los ochentas los cient´ıficos notaron que incluso si se tiene
el modelo perfecto de ecuaciones que describen el sistema no se puede compro-
bar que este es una adecuada descripcio´n de lo que ocurre en e´l, si el sistema
es cao´tico. No es posible observar el sistema para un tiempo e integrarlo si-
multa´neamente al modelo de ecuaciones para su comparacio´n, debido a que la
mı´nima desviacio´n entre las condiciones iniciales del modelo y las de la obser-
vacio´n sera´n mayores exponencialmente en el tiempo.
As´ı, se marcan las limitaciones del ana´lisis no lineal para sen˜ales comple-
jas. Como la dificultad de reconstruir el espacio de estado para los datos es-
calares y la relacio´n de lo que se puede observar en gran escala y lo que ocurre
asinto´ticamente.
Dado un sistema dina´mico determin´ıstico, definido por una ecuacio´n dife-
rencial:
d
dt
x(t) = f(x(t)), (5.2)
donde t es el tiempo, xǫΓ es el vector de estado, y f es un vector en el campo
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no lineal. El cambio de x en el tiempo es determinado por f en una posicio´n.
Un teorema matema´tico garantiza la existencia de una u´nica solucio´n de la
ecuacio´n 5.2 para cada condicio´n inicial x0(t0), para cada f . Esta propiedad
es la que llamamos determinismo: en teor´ıa, el futuro x(t) con t > t0 es deter-
minado tan ra´pido como se especifica x0(t0).
El espacio de estado original es para un movimiento cao´tico mı´nimo tridi-
mensional y la sen˜al es escalar, adema´s la funcio´n h en s´ı misma puede ser
complicada, lo que produce una sen˜al compleja. En general, no es factible
reproducir el espacio de fase original a partir de las observaciones escalares.
Pero, debido a la invarianza de los datos, solo se requiere un espacio donde se
pueda reconstruir el atractor. Esto es hecho debido al tiempo de retardo de
embebimiento que fue usado por primera vez en 1980 por Packard y se probo´
su utilidad en 1981 con Takens.
Sean los vectoresm-dimensionales sn = (sn, sn−τ , . . . , s(n−1)τ ) ǫ R
m. Donde
τ es el tiempo de retardo y m es la dimensio´n de embebimiento. Un embe-
bimiento es un mapa del atractor en el espacio de estado original en Rm el cual
es uno-a-uno y el determinante de su Jacobiano desaparece.
El teorema de Takens y Sauer garantiza que para casi todas las observa-
ciones h, cada muestreo δt y cada tiempo de retardo τ , la reconstruccio´n del
tiempo de retardo por los vectores sn forman un embebimiento, si m > 2Df ,
donde Df es la dimensio´n box counting del atractor.
En el ana´lisis de las series de tiempo, se presentan dificultades. Usualmente,
se desconoce la dimensio´n box counting del atractor y no se tiene certeza del
mı´nimo m. Esto es importante cuando se quiere determinar la dina´mica subya-
cente y el espectro de los exponentes de Lyapunov. La dimensio´n de correlacio´n
D2 permanece en el limite inferior de la dimensio´n box counting y adema´s, per-
mite estimar m, pero en ocasiones es imposible estimar D2. As´ı que se debe
tantear diversos m y observar cual tiene mejor desempen˜o.
El tiempo de retardo τ no esta sujeto al teorema de embebimiento. En
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principio, se usa un τ arbitrario para calcular un embebimiento. El problema
se presenta sino se determina bien las estructuras importantes en la sen˜al, que
tanto ruido se tiene o falta de informacio´n. Por ejemplo, en la figura, se ob-
serva el diverso comportamiento del atractor al utilizar diferentes tiempos de
retardos.
Figura 5.3: Tiempo de retardo para una serie de tiempo de un experimento f´ısico.
Para la figura 5.4 la gra´fica de la izquierda muestra el atractor original
(τ = 1). La gra´fica del medio presenta un 3% de ruido (τ = 1), y la gra´fica de
la derecha muestra el ruido con τ = 4. La dimensio´n del atractor es dos.
Esto hace obvio que el mejor τ no puede ser determinado por un criterio
matema´tico, sino por argumentos f´ısicos. En la literatura hay muchos concep-
tos sobre como determinar el tiempo de retardo o´ptimo, pero ninguno parece
llegar a un resultado o´ptimo para cada situacio´n. Sin embargo, todos llegan
a valores del mismo orden de magnitud, esto nos sugiere comenzar por lo ma´s
simple y optimizar el tiempo de retardo no con me´todos estad´ısticos sino con
aplicaciones. El criterio ma´s simple envuelve la funcio´n de autocorrelacio´n:
Fuertes autocorrelaciones inducen el efecto de clustering a trave´s de la dia-
gonal mencionada, la cual es resuelta como el primer cero de la funcio´n de
autocorrelacio´n. Muchas sen˜ales son osciladores irregulares, donde el tiempo
para cada ciclo no difiere fuertemente. En estos casos, y estrictamente para
sen˜ales perio´dicas, escoger un cuarto del promedio del per´ıodo es lo sugerido.
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5.5 Embebimiento
El concepto de caos ha sido ampliamente aplicado a la descripcio´n del tiempo
de evolucio´n de los sistemas en ingenier´ıa. Como resultado, se ha ido respon-
diendo los paradigmas de distincio´n de procesos determin´ısticos y procesos
estoca´sticos.
Esta distincio´n es importante debido a que la prediccio´n de un compor-
tamiento futuro del sistema solo es posible si el sistema es determin´ıstico, lo
que significa que la informacio´n pasada del sistema es precisa determinando sus
futuros estados. Por lo tanto, existe la posibilidad de predecir el futuro con un
modelo determin´ıstico.
La distincio´n entre determin´ısta y estoca´stico es mas pra´ctica que teo´rica.
Para un sistema determin´ıstico con muchos grados de libertad, un modelo es-
toca´stico puede ser ma´s u´til que cualquier otro.
El impacto del caos yace en que un sistema no lineal con pocos grados de
libertad puede crear sen˜ales de salida que lucen complejas e imitar sen˜ales es-
toca´sticas desde el punto de vista de series de tiempo convencionales. Esto
debido a que las trayectorias que tienen condiciones iniciales cercanas se se-
parara´n entre si exponencialmente. Esta separacio´n exponencial causa que los
sistemas cao´ticos muestren un comportamiento similar al estoca´stico. En esta
habilidad se basan las nuevas te´cnicas difundidas.
Antes del reconocimiento del caos, una sen˜al compleja era comu´nmente
asumida para ser la salida de un sistema complicado con un nu´mero alto de
grados de libertad. Si hay muchos componentes activos independientes en el
sistema, este es determin´ıstico. En este caso, no hay alternativa para modelar
la sen˜al como una salida de un sistema estoca´stico. Debido a esto es importante
cuando se analiza una sen˜al compleja, determinar cual es su dimensionalidad.
Me´todos para el determin´ısmo incluyen medidas como la dimensio´n del atrac-
tor, los exponentes de Lyapunov, las series de prediccio´n de error, entre otras.
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5.5.1 Medidas y estados de representacio´n
En un sistema solo un nu´mero limitado de componentes pueden ser medidos;
para resolver esta situacio´n se provee de la teor´ıa del embebimiento. Puntos
en la dina´mica del atractor en el espacio de fase tienen correspondencia uno-
a-uno con las medidas de un nu´mero limitado de las variables. Por definicio´n,
un punto en el espacio de fase contiene la informacio´n completa acerca del
estado del sistema en un determinado tiempo. Si las ecuaciones que definen
la dina´mica del sistema no son explicitas, este espacio de fase no es accesible
al observador. Una correspondencia uno-a-uno significa que el espacio de fase
puede ser definido por mediciones.
Asumimos que podemos medir simulta´neamentem variables (y1(t), ..., ym(t)),
que se denotan por el vector y(t). El vector m-dimensional y puede ser visto
como una funcio´n del estado del sistema x(t) en el espacio de fase:
y = F (x) = (f1(x), ..., fm(x)). (5.3)
Se llama a la funcio´n F la funcio´n de mediciones, y el vector m-dimensional
a donde residen los vectores y la reconstruccio´n del espacio.
Se agrupan las medidas como F de x. El hecho de que F es una funcio´n
es una consecuencia de la definicio´n de estado: la informacio´n acerca del sis-
tema es determinada por un espacio, entonces cada medicio´n es definida como
funcio´n de x.
Entre ma´s largo se tome m, la funcio´n de medicio´n F se definira´ como una
correspondencia uno-a-uno entre los estados del atractor en el espacio de fase y
los m-vectores y. Por correspondencia uno-a-uno se indica que dado y hay un
u´nico valor de x en el atractor tal que y = F (x). Cuando hay una correspon-
dencia uno-a-uno, cada vector formado por m-mediciones es una aproximacio´n
para un estado del sistema, y el hecho de que toda la informacio´n del sistema
es determinada por un estado x y transferida para ser real para la medicio´n
del vector F (x). Para realizar esto, resulta suficiente tomar m tan largo como
el doble de la dimensio´n box counting del espacio de fase del atractor.
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La propiedad uno-a-uno es importante porque el estado de un sistema
dina´mico determin´ıstico, y su futura evolucio´n, es completamente especificada
por un punto en el espacio de fase. Suponemos que cuando el sistema esta en
un estado x se observa el vector F (x) en la reconstruccio´n del espacio, y es
seguido un segundo despue´s por un evento particular. Si F es uno-a-uno cada
apariencia de las mediciones representadas por F (x) sera´n seguidas un segundo
despue´s por un evento igual. Debido a que hay una correspondencia uno-a-uno
entre los estados del espacio de fase del atractor y sus vectores de imagen en
la reconstruccio´n del espacio. As´ı, hay una prediccio´n en las mediciones que
corresponden con el estado x del sistema.
Coordenadas de retardo
El espacio de fase de posibles estados para la dina´mica del atractor puede ser
reconstruida usando m-mediciones simulta´neas que no se encuentran en posi-
ciones especiales, en teor´ıa, la mayor´ıa de los datos de la funcio´n de medicio´n F
tienen esta propiedad. De hecho, pequen˜as perturbaciones son suficientes para
destruir la posicio´n especial de cualquier F dado; al menos en teor´ıa el nu´mero
de mediciones simulta´neas requerido es m > 2D0, donde D0 es la dimensio´n
box counting del atractor.
Dado que las mediciones dependen u´nicamente del estado del sistema, se
puede presentar una representacio´n de mediciones limitadas por y(t) = f(x(t)),
donde f es la funcio´n de medicio´n unitaria, evaluada cuando el sistema esta en
el estado x(t). x(t) es el vector de retardo coordinado:
H(x(t)) = (y(t− τ), ..., y(t−mτ)) = (f(x(t− τ)), ..., f(x(t−mτ))) (5.4)
Para un sistema dina´mico invertible, dado x(t), se puede ver el estado x(t−
τ) en cualquier tiempo anterior t − τ siendo funcio´n de x(t). Por lo tanto,
x(t) u´nicamente determina x(t − τ). Para enfatizar esto, se define h1(x(t)) =
f(x(t − τ)), ..., hm(x(t)) = f(x(t −mτ)). Luego, si se escribe y(t) para (y(t−
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τ), ..., y(t−mτ)), se puede expresar la ecuacio´n as´ı:
y = H(x), (5.5)
donde H(x) = (h1(x), ..., hm(x)).
La funcio´n de retardo coordinada H puede ser vista como una opcio´n espe-
cial de la funcio´n de medicio´n F . Para esta opcio´n especial el requerimiento de
las mediciones que no se encuentran en una posicio´n especial entra en cuestio´n
debido a que los componentes del vector de retardo coordinado son limitados
(son versiones de tiempos retardados de la misma funcio´n de medicio´n f). Esto
es importante si se consideran pequen˜as perturbaciones de H. Pequen˜as per-
turbaciones en el proceso de medicio´n son introducidas como un escalar en
la funcio´n de medicio´n f , e influencian coordenadas en la funcio´n de retardo
coordinado H en forma independiente. Adema´s fue determinado en un caso
de medicio´n simulta´nea que la mayor´ıa de las perturbaciones siguen una cor-
respondencia uno-a-uno, estas perturbaciones independientes (que tiene acceso
a todas las coordenadas en el espacio de fase) pueden no ser alcanzables en la
funcio´n de medicio´n unitaria f .
En cualquier caso, un pequen˜o ana´lisis extra ma´s alla´ de los argumentos
geome´tricos se debe realizar. Este ana´lisis comenzo´ con Takens (1981) y se
extendio´ con Sauer (1991). El resultado conseguido es el siguiente.
Embebimiento topolo´gico: coordenadas de retardo
Asumiendo que un tiempo dina´mico continuo a sido compactado inva- ri-
antemente en A de dimensio´n box counting D0, y m > 2D0. τ es el tiempo
de retardo. Asuma que A contiene un nu´mero finito de equilibrio, un nu´mero
finito de o´rbitas perio´dicas de per´ıodo pτ para 3 < p < m, y que no hay o´rbitas
perio´dicas de per´ıodo τ o 2τ . Luego con probabilidad uno, se escoge la funcio´n
de medicio´n h y la funcio´n de retardo coordinado H la cual es uno-a-uno desde
A hasta H(A).
La propiedad uno-a-uno es garantizada para fallar no solo cuando el muestreo
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es igual a la frecuencia de una onda perio´dica, sino tambie´n cuando el muestreo
es el doble de la frecuencia de la o´rbita perio´dica; esto es cuando contiene una
o´rbita perio´dica de per´ıodo mı´nimo 2τ .
Definimos la funcio´n n(x) = h(x) − h(φ−τ (x)) en una o´rbita perio´dica,
donde φt denota la accio´n de la dina´mica sobre el tiempo t. La funcio´n n es
ide´nticamente a cero o no es cero para algunos x en la o´rbita perio´dica, en todo
caso tiene una sen˜al de oposicio´n de imagen en el punto φ−τ (x) y cambia en la
o´rbita perio´dica. En cualquier caso n(x) tiene una ra´ız x0. Luego el mapa de
coordenadas de retardo x0 tiene el mismo punto. Si el mı´nimo per´ıodo es 2τ el
punto x0 es distinto, entonces H no es uno-a-uno para ninguna observacio´n de
la funcio´n h.
Por otro lado no hay ningu´n problema para una onda perio´dica de per´ıodo
3τ , o cualquier per´ıodo que no sea igual a τ o 2τ . De hecho, la restricciones
para las o´rbitas perio´dicas son las siguientes: para p < m la dimensio´n box
counting de una serie de puntos perio´dicos de per´ıodo p debe ser menor que
p/2. Para casos pra´cticos una mala escogencia del τ dara´ como condicio´n un
embebimiento m > 2D0.
Desafortunadamente una mala escogencia de τ no tiene condiciones. Los
valores de τ causan que la correlacio´n entre medidas sucesivas sea excesiva-
mente larga o corta causando una degradacio´n en la reconstruccio´n donde el
ruido esta presente.
La escogencia de un tiempo de retardo o´ptimo para la reconstruccio´n del
atractor es importante y resuelve el problema. Una regla comu´n es fijar τ en un
tiempo de retardo requerido para que la funcio´n de autocorrelacio´n se vuelva
negativa o alternativamente, para que la funcio´n de autocorrelacio´n decrezca
en un factor de e. Otra aproximacio´n hecha por Fraser y Swinney (1986) in-
corporan el concepto de informacio´n mutua, el cual provee una medida de la
independencia general de dos variables. Esta escogencia de tiempo de retardo
produce un primer mı´nimo local de la informacio´n mutua de la cantidad ob-
servada y su valor de retardo.
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Finalmente, a pesar de que se ha discutido usar mediciones simulta´neas y
coordinadas de retardo separadamente en los argumentos A y B, no hay res-
triccio´n teo´rica acerca de mezclar las dos. Teoremas ana´logos pueden probar si
se permite la reconstruccio´n uno-a-uno del atractor con coordenadas de retardo
m1 y coordenadas independientes simultaneas m2, mientras m1 +m2 > 2D0.
5.5.2 Embebimiento diferenciable
Asumiendo que A es un subcanal compacto d-dimensional de Rk. Un suave
d-canal tiene bien definido un espacio tangente d-dimensional para cada punto.
Si F es una funcio´n suave de un canal a otro, entonces la derivada del Jaco-
biano DF mapea vectores tangenciales a vectores tangenciales. Es decir, por
cada punto x en A, el mapa DF es un mapa lineal desde el espacio tangencial
x a el espacio tangencial en F (x).
Una funcio´n suave F en un suave canal es llamada embebimiento diferen-
ciable si F y F−1 son inmersiones uno-a-uno. En particular, un embebimiento
diferenciable es automa´ticamente un embebimiento topolo´gico; adema´s los es-
pacios tangentes de A y F (A) son isomo´rficos. La imagen F (A) es tambie´n un
canal suave de la misma dimensio´n como A.
Whitney (1936) probo´ que si A es un d-canal suave en Rk, y sim > 2d, luego
un mapa t´ıpico desde Rk a Rm es un embebimiento diferenciable restringido
a A. Takens (1981) probo´ un resultado en este contexto para las funciones de
coordenadas de retardo. La siguiente es una versio´n del teorema de Takens’ y
Sauer (1991).
Embebimiento diferenciable: Coordenadas de retardo
Asumiendo que un sistema dina´mico de tiempo continuo tiene un canal de
invarianza compacta suave A de dimension d, y m > 2d. τ es el tiempo de
retardo. Asuma que A contiene solo nu´meros finitos de equilibrio, ninguna
o´rbita perio´dica o de per´ıodo τ o 2τ , y solo un nu´mero finito de o´rbitas de
per´ıodo pτ para 3 < p < m. Asumiendo que el Jacobiano de los mapas de
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retorno de esas o´rbitas perio´dicas tienen distintos valores propios. Luego, con
la probabilidad de uno, la escogencia de la funcio´n de medida h conlleva a una
funcio´n de retardo coordinado H la cual tiene un embebimiento diferenciable
desde A hasta H(A).
5.5.3 Dimensio´n Fractal
El ana´lisis del comportamiento cao´tico de sistemas de dina´mica no lineal, im-
plica el estudio de su dimensio´n, que permite estimar el nu´mero de variables
independientes que ser´ıan necesarias para describir toda la dina´mica del sis-
tema. Significa esta propiedad, que el objeto en cuestio´n ofrece el mismo as-
pecto observado a distintas escalas; es decir: una parte de e´l es semejante a
la total. Es una forma de medir los cambios en la complejidad de un sistema.
Mide la tasa de adicio´n de detalle estructural mientras se aumenta la tasa de
resolucio´n. Por lo tanto, es una medida de auto similitud del conjunto.
El te´rmino “fractal” fue acun˜ado por Mandelbrot, el cual define los objetos
fractales como los que poseen la cualidad de “autosemejanza” o “simetr´ıa de
escalas”. Quiza´ el paradigma de fractal sea el que ha sido calificado de “objeto
ma´s complejo de la Matema´tica” y que lleva el nombre de su descubridor: el
conjunto de Mandelbrot. Realizando varios “zooms” consecutivos reaparecen
una y otra vez re´plicas semejantes, pero no ide´nticas, al sistema original.
El concepto de dimensio´n fractal admite multiples definiciones. Todas ellas
son parecidas, y constituyen generalizaciones del concepto cla´sico de dimensio´n
entera, al cual engloban. Quiza´ la ma´s intuitiva y sencilla de entender sea la
dimensio´n de homotecia, que se define como el inverso del exponente al que
hay que elevar el cardinal N , de una particio´n homoge´nica, para que se cumpla
la igualdad r = N (−1/D).
La dimensio´n fractal D es cualquier medida de la dimensio´n que asuma va-
lores no enteros, por lo que una estructura fractal es un conjunto con dimensio´n
no entera donde D ǫ Z. La importancia de los fractales en la dina´mica no li-
neal radica en que los atractores son estructuras geome´tricas de este tipo, y
su dimensio´n d se relaciona con el nu´mero mı´nimo de variables necesarias para
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modelar la dina´mica del respectivo atractor, similar a los representados en la
figura 5.4.
Figura 5.4: Ejemplo de atractor tipo 2D
Si el atractor fuese una figura geome´trica regular de dimensio´n entera D,
entonces se encontrar´ıa una cantidad de puntos rD en cada atractor anidado
en una esfera de radio r alrededor del punto x, por lo que d(x) = D ∀ x.
Objetos fractales
Los fractales son figuras geome´tricas que no se pueden definir a trave´s de
la geometr´ıa cla´sica. Aunque el ser humano tiende a abstraer las figuras de los
objetos a esferas, cuadrados, cubos, etce´tera, la mayor´ıa de las figuras que se
encuentran en la naturaleza son de geometr´ıa fractal.
Una de las caracter´ısticas ma´s significativa de los fractales es que surgen a
partir de acciones muy ba´sicas. Otra de las caracter´ısticas de los fractales es la
autosimilitud: cuando se cambia de escala en la representacio´n de algu´n fractal
la imagen que resulta es de gran similitud a la imagen origen. Por tanto, se
puede decir que los fractales son autorecurrentes.
Un objeto fractal deber´ıa tener al menos una de las siguientes caracter´ısticas:
• Existe similitud entre detalles a gran escala y a pequen˜a escala.
• No se puede representar por medio de la geometr´ıa cla´sica.
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• Su dimensio´n es fraccionaria, es decir, no es entera.
• Se puede definir recursivamente.
La medicio´n de formas fractales ha obligado a introducir conceptos nuevos
que van ma´s alla´ de los conceptos geome´tricos cla´sicos. Dado que un fractal
esta´ constituido por elementos cada vez ma´s pequen˜os, el concepto de longitud
no esta´ claramente definido: cuando se quiere medir una l´ınea fractal con una
unidad, o con un instrumento de medida determinado, siempre habra´ objetos
ma´s finos que escapara´n a la sensibilidad de la regla o el instrumento utilizado,
y tambie´n a medida que aumenta la sensibilidad del instrumento aumenta la
longitud de la l´ınea.
Como la longitud de la l´ınea fractal depende de la longitud de instrumento,
o de la unidad de medida que tomemos, la nocio´n de longitud en estos casos,
carece de sentido. Para ello se ha ideado otro concepto: el de dimensio´n fractal.
Que en el caso de las l´ıneas fractales nos va a indicar de que´ forma o en que
medida una l´ınea fractal llena una porcio´n de plano. Y que adema´s sea una
generalizacio´n de la dimensio´n euclidea.
La dimensio´n fractal, D, es una generalizacio´n de la dimensio´n euclidea,
DE. Si partimos de un segmento de longitud 1, y lo dividimos en segmentos
de longitud L obtendremos N(L) partes, de manera que N(L).L1 = 1.
Si el objeto inicial es un cuadrado de superficie 1, y lo comparamos con
unidades cuadradas, cuyo lado tenga de longitud L, el nu´mero de unidades que
es necesario para recubrirlo N(L), cumple N(L).L2 = 1.
Si, por u´ltimo, el objeto que tomamos es tridimensional, como un cubo de
volumen 1, y lo medimos en relacio´n con unidades que sean cubos de arista L,
entonces se cumple que N(L).L3 = 1.
Sabemos que en geometr´ıa cla´sica un segmento tiene dimensio´n uno, un
c´ırculo tiene dimensio´n dos, y una esfera tiene dimensio´n tres. Para que sea
coherente con lo dicho, una l´ınea fractal tiene que tener dimensio´n menor que
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dos (no llena toda la porcio´n de plano). En general lo que sucede es que la
longitud de la curva fractal es superior a la del segmento de recta que lo genera,
y por lo tanto, la dimensio´n fractal sera´ un nu´mero comprendido entre uno y
dos. La dimensio´n Hausdorff H(X) de un objeto fractal X mide el nu´mero de
conjunto de longitud L que hacen falta para cubrir X por L.
De todo esto podemos generalizar que la dimensio´n fractal de un objeto
geome´trico es D si N(L).LD = 1 donde N(L) es el nu´mero de objetos elemen-
tales, o de unidades, de taman˜o L que recubren, o que completan, el objeto.
Despejando D se obtiene que D = log(N(L))/log(1/L). Sin embargo se suele
aceptar que un objeto es fractal solo cuando su dimensio´n fractal es mayor que
su dimensio´n euclidea: D > DE.
5.6 Tiempo de retardo (τ)
Es necesario convertir las mediciones observadas de la serie de tiempo en vec-
tores de estado, all´ı se presenta un problema importante de la reconstruccio´n
del espacio de fase el cual se resuelve usando me´todos de retardo.
Las series de tiempo son secuencias de medidas escalares que dependen del
estado del sistema, tomando mu´ltiples muestras:
sn = s(x(nδt)) + ηn (5.6)
Se observa el sistema a trave´s de la funcio´n de medida s y se hacen obser-
vaciones a algunas fluctuaciones aleatorias ηn, la medicio´n del ruido no se tiene
en cuenta para el presenta trabajo.
Bajo circunstancias generales el atractor formado por sn es equivalente al
atractor en el espacio desconocido en el cual el sistema original reside si la
dimensio´n m del espacio de retardo coordinado es lo suficientemente grande.
Un conocimiento preciso de m es requerido cuando se desea explorar el
determin´ısmo con un mı´nimo esfuerzo computacional. Escoger valores muy
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altos de m para los datos cao´ticos an˜adira´ datos redundantes y disminuira´ el
desempen˜o de los algoritmos como los de prediccio´n o los exponentes de Lya-
punov. Debido a la inestabilidad de la serie cao´tica el primer y u´ltimo elemento
del vector de retardo estara´n menos relacionados.
Una forma de estimar el valor o´ptimo de m es con el me´todo de falsos
vecinos en el espacio de fase en un valor dado de m0. Cuando se seleccione
un conjunto de puntos cercanos de la regio´n Rm0 , las ima´genes de esos pun-
tos formaran diferentes grupos, dependiendo de que parte del atractor fueron
tomados. La falta de una u´nica localizacio´n para todas las ima´genes en m0
es reflejada cuando se encuentran los falsos vecinos, mostrando si el determi-
nismo es violado. Cuando se incremente m, empezando con pequen˜os valores,
se puede detectar la dimensio´n de embebimiento mı´nima cuando no se presente
ningu´n falso vecino (Cˇenys & Pyragas (1981), Buzung (1990), Liebert (1991),
Aleksic (1991) y Kennel (1992)). Aunque se presentan ciertas dificultades con
este me´todo, la inestabilidad de la dina´mica cao´tica algunas veces hace dif´ıcil
decidir cuales vecinos son verdaderos o falsos. Au´n mas, el conjunto de puntos
donde el atractor au´n no se a proyectado correctamente tienen medida cero en
la reconstruccio´n del espacio tan pronto como m > DF .
Una buena estimacio´n del tiempo de retardo es aun ma´s dif´ıcil de obtener ya
que no es un tema de los teoremas de embebimiento, porque se considera como
un dato de precisio´n infinita. Embebimientos con el mismo m pero diferente
τ son equivalente en el sentido matema´tico, pero en la realidad si se obtiene
el τ correcto su ana´lisis se facilitara´. Si τ es pequen˜o comparado con la es-
cala interna del sistema, sucesivos elementos en los vectores de retardo estara´n
fuertemente relacionados. Por lo tanto, todos los vectores sn sera´n agrupados
alrededor de las diagonales en Rm, a menos que m sea muy grande. Si τ es
muy grande, los elementos sucesivos sera´n independientes, y los puntos car-
gara´n largos espacios en Rm, donde la estructura determin´ıstica esta confinada
en pequen˜as escalas. As´ı pues, se calcula el τ usando el me´todo de informacio´n
mutua, el cual busca el primer cero de la funcio´n de autocorrelacio´n de la sen˜al
como un estimado.
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5.7 Mapas de Poincare´
Se considera el espacio de fase de un sistema de m ecuaciones auto´nomas. La
posicio´n del espacio de fase a lo largo de la tangente del flujo puede ser cam-
biado reparametrizando el tiempo. Esto no tiene relacio´n con la geometr´ıa del
atractor y no provee ninguna informacio´n acerca de la dina´mica. Se puede
utilizar esta observacio´n para reducir el espacio de fase en una dimensio´n, y al
mismo tiempo cambiar el flujo continuo en un mapa discreto.
El me´todo, llamado la seccio´n de Poincare´ es el siguiente. Primero for-
mamos una superficie orientada en el espacio de fase. Se construye un mapa
invertible en esta superficie siguiendo la trayectoria de flujo. Las iteraciones
del mapa son dadas por los puntos donde la trayectoria intersecta la superficie
en una direccio´n especifica. Cabe notar que el tiempo discreto n de este mapa
es la interseccio´n contada y es usualmente no proporcional al tiempo original t
del flujo. El tiempo entre la interseccio´n de dos puntos de las trayectorias varia
dependiendo del rumbo actual en la reconstruccio´n del espacio de estado y de
la seccio´n de superficie escogida. Algunas veces despue´s de aplicar esta te´cnica,
permanecen unos pequen˜os nu´meros de puntos. En los experimentos se tiende
a ajustar la frecuencia de muestreo tal que cerca de 10100 observaciones sean
hechas por ciclo en la sen˜al. Cada ciclo cede al menos un punto en el mapa de
Poincare´. Sin embargo si el dato en el Mapa de Poincare´ parece ser pobre, hay
que recordar el hecho de que los datos de flujo en s´ı mismos no son mejores
desde que la informacio´n adicional que contienen es redundante con respecto
a las propiedades cao´ticas de la sen˜al. De la construccio´n de intersecciones
se puede conseguir una mı´nima o ma´xima serie escalar de tiempo donde la
derivada de dicha sen˜al coordina el espacio de fase reconstruido.
La mayor´ıa de superficies de la seccio´n son aquellas que tienen fase cons-
tante. El mapa de Poincare´ resultante es tambie´n llamado Mapa Estrobosco´pico.
En este caso el sistema siempre tiene el mismo tiempo entre intersecciones, lo
cual es una caracter´ıstica u´til para el ana´lisis cuantitativo.
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Diagrama de Poincare´
Los diagramas de Poincare´ permiten distinguir un comportamiento cuasi perio´-
dico de uno cao´tico y observar la estructura fractal de un atractor extran˜o re-
duciendo la representacio´n del espacio de fase de un sistema continuo de di-
mensio´n N a un sistema discreto de dimensio´n (N − 1) Kubin (1995).
Es una te´cnica de la dina´mica no lineal que muestra la naturaleza de los
intervalos de la sen˜al, graficando cada intervalo contra el siguiente. El ana´lisis
de esta te´cnica se puede determinar cuantitativa o visualmente donde la forma
de la gra´fica determina las clases funcionales que indican la zona donde se en-
cuentra el microelectrodo. La gra´fica provee informacio´n de cada espiga en
detalle.
El problema de cuantificar las medidas que caracterizan la informacio´n ha
sido resuelto con varias te´cnicas, en este trabajo se aplica la propuesta por
Brennan and Palaniswami (2001) donde se cuantifica utilizando un sistema
estad´ıstico esta´ndar. Para su ana´lisis cuantitativo, se calcula la desviacio´n
esta´ndar de las distancias de los intervalos a las l´ıneas:
y = x (5.7)
y = −x+ 2× (R−R)m (5.8)
donde (R − R)m es la media de todos los intervalos. Las desviaciones
esta´ndar son llamadas SD1 y SD2 respectivamente. SD1 esta relacionada con
la velocidad de cambio de los intervalos y SD1 describe lo largo del cambio del
ellos. La relacio´n SD1/SD2 describe la relacio´n entre estos dos componentes.
Si se desea hacer un ana´lisis visual del gra´fico se observa la nube en el gra´fico
que puede mostrar diferentes clases indicando el grado de fallo del corazo´n de
una persona y la zona en la cual se encuentra el microelectrodo en el cerebro.
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5.8 Dimensio´n de correlacio´n (D2)
Hay muchas maneras de cuantificar la geometr´ıa y autosimilitud del objeto por
su dimensio´n. Para esto se requiere una definicio´n que coincida con el concepto
de dimensio´n cuando se aplica a objetos no fractales: un agrupamiento de
puntos finitos cero dimensionales, l´ıneas que tienen dimensio´n uno, superficies
de dimensio´n dos, etc. Una definicio´n ma´s practica para aplicaciones donde
el objeto geome´trico tiene que ser reconstruido desde una muestra finita de
puntos que en su mayor´ıa contienen errores tambie´n. Este concepto es llamado
la dimensio´n de correlacio´n. Se define la suma de correlacio´n como una serie
de puntos xn en algu´n vector de espacio que sera´ la fraccio´n de todos los pares
posibles de puntos que esta´n cercanos a una distancia dada ǫ. La fo´rmula ba´sica
es:
c(ǫ) =
2
N(N − 1)
N∑
i=1
N∑
j=i+1
⊖(ǫ− ‖xi − xj‖) (5.9)
donde ⊖ es la funcio´n de Heaviside, ⊖(x) = 0 si x ≤ 0 y ⊖(x) = 1 para
x > 0. La suma calcula los pares (xi, xj) cuyas distancias son menores que ǫ.
En el limite de una cantidad de datos infinitos (N −→ ∞) y para un pequen˜o
ǫ, se puede definir la dimension de correlacio´n D por:
d(N, ǫ) =
∂ ln c(ǫ,N)
∂ ln ǫ
, D2 = limǫ→0limN→∞d(N, ǫ) (5.10)
Se puede verificar fa´cilmente esta definicio´n observando las dimensiones in-
tegrales para los objetos geome´tricos regulares. Es igualmente obvio que los
dos limites que se deben obtener son dif´ıciles de calcular: N es limitada por
el taman˜o de la muestra y el rango de ǫ es limitado por el acierto finito de los
datos y por la inevitable falta de vecinos cercanos en pequen˜as escalas.
Dada una serie escalar de tiempo, se debe reconstruir un espacio de fase
auxiliar para el procedimiento de embebimiento. El proceso de reconstruccio´n
envuelve una buena escogencia del tiempo de retardo.
Una vez que los vectores de embebimiento son reconstruidos, la estimacio´n
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de la dimensio´n de correlacio´n es hecha en dos pasos. Primero se debe de-
terminar la suma de correlacio´n para un rango ǫ y para varias dimensiones
de embebimiento m. Luego se inspecciona C(m, ǫ) para los objetos de auto
similitud. Si estos objetos son suficientes para demostrar la auto similitud, se
puede calcular el valor de la dimensio´n. Para estimar la suma de correlacio´n
de la distribucio´n subyacente se debe extrapolar la informacio´n obtenida de
la muestra finita. El estimador, se basa en dimensiones pequen˜as cuando las
partes enteras de la suma no son estad´ısticamente independientes. Para las
series de tiempo con auto correlaciones no nulas, la independencia no puede ser
asumida. En cambio, los vectores de embebimiento son continuamente suce-
sivos en el espacio de fase debido al tiempo continuo de evolucio´n.
Un serio problema de las correlaciones temporales es la estimacio´n de la
suma de correlacio´n, su solucio´n es simple. En la ecuacio´n se deben excluir los
pares de puntos que esta´n cercanos, no es debido a la geometr´ıa del atractor
sino porque ellos se encuentran correlacionados. Usualmente, este es el caso
cuando ellos son cercanos en el tiempo. Por lo tanto la segunda suma comen-
zar´ıa despue´s de que la correlacio´n t´ıpica de tiempo tmin = nmin∆t que a
transcurrido:
c(ǫ) =
2
(N − nmin)(N − nmin − 1)
N∑
i=1
N∑
j=i+nmin
⊖(ǫ− ‖xi − xj‖) (5.11)
No´tese que tmin no es necesariamente igual al promedio del tiempo de co-
rrelacio´n.
En la pra´ctica, el ca´lculo de D2 se basa en la estimacio´n de la regio´n en
la cual la funcio´n ln (C (r)), para cada valor de m, es lineal con respecto a
ln (r). A este rango de valores de ln(r) se le denomina regio´n de escalamiento.
Normalmente, D2 aumenta con respecto a m, hasta que converge a algu´n valor
determinado dependiendo de la naturaleza de los datos analizados, como se
muestra en la Figura 5.5(b).
La deteccio´n de la regio´n de escalamiento, se realiza teniendo en cuenta que
en cualquier regio´n lineal de la funcio´n ln (C (r)), las pendientes o derivadas
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(a) Derivada de la funcio´n ln (C (r)).
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Figura 5.5: Ca´lculo de la D2.
tienden a ser similares. La funcio´n d ln (C (r)) /d ln (r) representa la magnitud
de las pendientes de ln (C (r)). Los argumentos de entrada del algoritmo que
calcula la regio´n de escalamiento son los valores correspondientes a ln (C (r)) y
ln(r), y devuelve dos valores que corresponden a los ı´ndices ma´ximo y mı´nimo
de la regio´n de escalamiento contenida en el vector de valores del eje ln(r). El
primer paso que ejecuta el algoritmo es estimar la funcio´n d ln (C (r)) /d ln (r)
mediante el ca´lculo de pendientes de puntos vecinos. En el segundo paso, ana-
liza la similaridad de las magnitudes obtenidas tras derivar la funcio´n ln (C (r))
utilizando la desviacio´n esta´ndar de cada segmento analizado, ya que el seg-
mento con menor desviacio´n es el ma´s similar en te´rminos de magnitud. En
el tercer y u´ltimo paso, encuentra los ı´ndices con los que se puede obtener el
segmento de menor dispersio´n en los vectores de ln (C (r)) y ln(r).
Al tener definida la regio´n de escalamiento, se calculan las pendientes de las
rectas de la funcio´n ln (C (r)) vs ln(r) en los valores de ln(r) segu´n la funcio´n
d ln (C (r)) /d ln (r), donde cada una de estas rectas representa la suma de co-
rrelacio´n para cada valor de dimensio´n de embebimiento.
5.9 Ma´ximo exponente de Lyapunov
Una de las principales caracter´ısticas de los sistemas cao´ticos es su impre-
decibilidad durante prolongados per´ıodos de tiempo, como consecuencia de la
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inherente inestabilidad de las soluciones y de la dependencia de sus condiciones
iniciales. A medida que las trayectorias de un sistema cao´tico evolucionan tem-
poralmente en un espacio de fase, se presenta una separacio´n entre las mismas
que crece a una tasa exponencial. En las series de tiempo, predominantemente
perio´dicas, tambie´n se presenta una separacio´n entre las trayectorias durante
su evolucio´n temporal, pero de tipo lento mas no exponencial. Por lo tanto,
se puede cuantificar esta separacio´n en un instante determinado mediante el
ca´lculo de un exponente relacionado con el incremento de la distancia entre las
trayectorias conocido como ma´ximo exponente de Lyapunov, el cual calcula la
magnitud del caos en el sistema analizado.
Dado que el ma´ximo exponente positivo de Lyapunov es una caracter´ıstica
fuerte del caos, es importante determinar su valor para la serie de tiempo
dada. El algoritmo propuesto para su ca´lculo fue sugerido por Wolf (1985).
El algoritmo asume la existencia de una divergencia exponencial y cede un
exponente finito para los datos estoca´sticos, donde el verdadero exponente es
infinito Rosenstein et al. (1992). Para un sistema dina´mico, las condiciones
iniciales son cuantificadas por los exponentes de Lyapunov. Cuando el atractor
es cao´tico, las trayectorias divergen en una rata exponencial caracterizadas por
el ma´ximo exponente de Lyapunov. Este concepto es tambie´n generalizado para
los exponentes del espectro de Lyapunov considerando una esfera n dimensional
de condiciones iniciales, donde n es el nu´mero de variables de estados usadas
para describir el sistema. Mientras el tiempo t avanza, la esfera evoluciona en
una elipsoide en la cual tiene que los principales ejes se expanden a ratas dadas
por los exponentes de Lyapunov. Los exponentes de Lyapunov asociados se
organizaran as´ı:
λ1 ≥ λ1 ≥ ... ≥ λn (5.12)
Donde λ1 y λn corresponden a la ma´s ra´pida expansio´n y contraccio´n de
los ejes principales respectivamente. De esta forma la longitud del eje principal
es proporcional a eλ1t; el a´rea determinada por los dos ejes principales es pro-
porcional a e(λ1+λ2)t; y el volumen determinado por el k-e´simo eje principal es
proporcional a e(λ1+λ2+...+λk)t. Luego, el espectro de Lyapunov puede definirse
como una exponencial creciente donde el elemento de volumen k es dado por
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la suma de los k-e´simos exponentes de Lyapunov. La suma de los exponentes
es igual a la entrop´ıa de Kolmogorov o la ganancia media de la informacio´n:
K =
∑
λi>0
λi (5.13)
Si se dispone de las ecuaciones que describen el sistema dina´mico, se puede
calcular el espectro completo de Lyapunov. Esto implica resolver nume´ricamen-
te el sistema de n ecuaciones par n + 1 condiciones iniciales cercanas. El cre-
cimiento de este grupo de vectores es medido y los vectores son continuamente
reortonormalizados usando el procedimiento de Gram-Schmit. Esto garantiza
que no solo un vector tiene componentes en la direccio´n de expansio´n ma´s
ra´pida y que los vectores mantienen una orientacio´n apropiada del espacio de
fase. Experimentalmente este acercamiento no es aplicable, incluso los datos
experimentales son series de tiempo de una sola observacio´n.
Si λ es positivo, significa que existe una divergencia exponencial de las
trayectorias, indicando presencia de caos. Dos trayectorias no se pueden se-
parar a una distancia mayor que el taman˜o del atractor. Si se presenta el caso
contrario, se obtiene una saturacio´n de la distancia. Una trayectoria cao´tica es
una trayectoria acotada en el espacio de fase que se tiene si λ1 > 0, si λ1 < 0
entonces es una trayectoria perio´dica, y si λ1 = 0 existen puntos de bifurcacio´n,
donde el comportamiento cambia de regular a cao´tico y viceversa.
Despue´s que se reconstruyen las trayectorias, el algoritmo localiza el vecino
cercano de cada punto en la trayectoria. El vecino cercano, Sjˆ , se encuentra a
trave´s de la bu´squeda del punto que minimiza la distancia al punto de referencia
particular Sj , lo cual se expresa mediante:
uj(n0) = min
Sjˆ
|Sj − Sjˆ | (5.14)
donde uj(n0) es la distancia inicial desde el j-e´simo punto a su vecino
cercano. Se impone la restriccio´n que los vecinos cercanos tienen una separacio´n
temporal mayor que el per´ıodo medio de la serie de tiempo , lo que permite
considerar cada par de vecinos como condiciones iniciales cercanas para dife-
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rentes trayectorias. El ma´ximo exponente de Lyapunov se estima como la tasa
media de separacio´n de los vecinos cercanos. Se asume entonces que el ca´lculo
de λ1 viene dado por:
λ1(∆n) =
1
∆nN
1
(l −∆n)
l−∆n∑
j=1
ln
uj(∆n)
uj(n0)
(5.15)
donde N es el per´ıodo de muestreo de la serie de tiempo, uj(∆n) es la dis-
tancia entre el j–e´simo par de vecinos cercanos despue´s de ∆n pasos discretos
en el tiempo, y l es el nu´mero de puntos reconstruidos. Para mejorar la con-
vergencia (con respecto a ∆n), se da una forma alterna de la ecuacio´n (5.15).
λ1(∆n, k) =
1
kN
1
(l − k)
l−k∑
j=1
ln
uj(∆n+ k)
uj(∆n)
(5.16)
Se asume que el j-e´simo par de vecinos cercanos diverge aproximadamente
a una tasa dada por el ma´ximo exponente de Lyapunov:
uj(∆n) ≈ Cjeλ1(∆nN) (5.17)
donde Cj es la separacio´n inicial. Tomando el logaritmo a ambos lados de
la ecuacio´n se obtiene:
lnuj(∆n) ≈ lnCj + λ1(∆nN) (5.18)
La ecuacio´n (5.18) representa un conjunto de l´ıneas aproximadamente pa-
ralelas (para j = 1, 2, . . . ,M), cada una con una pendiente proporcional a
λ1. De esta forma, el ma´ximo exponente de Lyapunov se calcula mediante un
arreglo de mı´nimos cuadrados de la l´ınea definida por:
y(∆n) =
1
N
〈lnuj(∆n)〉 (5.19)
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5.10 Exponente de Hurst
El exponente de Hurst se calcula para detectar situaciones de memoria a largo
plazo de una serie de tiempo. Si H existe, sus valores se encontraran en un
rango entre 0 y 1, evidenciando un comportamiento no lineal en la serie de
tiempo analizada, as´ı como la persistencia o no a largo plazo de la sen˜al res-
pectiva Pallikari and Boller (1999).
El comportamiento a largo plazo de la serie de tiempo puede presentar tres
tipos de comportamientos:
• 0.5 < H < 1 Sistema persistente, donde las tendencias del pasado per-
manecera´n en el futuro.
• 0 < H < 0.5 Sistema anti - persistente, donde las tendencias del pasado
sera´n inversas en el futuro.
• H = 0.5 que corresponde a un comportamiento similar al ruido blanco o
movimiento browniano.
La definicio´n del exponente de Hurst esta´ ligada al concepto de dimensio´n
fractal de la siguiente forma:
D = 2−H (5.20)
Donde D es la dimensio´n fractal y H es el exponente de Hurst. El expo-
nente de Hurst cuantifica la dina´mica de la serie de tiempo y permite ponderar
hasta que´ punto los datos pueden ser representados por un movimiento de tipo
browniano Garc´ıa (2004a).
Para estimar el exponente de Hurst se implementa el me´todo de escalamiento
en el rango que estad´ısticamente es el mejor. El me´todo de escalamiento en
el rango es utilizado para investigar las relaciones entre eventos aleatorios.
Adema´s con el uso de este me´todo, Hurst puede comparar feno´menos de varias
clases.
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En su ana´lisis, primero transforma la sen˜al natural x(t) en una nueva varia-
ble X(t,N) haciendo uso de la siguiente transformacio´n:
X(t,N) =
t∑
i=1
(xi − x¯N ) (5.21)
Donde xi es la sen˜al y x¯N es la media de la sen˜al. Se introduce entonces
el concepto de rango de escalamiento R/S, en donde el rango R(N) (5.22) es
la distancia entre el mı´nimo y el ma´ximo valor de X que es dividido por la
desviacio´n esta´ndar S(N) (5.23):
R(N) = maxX(t,N)−minX(t,N) (5.22)
S(N) = { 1
N
N∑
t=1
[xt − x¯N ]2}1/2 (5.23)
El rango de escalamiento (R/S) es una cantidad adimensional Martinis et al.
(1999). Para una sen˜al con un nu´mero total de muestras Nt, el cociente R/S es
estimado de acuerdo con las relaciones (5.21), (5.22) y (5.23) respectivamente.
El dato Nt es dividido en v grupos, donde cada grupo contiene N = Nt/v
datos, v toma valores desde 1 hasta Nt. La cantidad R/S es estimada para
cada uno de los grupos v y su promedio, ¯R/S, es graficado contra N en una
gra´fica log− log.
log(R/S) = logα+H logN (5.24)
El exponente de Hurst es estimado como la pendiente de la l´ınea que repre-
senta la gra´fica de log(R/S) vs. log(N) como se muestra en la ecuacio´n 5.24.
El algoritmo para la estimacio´n del exponente de Hurst, disen˜ado en este
trabajo, no usa solapamiento de regiones de datos, debido a que el solapamiento
de regiones no produc´ıa resultados exactos. El taman˜o que se escogio´ para las
regiones de ana´lisis fueron en potencias de dos, empezando por 8 y finalizando
en un taman˜o menor o igual al taman˜o total de la serie objeto del ana´lisis, es
decir: 8, 16, 32, 64, etc.
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Figura 5.6: Me´todo de escalamiento en el rango
Otras versiones del algoritmo reescalado de rango pueden usar el sola-
pamiento de las regiones y no limitarse a taman˜os de datos que son potencias
de 2, con el fin de ajustarse al tipo de serie que se este´ analizando. Esto debido
a que el algoritmo reescalado de rango estima el exponente de Hurst mediante
el ca´lculo de promedios de rangos reescalados sobre mu´ltiples regiones de datos,
hecho por el cual este algoritmo presenta una buena aproximacio´n para el ex-
ponente de Hurst en series de tiempo con determinada cantidad de muestras
Cerquera (2005).
Por ejemplo, si el nu´mero total de muestras es Nt = 1024, entonces se di-
vide en dos grupos de 512 datos y los dos valores de R/S, su promedio ¯R/S
y log( ¯R/S) son estimados. Luego, las 1024 muestras son divididas en cuatro
grupos de 256 datos y se procede de igual forma al anterior. La subdivisio´n de
los datos continua hasta obtener 128 grupos de 8 muestras cada uno. La canti-
dad log( ¯R/S) es estimada tambie´n para todos los datos y se procede a graficar
log( ¯R/S) vs. log(N) (5.7). Los para´metros α y H de (5.24) son estimados del
ana´lisis de los datos de una regresio´n lineal de la gra´fica (5.7).
5.11 Entrop´ıa Espectral
El ECG es una sen˜al ele´ctrica monitorizada cao´tica e irregular. En ella encon-
tramos un gran nu´mero de frecuencias, totalmente irregulares e impredecibles.
Debido a que la entrop´ıa cambia con los cambios de estado y porque la en-
trop´ıa tiende a incrementarse con el tiempo, se ha considerado que podr´ıa ser
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Figura 5.7: Regresio´n lineal para estimar el exponente de Hurst
la medida del “desorden” de un sistema. Ella asigna un valor de incertidumbre
a la posibilidad de ocurrencia de un evento en una serie de datos. As´ı pues, la
entrop´ıa es una medida que cuantifica la incertidumbre presente en un conjunto
de datos debido a su cantidad de informacio´n Zhang et al. (1999).
La “entrop´ıa lo´gica” de Shannon ser´ıa la medida de la dispersio´n, variacio´n
o diversidad de los datos en una serie. Si los datos son muy uniformes, la en-
trop´ıa es baja, y a la inversa Mart´ınez (2000). Shannon estaba interesado en
una medida de la informacio´n. Ya que la informacio´n reduce la incertidumbre,
ambas (informacio´n e incertidumbre) esta´n relacionadas. A ma´s informacio´n,
menos incertidumbre.
Aplicada a una serie de datos:
X(k) = (a1, a2, a3, ...an) (5.25)
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la Entrop´ıa de Shannon es:
E = −
∑
Pk log2(Pk) (5.26)
donde Pk es la probabilidad de existencia del dato ak en la serie X(k).
De esta forma la Entrop´ıa de Shannon aumentara´ cuanto mayor sea la
distribucio´n probabil´ıstica del resultado. O lo que es lo mismo, cuanto ma´s
irregular, ma´s indeterminado, ma´s variable, es decir, ma´s “cao´tico”.
Si las probabilidades son cercanas a 0, se espera que una de ellas este cercana
a 1 (debido a que la suma de probabilidades debe ser igual a 1), en cuyo caso,
el grado de aleatoriedad de la variable es mı´nima, dado que casi siempre toman
el mismo valor, situacio´n que se refleja en su disminuido valor de entrop´ıa. De
otro lado, si todas las probabilidades son iguales, entonces se encuentran rela-
tivamente lejos de los valores de 0 y 1, y la funcio´n H(Pk) aumenta su valor,
indicando un grado elevado de entrop´ıa, en el que es dif´ıcil predecir el valor que
toma la variable aleatoria en un tiempo subsiguiente.
La Entrop´ıa Espectral (SEN), es la Entrop´ıa de Shannon debidamente
normalizada y aplicada a la densidad del espectro de potencia de la sen˜al de
ECG. Esto es:
SEN = −
∑
pk
log pk
logN
(5.27)
donde pk son las amplitudes espectrales de frecuencia normalizadas, de
forma que
∑
pk = 1, y N es el nu´mero de frecuencias.
En definitiva, aplica´ndole a la sen˜al del ECG el algoritmo de la entrop´ıa
espectral, se puede obtener un para´metro, que siendo fa´cil de interpretar, nos
permite valorar la patolog´ıa presente en la sen˜al analizada.
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6. Conjuntos de entrenamiento
Actualmente se cuenta con dos bases de datos, una proveniente de la Univer-
sidad Polite´cnica de Valencia que son sen˜ales provenientes de microelectrodos
de registro. Y una base de datos para sen˜ales electrocardiogra´ficas que son del
Instituto te´cnico de Masachussets (MIT −BIH).
La validacio´n de cualquier tratamiento automatizado de sen˜ales electrocar-
diogra´ficas, requiere su aplicacio´n a un conjunto ma´s o menos amplio de estas
sen˜ales, las cuales adema´s debera´n cubrir el abanico ma´s general posible de
patolog´ıas, derivaciones, etc, correspondientes a situaciones reales. Estas bases
de datos permitira´n una evaluacio´n de los me´todos desarrollados reproducible,
automa´tica, esta´ndar y cuantitativamente.
La adquisicio´n de las sen˜ales y el desarrollo de los algoritmos de ana´lisis, se
hacen en el programa MATLAB 7.0.
6.1 Sen˜ales ECG
6.1.1 Descripcio´n de la sen˜al
La arritmia cardiaca es una alteracio´n del ritmo card´ıaco fisiolo´gico, es provo-
cada por una alteracio´n del sistema normal de conduccio´n ele´ctrica del corazo´n,
la sen˜al para la contraccio´n cardiaca de manera sincronizada es un impulso
ele´ctrico; dichos impulsos al mu´sculo card´ıaco pueden provocar ve´rtigo, des-
mayos o el bloqueo card´ıaco completo. En los electrocardiogramas (ECG), la
arritmia se muestra como una sen˜al anormal de baja frecuencia en el corazo´n,
dif´ıcilmente detectada antes de que lleguen a ser casos extremos a la hora de
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hacer el ana´lisis. El electrocardiograma, es una representacio´n gra´fica de la
actividad ele´ctrica del corazo´n que ofrece informacio´n acerca del estado del
mu´sculo card´ıaco. Esta representacio´n consiste en una l´ınea de base y varias
deflexiones y ondas. El origen se encuentra en las ce´lulas del mu´sculo card´ıaco,
las cuales pueden ser excitadas ele´ctricamente, producie´ndose un trasiego de
iones a trave´s de su membrana, lo cual induce un potencial ele´ctrico variable
en el interior y en el exterior Aguirre et al. (2001).
6.1.2 Prepocesamiento
Una vez la sen˜al es adquirida con la ayuda de una base de datos, e´sta todav´ıa
no debe utilizarse para el diagno´stico ya que presenta una serie de elementos
ajenos a la propia sen˜al debido a varios factores como el ruido, la interferencia
de la red o las variaciones de la l´ınea base. Estos elementos deben ser aislados y
minimizados para que las siguientes fases pertenecientes a un proceso de ana´lisis
visual o automa´tico ofrezcan resultados con una precisio´n satisfactoria. Cada
uno de estos elementos se puede estudiar por separado. As´ı, la sen˜al adquirida
podra´ ser representada como la combinacio´n de todos estos elementos, de la
forma descrita en la ecuacio´n 6.1:
y[n] = x[n] + r[n] + b[n] (6.1)
donde y[n] representa la sen˜al discreta adquirida, x[n] la sen˜al electrocar-
diogra´fica real producida por la actividad cardiaca que se desea registrar, r[n]
ruido en general, incluyendo algunos artefactos y la interferencia de la red
ele´ctrica, y b[n] las variaciones de la l´ınea base. En todos los casos n repre-
senta el ı´ndice temporal discreto. Los algoritmos de procesamiento tienen como
objetivo reducir al ma´ximo r[n] y b[n] para que la sen˜al obtenida sea lo ma´s
parecida a la real.
Deteccio´n del complejo QRS
Con el fin de detectar el complejo QRS se aplica un me´todo basado en transfor-
maciones no lineales propuesto por Pan - Tompkins, debido a que su porcentaje
de acierto es superior a los me´todos actualmente propuestos. Estos proponen
un algoritmo de deteccio´n en tiempo real basado en el ana´lisis de la pendiente
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Figura 6.1: Procesamiento y extraccio´n de la informacio´n
de la sen˜al en la banda de intere´s Jiapy and Tompkins (1985).
El primer paso es el proceso lineal que incluye un filtro pasa banda cuya
funcio´n es el rechazo del ruido. El segundo paso es la derivacio´n y por u´ltimo
se emplea la transformacio´n no lineal en forma de un elevador al cuadrado de
la amplitud de la sen˜al. La sen˜al luego es pasada a trave´s de un integrador
de ventana mo´vil. Las reglas de decisio´n del algoritmo incluyen la estimacio´n
adaptativa de los umbrales y de discriminacio´n de la onda T .
Figura 6.2: Esquema general del detector de complejos QRS
Filtracio´n pasa banda.
Esta reduce la influencia del ruido muscular, la interferencia de 60Hz, el co-
rrimiento de la l´ınea base, y la interferencia de la onda T . El pasa banda
deseado para maximizar la energ´ıa del QRS esta´ aproximadamente entre 5 y
17Hz. La funcio´n de transferencia para el filtro pasa bajo de segundo orden es:
H(z) =
1
32
(1− z−6)2
(1− z−1)2 (6.2)
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Para una frecuencia de muestreo de 200 Hz, frecuencia de corte de 11 Hz
y un retardo de 5 muestras o 25 ms. La funcio´n de transferencia para el filtro
pasa alto esta compuesta por un filtro pasa bajo cuya funcio´n de transferencia
es:
Hlp(z) =
(1− z−32)
(1− z−1) (6.3)
Para una frecuencia de corte de 5 Hz y un retardo de 80 ms.
Derivador y Funcio´n cuadra´tica.
Despue´s del filtrado, la sen˜al es diferenciada para proveer informacio´n sobre las
pendientes pronunciadas del complejo QRS. Para esto se emplea el siguiente
derivador:
y(n) =
1
8
[2x(n) + x(n− 1)− x(n− 3)− 2x(n− 4)] (6.4)
Este derivador elimina las componentes de baja frecuencia de las ondas T
y P , y provee una alta ganancia a las componentes de alta frecuencia del com-
plejo QRS. Despue´s de la derivacio´n, la sen˜al es elevada al cuadrado punto por
punto. Esto hace positivos todos los puntos de los datos y acentu´a la diferencia
entre las distintas pendientes detectadas en la etapa de diferenciacio´n.
Integracio´n de ventana mo´vil.
El propo´sito de la integracio´n de ventana mo´vil es extraer caracter´ısticas de la
sen˜al adicionales a la pendiente de la onda R:
y(n) =
1
N
[x(n− (N − 1)) + x(n− (N − 2)) + ...+ x(n)] (6.5)
donde N es el nu´mero de muestras en el ancho de la ventana de integracio´n.
Generalmente, el ancho de la ventana debe ser aproximadamente el mismo que
el complejo QRS ma´s ancho posible. Si la ventana es muy ancha, la integracio´n
de la forma de onda unir´ıa el complejo QRS y el T . Si es muy estrecha, algunos
complejos QRS producir´ıan algunos picos en la forma de onda de la integracio´n.
Esto puede causar dificultades en el proceso de deteccio´n del QRS posterior. El
ancho de la ventana recomendando entonces es de 30 y 54 para una frecuencia
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de muestreo de 200 y 360 Hz.
Figura 6.3: Proceso de deteccio´n del complejo QRS
Marca fiducial.
El complejo QRS corresponde a la forma de onda despue´s que se ha aplicado
la ventana integradora. La duracio´n de esta forma de onda es igual al ancho
del complejo QRS. Se establecen las marcas fiduciales como la posicio´n del
ma´ximo pico de las ondulaciones que se producen en la sen˜al bajo las condi-
ciones de bu´squeda del decisor adaptativo mediante umbrales.
Umbrales adaptativos.
Los umbrales son automa´ticamente ajustados para flotar sobre el ruido. Los
umbrales bajos son posibles por el mejoramiento de la relacio´n sen˜al ruido
del filtro pasa banda. El ma´s alto de los 2 umbrales en cada uno de los dos
conjuntos es usado para el primer ana´lisis de la sen˜al. El umbral ma´s bajo es
usado si no se detecta un QRS en un intervalo de tiempo determinado por lo
que una te´cnica de bu´squeda hacia atra´s es necesaria para encontrar complejos
6.1. Sen˜ales ECG 59
QRS pe´rdidos. Los umbrales aplicados son:
SPK = 0.125PEAK + 0.875SPK (6.6)
NPK = 0.125PEAK + 0.875NPK (6.7)
Umbral1 = NPK + 0.25(SPK −NPK) (6.8)
Umbral2 = 0.5Umbral1 (6.9)
donde:
PEAK pico detectado.
SPK es un estimado pico de la sen˜al.
NPK es un estimado pico del ruido.
Umbral1 es el primer umbral aplicado.
Umbral2 es el segundo umbral aplicado.
Un pico es un ma´ximo local detectado observando los cambios de direccio´n
dentro de un intervalo de tiempo en la sen˜al. El SPK es un pico que el
algoritmo ya ha detectado como un complejo QRS. El NPK es cualquier pico
que no esta relacionado con el QRS. Cuando un pico es detectado, debe ser
clasificado como un pico del ruido o un pico de la sen˜al. Para ser un pico de la
sen˜al, el pico debe exceder el Umbral1 cuando la sen˜al es analizada por primera
vez o el Umbral2 si se requiere una bu´squeda hacia atra´s. Cuando un complejo
QRS es encontrado utilizando el Umbral2 el SPK se actualiza de la siguiente
forma:
SPK = 0.25PEAK + 0.75SPK (6.10)
Y los umbrales se actualizan as´ı:
Umbral1 ← 0.5Umbral1 (6.11)
Umbral2 ← 0.5Umbral2 (6.12)
Segmentacio´n.
Una vez se tiene el vector de marcas fiduciales arrojado por el decisor adap-
tativo, se buscan las posiciones de los pulsos dentro del mı´smo y se extraen
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los latidos dentro de una ventana de 700 ms centrada en cada marca fiducial.
Los complejos QRS segmentados fueron muestreados a 360 Hz y normalizados
(rango unitario y remocio´n de la media). Finalmente, se construyo´ una matriz
con 900 complejos QRS de cada una de las patolog´ıas incluyendo las normales.
6.1.3 Base de Datos
ElMIT −BIH (The Massachusetts Institute of Technology-Beth Israel Hospi-
tal Arrhythmia Database) es una de las principales fuentes de sen˜ales electro-
cardiogra´ficas a nivel mundial. En esta base de datos se han incluido sen˜ales
representativas de un conjunto muy amplio de patolog´ıas, adema´s de ficheros
de etiquetas realizados por expertos con el fin de servir de patro´n para evaluar
algoritmos aplicados a la sen˜al electrocardiogra´fica.
Consta de 23 registros (numerados del 100 al 124 inclusive con algunos fal-
tantes) de aproximadamente 30 minutos de duracio´n elegidos aleatoriamente
del conjunto y de 25 registros (numerados del 200 al 234 con algunos faltantes)
de ide´ntica duracio´n elegidos del mismo conjunto debido a que contienen una
variedad de feno´menos extran˜os pero de importancia cl´ınica que no estar´ıa
bien representada en un conjunto aleatorio tan pequen˜o de registros electro-
cardiogra´ficos. El primer grupo sirve como representativo de una variedad
de morfolog´ıas y artefactos (sen˜ales de origen artificial) con los cuales un ana-
lizador de ECG se puede encontrar durante el uso cl´ınico normal. En el segundo
grupo de encuentran arritmias ventriculares, supraventriculares, de conduccio´n
y junctional complejas. Los registros fueron tomados de hombres y mujeres
entre los 23 y 89 an˜os.
Estas series de tiempo fueron registradas analo´gicamente por el mismo mo-
delo de instrumento en todos los casos, y ma´s tarde digitalizadas con una fre-
cuencia de muestreo de 360 Hz y resolucio´n de 11 bits (para ± 5 mV). Los
registros fueron anotados por dos cardio´logos independientemente, y las dis-
crepancias fueron resueltas por consenso. Adema´s de anotaciones de arritmias,
se incluyeron cambios en la calidad de la sen˜al, de ritmo y artefactos entre
otros.
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6.2 Sen˜ales MER
6.2.1 Descripcio´n de la sen˜al
La enfermedad de Parkinson requiere de una cirug´ıa que puede comprender
el trasplante de ce´lulas dopamine´rgas de la me´dula adrenal o la implantacio´n
de un neuro-estimulador en el cerebro del paciente. Para realizar la cirug´ıa se
inserta un micro electrodo, el cual registra la actividad neuronal de la regio´n
cerca a su punta. La sen˜al es amplificada y filtrada para visualizarla en un
osciloscopio y puesta en un parlante para que un neurofisio´logo a partir de la
forma de onda y de los sonidos producidos por las descargas de potenciales de
accio´n, determine en que regio´n del cerebro se localiza el micro electrodo.
6.2.2 Preprocesamiento
En los procesos quiru´rgicos destinados al tratamiento de Parkinson se requiere
localizar con suficiente precisio´n los electrodos de estimulacio´n y registro, para
lo cual se toma la salida de los microelectrodos y se amplifican en un parlante.
El neurocirujano escucha la esta´tica creada por los potenciales de accio´n de
las neuronas cerca del electrodo y de acuerdo a la frecuencia de aparicio´n de
estos potenciales y apoyado en un sistema de planeamiento cuyo uso requiere
de TACs quiru´rgico cerebrales, puede sugerir la trayectoria del electrodo y la
zona en la que se encuentra. Desafortunadamente esta informacio´n puede ser
ambigua, incluso para un neurocirujano experimentado al que le puede llevar
mucho tiempo el encontrar las zonas de intere´s basa´ndose u´nicamente en este
procedimiento.
El spike sorting, es el me´todo de preprocesamiento ma´s empleado en este
tipo de ana´lisis, debido a la necesidad de validar los potenciales de accio´n
ma´s prominentes al microelectrodo de registro. Sin embargo, este me´todo de
seleccio´n cuenta con un alto grado de subjetividad en el proceso de clasificacio´n
al tener que determinar las clases de spikes que deben coexistir.
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Seleccio´n efectiva de caracter´ısticas
La reduccio´n de dimensio´n de la representacio´n original de las sen˜ales se hace
posible, entre otras, por las siguientes razones:
– Muchas de las variables tienen una tendencia menor que la medida de
ruido y por lo tanto son irrelevantes.
– Muchas de las variables esta´n correlacionadas con otras, por combina-
ciones lineales u otra dependencia funcional; la tarea consiste en hallar
un nuevo conjunto de variables no correlacionadas.
Por lo tanto en muchas situaciones debe ser posible descartar la informacio´n
redundante, produciendo una representacio´n ma´s econo´mica de los datos. La
seleccio´n de caracter´ısticas de las sen˜ales MER, tendientes a ser discriminadas
en un proceso de clasificacio´n, no ha sido estudiada. Solamente en el contexto
de los procedimientos basados en spike sorting se han empleado te´cnicas de re-
duccio´n de dimensionalidad para encontrar el tren de espigas ma´s prominente,
tales como: ana´lisis de componentes principales, ana´lisis de componentes inde-
pendientes, ana´lisis de dependencias estad´ısticas usando el test de Kolmogorov–
Smirnov y la desviacio´n esta´ndar.
Para un preprocesamiento en este tipo de sen˜ales, las te´cnicas de filtrado li-
neal no son la herramienta ma´s efectiva Guarnizo (2005), dadas las propiedades
de los potenciales de accio´n o espigas presentes en las sen˜ales provenientes de los
microelectrodos de registro. De otro lado, el filtrado no lineal se ha empleado
en particular en la te´cnica de organizacio´n de espigas denominada spike sorting
cuyo fin es seleccionar las espigas ma´s sobresalientes al electrodo de registro
tendiente a reconstruir nuevamente el tren con los potenciales de accio´n ma´s
significativos.
Sin embargo, se considera que cualquier me´todo de seleccio´n de carac-
ter´ısticas sobre este nuevo tren de espigas (spike sorting) no aporta la totalidad
de la informacio´n necesaria para contener un buen grado discriminante ya que
las sen˜ales MER cuentan con un SNR bajo y el me´todo excluye de forma
heur´ıstica potenciales de accio´n importantes dentro del ana´lisis. Adema´s, el
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procedimiento de caracterizacio´n no tiene en cuenta el factor tiempo, factor que
se requiere para entregar resultados precisos Luczak and Narayanan (2005b).
Segmentacio´n
La segmentacio´n en las sen˜ales bioele´ctricas consiste en la deteccio´n de dis-
continuidades: para el caso de las sen˜ales MER se requiere determinar con
precisio´n el tiempo de ocurrencia de los cambios de zonas cerebrales. En
Falkenberg et al. (2003) se determina la manera de seleccionar por me´todos
estad´ısticos, segmentos estacionarios de las caracter´ısticas de las estructuras
neuronales. El problema radica nuevamente en la alta dispersion debido a la
aleatoriedad de los procesos.
6.2.3 Base de datos
La base de datos con la que se realiza este trabajo proviene de la Universidad
Polite´cnica de Valencia que esta conformada por sen˜ales provenientes de mi-
croelectrodos de registro (MER). Las sen˜ales tomadas para cada una de las
pruebas que se van a describir, no han tenido un preprocesamiento previo de
ningu´n tipo. Para cada una de las zonas se tienen inicial mente los siguientes
registros:
• Zona Ta´lamo: 43 sen˜ales.
• Zona Subta´lamo: 25 sen˜ales.
• Zona Negra: 24 sen˜ales.
• Zona inserta: 85 sen˜ales.
Para un total de 177 registros. Se toman 96 registros MER; 24000 puntos
por cada muestra (1000 ms), partiendo desde la mitad del registro y tomando
12000 puntos a lado y lado del registro, discriminando en ellas las 4 diferentes
zonas (24 sen˜ales por cada zona).
7. Me´todos
7.1 Reconstruccio´n del atractor
7.1.1 Estimacio´n de la dimensio´n de embebimiento
Se estima la dimensio´n de embebimiento para cada tipo de sen˜ales de acuerdo
al procedimiento descrito en la seccio´n 5.5.3.
Se escogio´ una longitud de sen˜al adecuada de forma que el nu´mero de pun-
tos de la muestra describiera totalmente el comportamiento subyacente de la
sen˜al. As´ı, se realizan pruebas con diferentes longitudes de la sen˜al, escogiendo
aquella mı´nima longitud que cumpliera con el requisito inicial en la prueba
realizada 7.4.
Las representaciones del espacio de fase facilitan la visualizacio´n de la
dina´mica de los sistemas. Gra´ficos de dispersio´n difieren considerablemente en-
tre sujetos sanos y pacientes con diferentes estados anormales. Si se conectan
los puntos del espacio de fase, estas l´ıneas de conexio´n se conocen como las
trayectorias del sistema considerado.
7.1.2 Estimacio´n del tiempo de retardo
Uno de los principales me´todos para estimar el valor del tiempo de retardo
(τ) es mediante la estimacio´n de la informacio´n mutua promedio (AMI) de la
series de tiempo analizadas s[n] y s[n+ τ ]:
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I (τ) =
∑
s[n],s[n+τ ]
p (s[n], s[n+ τ ]) log2
(
p (s[n], s[n+ τ ])
p(s[n])p (s[n+ τ ])
)
,
donde p(s[n], s[n+ τ ]) es la densidad de probabilidad conjunta para s[n]
y s[n + τ ], as´ı como p(s[n]) y p (s[n+ τ ]) son las densidades de probabilidad
marginales para s[n] y s[n+τ ] respectivamente. Con una mayor independencia
estad´ıstica entre las series de ana´lisis, se espera que la cantidad de informacio´n
entre las medidas sea igual a cero. Sin embargo, para valores suficientemente
grandes de τ las series s[n] y s[n + τ ] pueden considerarse independientes, e
I(τ) tendera´ a cero. El valor de τ se toma entonces donde se presenta el primer
mı´nimo de la informacio´n mutua promedio I(τ) como valor para emplear en
la reconstruccio´n del espacio de fase Abarbanel (1996). El procedimiento para
escoger el primer mı´nimo de la informacio´n mutua promedio es similar al que
se utiliza para escoger el primer cero de la funcio´n de autocorrelacio´n lineal
C(τ) =
∑
n
(s[n]− s¯)(s[n+ τ ]− s¯),
donde s¯ = 1N
∑N
n=1 s [n] , es el tiempo en el cual se escoge el retardo τ . Este
me´todo representa la manera lineal o´ptima para seleccionar τ desde el punto
de el valor de prediccio´n de s[n + τ ] a partir del conocimiento de s[n], en el
sentido de los mı´nimos cuadrados.
Algoritmo 1 Informacio´n mutua promedio
Require: x(n) : n = 1, . . . , L {Vector de longitud L que contiene la sen˜al de
tiempo}
for n = 0 : L do
aux1 =
∑
s[n],s[n+τ ] p(s[n], s[n + τ ]) log(
p(s[n],s[n+τ ])
p(s[n])p(s[n+τ ]) ) {Informacio´n mu-
tua}
C(τ) =
∑
n(s[n] − s)(s[n + τ ] − p(s[n], s[n + τ ])) {Primer mı´nimo de la
informacio´n mutua}
end for
Sin embargo, uno de sus principales inconvenientes esta´ relacionado con la
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decisio´n de cua´ndo dicha medida tiene un valor significativamente diferente de
cero, debido a que la presencia de relaciones espurias entre los valores de los
atributos, y las aproximaciones realizadas en su proceso de ca´lculo, pueden
producir valores diferentes de cero para atributos irrelevantes Cardona et al.
(2006). Otro problema esta´ relacionado con que no existe garant´ıa de que el
clasificador pueda aprender las relaciones entre los atributos finalmente sele-
ccionados y la clase a la que pertenece cada objeto.
Para escoger la dimensio´n de embebimiento (m) y el tiempo de retardo
(τ) de estas sen˜ales se utilizan las te´cnicas sugeridas, que implica el ca´lculo
de la dimensio´n de correlacio´n con un retardo unitario; se observan las pen-
dientes obtenidas, donde las que se ubican en la zona ma´s lineal que permite
el ca´lculo de m. En una prueba inicial para el ca´lculo del m se asume τ = 1,
y se observa en que´ regio´n se presenta la linealidad, donde se estima unm = 37.
La determinacio´n de τ se logro´ estimando la caracter´ıstica LLE para un τ
variando desde 2 hasta 20 y escogiendo el que minimizara´ tanto la aparicio´n
datos at´ıpicos como la variabilidad intra-clase. De esta manera se determino´
el τ = 18. Con este tiempo de retardo se hace una vez ma´s el ca´lculo de la
dimensio´n de correlacio´n para diferentes valores de m; obteniendo as´ı el valor
de m = 52.
7.2 Estimacio´n de las caracter´ısticas
Se aplican las te´cnicas no lineales descritas en la seccio´n 5.8 a cada una de las
muestras, de acuerdo con la dimensio´n de embebimiento y el tiempo de retardo
hallados anteriormente.
7.2.1 Ma´ximo exponente de Lyapunov
El exponente de Lyapunov se estima como se indica en el algoritmo 2 donde
f ′(xi) es la derivada de la funcio´n mapeada.
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Algoritmo 2 Ma´ximo exponente de Lyapunov
Require: x(n × m) : n = 1, . . . , L {Matriz de longitud L que contiene la
reconstruccio´n del atractor}
for n = 0 : m do
λ = limN։∞
1
N
∑N
i=1 log(f
′(xi)) {Exponentes de Lyapunov}
xi+1 = k × xi − 11+exp(−xi/ǫ) + a {Mapa log´ıstico}
end for
7.2.2 Exponente de Hurst
Como se menciono´ anteriormente, Hurst desarrollo´ una metodolog´ıa para la
estimacio´n del coeficiente H. Inicialmente su estudio se aplico´ al caso del flujo
del r´ıo Nilo Guillermo Sierra (2005), pero en te´rminos generales puede apli-
carse a cualquier serie que se sospeche se comporte como fractal en cualquier
otra area de estudio. La metodolog´ıa que se muestra en el algoritmo 3 indica
ba´sicamente los siguientes pasos:
Algoritmo 3 Exponente de Hurst
Require: x(n) : n = 1, . . . , L {Vector de longitud L que contiene la sen˜al de
MER}
for n = 0 : L do
aux1 = x(1 : N) {Descomposicio´n en conjuntos de taman˜o N}
m =
∑N
t=1 xt {Ca´lculo de la media}
S =
√
1
N
∑N
t=1(xt −m)2 {Ca´lculo de la desviacio´n acumulada para cada
media}
y =
∑τ
t=1(xt −m) {Transformacio´n de la serie}
R = max(y)−min(y) {Rango}
R/S = R(N)S(N)
H = log(R/S)log(N) {Exponente de Hurst}
end for
Se inicia con una serie de tiempo de taman˜o N , se divide este per´ıodo de
tiempo N en A subper´ıodos contiguos de longitud n, tal que A × n = N . Se
nombra cada uno de los subper´ıodos o subgrupos Ia , con a = 1, 2, 3, ..., A.
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Las diferencias de cada elemento Nk,a con respecto a la media ma para cada
subper´ıodo Ia se van sumando para obtener una la serie de tiempo acumulada
(Xk,a ). Se calcula el rango y la desviacio´n esta´ndar muestral de la forma tradi-
cional. Este u´ltimo dato se normaliza y se toma el valor promedio por tramos.
7.2.3 Entrop´ıa espectral
El algoritmo resultante (4) se compone de cuatro fases diferentes:
1. Obtencio´n del Espectro de Potencia P (fi) mediante Fourier (FFT ),
donde fi son las distintas frecuencias que componen la sen˜al del ECG.
2. Normalizacio´n de dicho espectro con la aplicacio´n de la siguiente ecuacio´n:
∑
Pn(fi) = Cn
∑
P (fi) = 1 (7.1)
3. Mapeado y suma, donde para cada una de las frecuencias del Espectro se
aplica la fo´rmula de Shannon, donde Pn es la potencia en la frecuencia
fi.
4. El resultado se normaliza, con respecto a N , siendo N el nu´mero de
frecuencias del espectro.
∑
SN [fi, f2] =
S[fi, f2]
logN |fi, f2| (7.2)
Algoritmo 4 Entrop´ıa Espectral
Require: x(n) : n = 1, . . . , L {Vector de longitud L que contiene la sen˜al de
tiempo}
for n = 0 : L do
aux1 = P (fi) {Obtencio´n del espectro del Potencia}
aux1 = [aux1 +mean(aux1)]/std(aux1) {Normalizacio´n del espectro}
SEN = −∑ pk log pklogN {Ca´lculo de la Entrop´ıa de Shannon}
end for
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7.2.4 Diagrama de Poincare´
El algoritmo resultante para este me´todo se muestra en 5; mediante el cual
se puede hallar anal´ıticamente el coeficiente de Poincare´. Esta tambie´n se re-
conoce porque posee un ana´lisis gra´fico, el cual plantea graficar cada intervalo
de la sen˜al contra su siguiente en un gra´fica 2D.
Algoritmo 5 Ca´lculo del Diagrama de Poincare´
Require: x(n) : n = 1, . . . , L {Vector de longitud L que contiene la sen˜al de
tiempo}
for n = 0 : NL do
aux1 = x(L+1)−x(L) {Deteccio´n de los Intervalos de tiempo de la sen˜al}
S1 = sqrt((1/(aux1 − 1)) × cumsum(aux1)) {Ca´lculo de la distancia de
Poincare´ a la l´ınea y = x}
S2 = sqrt((1/(aux1 − 1)) × cumsum(aux1)) {Ca´lculo de la distancia de
Poincare´ a la l´ınea y = −x+ 2× (R−R)m}
RE = SD1/SD2 {Coeficiente de Poincare´}
end for
7.3 Ana´lisis de estructuras multivariadas
Partiendo del espacio de caracter´ısticas se hizo necesario realizar un ana´lisis de
estructuras multivariadas con el objetivo de maximizar la distancia entre-clases
y minimizar la variabilidad intra-clase. Dada la variabilidad inherente a las se-
ries de tiempo, se realiza un ana´lisis de datos at´ıpicos, ubicando la procedencia
de estos datos, con el fin de retirarlos del estudio en caso de que se confirme que
ha sido un error (i.e. error de estimacio´n) aunque el modelo este´ bien ajustado.
Una observacio´n con residuo grande se denominan dato at´ıpico (outlier),
normalmente se considera que una observacio´n es un dato at´ıpico si tiene un
residuo estandarizado mayor que 2(δi > 2), otras veces se pide que δi > 3. En
cualquier caso es una eleccio´n subjetiva y cuanto mayor sea, ma´s at´ıpica es la
observacio´n.
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Los datos at´ıpicos son de gran importancia porque su inclusio´n o no en
la muestra puede hacer que var´ıe la recta de regresio´n estimada. Es conve-
niente estudiar las observaciones que tienen un residuo estandarizado. Aquel-
los me´todos poco sensibles a estos datos extran˜os se denominan robustos y la
estad´ıstica robusta es un a´rea de intensa investigacio´n.
Son muchas las causas que dan origen a la existencia de datos at´ıpicos. En-
tre las que se cuentan esta que el punto observado es un error (en la medicio´n,
en la transcripcio´n de los datos, etc.) pero el modelo ajustado es adecuado o el
punto observado es correcto pero el modelo ajustado no lo es, porque la relacio´n
entre las dos variables es lineal en un determinado intervalo pero no es lineal
donde se observa al punto o existe una fuerte heterocedasticidad con algunas
observaciones que se separan de la nube o existe una variable de clasificacio´n
que no se ha tenido en cuenta.
Debido a esto, se someten los resultados a la prueba de Grubbs Willerman
et al. (1991) que nos habla de dada una muestra aleatoria simple de taman˜o
n procedente de una poblacio´n univariante, (x1, x2, ..., xn), podemos sospechar
que una de sus observaciones es un dato at´ıpico, es decir, el valor registrado
para ese individuo es anormalmente pequen˜o o grande. Ante esta situacio´n, se
analiza la procedencia de ese dato, y como consecuencia de ello, se elimina de
la muestra si se confirma que ha sido un error (quiza´s de medida o de tran-
scripcio´n manual del dato) o se modifica su hipo´tesis sobre la muestra en caso
de verificarse su exactitud.
En todo caso, no se elimina un dato sospechosamente at´ıpico hasta no
tener la certeza absoluta de que su origen se debe a un error humano o de
instrumentacio´n. Como ayuda a la decisio´n sobre si un dato es o no at´ıpico, se
dispone de la prueba de Grubbs, la cual exige que la muestra proceda de una
inicial normal. Se plantea en los siguientes te´rminos:
• H0: no hay datos at´ıpicos en la muestra.
• H1: hay al menos un dato at´ıpico.
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Se hace uso del estad´ıstico:
G =
max |xi − x¯|
s
(7.3)
siendo x¯ la media y s la desviacio´n t´ıpica muestral. La regio´n cr´ıtica de
esta divergencia se puede obtener aproximadamente tomando como referencia
la distribucio´n tn−2 de Student con (n− 2) grados de libertad. As´ı, definiendo
k tal que
Prtn−2 > k =
α
2n
(7.4)
donde tn−2 identifica tanto a la variable aleatoria como a su distribucio´n y,
siendo α = 0.05 el nivel de significacio´n, se aceptara´ la hipo´tesis alternativa H1
de existencia de dato at´ıpico si G excede de cierto valor cr´ıtico:
G =
n− 1√
n
√
k2
n− 2 + k2 (7.5)
7.4 Seleccio´n del taman˜o del segmento de ana´lisis
La estimacio´n del taman˜o de ventana de ana´lisis se soporta en el trabajo de
(Falkenberg, 2003), quien sen˜alo´ que en las sen˜ales MER existen segmentos
estacionarios o cuasi estacionarios que representan las caracter´ısticas de la es-
tructura neuronal de la cual fueron extra´ıdas. Las propiedades estad´ısticas
que se pueden extraer de las sen˜ales MER se basan en la presuncio´n de una
estacionariedad local de los segmentos cuasi estacionarios. La presencia de
artefactos, el ruido de adquisicio´n, movimientos del paciente y en general, cam-
bios abruptos en las sen˜ales, hacen que estas sen˜ales sean no estacionarias si se
analizan en su totalidad.
Las pruebas realizadas con diferentes taman˜os de segmentos de sen˜ales
MER, utilizando te´cnicas de caracterizacio´n espectrales, Figura 7.1(a), con
wavelets, Figura 7.1(b), con banco de filtros, Figura 7.1(d) y Figura 7.1(c), y
de clasificacio´n con bayes, indicaron que los mejores ı´ndices de clasificacio´n se
obtienen entre 800 y 1000 ms. En el caso del ana´lisis espectral cabe resaltar
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que las te´cnicas tiempo-frecuencia empleadas se consideran te´cnicas de ana´lisis
cuasi estacionario, ya que se basan en la presuncio´n de estacionariedad sobre
el segmento de ana´lisis Orozco (2007). Por este motivo los mejores porcentajes
de acierto se obtuvieron al analizar segmentos de 1000 ms, los cuales presentan
un mejor resultado en la prueba de hipo´tesis de estacionariedad que se planteo´
anteriormente.
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(a) Utilizando ana´lisis espectral.
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(b) Utilizando caracter´ısticas wavelets.
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(c) Utilizando banco de filtros con bayes.
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(d) Utilizando banco de filtros con bayes
ma´s PCA dina´mico.
Figura 7.1: Porcentajes de acierto sobre diferentes segmentos de tiempo.
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8. Resultados
En este cap´ıtulo se presentan los resultados obtenidos al aplicar metodolog´ıa
propuesta anteriormente; la cuantificacio´n de las prestaciones del esquema de
clasificacio´n se realizo´ teniendo en cuenta los mejores resultados de validacio´n
y cross-validacio´n de los experimentos realizados.
Los me´todos de ana´lisis enunciados en el desarrollo fueron aplicados sobre
las sen˜ales adquiridas de diversos pacientes. Se digitalizaron los registros y se
procedio´ a hacer una remocio´n de interferencias ajenas a los elementos que se
desean detectar.
La caracterizacio´n consiste en medidas de complejidad: el ma´ximo expo-
nente de Lyapunov (LLE), el exponente de Hurst (H), la entrop´ıa espectral
(S), el diagrama de Poincare´ (P0) y la dimensio´n de correlacio´n (El ca´lculo de
D2 sigue el me´todo propuesto en Rosentein et al. (1993)).
Adema´s, partiendo del espacio de caracter´ısticas se hizo necesario realizar
un ana´lisis de estructuras multivariadas con el objetivo de maximizar la dis-
tancia entre-clases y minimizar la variabilidad intra-clase. Dada la variabilidad
inherente a las series de tiempo se realiza un ana´lisis de datos at´ıpicos, ubicando
la procedencia de estos datos, con el fin de retirarlos del estudio en caso de que
se confirme que ha sido un error (i.e. error de estimacio´n) aunque el modelo este´
bien ajustado. La presencia de un valor ano´malo puede alterar severamente la
sensibilidad del ana´lisis estad´ıstico. Por lo que se someten los resultados a la
prueba de Grubbs Willerman et al. (1991) que calcula el promedio para cierta
muestra de datos y luego la desviacio´n esta´ndar de esos promedios. Se elimina
el promedio ma´s alto (sa) y bajo (sb). Se hace una disminucio´n porcentual en
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la desviacio´n esta´ndar:
100 ∗ [1− (sb
s
)]
100 ∗ [1− (sa
s
)]
El mayor de esos decrecimientos se compara con el valor cr´ıtico de Grubbs
para el nu´mero de muestras consideradas, el dato que excede el valor cr´ıtico se
rechaza o es tomado como dato at´ıpico.
Con el fin de evaluar la capacidad discriminante de las caracter´ısticas de
complejidad se uso´ el clasificador bayesiano para una validacio´n con 10 folds.
8.1 Ana´lisis del procesamiento de las sen˜ales
8.1.1 Sen˜ales ECG
La estimacio´n de caracter´ısticas se realiza a partir de la reconstruccio´n de un
patron de entrenamiento, por lo que se agrupan vectores compuestos por 100
latidos para cada una de las arritmias a identificar.
Se utilizan 500 latidos, correspondientes a 100 latidos por cada una de las 5
clases, los cuales son extra´ıdos aleatoriamente de la base de datos MIT −BIH
y han sido etiquetados para obtener las tasas de error de entrenamiento de
forma automa´tica. Para validar los resultados 500 latidos diferentes a los que
conforman el conjunto son usados como entrenamiento, pero extra´ıdos con el
mismo criterio.
Para su preprocesamiento, se aplican el algoritmo de Pam-Tomkins anali-
zado en la seccio´n 1. Teniendo en cuenta las 5 te´cnicas para caracterizar em-
pleadas, se obtuvieron 32 combinaciones, correspondientes a cada una de las
te´cnicas descritas en el cap´ıtulo anterior.
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8.1.2 Sen˜ales MER
Para escoger la dimensio´n de embebimiento (m) y el tiempo de retardo (τ)
de estas sen˜ales se utilizan las te´cnicas sugeridas en Grassberger (1983), que
implica el ca´lculo de la dimensio´n de correlacio´n con un retardo unitario; se
observan las pendientes obtenidas, donde las que se ubican en la zona mas li-
neal permiten el ca´lculo de m. En una prueba inicial para el ca´lculo del m se
asume τ = 1, y se observa en que´ regio´n se presenta la linealidad (ver Figura
2), donde se estima un m = 37.
La determinacio´n de τ se logro´ estimando la caracter´ıstica LLE para un τ
variando desde 2 hasta 20 y escogiendo el que minimizara tanto la aparicio´n
datos at´ıpicos como la variabilidad intra-clase. De esta manera se determino´
el τ = 18. Con este tiempo de retardo se hace una vez ma´s el ca´lculo de la
dimensio´n de correlacio´n para diferentes valores de m, aplicando el teorema de
Takens Takens (1981); obteniendo as´ı el valor de m = 52. De esto se concluye
que debido a la dina´mica fluctuante de la sen˜al, el τ no se puede aumentar, por
lo que el mejor resultado para este´ es el valor unitario. Por lo tanto, se pretende
realizar pruebas gra´ficas a las sen˜ales donde se observe el comportamiento que
tiene el m y as´ı determinar cual es el ma´s apropiado para las series de tiempo.
Para la reconstruccio´n del espacio de embebimiento se obtuvo un retardo
de reconstruccio´n unitario, el cual brinda mayor separabilidad entre las clases.
Considerando que la frecuencia de muestreo es 24000 Hz, τ = 0.75ms. Este
valor revela que la dina´mica no lineal inherente al comportamiento cerebral
en las diferentes zonas es fuerte, adema´s de que esta dina´mica preserva infor-
macio´n no lineal determinista que no es destruida por otros agentes emisores
biolo´gicos. De igual manera, la dimensio´n de embebimiento estimada para los
atractores fue de 52, lo cual afirma lo dicho anteriormente, ya que este valor
es muy alto con respecto a los hallados para otro tipo de biosen˜ales reportados
en la literatura Carvajal et al. (2002), Kantz and Schreiber (2002).
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8.2 Ana´lisis de resultados de los me´todos apli-
cados
8.2.1 Ma´ximo Exponente de Lyapunov
Para todas las sen˜ales de distintos pacientes se aplico´ el algoritmo de Wolft
para estimar el mayor exponente de Lyapunov (MEL). Puesto que la dismin-
ucio´n en el valor delMEL indica una reduccio´n en la complejidad en el estable-
cimiento del evento que se desea caracterizar, durante este, la complejidad debe
ser menor.
Con la caracterizacio´n es posible diferenciar las zonas que se desean clasi-
ficar, como se muestra en el boxplot de la figura 8.2.1. Esta caracter´ıstica se
encuentra normalizada estad´ısticamente.
Figura 8.1: Boxplot de las diferentes zonas cerebrales. 1. Sustancia negra, 2.
Subta´lamo, 3. Ta´lamo, 4. zona inserta, 5. Fuera de zona
8.2.2 Dimensio´n de correlacio´n
La figura 8.2.2 muestra el boxplot de esta te´cnica para las zonas cerebrales.
Adema´s cabe contar dentro de sus resultados la efectividad al seleccionar la
dimension de inmersio´n para las sen˜ales, ya que de no haber sido as´ı la recons-
truccio´n del atractor no puede ser o´ptima.
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Figura 8.2: Boxplot de las zonas cerebrales para la dimensio´n de correlacio´n. 1.
Sustancia negra, 2. Subta´lamo, 3. Ta´lamo, 4. Zona inserta, 5. Fuera de zona
8.2.3 Exponente de Hurst
El boxplot mostrado en la figura 8.2.3 es el mas representativo de los analizados,
ya que en este se observa claramente como cada una de las zonas se encuentra
dentro de un marge determinado y representativo para cada una de ellas.
Figura 8.3: Boxplot de las zonas cerebrales para el exponente de Hurst. 1.
Sustancia negra, 2. Subta´lamo, 3. Ta´lamo, 4. Zona inserta, 5. Fuera de zona
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8.2.4 Diagrama de Poincare´
Debido a que la caracterizacio´n haciendo uso del diagrama de Poincare´ no se
puede realizar utilizando cada latido de manera individual, sino que por el con-
trario, debe utilizarse un conjunto de latidos que permitan lograr las diferencias
de intervalos requeridas; su clasificacio´n se efectuo´ utilizando este me´todo como
u´nico caracterizador. Los mejores resultados en la clasificacio´n se presentan en
las tablas 8.2.4 y 8.2.4.
Adema´s, la figura 8.4 muestra visualmente esta te´cnica que permite obser-
var las nubes que clasifican cada una de las patolog´ıas, graficando cada uno de
los intervalos contra los siguientes. En color amarillo se muestra la patolog´ıa
APC, en color cian se muestra la patolog´ıa PV C, en color azul se muestra la
patolog´ıa LBBB, en color rojo se muestra la patolog´ıa RBBB y en color verde
los intervalos normales.
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Figura 8.4: Ana´lisis gra´fico del diagrama de Poincare´
Las tablas 8.2.4 y 8.2.4 hacen referencia al ana´lisis de Poincare´ clasificando
con los me´todos all´ı mostrados (bayesiano, k-e´simo vecino y maquinas de so-
porte vectorial), donde se observa que la mejor clasificacio´n se obtiene con el
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k-e´simo vecino ma´s cercano.
Patolog´ıa Bayes k-esimo vecino SVM
LBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 92,0± 0,8%
PVC vs. Normal 99,9± 0,1% 99,9± 0,1% 99,9± 0,1%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 97,0± 0,2%
Tabla 8.1: Resultados utilizando el diagrama de Poincare´ en cada patolog´ıa contra
el ritmo normal
Me´todo % APC % LBBB % PVC % RBBB % Total
Bayesiano 44,0 92,0 94,0 98,2 87,6 ± 1.1
k-e´simo vecino 72,8 80,1 98,4 93,4 93,6 ± 0,4
SVM 28,2 64,4 98,6 96,8 85,6 ± 1,2
Tabla 8.2: Resultados utilizando el diagrama de Poincare´
En la figura 8.2.4 se observa el diagrama de Poincare´ para las zonas de
ta´lamo (azul) y subta´lamo (roja). La manera de propagarse las espigas para
cada una de las zonas es diferente, ya que a partir de ella se observa como
ta´lamo se expande en el plano mientras subta´lamo permanece conjunta en el
centro del plano. As´ı pues, la medida promedio de cada zona a las l´ıneas y = x
y y = −x + 2(E − E)m es 99, 78 ± 0, 49 para subta´lamo y 94, 24 ± 0.81 para
ta´lamo.
Figura 8.5: Diagrama de Poincare´ para las zonas
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8.2.5 Informacio´n conjunta
Las pruebas realizadas utilizan cuatro tipos de caracter´ısticas: la entrop´ıa es-
pectral, el exponente de Hurst, el ma´ximo exponente de Lyapunov y la di-
mensio´n de correlacio´n. Adema´s, se uso´ la herramienta de Matlab para imple-
mentar dife- rentes algoritmos de clasificacio´n y comparar sus resultados. Para
cada una de las tablas se considera que: AC (aciertos), TO (total) y %AC
es porcentaje de acierto evaluado de 0% a 100%, donde 0% representa que el
clasificador no encontro´ ningu´n acierto.
Sen˜ales ECG
La tabla 8.2.5 muestra los resultados para una prueba de comparacio´n entre
latidos de cada patolog´ıa contra latidos normales, encontrando un margen de
acierto para cada caso. El conjunto de caracter´ısticas que representan estos
resultados se logro´ utilizando la entrop´ıa espectral y el exponente de Hurst.
Patolog´ıa Bayes k-esimo vecino SVM
APC vs. Normal 74,0± 0,1% 95,0±0,5% 82,0± 1,0%
LBBB vs. Normal 99,9± 0,1% 98,0± 0,26% 99,9± 0,1%
PVC vs. Normal 50,0± 10,1% 97,0± 0,4% 99,0± 0,1%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 99,9± 0,1%
Tabla 8.3: Resultados utilizando la Entrop´ıa espectral y el exponente de Hurst
La tabla 8.2.5 muestra los resultados para una prueba de comparacio´n entre
los latidos de todas las patolog´ıas en estudio y los latidos normales, encontrando
un margen de error aceptable para todo el grupo. El conjunto de caracter´ısticas
que representan estos resultados se logro´ utilizando la Entrop´ıa espectral y el
exponente de Hurst.
De los resultados se observa que con el k-e´simo vecino ma´s cercano obtiene
los mejores aciertos en la clasificacio´n el cual podr´ıa mejorar si se obtuvieran
los para´metros o´ptimos para las sen˜ales analizadas.
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Me´todo % APC % LBBB % PVC % RBBB % Total
Bayesiano 32,0 84,0 98,0 98,2 86 ± 1.7
k-e´simo vecino 58,8 80,1 96,4 97,4 91,6 ± 0,8
SVM 30,2 78,4 96,6 98,8 86,0 ± 1,5
Tabla 8.4: Resultados de clasificacio´n utilizando la Entrop´ıa espectral y el
exponente de Hurst
Sen˜ales MER
As´ı mismo, se realizan los diagramas de dispersio´n para las zonas cerebrales
(MER), teniendo en cuenta las caracter´ısticas ma´s discriminantes (Exponente
de Hurst y ma´ximo exponente de Lyapunov). Inicialmente (figura 8.2.5) la
gra´fica no es muy especifica en la indicacio´n pertinente de cada zona, pero si
se observan las zonas en parejas, su discriminacio´n se vuelve ma´s precisa en el
diagrama (figura 8.2.5).
Figura 8.6: Diagrama de dispersio´n para las 5 zonas cerebrales
Evaluando anal´ıticamente las cuatro caracter´ısticas fractales antes men-
cionadas, se encontraron los mejores resultados aplicando la entrop´ıa espectral
y la dimensio´n de correlacio´n como se muestra en las tablas 8.2.5 y 8.2.5 donde
se observa que el mejor clasificado fue una vez ma´s el k-e´simo vecino ma´s cer-
cano. Se realizaron las 15 posibles combinaciones de las caracter´ısticas con el
fin de observar la ma´s o´ptima para este tipo de sen˜ales.
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Figura 8.7: Diagrama de dispersio´n para las 2 zonas cerebrales
Me´todo % SN % STN % Tal % ZI % Total
Bayesiano 42,9 85,7 71,4 0,0 75,0 ± 2,2
k-e´simo vecino 75,6 97,1 0,0 0,0 71 ± 2,3
SVM 40,6 86,9 75,6 0,0 79,0 ± 1,7
Tabla 8.5: Resultados utilizando la Dimensio´n de correlacio´n para las zonas
Me´todo % SN % STN % Tal % ZI % Total
Bayesiano 98,5 57,1 14,3 71,4 75,0 ± 2,3
k-e´simo vecino 80,1 96,7 0,0 0,0 75,0 ± 2,1
SVM 97,1 65,7 38,6 70,5 71,0 ± 4,8
Tabla 8.6: Resultados utilizando la Entrop´ıa espectral y la Dimensio´n de
correlacio´n para las zonas
Un rasgo importante de los datos de dispersio´n es si los datos aparecen ubi-
cados sime´tricamente o no respecto de la media, lo cual se mide calculando un
coeficiente que se denomina coeficiente de asimetr´ıa. Si queremos cuantificar
la simetr´ıa, es necesario conservar la informacio´n acerca tanto del signo como
de la distancia de cada dato a la media, centro de simetr´ıa.
En el caso en que el coeficiente valga cero la distribucio´n es sime´trica alrede-
dor de la media. Los valores positivos, indicara´n distribuciones con mayor sesgo
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a la derecha y los valores negativos indicara´n un mayor sesgo a la izquierda.
Para su calculo se aplica la siguiente formula:
CA =
∑N
i=1(xi − x)3
Ns3
(8.1)
DondeN es el nu´mero de muestra que se esta analizando, y s es la desviacio´n
esta´ndar.
Figura 8.8: Gra´fica de los coeficientes de asimetr´ıa para cada una de las zonas
Se aplican medidas estad´ısticas para determinar la simetr´ıa que manifiestan
los datos, ya que esta refleja los cambios respecto a los originales despue´s de
aplicarles una regla de transformacio´n efectiva. El coeficiente de asimetr´ıa
resultante para cada caso se muestra en la gra´fica 8.2.5 donde se observa como
para cada una de las zonas el coeficiente var´ıa notablemente.
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9. Conclusiones
– Se ha demostrado que la metodolog´ıa propuesta y desarrollada para
identificar regiones cerebrales y patolog´ıas, es adecuada y muestra un
rendimiento superior a otras metodolog´ıas de ana´lisis no estacionarias
basadas en modelos de proceso esta´tico descritas en la literatura. En
particular se ha demostrado que aunque la dina´mica de cambio en las
sen˜ales es suficientemente fuerte, la metodolog´ıa de caracterizacio´n di-
recta de cambio de dina´mica au´n es preferible y brinda mayores tasas de
acierto ya que permiten tomar en cuenta la dina´mica intr´ınseca de las
sen˜ales, revelando estructuras no lineales que capturan la representacio´n
discriminante.
– Las te´cnicas de dina´mica no lineal una vez implementadas pueden ser
generalizadas para cualquier serie de tiempo con cumpla con las reglas de
no linealidad propuestas. La implementacio´n de las te´cnicas de ana´lisis
de complejidad puede ser ma´s eficiente que las te´cnicas convencionales de
caracterizacio´n, ya que permiten discriminar las patolog´ıas dentro de cada
tipo de sen˜al sin la ayuda ba´sica de un clasificador de alto rendimiento.
– Para el caso particular del diagrama de Poincare´ los resultados obtenidos
gra´ficamente son lo suficientemente discriminantes como para observar
cada una las patolog´ıas dentro de un rango establecido.
– El ana´lisis de estructuras multivariadas basado en los procedimientos es-
tad´ısticos es un procedimiento importante en la adecuacio´n de los datos,
se muestra la importancia de su inclusio´n o no en la muestra debido a
que var´ıa la recta de regresio´n estimada, adema´s ayuda a la convergencia
del sistema de clasificacio´n e incrementa su rendimiento.
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– Los me´todos tradicionales en el dominio del tiempo no son suficientes en la
descripcio´n de cambios dina´micos de los sistemas estudiados, en vista de
su complejidad. Los resultados evidencian que debido a la complejidad de
estos sistemas han de asumirse caracter´ısticas no lineales. Por lo tanto, los
indices de la dina´mica no lineal pueden caracterizar procesos complejos.
Parte VI
Ape´ndices
88
A. Publicaciones cient´ıficas
Ponencias en eventos cient´ıficos y tecnolo´gicos
– Te´cnicas de dina´mica no lineal para el ana´lisis de zonas cerebrales usando
sen˜ales MER, A. Rodr´ıguez, E. Delgado, A. orozco, G. Castellanos y E.
Guijarro. XXV Congreso Anual de la Sociedad Espan˜ola de Ingenier´ıa
Biome´dica. Cartagena, Espan˜a. Noviembre 14− 16 de 2007.
– Ana´lisis de sen˜ales electrocardiogra´ficas aplicando te´cnicas de dina´mica
no lineal, A. Rodr´ıguez, E. Giraldo, A. orozco, G. Castellanos y E.
Guijarro. XXV Congreso Anual de la Sociedad Espan˜ola de Ingenier´ıa
Biome´dica. Cartagena, Espan˜a. Noviembre 14− 16 de 2007.
– Nonlinear Dynamics Techniques for the Detection of the Brain Areas Us-
ing MER Signals, A. Rodr´ıguez, E. Delgado, A. orozco, G. Castellanos
y E. Guijarro. The International Conference on BioMedical Engineering
and Informatics (BMEI 2008). Sanya, China. Mayo 28− 30 de 2008.
– Interpretacio´n Dina´mica de Biosen˜ales Usando Te´cnicas de Ana´lisis no
Lineal, A. Rodr´ıguez, E. Delgado, E. Giraldo, A. Orozco. Encuentro
nacional de Investigacio´n en Posgrados. Bogota´, Colombia. Mayo 15−16
de 2008.
Se anexan los art´ıculos finales de cada evento, al final del documento.
A–1
B. Resultados de clasificacio´n
Durante las pruebas se realizaron 15 posibles combinaciones para las zonas
cerebrales, utilizando cada uno de los me´todos de caracterizacio´n. A contin-
uacio´n se muestra una tabla con las combinaciones realizadas:
Me´todo E λ H D2
Prueba 1 - - - X
Prueba 2 - X - -
Prueba 3 - - X X
Prueba 4 - X - -
Prueba 5 - X - X
Prueba 6 - X X -
Prueba 7 - X X X
Prueba 8 X - - -
Prueba 9 X - - X
Prueba 10 X - X -
Prueba 11 X - X X
Prueba 12 X X - -
Prueba 13 X X - X
Prueba 14 X X X -
Prueba 15 X X X X
La caracterizacio´n consiste en cuatro medidas de complejidad: el ma´ximo
exponente de Lyapunov (λ), el exponente de Hurst (H),la dimensio´n de cor-
relacio´n (D0) y la entrop´ıa espectral (E). Las pruebas se realizan utilizando
un clasificador bayesiano de 10 folds. Cada uno de estos se muestran a conti-
nuacio´n:
Las pruebas en las sen˜ales ECG arrojan buenos resultados como se observa
en las siguientes tablas:
B–1
B–2
Fold % SN % STN % Tal % ZI % Total
Fold 1 100,0 42,9 14,3 100,0
Fold 2 71,4 28,6 28,6 57,1
Fold 3 85,7 42,9 28,6 100,0
Fold 4 57,1 28,6 14,3 71,4
Fold 5 42,9 42,9 28,6 71,4 51,8 ± 0,8
Fold 6 85,7 57,1 28,6 71,4
Fold 7 85,7 28,6 0,0 71,4
Fold 8 85,7 57,1 0,0 57,1
Fold 9 57,1 28,6 28,6 85,7
Fold 10 71,4 28,6 14,3 71,4
Tabla B.1: Resultados utilizando el exponente de Lyapunov en combinacio´n con el
exponente de Hurst y la dimensio´n de correlacio´n
Fold % SN % STN % Tal % ZI % Total
Fold 1 100,0 42,9 28,6 57,1
Fold 2 71,4 28,6 28,6 57,1
Fold 3 71,4 42,9 28,6 71,4
Fold 4 57,1 28,6 28,6 57,1
Fold 5 42,9 57,1 42,9 85,7 51,1 ± 0,8
Fold 6 85,7 57,1 42,9 71,4
Fold 7 85,7 28,6 0,0 42,9
Fold 8 85,7 57,1 0,0 57,1
Fold 9 57,1 42,9 42,9 85,7
Fold 10 71,4 28,6 14,3 57,1
Tabla B.2: Resultados utilizando el exponente de Lyapunov, el exponente de Hurst
y la dimensio´n de correlacio´n
La matriz de confusio´n es una matriz de error donde las columnas se ocupan
para las clases de referencia y las filas para las clases deducidas de la clasificacio´n
digital. La diagonal de la matriz expresa el nu´mero de puntos de verificacio´n
en donde se produce acuerdo entre las dos fuentes (mapa y realidad), mientras
los marginales suponen errores de asignacio´n. La relacio´n entre el nu´mero de
puntos correctamente asignados y el total expresa la fiabilidad global del mapa.
Los residuales en columnas indican tipos de cubierta real que no se incluyeron
en el mapa, mientras los residuales en filas implican cubiertas del mapa que no
se ajustan a la realidad. En definitiva, representan los errores de comisio´n y de
omisio´n, tambie´n se habla de exactitud del usuario y del productor Chuvieco
B–3
Fold % SN % STN % Tal % ZI % Total
Fold 1 71,4 57,1 57,1 57,1
Fold 2 71,4 28,6 71,4 85,7
Fold 3 85,7 42,9 85,7 100,0
Fold 4 71,4 57,1 100,0 71,4
Fold 5 71,4 57,1 85,7 100,0 73,2 ± 0,6
Fold 6 71,4 57,1 71,4 100,0
Fold 7 85,7 71,4 100,0 71,4
Fold 8 85,7 42,9 100,0 71,4
Fold 9 57,1 28,6 100,0 85,7
Fold 10 85,7 28,6 100,0 85,7
Tabla B.3: Resultados utilizando la entrop´ıa espectral en combinacio´n con el
exponente de Hurst
Fold % SN % STN % Tal % ZI % Total
Fold 1 85,7 71,4 71,4 85,7
Fold 2 71,4 57,1 85,7 100,0
Fold 3 71,4 57,1 85,7 100,0
Fold 4 57,1 57,1 71,4 57,1
Fold 5 28,6 71,4 100,0 100,0 76,1 ± 0,6
Fold 6 85,7 71,4 71,4 71,4
Fold 7 71,4 85,7 85,7 100,0
Fold 8 85,7 71,4 85,7 71,4
Fold 9 57,1 57,1 100,0 85,7
Fold 10 57,1 57,1 100,0 85,7
Tabla B.4: Resultados utilizando el exponente de Lyapunov y la entrop´ıa espectral
en combinacio´n con la dimensio´n de correlacio´n
(1996).
A continuacio´n se muestran las matrices de confusio´n para los casos en las
sen˜ales MER:
B–4
Fold % SN % STN % Tal % ZI % Total
Fold 1 57,1 57,1 42,9 42,9
Fold 2 71,4 28,6 71,4 42,9
Fold 3 57,1 28,6 28,6 85,7
Fold 4 42,9 28,6 57,1 71,4
Fold 5 28,6 42,9 85,7 71,4 55,7 ± 0,6
Fold 6 85,7 28,6 85,7 57,1
Fold 7 57,1 14,3 85,7 57,1
Fold 8 85,7 57,1 85,7 42,9
Fold 9 71,4 28,6 100,0 28,6
Fold 10 57,1 42,9 85,7 28,6
Tabla B.5: Resultados utilizando la entrop´ıa espectral, el exponente de Lyapunov
y el exponente de Hurst.
Fold % SN % STN % Tal % ZI % Total
Fold 1 71,4 85,7 28,6 71,4
Fold 2 71,4 42,9 71,4 71,4
Fold 3 85,7 57,1 57,1 100,0
Fold 4 57,1 57,1 71,4 71,4
Fold 5 28,6 71,4 85,7 100,0 72,8 ± 0,7
Fold 6 85,7 71,4 71,4 71,4
Fold 7 71,4 85,7 100,0 85,7
Fold 8 85,7 71,4 100,0 71,4
Fold 9 57,1 57,1 100,0 85,7
Fold 10 57,1 57,1 85,7 85,7
Tabla B.6: Resultados utilizando todos los me´todos fractales
Patolog´ıa Bayes k-esimo vecino SVM
APC vs. Normal 71,0± 3,4% 76,0±0,6% 70,2± 2,6%
LBBB vs. Normal 95,9± 2,1% 92,9± 1,1% 88,0± 0,8%
PVC vs. Normal 75,9± 0,3% 92,9± 1,1% 84,9± 0,1%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 97,0± 0,2%
Tabla B.7: Resultados utilizando la entrop´ıa espectral y el exponente de Hurst
B–5
Patolog´ıa Bayes k-esimo vecino SVM
APC vs. Normal 73,0± 2,3% 76,0±0,9% 71,2± 3,4%
LBBB vs. Normal 99,9± 0,1% 97,9± 0,3% 99,9± 0,1%
PVC vs. Normal 99,9± 0,1% 91,9± 2,6% 99,9± 0,1%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 99,9± 0,1%
Tabla B.8: Resultados utilizando la entrop´ıa espectral y el exponente de Hurst y el
exponente de Lyapunov
Patolog´ıa Bayes k-esimo vecino SVM
APC vs. Normal 73,0± 2,3% 76,0±0,9% 61,2± 0,6%
LBBB vs. Normal 99,9± 0,1% 97,9± 0,3% 99,9± 0,1%
PVC vs. Normal 99,9± 0,1% 91,9± 2,6% 99,9± 0,1%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 99,9± 0,1%
Tabla B.9: Resultados utilizando la entrop´ıa espectral y el exponente de Hurst y la
dimensio´n de correlacio´n
Patolog´ıa Bayes k-esimo vecino SVM
APC vs. Normal 72,0± 2,0% 75,0±1,2% 72,2± 2,8%
LBBB vs. Normal 99,9± 0,1% 94,9± 2,2% 98,0± 0,2%
PVC vs. Normal 95,9± 0,3% 91,9± 1,8% 94,9± 1,3%
RBBB vs. Normal 99,9± 0,1% 99,9± 0,1% 99,9± 0,1%
Tabla B.10: Resultados utilizando la entrop´ıa espectral
SN STN Tal ZI
SN 7 0 0 0
STN 2 3 1 1
Tal 1 1 1 4
ZI 0 0 0 7
Tabla B.11: Matriz de confusio´n resultante para el exponente de Lyapunov en
combinacio´n con el exponente de Hurst y la dimensio´n de correlacio´n
B–6
SN STN Tal ZI
SN 6 0 1 0
STN 2 4 0 1
Tal 0 2 3 2
ZI 0 0 2 5
Tabla B.12: Matriz de confusio´n resultante para el exponente de Lyapunov, el
exponente de Hurst y la dimensio´n de correlacio´n
SN STN Tal ZI
SN 6 1 0 0
STN 1 5 1 0
Tal 0 0 7 0
ZI 0 1 1 5
Tabla B.13: Matriz de confusio´n resultante para la entrop´ıa espectral en
combinacio´n con el exponente de Hurst
SN STN Tal ZI
SN 5 1 0 1
STN 0 6 1 0
Tal 0 0 6 1
ZI 0 0 0 7
Tabla B.14: Matriz de confusio´n resultante para el exponente de Lyapunov y la
entrop´ıa espectral en combinacio´n con la dimensio´n de correlacio´n
SN STN Tal ZI
SN 6 0 0 1
STN 0 4 3 0
Tal 0 1 6 0
ZI 2 2 0 3
Tabla B.15: Matriz de confusio´n resultante para el exponente de Lyapunov,el
exponente de Hurst y la entrop´ıa espectral
SN STN Tal ZI
SN 5 1 0 1
STN 0 6 1 0
Tal 0 0 7 0
ZI 0 0 1 6
Tabla B.16: Matriz de confusio´n resultante para todos los me´todos fractales
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Resumen 
Se presenta una metodología de identificación de zonas 
cerebrales en señales provenientes de microelectrodos de 
registro (MER) que parten de un conjunto de características 
compuesto por parámetros no lineales. Para su caracterización 
se plantean técnicas de dinámica no lineal entre las que se 
cuentan la dimensión de correlación, el exponente de Hurst y 
el máximo exponente de Lyapunov. Los registros MER 
pertenecen a la Universidad Pontificia de Valencia, 24 
registros por cada zona (sustancia negra, tálamo, subtálamo y 
zona incierta). La detección de cada zona usando 
características de complejidad fue obtenida mediante un 
clasificador bayesiano con validación de 10 folds. 
1. Introducción 
La enfermedad de Parkinson se caracteriza 
fundamentalmente por un deterioro de las funciones 
motoras, consistente en rigidez articular, dificultad para 
los movimientos y temblor, esto debido a un deterioro 
celular en la sustancia reticular compacta que conlleva 
una pérdida de la capacidad de producir dopamina [3]. La 
estimulación cerebral profunda puede ser aplicada al 
tálamo, al pálido o al núcleo subtalámico. El éxito de 
estas cirugías depende del acierto del neurofisiólogo al 
inferir en qué zona se encuentra el microelectrodo que se 
usa para realizar la estimulación. En la mayoría de los 
casos la zona objetivo es el globus palidus internus (GPI) 
o el núcleo subtalámico (STN) en donde se ubican neuro-
estimuladores [4, 5]. En estos tratamientos se utilizan 
aparatos esterotáxicos y técnicas de imagen para guiar la 
implantación de los electrodos en una correcta área del 
cerebro. Ya que cada región por la que pasa el 
microelectrodo tiene diferentes características de disparo 
(potenciales de acción), la salida amplificada y filtrada 
del microelectrodo puesta en un parlante, permite al 
neurofisiólogo escuchar el ritmo estático creado por los 
potenciales de acción de las neuronas cercanas al 
microelectrodo e identificar la zona cerebral [6]. 
Ya que estos tipos de señales son no estacionarias por la 
presencia de potenciales de acción, se hace muy compleja 
la detección de cada una de las zonas, además, por 
definición, la información contenida en las señales 
biológicas tiene una estructura que depende fuerte y no 
linealmente de numerosos aspectos biológicos [18], es 
decir, la señal biológica no es el resultado de la suma de 
sus componentes [1]. Se han usado otras técnicas basadas 
en wavelets [16], técnicas de spike sorting [17], las cuales 
aún no son contadas como solución del problema [19]. 
En este trabajo se propone la implementación de técnicas 
de dinámica no lineal para analizar la estructura no lineal 
de las señales MER. 
2. Materiales y métodos 
2.1. Base de datos 
Las señales MER usadas en este trabajo corresponden a la 
Universidad Politécnica de Valencia (UPV), las cuales 
son grabaciones de intervenciones quirúrgicas sobre cinco 
pacientes y han sido etiquetadas por médicos especialistas 
en el área, quienes identificaron la zona en la cual se 
encuentra el microelectrodo. Los registros se encuentran a 
diferentes profundidades de acuerdo al equipo 
estereotáxico. La frecuencia de muestreo de todas las 
señales es de 24000 Hz. Cada registro tiene una duración 
de 10 s. En total existen 41 segmentos para la zona snr, 
25 para subtálamo, 66 para tálamo y 92 segmentos de 
zonas inciertas. 
2.2. Reconstrucción de atractores 
La reconstrucción del espacio de estado se basa en el 
teorema de embebimiento presentado en [7], el cual puede 
ser descrito de la siguiente forma [8]: 
Dado un sistema dinámico con un espacio de solución m-
dimensional y una solución h(t), sea x una observación 
x(h(t)). El vector de retardo puede definirse como sigue: 
x(t)= (xt, xt-τ, xt-2τ, …, xt-(m-1)τ,) con dimensión m y tiempo 
de retardo τ. Luego, bajo condiciones generales, el 
espacio de vectores x(t) generado por la dinámica 
contiene toda la información del espacio de vectores 
solución h(t). El mapeo entre ellos es suave e invertible. 
Esta propiedad indica su difeomorfismo y el mapeo su 
embebimiento. Además, el estudio de la serie de tiempo 
x(t) es también el estudio de las soluciones del sistema 
dinámico subyacente h(t) por un sistema de coordenadas 
particular dado por x. 
El teorema de embebimiento establece que, con una serie 
de datos unidimensionales de un sistema dinámico, es 
posible reconstruir un espacio de estados difeomórfico al 
construido con todas las variables dinámicas [9]. 
 2.3. Dimensión de correlación (D2) 
La dimensión de correlación D2 se toma como la 
dimensión del espacio ocupado por una serie de puntos 
aleatorios, e informa sobre la naturaleza dinámica de la 
trayectoria del atractor reconstruido. Así, para cualquier 
serie de tiempo {x[n]: n=1…N}, usando el teorema de 
embebimiento e iniciando en el instante t0, se 
reconstruyen N puntos en un espacio m-dimensional: 
[ ] [ ] [ ] [ ] [ ]{ }, , 2 ,..., ( 1)s n x n x n x n x n mτ τ τ= + + + −G  (1) 
con una dimensión de embebimiento m y un retraso τ, de 
acuerdo con el teorema de Takens [7]. El valor D2 del 
atractor reconstruido puede ser calculado a partir de [10]: 
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Donde C(r) es la suma de correlación: 
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siendo [ ]is nG  y [ ]js nG  puntos de la trayectoria en el 
espacio de estado, y r la distancia radial a cada punto de 
referencia [ ]is nG . Θ es la función de Heaviside. 
2.4. Máximo exponente de Lyapunov-LLE (λ1) 
Como las trayectorias de un sistema caótico evolucionan 
temporalmente en el espacio de estado, la separación 
entre ellas parece crecer exponencialmente; esta 
separación puede se cuantificada en cierto instante de 
tiempo por el LLE, el cual brinda la medida de caos del 
sistema [12]. Pequeñas desviaciones de ambas 
trayectorias, [ ]xs nG  y [ ]ys nG , pueden se dadas por: 
[ ] [ ]{ } [ ]1 xu n J s n u n+ = G  (4) 
Donde [ ]{ }nsJ xG es la matriz jacobiana, evaluada por el 
punto de referencia de [ ]nsxG . Si n0 es el tiempo inicial, y 
u[Δn] la distancia entre las trayectorias [ ]nsxG  y [ ]nsyG , 
luego: 
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La matriz J[Δn] es calculada por el producto de las 
matrices Jacobianas, evaluadas en los estados de las 
trayectorias de [ ]nsxG . Para medir la separación de las 
trayectorias, se asume que en un futuro distante (Δn»0), la 
norma del vector u[Δn] se comporta como: 
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El LLE (λ1) puede ser estimado como el promedio de 
separación desde el vecino más cercano [12] por la 
expresión: 
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Donde T es el periodo de muestreo de la serie de tiempo, 
uj(Δn) es la distancia entre el par jth desde el vecino más 
cercano después que Δn discretice los pasos en tiempo, y l 
es el numero de puntos reconstruidos de acuerdo a la 
ecuación (1). Para mirar la convergencia (respecto a Δn), 
una forma alternativa de la ecuación (7) es: 
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2.5. Exponente de Hurst  (H) 
 El exponente de Hurst determina si la serie de tiempo 
puede ser representada por un movimiento browniano. Si 
H existe, su rango de valores está entre 0 y 1, además 
mostrara la no linealidad de la serie de tiempo [1]. 
Particularmente, H=0 significa movimiento browniano, 
0<H<0.5 significa que términos de alta frecuencia están 
presentes en la serie de tiempo, así las tendencias del 
pasado tienden a invertirse en el futuro. El rango, 
0.5<H<1 significa que la serie de tiempo presenta una 
dinámica suave (las tendencias del pasado persisten en el 
futuro). El cálculo del exponente de Hurst se obtiene con 
la siguiente regresión empírica: 
( )/ / 2 HR σ τ=  
Donde R es el rango (diferencia entre el mínimo y el 
máximo valor de la serie de tiempo); σ es la desviación 
estándar; y τ es el tiempo de retardo usado en la 
reconstrucción del atractor. El valor del exponente de 
Hurst es definido como la pendiente resultante después de 
computar el promedio de los R/σ, para diferentes escalas 
[2].  
2.6. Procedimiento 
Se toman 96 registros MER; 12000 puntos por cada 
muestra (0.5 ms), partiendo desde la mitad del registro y 
tomando 6000 puntos a lado y lado del registro, 
discriminando en ellas 4 diferentes zonas (24 señales por 
cada zona): 
• Tálamo 
• Subtálamo 
• Sustancia negra 
• Zona incierta  
Para el preprocesamiento en este tipo de señales, las 
técnicas de filtrado lineal no son la herramienta más 
efectiva [13], debido a que las propiedades de los 
potenciales de acción o espigas presentes en las señales 
MER pierden información al realizarse este proceso. 
  
Figura 1. Espiga en una señal MER 
La caracterización consiste en tres medidas de 
complejidad: el máximo exponente de Lyapunov (LLE), 
el exponente de Hurst (H) y la dimensión de correlación 
(El calculo de D2 sigue el método propuesto en [12]). Para 
cada una de las zonas se toman 24 señales, es decir, se 
analizan un total de 96 registros; y se utiliza un 
clasificador bayesiano con 10 folds para la validación 
cruzada (70% para entrenamiento y 30% para la 
clasificación). 
Para escoger la dimensión de embebimiento (m) y el 
tiempo de retardo (τ) de estas señales se utilizan las 
técnicas sugeridas en [14], que implica el cálculo de la 
dimensión de correlación con un retardo unitario; se 
observan las pendientes obtenidas, donde las que se 
ubican en la zona mas lineal permiten el cálculo de m. En 
una prueba inicial para el cálculo del m se asume τ=1, y 
se observa en qué región se presenta la linealidad (ver 
Figura 2), donde se estima un m=52. 
 
Figura 2. Dimensiones de correlación con τ=1 
Al aplicar el clasificador bayesiano se observa que a pesar 
de conocer el m, la representación del atractor no es 
óptima, ya que el acierto de clasificación es muy bajo (ver 
Tabla 1). Así, la determinación de τ se logró estimando la 
característica LLE para un τ variando desde 2 hasta 20 y 
escogiendo el que minimizara tanto la aparición datos 
atípicos como la variabilidad intra-clase. De esta manera 
se determinó el  τ=18. 
m τ=1 τ=18 
52 74,29% ± 0.071 86,07% ± 0.042 
37 88,33% ± 0.154 91,51% ± 0.072 
Tabla 1. Porcentajes de acierto de clasificación  
Con este tiempo de retardo se hace una vez más el cálculo 
de la dimensión de correlación para diferentes valores de 
m, aplicando el teorema de Takens [7]; obteniendo así el 
valor de m=37.  
Por otro lado, partiendo del espacio de características se 
hizo necesario realizar un análisis de estructuras 
multivariadas con el objetivo de maximizar la distancia 
entre-clases y minimizar la variabilidad intra-clase. Dada 
la variabilidad inherente a las series de tiempo, se realiza 
un análisis de datos atípicos, ubicando la procedencia de 
estos datos, con el fin de retirarlos del estudio en caso de 
que se confirme que ha sido un error (i.e. error de 
estimación) aunque el modelo esté bien ajustado. La 
presencia de un valor anómalo puede alterar severamente 
la sensibilidad del análisis estadístico. Por lo que se 
someten los resultados a la prueba de Grubbs [15] que 
calcula el promedio para cierta muestra de datos y luego 
la desviación estándar de esos promedios. Se elimina el 
promedio más alto (sa) y bajo (sb). Se hace una 
disminución porcentual en la desviación estándar: 
100* 1 b
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
 y 100* 1 a
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
 
El mayor de esos decrecimientos se compara con el valor 
crítico de Grubbs para el número de muestras 
consideradas, el dato que excede esto se rechaza o es 
tomado como dato atípico. 
3. Resultados y discusión 
Para la reconstrucción del espacio de embebimiento se 
obtuvo un retardo de reconstrucción τ=18, el cual brinda 
mayor separabilidad entre las clases. Considerando que la 
frecuencia de muestreo es 24000 Hz, τ=0.75 ms. Este 
valor revela que la dinámica no lineal inherente al 
comportamiento cerebral en las diferentes zonas es fuerte, 
además de que la dinámica inherente al comportamiento 
cerebral preserva información no lineal determinista que 
no es destruida por otros agentes emisores biológicos. 
Asimismo, la dimensión de embebimiento estimada para 
los atractores fue de 37, lo cual afirma lo dicho 
anteriormente, ya que este valor es muy alto con respecto 
a los hallados para otro tipo de bioseñales reportados en la 
literatura [1,10]. 
Con el fin de evaluar la capacidad discriminante de las 
características de complejidad se usó el clasificador 
bayesiano para una validación con 10 folds, obteniendo 
un porcentaje de acierto del 91,51% ± 0.072. 
Adicionalmente, se encontró que la característica que 
ofrece mayor separabilidad entre las zonas es el máximo 
 exponente de Lyapunov. La Figura 3 muestra el diagrama 
de dispersión para el máximo exponente de Lyapunov. 
 
 
Figura 3. Diagrama de dispersión 
La información conjunta entre las zonas es notable, lo 
cual hace más difícil la tarea de clasificación. Este hecho 
se refleja en la alta variabilidad entre-clases de los índices 
estimados (Ver Figura 3). El análisis de estructuras 
multivariadas mejoraron la clasificación de 89,15% ± 
0.112 a un 91,51%  ± 0.072.  
4. Conclusiones 
Las técnicas de dinámica no lineal ayudan a la distinción 
entre las 4 zonas cerebrales analizadas, ya que permiten 
tomar en cuenta la dinámica intrínseca de las señales, 
revelando estructuras no lineales deterministas que 
capturan la representación discriminante. 
La implementación de las técnicas de análisis de 
complejidad puede ser más eficiente que las técnicas 
convencionales de caracterización, ya que permiten 
discriminar las patologías dentro de cada tipo de señal sin 
la ayuda básica de un clasificador de alto rendimiento. 
El análisis de estructuras basado en los procedimientos 
estadísticos multivariados es un procedimiento importante 
en la adecuación de los datos, ya que ayuda a la 
convergencia del sistema de clasificación además de 
incrementar el rendimiento.   
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Resumen 
En este artículo se presenta una metodología de identificación 
de patologías en señales electrocardiográficas (ECG) a partir 
de la variación del ritmo cardíaco, que parte de un conjunto de 
características compuesto por parámetros no lineales como son 
el diagrama de Poincaré, la entropía espectral y el exponente de 
Hurst. Con el fin de evaluar los métodos de caracterización se 
utilizan clasificadores como el bayesiano y el k-ésimo vecino 
más cercano y se comparan sus desempeños. Se pretende 
mejorar el acierto de identificación y caracterización de 
patologías. 
1. Introducción 
La arritmia cardiaca es una alteración del ritmo cardiaco 
fisiológico, provocada por una variación del sistema 
normal de conducción eléctrica del corazón. La señal para 
la contracción cardiaca de manera sincronizada es un 
impulso eléctrico; dichos impulsos al músculo cardiaco 
pueden provocar vértigo, desmayos o el bloqueo cardiaco 
completo. El ECG es una representación grafica de la 
actividad eléctrica del corazón, que ofrece información 
acerca del estado del músculo cardiaco, donde la arritmia 
se muestra como una señal anormal de baja frecuencia en 
el corazón, difícilmente detectada antes que lleguen a ser 
casos extremos a la hora de hacer el análisis [8].  
Las enfermedades cardiacas son una de las principales 
causas de mortalidad y morbilidad en la sociedad 
moderna, por lo cual, cualquier avance en las técnicas de 
diagnóstico y tratamiento de enfermedades cardiacas 
contribuye al apoyo en el diagnóstico, tratamiento, 
comprensión de la dinámica cardiaca y sus fenómenos 
subyacentes. Su identificación se realiza a través de los 
sentidos o con mediación de instrumentos que juzgan 
sobre el grado de normalidad de los diferentes estados del 
organismo. En este proceso se tienen varias limitaciones 
como la alta subjetividad e imposibilidad de 
almacenamiento cuando solo se interpreta por un médico, 
y la replica para un futuro análisis en caso de requerir una 
asesoría de mayor precisión en el diagnóstico o en las 
decisiones terapéuticas. De ahí que, se requiera de 
equipos y ayudas de tecnología que faciliten la 
exploración y auscultación con objetividad para mejorar 
la calidad de las decisiones clínicas [9].  
En el análisis de la variabilidad del ritmo cardiaco se 
observan complejidades que no son lineales, por lo tanto 
tratándolo como un sistema no lineal se pueden obtener 
datos importantes de la dinámica del sistema [2]. La 
variabilidad de la frecuencia cardiaca ha sido 
ampliamente estudiada en cuanto a la existencia de 
determinismo no lineal en el comportamiento eléctrico del 
corazón [3,11]. Por esto las técnicas de dinámica no lineal 
permiten tener en cuenta la influencia de la multitud de 
grados de libertad que se presentan en la actividad 
cardiaca.  
A diferencia del análisis lineal, el cual atribuye el 
comportamiento irregular de un sistema a la naturaleza 
aleatoria de la señal de entrada, la teoría del Caos afirma 
que las entradas aleatorias no son las únicas fuentes 
posibles de irregularidad en la salida de un sistema [1,4]. 
2. Materiales y métodos 
2.1. Base de datos 
El MIT−BIH (The Massachusetts Institute of Technology-
Beth Israel Hospital Arrhythmia Database) es una de las 
principales fuentes de señales electrocardiográficas a 
nivel mundial. En esta base de datos se han incluido 
señales representativas de un conjunto muy amplio de 
patologías. Consta de 48 registros con 30 minutos de 
duración, los cuales fueron tomados de hombres y 
mujeres entre los 23 y 89 años [10]. 
Estas series de tiempo fueron registradas analógicamente 
por el mismo modelo de instrumento en todos los casos, y 
más tarde digitalizadas con una frecuencia de muestreo de 
360 Hz y resolución de 11 bits (para 78±5 mV). Los 
registros fueron anotados por dos cardiólogos 
independientemente, y las discrepancias fueron resueltas 
por consenso. 
2.2. Diagrama de Poincaré 
Los diagramas de Poincaré permiten distinguir un 
comportamiento cuasi-periódico de uno caótico y 
observar la estructura fractal de un atractor, reduciendo la 
representación del espacio de fase de un sistema continuo 
de dimensión N a un sistema discreto de dimensión (N-1) 
[12]. 
 
Es una técnica de la dinámica no lineal que muestra la 
naturaleza de los intervalos R−R, graficando cada 
intervalo R−R contra el siguiente. El análisis de esta 
técnica se puede determinar cuantitativa o visualmente 
donde la forma de la gráfica determina las clases 
funcionales que indican el grado de fallo del corazón de 
un sujeto. La gráfica provee información de cada latido en 
detalle y del comportamiento del corazón. 
Un ejemplo de la estructura de los latidos en los 
intervalos R−R son pequeñas islas de puntos rodeando 
una nube alrededor del rango que asigna 
cuantitativamente la técnica. 
El problema de cuantificar las medidas que caracterizan la 
información ha sido resuelto con varias técnicas, en este 
trabajo se aplica la propuesta por [5] donde se cuantifica 
utilizando un sistema estadístico estándar. Se aplican 
expresiones que conectan cada medida con su relación 
existente en la variabilidad del ritmo cardíaco. Para su 
análisis cuantitativo, se calcula la desviación estándar de 
las distancias de los (R−R)i a las líneas: 
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donde (R − R)m es la media de todos los (R − R)i, y donde i 
varia desde el comienzo hasta el final de la señal. Las 
desviaciones estándar son llamadas SD1 y SD2 
respectivamente. SD1 esta relacionada con la velocidad de 
cambio en los latidos y SD2 describe lo largo del cambio 
del intervalo (R−R)i [13]. La relación SD1/SD2 describe la 
relación entre estos dos componentes además de brindar 
información acerca de la ubicación de las patologías. 
2.3. Exponente de Hurst 
El exponente de Hurst se calcula para detectar situaciones 
de memoria a largo plazo de una serie de tiempo. Si H 
existe, sus valores se encontraran en un rango entre 0 y 1, 
evidenciando un comportamiento no lineal en la serie de 
tiempo analizada, así como la persistencia o no a largo 
plazo de la señal respectiva [7]. 
El comportamiento a largo plazo de la serie de tiempo 
puede presentar tres tipos de análisis: 
• 0.5 < H < 1 Dinámica suave, donde las tendencias del 
pasado permanecerán en el futuro. 
• 0 < H < 0.5 Sistema anti-persistente, donde las 
tendencias del pasado serán inversas en el futuro. 
• H = 0.5 Corresponde a un comportamiento similar al 
ruido blanco o movimiento browniano. 
El exponente de Hurst cuantifica la dinámica de la serie 
de tiempo y permite ponderar hasta qué punto los datos 
pueden ser representados por un movimiento de tipo 
browniano [1]. 
Para calcular el exponente de Hurst se implementa el 
método de escalamiento en el rango en el cual este es 
utilizado para investigar relaciones entre eventos 
aleatorios y permite comparar fenómenos de varias clases. 
En su análisis, primero transforma la señal natural x(t) en 
una nueva variable X(t,N) haciendo uso de la siguiente 
transformación: 
( ) ( )∑
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Donde xi es la señal y Nx  es la media de la señal. Se 
introduce entonces el concepto de rango de  escalamiento 
R/S, en donde el rango R(N) es la distancia entre el 
mínimo y el máximo valor de X que es dividido por la 
desviación estándar S(N). 
Para una señal con un número total de muestras Nt, el 
cociente R/S es estimado. El dato Nt es dividido en v 
grupos, donde cada grupo contiene N = Nt/v datos, v toma 
valores desde 1 hasta Nt. La cantidad R/S es estimada para 
cada uno de los grupos v y su promedio es graficado 
contra N en una escala logarítmica. 
( ) NHSR loglog/log += α   (1) 
El exponente de Hurst es estimado como la pendiente de 
la línea que representa la gráfica de log(R/S) vs. log(N) 
como se muestra en la ecuación (1). 
El algoritmo para la estimación del exponente de Hurst, 
diseñado en este trabajo, no usa solapamiento de regiones 
de datos, debido a que el solapamiento de regiones no 
producía resultados exactos. El tamaño que se escogió 
para las regiones de análisis es en potencias de dos. 
2.4. Entropía espectral 
Dado que la entropía cambia con los cambios de estado y 
tiende a incrementarse con el tiempo, se ha considerado 
que podría ser la medida del "desorden" de un sistema, 
donde se asigna un valor de incertidumbre a la posibilidad 
de ocurrencia de un evento en una serie de datos. 
La "entropía lógica" de Shannon es la medida de la 
dispersión, variación o diversidad de los datos en una 
serie. Si los datos son muy uniformes, la entropía es baja, 
e inversamente [6]. Shannon estaba interesado en una 
medida de la información, para reducir la incertidumbre, 
tanto la información como la incertidumbre están 
relacionadas inversamente: a más información, menos 
incertidumbre. 
Aplicada a una serie de datos la Entropía de Shannon es: 
∑
=
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donde Pk es la probabilidad de existencia del dato ak en la 
serie X(k) y n es la longitud de la señal. 
De esta forma la Entropía de Shannon aumentará cuanto 
mayor sea la distribución probabilística del resultado. O 
cuanto a mayor irregularidad, mayor indeterminación y 
mayor variabilidad, el sistema es más "caótico". 
Así, el algoritmo resultante se compone de cuatro fases 
diferentes: 
 
1. Obtención del Espectro de Potencia P(fi) mediante 
Fourier (FFT), donde fi son las distintas frecuencias 
que componen la señal del ECG. 
2. Normalización de dicho espectro [6]. 
3. Mapeado y suma, donde para cada una de las 
frecuencias del Espectro se aplica la fórmula de 
Shannon, donde Pn es la potencia en la frecuencia fi. 
( ) ( )∑ ∑ == 1inin fPCfP  
4. El resultado se normaliza, con respecto a N, siendo N 
el número de frecuencias del espectro. 
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donde S es la entropía de Shannon sin normalizar. 
2.5. Procedimiento 
Las señales del ECG a utilizar fueron obtenidas de la base 
de datos de MIT-BIH, aplicando un preprocesamiento 
para remover el ruido, la interferencia de la red y otras 
perturbaciones, además de obtener la variabilidad del 
ritmo cardíaco que es sobre la cual se trabaja (ver figura 
1).  
 
Figura 1. Preprocesamiento de la señal ECG 
Las patologías cardíacas analizadas son cinco incluyendo 
el ritmo cardíaco normal: 
1. APC: Contracción prematura de la aurícula (Atrial 
premature contraction). 
2. LBBB: Bloqueo de rama izquierda (Left bundle 
Branco block). 
3. RBBB: Bloqueo de rama derecha (Right bundle 
Branco block). 
4. PVC: Contracción prematura del ventrículo 
(Premature ventricular contraction). 
Para la validación de los resultados se utilizó el 
clasificador bayesiano entrenandoló con tres parámetros 
derivados de las señales cardíacas: el diagrama de 
Poincaré, la entropía espectral y el exponente de Hurst. 
Cada señal fue segmentada extrayendo cada latido dentro 
de una ventana de 700 ms. 
3. Resultados y discusión 
Como conjunto de entrenamiento se utilizaron 250 
latidos, que corresponden a 50 latidos por cada patología 
y que han sido etiquetados para obtener la tasas de error 
de entrenamiento en forma automática. Como conjunto de 
validación se utilizan otros 250 latidos extraídos con el 
mismo criterio. 
Para cada una de las tablas presentadas se considera que: 
AC (aciertos de latidos), TO (total de latidos) y A es el 
porcentaje de acierto. 
En las tablas 1 y 2, se presentan los mejores resultados de 
la clasificación. La tabla 1 muestra los resultados para una 
prueba de comparación entre latidos de cada patología 
contra latidos normales donde se computa la entropía de 
Shannon y el exponente de Hurst, además  la tabla 2 
muestra los resultados para una prueba de comparación 
entre los latidos de todas las patologías en estudio y los 
latidos normales; los resultados confirman que una señal 
ECG normal puede ser estadísticamente diferenciada de 
una patológica por los sistemas dinámicos. Sin embargo, 
se observa que para patologías como APC estas 
características no son completamente discriminantes de 
las normales; esto puede ser explicado por la presencia de 
características dinámicas similares entre estos dos tipos. 
Bayes K-esimo vecino 
Patologías 
AC TO A% AC TO A% 
APC 
24 
76 
50 
50 
79,50 
45 
55 
50 
50 
75,00 
LBBB 
50 
50 
50 
50 
99,99 
50 
50 
50 
50 
99,99 
PVC 
100 
0 
50 
50 
50,00 
47 
53 
50 
50 
91,00 
RBBB 
50 
50 
50 
50 
99,99 
50 
50 
50 
50 
99,99 
Tabla 1. Resultados de cada patología contra el ritmo normal 
Bayes K-esimo vecino 
Patologías 
AC TO A% AC TO A% 
APC 16 50 29 50 
LBBB 58 50 60 50 
Normal 77 50 58 50 
PVC 49 50 52 50 
RBBB 50 50 
80,00 
51 50 
82,00 
Tabla 2. Resultados de las patologías contra 
Debido a que la caracterización haciendo uso del 
diagrama de Poincaré no se puede realizar usando cada 
latido de manera individual; se debe utilizar un conjunto 
de latidos que permitan lograr las diferencias de 
intervalos requeridas; la clasificación se efectúa utilizando 
este método como único caracterizador. Con el fin de 
mostrar el análisis gráfico de esta técnica, la figura 2 
permite observar las nubes que clasifican cada una de las 
 
patologías, graficando cada uno de los intervalos R−R 
contra los siguientes intervalos.  
 
Figura 2. Diagrama de Poincaré 
De ella se puede observar como los intervalos normales 
(verde, o) y los latidos patológicos del APC (naranja,*) se 
encuentran dentro de un rango que se  superpone, 
demostrando así que las características dinámicas de estas 
señales pueden no llegar a ser lo suficientemente 
discriminantes para su adecuada clasificación. Para los 
demás latidos patológicos como LBBB (rojo, o), RBBB 
(azul, x) y PVC (cian, ۞) se observa la nube que 
delimita el rango dentro del cual cada patología se 
encuentra. 
4. Conclusiones 
Las técnicas de dinámica no lineal ayudan a la detección 
de patologías dentro de las series de tiempo analizadas, ya 
que permiten tomar en cuenta la dinámica intrínseca de 
las señales, revelando estructuras no lineales que capturan 
la representación discriminante. 
El clasificar bayesiano es el que menor desempeño tiene 
de las herramientas empleadas, la combinación de este 
con los métodos no lineales para la caracterización de 
patologías en señales electrocardiográficas permite 
obtener buenos resultados. 
Para el caso particular del diagrama de Poincaré los 
resultados obtenidos gráficamente son lo suficientemente 
discriminantes como para observar cada una las 
patologías dentro de un rango establecido. 
Agradecimientos 
Este trabajo se enmarca dentro del proyecto: “Sistema 
automatizado de clasificación de eventos 
fisiológicos a partir de patrones bioeléctricos como 
soporte en el tratamiento de la enfermedad de 
parkinson y otros desórdenes neurológicos” financiado 
por Colciencias y la Universidad Tecnológica de Pereira 
con código 1110-14-17904. 
Referencias 
[1] García J. Análisis Automatizado de Señales Cardíacas. 
Ph.D. disertacion, Universidad Nacional de Colombia Sede 
Manizales, 2004. 
[2] Ávila J. Análisis de la actividad eléctrica cerebral en 
pacientes epilépticos. Tesis de maestría, Pontificia 
Universidad Javeriana, 2003. 
[3] Berraondo P., Perez J., Elizalde P., Ortuño F., Teijeira J., y 
Díaz E. Dinámica no lineal en el análisis de 
electrocardiogramas. Física Medica, 2001. 
[4] Castellanos G. Identificación de estados funcionales en 
bioseñales. Voz, ECG y Fonocardiografía. Universidad 
Nacional de Colombia sede Manizales, Septiembre 2005. 
[5] Brennan M., Palaniswami M. Do existing measures of 
Poincaré plot geometry reflect nonlinear features of heart 
rate variability? IEEE Transactions On Biomedical 
Engineering, vol. 48, no. 11, Noviembre, 2001. 
[6] Martínez I., Entropía espectral y profundidad anestésica, 
2000, laboratorio Datex - Ohmeda. 
[7] Pallikari F., y Boller E. A Rescaled Range Analysis of 
Random Events. Journal of Scientific Exploration, vol. 13, 
no. 1, 1999. 
[8] Aguirre P., Cardelino J., y Loeff N. Sistema de detección, 
clasificación e identificación en línea de complejos QRS. 
Universidad de Ingeniería Eléctrica, 2001. 
[9] Laguna P. Nuevas Técnicas de Procesado de Señales 
electrocardiográficas: Aplicación a Registros de Larga 
Duración. Tesis doctoral. Instituto de Cibernética de 
Cataluña, 1990. 
[10] PhysioBank, MIT-BIH Arrhythmia Database, PhysioNet, 
2005. 
[11] Carvajal R., Vallverdú M., Baranowski R., Baranowska A., 
Zebrowski J., y Caminal P. Dynamical Non Linear análisis 
of Haert rate Variability in Patients with Aortic Stenosis. 
Cambridge university Press, 2002. 
[12] Kubin G. Nonlinear processing of speech. Speech Coding 
and Synthesis, 557-610. Amsterdam: Elsevier, 1995. 
[13] Brennan M., Palaniswami M., y Kamen P. New insights 
into the relationship between Poincaré plot geometry and 
linear measures of Heart Rate Variability. Proceedings of 
the 23rd annual EMBS International Conference. 25-28, 
Turkey, 2001.  
 
Nonlinear Dynamics Techniques for the Detection of the Brain Areas Using 
MER Signals 
 
 
Andrea Rodríguez-Sánchez 
Technological University of Pereira 
Pereira, Colombia 
andrears@ohm.utp.edu.co 
 
Álvaro Orozco-Gutiérrez 
Technological University of Pereira 
Pereira, Colombia 
aaog@utp.edu.co   
 
Edilson Delgado-Trejos 
National University of Colombia 
Manizales, Colombia 
edelgadot@unal.edu.co 
 
Germán Castellanos-Domínguez 
National University of Colombia 
Manizales, Colombia 
gcastell@telesat.com.co
Enrique Guijarro-Estellés 
Polytechnical University of Valencia 
Valencia, España 
eguijarro@eln.upv.es
Abstract 
 
A methodology for identifying brain areas from the 
brain MER signals (microelectrode recordings) is 
presented, which is based on a nonlinear feature set. 
We propose nonlinear dynamics measures such as 
correlation dimension, Hurst exponent and the largest 
Lyapunov exponent to characterize the dynamic 
structure. The MER records belong to the 
Polytechnical University of Valencia, 24 records for 
each zone (black substance, thalamus, subthalamus 
nucleus and uncertain area). The detection of each 
area using characteristics derived from complexity 
analysis was obtained through a classifier (support 
vector machine). The joint information between areas 
is remarkable and the best accuracy result was 
93.75%. The nonlinear dynamics techniques help to 
discriminate the four brain areas considered, since 
they take into account the intrinsic dynamics of the 
signals and the structures analysis based on the 
multivariate statistical procedures is an important step 
in the data preprocessing. 
 
Key-words - Brain Areas, MER signals, Correlation 
dimension, Hurst exponent, Largest Lyapunov 
exponent, Nonlinear dynamics and complexity analysis 
 
1. Introduction 
 
The Parkinson disease is a degenerative disorder of 
the central nervous system that often impairs the 
sufferer motor skills and speech. It is characterized by 
muscle rigidity, tremor, a slowing of physical 
movement (bradykinesia) and, in extreme cases, a loss 
of physical movement (akinesia). The primary 
symptoms are the results of decreased stimulation of 
the motor cortex by the basal ganglia, normally caused 
by the insufficient formation and action of dopamine, 
which is produced in the dopaminergic neurons of the 
brain. Secondary symptoms may include high level 
cognitive dysfunction and subtle language problems 
[3]. The deep brain stimulation can be applied to the 
thalamus, the pale or the nucleus subthalamicus. The 
success of a neurosurgery mainly depends of the 
specialist ability for detecting the area where the 
microelectrode is found. In most of cases, the target 
area is the globus pallidus internus (GPI) or the 
nucleus subthalamicus (STN) where the neuro-
stimulators are located [4,5]. In these treatments are 
used stereotaxic apparatus and imaging techniques to 
guide the electrodes implantation in the right brain 
area. The microelectrode crosses through regions with 
shooting characteristics (action potentials), besides its 
amplified and filtered output is heard by a 
neurophysiologist using a speaker. Thus, the specialist 
identifies the brain area listening to the rhythm created 
by the action potentials from nearby neurons [6]. 
These signals types are not stationary due to the 
presence of action potentials, the detection of each area 
becomes a very complex task, moreover, it is known 
that the information contained in the biological signals 
has a hard dependence of numerous biological aspects 
with nonlinear structure [18], this means that the 
biological signal is not the sum of its components [1]. 
Other techniques based on wavelet [16] and spike 
sorting techniques [17] have been used, which are not 
yet counted as a solution to the problem [19].  
This article proposes the non-linear dynamics 
techniques implementation to analyze the complex 
structure of the MER signals. 
 
2. Materials and methods 
 
2.1. Database  
 
The MER signals used in this work are from the 
Polytechnic University of Valencia (UPV), which are 
surgery recordings on five patients and have been 
labeled by neurophysiologists, who identified the area 
where the microelectrode was found. The records were 
taken at different depths according to the stereotaxic 
apparatus indication. The signal sampling frequency is 
24000 Hz. Each record lasts ten seconds. There are 41 
segments for the black substance area, 25 for nucleus 
subthalamicus, 66 for thalamus and 92 segments of 
uncertain areas. 
  
2.2. Attractors reconstruction 
 
The state space reconstruction is based on the Time-
Delay Embedding Theorem presented in [7], which 
can be written as follows [8]: Given a dynamical 
system with a m-dimensional solution space and an 
evolving solution h(t), let x be some observation 
x(h(t)). Let us also define the lag vector (with 
dimension m and common time lag τ) x(t)=(xt, xt-τ, xt-2τ, 
…, xt-(m-1)τ). Then, under very general conditions, the 
space of vectors x(t) generated by the dynamics 
contains all of the information of the space of solution 
vectors h(t). The mapping between them is smooth and 
invertible. This property is referred to as 
diffeomorphism and this kind of mapping is referred to 
as an embedding. Thus, the study of the time series x(t) 
is also the study of the solutions of the underlying 
dynamical system h(t) via a particular coordinate 
system given by the observable x. 
The embedding theorem establishes that, when 
there is only a single sampled quantity from a 
dynamical system, it is possible to reconstruct a state 
space that is equivalent to the original (but unknown) 
state space composed of all the dynamical variables 
[9]. 
 
2.3. Correlation dimension (D2) 
 
Nonlinear dynamics can be quantified by 
reconstruction of an attractor containing the intrinsic 
variability of system. With this purpose the factor D2 is 
defined as a measure of the dimensionality of the space 
occupied by a set of random points, and gives a 
quantity of the nature of attractor trajectory. On 
dependence on the range of value D2 distinct heart 
diseases are identified . Commonly, attractor value of 
D2 is unknown. Then, for any time series 
[ ]{ }: 1x n n N= … , starting at instant to and consisting of 
N points in an m-dimensional space, the following 
vector space is determined: 
 
[ ] [ ] [ ] [ ] [ ]{ }, , 2 ,..., ( 1)s n x n x n x n x n mτ τ τ= + + + −G    (1)  
 
where x[n]=x(to -nTs), and TS is the sampling period. In 
the phase space, an attractor can be reconstructed from 
sequence (eq. 9), with an embedding dimension m and 
delay τ, according to Takens’ theorem. Different 
approaches have been proposed to estimate the 
embedding dimension m. Specifically and related to 
PCG signals, D2 value of the attractor is calculated as 
follows : 
 
2 0
log( ( ))lim
log( )r
C rD
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=  
 
where C (r) is the correlation integral: 
 
[ ] [ ]( )
1 1
1 1( )
N N
i j
i j
C r r s n s n
N N= =
⎡ ⎤= Θ − −⎢ ⎥⎣ ⎦∑ ∑
G G
 
 
being [ ]is n
G  y [ ]js nG  points of the trajectory in the phase 
space, and r the radial distance to each reference point 
[ ]is n
G . Notation Θ  stands for Heaviside function. 
  
2.4. Largest Lyapunov exponent -LLE (λ1) 
 
As trajectories of a chaotic system temporarily 
evolve in a phase space, a separation between them 
appears growing exponentially; this separation can be 
quantified at a certain instant by means of LLE, which 
gives a measure of chaos in the system. Small 
deviations of both trajectories, [ ]x ns
G  and [ ]y ns
G , can be 
given by: 
 
[ ] [ ]{ } [ ]1 xu n n u n+ = J sG  
 
where { }[ ]x nJ sG is the Jacobian matrix, evaluated for a 
reference point of [ ]x ns
G . If no is the initial time, and 
[ ]u nΔ  the distance between the [ ]x nsG  and [ ]y nsG  
trajectories, then: 
 
[ ] { } [ ]
{ } [ ]{ } [ ]{ } [ ]{ }
0
0
, y
1 2 ...x x x
u n n u n
n n n n
Δ = Δ
Δ = Δ − Δ −
J
J J s J s J sG G G  
 
thus, the matrix [ ]nΔJ  is compounded by the product 
of the Jacobian matrices, evaluated in the states 
constituting the [ ]x ns
G  trajectory. In order to measure 
the exponential separation of the trajectories, it is 
assumed that in the future distant ( 0nΔ  ), the norm of 
the [ ]u nΔ  vector behaves like: 
 
[ ] ( )
[ ]
0
0
[ ] ; ,
, 1
nu n u n e n
u n
λ
λ
ΔΔ = Δ →∞
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The LLE (λ1) can be estimated as the average rate 
of separation from the nearest neighbors  by 
expression:  
 
( )1 1 0
( )1 1( ) ln
( )
l n
j
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u n
n
nT l n u n
λ −Δ
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ΔΔ = Δ − Δ ∑         (2) 
 
where T is the sampling period of the time series, 
( )ju nΔ  is the distance between the j-th pair from 
nearest neighbors after nΔ  discreet steps in time, and 
l  is the number of reconstructed points in accordance 
to (eq. 1).  
 
2.5. Hurst exponent (H) 
 
The Hurst exponent determines whether any time 
series can be represented as Brownian motion. If H 
exists, its value ranges from 0 to 1, showing a 
nonlinear behavior of the time series. Particularly, 
0H = means Brownian motion, 0<H<0.5 means that 
high-frequency terms are contained in the time series, 
so the previous tendencies tend to be reversed in the 
future. Lastly, 0.5<H<1 means a soft dynamic of the 
time series (previous tendencies persist in the future). 
The calculation of the Hurst exponent of [ ]nsG  is 
obtained by the following empirical regression as the 
slope of the ratio: 
 
( )/ / 2 HR σ τ=   (3) 
 
where R is the span variation (difference between 
maximum value and minimum value in the [ ]nsG  
series); σ is the standard deviation; and τ is the delay 
used in the reconstruction of the attractor. Hurst 
exponent value is defined as the slope amount, 
resulting after computation of the average of the /R σ  
relationship in (eq. 3), for different scales in the data 
length of input time series. In order to get as much as 
possible accurateness, size scaling regions were chosen 
as powers of two values, ranging from 28 up to 264. 
Besides, overlapping data regions are not considered 
because their lower accuracy. 
 
2.6. Procedure 
 
Initially, 96 records MER of 12000 points per 
sample (0.5 ms) were taken, discriminating 4 different 
zones (24 signals per zone):  1- Thalamus, 2- Nucleus 
subthalamicus, 3- Black Substance and 4- Uncertain 
area. In this kind of signals, the linear filtering 
techniques are not the most effective tool [13], due to 
the information lost in the action potentials. 
  
 
Figure 1. Spike in a MER signal. 
 
The feature set consists of three complexity 
measures: the largest Lyapunov exponent (LLE), the 
Hurst exponent (H) and the correlation dimension (The 
calculation D2 follows the approach proposed in [12]). 
A classifier (support vector machine – SVM) is 
implemented with RBF kernel using 10-fold cross-
validation (70% for training and 30% for the 
validation). The techniques suggested in [14] were 
used to choose the embedding dimension (m) and the 
time lag (τ) in the reconstruction of the state space. In 
an initial test for the m calculation, τ=1 is assumed, 
and the region where the most linearity is observed 
(see Figure 2), the embedding dimension value is 
approximated (in this case, m=37). The τ-value 
estimation was made minimizing the atypical data 
occurrence and the within-class variability using the 
LLE-feature. Ranging τ from 2 till 20, the best τ was 
determined with a value of 18. With this τ, once again 
the estimation of the correlation dimension was made 
ranging m from 2 till 58, obtaining the best result with 
m=52. 
 
 
Figure 2. Correlation dimension with τ=1 
 
On the other hand, a multivariate data analysis over 
the feature space was necessary to maximize the 
within-class distance and minimize the within-class 
variability. Given the inherent variability in the time 
series, an analysis of outliers was made, in order to 
remove them in the case when those data has been an 
estimation mistake, even if the model is properly 
adjusted. The presence of abnormal values can modify 
the sensitivity of the statistical analysis. The results 
was submitted using the Grubbs test [15], which 
calculates the average and the standard deviation of the 
sample and makes a reduction in the ratio of the 
standard deviation: 
 
100* 1 b
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦  and 
100* 1 a
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦  
 
where sa and sb are the highest and lowest average 
respectively. The largest of these decreases were 
compared with the Grubbs critical value for each 
sample, the data that exceeds this value is taken as an 
outlier. 
 
3. Results and discussion 
 
For the embedding space reconstruction, a τ=1 was 
found, providing greater separability between classes. 
This value shows that the inherent nonlinear dynamics 
in the brain behavior is hard; moreover, it is important 
to remark that the brain dynamic preserves nonlinear 
deterministic information which is not destroyed by 
other biological agents. Also, the embedding 
dimension value for the attractors was estimated in 52, 
which confirms the above statement; since this value is 
very higher than others biosignal reported in the 
literature [1,10]. 
In order to evaluate the discriminate ability of the 
nonlinear features, a classifier based on SVM using a 
RBF kernel was used, separating the three and four 
brain areas. Additionally, the feature with greater 
separability between areas is the largest Lyapunov 
exponent (Figure 3 shows the scatter diagram for the 
LLE). The joint information between areas is 
remarkable, which includes more difficult in the 
classification task. This fact is reflected in the high 
variability within-class of the estimated features (see 
Figure 2). The obtained classification percentage for 
the brain areas was 93.75%. Figure 4 shows the 
highest results obtained from the different subsets of 
features. Each set is a combination with two or three 
nonlinear features. 
 
 
Figure 3. Scatter diagram for LLE 
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Figure 4. Result diagram for subsets of features 
4. Conclusions  
 
The nonlinear dynamics techniques help to 
discriminate the four brain areas considered, since they 
take into account the intrinsic dynamics of the signals, 
revealing nonlinear deterministic structure involved in 
the discriminate representation. 
The use of the nonlinear dynamics techniques for 
characterizing MER signals allows to discriminate the 
brain areas without the basic help of a high-
performance classifier, moreover, this nonlinear 
features space are more efficient, respect to pattern 
recognition, than the characterization with 
conventional techniques, because the biological 
behavior is influenced by multiple complex 
components.  
The structures analysis based on the multivariate 
statistical procedures is an important step in the data 
preprocessing, because it helps increase the 
classification accuracy as well as enhance the 
representation capacity. 
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Interpretación Dinámica de Bioseñales Usando 
Técnicas de Análisis no Lineal 
Andrea Rodríguez, Edilson Delgado, Eduardo Giraldo y Álvaro Orozco 
 
RESUMEN 
 Se presenta una metodología de análisis dinámico para la 
identificación de patologías en bioseñales, basada en sus atributos 
no lineales. Se proponen medidas de complejidad tales como el 
diagrama de Poincare, el máximo exponente de Lyapunov, el 
exponente de Hurst y la dimensión de correlación para 
caracterizar su estructura dinámica. Se utilizan registros MER 
(microelectrodos de registro) y ECG (electrocardiogramas) para 
validar las técnicas propuestas. La información conjunta para 
cada uno de los grupos de señales muestra un desempeño del 
91,51% de acierto; así las técnicas de  dinámica no lineal toman 
en cuenta la dinámica intrínseca y estructura de la señal para 
discriminar sus respectivas patologías. 
 
Palabras Clave—Dimensión de correlación, Exponente de 
Hurst, Máximo exponente de Lyapunov, Diagrama de Poincare y 
Dinámica no lineal. 
 
I. INTRODUCCIÓN 
os médicos deben identificar los síntomas que sirvan de 
referentes para definir la normalidad o anormalidad 
asociada a posibles enfermedades. La identificación se realiza 
a través de la percepción de los sentidos, en ocasiones con 
mediación de instrumentos que facilitan juzgar sobre el grado 
de normalidad o anormalidad de los diferentes estados 
funcionales del organismo. En este proceso se tienen varias 
limitaciones: alta subjetividad cuando solo se interpreta por un 
médico, imposibilidad de almacenamiento y réplica para un 
futuro análisis en caso de requerir una asesoría de mayor 
precisión en el diagnóstico y en las decisiones terapéuticas. De 
ahí que, en ocasiones se requiera de equipos y ayudas de 
tecnología que faciliten la exploración y auscultación con la 
suficiente objetividad para mejorar la calidad de las decisiones 
clínicas [1]. 
 
A diferencia del análisis lineal, el cual atribuye el 
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comportamiento irregular de un sistema a la naturaleza 
aleatoria de la señal de entrada, la teoría del Caos afirma que 
las entradas aleatorias no son las únicas fuentes posibles de 
irregularidad en la salida de un sistema [13,14]. En las señales 
ECG y MER particularmente se presentan comportamientos 
anormales, por lo que estas serán objeto de nuestro estudio. 
 
El ECG es una representación gráfica de la actividad 
eléctrica del corazón, que ofrece información acerca del 
estado del músculo cardiaco, donde la arritmia se muestra 
como una señal anormal de baja frecuencia, difícilmente 
detectada antes que lleguen a ser casos extremos a la hora de 
realizar un diagnóstico [2]. En el análisis de la variabilidad del 
ritmo cardiaco se observan complejidades que no son lineales, 
por lo tanto tratándolo como un sistema no lineal se pueden 
obtener datos importantes de la dinámica del sistema [3], 
además, ha sido ampliamente estudiada en cuanto a la 
existencia de determinismo no lineal en el comportamiento 
eléctrico del corazón [4,5]. 
 
Por otra parte, haciendo uso de las señales MER la 
enfermedad de Parkinson se puede detectar. Esta enfermedad 
se caracteriza fundamentalmente por un deterioro de las 
funciones motoras, consistente en rigidez articular, dificultad 
para los movimientos y temblor; esto debido a un deterioro 
celular en la sustancia reticular compacta que conlleva a una 
pérdida de la capacidad de producir dopamina [6]. La 
estimulación cerebral profunda puede ser aplicada al tálamo, 
al pálido o al núcleo subtalámico. El éxito de estas cirugías 
depende del acierto del neurofisiólogo al inferir en qué zona 
se encuentra el microelectrodo que se usa para realizar la 
estimulación [7]. 
 
Ya que estos tipos de señales son no estacionarias debido a 
la presencia de potenciales de acción; se hace muy compleja la 
detección de cada una de las zonas, además por definición, la 
información contenida en las señales biológicas tiene una 
estructura que depende fuerte y no linealmente de numerosos 
aspectos biológicos [8], es decir, la señal biológica no es el 
resultado de la suma de sus componentes [5]. Se han usado 
otras técnicas basadas en wavelets [10] o técnicas de spike 
sorting [11], las cuales aún no son contadas como solución del 
problema [12].  
 
Dado que las señales antes mencionadas poseen 
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comportamientos intrínsecos no lineales [4,8], en este trabajo 
se propone la implementación de técnicas de dinámica no 
lineal para analizar la estructura regular de estas bioseñales y 
brindar un análisis más preciso y a tiempo, con lo cual se 
disminuye la dependencia del diagnóstico del médico. 
 
II. MATERIALES Y MÉTODOS  
A. Base de datos 
Las señales MER corresponden a la Universidad Politécnica 
de Valencia (UPV), las cuales son grabaciones de 
intervenciones quirúrgicas sobre cinco pacientes y están 
etiquetadas por médicos especialistas, quienes identificaron la 
zona en la cual se encuentra el microelectrodo. La frecuencia 
de muestreo de todas las señales es de 24000 Hz. Cada 
registro tiene una duración de 10 s. En total existen 41 
segmentos para la sustancia negra (snr), 25 para subtálamo, 66 
para tálamo y 92 segmentos de zonas inciertas. 
 
Por otra parte, las señales del ECG corresponden al 
MIT−BIH (The Massachusetts Institute of Technology-Beth 
Israel Hospital Arrhythmia Database). Consta de 48 registros 
con 30 minutos de duración, los cuales fueron tomados de 
hombres y mujeres entre los 23 y 89 años [9]. Estas series 
fueron registradas analógicamente y digitalizadas con una 
frecuencia de muestreo de 360 Hz y resolución de 11 bits 
(para 78±5 mV). 
 
B. Reconstrucción de atractores 
La reconstrucción del espacio de estado se basa en el 
teorema de embebimiento presentado en [7], el cual puede ser 
descrito de la siguiente forma [15]: 
 
Dado un sistema dinámico con un espacio de estado m-
dimensional y una solución h(t), sea x una observación x(h(t)). 
El vector de retardo puede definirse como sigue: x(t)= (xt, xt-
τ, xt-2τ, …, xt-(m-1)τ) con dimensión m y tiempo de retardo τ. 
Luego, el espacio de vectores x(t) generado por la dinámica 
contiene toda la información del espacio de vectores solución 
h(t). El mapeo entre ellos es suave e invertible. Esta propiedad 
indica su difeomorfismo y el mapeo su embebimiento. 
Además, el estudio de la serie de tiempo x(t) es también el 
estudio de las soluciones del sistema dinámico subyacente h(t) 
por un sistema de coordenadas particular dado por x. El 
teorema de embebimiento establece que, con una serie de 
datos unidimensionales de un sistema dinámico, es posible 
reconstruir un espacio de estados difeomórfico similar al 
construido con todas las variables dinámicas [16]. 
 
C. Dimensión de correlación 
La dimensión de correlación D2 se toma como la dimensión 
del espacio ocupado por una serie de puntos aleatorios, e 
informa sobre la naturaleza dinámica de la trayectoria del 
atractor reconstruido. Así, para cualquier serie de tiempo 
{x[n]: n=1…N}, usando el teorema de embebimiento e 
iniciando en el instante t0, se reconstruyen N puntos en un 
espacio m-dimensional: 
 
[ ] [ ] [ ] [ ] [ ]{ }, , 2 ,..., ( 1)s n x n x n x n x n mτ τ τ= + + + −r   (1) 
 
con una dimensión de embebimiento m y un retraso τ, de 
acuerdo con el teorema de Takens [7]. El valor D2 del atractor 
reconstruido puede ser calculado a partir de [9]: 
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log( )r
C rD
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Donde C(r) es la suma de correlación: 
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Siendo [ ]is nr  y [ ]js nr  puntos de la trayectoria en el espacio 
de estado, y r la distancia radial a cada punto de referencia 
[ ]is nr . Θ es la función de Heaviside.  
 
D. Máximo exponente de Lyapunov –LLE 
Como las trayectorias de un sistema caótico evolucionan 
temporalmente en el espacio de estado, la separación entre 
ellas parece crecer exponencialmente; esta separación puede 
se cuantificada en cierto instante de tiempo por el LLE, el cual 
brinda la medida de caos del sistema [12]. Pequeñas 
desviaciones de ambas trayectorias, [ ]xs nr  y [ ]ys nr , pueden 
ser dadas por: 
 
[ ] [ ]{ } [ ]1 xu n J s n u n+ = r  
 
Donde [ ]{ }nsJ xρ  es la matriz jacobiana, evaluada por el 
punto de referencia de [ ]nsxρ . Si n0 es el tiempo inicial, y 
u[Δn] la distancia entre las trayectorias [ ]nsxρ  y [ ]ns yρ , 
luego: 
 
[ ] { } [ ]
{ } [ ]{ } [ ]{ } [ ]{ }
0
0
, y
1 2 ...x x x
u n J n u n
J n J s n J s n J s n
Δ = Δ
Δ = Δ − Δ −r r r  
 
La matriz J[Δn] es calculada por el producto de las matrices 
Jacobianas, evaluadas en los estados de las trayectorias de [ ]nsxρ . Para medir la separación de las trayectorias, se asume 
que en un futuro distante (Δn»0), la norma del vector u[Δn] se 
comporta como: 
 
[ ] ( )
[ ]
0
1
0
[ ] ; ,
, 1, 1sin
nu n u n e n
u n n
λ
λ θ
Δ
−
Δ = Δ → ∞
∀ ∈ℜ << Δ >>  
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El LLE (λ1) puede ser estimado como el promedio de 
separación desde el vecino más cercano [17] por la expresión: 
 
( )1 1 0
( )1 1( ) ln
( )
l n
j
j j
u n
n
nT l n u n
λ −Δ
=
ΔΔ = Δ − Δ ∑   (2) 
Donde T es el periodo de muestreo de la serie de tiempo, 
uj(Δn) es la distancia entre el par jth desde el vecino más 
cercano después que Δn discretice los pasos en tiempo, y l es 
el número de puntos reconstruidos de acuerdo a (1). Para 
mirar la convergencia (respecto a Δn), una forma alternativa 
de (2) es: 
 
( )1 1 0
( )1 1( ) ln
( )
l k
j
j j
u n k
n
kT l k u n
λ −
=
Δ +Δ = − ∑  
 
 
E. Exponente de Hurst  (H) 
El exponente de Hurst determina si la serie de tiempo puede 
ser representada por un movimiento browniano. Si H existe, 
su rango de valores está entre 0 y 1 [5]. Particularmente, H=0 
significa movimiento browniano, 0<H<0.5 significa que 
términos de alta frecuencia están presentes en la serie de 
tiempo, así las tendencias del pasado tienden a invertirse en el 
futuro. El rango, 0.5<H<1 significa que la serie de tiempo 
presenta una dinámica suave (las tendencias del pasado 
persisten en el futuro). El cálculo del exponente de Hurst se 
obtiene con la siguiente regresión empírica: 
 
( )/ / 2 HR σ τ=  
 
Donde R es el rango (diferencia entre el mínimo y el 
máximo valor de la serie de tiempo); σ es la desviación 
estándar; y τ es el tiempo de retardo usado en la 
reconstrucción del atractor. El valor del exponente de Hurst es 
definido como la pendiente resultante después de computar el 
promedio de los R/σ, para diferentes escalas [18].  
 
F. Diagrama de Poincare 
Los diagramas de Poincaré permiten distinguir un 
comportamiento cuasi-periódico de uno caótico y observar la 
estructura fractal de un atractor, reduciendo la representación 
del espacio de fase de un sistema continuo de dimensión N a 
un sistema discreto de dimensión (N-1) [19]. 
 
Es una técnica de la dinámica no lineal que muestra la 
naturaleza de los intervalos R−R o entre espigas, graficando 
cada intervalo contra el siguiente. El análisis de esta técnica se 
puede determinar cuantitativa o visualmente donde la forma 
de la gráfica determina las clases funcionales que indican el 
grado de fallo del corazón o la zona donde se encuentra el 
microelectrodo. La gráfica provee información de cada latido 
y espiga en detalle. 
 
El problema de cuantificar las medidas que caracterizan la 
información ha sido resuelto con varias técnicas, en este 
trabajo se aplica la propuesta por [20] donde se cuantifica 
utilizando un sistema estadístico estándar. Para su análisis 
cuantitativo, se calcula la desviación estándar de las distancias 
de los intervalos a las líneas: 
 
( )mRRxy
xy
−+−=
=
*2  
 
donde (R − R)m es la media de todos los intervalos, y donde 
i varía desde el comienzo hasta el final de la señal. Las 
desviaciones estándar son llamadas SD1 y SD2 
respectivamente. SD1 está relacionada con la velocidad de 
cambio y SD2 describe lo largo del cambio del intervalo [13]. 
La relación SD1/SD2 describe la relación entre estos dos 
componentes. 
 
G. Entropía espectral 
Dado que la entropía cambia con los cambios de estado y 
tiende a incrementarse con el tiempo, se ha considerado que 
podría ser la medida del "desorden" de un sistema, donde se 
asigna un valor de incertidumbre a la posibilidad de 
ocurrencia de un evento en una serie de datos. 
 
La "entropía lógica" de Shannon es la medida de la 
dispersión, variación o diversidad de los datos en una serie 
[21]. Shannon estaba interesado en una medida de la 
información, para reducir la incertidumbre, tanto la 
información como la incertidumbre están relacionadas 
inversamente: a más información, menos incertidumbre. 
Aplicada a una serie de datos la Entropía de Shannon es: 
 
∑
=
−=
n
k
kk PPH
1
2 )(log  
 
donde Pk es la probabilidad de existencia del dato ak en la 
serie X(k) y n es la longitud de la señal. De esta forma la 
Entropía de Shannon aumentará cuanto mayor sea la 
distribución probabilística del resultado. Así, el algoritmo 
resultante se compone de cuatro fases diferentes: 
 
1. Obtención del Espectro de Potencia P(fi) mediante 
Fourier (FFT), donde fi son las distintas frecuencias que 
componen la señal del ECG. 
2. Normalización de dicho espectro [21]. 
3. Mapeado y suma, donde para cada una de las frecuencias 
del Espectro se aplica la fórmula de Shannon, donde Pn es la 
potencia en la frecuencia fi. 
 ( ) ( )∑ ∑ == 1inin fPCfP  
 
4. El resultado se normaliza, con respecto a N, siendo N el 
número de frecuencias del espectro. 
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donde S es la entropía de Shannon sin normalizar. 
 
III. PROCEDIMIENTO 
A. Señales ECG 
Las señales del ECG a utilizar fueron obtenidas de la base 
de datos de MIT-BIH, aplicando un preprocesamiento para 
remover perturbaciones, además de obtener la variabilidad del 
ritmo cardíaco (Fig. 1). 
 
 
Figura 1. Preprocesamiento de la señal ECG 
 
Las patologías cardíacas analizadas son cinco incluyendo el 
ritmo cardíaco normal: 
 
1. APC: Contracción prematura de la aurícula (Atrial 
premature contraction). 
2. LBBB: Bloqueo de rama izquierda (Left bundle Branco 
block). 
3. RBBB: Bloqueo de rama derecha (Right bundle Branco 
block). 
4. PVC: Contracción prematura del ventrículo (Premature 
ventricular contraction). 
 
Para la validación de los resultados se utilizó el clasificador 
bayesiano entrenandoló con tres parámetros derivados de las 
señales cardíacas: el diagrama de Poincaré, la entropía 
espectral y el exponente de Hurst. Cada señal fue segmentada 
extrayendo cada latido dentro de una ventana de 700 ms.  
 
B. Señales MER 
Se toman 96 registros MER; 12000 puntos por cada muestra 
(0.5 ms), partiendo desde la mitad del registro y tomando 6000 
puntos a lado y lado del registro, discriminando en ellas 4 
diferentes zonas (24 señales por cada zona): 
 
• Tálamo 
• Subtálamo 
• Sustancia negra 
• Zona incierta  
 
La caracterización consiste en tres medidas de complejidad: 
el máximo exponente de Lyapunov (LLE), el exponente de 
Hurst (H) y la dimensión de correlación (El cálculo de D2 
sigue el método propuesto en [17]). Para cada una de las zonas 
se toman 24 señales, es decir, se analizan un total de 96 
registros; y se utiliza un clasificador de máquinas de soporte 
vectorial con kernel RBF para la validación cruzada (70% 
para entrenamiento y 30% para la clasificación). 
Para escoger la dimensión de embebimiento (m) y el tiempo 
de retardo (τ) de estas señales se utilizan las técnicas sugeridas 
en [22], que implica el cálculo de la dimensión de correlación 
con un retardo unitario; se observan las pendientes obtenidas, 
donde las que se ubican en la zona mas lineal permiten el 
cálculo de m.  
 
La determinación de τ se logró estimando la característica 
LLE para un τ variando desde 2 hasta 20 y escogiendo el que 
minimizara tanto la aparición datos atípicos como la 
variabilidad intra-clase. De esta manera se determinó el  τ=18. 
Con este tiempo de retardo se hace una vez más el cálculo de 
la dimensión de correlación para diferentes valores de m, 
aplicando el teorema de Takens [7]; obteniendo así el valor de 
m=52.  
 
Por otro lado, partiendo del espacio de características se 
hizo necesario realizar un análisis de estructuras multivariadas 
con el objetivo de maximizar la distancia entre-clases y 
minimizar la variabilidad intra-clase. Dada la variabilidad 
inherente a las series de tiempo, se realiza un análisis de datos 
atípicos, ubicando la procedencia de estos datos, con el fin de 
retirarlos del estudio en caso de que se confirme que ha sido 
un error (i.e. error de estimación) aunque el modelo esté bien 
ajustado. La presencia de un valor anómalo puede alterar 
severamente la sensibilidad del análisis estadístico. Por lo que 
se someten los resultados a la prueba de Grubbs [15] que 
calcula el promedio para cierta muestra de datos y luego la 
desviación estándar de esos promedios. Se elimina el 
promedio más alto (sa) y bajo (sb). Se hace una disminución 
porcentual en la desviación estándar: 
 
100* 1 b
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦  y 
100* 1 a
s
s
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦  
 
El mayor de esos decrecimientos se compara con el valor 
crítico de Grubbs para el número de muestras consideradas, el 
dato que excede esto se rechaza o es tomado como dato 
atípico. 
 
IV. RESULTADOS 
A. Señales ECG 
Como conjunto de entrenamiento se utilizaron 250 latidos, 
que corresponden a 50 latidos por cada patología y que han 
sido etiquetados para obtener la tasas de error de 
entrenamiento en forma automática. Como conjunto de 
validación se utilizan otros 250 latidos extraídos con el mismo 
criterio. Para cada una de las tablas presentadas se considera 
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que: AC (aciertos de latidos), TO (total de latidos) y A es el 
porcentaje de acierto. 
 
En las tablas 1 y 2, se presentan los mejores resultados de la 
clasificación. La tabla 1 muestra los resultados para una 
prueba de comparación entre latidos de cada patología contra 
latidos normales donde se computa la entropía de Shannon y 
el exponente de Hurst, además  la tabla 2 muestra los 
resultados para una prueba de comparación entre los latidos de 
todas las patologías en estudio y los latidos normales; los 
resultados confirman que una señal ECG normal puede ser 
estadísticamente diferenciada de una patológica por los 
sistemas dinámicos. Sin embargo, se observa que para 
patologías como APC estas características no son 
completamente discriminantes de las normales; esto puede ser 
explicado por la presencia de características dinámicas 
similares entre estos dos tipos. 
 
Tabla 1. Resultados de cada patología contra el ritmo normal 
Bayes K-esimo vecino 
Patologías 
AC TO A% AC TO A% 
APC 24 76 
50 
50 74,00 
45 
55 
50 
50 95,00 
LBBB 50 50 
50 
50 99,99 
50 
50 
50 
50 99,99 
PVC 100 0 
50 
50 50,00 
47 
53 
50 
50 97,00 
RBBB 50 50 
50 
50 99,99 
50 
50 
50 
50 99,99 
 
Tabla 2. Resultados de todas las patologías 
Bayes K-esimo vecino 
Patologías 
AC TO A% AC TO A% 
APC 16 50 29 50 
LBBB 58 50 60 50 
Normal 77 50 58 50 
PVC 49 50 52 50 
RBBB 50 50 
86,00 
51 50 
91,60 
 
Debido a que la caracterización haciendo uso del diagrama 
de Poincaré no se puede realizar usando cada latido de manera 
individual; se debe utilizar un conjunto de latidos que 
permitan lograr las diferencias de intervalos requeridas; la 
clasificación se efectúa utilizando este método como único 
caracterizador. Con el fin de mostrar el análisis gráfico de esta 
técnica, la figura 2 permite observar las nubes que clasifican 
cada una de las patologías, graficando cada uno de los 
intervalos R−R contra los siguientes intervalos.  
 
De ella se puede observar como los intervalos normales 
(verde) y los latidos patológicos del APC (naranja) se 
encuentran dentro de un rango que se  superpone, 
demostrando así que las características dinámicas de estas 
señales pueden no llegar a ser lo suficientemente 
discriminantes para su adecuada clasificación. Para los demás 
latidos patológicos como LBBB (rojo), RBBB (azul) y PVC 
(cian) se observa la nube que delimita el rango dentro del cual 
cada patología se encuentra. 
 
Figura 2. Diagrama de Poincaré para las señales ECG 
 
B. Señales MER 
Para la reconstrucción del espacio de embebimiento se 
obtuvo un retardo de reconstrucción unitario, el cual brinda 
mayor separabilidad entre las clases. Considerando que la 
frecuencia de muestreo es 24000 Hz, τ=0.75 ms. Este valor 
revela que la dinámica no lineal inherente al comportamiento 
cerebral en las diferentes zonas es fuerte, además de que la 
dinámica inherente al comportamiento cerebral preserva 
información no lineal determinista que no es destruida por 
otros agentes emisores biológicos. Asimismo, la dimensión de 
embebimiento estimada para los atractores fue de 52, lo cual 
afirma lo dicho anteriormente, ya que este valor es muy alto 
con respecto a los hallados para otro tipo de bioseñales 
reportados en la literatura [5,9]. 
 
Con el fin de evaluar la capacidad discriminante de las 
características de complejidad se usó el clasificador bayesiano 
para una validación con 10 folds, obteniendo un porcentaje de 
acierto del 91,51% ± 0.072. Adicionalmente, la característica 
que ofrece mayor separabilidad entre zonas es el máximo 
exponente de Lyapunov. 
 
La información conjunta entre las zonas es notable, lo cual 
hace más difícil la tarea de clasificación. Este hecho se refleja 
en la alta variabilidad entre-clases de los índices estimados. El 
análisis de estructuras multivariadas mejoraron la clasificación 
de 89,15% ± 0.112 a un 91,51%  ± 0.072. 
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Figura 3. Diagrama de dispersión 
 En la figura 3 se observa el diagrama de Poincare para las 
zonas de tálamo (azul) y subtálamo (roja). La manera de 
propagarse las espigas para cada una de las zonas es diferente, 
ya que a partir de ella se observa como tálamo se expande en 
el plano mientras subtálamo permanece conjunta en el centro 
de él. Así pues, la medida promedio de cada zona a las líneas 
y=x y y=-x+2(E-E)m es 0.9978 ± 0.0485 para subtálamo y 
0.9424 ± 0.0811 para tálamo. 
 
 
Figura 4. Diagrama de Poincare para las señales MER 
V. CONCLUSIONES 
Las técnicas de dinámica no lineal ayudan a la distinción 
entre las 4 zonas cerebrales analizadas y la detección de 
patologias, ya que permiten tomar en cuenta la dinámica 
intrínseca de las señales, revelando estructuras no lineales 
deterministas que capturan la representación discriminante. 
 
La implementación de las técnicas de análisis de 
complejidad puede ser más eficiente que las técnicas 
convencionales de caracterización, ya que permiten 
discriminar las patologías dentro de cada tipo de señal sin la 
ayuda básica de un clasificador de alto rendimiento. 
 
El análisis de estructuras basado en los procedimientos 
estadísticos multivariados es un procedimiento importante en 
la adecuación de los datos, ya que ayuda a la convergencia del 
sistema de clasificación además de incrementar el 
rendimiento. 
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