Background: New superheavy nuclei are often identified through their characteristic α-decay energies, which requires accurate calculations of Qα values. While many Qα predictions are available, little is known about their uncertainties, and this makes it difficult to carry out extrapolations to yet-unknown systems.
I. INTRODUCTION
Superheavy nuclei with Z ≥ 104 occupy the upper right-hand corner of the nuclear chart [1, 2] . The study of these massive systems has been prompted by a desire to answer many fundamental questions pertaining to nuclear and atomic physics, and chemistry [3, 4] .
In particular, the search for long-lived superheavy nuclei in nature has been active for many decades. Early theoretical calculations predicted the superheavy magic numbers (the so-called "island of stability" [5] ) at Z = 114 and N = 184 [6] [7] [8] . As time progressed and models improved, the superheavy magic numbers were suggested at 114, 120, 124, or 126 for protons and either 172 or 184 for neutrons [9] [10] [11] [12] [13] [14] . However, unlike with traditional magic numbers, these predictions for superheavy nuclei are more likely to correspond to extended half-lives rather than stable systems [15] ; this is due to both large Coulomb repulsion and the high density of single-particle levels [16, 17] resulting in a diffused shell structure [16] [17] [18] .
Through the experimental techniques of cold and hot heavy-ion fusion [19, 20] , many isotopes of new elements between Z = 114 (Fl) and Z = 118 (Og) were discovered and added to the nuclear chart in the last decade [21] [22] [23] . At present, efforts to identify nuclei beyond Og and more neutron-rich systems have been unsuccessful [24] [25] [26] .
Known superheavy nuclei primarily decay through α emission and spontaneous fission [27] [28] [29] . As a result, new isotopes are often identified through the observation of their characteristic α-decay chains [30] based on experimental data and theoretical predictions. As such, calculations of Q α values with quantified uncertainties are useful for future superheavy nuclei searches.
Numerous calculations of Q α values for superheavy nuclei are available, see, e.g., Refs. [16, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . Some of these studies also include calculations of α-decay halflives using empirical formulas [5, [44] [45] [46] [47] [48] [49] [50] [51] , in which halflives are expressed as functions of Q α . In this respect, Q α values and half-lives carry the same information content. Except for the recent surveys [16, 36] , the emphasis of theoretical studies was on the performance of a specific model. It is the purpose of this paper to take another approach: analyze and compare Q α values predicted by several Skyrme-DFT models. In this way, their systematic uncertainties and robustness can be estimated more thoroughly through both direct analysis of different parameterizations and model mixing.
This paper is structured as follows. In Sec. II we discuss the theoretical approach used. Section III displays our results for known superheavy nuclei found and unknown 296 120 and 298 120. It also presents results of the model-mixing analysis. Finally, in Sec. IV we discuss conclusions and perspectives.
II. THEORETICAL APPROACH
All of our calculations were performed within the framework of nuclear Density Functional Theory (DFT) [52] , where the total energy of the system is expressed in terms of the energy density, which is a functional of onebody local densities and currents. Nuclear DFT is the tool of choice for making global predictions for complex heavy nuclei. As emphasized in Ref. [53] , this method is general enough to be applied anywhere on the nuclear chart; it can incorporate nuclear deformations through intrinsic symmetry breaking; and it can provide quantified predictions for a variety of observables. The main ingredient of nuclear DFT is the energy density functional (EDF), which represents an effective in-medium nuclear interaction. An EDF contains a number of coupling constants which are adjusted to selected experimental data and theoretical pseudo-data [52, 54, 55] ; depending on the optimization methodology and strategy chosen, these low-energy couplings change, and a new EDF parameterization is developed.
For this work, seven effective Skyrme EDFs [56, 57] in the particle-hole channel augmented by a densitydependent, zero-range pairing term of mixed type [58] were chosen: SkM* [59] , SLy4 [60] , SV-min [54] , UNEDF0 [55] , UNEDF1 [61] , UNEDF2 [62] , and UNEDF1
SO [63] . The functionals SkM* (developed with a focus on surface energy to properly account for the fission barrier of 240 Pu using a semiclassical method) and SLy4 (developed with an emphasis on neutron-rich nuclei) are included for their value as traditional Skyrme EDFs, and serve as a benchmark against the performance of the newer parameterizations. The EDF SV-min was parameterized with the binding energies, charge and diffraction radii, and surface thicknesses of semimagic nuclei. The UNEDF0 parameterization was optimized to the binding energies, charge radii, and odd-even binding energy differences of spherical and deformed nuclei. The EDF UNEDF1 was developed for fission studies and extended the data set of UNEDF0 with the inclusion of new masses and the excitation energies of fission isomers. The functional UNEDF2 considers the tensor terms ignored in the previous UNEDF parametrizations; it was developed for studies of shell structure and extended the data set of UNEDF1 with single-particle energy splittings of doubly-magic nuclei. Finally, UNEDF1
SO is an EDF locally optimized in the transuranic region with the spin-orbit and pairing parameters fine-tuned to achieve a better agreement with both the excitation spectra and odd-even mass differences in 249 Bk and 251 Cf (with all of the other parameters being identical to UNEDF1). The selection of several EDFs, based on different optimization methodologies, allows for an estimation of systematic errors.
The procedure we used to perform our calculations was identical to that in our previous work on nuclear drip lines [64] . For a given nucleus, we solved the HartreeFock-Bogoliubov (HFB) equations of nuclear DFT [65] to find its ground-state binding energy and other global nuclear properties. Given the impact of shape deformation on nuclear binding energy, it was necessary to solve the HFB equations for several different nuclear configurations; the nuclear deformation (and other global nuclear properties) corresponding to the minimum binding energy were then recorded for each nucleus and used in subsequent calculations. Since there were thousands of calculations to make for many different nuclei, we utilized high-performance computing to expedite the process.
As the focus of our work was on superheavy systems, we limited ourselves to nuclei with proton numbers 98 ≤ Z ≤ 120. Also, we limited ourselves to nuclei with even numbers of protons and neutrons to avoid the complexities associated with odd-A and odd-odd systems [66] [67] [68] . To carry out our calculations, we used the DFT code HFBTHOv300 [69] , which solves the HFB equations through direct diagonalization in the deformed harmonic oscillator basis. We included constraints on the quadrupole deformation β 2 to account for prolate, oblate, and spherical deformations. To expedite calculations, we imposed axial and reflection symmetry. Though the presence of triaxial shapes in this region is well established [70] , their impact on the ground-state binding energy is predicted to be small [71] , so this is a reasonable approximation. To approximately restore particle number symmetry broken in the HFB method, we used the Lipkin-Nogami procedure outlined in Ref. [72] .
While for several EDFs the mass tables computed in Ref. [64] have been stored in the database MassExplorer [73] , in order to be sure that the quadrupole deformations do not suddenly jump to extreme values, we recomputed all the mass tables and updated MassExplorer. From the calculated binding energies we extracted Q α values:
To assess the quality of our Q α values we took two approaches. The first was to directly analyze the results from all 7 EDFs individually and compare them to one another and available experimental values. The second approach, used to estimate systematic uncertainties, was to mix several models.
III. RESULTS
We begin by evaluating our calculations for the α-decay chains of selected nuclei. In Fig. 1 we compare our nuclear DFT results for the Q α values of the α-decay chain of 270 Ds to experimental data; this nucleus was chosen for the availability of experimental data for every nucleus in its α-decay chain. The first thing we observe here is the overall consistency of the Skyrme EDF results: with the exception of 266 Hs for SkM*, every predicted Q α value follows the pattern of experimental data and increases with increasing mass number. We also notice that, when excluding SkM*, the spread of calculated Q α values is less than 1 MeV, and each data point lies within this range ( 266 Hs being an exception, where it is 25 keV above the closest result from SV-min). While it almost always overestimates the experimental data, the performance of SkM* here is not surprising given the improvement of later EDFs.
In Fig. 2 from systematic trends highlights the scarcity of experimental data in this region. Up to Ds, the pattern looks very similar to that of Fig. 1 for the given extrapolated values. However, at 284 Cn there is a slight decrease in the extrapolated Q α value, followed by an increase in the experimental Q α value at 288 Fl. This is due to an abrupt shape transition from prolate to oblate deformation near N = 174 caused by the triaxial softness of this region [36, 70] . As a result, the consistency of the EDF results suffers, most noticeably with UNEDF0, whose results decrease from Fl to Lv while the experimental data increases. The reduced impact of the shape transition on UNEDF1 and UNEDF2 appears to highlight the necessity of including fission isomer and single-particle energy data in the global EDF optimization.
We also want to extend our analysis to nuclei which have not yet been observed. For this, we show our results for the Q α values of the α-decay chains of 296 120 and 298 120 in Fig. 3 . Just like in Figs. 1 and 2 , the pattern from Fm to Ds is repeated for all of the EDFs and experiment. Upon reaching the prolate to oblate transition, we see a behavior similar to the results of Fig. 2 derestimation of the experimental value by UNEDF0, in comparison with UNEDF1, UNEDF1 SO , and UNEDF2, illustrates the need to incorporate more data into future EDFs. We also notice a trend in each calculated Q α value to increase for both 296 120 and 298 120; given the pattern seen in experimental data from Fl to Og, this behavior is promising. Figure 4 shows the analysis of Q α values along the isotopic chains from Fm to Z = 120. The borders between regions of prolate and oblate deformations and spherical shapes are marked. (See Ref. [36] for discussion of deformation predictions in other models.) The irregularity seen around N = 164, particularly well pronounced for SLy4, SV-min, and UNEDF1, is due to a prolate-deformed neutron subshell closure [76, 77] . Once again, we observe an overall consistency for each EDF, with similar patterns emerging in the theoretical calculations for each isotopic chain, even in the regions where shape transitions occur. The proximity of our theoretical results to the experimental values, expressed through root-mean-square (rms) deviations δ(Q α ), is quite reasonable. As discussed earlier, the largest deviations from experiment are obtained for the heaviest elements Lv and Og, which are predicted to lie in the region of prolateto-oblate shape transition. When inspecting the individual rms deviations, the best performer is UNEDF1 with δ(Q α ) = 0.31 MeV, while the earliest Skyrme EDF SkM* yields δ(Q α ) = 0.81 MeV. In general, the range of rms deviations here is consistent with that of other DFT models [36] . For instance, if one considers the relativistic EDFs of Ref. [16] , the δ(Q α ) values range from 0.32 MeV for PC-PK1 to 0.68 MeV for NL3*.
Assessing the uncertainty of a prediction made by a model in regions where experimental data are unavailable is a central issue in modern nuclear theory. So far we have estimated our uncertainty through the use of many different EDFs and compared their individual performances to experiment. Following Ref. [64] , we now calculate the uniform average of the results of several models along with the corresponding standard deviations to determine the systematic uncertainty. For this we have chosen SVmin, UNEDF0, UNEDF1, and UNEDF2, as they are the most recently developed global EDFs used in this study. While this procedure may seem naïve, without additional information or costly statistical calculations, the choice of uniform weights is essentially optimal [78] . Also, by giving each model equal weight within the average, we can gain an idea of how more sophisticated model mixing may perform.
In Fig. 5 sition spoil this agreement. As discussed earlier, the difference is particularly noticeable for 294 Og in the 298 120 α-decay chain; this is likely due to the low Q α value predicted by UNEDF0 (see Fig. 3 ). However, even when excluding UNEDF0 from the average (and including UNEDF1
SO , whose Q α value is much larger), the discrepancy remains substantial. In Fig. 6 , we show the model-averaged results for the Q α values of isotopic chains for which experimental data exist. From Fm to Fl, the proximity to experimental data is quite good, and the error bands are relatively small. However, for Lv and Og, we see a similar behavior as in Fig. 5 .
IV. CONCLUSION
In this paper we studied Q α values for even-even superheavy nuclei from Fm to Z = 120 within the framework of nuclear DFT with several different Skyrme EDFs. In order to estimate systematic errors, we analyzed theo- retical predictions for α-decay chains by comparing individual models, and also through model averaging. In the region of well deformed superheavy nuclei, the theoretical predictions are robust, with each EDF giving relatively consistent results. This robustness is somewhat reduced for shape-transitional nuclei. In general, the observed agreement with experimental data is quite reasonable. The behavior of individual functionals, particularly from the UNEDF family, also proved enlightening. Among the models used, the best performer is UN-EDF1 with an rms deviation of δ(Q α ) = 0.31 MeV. The improvement in the results of UNEDF1 and UNEDF2 over UNEDF0 in the region of shape transition indicates the significance of data on fission isomers and onequasiparticle states in the EDF optimization. We also analyzed the performance of the functional UNEDF1 SO that was locally optimized to the transuranic isotopes of Bk and Cf. Given its fine-tuning, it is interesting to see that its performance for Q α values is similar, or slightly worse, as compared to the other UNEDF parametrizations.
In general, the method of nuclide identification through Q α values is not expected to work well in the region of deformed-to-spherical shape transition. In this context, theory will benefit greatly from both progress in developing new spectroscopic-quality global EDFs and more sophisticated statistical techniques of uncertainty quantification. Experimentally, work on identifying new superheavy nuclei from the upper superheavy (hot fusion) region, without the use of Q α values, is already underway [79] [80] [81] .
As the search continues for elements beyond Og [82] [83] [84] [85] , the accurate calculation of Q α values will prove more and more beneficial. The performance of our model mixing results in assessing and reducing uncertainty seems promising. Also, further improvements of predictability are expected through model mixing techniques of a more sophisticated type that utilize Bayesian model averaging [78, 86, 87] , where the simple average is reweighted using model posterior probabilities computed by integrating the respective likelihoods over the parameter space. In the near future, however, to make more reliable extrapolations of Q α values, we intend to use Bayesian machine learning techniques as described in the recent Ref. [88] .
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