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Abstract. Define the middle layer graph as the graph whose vertex set consists of
all bitstrings of length 2n + 1 that have exactly n or n + 1 entries equal to 1, with an
edge between any two vertices for which the corresponding bitstrings differ in exactly
one bit. The middle levels conjecture asserts that this graph has a Hamilton cycle for
every n ≥ 1. This conjecture originated probably with Havel, Buck and Wiedemann,
but has also been attributed to Dejter, Erdős, Trotter and various others, and despite
considerable efforts it resisted all attacks during the last 30 years. In this paper we prove
the middle levels conjecture. In fact, we construct 22
Ω(n)
different Hamilton cycles in
the middle layer graph, which is best possible.
Keywords: middle levels conjecture, revolving door conjecture, Hamilton cycle,
vertex-transitive graph, cube, Gray code
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1. Introduction
The question whether a graph has a Hamilton cycle — a cycle that visits every vertex exactly once
— is a fundamental graph theoretical problem. Answering this question is one of the prototypical
NP-complete problems, as shown by Karp in his landmark paper [Kar72]. Even for families of graphs
defined by very simple algebraic constructions this question turns out to be surprisingly difficult.
One prominent example is the middle layer graph whose vertex set consists of all bitstrings of length
2n + 1 that have exactly n or n + 1 entries equal to 1, with an edge between any two vertices for
which the corresponding bitstrings differ in exactly one bit. Note that the middle layer graph is a
subgraph of the discrete cube of dimension 2n + 1, the graph whose vertex set are all bitstrings of
length 2n + 1, with an edge between any two vertices that differ in exactly one bit. The middle
layer graph is bipartite, connected, the number of vertices is N :=
(
2n+1
n
)
+
(
2n+1
n+1
)
= 2Θ(n), and all
vertices have degree n+ 1 = Θ(log(N)) (i.e., the graph is sparse). Moreover, the middle layer graph
is vertex-transitive, i.e., any pair of vertices can be mapped onto each other by an automorphism
(informally speaking, the graph ‘looks’ the same from the point of view of any vertex). The middle
levels conjecture, also known as revolving door conjecture, asserts that the middle layer graph has a
Hamilton cycle for every n ≥ 1. This conjecture originated probably with Havel [Hav83] and Buck
and Wiedemann [BW84], but has also been attributed to Dejter, Erdős, Trotter [KT88] and various
others. It also appears as Exercise 56 in Knuth’s book [Knu11, Section 7.2.1.3]. There are two main
motivations for tackling the middle levels conjecture. The first motivation are Gray codes: In its
simplest form, a Gray code is a cyclic list of all binary code words (=bitstrings) of a certain length
such that any two adjacent code words in the list differ in exactly one bit. Clearly, such a Gray code
corresponds to a Hamilton cycle in the entire cube, and a Hamilton cycle in the middle layer graph
is a restricted Gray code (see [Sav97] for various applications of Gray codes in all their different
flavours). The second motivation is a classical conjecture due to Lovász [Lov70], which asserts that
every connected vertex-transitive graph (as e.g. the middle layer graph) has a Hamilton path and,
apart from five exceptional graphs, even a Hamilton cycle. This vastly more general conjecture
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2is still wide open today: Even for explicit families of vertex-transitive graphs as e.g. the so-called
Kneser graphs and bipartite Kneser graphs, only the denser ones are known to have a Hamilton cycle
[Che03, SS04, Joh11] (Kneser graphs were introduced by Lovász in his celebrated proof of Kneser’s
conjecture [Lov78]). In fact, the middle layer graph is the sparsest bipartite Kneser graph, so in
some sense it is the hardest obstacle in proving Hamiltonicity for this family of graphs. For further
results and references concerning Lovász’ conjecture, in particular with respect to other interesting
families of vertex-transitive graphs that are defined via group actions (Cayley graphs), we refer to
the surveys [KM09, PR09].
The middle levels conjecture has attracted considerable attention over the last 30 years. In a
sequence of algorithmic improvements and with the availability of more powerful computers, so far
the conjecture has been verified for all n ≤ 19 [SS99, SSS09, SA11] (for n = 19 the middle layer
graph has N = 137.846.528.820 vertices). The first notable asymptotic result is [Sav93], where it
was shown that the middle layer graph has a cycle of length N0.836. Improving on this, it was
shown in [FT95] that there is a cycle that visits 0.25N many vertices of the middle layer graph,
and in [SW95] that there is a cycle that visits 0.839N many vertices. Another major step towards
the conjecture was [Joh04], where the existence of a cycle of length (1 − c/√n)N was established,
where c is some constant. Unfortunately, attempts to obtain a Hamilton cycle from the union of two
perfect matchings in the middle layer graph have not been successful so far [DSW88, KT88, DKS94]
(even though these constructions of perfect matchings deepened our understanding of the structure
of the middle layer graph). For other relaxations of the middle levels conjecture and partial results,
see e.g. [HKRR05, GŠ10].
1.1. Our results. In this paper we prove the middle levels conjecture.
Theorem 1. For any n ≥ 1, the middle layer graph has a Hamilton cycle.
In fact, we prove the following more general result:
Theorem 2. For any n ≥ 1, the middle layer graph has at least 1422
b(n+1)/4c
= 22
Ω(n) different
Hamilton cycles.
Note that 22Ω(n) Hamilton cycles are substantially more than we get from applying all 2(2n+ 1)! =
2Θ(n logn) automorphisms of the middle layer graph to a single Hamilton cycle (these automorphisms
are given by bit permutations and possibly bit inversion). In fact, any graph G has at most |V (G)|!
different Hamilton cycles, where V (G) denotes the vertex set of G. This establishes an upper bound
ofN ! = 22O(n) for the number of Hamilton cycles in the middle layer graph and shows that Theorem 2
is best possible (up to the constant in the exponent).
Our arguments are constructive and yield an algorithm that outputs each of the Hamilton cycles
referred to in Theorem 2 in polynomial time per cycle (polynomial in the size of the middle layer
graph, which is exponential in n).
1.2. Proof ideas. Before starting work in earnest, we give an informal overview of the main ideas
and techniques used in the proofs. On a very high level, our construction of Hamilton cycles in the
middle layer graph consists of two steps. In the first step, we construct a 2-factor in this graph,
i.e., a set of disjoint cycles that visit all vertices of the graph, or equivalently, a 2-regular spanning
subgraph. Constructing a 2-factor is clearly much easier than constructing a Hamilton cycle directly.
In the second step we modify the 2-factor locally by what we call flippable pairs to join all of its cycles
to a single cycle (which is then a Hamilton cycle). In fact, the concept of flippable pairs allows us to
reduce the problem of proving that the middle layer graph has a Hamilton cycle (or many Hamilton
cycles) to the problem of proving that a suitably defined auxiliary graph is connected (or has many
spanning trees), which is considerably easier. We emphasize here that the concept of flippable pairs
3in principle applies to any graph, not just the middle layer graph. We therefore believe that this
two-step approach to proving Hamiltonicity can be extended to other interesting families of graphs
(e.g. the above-mentioned Kneser graphs).
In the following we explain the two steps of our construction in more detail. For the reader’s
convenience, the notions and ideas introduced below are illustrated in Figure 1.
1.2.1. Structure of Hamilton cycles in the middle layer graph. Our constructions are based on some
simple observations about the structure of Hamilton cycles in the middle layer graph. To discuss
those, we need to introduce some definitions (throughout this paper, key definitions will be high-
lighted by italic headings).
The discrete cube and its layers. For any n ≥ 1 we define Bn := {0, 1}n as the set of all bitstrings of
length n, and we let Bn(k) ⊆ Bn, 0 ≤ k ≤ n, denote the set of all bitstrings of length n with exactly
k entries equal to 1 (and the other n− k entries equal to 0). We define the n-dimensional cube Qn
as the graph with vertex set Bn and an edge between any two vertices for which the corresponding
bitstrings differ in exactly one bit. Moreover, we define the graph Qn(k, k + 1), 0 ≤ k ≤ n − 1, as
the subgraph of Qn induced by the vertex sets Bn(k) and Bn(k + 1), and we refer to Qn(k, k + 1)
as a layer of Qn. In particular, we refer to the layers Q2n(k, k + 1), k = n, n+ 1, . . . , 2n− 1, as the
upper layers of Q2n, and to Q2n+1(n, n + 1) as the middle layer of Q2n+1 (this is the middle layer
graph).
In the following, for any bitstring x, we denote by Bn(k) ◦ x the set of bitstrings obtained from
Bn(k) by attaching x to each bitstring from Bn(k), and by Qn(k, k + 1) ◦ x the graph obtained by
from Qn(k, k+ 1) by attaching x to the bitstring at each vertex. By partitioning the vertices of the
middle layer graph Q2n+1(n, n + 1) into two sets according to the value of the last bit (0 or 1), we
observe that this graph has the following structure (see the top of Figure 1): It consists of a copy of
Q2n(n, n+ 1) ◦ (0) (with edges between the vertex sets B2n(n) ◦ (0) and B2n(n+ 1) ◦ (0)) and a copy
of Q2n(n − 1, n) ◦ (1) (with edges between the vertex sets B2n(n − 1) ◦ (1) and B2n(n) ◦ (1)) plus
a perfect matching M2n+1 between the vertex sets B2n(n) ◦ (0) and B2n(n) ◦ (1) (these are exactly
the edges on which the last bit flips). As a consequence, any Hamilton cycle H in the middle layer
graph Q2n+1(n, n + 1) has the following structure: Removing from H all edges from the matching
M2n+1, what is left are sets of disjoint paths P and P ′ in the subgraphs Q2n(n, n + 1) ◦ (0) and
Q2n(n − 1, n) ◦ (1) that visit all vertices in these subgraphs, and that start and end in the vertex
sets B2n(n) ◦ (0) and B2n(n) ◦ (1), respectively (see the top of Figure 1). Note that |P| = |P ′| =
|B2n(n)|−|B2n(n+1)| =
(
2n
n
)−( 2nn+1) = 1n+1(2nn ) = Cn, where Cn denotes the n-th Catalan number,
i.e., the number of paths in P and P ′ is Cn = 2Θ(n) (regardless of the Hamilton cycle H). In
particular, any Hamilton cycle has exactly 2Cn edges on which the last bit flips (these are edges
from M2n+1). As this argument can be repeated for every bit position, any Hamilton cycle in the
middle layer graph Q2n+1(n, n + 1) has exactly 2Cn edges on which the i-th bit flips, for every
i = 1, . . . , 2n + 1. This enforced balancedness of the number of bitflips in each coordinate explains
the difficulty of proving the middle levels conjecture inductively: Any inductive argument has to
show how to connect exponentially many paths to a single Hamilton cycle.
Observe that for the overall structure of the Hamilton cycle H, only the end vertices of the paths in
P and P ′ are relevant. In fact, we can think of these paths as single edges of a matching, connecting
the end vertices of the paths. Moreover, as far as the cycle structure of H is concerned, we can
ignore the edges from the matching M2n+1 and think of P and P ′ as subgraphs of Q2n(n, n+ 1) and
Q2n(n−1, n), respectively, graphs that share the set of vertices B2n(n) (see the middle of Figure 1).
Note that this corresponds to contracting the edges from the matching M2n+1, or deleting the
(2n+ 1)-th bit from all vertices in P and P ′. This simplified way of thinking about Hamilton cycles
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Figure 1. A Hamilton cycle H in the middle layer graph Q2n+1(n, n + 1) (top),
a schematic view of the end vertices of the sets of paths P and P ′ induced by this
Hamilton cycle (middle), a 2-factor C2n+1 = {C1, C2, C3} and flippable pairs X =
{(P1, P4), (P2, P3), (P5, P6)} (bottom left), and the corresponding graph G(C2n+1,X )
(bottom right). Flippable pairs of paths are indicated by dotted arrows.
in the middle layer graph will be very fruitful, and is also used at the bottom of Figure 1 (paths are
drawn as matching edges, and edges from the matching M2n+1 are ignored).
1.2.2. Inductive construction of 2-factors in the middle layer graph. As indicated before, to prove
that the middle layer graph has a Hamilton cycle, we begin by constructing a 2-factor in this graph.
This construction has already been presented and analyzed partially in our earlier work [MW12]
(joint with Franziska Weber). In this approach, we inductively construct sets of disjoint paths in
all upper layers of Q2n (not just in a single layer). In particular, we obtain a set P of exactly Cn
many disjoint paths in Q2n(n, n + 1) that visit all vertices of this graph and that start and end
in B2n(n). In an intermediate step of the construction, the paths P in Q2n(n, n + 1) are used to
build a 2-factor C2n+1 in the middle layer of Q2n+1 as follows (see the bottom of Figure 1): By
applying an isomorphism f between the graphs Q2n(n, n + 1) and Q2n(n − 1, n), we obtain a set
of disjoint paths f(P) in Q2n(n − 1, n) that visit all vertices of this graph and that start and end
in B2n(n). The end vertices of paths in P and the isomorphism f are such that the set of all path
end vertices (a subset of B2n(n)) is mapped onto itself (however, the end vertices of one particular
path are in general not mapped onto themselves, see Figure 1). We thus obtain a 2-factor C2n+1 in
Q2n+1(n, n+ 1) by taking the union of P ◦ (0), f(P) ◦ (1) and the appropriate matching edges from
M2n+1. As mentioned before, for analyzing the cycle structure of C2n+1, it suffices to consider the
two matchings on the set of end vertices of P and f(P) induced by these paths.
It turns out that the choice of the isomorphism f in each induction step allows some freedom, so this
construction yields in total 2(
n
2) = 2Θ(n
2) different 2-factors in the middle layer graph Q2n+1(n, n+1).
Unfortunately, only few of them (for very simple choices of f) seem to be amenable to theoretical
5analysis. This is because varying f changes many end vertices of paths in f(P) simultaneously and
therefore affects the resulting 2-factor C2n+1 globally (in a way that is hard to control). Even though
numerical experiments performed in [MW12] suggest that the entire family of 2-factors arising from
this construction contains a Hamilton cycle for every n ≥ 1, the 2-factors that could be analyzed
theoretically have many short cycles (the cycle length is at most quadratic in n, so the number of
cycles is exponential).
1.2.3. Flippable pairs. The construction of 2-factors from [MW12] outlined before is used as a basis
for our construction. However, we add a new ingredient, and this is the concept of flippable pairs.
Let P1, P ′1, . . . , P`, P ′` be pairwise different paths from the set P as constructed before. We call
X = {(P1, P ′1), . . . , (P`, P ′`)} a set of flippable pairs, if for each pair (Pi, P ′i ) there is an alternative
pair of paths (Ri, R′i), where Ri and R
′
i are subgraphs of Q2n(n, n+ 1) such that Ri and R
′
i together
visit the same vertices as Pi and P ′i , and such that Ri and R
′
i connect the end vertices of Pi and
P ′i the opposite way (see the bottom left of Figure 1, where a flippable pair of paths (P2, P3) and
the corresponding pair (R2, R3) is shown). Note that Ri and R′i are not contained in P. We can
think of replacing Pi ◦ (0) and P ′i ◦ (0) in the 2-factor C2n+1 by the paths Ri ◦ (0) and R′i ◦ (0) as a
flipping operation (connecting the end vertices of the paths the other way). Note that this flipping
operation can be performed independently for each flippable pair, i.e., from a set of ` flippable pairs
for the set of paths P we obtain in total 2` different 2-factors from the basic 2-factor C2n+1 and
very precise local control over them (this is in stark contrast to what happens when varying the
isomorphism f in the above basic construction). A set of flippable pairs X for P in the 2-factor
C2n+1 gives rise to the graph G(C2n+1,X ), in which each cycle of C2n+1 becomes a node, and two
nodes are connected by an edge whenever there is a flippable pair (P, P ′) in X such that P ◦ (0)
and P ′ ◦ (0) are contained in the corresponding cycles (see the bottom right of Figure 1). Observe
that if G(C2n+1,X ) is connected, then we obtain a Hamilton cycle from the basic 2-factor C2n+1 by
flipping all pairs of paths that form a spanning tree in G(C2n+1,X ). Moreover, each spanning tree of
G(C2n+1,X ) gives rise to a different Hamilton cycle in the middle layer graph. This reduction step
is crucial: It reduces the problem of proving that a graph has a Hamilton cycle (or many Hamilton
cycles) to the problem of proving that some auxiliary graph is connected (or has many spanning
trees), which is considerably easier.
Fortunately, flippable pairs are not just a void theoretical concept, but they can be constructed
inductively along the lines of the construction of the 2-factor C2n+1 outlined above. In fact, this
construction gives rise to a set X of Cn−1 many flippable pairs. As 2|X |/|P| = 2Cn−1/Cn =
(n + 1)/(2n − 1) > 1/2, more than half of all paths from P are contained in a flippable pair in X ,
which is rather promising (on the other hand, we clearly need exponentially many flippable pairs to
connect exponentially many cycles in the 2-factor C2n+1 to a Hamilton cycle).
1.2.4. Analysis of the graph G(C2n+1,X ). While describing and proving the inductive constructions
of the 2-factor C2n+1 and the corresponding flippable pairs X is relatively straightforward, the
analysis of the graph G(C2n+1,X ) (proving that it is connected and that it has many spanning
trees) is rather technical. We show that for one particular choice of construction parameters the
cycles of C2n+1 are in one-to-one correspondence with all plane trees with n edges, i.e., each node of
G(C2n+1,X ) can be interpreted as a plane tree (this rather unexpected correspondence has already
been described in [MW12]). Moreover, each edge of G(C2n+1,X ), i.e., each flippable pair from
X , can be interpreted as an elementary transformation between the corresponding plane trees,
namely removing a leaf of the tree and attaching it to a different vertex (take a peek at Figure 12
below). Proving that G(C2n+1,X ) is connected then amounts to showing that each plane tree can
be transformed into every other plane tree by a sequence of such elementary transformations. For
all these arguments we will repeatedly employ Catalan-type bijections between different sets of
combinatorial objects such as certain types of bitstrings, lattice paths and trees.
61.3. Outline of this paper. As mentioned before, our construction of Hamilton cycles in the middle
layer graph is based on the construction of 2-factors described in our earlier work [MW12]. Since both
constructions are inherently linked, and since we aim for a self-contained paper, we reproduce some
of the required results (including proofs) from [MW12] in this paper (without repeatedly mentioning
this again). Basically, the contents of Section 2, 4 and some parts of Section 5 of this paper already
appeared in [MW12].
In Section 2 we describe the basic construction of 2-factors in the middle layer graph. The proof
of a key lemma which ensures that the construction works as claimed is deferred to Section 4. In
Section 3 we describe the corresponding construction of flippable pairs for those 2-factors. Moreover,
in this section we spell out the details of the abovementioned reduction from a Hamiltonicity to
a connectivity problem, and present the proofs of Theorem 1 and 2. These proofs rely on two
propositions (Propositions 7 and 8 below), which state that the graph G(C2n+1,X ) is connected and
that is has the required number of spanning trees. The rest of the paper is devoted to proving
Proposition 7 and 8, i.e., to analyze the graph G(C2n+1,X ). Specifically, in Section 5 we analyze the
structure of the 2-factor C2n+1, and in Section 6 we analyze the structure of the flippable pairs X .
The proofs of Proposition 7 and 8 are completed in Section 7.
2. Construction of 2-factors in the middle layer graph
In this section we describe the construction of 2-factors in the middle layer graph outlined in Sec-
tion 1.2.2.
2.1. Definitions and notation. We start by introducing a few more definitions that will be used
throughout the paper.
Composition of mappings, bijections between combinatorial objects. We write the composition of
mappings f, g as f • g, where (f • g)(x) := f(g(x)). Given a mapping f defined on a set of
combinatorial objects X, and a bijection g between X and some other set of combinatorial objects
Y , the function f can be extended in a natural way to a mapping on Y by setting
f := g • f • g−1 . (1)
In this paper we specifically deal with functions f defined on certain types of bitstrings, lattice paths
or trees (the precise definitions will be given later) and with bijections between these sets, and in
understanding f it is often useful to consider how f operates on one of the other sets of objects.
Notational conventions. To simplify notation we regularly adopt the following conventions: Singleton
sets {x} are denoted as x. For any function f : X → Y and any subset X ′ ⊆ X we write f(X ′) :=⋃
x∈X′ f(x). Similarly, for sequences (x1, . . . , xk) ∈ Xk we write f(x1, . . . , xk) := (f(x1), . . . , f(xk)).
Furthermore, for any function f : X1 × · · · ×Xk → Y and subsets X ′i ⊆ Xi, i = 1, . . . , k, we define
f(X ′1, . . . , X ′k) := f(X
′
1 × · · · ×X ′k). For any function f : X → Y and any graph G with vertex set
V (G) ⊆ X we denote by f(G) the graph obtained from G by replacing each vertex v by f(v) (so
the vertex set of f(G) is f(V (G))).
Reversing, inverting and concatenating bitstrings. For any bitstring x = (x1, x2, . . . , xn) ∈ {0, 1}n
we define rev(x) := (xn, xn−1, . . . , x1). Furthermore, setting 0 := 1, 1 := 0, by the above conven-
tions we have x = (x1, x2, . . . , xn). For bitstrings x and y we denote by x ◦ y the concatenation
of x and y. For any bitstring x we define x0 := () and xk := x ◦ xk−1 for any integer k ≥ 1. By
these definitions and the above conventions we can write e.g. rev
(
(0)2 ◦ {(1, 1), (0, 1)} ◦ (1, 0)) =
rev({(0, 0, 1, 1, 0, 1), (0, 0, 0, 1, 0, 1)}) = {(1, 0, 1, 1, 0, 0), (1, 0, 1, 0, 0, 0)}. Several examples how the
concatenation ◦ operates on graphs whose vertices are bitstrings were already presented in Sec-
tion 1.2.1.
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Figure 2. Decomposition of Q2n+2 into four copies of Q2n plus two perfect match-
ings (the top part shows a concrete example, the bottom part a schematic represen-
tation of the general structure). The light grey regions show the upper layers of Q2n
and Q2n+2 and the dark grey region the middle layer of Q2n+1 ◦ (1).
Inductive decomposition of the discrete cube. In addition to the decomposition of Qn into layers
discussed at the beginning of Section 1.2, there is another important inductive decomposition of this
graph. Note that Qn consists of a copy of Qn−1◦(0), a copy of Qn−1◦(1) and a perfect matchingMn
that connects corresponding vertices in the two subgraphs (along the edges ofMn, the last bit flips).
Unrolling this inductive construction for another step, Qn is obtained from Qn−2◦(0, 0), Qn−2◦(1, 0),
Qn−2 ◦ (0, 1) and Qn−2 ◦ (1, 1) plus two perfect matchings Mn and M ′n := Mn−1 ◦ (0) ∪Mn−1 ◦ (1)
(see Figure 2). Our inductive construction of 2-factors in the middle layer of Q2n+1 is based on this
inductive decomposition of Q2n+2 into four copies of Q2n plus the two perfect matchings M2n+2 and
M ′2n+2.
Oriented paths, dangling paths. In our approach we construct certain paths as subgraphs of layers
of the cube. The order of vertices along those paths is important for us, i.e., P = (v1, v2, . . . , v`) is
a different oriented path than P ′ = (v`, v`−1, . . . , v1). For an oriented path P = (v1, v2, . . . , v`) we
define F (P ) := v1, S(P ) := v2 and L(P ) := v`, as the first, second and last vertex of P , respectively.
We refer to a path P in Qn(k, k+ 1) that starts and ends at a vertex in the set Bn(k) as a dangling
path. As Qn(k, k + 1) is bipartite, every second vertex of such a path P is contained in the set
Bn(k + 1) (and P has even length).
2.2. Construction of 2-factors. The construction is parametrized by some sequence (α2i)i≥1,
α2i ∈ {0, 1}i−1. Given this sequence, we inductively construct a set P2n(k, k+1) of disjoint dangling
8oriented paths in Q2n(k, k + 1) for all n ≥ 1 and all k = n, n+ 1, . . . , 2n− 1 such that the following
conditions hold:
(i) The paths in P2n(n, n+ 1) visit all vertices in the sets B2n(n+ 1) and B2n(n).
(ii) For k = n+1, . . . , 2n−1, the paths in P2n(k, k+1) visit all vertices in the set B2n(k+1), and the
only vertices not visited in the set B2n(k) are exactly the elements in the set S(P2n(k− 1, k)).
For simplicity we do not make the dependence of the sets P2n(k, k+1) from the parameters (α2i)i≥1
explicit, but we will discuss those dependencies in detail in Section 2.3 below.
Induction basis n = 1 (Q2): For the induction basis we define
P2(1, 2) := {((1, 0), (1, 1), (0, 1))} , (2)
i.e., the set P2(1, 2) consists only of a single oriented path on three vertices. It is easily checked
that this set of paths in the upper layer of Q2 satisfies the conditions (i) and (ii) (condition (ii) is
satisfied trivially).
Induction step n → n + 1 (Q2n → Q2n+2), n ≥ 1: The inductive construction consists of two
intermediate steps. For the reader’s convenience those steps are illustrated in Figure 3.
First intermediate step: Construction of a 2-factor in the middle layer of Q2n+1. Using only the
paths in the set P2n(n, n+ 1) and the parameter α2n = (α2n(1), . . . , α2n(n− 1)) ∈ {0, 1}n−1 we first
construct a 2-factor in the middle layer of Q2n+1.
Note that the graphs Q2n(n, n + 1) and Q2n(n − 1, n) are isomorphic to each other. We define
an isomorphism fα2n between these graphs as follows: Let piα2n denote the permutation on the set
B2n = {0, 1}2n that swaps any two adjacent bits at positions 2i and 2i+1 for all i = 1, . . . , n−1, if and
only if α2n(i) = 1, and that leaves the bits at position 1 and 2n unchanged. If e.g. α2n = (0, . . . , 0),
then no bits are swapped and piα2n = id is simply the identity mapping. For any bitstring x ∈ B2n
we then define
fα2n(x) := rev(piα2n(x)) . (3)
The fact that this mapping is indeed an isomorphism between the graphs Q2n(n, n+1) and Q2n(n−
1, n) follows easily by observing that rev(piα2n()) is an automorphism of the graph Q2n(n, n + 1)
(this mapping just permutes bits).
We will later prove the following crucial lemma. It states that the sets of first and last vertices of
paths from P2n(n, n+ 1) are preserved under the mapping fα2n (see the left hand side of Figure 3).
Note however, that the end vertices of one particular path are in general not mapped onto themselves.
Lemma 3. For any n ≥ 1 and any α2n ∈ {0, 1}n−1, we have
fα2n(F (P2n(n, n+ 1))) = F (P2n(n, n+ 1)) and fα2n(L(P2n(n, n+ 1))) = L(P2n(n, n+ 1)) , (4)
where P2n(n, n+ 1) is the set of paths in Q2n(n, n+ 1) constructed in previous steps for an arbitrary
sequence of parameters (α2i)1≤i≤n−1, α2i ∈ {0, 1}i−1.
As explained in Section 1.2.1, the middle layer graph Q2n+1(n, n + 1) can be decomposed into the
graphs Q2n(n, n + 1) ◦ (0) and Q2n(n − 1, n) ◦ (1) plus the edges from M2n+1 that connect the
vertices in the set B2n(n) ◦ (0) to the vertices in the set B2n(n) ◦ (1) (see the top of Figure 1 and
the right hand side of Figure 3). Denoting by MFL2n+1 the edges from M2n+1 that have one end
vertex in the set
(
F (P2n(n, n+ 1))∪L(P2n(n, n+ 1))
) ◦ (0) ⊆ B2n(n) ◦ (0) (and the other in the set(
F (P2n(n, n+ 1)) ∪ L(P2n(n, n+ 1))
) ◦ (1) ⊆ B2n(n) ◦ (1)), by Lemma 3 the graph
C2n+1 := P2n(n, n+ 1) ◦ (0) ∪ fα2n(P2n(n, n+ 1)) ◦ (1) ∪MFL2n+1 (5)
is a 2-factor in the middle layer of Q2n+1, with the property that on every cycle of C2n+1, every edge
of the form (F (P ), S(P ))◦ (0) for some P ∈ P2n(n, n+ 1) is oriented the same way. Even though we
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P2n(2n− 1, 2n) ...
...
B2n(n+ 1)
P2n(n, n+ 1)
B2n(n)
fα2n (P2n(n, n+ 1))
B2n(n− 1)
B2n+2(2n + 2)
P2n+2(n+ 2, n+ 3)
B2n+2(n+ 2)
P2n+2(n+ 1, n+ 2)
B2n+2(n+ 1)
Q2n
Q2n+1 ◦ (1)
Q2n+2
Q2n ◦ (0, 0) Q2n ◦ (1, 0) Q2n ◦ (0, 1) Q2n ◦ (1, 1)
MFL2n+1 ◦ (1)
MS2n+2
Figure 3. Schematic illustration of the induction step. The light grey regions show
the upper layers of Q2n and Q2n+2 and the dark grey region the middle layer of
Q2n+1 ◦ (1). For each dangling oriented path P = (v1, v2, . . . , v`) contained in one
of the layers, only the first vertex F (P ) = v1 (black), the second vertex S(P ) = v2
(grey) and the last vertex L(P ) = v` (white) are shown, and the path between the
vertices S(P ) = v2 and L(P ) = v` is represented by a dotted black line (even if this
path has more than one edge). The crossed-out edges are deleted from the 2-factor
in the middle layer of Q2n+1 ◦ (1) to construct the paths in P2n+2(n+ 1, n+ 2).
are eventually only interested in the 2-factor C2n+1 defined in (5), we need to specify how to proceed
with the inductive construction of the sets of paths P2n+2(k, k + 1).
Before doing this, we define two 2-factors that are obtained from the general definition (5) for two
particular parameter sequences. These 2-factors will become important in later sections of this
paper. We define
C02n+1 := C2n+1 for α2i := (0, 0, . . . , 0) ⊆ {0, 1}i−1, i = 1, . . . , n (6)
(the all-zero vector is used as a parameter in each construction step). We also define
C12n+1 := C2n+1 for α2i :=
{
(1, 1, . . . , 1) ⊆ {0, 1}i−1, i = 1, . . . , n− 1 ,
(0, 0, . . . , 0) ⊆ {0, 1}n−1, i = n (7)
(up to the last construction step the all-one vector is used as a parameter, and in the last step the
all-zero vector).
Second intermediate step: Splitting up the 2-factor into dangling paths. We proceed by describing
how the sets of paths P2n+2(k, k+ 1) for all k = n+ 1, n+ 2, . . . , 2n+ 1 satisfying the conditions (i)
and (ii) are defined, using the previously constructed sets P2n(k, k+1) and the 2-factor C2n+1 defined
in the first intermediate step.
Consider the decomposition of Q2n+2 into Q2n ◦ (0, 0), Q2n ◦ (1, 0), Q2n ◦ (0, 1) and Q2n ◦ (1, 1) plus
the two perfect matchingsM2n+2 andM ′2n+2 as described in Section 2.1. For all k = n+2, . . . , 2n+1
we define
P2n+2(k, k + 1) := P2n(k, k + 1) ◦ (0, 0) ∪ P2n(k − 1, k) ◦ (1, 0)
∪ P2n(k − 1, k) ◦ (0, 1) ∪ P2n(k − 2, k − 1) ◦ (1, 1) , (8)
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where we use the convention P2n(2n, 2n+ 1) := ∅ and P2n(2n+ 1, 2n+ 2) := ∅ to unify treatment of
the sets of paths P2n+2(2n, 2n+ 1) and P2n+2(2n+ 1, 2n+ 2) in the two uppermost layers of Q2n+2
(see Figure 3). Note that so far none of the edges from the matchings M2n+2 or M ′2n+2 is used.
The definition of the set P2n+2(n+1, n+2) is slightly more involved. Note that the graph Q2n+2(n+
1, n + 2) can be decomposed into Q2n+1(n + 1, n + 2) ◦ (0) and Q2n+1(n, n + 1) ◦ (1) plus the
edges from M2n+2 that connect the vertices in the set B2n+1(n + 1) ◦ (0) to the vertices in the set
B2n+1(n + 1) ◦ (1). The first graph can be further decomposed into Q2n(n + 1, n + 2) ◦ (0, 0) and
Q2n(n, n+ 1) ◦ (1, 0) plus some matching edges that are not relevant here. The second graph is the
middle layer of Q2n+1 ◦ (1). Let C−2n+1 denote the graph obtained from the 2-factor C2n+1 defined
in (5) by removing every edge of the form (F (P ), S(P )) ◦ (0) for some P ∈ P2n(n, n + 1) (those
edges are crossed out in Figure 3). As on every cycle of C2n+1 every such edge is oriented the same
way, C−2n+1 is a set of paths (visiting all vertices of the middle layer of Q2n+1), with the property
that each of those paths starts at a vertex of the form S(P ) ◦ (0) and ends at a vertex of the form
F (P ′) ◦ (0) for two paths P, P ′ ∈ P2n(n, n + 1). Denoting by MS2n+2 the edges from M2n+2 that
have one end vertex in the set S(P2n(n, n + 1)) ◦ (0, 0) ⊆ B2n(n + 1) ◦ (0, 0) (and the other in the
set S(P2n(n, n+ 1)) ◦ (0, 1) ⊆ B2n(n+ 1) ◦ (0, 1)), it follows that
P∗2n+2 := MS2n+2 ∪ C−2n+1 ◦ (1) (9)
is a set of dangling oriented paths, where we choose the orientation of each path such that the edge
from the set MS2n+2 is the first edge (see Figure 3). Note that we have
F (P∗2n+2) = S(P2n(n, n+ 1)) ◦ (0, 0) , (10a)
S(P∗2n+2) = S(P2n(n, n+ 1)) ◦ (0, 1) , (10b)
L(P∗2n+2) = F (P2n(n, n+ 1)) ◦ (0, 1) . (10c)
We then define
P2n+2(n+ 1, n+ 2) := P2n(n+ 1, n+ 2) ◦ (0, 0) ∪ P2n(n, n+ 1) ◦ (1, 0) ∪ P∗2n+2 , (11)
where in the case n = 1 we use the convention P2(2, 3) := ∅.
We now argue that the sets of paths P2n+2(k, k+ 1), k = n+ 1, n+ 2, . . . , 2n+ 1, defined in (8) and
(11) satisfy the conditions (i) and (ii). For every k = n+ 3, . . . , 2n+ 1, by the definition in (8) and
by induction, the paths in P2n+2(k, k + 1) visit all vertices in the set
B2n(k + 1) ◦ (0, 0) ∪B2n(k) ◦ (1, 0) ∪B2n(k) ◦ (0, 1) ∪B2n(k − 1) ◦ (1, 1) = B2n+2(k + 1) ,
and the only vertices not visited in the set B2n+2(k) are exactly the elements in the set
S(P2n(k − 1, k)) ◦ (0, 0) ∪ S(P2n(k − 2, k − 1)) ◦ (1, 0)
∪ S(P2n(k − 2, k − 1)) ◦ (0, 1) ∪ S(P2n(k − 3, k − 2)) ◦ (1, 1) .
As for those k the set of paths P2n+2(k − 1, k) in the layer below is also defined via (8), this set is
equal to S(P2n+2(k − 1, k)), proving that P2n+2(k, k + 1) indeed satisfies condition (ii).
By the definition in (8) and by induction, the paths in the set P2n+2(n+ 2, n+ 3) visit all vertices
in the set B2n+2(n + 3), and the only vertices not visited in the set B2n+2(n + 2) are exactly the
elements in the set
S(P2n(n+ 1, n+ 2)) ◦ (0, 0) ∪ S(P2n(n, n+ 1)) ◦ (1, 0) ∪ S(P2n(n, n+ 1)) ◦ (0, 1) .
By the definition in (11) and by (10b) this set is equal to S(P2n+2(n + 1, n + 2)), proving that
P2n+2(n+ 2, n+ 3) indeed satisfies condition (ii).
It remains to show that the set P2n+2(n + 1, n + 2) satisfies condition (i). This follows directly
from the definitions in (9) and (11) and by induction, using that the paths in C−2n+1 ◦ (1) visit all
vertices in the middle layer of Q2n+1 ◦ (1) (recall that those paths were obtained from a 2-factor
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in this graph), and that the only vertices in Q2n(n + 1, n + 2) ◦ (0, 0) not visited by the paths in
P2n(n+ 1, n+ 2) ◦ (0, 0) are exactly the first vertices of the paths P∗2n+2 (see (10a)).
2.3. Dependence on the parameter sequence. It follows inductively from our construction that
for all k = n, . . . , 2n−1, the set of paths P2n(k, k+1) depends on all parameters α2, α4, . . . , α2(2n−1−k)
(specifically, for P2n(n, n+ 1) the last relevant parameter is α2n−2, for P2n(2n− 2, 2n− 1) the last
relevant parameter is α2, and for P2n(2n− 1, 2n) none of the parameters is relevant), and that the
2-factor C2n+1 defined in (5) depends on all parameters α2, α4, . . . , α2n.
Even though the paths in the sets P2n(k, k+1) depend on the parameter sequence (α2i)i≥1, it follows
from Lemma 3 that the sets of first, second and last vertices of those paths do not depend on the
sequence (α2i)i≥1. In particular, the number of paths in the sets P2n(k, k + 1) is independent of
(α2i)i≥1 (those numbers are already fixed by the conditions (i) and (ii) from Section 2.2 and the
cardinalities of the sets B2n(k), k = n, n+1, . . . , 2n). Note moreover that the pairs (F (P ), S(P )) for
all paths P ∈ P2n(k, k+ 1) are the same regardless of the sequence (α2i)i≥1 (which last vertex L(P )
from the set of all last vertices belongs to this path does of course depend on the chosen parameter
sequence).
As α2i ∈ {0, 1}i−1, our construction yields at most
∏n
i=1 2
i−1 = 2(
n
2) different 2-factors in the
middle layer of Q2n+1. It can be shown that all these 2-factors are indeed different subgraphs of
Q2n+1(n, n+1) (see [MW12, Theorem 6]). However, as mentioned in Section 1.2.2, only few of them
seem to be amenable to theoretical analysis. Essentially only the parameter choices in (6) and (7)
yield a 2-factor with a well-understood cycle structure. We shall see in Section 5 that these two
2-factors are actually intimately related — in particular, they have the same number of cycles.
3. Construction of flippable pairs and proofs of Theorem 1 and 2
In this section we introduce the concept of flippable pairs outlined in Section 1.2.3, show how flippable
pairs can be constructed inductively along the lines of the construction of 2-factors presented in the
previous section, and finally show how they can be used to prove Theorem 1 and 2. These proofs
rely on two propositions (Proposition 7 and 8 below) that will be proved in later sections of this
paper.
Flippable pairs. Let P be a set of disjoint oriented paths in a graph G, and let P1, P ′1, . . . , P`, P ′`
be pairwise different paths from P. We call X = {(P1, P ′1), . . . , (P`, P ′`)} a set of flippable pairs
for P in G, if for every i = 1, . . . , `, there are two oriented paths Ri and R′i in G such that
V (Pi) ∪ V (P ′i ) = V (Ri) ∪ V (R′i) and such that F (Pi) = F (Ri), F (P ′i ) = F (R′i), L(Pi) = L(R′i) and
L(P ′i ) = L(Ri). The first condition states that the paths Ri and R
′
i together visit the same vertices
as Pi and P ′i , and the second condition states that the matching between first and last vertices of
the pairs (Pi, P ′i ) and (Ri, R
′
i) is interchanged/flipped. Note that Ri and R
′
i are not contained in P.
We call pairs of paths (R1, R′1), . . . , (R`, R′`) satisfying these conditions flipped pairs corresponding
to X .
We state the following simple and general observation for further reference. For any graph G and
any subset U ⊆ V (G) we denote by G[U ] the subgraph of G induced by the vertices in U .
Lemma 4. Let G be a graph, and let U and U ′ be disjoint subsets of V (G). Furthermore, let P and
P ′ be sets of disjoint oriented paths in G[U ] and G[U ′], and let X and X ′ be sets of flippable pairs
for P and P ′, respectively. Then X ∪ X ′ is a set of flippable pairs for P ∪ P ′ in G.
Consider the set of paths P2n(n, n+ 1) and the 2-factor C2n+1 defined in Section 2.2 for an arbitrary
parameter sequence (α2i)i≥1, α2i ∈ {0, 1}i−1. Suppose we are given a set of flippable pairs X =
{(P1, P ′1), . . . , (P`, P ′`)} for P2n(n, n + 1) in the graph Q2n(n, n + 1). We can think of replacing
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the paths Pi ◦ (0) and P ′i ◦ (0) in C2n+1 (recall (5)) by corresponding flipped paths Ri ◦ (0) and
R′i ◦ (0) as a flipping operation (connecting the first and last vertices of these paths the other way,
see the bottom left of Figure 1). As this flipping operation can be performed independently for
each flippable pair, we obtain in total 2` different 2-factors from the basic 2-factor C2n+1 and very
precise local control over them. As mentioned before, this is in stark contrast to what happens when
varying the parameter α2n of the isomorphism fα2n in our basic construction: Varying α2n in (5)
affects many of the paths from fα2n(P2n(n, n+1)) simultaneously und therefore affects the resulting
2-factor C2n+1 globally (in a way that is hard to control).
3.1. The graph G(C2n+1,X ). These insights motivate us to define a directed multigraph G(C2n+1,X )
as follows: The nodes of G(C2n+1,X ) are the cycles of C2n+1. For each flippable pair (P, P ′) ∈ X ,
we consider the cycles C,C ′ ∈ C2n+1 that contain the paths P ◦ (0) and P ′ ◦ (0), respectively (recall
(5)), and add a directed edge from C to C ′ to the graph G(C2n+1,X ). Note that this graph may have
multiple edges and/or loops. The definition of the graph G(C2n+1,X ) is illustrated at the bottom of
Figure 1.
The following two crucial lemmas reduce the problem of proving that the middle layer graph has a
Hamilton cycle (or many Hamilton cycles) to the problem of proving that G(C2n+1,X ) is connected
(or has many spanning trees), which is considerably easier.
As customary, we call a directed (multi)graph weakly connected, if replacing all directed edges by
undirected edges yields a connected (multi)graph.
Lemma 5. For any n ≥ 1, if the graph G(C2n+1,X ) is weakly connected, then the middle layer graph
Q2n+1(n, n+ 1) has a Hamilton cycle.
Proof. Let P2n(n, n+1) be the set of paths defined in Section 2.2. Furthermore, let (P1, P ′1), . . . , (P`, P ′`)
be the flippable pairs in X for P2n(n, n+ 1), and let (R1, R′1), . . . , (R`, R′`) be corresponding flipped
pairs (these are paths in Q2n(n, n + 1)). We fix any (not necessarily spanning) subtree T of the
graph G(C2n+1,X ), and let IT ⊆ {1, . . . , `} be the set of all indices i of flippable pairs (Pi, P ′i ) that
correspond to edges of T . We define PT := (P2n(n, n + 1) \ {Pi, P ′i | i ∈ IT }) ∪ {Ri, R′i | i ∈ IT }.
Observe that by the definition of flippable pairs and by the structure of the 2-factor C2n+1 defined
in (5), the graph
CT := PT ◦ (0) ∪ fα2n(P2n(n, n+ 1)) ◦ (1) ∪MFL2n+1 (12)
is a 2-factor in the middle layer graph Q2n+1(n, n + 1) whose cycle structure differs from the cycle
structure of C2n+1 only in that all cycles in V (T ) (the nodes of T correspond to cycles of C2n+1) are
joined to a single cycle (all other cycles are exactly the same). In particular, if T is a spanning tree
of G(C2n+1,X ), then CT is a Hamilton cycle of Q2n+1(n, n+ 1). 
Lemma 6. For any n ≥ 1, if the graph G(C2n+1,X ) has t different spanning trees, then the middle
layer graph Q2n+1(n, n+ 1) has at least t different Hamilton cycles.
As in the case of connectedness, for spanning trees the direction of edges is also irrelevant for us.
Proof. The proof is a straightforward extension of the proof of Lemma 5 and follows by observing
that if T and T ′ are different subtrees of G(C2n+1,X ), then the 2-factors CT and CT ′ defined in
(12) are different subgraphs of Q2n+1(n, n+ 1) (in particular, different spanning trees yield different
Hamilton cycles). 
In the following we show how to construct a set of flippable pairs X such that the resulting graph
G(C2n+1,X ) satisfies the preconditions of Lemma 5 and 6 (with t = 22Ω(n)). So after all, flippable
pairs are not just a void theoretical concept, but they are very useful for proving Hamiltonicity
results about the middle layer graph.
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3.2. Construction of flippable pairs. Let P2n(k, k+1) be the sets of paths defined in Section 2.2
for an arbitrary parameter sequence (α2i)i≥1, α2i ∈ {0, 1}i−1. In the following we show how to
inductively construct a set of flippable pairs X2n(k, k+ 1) for the set P2n(k, k+ 1) for all n ≥ 2 and
all k = n, n+ 1, . . . , 2n− 1. This construction arises very naturally from the inductive construction
of the sets P2n(k, k + 1) and is based on Lemma 4.
Induction basis n = 2 (Q4): Consider the set of paths P4(2, 3) = {P, P ′} in Q4(2, 3) with
P := ((1, 1, 0, 0), (1, 1, 0, 1), (0, 1, 0, 1), (0, 1, 1, 1), (0, 0, 1, 1), (1, 0, 1, 1), (1, 0, 0, 1)) , (13a)
P ′ := ((1, 0, 1, 0), (1, 1, 1, 0), (0, 1, 1, 0)) , (13b)
arising from the basic inductive construction after one step (as α2 = () this step does not involve
any parameter choices yet). The set
X4(2, 3) := {(P, P ′)} (13c)
is a set of flippable pairs for P4(2, 3), which can be seen by considering the flipped paths (R,R′) in
Q4(2, 3) defined by
R := ((1, 1, 0, 0), (1, 1, 1, 0), (0, 1, 1, 0)) ,
R′ := ((1, 0, 1, 0), (1, 0, 1, 1), (0, 0, 1, 1), (0, 1, 1, 1), (0, 1, 0, 1), (1, 1, 0, 1), (1, 0, 0, 1)) .
For completeness we also define
X4(3, 4) := ∅ , (13d)
which is trivially a set of flippable pairs for the set of paths P4(3, 4) in Q4(3, 4) arising from the
basic construction.
Induction step n→ n+1 (Q2n → Q2n+2), n ≥ 2: Consider the sets of flippable pairs X2n(k, k+1),
k = n, n+ 1, . . . , 2n− 1, for the sets of paths P2n(k, k+ 1). In the following we describe how to use
them to construct sets of flippable pairs X2n+2(k, k + 1), k = n + 1, n + 2, . . . , 2n + 1, for the sets
P2n+2(k, k + 1) in Q2n+2(k, k + 1).
For all k = n+ 2, . . . , 2n+ 1 we define, in analogy to (8),
X2n+2(k, k + 1) := X2n(k, k + 1) ◦ (0, 0) ∪ X2n(k − 1, k) ◦ (1, 0)
∪ X2n(k − 1, k) ◦ (0, 1) ∪ X2n(k − 2, k − 1) ◦ (1, 1) , (14)
where we use the convention X2n(2n, 2n+ 1) := ∅ and X2n(2n+ 1, 2n+ 2) := ∅ to unify treatment of
the sets of flippable pairs X2n+2(2n, 2n+1) and X2n+2(2n+1, 2n+2) in the two uppermost layers of
Q2n+2. The sets of flippable pairs on the right hand side of (14) clearly lie in four disjoint subgraphs
of Q2n+2(k, k+ 1), so by Lemma 4 and by induction X2n+2(k, k+ 1) is indeed a set of flippable pairs
for P2n+2(k, k + 1).
To define the set X2n+2(n+1, n+2), we consider the oriented paths P∗2n+2 defined in (9) (recall that
these paths originate from splitting up the 2-factor C2n+1 defined in (5)). By (5) and (9), every path
P+ ∈ P∗2n+2 has the following structure (see the right hand side of Figure 3): There are two paths
P, P̂ ∈ P2n(n, n + 1) with fα2n(L(P̂ )) = L(P ) such that P+ contains all edges except the first one
from P ◦ (0, 1) and all edges from fα2n(P̂ ) ◦ (1, 1) (P+ has three more edges, two from the matching
MFL2n+1 ◦ (1) and one from the matching MS2n+2). By this structural property of paths from P∗2n+2
and the fact that fα2n is an isomorphism between the graphs Q2n(n, n + 1) and Q2n(n − 1, n), the
set
X ∗2n+2 :=
{
(P+, P+
′
) | P+, P+′ ∈ P∗2n+2 and there is a flippable pair (P̂ , P̂ ′) ∈ X2n(n, n+ 1)
with fα2n(P̂ ) ◦ (1, 1) ⊆ P+ and fα2n(P̂ ′) ◦ (1, 1) ⊆ P+
′}
.
(15)
is a set of flippable pairs for P∗2n+2. We now define, in analogy to (11),
X2n+2(n+ 1, n+ 2) := X2n(n+ 1, n+ 2) ◦ (0, 0) ∪ X2n(n, n+ 1) ◦ (1, 0) ∪ X ∗2n+2 . (16)
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The sets of flippable pairs on the right hand side of (16) lie in three disjoint subgraphs of Q2n+2(n+
1, n+ 2), so by Lemma 4 and by induction X2n+2(n+ 1, n+ 2) is indeed a set of flippable pairs for
P2n+2(n+ 1, n+ 2).
In analogy to (6) and (7), we define two sets of flippable pairs that are obtained from the general
definitions above for two particular parameter sequences by
X 02n(k, k + 1) := X2n(k, k + 1) for α2i := (0, 0, . . . , 0) ⊆ {0, 1}i−1, i = 1, . . . , n− 1 , (17)
X 12n(k, k + 1) := X2n(k, k + 1) for α2i := (1, 1, . . . , 1) ⊆ {0, 1}i−1, i = 1, . . . , n− 1 (18)
(the all-zero vector or the all-one vector is used as a parameter in each construction step, respec-
tively).
3.3. Proofs of Theorem 1 and 2. The rest of this paper is devoted to proving the following two
propositions:
Proposition 7. Let C12n+1 be the 2-factor defined in (7) and X 12n(n, n+ 1) the set of flippable pairs
defined in (18). For any n ≥ 1, the graph G(C12n+1,X 12n(n, n + 1)) defined in Section 3.1 is weakly
connected.
Proposition 8. Let C12n+1 be the 2-factor defined in (7) and X 12n(n, n+ 1) the set of flippable pairs
defined in (18). For any n ≥ 1, the graph G(C12n+1,X 12n(n, n+ 1)) defined in Section 3.1 has at least
1
42
2b(n+1)/4c different spanning trees.
With these propositions at hand, proving Theorem 1 and 2 is straightforward.
Proof of Theorem 1. Combine Lemma 5 and Proposition 7. 
Proof of Theorem 2. Combine Lemma 6 and Proposition 8. 
Remark 9. We remark that in contrast to G(C12n+1,X 12n(n, n+ 1)), the graph G(C02n+1,X 02n(n, n+ 1))
is not connected (so it is not useful for proving Hamiltonicity of the middle layer graph). However,
the 2-factor C02n+1 will be crucial in understanding the 2-factor C12n+1 (as indicated before, both
2-factors are intimately related and have the same number of cycles).
4. Correctness of the construction
In this section we prove Lemma 3, thus showing that the construction of 2-factors described in
Section 2.2 indeed works as claimed. Our proof strategy is as follows: After setting up some
machinery that relates bitstrings to another set of combinatorial objects, namely lattice paths,
we consider an abstract recursion over sets of bitstrings and show that the solutions of this recursion
correspond to certain sets of lattice paths. It will then be easy to convince ourselves that the sets
of first, second and last vertices of the oriented paths in the sets P2n(k, k + 1) arising in our basic
construction satisfy exactly this abstract recursion, which allows us to apply our knowledge from
the world of lattice paths and to derive Lemma 3.
4.1. Bitstrings and lattice paths. We begin by introducing some terminology related to lattice
paths in Z2, explain the relation of those combinatorial objects to bitstrings (these are the vertex
labels of Qn and thus the objects our basic construction works with), and establish an invariance
property of certain sets of lattice paths (Lemma 10 below).
Lattice paths, Dyck paths. For any n ≥ 0 we denote by Pn the set of lattice paths in Z2 that start at
(0, 0) and move n steps, each of which changes the current coordinate by either (+1,+1) or (+1,−1).
We refer to such a step as an upstep or downstep, respectively. The set P0 contains only a single
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lattice path, which consists of the single point (0, 0). For any n ≥ 0 and k ≥ 0 we denote by Dn(k)
the set of lattice paths from Pn that never move below the line y = 0 and that have exactly k upsteps.
Note that such a path has n− k downsteps and therefore ends at (n, 2k − n). For n ≥ 1 we define
D>0n (k) ⊆ Dn(k) as the set of lattice paths that have no point of the form (x, 0), 1 ≤ x ≤ n, and
D=0n (k) ⊆ Dn(k) as the set of lattice paths that have at least one point of the form (x, 0), 1 ≤ x ≤ n.
For n = 0 we define D=00 (0) := P0 and D
>0
0 (0) := ∅. We clearly have Dn(k) = D=0n (k) ∪ D>0n (k).
Furthermore, for n ≥ 1 we let D−n (k) denote the set of lattice paths from Pn that move below the
line y = 0 exactly once and that have exactly k upsteps (such a path has exactly one point of the
form (x,−1), 1 ≤ x ≤ n). Depending on the values of n and k the sets of lattice paths we just
defined might be empty. E.g., we have D>02n (n) = ∅ and therefore D2n(n) = D=02n (n).
Given two lattice paths p and q, we denote by p◦q the lattice path obtained by gluing the first point
of q onto the last point of p (the first point of p◦ q is the same as the first point of p). We sometimes
identify a lattice path p ∈ Pn with its step sequence p = (p1, . . . , pn), pi ∈ {↗,↘}, where pi =↗ if
the i-th step of p is an upstep and pi =↘ if the i-th step of p is a downstep. Using these notations
we clearly have for ∗ ∈ {= 0,−} (∗ is a symbolic placeholder, denoting the superscripts = 0 and −),
all n ≥ 1 and all k = n+ 2, . . . , 2n+ 1 that
D∗2n+2(k) = D
∗
2n(k) ◦ (↘,↘) ∪D∗2n(k − 1) ◦ (↗,↘)
∪D∗2n(k − 1) ◦ (↘,↗) ∪D∗2n(k − 2) ◦ (↗,↗) , (19a)
D>02n+2(k + 1) = D
>0
2n (k + 1) ◦ (↘,↘) ∪D>02n (k) ◦ (↗,↘)
∪D>02n (k) ◦ (↘,↗) ∪D>02n (k − 1) ◦ (↗,↗) . (19b)
Similarly, for all n ≥ 1 we have
D=02n+2(n+ 1) =
(
D=02n (n+ 1) ∪D>02n (n+ 1)
) ◦ (↘,↘) ∪D=02n (n) ◦ (↗,↘) , (19c)
D>02n+2(n+ 2) = D
>0
2n (n+ 2) ◦ (↘,↘) ∪D>02n (n+ 1) ◦ (↗,↘) ∪D>02n (n+ 1) ◦ (↘,↗) , (19d)
D−2n+2(n+ 1) = D
−
2n(n+ 1) ◦ (↘,↘) ∪D−2n(n) ◦ (↗,↘) ∪D=02n (n) ◦ (↘,↗) . (19e)
Note that all the unions in (19) are disjoint and that some of the sets participating in the unions
might be empty.
Bijection ϕ between bitstrings and lattice paths. For any x ∈ Bn = {0, 1}n, x = (x1, . . . , xn), we
define ϕ(x) as the lattice path from Pn whose i-th step is an upstep if xi = 1 and a downstep if
xi = 0. Note that the step sequence of ϕ(x) is obtained from (x1, . . . , xn) by replacing every 1 by
↗ and every 0 by ↘. This mapping is clearly a bijection between Bn and Pn.
The mappings rev, piα2n and fα2n on lattice paths. Via the bijection ϕ, the operation rev of reversing
and inverting a bitstring can be extended naturally to lattice paths (recall (1)). Note that rev simply
mirrors every lattice path from the set P2n with endpoint (2n, 0) along the axis x = n. In a similar
fashion we also extend the mappings piα2n and fα2n , defined around (3) as mappings on the set B2n,
to mappings on the set P2n. Note that piα2n swaps the order of any two adjacent steps 2i and 2i+ 1,
i = 1, . . . , n− 1, of a given lattice path from P2n, if and only if α2n(i) = 1.
Lemma 10. For any n ≥ 1 and any α2n ∈ {0, 1}n−1 the mapping fα2n defined in (3) (viewed as a
mapping P2n → P2n) satisfies fα2n(D=02n (n)) = D=02n (n) and fα2n(D−2n(n)) = D−2n(n).
Note that even though the sets D=02n (n) and D
−
2n(n) are invariant under the mapping fα2n , changing
the parameter α2n will of course change the images of certain lattice paths from those sets.
Proof. The lemma follows from (3) by showing that each of the mappings rev and piα2n (viewed as
mappings P2n → P2n) maps each of the sets D=02n (n) and D−2n(n) onto itself. For the mapping rev
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this is trivial, as rev simply mirrors every lattice path from the set P2n with endpoint (2n, 0) along
the axis x = n.
Note that the permutation piα2n leaves the y-coordinates of a given lattice path from P2n at all odd
abscissas x = 1, 3, . . . , 2n− 1 invariant, and decreases the y-coordinates at all even abscissas x = 2i,
i = 1, . . . , n−1, by −2 if and only if α2n(i) = 1 and the steps 2i and 2i+1 of the path are an upstep
and a downstep, respectively. This mapping clearly leaves the y-coordinates at the abscissas x = 0
and x = 2n invariant as well.
Observe that for every lattice path from D=02n (n) or from D
−
2n(n), the y-coordinates at all odd
abscissas x = 1, 3, . . . , 2n−1 are odd, and the y-coordinates at all even abscissas x = 0, 2, . . . , 2n are
even (in particular, the abscissa where a lattice path from the set D−2n(n) touches the line y = −1
is odd). This property implies that for any pair 2i and 2i + 1, 1 ≤ i ≤ n − 1, of an upstep and
a downstep on such a path, the point (2i, y′) on the path satisfies y′ ≥ 2 (y′ must be even, and
if it were 0 or less, then this path would have at least two points with a negative y-coordinate).
Using these observations and the above-mentioned properties how the permutation piα2n affects the
y-coordinates at the odd and even abscissas, it follows that piα2n indeed maps each of the sets D=02n (n)
and D−2n(n) onto itself. This proves the lemma. 
4.2. An abstract recursion. In this section we define an abstract recursion over sets of bitstrings
and show that the solutions of this recursion correspond to certain sets of lattice paths (Lemma 11
below).
For all n ≥ 1 and all k = n, n + 1, . . . , 2n − 1 we define sets of bitstrings F2n(k, k + 1) ⊆ B2n(k),
S2n(k, k + 1) ⊆ B2n(k + 1) and L2n(k, k + 1) ⊆ B2n(k) recursively as follows:
For n = 1 we define
F2(1, 2) := {(1, 0)} , S2(1, 2) := {(1, 1)} , L2(1, 2) := {(0, 1)} . (20)
For any n ≥ 1 and all k = n+ 2, . . . , 2n+ 1 we define
F2n+2(k, k + 1) := F2n(k, k + 1) ◦ (0, 0) ∪ F2n(k − 1, k) ◦ (1, 0)
∪ F2n(k − 1, k) ◦ (0, 1) ∪ F2n(k − 2, k − 1) ◦ (1, 1) , (21a)
S2n+2(k, k + 1) := S2n(k, k + 1) ◦ (0, 0) ∪ S2n(k − 1, k) ◦ (1, 0)
∪ S2n(k − 1, k) ◦ (0, 1) ∪ S2n(k − 2, k − 1) ◦ (1, 1) , (21b)
L2n+2(k, k + 1) := L2n(k, k + 1) ◦ (0, 0) ∪ L2n(k − 1, k) ◦ (1, 0)
∪ L2n(k − 1, k) ◦ (0, 1) ∪ L2n(k − 2, k − 1) ◦ (1, 1) , (21c)
where we use the convention F2n(2n, 2n + 1) := ∅, S2n(2n, 2n + 1) := ∅, L2n(2n, 2n + 1) := ∅ and
F2n(2n+ 1, 2n+ 2) := ∅, S2n(2n+ 1, 2n+ 2) := ∅, L2n(2n+ 1, 2n+ 2) := ∅.
Furthermore, for any n ≥ 1 we define
F2n+2(n+ 1, n+ 2) := F2n(n+ 1, n+ 2) ◦ (0, 0)
∪ F2n(n, n+ 1) ◦ (1, 0) ∪ S2n(n, n+ 1) ◦ (0, 0) , (22a)
S2n+2(n+ 1, n+ 2) := S2n(n+ 1, n+ 2) ◦ (0, 0)
∪ S2n(n, n+ 1) ◦ (1, 0) ∪ S2n(n, n+ 1) ◦ (0, 1) , (22b)
L2n+2(n+ 1, n+ 2) := L2n(n+ 1, n+ 2) ◦ (0, 0)
∪ L2n(n, n+ 1) ◦ (1, 0) ∪ F2n(n, n+ 1) ◦ (0, 1) , (22c)
where in the case n = 1 we use the convention F2(2, 3) := ∅, S2(2, 3) := ∅, L2(2, 3) := ∅.
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Lemma 11. For any n ≥ 1 and all k = n, n+ 1, . . . , 2n− 1 we have
ϕ(F2n(k, k + 1)) = D=02n (k) , (23a)
ϕ(S2n(k, k + 1)) = D>02n (k + 1) , (23b)
ϕ(L2n(k, k + 1)) = D−2n(k) , (23c)
where the sets F2n(k, k + 1), S2n(k, k + 1) and L2n(k, k + 1) are defined in (20), (21) and (22).
Note that all unions in (21) and (22) are disjoint: This is obvious for the definitions in (21), (22b) and
(22c), as the two-bit strings attached to the sets participating in each of the unions are distinct. For
the definition in (22a) this follows from Lemma 11, as by (23a) and (23b) the sets F2n(n+ 1, n+ 2)
and S2n(n, n+ 1) participating in the union correspond to the sets D=02n (n+ 1) and D
>0
2n (n+ 1) and
are therefore disjoint.
Proof. We argue by induction over n. The fact that all three claimed relations hold for n = 1 follows
immediately from (20). For the induction step let n ≥ 1 be fixed. We prove that the statement of
the lemma holds for n+1 assuming that it holds for n. We distinguish the cases k = n+2, . . . , 2n+1
and k = n+ 1.
For k = n+ 2, . . . , 2n+ 1 we have
ϕ(F2n+2(k, k + 1))
(21a)
= ϕ(F2n(k, k + 1) ◦ (0, 0)) ∪ ϕ(F2n(k − 1, k) ◦ (1, 0))
∪ ϕ(F2n(k − 1, k) ◦ (0, 1)) ∪ ϕ(F2n(k − 2, k − 1) ◦ (1, 1))
(23a)
= D=02n (k) ◦ (↘,↘) ∪D=02n (k − 1) ◦ (↗,↘)
∪D=02n (k − 1) ◦ (↘,↗) ∪D=02n (k − 2) ◦ (↗,↗)
(19a)
= D=02n+2(k) ,
where we used the induction hypothesis in the second step. The proof that also the last two relations
stated in the lemma hold in this case goes along very similar lines, using (21b), (23b) and (19b) in
the first, second and third step, or (21c), (23c) and (19a), respectively. We omit the details here.
For the case k = n+ 1 we obtain
ϕ(F2n+2(n+ 1, n+ 2))
(22a)
= ϕ(F2n(n+ 1, n+ 2) ◦ (0, 0)) ∪ ϕ(F2n(n, n+ 1) ◦ (1, 0)) ∪ ϕ(S2n(n, n+ 1) ◦ (0, 0))
(23a),(23b)
=
(
D=02n (n+ 1) ∪D>02n (n+ 1)
) ◦ (↘,↘) ∪D=02n (n) ◦ (↗,↘)(19c)= D=02n+2(n+ 1) ,
where we used the induction hypothesis in the second step. In a similar fashion we obtain
ϕ(S2n+2(n+ 1, n+ 2))
(22b)
= ϕ(S2n(n+ 1, n+ 2) ◦ (0, 0)) ∪ ϕ(S2n(n, n+ 1) ◦ (1, 0)) ∪ ϕ(S2n(n, n+ 1) ◦ (0, 1))
(23b)
= D>02n (n+ 2) ◦ (↘,↘) ∪D>02n (n+ 1) ◦ (↗,↘) ∪D>02n (n+ 1) ◦ (↘,↗)
(19d)
= D>02n+2(n+ 2)
and
ϕ(L2n+2(n+ 1, n+ 2))
(22c)
= ϕ(L2n(n+ 1, n+ 2) ◦ (0, 0)) ∪ ϕ(L2n(n, n+ 1) ◦ (1, 0)) ∪ ϕ(F2n(n, n+ 1) ◦ (0, 1))
(23a),(23c)
= D−2n(n+ 1) ◦ (↘,↘) ∪D−2n(n) ◦ (↗,↘) ∪D=02n (n) ◦ (↘,↗)
(19e)
= D−2n+2(n+ 1) .
This completes the proof. 
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4.3. Proof of Lemma 3. We are now ready to complete the proof of Lemma 3, thus showing that
the construction of 2-factors described in Section 2.2 works as claimed.
We introduce the abbreviations
F2n(k, k + 1) := F (P2n(k, k + 1)) , (24a)
S2n(k, k + 1) := S(P2n(k, k + 1)) , (24b)
L2n(k, k + 1) := L(P2n(k, k + 1)) (24c)
for the sets of first, second and last vertices of the oriented paths in the sets P2n(k, k+ 1) arising in
our construction.
Proof of Lemma 3. Observe that the sets F2n(k, k + 1), S2n(k, k + 1) and L2n(k, k + 1) defined in
(24) satisfy exactly the recursive relations in (20), (21) and (22): This can be seen by comparing
(2) with (20), (8) with (21) and finally (11) with (22), in the last step also using (10). We may thus
apply Lemma 11, and using the relations (23a) and (23c) for k = n, we obtain that proving (4) is
equivalent to proving that the mapping fα2n defined in (3) satisfies fα2n(D=02n (n)) = D=02n (n) and
fα2n(D
−
2n(n)) = D
−
2n(n), which is exactly the assertion of Lemma 10. 
Remark 12. Using the abbreviations defined in (24) we may and will from now on use Lemma 11
as a statement about the sets of first, second and last vertices of the oriented paths in the sets
P2n(k, k + 1) arising in our construction (rather than as a statement about abstractly defined sets
of bitstrings).
5. Structure of the 2-factors C02n+1 and C12n+1
This section constitutes the first building block of our analysis of the graph G(C12n+1,X 12n(n, n+ 1))
that is required for proving Proposition 7 and 8. Specifically, we analyze in detail the cycle structure
of the 2-factors C02n+1 and C12n+1 defined in (6) and (7), and show that the cycles of each of those 2-
factors are in one-to-one correspondence with all plane trees with n edges (these trees will be defined
shortly). It follows that the nodes of G(C12n+1,X 12n(n, n + 1)) correspond to plane trees (recall that
the nodes of G(C12n+1,X 12n(n, n + 1)) are the cycles of C12n+1, see the bottom of Figure 1). This
correspondence between the cycles of C02n+1 and C12n+1 and plane trees is stated in Lemma 16 and
20 below, respectively. Recall from Remark 9 that we are ultimately only interested in the 2-factor
C12n+1, but that the simpler 2-factor C02n+1 is the key to understanding C12n+1.
As we have seen in Section 4, to prove that our construction of 2-factors works as claimed, we only
needed to consider the sets of first, second and last vertices of the paths in the sets P2n(k, k + 1)
(and could neglect all other vertices on these paths). So far we did not use any information about
which of those vertices actually lie on the same paths, e.g., which first vertices are connected to
which last vertices. This information will become crucial in the following.
5.1. Subpaths of lattice paths. We begin by extending some of the notation introduced in Sec-
tion 4.1.
The subpaths p[x, x′], `(p), r(p). For any lattice path p ∈ Pn and any two abscissas 0 ≤ x ≤ x′ ≤ n
we define p[x, x′] as the subpath of p between (and including) the abscissas x and x′.
For any n ≥ 1 and any lattice path p in one of the sets D=02n (k), D>02n (k + 1) and D−2n(k), k =
n, n+ 1, . . . , 2n− 1, we define disjoint subpaths `(p) and r(p) of p that cover all but two steps of p
as follows (see Figure 4):
• If p ∈ D=02n (k) we define
`(p) := p[1, x− 1] and r(p) := p[x, 2n] , (25a)
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Figure 4. Illustration of the definitions (25).
where x is the smallest strictly positive abscissa where p touches the line y = 0.
• If p ∈ D>02n (k + 1) we define
`(p) := p[1, x] and r(p) := p[x+ 1, 2n] , (25b)
where x is the largest abscissa where p touches the line y = 1 (the first time p touches it is at
(1, 1)).
• If p ∈ D−2n(k) we define
`(p) := p[0, x− 1] and r(p) := p[x+ 1, 2n] , (25c)
where x is the abscissa where p touches the line y = −1.
With those definitions, depending on whether p is contained in D=02n (k), D
>0
2n (k + 1) or D
−
2n(k), we
have
p = (↗) ◦ `(p) ◦ (↘) ◦ r(p) , (26a)
p = (↗) ◦ `(p) ◦ (↗) ◦ r(p) , (26b)
p = `(p) ◦ (↘,↗) ◦ r(p) ,
respectively. In all cases, the subpath `(p) starts and ends at the same ordinate and never moves
below this ordinate in between. Furthermore, the ordinate of the endpoint of the subpath r(p) is by
2(k − n) higher than the ordinate of its starting point and also this subpath never moves below the
ordinate of its starting point.
5.2. Matching between first and last vertices. The next lemma relates the lattice paths
ϕ(F (P )), ϕ(S(P )) and ϕ(L(P )) corresponding to the first, second and last vertex on each of
the paths P ∈ P2n(k, k + 1) arising in the construction of Section 2.2 for the all-zero parameter
sequence. In the following we will repeatedly use that by Lemma 11 those lattice paths satisfy
ϕ(F (P )) ∈ D=02n (k), ϕ(S(P )) ∈ D>02n (k + 1) and ϕ(L(P )) ∈ D−2n(k) (recall Remark 12).
Lemma 13. For any n ≥ 1, the sets of paths P2n(k, k + 1), k = n, n + 1, . . . , 2n − 1, defined
in Section 2.2 for the parameter sequence (α2i)1≤i≤n−1 with α2i = (0, 0, . . . , 0) ∈ {0, 1}i−1 for all
i = 1, . . . , n − 1 have the following properties: For any path P ∈ P2n(k, k + 1), defining pF :=
ϕ(F (P )) ∈ D=02n (k), pS := ϕ(S(P )) ∈ D>02n (k + 1) and pL := ϕ(L(P )) ∈ D−2n(k), we have
(`(pF ), r(pF )) = (`(pS), r(pS)) , (27)
(`(pF ), r(pF )) = (`(pL), r(pL)) , (28)
where `(pF ) and r(pF ) are defined in (25a), `(pS) and r(pS) in (25b), and `(pL) and r(pL) in (25c).
With the equalities in (27) and (28) we mean that the step sequences of the lattice paths `(pF ),
`(pS) and `(pL), and the step sequences of the lattice paths r(pF ), r(pS) and r(pL) are the same.
The absolute coordinates of those subpaths of pF , pS and pL might be different.
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The proof of Lemma 13 shows that (27) holds for any choice of the parameter sequence, not just for
the all-zero parameter sequence (recall the remarks from Section 2.3).
Proof. We argue by induction over n. By the definition in (2), for n = 1 the sets of paths P2n(k, k+1)
consist only of a single set P2(1, 2), which contains only a single path P := ((1, 0), (1, 1), (0, 1)) (P
has two edges). We clearly have pF := ϕ(F (P )) = (↗,↘) ∈ D=02 (1), pS := ϕ(S(P )) = (↗,↗) ∈
D>02 (2) and pL := ϕ(L(P )) = (↘,↗) ∈ D−2 (1), and by the definitions in (25) the subpaths `(pF ),
r(pF ), `(pS), r(pS), `(pL) and r(pL) of those lattice paths all consist only of a single point (and zero
steps), showing that both claims of the lemma hold. This settles the induction basis.
For the induction step n→ n+1 let n ≥ 1 be fixed. We consider a fixed path P+ from one of the sets
P2n+2(k, k+1), k = n+1, n+2, . . . , 2n+1, and define the lattice paths p+F := ϕ(F (P+)) ∈ D=02n+2(k),
p+S := ϕ(S(P
+)) ∈ D>02n+2(k + 1) and p+L := ϕ(L(P+)) ∈ D−2n+2(k). By the definitions in (8) and
(11), P+ is either contained in the set
P2n(n, n+ 1) ◦ {(1, 0), (1, 1)} ∪
2n−1⋃
k′=n+1
P2n(k′, k′ + 1) ◦ {(0, 0), (1, 0), (0, 1), (1, 1)} (29)
or in the set P∗2n+2 defined in (9) (in the latter case we have k = n+ 1).
We first consider the case that P+ is contained in (29), i.e., P+ is obtained from some path P ∈
P2n(k′, k′+ 1), n ≤ k′ ≤ 2n− 1, by extending each vertex label of P by two bits x1, x2 ∈ {0, 1}. We
know by induction that the lattice paths pF := ϕ(F (P )) ∈ D=02n (k′), pS := ϕ(S(P )) ∈ D>02n (k′ + 1)
and pL := ϕ(L(P )) ∈ D−2n(k′) satisfy the relations
(`(pF ), r(pF )) = (`(pS), r(pS)) , (30)
(`(pF ), r(pF )) = (`(pL), r(pL)) . (31)
Moreover, we clearly have
p+F = pF ◦ ϕ((x1, x2)) , (32a)
p+S = pS ◦ ϕ((x1, x2)) , (32b)
p+L = pL ◦ ϕ((x1, x2)) . (32c)
Using (32a) and the fact that pF is contained in the set D=02n (k′), the definition in (25a) yields
(`(p+F ), r(p
+
F )) =
(
`(pF ), r(pF ) ◦ ϕ((x1, x2))
)
. (33)
Similarly, using (32c) and the fact that pL is contained in the set D−2n(k
′), the definition in (25c)
yields
(`(p+L ), r(p
+
L )) =
(
`(pL), r(pL) ◦ ϕ((x1, x2))
)
. (34)
Using that pS ∈ D>02n (k′ + 1), it follows that if k′ = n, then the y-coordinate of the last point of pS
is 2, whereas if k′ ≥ n+ 1, then the y-coordinate of the last point of pS is at least 4. Combined with
(29) and (32b) it follows that the last two steps of p+S do not move below the line y = 2. By the
definition in (25b) and by (32b) we therefore have
(`(p+S ), r(p
+
S )) =
(
`(pS), r(pS) ◦ ϕ((x1, x2))
)
. (35)
Combining (30), (33) and (35) yields (`(p+F ), r(p
+
F )) = (`(p
+
S ), r(p
+
S )) and thus proves (27). Com-
bining (31), (33) and (34) yields (`(p+F ), r(p
+
F )) = (`(p
+
L ), r(p
+
L )) and thus proves (28). (Note that
so far we did not use that α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1, but only that all other elements of the
parameter sequence used in previous construction steps are zero vectors as well, so that the induction
hypothesis can be used.)
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We now consider the case that P+ is contained in the set P∗2n+2. For the reader’s convenience,
Figure 5 illustrates the notations used in this part of the proof. By the definition in (9), there are
two paths P, P ′ ∈ P2n(n, n+ 1) with
F (P+) = S(P ) ◦ (0, 0) , (36a)
S(P+) = S(P ) ◦ (0, 1) , (36b)
L(P+) = F (P ′) ◦ (0, 1) (36c)
(see (10)). Defining pS := ϕ(S(P )) ∈ D>02n (n + 1) and p′F := ϕ(F (P ′)) ∈ D=02n (n) we obtain from
(36) that
p+F = pS ◦ (↘,↘) , (37a)
p+S = pS ◦ (↘,↗) , (37b)
p+L = p
′
F ◦ (↘,↗) . (37c)
The lattice path pS ∈ D>02n (n+1) clearly ends at (2n, 2). From (37a) it follows that p+F ∈ D=02n+2(n+1)
and that the smallest strictly positive abscissa where this lattice path touches the line y = 0 is 2n+2
(see Figure 5). By the definition in (25a) and by (37a) we therefore have
(`(p+F ), r(p
+
F )) =
(
pS [1, 2n] ◦ (↘), ()
)
(38)
(r(p+F ) consists only of a single point). From (37b) it follows that p
+
S ∈ D>02n+2(n + 2) and that the
largest abscissa where this lattice path touches the line y = 1 is 2n + 1. By the definition in (25b)
and by (37b) we therefore have
(`(p+S ), r(p
+
S )) =
(
pS [1, 2n] ◦ (↘), ()
)
,
which together with (38) shows that (27) also holds in this case. (Note that the inductive proof of
(27) goes through for any choice of α2n ∈ {0, 1}n−1.)
It remains to prove (28) in this case (this part of the proof uses that α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1).
From (37c) it follows that p+L ∈ D−2n+2(n + 1) and that the only abscissa where this lattice path
touches the line y = −1 is 2n+ 1. By the definition in (25c) and by (37c) we therefore have
(`(p+L ), r(p
+
L )) =
(
p′F , ()
)
. (39)
By (38) and (39), to complete the proof of the lemma we need to show that p′F = pS [1, 2n] ◦ (↘).
By induction we know that the lattice paths pF := ϕ(F (P )) ∈ D=02n (n) and pL := ϕ(L(P )) ∈ D−2n(n)
satisfy the relations
(`(pF ), r(pF )) = (`(pS), r(pS)) , (40)
(`(pF ), r(pF )) = (`(pL), r(pL)) . (41)
By Lemma 3 there is a path P̂ ∈ P2n(n, n + 1) satisfying fα2n(L(P̂ )) = L(P ) and fα2n(F (P̂ )) =
F (P ′). By the definition in (3), for α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1 we have fα2n = rev, so these
relations imply that the corresponding lattice paths p̂L := ϕ(L(P̂ )) ∈ D−2n(n) and p̂F := ϕ(F (P̂ )) ∈
D=02n (n) satisfy (
rev(r(p̂L)), rev(`(p̂L))
)
= (`(pL), r(pL)) , (42)
rev(p̂F ) = p′F (43)
(recall that rev simply mirrors a lattice path with 2n steps that ends at (2n, 0) along the axis x = n).
By induction we also know that
(`(p̂F ), r(p̂F )) = (`(p̂L), r(p̂L)) . (44)
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Figure 5. Notations used in the proof of Lemma 13. The figure illustrates the
relations between various lattice paths corresponding to first, second and last vertices
of oriented paths in the construction described in Section 2.2 in the induction step
n→ n+ 1 (Q2n → Q2n+2) when the all-zero parameter sequence is used.
Combining our previous observations we obtain
p′F
(43),(26a)
= rev
(
(↗) ◦ `(p̂F ) ◦ (↘) ◦ r(p̂F )
)
(44)
= rev(r(p̂L)) ◦ (↗) ◦ rev(`(p̂L)) ◦ (↘)
(41),(42)
= `(pF ) ◦ (↗) ◦ r(pF ) ◦ (↘)
(40),(26b)
= pS [1, 2n] ◦ (↘) ,
(45)
completing the proof. 
The mapping pi1 on bitstrings and lattice paths. The next lemma is the analogue of Lemma 13 for
the all-one parameter sequence. To state it we introduce another definition. We define
pi1 := piα2n for α2n := (1, 1, . . . , 1) ∈ {0, 1}n−1 , (46)
where piα2n is defined before (3), and for the empty bitstring () we define pi1(()) := (). Via the
bijection ϕ between bitstrings and lattice paths, we can naturally extend pi1 to lattice paths (recall
(1)). For any lattice path with 2n steps, the mapping pi1 swaps any two adjacent steps at positions
2i and 2i+ 1 for all i = 1, . . . , n− 1.
Lemma 14. For any n ≥ 1, the sets of paths P2n(k, k + 1), k = n, n + 1, . . . , 2n − 1, defined
in Section 2.2 for the parameter sequence (α2i)1≤i≤n−1 with α2i = (1, 1, . . . , 1) ∈ {0, 1}i−1 for all
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i = 1, . . . , n − 1 have the following properties: For any path P ∈ P2n(k, k + 1), defining pF :=
ϕ(F (P )) ∈ D=02n (k), pS := ϕ(S(P )) ∈ D>02n (k + 1) and pL := ϕ(L(P )) ∈ D−2n(k), we have
(`(pF ), r(pF )) = (`(pS), r(pS)) , (47)
(`(pF ), r(pF )) = (pi1(`(pL)), r(pL)) , (48)
where `(pF ) and r(pF ) are defined in (25a), `(pS) and r(pS) in (25b), `(pL) and r(pL) in (25c) and
pi1 in (46).
Proof. The proof is completely analogous to the proof of Lemma 13. We simply substitute (31),
(41), (42), (43), (44) and (45) by the following primed versions of these equations:
(`(pF ), r(pF )) = (pi1(`(pL)), r(pL)) , (31′)
(`(pF ), r(pF )) = (pi1(`(pL)), r(pL)) , (41′)
(
rev(pi1(r(p̂L))), rev(pi1(`(p̂L)))
)
= (`(pL), r(pL)) , (42′)
rev(pi1(p̂F )) = p′F , (43′)
(`(p̂F ), r(p̂F )) = (pi1(`(p̂L)), r(p̂L)) , (44′)
pi1(p′F )
(43′)
= pi1(rev(pi1(p̂F ))) = rev(p̂F )
(26a)
= rev
(
(↗) ◦ `(p̂F ) ◦ (↘) ◦ r(p̂F )
)
(44′)
= rev(r(p̂L)) ◦ (↗) ◦ rev(pi1(`(p̂L))) ◦ (↘)
(41′),(42′)
= `(pF ) ◦ (↗) ◦ r(pF ) ◦ (↘)
(47),(26b)
= pS [1, 2n] ◦ (↘) .
(45′)
In the derivation of (42′) and (43′) we use that for α2n = (1, 1, . . . , 1) ∈ {0, 1}n−1 we have fα2n =
rev • pi1. Moreover, to derive (42′) we use that the abscissas where the lattice paths p̂L and pi1(p̂L)
touch the line y = −1 are the same. To derive (45′) we use the relations rev • pi1 = pi1 • rev and
pi1 • pi1 = id in the second and the second to last step. 
5.3. Ordered rooted trees and plane trees. In this section we introduce ordered rooted trees
and plane trees, two well-known sets of combinatorial objects. Moreover, we introduce natural
transformations between those trees and a bijection between ordered rooted trees and the set of
lattice paths D=02n (n) defined in Section 4.1. We shall see in the next section that the cycle structure
of the 2-factors C02n+1 and C12n+1 can be characterized very precisely with the help of those trees.
For the reader’s convenience, the notions introduced in the following are illustrated in Figure 6 and
Figure 7.
Ordered rooted trees. An ordered rooted tree is a tree with a distinguished vertex r, called the root,
and in addition, for each vertex v of T , a left-to-right ordering of neighbors of v. For the root r this
left-to-right ordering contains all neighbors of r, for every other vertex v it contains all neighbors
except the one on the path from v to r. The neighbors of v contained in the left-to-right ordering
are referred to as children of v, and the vertex not contained in this ordering is referred to as the
parent of v.
We think of an ordered rooted tree as a tree drawn in the plane with the root on top, and with
downward edges leading from any vertex to its children, where the order in which the children appear
from left to right is precisely the specified left-to-right ordering (see the right hand side of Figure 6).
We denote by T ∗n the set of all ordered rooted trees with n edges. It is well known that |T ∗n | = Cn,
the n-th Catalan number, so we have (|T ∗n |)n≥1 = (1, 2, 5, 14, 42, 132, 429, 1430, 4862, 16796, . . .) and
|T ∗n | = Θ(4n · n−3/2) (see [OEI11a]).
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p ∈ D=010 (5) T ∈ T ∗5
T = ψ(p)
rot
0 10
Figure 6. Rotation of an ordered rooted tree T ∈ T ∗5 (right) and the corresponding
lattice path p ∈ D=010 (5) (left). The roots of the trees are drawn bold.
Rotation rot() of ordered rooted trees. For any tree T ∈ T ∗n we define the tree T ′ = rot(T ) ∈ T ∗n as
follows: Let r denote the root of T and (u1, . . . , uk) the left-to-right ordering of the children of r.
The underlying (abstract) tree of T and T ′ is the same. The tree T ′ is obtained from T by making
u1 the new root vertex, and by making the subtree rooted at r without u1 and its descendants (this
subtree only contains r and the subtrees rooted at u2, . . . , uk) a new rightmost child of u1.
Intuitively, T ′ = rot(T ) is obtained from T by shifting the root vertex to the left. Note that we
obtain the same tree again after 2n/k such rotations, where the value of k depends on the symmetries
of the tree (see the right hand side of Figure 6).
Bijection ψ between lattice paths and ordered rooted trees. For any lattice path p ∈ D=02n (n) we
inductively define an ordered rooted tree ψ(p) ∈ T ∗n as follows: If p = (), then ψ(p) is the tree
consisting only of a single (root) vertex. If p has the form p = (↗)◦p′ ◦ (↘) with p′ ∈ D=02n−2(n−1),
then ψ(p) is the tree whose root has exactly one child, and the subtree rooted at this child is the
tree ψ(p′). Otherwise p has the form p = p1 ◦ p2 with pi ∈ D=02ni(ni) and ni ≥ 1, i ∈ {1, 2}. In
this case ψ(p) is obtained by gluing together the roots of ψ(p1) and ψ(p2) such that all subtrees of
the new tree originating from ψ(p1) appear to the left of all subtrees originating from ψ(p2) (and
the order within subtrees from ψ(p1) and within subtrees from ψ(p2) is preserved). Note that the
definition of ψ(p) in the last case is independent of the partition of p into subpaths p1 and p2, even
if there are several different such partitions.
Intuitively, ψ(p) is obtained from p by drawing a downward tree edge for every upstep ↗ of p, and
by moving up to the parent vertex (without drawing an edge) for every downstep ↘ of p (see the
left hand side of Figure 6).1 It is easy to see that ψ is a bijection between D=02n (n) and T ∗n .
Using the bijection ψ, all operations on lattice paths D=02n (n) as e.g. the permutation pi1 defined in
(46) can be extended naturally to ordered rooted trees T ∗n (recall (1)).
Plane trees. A plane tree is a tree with a cyclic ordering of all neighbors of each vertex.
We think of a plane tree as a tree embedded in the plane such that for each vertex v the order in
which its neighbors are encountered when walking around v in counterclockwise direction is precisely
the specified cyclic ordering (see the middle of Figure 7).
We denote by Tn the set of all plane trees with n edges. The number of plane trees is (|Tn|)n≥1 =
(1, 1, 2, 3, 6, 14, 34, 95, 280, 854, . . .) and |Tn| = Θ(4n ·n−5/2) (see [OEI11b] and references therein for
closed formulas for this sequence).
Transformations plane() and root() between ordered rooted trees and plane trees. For any ordered
rooted tree T ∗ ∈ T ∗n , we define a plane tree T = plane(T ∗) ∈ Tn as follows: The underlying
(abstract) tree of T ∗ and T is the same. For the root r of T ∗, the cyclic ordering of neighbors of r
in T is given by the left-to-right ordering of the children of r in T ∗. For any other vertex v of T ∗, if
1This slightly counterintuitive correspondence arises as we defined D=02n (n) as the set of lattice paths that stay above
the line y = 0, and as we draw rooted trees with the root on top with edges going downward.
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T ∗1 T
∗
2T
u1 u1 u2
u2
r1
r1
r2
r2
plane(T ∗1 ) plane(T ∗2 )
root(T, (r1, u1)) root(T, (r2, u2))
Figure 7. Two ordered rooted trees T ∗1 , T ∗2 ∈ T ∗7 (left and right), a plane tree T ∈ T7
(middle), and the transformations between them.
(u1, . . . , uk) is the left-to-right ordering of the children of v in T ∗ and w is the parent of v, then we
define (w, u1, . . . , uk) as the cyclic ordering of neighbors of v in T .
For any plane tree T ∈ Tn and any edge (r, u) of T , we define an ordered rooted tree T ∗ =
root(T, (r, u)) ∈ T ∗n as follows: The underlying (abstract) tree of T and T ∗ is the same. The
vertex r is the root of T ∗, and if (u1, . . . , uk) with u1 = u is the cyclic ordering of neighbors of r in
T , then (u1, . . . , uk) is the left-to-right ordering of the children of r in T ∗. For any other vertex v of
T , if w is the vertex on the path from v to r and (u0, u1, . . . , uk) with u0 = w is the cyclic ordering
of neighbors of v in T , then (u1, . . . , uk) is the left-to-right ordering of the children of v in T ∗.
Informally speaking, plane(T ∗) is obtained from T ∗ by ‘forgetting’ the root vertex, and root(T, (r, u))
is obtained from T by ‘pulling out’ the vertex r as root such that u is the leftmost child of the root
(see Figure 7).
5.4. Structure of the 2-factors C02n+1 and C12n+1. In this section we characterize the cycle struc-
ture of the 2-factors C02n+1 and C12n+1 defined in (6) and (7) using the sets of trees introduced in the
previous section. The main results of this section for later use are Lemma 16 and 20 below. It turns
out that the cycles of the 2-factors C02n+1 and C12n+1 can be characterized by considering the cyclic
sequences of first vertices from the paths P2n(n, n + 1) that are encountered along each cycle. In
particular, it will be enlightening to consider the corresponding sequences of ordered rooted trees
obtained via the bijection ψ.
The cyclic sequences F (C) and ϕ(F (C)). Consider the set of paths P2n(n, n + 1) and the 2-factor
C2n+1 defined in Section 2.2. For any cycle C of C2n+1 we let F (C) denote the cyclic sequence of all
vertices of the form F (P ) ◦ (0), P ∈ P2n(n, n + 1), that are encountered when walking along this
cycle (recall (5)). Formally, we define
F (C) := (F (P1), . . . , F (Pk)) , (50)
where for all i = 1, . . . , k we have Pi ∈ P2n(n, n+1), F (Pi)◦(0) ∈ C and there is a P̂ ∈ P2n(n, n+1)
with fα2n(L(P̂ )) = L(Pi) and fα2n(F (P̂ )) = F (Pi+1) (recall Lemma 3). All indices in this definition
are treated modulo k, i.e., Pk+1 = P1. In the following it will be useful to consider the corresponding
cyclic sequence of lattice paths ϕ(F (C)). Note that by Lemma 11, all lattice paths in this sequence
are from the set D=02n (n).
The following lemma describes the relation of any two consecutive elements of the sequence F (C)
for any cycle C of the 2-factor C02n+1.
Lemma 15. For any n ≥ 1 and any cycle C of the 2-factor C02n+1 defined in (6), let pF , p′F ∈ D=02n (n)
be any two consecutive elements of the cyclic sequence ϕ(F (C)) with F (C) as defined in (50), i.e.,
ϕ(F (C)) = (. . . , pF , p′F , . . .). Then we have
pF = (↗) ◦ `(pF ) ◦ (↘) ◦ r(pF ) , (51a)
p′F = `(pF ) ◦ (↗) ◦ r(pF ) ◦ (↘) , (51b)
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where `(pF ) and r(pF ) are defined in (25a).
Note that (51a) is the known partition relation (26a), so the actual contribution of Lemma 15 is the
relation (51b), describing how p′F is obtained from pF . The point is that the ordered rooted trees
ψ(pF ) and ψ(p′F ) for the lattice paths pF and p
′
F as in (51) differ by one rotation operation, i.e.,
ψ(p′F ) = rot(ψ(pF )) (see the bottom of Figure 5).
Proof. Let P2n(n, n + 1) be the set of paths defined in Section 2.2 for the parameter sequence
(α2i)1≤i≤n−1 with α2i = (0, 0, . . . , 0) ⊆ {0, 1}i−1 for all i = 1, . . . , n − 1. Fix a cycle C in C02n+1
and two consecutive elements F (P ) and F (P ′) of the sequence F (C), and let P̂ ∈ P2n(n, n + 1)
be such that fα2n(L(P̂ )) = L(P ) and fα2n(F (P̂ )) = F (P ′). As in the proof of Lemma 13, for
α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1 those relations can be simplified to show that the lattice paths
pF := ϕ(F (P )) ∈ D=02n (n) and p′F := ϕ(F (P ′)) ∈ D=02n (n) satisfy the relation (51b) (see (45)),
proving the lemma. 
The following lemma characterizes the cycle structure of the 2-factor C02n+1 in terms of ordered
rooted trees and plane trees.
Lemma 16. For any n ≥ 1 and any cycle C of the 2-factor C02n+1 defined in (6), consider the cyclic
sequence of ordered rooted trees (T1, . . . , Tk) := ψ(ϕ(F (C))) with F (C) as defined in (50). Then for
i = 1, . . . , k we have Ti+1 = rot(Ti), i.e., we can associate C with the plane tree
T 0(C) := plane(T1) = · · · = plane(Tk) ∈ Tn . (52)
Moreover, for any plane tree T ∈ Tn there is a cycle C ∈ C02n+1 with T 0(C) = T . In particular, we
have |C02n+1| = |Tn|.
An illustration of the rotating ordered rooted trees in the sequences ψ(ϕ(F (C))), C ∈ C02n+1, and
the corresponding plane trees T 0(C) is shown at the top of Figure 8.
Proof. The first part of the lemma is an immediate consequence of Lemma 15: Observe that the
ordered rooted trees ψ(pF ) and ψ(p′F ) for the lattice paths pF and p
′
F as in (51) differ by one rotation
operation, i.e., ψ(p′F ) = rot(ψ(pF )). The second part of the lemma follows from Lemma 11 and the
fact that ψ is a bijection between the lattice paths D=02n (n) and the trees T ∗n . 
The following lemma is the analogue of Lemma 15 for the 2-factor C12n+1.
Lemma 17. For any n ≥ 1 and any cycle C of the 2-factor C12n+1 defined in (7), let pF , p′F ∈ D=02n (n)
be any two consecutive elements of the cyclic sequence ϕ(F (C)) with F (C) as defined in (50), i.e.,
ϕ(F (C)) = (. . . , pF , p′F , . . .). Then we have
pF = (↗) ◦ `(pF ) ◦ (↘) ◦ r(pF ) , (53a)
p′F = pi1(`(pF )) ◦ (↗) ◦ pi1(r(pF )) ◦ (↘) , (53b)
where `(pF ) and r(pF ) are defined in (25a) and pi1 in (46).
Proof. Let P2n(n, n + 1) be the set of paths defined in Section 2.2 for the parameter sequence
(α2i)1≤i≤n−1 with α2i = (1, 1, . . . , 1) ⊆ {0, 1}i−1 for all i = 1, . . . , n− 1. Note that according to (7),
to construct C12n+1 the parameter α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1 is used in the last construction step,
but the paths P2n(n, n + 1) do not depend on α2n, i.e., Lemma 14 applies. Fix a cycle C in C12n+1
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and two consecutive elements F (P ) and F (P ′) of the sequence F (C), and let P̂ ∈ P2n(n, n+ 1) be
such that
fα2n(L(P̂ )) = L(P ) , (54a)
fα2n(F (P̂ )) = F (P
′) . (54b)
We define the lattice paths pF := ϕ(F (P )) ∈ D=02n (n), pL := ϕ(L(P )) ∈ D−2n(n), p̂F := ϕ(F (P̂ )) ∈
D=02n (n), p̂L := ϕ(L(P̂ )) ∈ D−2n(n), and p′F := ϕ(F (P ′)) ∈ D=02n (n). By the definition in (3), for
α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1 we have fα2n = rev, so the relations (54) show that the corresponding
lattice paths satisfy (
rev(r(p̂L)), rev(`(p̂L))
)
= (`(pL), r(pL)) , (55)
rev(p̂F ) = p′F . (56)
Furthermore, by Lemma 14 we know that
(`(pF ), r(pF )) = (pi1(`(pL)), r(pL)) , (57a)
(`(p̂F ), r(p̂F )) = (pi1(`(p̂L)), r(p̂L)) . (57b)
Combining these observations we obtain
p′F
(56),(26a)
= rev
(
(↗) ◦ `(p̂F ) ◦ (↘) ◦ r(p̂F )
)
(57b)
= rev(r(p̂L)) ◦ (↗) ◦ rev(pi1(`(p̂L))) ◦ (↘)
(55),(57a)
= pi1(`(pF )) ◦ (↗) ◦ pi1(r(pF )) ◦ (↘) ,
where we used rev • pi1 = pi1 • rev and pi1 • pi1 = id in the last step. This completes the proof. 
While the relations (51) in Lemma 15 can be interpreted straightforwardly as the rotation operation
of ordered rooted trees, the relations (53) in Lemma 17 are more difficult to understand: They
correspond to a tree rotation plus an application of pi1 to the left and right subtree (compare (51b)
with (53b)). This additional application of pi1 changes the subtrees in a way that seems rather
chaotic, but that (maybe surprisingly) does not change the overall cycle structure (see the bottom
of Figure 8). In the following we establish a bijection between the sequences F (C), C ∈ C02n+1, and
the sequences F (C), C ∈ C12n+1. In particular, we will see that both 2-factors have the same number
of cycles, namely |C02n+1| = |C12n+1| = |Tn|.
The mappings g0, g1 and h. For n ≥ 1 and any lattice path p ∈ D=02n (n), p = (↗) ◦ `(p) ◦ (↘) ◦ r(p)
(recall (26a)), we define lattice paths g0(p), g1(p) ∈ D=02n (n) by
g0(p) := `(p) ◦ (↗) ◦ r(p) ◦ (↘) , (58)
g1(p) := pi1(`(p)) ◦ (↗) ◦ pi1(r(p)) ◦ (↘) , (59)
where pi1 is defined in (46) (these definitions are motivated by (51b) and (53b)).
Furthermore, for n ≥ 0 and any lattice path p ∈ D=02n (n) we inductively define a lattice path
h(p) ∈ D=02n (n) as follows: If p = () then we define
h(p) := () . (60a)
If p has the form p = (↗) ◦ p′ ◦ (↘) with p′ ∈ D=02n−2(n− 1), then we set
h(p) := (↗) ◦ pi1(h(p′)) ◦ (↘) , (60b)
where pi1 is defined in (46). Otherwise p has the form p = p1 ◦ p2 with pi ∈ D=02ni(ni) and ni ≥ 1,
i ∈ {1, 2}. In this case we define
h(p) := h(p1) ◦ h(p2) . (60c)
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Figure 8. Illustration of Lemmas 15–20. The figure shows the cyclic sequences
F (C), C ∈ C02n+1, (top) and F (Ĉ), Ĉ ∈ C12n+1, (bottom) for n = 4. For each element
F (Pi) or F (P̂i) of the sequences F (C) and F (Ĉ), respectively, the corresponding
ordered rooted tree Ti := ψ(ϕ(F (Pi))) ∈ T ∗n and T̂i := ψ(ϕ(F (P̂i))) ∈ T ∗n is shown
above it. The plane trees T 0(C) ∈ Tn, C ∈ C02n+1, and T 1(Ĉ) ∈ Tn, Ĉ ∈ C12n+1, as
defined in (52) and (63), respectively, are shown below each cycle. Note how in C02n+1
the ordered rooted trees rotate along each cycle, i.e., g0 = rot.
Note that the definition of h(p) in the last case is independent of the partition of p into subpaths p1
and p2, even if there are several different such partitions.
It is easy to check that the mappings g0, g1 and h are bijections on D=02n (n). Via the bijection ψ
between lattice paths and ordered rooted trees, these mappings can be extended naturally to ordered
rooted trees (recall (1)). Figure 8 shows how g0, g1 and h operate on all 14 ordered rooted trees
with 4 edges. Note that by Lemma 15, we have g0 = rot (so g0 simply rotates a tree).
Lemma 18. The mappings g0, g1 and h defined in (58), (59) and (60) satisfy h • g0 = g1 • h.
Proof. We show that for any n ≥ 1 and any lattice path p ∈ D=02n (n) we have h(g0(p)) = g1(h(p)).
Using the representation p = (↗) ◦ `(p) ◦ (↘) ◦ r(p) from (26a) we obtain
h(g0(p))
(58)
= h
(
`(p) ◦ (↗) ◦ r(p) ◦ (↘))
(60c)
= h(`(p)) ◦ h((↗) ◦ r(p) ◦ (↘))
(60b)
= h(`(p)) ◦ (↗) ◦ pi1(h(r(p))) ◦ (↘)
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and
g1(h(p))
(60c)
= g1
(
h((↗) ◦ `(p) ◦ (↘)) ◦ h(r(p)))
(60b)
= g1
(
(↗) ◦ pi1(h(`(p))) ◦ (↘) ◦ h(r(p))
)
(59)
= h(`(p)) ◦ (↗) ◦ pi1(h(r(p))) ◦ (↘) ,
where we used pi1 • pi1 = id in the last step. This proves the claim. 
The next lemma shows that, intuitively speaking, the 2-factor C12n+1 is the image of the 2-factor
C02n+1 under the mapping h (see Figure 8), i.e., the mapping h is the desired link between these
2-factors. This allows a precise understanding of the cycle structure of C12n+1 via the cycle structure
of C02n+1. Recall from Lemma 16 that the cycle structure of C02n+1 can be described by the rotation
of ordered rooted trees and the corresponding plane trees.
Lemma 19. Let C02n+1 and C12n+1 be the 2-factors defined in (6) and (7). The mapping h defined in
(60) is a bijection between the cyclic sequences in the sets {ϕ(F (C)) | C ∈ C02n+1} and {ϕ(F (C)) |
C ∈ C12n+1}, where F (C) is defined in (50).
Proof. By Lemma 11, Lemma 15 and the definition in (58) we have
{ϕ(F (C)) | C ∈ C02n+1} =
{
(p, g10(p), g
2
0(p), . . .) | p ∈ D=02n (n)
}
. (61)
Similarly, by Lemma 11, Lemma 17 and the definition in (59) we have
{ϕ(F (C)) | C ∈ C02n+1} =
{
(p, g11(p), g
2
1(p), . . .) | p ∈ D=02n (n)
}
. (62)
By Lemma 18 we have g1 = h•g0•h−1, i.e., the mapping h is a bijection between the cyclic sequences
in the sets on the right hand side of (61) and (62). 
Combining Lemma 16 and Lemma 19 immediately yields the following characterization of the cycle
structure of the 2-factor C12n+1. This lemma is the analogue of Lemma 16 for the 2-factor C12n+1.
Lemma 20. For any n ≥ 1 and any cycle C of the 2-factor C12n+1 defined in (7), consider the cyclic
sequence of ordered rooted trees (T1, . . . , Tk) := ψ(ϕ(F (C))) with F (C) as defined in (50). Then for
i = 1, . . . , k we have h−1(Ti+1) = rot(h−1(Ti)), where h is defined in (60), i.e., we can associate C
with the plane tree
T 1(C) := plane(h−1(T1)) = · · · = plane(h−1(Tk)) ∈ Tn . (63)
Moreover, for any plane tree T ∈ Tn there is a cycle C ∈ C12n+1 with T 1(C) = T . In particular, we
have |C12n+1| = |Tn|.
An illustration of the ordered rooted trees in the sequences ψ(ϕ(F (C))), C ∈ C12n+1, and the corre-
sponding plane trees T 1(C) is shown at the bottom of Figure 8.
5.5. Edge-shifting properties of the mapping h. In this section we formulate two lemmas that
describe how the mapping h defined in the previous section operates on certain pairs of ordered
rooted trees. Lemma 21 and 22 below describe how h operates on pairs of trees as shown at the
top left and top right of Figure 9, respectively (the images of these pairs of trees under h are shown
below). Note that each of these pairs of trees differs only in a single edge. In Section 6 below we
will see that the pairs of trees in these lemmas that arise as images under h correspond to pairs
of first vertices of flippable pairs in the set X 12n(n, n + 1) defined in Section 3. These lemmas will
therefore become crucial in proving Proposition 7 and 8 when we analyze which edges are present
in the graph G(C12n+1,X 12n(n, n+ 1)).
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Figure 9. Ordered rooted tree representation of the lattice paths in Lemma 21 (left)
and Lemma 22 (right). The edges in which the trees differ are drawn bold, and the
grey areas represent particular subtrees.
For technical reasons we formulate and prove these two lemmas in terms of lattice paths, rather than
ordered rooted trees (ordered rooted trees are easier to visualize, but harder to deal with formally).
All lattice paths we work with in this section are from the set D=02n (n).
Lemma 21. Let h be as defined in (60), and let p̂, qp ∈ D=02n (n) be two lattice paths of the form
p̂ = (↗,↗,↘,↘) ◦ q and qp = (↗,↘,↗,↘) ◦ q for some q ∈ D=02n−4(n− 2). Then we have
h(p̂) = (↗,↗,↘,↘) ◦ h(q) , (64a)
h(qp) = (↗,↘,↗,↘) ◦ h(q) . (64b)
Proof. This follows directly from the definition (60), using that h(↗,↗,↘,↘) = (↗,↗,↘,↘)
and h(↗,↘,↗,↘) = (↗,↘,↗,↘). 
Lemma 22. Let h be as defined in (60), and let p̂, qp ∈ D=02n (n) be two lattice paths of the form
p̂ = (↗) ◦ q1 ◦ (↗) ◦ q2 ◦ (↗) ◦ · · · ◦ qk+1 ◦ (↗,↗,↘,↘) ◦ (↘)k ◦ (↗,↘) ◦ (↘) ◦ q0 , (65a)
qp = (↗) ◦ q1 ◦ (↗) ◦ q2 ◦ (↗) ◦ · · · ◦ qk+1 ◦ (↗,↗,↗,↘,↘,↘) ◦ (↘)k ◦ (↘) ◦ q0 , (65b)
where k ≥ 0 and qi ∈ D=02ni(ni) for all i = 0, . . . , k + 1. Then we have
h(p̂) = (↗) ◦ q′ ◦ (↗,↗,↘,↘) ◦ (↘) ◦ h(q0) , (66a)
h(qp) = (↗) ◦ q′ ◦ (↗,↘,↗,↘) ◦ (↘) ◦ h(q0) (66b)
for some q′ ∈ D=02n′(n′).
Proof. For the reader’s convenience, the notations used in this proof are illustrated on the right hand
side of Figure 9. We inductively define subpaths/subsequences p̂i and qpi, i = k + 1, k, . . . , 1, of p̂
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and qp by
p̂k+1 := (↗,↗,↘,↘) , (67a)
qpk+1 := (↗,↗,↗,↘,↘,↘) , (67b)
p̂i := (↗) ◦ qi+1 ◦ p̂i+1 ◦ (↘) , i = k, k − 1, . . . , 1 , (67c)
qpi := (↗) ◦ qi+1 ◦ qpi+1 ◦ (↘) , i = k, k − 1, . . . , 1 . (67d)
Note that each p̂i, i = k+1, k, . . . , 1, is contained inD=02n̂i(n̂i) for some n̂i and that qpi ∈ D=02n̂i+2(n̂i+1).
With these definitions the relations (65) can be written as
p̂ = (↗) ◦ q1 ◦ p̂1 ◦ (↗,↘) ◦ (↘) ◦ q0 , (68a)
qp = (↗) ◦ q1 ◦ qp1 ◦ (↘) ◦ q0 . (68b)
We proceed by successively computing h(p̂) and h(qp). Using the definition (60), we obtain from
(67a) and (67b) that
h(p̂k+1) = (↗,↗,↘,↘) , (69a)
h(qpk+1) = (↗,↗,↘,↗,↘,↘) . (69b)
We now prove inductively that for i = k+ 1, k, . . . , 1 the lattice paths h(p̂i) and h(qpi) have the form
h(p̂i) = (↗) ◦ q′i+1 ◦ (↗,↘,↘) , (70a)
h(qpi) = (↗) ◦ q′i+1 ◦ (↗,↘,↗,↘,↘) (70b)
for some q′i+1 ∈ D=02n′i+1(n
′
i+1). The induction basis i = k+ 1 is given by (69). For the induction step
i+ 1→ i we compute
h(p̂i)
(60),(67c)
= (↗) ◦ pi1
(
h(qi+1) ◦ h(p̂i+1)
) ◦ (↘)
(70a)
= (↗) ◦ pi1
(
h(qi+1) ◦ (↗) ◦ q′i+2 ◦ (↗,↘,↘)
) ◦ (↘) (71a)
and
h(qpi)
(60),(67d)
= (↗) ◦ pi1
(
h(qi+1) ◦ h(qpi+1)
) ◦ (↘)
(70b)
= (↗) ◦ pi1
(
h(qi+1) ◦ (↗) ◦ q′i+2 ◦ (↗,↘,↗,↘,↘)
) ◦ (↘) , (71b)
where we used the induction hypothesis in the last step of the two preceding equations. Using the
definition of pi1 from (46) we can write (71a) and (71b) as (↗) ◦ q′i+1 ◦ (↗,↘,↘) and (↗) ◦ q′i+1 ◦
(↗,↘,↗,↘,↘), respectively, for some q′i+1 ∈ D=02n′i+1(n
′
i+1), proving (70).
Combining these observations we obtain
h(p̂)
(60),(68a)
= (↗) ◦ pi1
(
h(q1) ◦ h(p̂1) ◦ (↗,↘)
) ◦ (↘) ◦ h(q0)
(70a)
= (↗) ◦ pi1
(
h(q1) ◦ (↗) ◦ q′2 ◦ (↗,↘,↘,↗,↘)
) ◦ (↘) ◦ h(q0) (72a)
and
h(qp)
(60),(68b)
= (↗) ◦ pi1
(
h(q1) ◦ h(qp1)
) ◦ (↘) ◦ h(q0)
(70b)
= (↗) ◦ pi1
(
h(q1) ◦ (↗) ◦ q′2 ◦ (↗,↘,↗,↘,↘)
) ◦ (↘) ◦ h(q0) . (72b)
Comparing (72a) and (72b) and using the definition of pi1 from (46), we conclude that h(p̂) and h(qp)
can indeed be written in the form (66) for some q′ ∈ D=02n′(n′). This completes the proof. 
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6. Structure of the flippable pairs X 02n(n, n+ 1) and X 12n(n, n+ 1)
This section constitutes the second building block of our analysis of the graph G(C12n+1,X 12n(n, n+1))
that is required for proving Proposition 7 and 8. Specifically, we analyze in detail the sets of flippable
pairs X 02n(n, n + 1) and X 12n(n, n + 1) defined in (17) and (18), and show that each flippable pair
corresponds to a pair of ordered rooted trees that differ in exactly one edge (it turns out that the
resulting pairs of ordered rooted trees are the same for X 02n(n, n+1) and X 12n(n, n+1)). These pairs
of trees are shown at the bottom left and bottom right of Figure 9. It follows that each edge of
G(C12n+1,X 12n(n, n+1)) can be interpreted as an elementary transformation between a pair of ordered
rooted trees, or between the corresponding plane trees, where an elementary transformation consists
of removing a leaf of the tree and attaching it to a different vertex. This correspondence between
flippable pairs from X 12n(n, n+ 1) and pairs of ordered rooted trees is stated in Lemma 24 below. As
in Section 5.5, for technical reasons all results and proofs presented in this section are formulated
in terms of lattice paths rather than ordered rooted trees (in the comments we will emphasize the
connection to ordered rooted trees provided by the bijection ψ).
6.1. Structure of the flippable pairs X 02n(n, n+1) and X 12n(n, n+1). To keep track which pairs
of paths from P2n(k, k + 1) are contained in a flippable pair in X2n(k, k + 1) through our inductive
construction, it suffices to consider the corresponding pairs of first vertices F (X2n(k, k + 1)) (the
actual paths are already tracked via the sets P2n(k, k + 1), so no information is lost by restricting
our attention to only one vertex on each path in a flippable pair). Note that by Lemma 11 we have
ϕ(F (X2n(k, k+1))) ⊆ D=02n (k)×D=02n (k). The next lemma, Lemma 23, provides a closed formula for
the set F (X2n(k, k+1)) when the all-zero or the all-one parameter sequence is used in our construction
(in both cases, the resulting pairs of first vertices are the same). In particular, Lemma 23 describes
all flippable pairs from X 12n(n, n+1), i.e., all edges of the graph G(C12n+1,X 12n(n, n+1)). For proving
that this graph is connected and has many spanning trees, a subset of those edges is sufficient. This
subset of flippable pairs needed for our later arguments is made explicit in Lemma 24 below, which
is an immediate corollary of Lemma 23.
To state Lemma 23 we need to introduce several definitions. These definitions are illustrated in
Figure 10.
The mappings lr(), add1(), add2(). For any lattice path p ∈ D=02n (n) that starts at (x, y) and ends
at (x+ 2n, y), we recursively define abscissas lr(p), rl(p) ∈ {x, x+ 1, . . . , x+ 2n} as follows: If n = 0,
i.e., p = (), then we define lr(p) = rl(p) := x. If n ≥ 1, then we consider the partition p = p1 ◦ · · ·◦pk
of p into the maximum number of lattice paths pi ∈ D=02ni(ni) with ni ≥ 1, i = 1, . . . , k, and define
lr(p) := rl(p[x+ 1, x+ 2n1− 1]) and rl(p) := lr(p[x+ 2n− 2nk + 1, x+ 2n− 1]). In the recursion step
lr(p) descends into the subpath p1 and rl(p) descends into the subpath pk, but the recursion tracks
the absolute coordinates of these subpaths. We extend the mapping lr() to lattice paths p ∈ D=02n (k),
k ≥ n, as follows: Let x denote the smallest strictly positive abscissa where p touches the line y = 0,
then we define lr(p) := lr(p[0, x]).
Via the bijection ψ between lattice paths and ordered rooted trees, the abscissas lr(p) and rl(p) for
some p ∈ D=02n (n) can be interpreted as two particular leaves lr(T ) and rl(T ) of the tree T = ψ(p) ∈
T ∗n (each lattice point on p corresponds to a vertex of ψ(p)). The leaves lr(T ) and rl(T ) can be
found by traversing T starting at the root, and by descending, alternatingly in each level, towards
the leftmost or the rightmost child (see Figure 10). For the leaf lr(T ) we start with following the
leftmost child of the root, and for the leaf rl(T ) we start with following the rightmost child of the
root. In the following we will not need the mapping rl() anymore, but only the mapping lr() (the
former was only needed to define the latter).
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p ∈ D=018 (9)
T = ψ(p) ∈ T ∗9add1(p)add2(p) ψ(add1(p)) ∈ T ∗10 ψ(add2(p)) ∈ T ∗10
lr(T )0 18lr(p[0, 18])
rl(p[1, 11])
lr(p[4, 10])
rl(p[5, 9])
lr(p[8, 8]) = 8
Figure 10. Illustration of the definitions of the mappings lr(), rl(), add1() and
add2(). The edges added to the tree T = ψ(p) by add1() and add2() are drawn bold.
Note that for n ≥ 1 and any p ∈ D=02n (k), for x := lr(p) we have
(px, px+1) = (↗,↘) . (73)
For any n ≥ 2 and any lattice path p ∈ D=02n−2(k), k ≥ n−1, we define lattice paths add1(p), add2(p) ∈
D=02n (k + 1) as follows: We set x := lr(p) and define
add1(p) := (p1, ... , px,↗,↘, px+1, ... , p2n−2)(73)= (p1, ... , px−1,↗,↗,↘,↘, px+2, ... , p2n−2) , (74a)
add2(p) := (p1, ... ,↗,↘, px, px+1, ... , p2n−2)(73)= (p1, ... , px−1,↗,↘,↗,↘, px+2, ... , p2n−2) . (74b)
In terms of ordered rooted trees, ψ(add1(p)) is obtained from the tree ψ(p) by attaching an additional
edge to the leaf lr(ψ(p)). Similarly, ψ(add2(p)) is obtained from the tree ψ(p) by attaching an
additional edge to the parent v of lr(ψ(p)) to the left of the edge from v to lr(ψ(p)) (see Figure 10).
For any lattice path p ∈ D=02n (k) of the form p = p′ ◦ q with p′ ∈ D=02n′(n′), n′ ≥ 1, we clearly have
lr(p) = lr(p′) and therefore
addi(p) = addi(p′) ◦ q , i ∈ {1, 2} . (75)
Furthermore, for any lattice path p ∈ D=02n (n) of the form p = (↗) ◦ p′ ◦ (↘) with p′ ∈ D=02n−2(n− 1)
we have lr(p) = rl(p[1, 2n− 1]) = rl(p′) = 2n− lr(rev(p′)) and therefore
addi(p) = (↗) ◦ rev(addi(rev(p′))) ◦ (↘) , i ∈ {1, 2} . (76)
Lemma 23. Let n ≥ 2 and let X 02n(k, k + 1) and X 12n(k, k + 1) be the sets of flippable pairs defined
in (17) and (18), respectively. For all k = n, n+ 1, . . . , 2n− 1 we have
ϕ(F (X 02n(k, k + 1))) = {(add1(p), add2(p)) | p ∈ D=02n−2(k − 1)} , (77)
where add1 and add2 are defined in (74). Moreover, we have F (X 02n(k, k + 1)) = F (X 12n(k, k + 1)).
Informally speaking, Lemma 23 states that all flippable pairs from X 02n(k, k+ 1) or X 12n(k, k+ 1) —
more precisely, the lattice paths corresponding to the first vertices of these paths — are obtained
by considering all lattice paths p ∈ D=02n−2(k − 1) and by extending each of them by two steps,
specifically, by applying add1() and add2() to p.
Proof. For the proof we analyze the inductive construction of flippable pairs described in Section 3.2.
We first consider the parameter sequence α2i = (0, 0, . . . , 0) ∈ {0, 1}i−1 for all i = 1, . . . , n− 1, i.e.,
the sets of flippable pairs X 02n(k, k + 1), k = n, n+ 1, . . . , 2n− 1.
We first consider a fixed path P+ ∈ P∗2n+2 as in the definition of the set X ∗2n+2 in (15). By this
definition, there is path P ∈ P2n(n, n+ 1) and a path P̂ in one of the pairs from X 02n(n, n+ 1) with
fα2n(L(P̂ )) = L(P ) (78)
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such that P+ contains all except the first edge of P ◦ (0, 1) and all edges from fα2n(P̂ ) ◦ (1, 1). We
define the lattice paths pF := ϕ(F (P )) ∈ D=02n (n), pL := ϕ(L(P )) ∈ D−2n(n), p̂F := ϕ(F (P̂ )) ∈
D=02n (n), p̂L := ϕ(L(P̂ )) ∈ D−2n(n), and p+F := ϕ(F (P+)) ∈ D=02n+2(n + 1). By the definition in
(3), for α2n = (0, 0, . . . , 0) ∈ {0, 1}n−1 we have fα2n = rev, so the relation (78) shows that the
corresponding lattice paths satisfy(
rev(r(p̂L)), rev(`(p̂L))
)
= (`(pL), r(pL)) . (79)
Furthermore, by Lemma 13 we know that
(`(pS), r(pS)) = (`(pL), r(pL)) , (80a)
(`(p̂F ), r(p̂F )) = (`(p̂L), r(p̂L)) . (80b)
By the definition in (9) we have F (P+) = S(P ) ◦ (0, 0), implying that
p+F = pS ◦ (↘,↘) . (81)
Combining our previous observations we obtain
p+F
(81),(26b)
= (↗) ◦ `(pS) ◦ (↗) ◦ r(pS) ◦ (↘,↘)
(80a),(79),(80b)
= (↗) ◦ rev(r(p̂F )) ◦ (↗) ◦ rev(`(p̂F )) ◦ (↘,↘)
(26a)
= (↗) ◦ rev(p̂F ) ◦ (↘) . (82)
Rephrasing (82) in terms of bitstrings, we obtain that for any path P̂ in a flippable pair in X 02n(n, n+
1) and the corresponding path P+ in a flippable pair in X ∗2n+2 we have
F (P+) = (1) ◦ rev(F (P̂ )) ◦ (0) . (83)
To prove (77) we argue by induction over n. In this argument we will use that the sets of lattice
paths introduced in Section 4.1 satisfy
D>02n (n+ 1) ◦ (↘,↘) = (↗) ◦D=02n (n) ◦ (↘)
for n ≥ 1, which allows us to rewrite (19c) as
D=02n+2(n+ 1) = D
=0
2n (n+ 1) ◦ (↘,↘) ∪D=02n (n) ◦ (↗,↘) ∪ (↗) ◦D=02n (n) ◦ (↘) . (84)
The validity of (77) for the induction basis n = 2 follows directly from (13), the relations D=02 (1) =
{(↗,↘)},D=02 (2) = ∅ and the fact that add1(↗,↘) = (↗,↗,↘,↘) and add2(↗,↘) = (↗,↘,↗,↘).
For the induction step let n ≥ 2. We prove (77) for n + 1 assuming that this relation holds for n.
We distinguish the cases k = n+ 2, . . . , 2n+ 1 and k = n+ 1.
For k = n+ 2, . . . , 2n+ 1 we have
ϕ(F (X 02n+2(k, k + 1)))
(14)
= ϕ
(
F (X 02n(k, k + 1)) ◦ (0, 0)
) ∪ ϕ(F (X 02n(k − 1, k)) ◦ (1, 0))
∪ ϕ(F (X 02n(k − 1, k)) ◦ (0, 1)) ∪ ϕ(F (X 02n(k − 2, k − 1)) ◦ (1, 1))
(77)
= {(add1(p), add2(p)) | p ∈ D=02n−2(k − 1)} ◦ (↘,↘)
∪ {(add1(p), add2(p)) | p ∈ D=02n−2(k − 2)} ◦ (↗,↘)
∪ {(add1(p), add2(p)) | p ∈ D=02n−2(k − 2)} ◦ (↘,↗)
∪ {(add1(p), add2(p)) | p ∈ D=02n−2(k − 3)} ◦ (↗,↗)
(19a),(75)
= {(add1(p), add2(p)) | p ∈ D=02n (k − 1)} ,
where we used the induction hypothesis in the second step.
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For the case k = n+ 1 we obtain
ϕ(F (X 02n+2(n+ 1, n+ 2)))
(16),(83)
= ϕ
(
F (X 02n(n+ 1, n+ 2)) ◦ (0, 0)
)
∪ ϕ(F (X 02n(n, n+ 1)) ◦ (1, 0))
∪ ϕ((1) ◦ rev(F (X 02n(n, n+ 1))) ◦ (0))
(77)
= {(add1(p), add2(p)) | p ∈ D=02n−2(n)} ◦ (↘,↘)
∪ {(add1(p), add2(p)) | p ∈ D=02n−2(n− 1)} ◦ (↗,↘)
∪ (↗) ◦ rev({(add1(p), add2(p)) | p ∈ D=02n−2(n− 1)}) ◦ (↘)
(75),(76),(84)
= {(add1(p), add2(p)) | p ∈ D=02n (n)} ,
where we used the induction hypothesis in the second step, and in the last step also the relation
D=02n−2(n− 1) = rev(D=02n−2(n− 1)). This completes the proof of (77).
To complete the proof of the lemma it remains to show that F (X 02n(k, k+1)) = F (X 12n(k, k+1)). To
see this note that the first part of the above proof can be adapted for the parameter sequence α2i =
(1, 1, . . . , 1) ∈ {0, 1}i−1 for all i = 1, . . . , n − 1 and the resulting set of flippable pairs X 12n(k, k + 1)
simply by substituting (79) and (80) by the following primed versions of these equations:(
rev(pi1(r(p̂L))), rev(pi1(`(p̂L)))
)
= (`(pL), r(pL)) , (79′)
(`(pS), r(pS)) = (pi1(`(pL)), r(pL)) , (80a′)
(`(p̂F ), r(p̂F )) = (pi1(`(p̂L)), r(p̂L)) . (80b′)
In the derivation of (79′) we use that for α2n = (1, 1, . . . , 1) ∈ {0, 1}n−1 we have fα2n = rev • pi1,
and that the abscissas where the lattice paths p̂L and pi1(p̂L) touch the line y = −1 are the same.
The relations (80a′) and (80b′) follow from an application of Lemma 14. Applying (79′), (80a′) and
(80b′) instead of (79), (80a) and (80b) in the derivation of (82) yields the same resulting relation
p+F = (↗) ◦ rev(p̂F ) ◦ (↘) (here we use again that rev • pi1 = pi1 • rev and pi1 • pi1 = id). From this
point the proof continues as before, i.e., we have F (X 02n(k, k+1)) = F (X 12n(k, k+1)), as desired. 
By Lemma 23, the sets F (X 02n(k, k + 1)) and F (X 12n(k, k + 1)) are equal, so in the following we will
only consider F (X 12n(k, k + 1)) (everything we say also holds for F (X 02n(k, k + 1))).
The following lemma is an immediate corollary of Lemma 23.
Lemma 24. Let n ≥ 2 and let X 12n(n, n+ 1) be the set of flippable pairs defined in (18). We define
sets of pairs of lattice paths H1, H2 ⊆ D=02n (n)×D=02n (n) by
H1 :=
{(
(↗,↗,↘,↘) ◦ q, (↗,↘,↗,↘) ◦ q) | q ∈ D=02n−4(n− 2)} , (86)
H2 :=
{(
(↗) ◦ q1 ◦ (↗,↗,↘,↘) ◦ (↘) ◦ q2, (↗) ◦ q1 ◦ (↗,↘,↗,↘) ◦ (↘) ◦ q2
) |
qi ∈ D=02ni(ni) for i ∈ {1, 2} and n1 + n2 = n− 3
}
. (87)
Then every pair (p, p′) ∈ H1 ∪H2 is contained in the set ϕ(F (X 12n(n, n+ 1))).
Note that the pairs of lattice paths in H1 and H2 as defined above correspond exactly to the lattice
paths that arise as images under the mapping h in Lemma 21 and Lemma 22, respectively (see
(64) and (66)). Recall that these pairs of lattice paths correspond to pairs of ordered rooted trees
from T ∗n shown at the bottom left and bottom right of Figure 9. Consequently, for any pair (T, T ′)
of ordered rooted trees from T ∗n as shown at the bottom of Figure 9, there is a flippable pair
(P, P ′) ∈ X 12n(n, n+ 1) such that (T, T ′) = ψ(ϕ(F (P, P ′))).
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Proof. Consider any lattice path q ∈ D=02n−4(n − 2) and define p := (↗,↘) ◦ q. The lattice path
p is clearly contained in D=02n−2(n − 1), and using the definitions in (74) it is readily checked that
add1(p) = (↗,↗,↘,↘) ◦ q and add2(p) = (↗,↘,↗,↘) ◦ q. By Lemma 23 we therefore have
H1 ⊆ ϕ(F (X 12n(n, n+ 1))). To prove that H2 ⊆ ϕ(F (X 12n(n, n+ 1))) we repeat the same calculation
with the lattice path p defined by p := (↗) ◦ q1 ◦ (↗,↘) ◦ (↘) ◦ q2 for any two lattice paths q1 and
q2 with qi ∈ D=02ni(ni) for i ∈ {1, 2} and n1 + n2 = n− 3. This completes the proof. 
7. Proofs of Proposition 7 and 8
In this section we complete our analysis of the graph G(C12n+1,X 12n(n, n+1)) and present the proofs of
Proposition 7 and 8. In the previous two sections we have shown that the nodes of G(C12n+1,X 12n(n, n+
1)) correspond to plane trees with n edges, and that the edges of this graph correspond to elementary
transformations between those trees (removing a leaf of the tree and attaching it to a different vertex).
This section is structured as follows: We start by defining another graph Gn whose nodes are plane
trees and whose edges correspond to elementary transformations between the trees, and we prove
that this graph is connected and has many spanning trees (Lemma 25 and 26 below). The definition
of the graph Gn and its analysis are completely independent from anything mentioned before in
this paper (we only need the concept of plane trees). Of course the definition is motivated by our
knowledge about the 2-factor C12n+1 and the flippable pairs X 12n(n, n + 1), so in the last part of
this section we show that Gn is a spanning subgraph of G(C12n+1,X 12n(n, n+ 1)) (Lemma 27 below).
This implies that also G(C12n+1,X 12n(n, n + 1)) is connected and that it has the required number of
spanning trees, and proves Proposition 7 and 8.
7.1. The graph Gn. We begin by extending some of the notation about plane trees introduced in
Section 5.3. These definitions are illustrated in Figure 11 and Figure 12.
Thin/thick leaves, clockwise/counterclockwise-next leaves. We call a leaf u of a plane tree thin or
thick, if the degree of the neighbor of u is exactly 2 or at least 3, respectively. Clearly, for any tree
with at least two edges, every leaf is either thin or thick. Given two leaves u and v of a plane tree
T , we say that v is the clockwise-next or counterclockwise-next leaf from u, if all edges of T not on
the path p from u to v lie to the right or left of p, respectively.
Tree operations τ1, τ2 and the graph Gn. Consider any plane tree T with at least three edges and a
thin leaf u. Let u′ be the neighbor of u and v the second neighbor of u′. We define T ′ = τ1(T, u) as
the plane tree obtained from T by replacing the edge (u, u′) by the edge (u, v), such that in T ′ the
leaf u is the clockwise-next leaf from u′.
Consider any plane tree T with a thick leaf u whose clockwise-next leaf v is thin. Let u′ be the
neighbor of u. We define τ2(T, u) as the plane tree obtained from T by replacing the edge (u, u′) by
the edge (u, v).
The definitions of τ1 and τ2 are shown schematically in Figure 11.
For any n ≥ 1 we define a directed graph Gn whose nodes are all plane trees with n edges, and whose
edges capture the effects of the mappings τ1 and τ2. More formally, Gn is a directed graph with node
set Tn and two types of edges, called τ1-edges and τ2-edges: Any pair of trees T, T ′ ∈ Tn is connected
by a τ1-edge directed from T to T ′, if and only if T has at least three edges and a thin leaf u such
that T ′ = τ1(T, u). Furthermore, any pair of trees T, T ′ ∈ Tn is connected by a τ2-edge directed
from T to T ′, if T has a thick leaf u whose clockwise-next leaf is thin such that T ′ = τ2(T, u).
Figure 12 shows an example of this graph for n = 6.
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TT T ′T ′τ1(T, u) τ2(T, u)
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u
u
u
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u′u′
u′u′
vv
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deg = 2
deg = 2 deg ≥ 3
v is clockwise-next leaf from u
u is counterclockwise-next leaf from v
Figure 11. Definition of the transformations τ1 (left) and τ2 (right). The edges in
which the trees differ are drawn bold, and the grey areas represent arbitrary subtrees.
G6
6 leaves 5 leaves
4 leaves 3 leaves
2 leaves
Figure 12. The graph G6 with nodes are arranged in layers according to the number
of leaves of the corresponding plane trees. In the figure, τ1-edges are drawn as solid
lines, τ2-edges as dashed lines.
7.2. Properties of the graph Gn. Note that τ1 increases the number of leaves by one, and τ2
decreases the number of leaves by one (in Figure 12, all τ1-edges go from right to left, and all τ2-
edges from left to right). It follows that the subgraphs of Gn induced either by all τ1-edges or by all
τ2-edges, are acyclic. In particular, any pair of nodes of Gn is either not connected, or connected by
a single edge (τ1- or τ2-edge), or connected by a τ1-edge and a τ2-edge with opposite orientations.
We conclude that Gn does not have parallel edges with the same orientation or loops.
Lemma 25. For any n ≥ 1, the graph Gn is weakly connected.
Lemma 25 is equivalent to saying that any two plane trees T, T ′ ∈ Tn can be transformed into each
other by a sequence of applications of τ1, τ2 and the corresponding inverse mappings. In fact, for
the proof we will explicitly construct such a sequence of transformations.
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τ2(T4, u)
τ2(T5, u)
τ2(T6, u)
τ2(T7, u)
u
uuu
u
u
u
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u′
v
Figure 13. Notations used in the proof of Lemma 25.
Proof. For the reader’s convenience, the notations used in the proof are illustrated in Figure 13.
For n = 1 and n = 2 the claim is trivially true, as G1 and G2 only have a single node (|T1| = |T2| = 1).
For the rest of the proof, we consider a fixed n ≥ 3, so every tree T ∈ Tn has at least three edges.
To prove the lemma, it suffices to show that any tree T ∈ Tn can be transformed into Pn ∈ Tn, the
path with n edges, by a sequence of applications of τ1, τ2 and the corresponding inverse mappings.
To show this we fix a tree T ∈ Tn that has a thin leaf. We inductively define a sequence of trees
Ti, 0 ≤ i ≤ N , and a sequence of thin leaves vi of Ti as follows (see Figure 13): For the induction
basis we define T0 := T and let v0 be a thin leaf of T . For the induction step i → i + 1, i ≥ 0,
we proceed as follows: If Ti = Pn, then we are done and set N := i. Otherwise, we consider the
counterclockwise-next leaf u from vi in Ti (vi is thin by induction). If u is thin (case 1), then we
define Ti+1 := τ1(Ti, u) and vi+1 := vi (vi+1 remains thin, as vi and u have distance at least 3 in
Ti). If u is thick (case 2), then we define Ti+1 := τ2(Ti, u) and let vi+1 := u be the new leaf that has
been attached to vi (vi+1 is clearly thin). We refer to each step i → i + 1 as a τ1-step or τ2-step,
respectively, depending on whether case 1 or case 2 applies (note that τ1- and τ2-steps correspond
to τ1- and τ2-edges in Gn on the path from T0 to TN ).
Note that after the k-th τ2-step, the corresponding tree Ti+1 has a vertex v with a path consisting
of k edges attached to it (this vertex v corresponds to the original vertex v0 in T0). Further observe
that after a τ1-step, the counterclockwise-next leaf of vi+1 in Ti+1 is thick, i.e., the subsequent step
will be a τ2-step. In other words, a τ1-step is always followed by a τ2-step. Combining these two
observations shows that the above construction indeed yields a finite sequence of trees Ti, 0 ≤ i ≤ N ,
that ends with TN = Pn, as desired.
It remains to consider the case that T ∈ Tn has no thin leaves. In this case, all leaves of T are thick
(see e.g. the tree on the very left of Figure 13). It follows that T has a vertex v with two leaves u
and u′ as neighbors, such that u is the clockwise-next leaf from u′ (such a vertex v is given by any
leaf in the tree that is obtained by removing all leaves from T ). Let T ′ be the tree obtained from T
by replacing the edge (u, v) by (u, u′), i.e., T = τ1(T ′, u). The leaf u of T ′ is thin, and we proceed
by constructing a sequence of trees leading to Pn as above. 
The following is a considerable strengthening of Lemma 25.
Lemma 26. For any n ≥ 1, the graph Gn has at least 1422
b(n+1)/4c different spanning trees.
Proof. For any n ≥ 1, we define tn := 1422
b(n+1)/4c . For the rest of the proof we assume that n ≥ 7
as for n = 1, . . . , 6, we have tn ≤ 1, and then the claim follows directly from Lemma 25. In the
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τ1
τ1
τ1
τ13 + `
T0 T1 T (x)
Tx1 Tx2 Txk
(x1 . . . , xk)
= (0, 1, 0, 0)
T (x, y) ∈ Tn
u u′
plane(T (x)) plane(T (y))
T (xi, xi)
T (xi, xi)
T (xi+1, xi)
T (xi+1, xi)
T (xi+1, xi+1)
T (xi+1, xi+1)
T (xi, xi+1)
T (xi, xi+1)
T (x1, x1) T (x2, x2) T (x3, x3) T (xi, xi) T (xi+1, xi+1) T (x2k−1, x2k−1) T (x2k , x2k)
Ggrayn ⊆ Gn
bitflip 0→ 1 from
xi to xi+1
bitflip 1→ 0 from
xi to xi+1
· · ·
· · ·· · ·
Figure 14. Construction of trees and the subgraph of Gn in the proof of Lemma 26.
following we describe a subgraph of Gn that has at least tn different spanning trees. This proves the
claim with the help of Lemma 25. The construction of the subgraph of Gn is illustrated in Figure 14.
Defining k := b(n− 3)/4c and ` := n− 3− 4k, we clearly have k ≥ 1 (recall the assumption n ≥ 7)
and 0 ≤ ` < 4. Let T0 and T1 be the two ordered rooted trees with two edges shown at the top left
of Figure 14 (the roots are drawn bold). For any bitstring x ∈ {0, 1}k we define an ordered rooted
tree T (x) with 2k edges that encodes the bitstring x as follows: T (x) is obtained by gluing together
the trees Txi for i = 1, . . . , k at their roots from left to right (the gluing vertex becomes the root
of T (x)). For any two bitstrings x, y ∈ {0, 1}k we define the plane tree T (x, y) that encodes the
bitstrings x and y as follows: We take a star with 3 + ` edges and consider two of its leaves u and
u′ such that u is the clockwise-next leaf from u′. T (x, y) is obtained by gluing the trees plane(T (x))
and plane(T (y)) onto the leaves u and u′ of the star, respectively, where the trees plane(T (x)) and
plane(T (y)) are glued onto the star with the vertices that correspond to the roots of T (x) and T (y).
Note that T (x, y) has 3 + ` + 2 · 2k = n edges, so T (x, y) ∈ Tn. We state the following two simple
observations for further reference:
Observation 1: For any x, x′, y, y′ ∈ {0, 1}k, if (x, y) is different from (x′, y′), then T (x, y) and
T (x′, y′) are different plane trees (for this we need the star with 3 + ` edges in the definition of
T (x, y) which prevents that T (x, y) has any rotational symmetries).
Observation 2: For any x, x′ ∈ {0, 1}k, if x and x′ differ in exactly one bit, then for any y ∈ {0, 1}k,
the nodes T (x, y) and T (x′, y) are connected in Gn (one of these trees is mapped onto the other by
τ1). Similarly, if y, y′ ∈ {0, 1}k differ in exactly one bit, then for any x ∈ {0, 1}k, the nodes T (x, y)
and T (x, y′) are connected in Gn.
Let (xi)1≤i≤2k be a Gray code sequence of all 2k bitstrings of length k, i.e., for any i = 1, . . . , 2k− 1,
we have that xi and xi+1 differ in exactly one bit. We define
T grayn :=
{
T (xi, xi), T (xi, xi+1), T (xi+1, xi) | i = 1, . . . , 2k − 1
} ∪ {T (x2k , x2k)} . (88)
By Observation 1, all trees on the right hand side of (88) are different, i.e., |T grayn | = 3·(2k−1)+1. By
Observation 2, for any i = 1, . . . , 2k−1, the nodes T (xi, xi), T (xi, xi+1), T (xi+1, xi) and T (xi+1, xi+1)
form a 4-cycle Ci in Gn. We let Ggrayn be the subgraph of Gn on the node set T grayn with the edges of all
these 4-cycles Ci, i = 1, . . . , 2k − 1. Note that choosing any 3 from the 4 edges of Ci, independently
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for each i = 1, . . . , 2k − 1, yields a different spanning tree of T grayn . We conclude that T grayn has at
least 42k−1 = 142
2k+1 = 142
2b(n+1)/4c = tn different spanning trees, proving the lemma. 
7.3. Relation between the graphs Gn and G(C12n+1,X 12n(n, n + 1)). We now tie together the
results from all previous sections of this paper by showing that the graph Gn is a spanning subgraph
of G(C12n+1,X 12n(n, n + 1)). This implies that also G(C12n+1,X 12n(n, n + 1)) is connected and that it
has the required number of spanning trees.
Lemma 27. Let C12n+1 be the 2-factor defined in (7), X 12n(n, n+1) the set of flippable pairs defined in
(18), and G(C12n+1,X 12n(n, n+ 1)) the graph defined in Section 3.1. Furthermore, let Gn be the graph
defined in Section 7.1. For any n ≥ 1, the graph Gn is a spanning subgraph of G(C12n+1,X 12n(n, n+1)).
Proof. By Lemma 20, the number of nodes of G(C12n+1,X 12n(n, n+ 1)) is |Tn|, so this graph has the
same number of nodes as Gn. We map the nodes of G(C12n+1,X 12n(n, n + 1)) onto the nodes of Gn
as follows: Any node of G(C12n+1,X 12n(n, n+ 1)) corresponds to a cycle C of the 2-factor C12n+1, and
we map this node onto the plane tree T 1(C) ∈ Tn (which is a node of Gn), where T 1(C) is defined
in (63). It remains to show that under this bijection between the node sets of the two graphs, any
directed edge of Gn is also present in G(C12n+1,X 12n(n, n+ 1)).
We fix an arbitrary τ1-edge of the graph Gn from a plane tree T to another plane tree T ′, where
T, T ′ ∈ Tn. Let u be a thin leaf of T such that T ′ = τ1(T, u), let u′ be the neighbor of u and v the
second neighbor of u′ in T (see the left hand side of Figure 11). Recall that T ′ is obtained from T by
replacing the edge (u, u′) by the edge (u, v) such that in T ′ the leaf u is the clockwise-next leaf from
u′. We define the ordered rooted trees T̂ := root(T, (v, u′)) and T̂ ′ := root(T ′, (v, u)) (both from
T ∗n ), and the corresponding lattice paths p̂ := ψ−1(T̂ ) and p̂′ := ψ−1(T̂ ′) (both from D=02n (n)). By
Lemma 20 there are cycles C,C ′ ∈ C12n+1 such that T 1(C) = T and T 1(C ′) = T ′, so by the definition
in (63) we have h(T̂ ) ∈ ψ(ϕ(F (C))) and h(T̂ ′) ∈ ψ(ϕ(F (C ′))). We proceed to show that there is a
flippable pair (P, P ′) ∈ X 12n(n, n+ 1) such that ϕ(F (P, P ′)) = (h(p̂), h(p̂′)). This shows that there is
a directed edge in G(C12n+1,X 12n(n, n+ 1)) from C to C ′. Indeed, p̂ and p̂′ satisfy the preconditions
of Lemma 21 (compare the left hand sides of Figure 9 and Figure 11), i.e., their images under h
are of the form (64a) and (64b), respectively. It follows that (h(p̂), h(p̂′)) is contained in the set
H1 defined in (86). Therefore, by Lemma 24, (h(p̂), h(p̂′)) is contained in ϕ(F (X 12n(n, n+ 1))), i.e.,
there is indeed a flippable pair (P, P ′) ∈ X 12n(n, n+ 1) with ϕ(F (P, P ′)) = (h(p̂), h(p̂′)).
We fix an arbitrary τ2-edge of the graph Gn from a plane tree T to another plane tree T ′, where
T, T ′ ∈ Tn. Let u be a thick leaf of T such that T ′ = τ2(T, u), let u′ be the neighbor of u and v
the clockwise-next leaf from u in T (v is thin). Furthermore, among all neighbors of u′, let r be the
next one after u in the cylic (=counterclockwise) ordering of neighbors (see the right hand side of
Figure 11). Recall that T ′ is obtained from T by replacing the edge (u, u′) by the edge (u, v). We
define the ordered rooted trees T̂ := root(T, (r, u′)) and T̂ ′ := root(T ′, (r, u′)) (both from T ∗n ), and
the corresponding lattice paths p̂ := ψ−1(T̂ ) and p̂′ := ψ−1(T̂ ′) (both from D=02n (n)). By Lemma 20
there are cycles C,C ′ ∈ C12n+1 such that T 1(C) = T and T 1(C ′) = T ′, so by the definition in (63) we
have h(T̂ ) ∈ ψ(ϕ(F (C))) and h(T̂ ′) ∈ ψ(ϕ(F (C ′))). We proceed to show that there is a flippable
pair (P, P ′) ∈ X 12n(n, n+1) such that ϕ(F (P, P ′)) = (h(p̂), h(p̂′)). This shows that there is a directed
edge in G(C12n+1,X 12n(n, n+1)) from C to C ′. Indeed, p̂ and p̂′ satisfy the preconditions of Lemma 22
(compare the right hand sides of Figure 9 and Figure 11), i.e., their images under h are of the form
(66a) and (66b), respectively. It follows that (h(p̂), h(p̂′)) is contained in the set H2 defined in (87).
Therefore, by Lemma 24, (h(p̂), h(p̂′)) is contained in ϕ(F (X 12n(n, n + 1))), i.e., there is indeed a
flippable pair (P, P ′) ∈ X 12n(n, n+ 1) with ϕ(F (P, P ′)) = (h(p̂), h(p̂′)).
This completes the proof. 
41
We are now ready to prove Proposition 7 and 8.
Proof of Proposition 7. Combine Lemma 25 and Lemma 27. 
Proof of Proposition 8. Combine Lemma 26 and Lemma 27. 
8. Acknowledgements
The author thanks Rajko Nenadov, Markus Sprecher and Franziska Weber for helpful discussions
about this problem.
References
[BW84] M. Buck and D. Wiedemann. Gray codes with restricted density. Discrete Math., 48(2-3):163–171, 1984.
[Che03] Y. Chen. Triangle-free Hamiltonian Kneser graphs. J. Combin. Theory Ser. B, 89(1):1–16, 2003.
[DKS94] D. Duffus, H. Kierstead, and H. Snevily. An explicit 1-factorization in the middle of the Boolean lattice.
J. Combin. Theory Ser. A, 65(2):334–342, 1994.
[DSW88] D. Duffus, B. Sands, and R. Woodrow. Lexicographic matchings cannot form Hamiltonian cycles. Order,
5(2):149–161, 1988.
[FT95] S. Felsner and W. Trotter. Colorings of diagrams of interval orders and α-sequences of sets. Discrete Math.,
144(1-3):23–31, 1995. Combinatorics of ordered sets (Oberwolfach, 1991).
[GŠ10] P. Gregor and R. Škrekovski. On generalized middle-level problem. Inform. Sci., 180(12):2448–2457, 2010.
[Hav83] I. Havel. Semipaths in directed cubes. In Graphs and other combinatorial topics (Prague, 1982), volume 59
of Teubner-Texte Math., pages 101–108. Teubner, Leipzig, 1983.
[HKRR05] P. Horák, T. Kaiser, M. Rosenfeld, and Z. Ryjácek. The prism over the middle-levels graph is Hamiltonian.
Order, 22(1):73–81, 2005.
[Joh04] R. Johnson. Long cycles in the middle two layers of the discrete cube. J. Combin. Theory Ser. A,
105(2):255–271, 2004.
[Joh11] R. Johnson. An inductive construction for Hamilton cycles in Kneser graphs. Electr. J. Comb., 18(1), 2011.
[Kar72] R. Karp. Reducibility among combinatorial problems. In Complexity of computer computations (Proc.
Sympos., IBM Thomas J. Watson Res. Center, Yorktown Heights, N.Y., 1972), pages 85–103, New York,
1972. Plenum.
[KM09] K. Kutnar and D. Marušic. Hamilton cycles and paths in vertex-transitive graphs — current directions.
Discrete Mathematics, 309(17):5491–5500, 2009.
[Knu11] D. Knuth. The Art of Computer Programming, Volume 4A. Addison-Wesley, 2011.
[KT88] H. Kierstead and W. Trotter. Explicit matchings in the middle levels of the Boolean lattice. Order,
5(2):163–171, 1988.
[Lov70] L. Lovász. Problem 11, in Combinatorial structures and their applications. In Proc. Calgary Internat.
Conf. (Calgary, Alberta, 1969), pages xvi+508, New York, 1970. Gordon and Breach Science Publishers.
[Lov78] L. Lovász. Kneser’s conjecture, chromatic number, and homotopy. J. Combin. Theory Ser. A, 25(3):319–
324, 1978.
[MW12] T. Mütze and F. Weber. Construction of 2-factors in the middle layer of the discrete cube. J. Combin.
Theory Ser. A, 119(8):1832–1855, 2012.
[OEI11a] The On-Line Encyclopedia of Integer Sequences, Sequence A000108. http://oeis.org, 2011.
[OEI11b] The On-Line Encyclopedia of Integer Sequences, Sequence A002995. http://oeis.org, 2011.
[PR09] I. Pak and R. Radoičić. Hamiltonian paths in Cayley graphs. Discrete Math., 309(17):5501–5508, 2009.
[SA11] M. Shimada and K. Amano. A note on the middle levels conjecture. arXiv:0912.4564, September 2011.
[Sav93] C. Savage. Long cycles in the middle two levels of the boolean lattice. Ars Combin., 35-A:97–108, 1993.
[Sav97] C. Savage. A survey of combinatorial Gray codes. SIAM Rev., 39(4):605–629, 1997.
[SS99] I. Shields and C. Savage. A Hamilton path heuristic with applications to the middle two levels problem.
In Proceedings of the Thirtieth Southeastern International Conference on Combinatorics, Graph Theory,
and Computing (Boca Raton, Florida, 1999), volume 140, pages 161–178, 1999.
[SS04] I. Shields and C. Savage. A note on Hamilton cycles in Kneser graphs. Bull. Inst. Combin. Appl., 40:13–22,
2004.
[SSS09] I. Shields, B. Shields, and C. Savage. An update on the middle levels problem. Discrete Math.,
309(17):5271–5277, 2009.
[SW95] C. Savage and P. Winkler. Monotone Gray codes and the middle levels problem. J. Combin. Theory Ser.
A, 70(2):230–248, 1995.
