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Pestak, Thomas C. M.S. Egr., Department of Electrical Engineering, Wright State 
University, 2010. Development of an Efficient Super-Resolution Image Reconstruction 
Algorithm for Implementation on a Hardware Platform 
 
There is a growing demand from numerous commercial and military applications for images 
with ever-improving spatial resolution.    However, there are resolution-limiting factors inherent 
in all imaging systems.  Decreasing pixel sizes and/or increasing sensor arrays are not always 
viable.  Super-Resolution (SR) Image Reconstruction is an image processing technique that 
restores a high-resolution (HR) image from a series of low-resolution (LR) images of a particular 
scene.  Recently, there has been extensive research on robust SR algorithms used for post-
processing.  The goal of this thesis is to explore the current SR research and design 
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The goal of this thesis is to attain an understanding of Super-Resolution (SR) image 
reconstruction and use that knowledge to design SR algorithms efficient enough for near real time 
implementation.  This thesis is divided into four sections.  Section 1 presents a review of the 
theory, development, applications, and implementations of SR image reconstruction.  Section 2 
employs the models and theorems of the first section to design an efficient SR algorithm.  Section 
2 also provides an in-depth look into image registration, the relationship between sampling grids, 
and an efficient approach to non-uniform interpolation.  Section 3 submits five different 
benchmarks for measuring the quality of the output images of the algorithm.  These are: A sum 
squared error analysis, a measure of average pixel error, a count of correct pixels, a structural 
similarity measurement index, and a visual analysis aided by generating a scaled-pixel-error 
image.  Using these benchmarks, three separate sets of undersampled images (low, medium, and 
high detail) were resolved to higher resolutions.  The results were compared with the output of 
MATLAB‟s cubic interpolation function to demonstrate the effectiveness of the Super-Resolution 
algorithm.  The optimization and performance of the algorithm are presented as they pertain to 
hardware implementation.  Section 4 reviews the effectiveness of the SR image reconstruction 
(based on the results of section 3), maintains the desirability of the design approach over matrix-
inversion based methods, and proposes future research to enhance the capabilities of the 
algorithm.  Lastly, there is an appendix with some coding examples, followed by a list of 







Super-Resolution (SR) image reconstruction refers to image processing techniques 
designed for increasing (or restoring) the spatial resolution of images – in most cases by fusing a 
series of undersampled , low-resolution (LR) images to generate one high-resolution (HR) image.  
Definitions given in SR research vary although they generally describe: 
1.) The mathematical model for SR image reconstruction 
 2.) The goals of SR image reconstruction 
Elad, Takeda, and Milanfar define SR image reconstruction using elements of the model which 
gives: “…an inverse problem that combines denoising, deblurring, and scaling-up tasks, aiming 
to recover a high quality signal from degraded versions of it.” [6]  A goal-oriented definition, 
given by Chadhuri reads: “…super-resolution is largely known as a technique whereby multi-
frame motion is used to overcome the inherent resolution limitations of a low-resolution camera 
system.” [4] 
 
1.2 Early Work 
Thomas S. Huang and R.Y. Tsai were the first to propose a method for SR image 
reconstruction [8].  They proved that a HR image could be restored given a sequence of LR 
images of the same scene.   They referred to their method as Multiframe Image Restoration and 
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Registration.  The defined goal was “restoring a high-resolution image from a sequence of low-
resolution, undersampled, discrete frames of a moving object.” The motivation for their work was 
the images taken from a LandSat satellite.  These images were slightly different from each other 
following each orbit of the satellite.  The problem consisted of two parts – registration, or the 
estimation of the relative shifts between the slightly-differing images, and restoration, or the 
interpolation on a higher resolution grid.  The flow diagram developed by Huang and Tsai is 





Figure 1 – Original flow diagram 
 
Huang and Tsai exploited the aliasing relationship between the discrete Fourier 
Transform (DFT) and the continuous Fourier Transform (CFT) to estimate the relative shifts 
between frames, or samples, of an ideal image signal. 
S.P. Kim, N. K. Bose, and H. M. Valenzuela broadened this technique to include removal 
of the noise and blur present in the LR samples.  They expanded the flow diagram (shown in 
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Figure 2 – Flow Diagram with Filtering Stage 
 
This flow diagram remains the basis for most SR algorithms, with differences appearing 
only in terminology.  The main difference is the term „reconstruction‟ is generally given as 
„Interpolation‟ and the removal of noise and blurring is given as „restoration‟.  Also, the 
interpolation and restoration stages can be interchanged.  Most SR algorithms follow this R-I-R, 
or R-R-I sequence.  Figure 3 is an example. 
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Combined processing algorithm 
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1.3 Observation Model 
SR image reconstruction is modeled as an inverse problem.  That is, the goal of SR is to 
reverse the effects of undersampling, blurring, and warping that relate the LR images to a desired 
HR image.  Figure 4 is an observation model that includes these effects [12]. 
 
    
 
 
Figure 4 – Observation Model [12] 
 
1.4 Mathematical Model 
Mathematically, this is given as [12]: 
              for       
Where      represents   LR images 
  is the subsampling matrix which downsamples a HR image of dimensions 
          into an aliased LR image of dimensions        
   is the blur matrix which could also be represented as simply   if the only 
blurring is from the sensor which remains unchanged between image 
acquisitions– i.e. the point spread function (PSF) of the imaging system. 
Down Sampling Sampling Continuous 
scene 
kth Observed 
















Desired HR Image X kth Warped Image    
 
Noise    
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   is a warping matrix that describes the motion that occurs during acquisition 
of the LR images 
  is the desired HR image 
   is additional noise 
 
1.5 Motivation 
Trade-offs exist between the physical size, economic cost, quality, and subsequent spatial 
resolution of imaging systems.  For the case of optical digital cameras using either Charge-
Coupled Devices (CCD) or Complimentary Metal-Oxide Semiconductor (CMOS) sensors, the 
manufacturing techniques for greater spatial resolution (more pixels per image) requires either: 
1.) Reduction in sensor size  
2.) Increase in chip size 
Reducing sensor size (pixels) has limits.  Decreasing optical pixels naturally decreases 
the number of captured photons per exposure, which increases noise.  This happens because light 
sources generally emit photons randomly (approaching Gaussian Distribution), and the 
uncertainty (standard deviation) associated with this randomness is directly proportional to the 
width of a photon-capturing pixel.   This phenomenon is known as photon shot noise.  Therefore, 
doubling the width of a pixel effectively doubles the signal to noise ratio (SNR) and inversely, 
shrinking the width decreases the SNR [3]. 
Increasing chip size allows more pixels per frame without decreasing the physical size of 
a pixel.  Modern digital SLR cameras are designed with sensor sizes greater than compact digital 
cameras, leading to larger overall chip sizes.  However, increased chip sizes generate increased 
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capacitance which slows the rate of charge transfer.  In addition, large chips sizes cost more and 
are not feasible for many applications with size and weight limitations. 
In infrared imaging systems, the ratio of the size of the sensor array to the detection area 
of individual sensors (otherwise known as Fill Factor) is small (compared to optical systems) 
because of the need to properly isolate sensors [7].  Because of this requirement, the number of 
sensors is limited, the Nyquist sampling rate is not met, and aliasing occurs.  SR image 
reconstruction, therefore, is a viable technique for taking the undersampled LR images and using 
them to reconstruct a HR image. 
There are physical limits and cost trade-offs to image acquisition.  Because of this, image 
processing algorithms represent opportunities for increased spatial resolution when 
manufacturing techniques are not feasible.  With exhaustive research on single image 
interpolation, which is inherently limited in its ability to recover higher frequency components, 
SR image reconstruction is a promising and relatively new development in image processing. 
 
1.6 The Sub-Pixel Requirement 
Single image interpolation (which acts as a low-pass filter) cannot recover the higher 
frequencies lost or aliased during acquisition (sampling).  Because of this, SR image 
reconstruction is inherently different from single image interpolation.  SR image reconstruction, 
therefore, requires that the LR images contain some independent information describing the scene 
from which they were sampled.  An integer shift in pixels contains only redundant information 
which renders SR image reconstruction impossible.  What is required for successful 
reconstruction is a fractional or “sub-pixel” shift in data across the sensor array between samples 
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[10].   If such sub-pixel shifting occurs between aliased LR images, there is new information that 
can be used to restore a HR image. 
 
1.7 Sub-Pixel Shifting 
Understanding sub-pixel shifts reveals an intuitive look at the registration stage of SR 
image reconstruction.  In the images below, the black, curved line is a continuous scene sampled 
4 times.  The dotted, curved line represents the position of the black line in the reference frame.  
Despite the fact that the motion between the reference frame and subsequent “looks” of the same 
scene is only a fractional or sub-pixel distance, the sampled representation is very different.  In all 
cases, there is unique information about the scene.  This new information can be exploited to 




Figure 5 – Illustration of Sub-Pixel Translations Highlighting Structure 
The above example is trivial and assumes a binary pixel precision – that is, if any part of 
the curved black line falls within a pixel, that pixel is on.  Imaging sensors convert light into 
voltage over a range of intensities.  For the case of 8-bit, grayscale pixel values, where 0 
represents black and 255 represents white, the scene above would produce sampled images 




Figure 6 – Illustration of Sub-Pixel Translations Highlighting Intensity 
 
The 8-bit precision of the imaging sensors provides unique information between frames 






1.8 Application  
SR image reconstruction is practical in any instance where multiple images of the same 
scene can be obtained.  As such, there are many practical applications for SR image 
reconstruction. 
1.8a Satellite Imagery 
Satellite imagery is one obvious application, and was the driving motivation behind 
Huang and Tsai‟s SR development.   If the slight offsets between images taken from separate 
orbits are of sub-pixel accuracy, SR image reconstruction is viable.  Land-cover-mapping is an 
area where SR techniques are necessary for resolving landscape features, especially rural hedges 
and other thin formations. 
1.8b Infrared Imaging 
 The maximum resolution of a far-field imaging system is diffraction limited by the size 
of the wavelength being detected - for Mid-Wave Infrared (MWIR), this is 3 to 8 micrometers.  
This is significantly longer than the 400 to 700 nanometer wavelengths of visible light.   Pixels 
sizes (detector elements) must be large enough to stay within diffraction limits for MWIR 
imaging.  Using detector materials with very high quantum efficiency, MWIR systems can 
operate at very high speeds despite being resolution limited.  For less state of the art MWIR 
systems, resolutions are limited by large fill factors required for electrical and thermal isolation of 
pixels [1].  In both cases, SR image reconstruction can be used to overcome these limitations.  A 
technique called controlled microscanning is the basis for the sampling.  Controlled 
microscanning involves calibrated, sub-pixel, translational movement of the imaging sensor 
which, over time, projects multiple sub-pixel shifted images of the same scene onto the sensor 
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grid [15]. The controlled movement is usually accomplished with a piezo-electric element [7].   In 
essence, microscanning provides all the necessary requirements for SR image reconstruction.  
  
1.8c Video 
The sub-pixel motion requirement necessary for SR image reconstruction does not have 
to come from movement of the imaging system.  In the case of a video sequence, global motion 
of objects in the scene may be adequate in the temporarily shifted frames, even if the camera 
remains static.  For static scenes, SR image reconstruction is viable so long as long as sub-pixel 
accuracy can be attained due to vibrations in the camera [2]. 
1.8d Region of Interest (ROI) Enhancement and Digital Zoom 
The enhancement of smaller, ROI objects within a field of view (FOV) is very important 
in imaging, especially surveillance.  An example of this is digital zoom, where a ROI is 
upsampled (“blown up”) to the dimensions of the original FOV.  This is almost always 
accompanied by some form of single image interpolation. 
Using SR image reconstruction, multiple LR images of the ROI can improve upon the 
limitations of single image interpolation.  For example, an imaging system capable of recording a 
particular FOV with pixel dimensions of 100 x 100 at a rate of 10 frames per second (FPS) can 
theoretically record a 10x10 pixel ROI at 1000 frames per second without exceeding the 
bandwidth limitations of the system - in both cases, 100,000 pixels are captured per second.  This 
increased sampling rate is necessary to capture multiple images of a fast-moving target and 
maintain sub-pixel accuracy between the frames.  Tracking a license plate leaving the scene of a 
crime or an enemy missile streaking across the sky are two such examples. 
1.8e Medical Imaging 
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SR image reconstruction is useful in resolution-limited imaging systems such as 
computed tomography (CT) and magnetic resonance imaging (MRI) which can easily acquire 
multiple images of the same scene.   
 
1.9 Methods 
1.9a Non-Uniform Interpolation 
The non-uniform interpolation method of SR image reconstruction is the most intuitive.  
It is based on the Non-Uniform sampling theorem developed by Clark et al. [5].  They developed 
an algorithm for the 2-D case based on nearest neighbor interpolation.  The algorithm begins with 
a search of samples within a “sector” where the point to be interpolated is at the center of the 
sector.  The samples are given a weight based on their Euclidean distance from the center point.   
The advantage of non-uniform interpolation is low computational cost, making it ideal for real-
time applications.  It is limited in that it requires either a priori knowledge of sub-pixel shifts 
between frames or very accurate sub-pixel registration through a motion estimation algorithm.  In 
addition, this method assumes equal noise and blur across all LR images. 
1.9b Frequency Domain 
The Frequency Domain approach, developed by Tsai and Huang exploits the shifting 
property of the Fourier transform and the aliasing relationship between the CFT of an HR image 
and the DFT of observed LR images.  Global translational motion between the HR image ( ) and 
the “new look” of the same scene (    can be written as [12]:  
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After    is sampled to produce   , the relationship between   (the CFT of the HR image) and 
  (the DFT of the  th sampled LR image) can be written as: 
     
Where     contains the DFT coefficients of all the LR images 
  contains the unknown samples of the CFT of the HR image   
  is an invertible matrix that relates the DFT of the LR images to   
Solving for the unknown HR image x requires first solving the invertible matrix   
The Frequency Domain approach needs no prior knowledge of motion (sub-pixel offsets) 
in the spatial domain.  This is beneficial when that information is unknown.  The drawback to the 
Frequency Domain approach is that it can only consider global translational motion since it relies 
on the shifting property of the Fourier Transform. 
1.9c Regularization Methods 
Most forms of SR image reconstruction are ill-posed because of the inverse nature of the 
model.  However, the problem can be regularized assuming there are estimates of the motion 
parameters (sub-pixel shifts) and a priori knowledge of the solution.  This allows SR image 
reconstruction to be well-posed .  An advantage to regularization methods is the ability to more 
robustly model noise in the system [12]. 
1.9d Other Methods 
A Projection onto Convex Sets method was developed by Stark and Oskoui [16].  An 
Iterative Back-Projection method was developed by Irani and Peleg [9] to reduce the difference 
between LR images.  An adaptive filter method was developed by Elad and Feuer [6].  The 
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benefit to this method is it an iterative optimization algorithm more suitable for hardware 
implementation (much less computationally costly) instead of a matrix inversion. 
Boorman and Stevenson present an overview of various SR image reconstruction 
approaches in [2]. 
1.9e Assumptions 
The methods for SR image reconstruction vary in complexity depending on the 
assumptions made about the system.  Modeling noise and blur is much easier if it is assumed 
constant between LR samples.  Also, assuming known global translational motion greatly 
simplifies the computational complexity of the problem since non-uniform interpolation, or 
adaptive filtering can be utilized.  Since the computational complexity given in Big-O notation of 
matrix inversions is O(n3)  for standard matrix inversion algorithms such as the Gauss-Jordan 
elimination matrix, inversions do not scale well in hardware and are ill-conceived for real-time 
hardware implementation[13].  Because of this, I propose to develop an SR image reconstruction 
algorithm based on a non-uniform interpolation approach with the goal of high quality image 
reconstruction at near real-time performance.  The design will assume known global translational 








All algorithm modeling, testing, and simulation were completed using MATLAB 7. 
 
2.2 Motion 
The inputs to the algorithm are the LR image acquisitions and the sub-pixel shifts that 
exist between them.  Using techniques like microscanning enables a priori knowledge of the 
global sub-pixel motion between images before processing.  If the motion is not known after 
image capture, a Fourier analysis using the Fast Fourier Transform (FFT) can estimate the motion 
between images based on the shifting property of the Fourier transform.  In either case, the 
algorithm assumes known global translational motion between images – which is necessary for 
non-uniform interpolation. 
 
2.3 LR Image Acquisitions 
In all cases, a digital HR image was used to represent the “continuous scene” of the 
model.  This was for ease of testing and analysis.  LR images were acquired from the HR image 
by upsampling, shifting over integer pixel distances before downsampling by a severe factor.  
This practice has been used by Vandewalle et al [17] and Jahanbin et al [10]. 
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Three different images with varying levels of detail were used to represent the continuous 
scene.  Figures 7-9 shows the images used and examples of sampled LR frames. 
 
Figure 7 – Low Detail Scene.  The globe contains large areas of uniform intensities as well as sharp edges on the coastlines.  The 
scene is 168x168 pixels and the shifted acquisitions are downsampled by a factor of 4. 
 
Figure 8 – Medium Detail Scene.  Much of the information in the Lenna image is contained in lower frequencies.  The areas around 
her hat and feathers provide higher frequency components.  The scene is 512x512 pixels and the shifted acquisitions are downsampled 





Figure 9 – High Detail Scene.  This image of bricks is often used as an example of Moire patterns.  The periodic nature of the bricks 
and their high frequency reveals strong aliasing artifacts after sampling.  The scene is 512x512 pixels and the shifted acquisitions are 
downsampled by a factor of 4. 
 
2.4 Upsampling Factor 
The upsampling factors chosen were values that resolved the LR images to the exact 
dimensions of the scene image.   
 
2.5 Number of LR Images 
The optimal number of LR Images depends on the amount of detail present in the images, 
the sub-pixel offset values, the upsampling factor, as well as the interpolation approach.  In all 
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cases, at least 12 LR image acquisitions were used to ensure that there was ample data present to 
resolve to a higher resolution grid. 
 
2.6 Grids 
2.6a HR Grid 
Given the LR image acquisitions of the dimension      the HR grid dimension is: 
        
where    and    are the respective scaling factors for the   and   dimensions, as shown in Figures 
10 and 11.  The HR grid points are interpolated from the LR data in the final stage of the 
algorithm. 
 
     
 
 
Figure 10 – LR Grid        Figure 11 - HR Grid 
                
LR Grid 
                    
HR Grid 
(0,0)   (0,3) 
(0,0)          (0,7) 
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2.6b Registration Grid 
Given the LR image acquisitions of the dimension     and the HR grid of dimension 
        , the registration grid is a fractional grid containing          grid points in the   and 
  dimensions respectively, with the addresses of those grid points scaled between 0 and    for the 
  dimension and 0 and    for the   dimension.  Each grid point in the registration grid 
corresponds to an HR grid point.  In Figure 12, two LR images with sub-pixel translations are 
overlaid against the registration grid to illustrate the Euclidean distance between pixel locations 
of the grid points 
 
      
       
[Figure 12  




                             ,                          
                           
LR Image1 
                           
LR Image2 




2.7 Gate Sizing 
Clark et al. described a mapping algorithm based on nearest neighbor interpolation for 
reconstructing two-dimensional functions from non-uniformly spaced samples [5].  This 
algorithm assumed a hexagonal lattice as the sampling set as opposed to a square pixel grid.  A 
search process divided into 6 hexagonal sectors mapped the vector angle between sample points 
and the central grid point.   It was shown that for homogenously-distributed, non-uniform sample 
data, this isotropic search scheme produced quality results.  Taking this into consideration, I 
chose an isotropic search scheme since the global sub-pixel motion between LR images in SR 
image reconstruction is homogenous - due to global disturbances to the sample grid. 
In my algorithm I chose to use an isotropic search to store the radial distance of LR 
sample points from the grid point to be interpolated.  Instead of nearest neighbor interpolation, I 
chose an interpolation scheme that linearly weighs LR data points.  The searching parameter is 
known as the interpolating gate.  Figure 13 demonstrates the gate search layout.  It is important to 
recognize that the algorithm developed by Clark et al. considered only the locations of samples to 
be relevant data and used this information to smooth an unknown function.  For an image 
processing application, the intensities of the LR sample points (8-bit grayscale values) are as 
important to determining the value of the HR grid point as the locations of the LR sample points.  
The gate search and linear weighting interpolation uses both sets of data from the LR sample 




Figure 13 – HR grid point (3,3) shown with 3 different interpolation gates.  The smallest gate shown, which searches 0.5 HR pixels 
isotropically, finds only 1 LR sample point: (2,2) from LR Frame 4.  The largest gate shown finds 9 different LR sample points. 
 
Optimal gate sizing depends on the number of LR images, the homogenous nature of the 
LR samples, (dependant on the sub-pixel offsets) and the frequency components of the scene 
image.  A gate size which is too small will result in certain HR grid points without even a nearest 
neighbor LR sample to be interpolated from.  A gate size that is too large will filter out all the 
higher frequency components – which SR image reconstruction is meant to restore.  Figure 14 
shows both cases: 
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Figure 14 – A very small gate size produced the image on the left.  All of the missing HR grid points are black because they contain 
no data.  (Grayscale 0 = Black)  A very large gate filtered all the high frequency components out of the image on the right. 
 
2.8 Linear Interpolation 
The non-uniform interpolation I used assigns weighted coefficients to the grayscale values of the 
LR pixels that are proportional to the distance from the edge of the gate, or, inversely 
proportional to their distance from the interpolated pixel.  The value of the interpolated pixel, 
then, is a linear sum of products divided by the total weight within a gate search.  If        is a 
grid point of our desired HR image, and there are   LR sample data          within   HR units 
of      , then        can be written as:  
       
     
 
   
   
 
   
 
Where: 
                      
  
Figure 15 is an example of this weighted interpolation. 
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Suppose the  represents a LR sample located .3 HR pixel units away from the HR 
point  , with a grayscale intensity of 100 as shown in Figure 15.  Similarly, the  represents a 
LR sample .7 HR pixel units away with a grayscale intensity of 150.  And the  represents a LR 
sample .8 HR pixel units away with a grayscale intensity of 200.  The gate value is 1 HR pixel 
units, represented by the dashed circle.  From the equation, the value of            is : 
           
                                
           
      
 
 
Figure 15 – Interpolation Example. 
  
          
            
          





2.9a First Stage 
The first stage of the algorithm is acquiring all relevant parameters for the SR image 
reconstruction.  These parameters include: 
1. The LR input images 
2. The sub-pixel translational shifts, associated with the LR input images 
3. Grid dimensions for HR, from a scale factor applied to the LR dimensions 
4. The value of the interpolating gate 
5. The continuous scene image, used for analysis in post-processing 
2.9b Second Stage 
The generation of the registration grid, the associated (scaled) SR grid, and the weighting 
matrix occurs during the second stage of the algorithm. 
2.9c Third Stage 
The following pseudocode describes the third stage of the algorithm – the search and store stage: 
for (number of images) 
 for (x_index of registration grid) 
  for(x_index of LR images) 
   find(x_distance(registration grid point, LR sample)) 
   if(x_distance < gate) 
    for(y_index of registration grid) 
     for(y_index of LR images) 
      find(y_distance(registration grid point, LR sample)) 
      if (y_distance < gate) 
      store(x_distance^2 + y_distance^2) 
      add(weight->weight_matrix(x_index, y_index)) 
      add(LR pixel value -> SR grid(x_index, y_index)) 




The algorithm compares the distances between the addresses of the LR data points and the 
registration grid points and stores the pixel value and the distance into the appropriate matrices as 
long as the distance is smaller than the gate value.  The “SR_grid” generated at the end of stage 3 
is the desired HR image.   
2.9d Fourth Stage 
Stage 4 is where filtering, testing, displaying, and all other post-processing takes place.  
Specifically, the algorithm can be adjusted to perform any of the following tasks: 
1. Filter the HR image with any deblurring matrix, performing value scaling to stabilize any 
noise. 
2. Convert SR_grid, a matrix of values, into an 8-bit integer image file format. 
3. On a pixel by pixel basis, quantitatively compare the HR image to the continuous scene 
using a number of measurement techniques. 
4. Compare the results of step 3 to those of a single interpolated LR image. 
5. Display the HR image, continuous scene, and upsampled LR image to qualitatively 
compare the results of the SR image reconstruction algorithm. 




A simple, yet effective optimization of the code was to window the searches in the y 
dimension.  Instead of an exhaustive search checking every LR sample in the y-dimension against 
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a particular registration grid point, the code was adjusted to only compare LR samples within a 
gate‟s width.  This dramatically cut down on the number of loop iterations. 
 
2.11 VHDL Considerations 
Since most FPGAs only synthesize fixed point values, precision errors become a 
significant factor when dealing with floating point numbers.  Initially, the IEEE double-precision 
floating point standard was the data type used for calculations in the algorithm.  A separate port 
of the algorithm was written in MATLAB which scaled all floating point values by a large factor 
(  ) to maintain some of the precision before converting the values to an integer format.  All 
calculations were performed on the integer values which introduced rounding error.  Fortunately, 
there is very little error propagation in the algorithm.  The results of the MATLAB simulations 
show that the rounding errors introduced by the integer conversion were not substantial, since the 





TESTING AND ANALYSIS 
 
The primary goal of SR image reconstruction is a HR output image.  The testing 
benchmarks for the algorithm are: 
1.) A Sum Squared Error analysis of the HR image  
2.) A Measure of Average Pixel Difference between Scene image and HR image 
3.) A Count of the Total Correct Pixels 
4.) Structural Similarity Index (SSIM) 
5.) Visual (qualitative) Analysis 
The secondary goal of this algorithm is near real-time processing.  Processing time was 
recorded for every test. 
A non-shifted LR sample of each scene image was interpolated and used as a baseline 
measure of quality.  The interpolation method used was MATLAB‟s cubic interpolation function.  




3.1 Globe Test (Low Detail Scene) 
The globe contains large areas of uniform intensities as well as sharp edges on the 
coastlines.  The LR images were sub-pixel shifted and then downsampled by a factor of 4.  Figure 
16 shows the scene image, Table 1 lists the   and   sub-pixel translations of the LR images for 
the Globe test.  
 









































Table 1 – LR Inputs to Globe  Test 
LR Image # LR Image  shift  shift 
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3.1a Sum Squared Error 
Sum Squared error measures the precision of the algorithm.  The majority of the error is 
contained in the highly divergent pixels since their values are squared.  Missing pixels can greatly 
increase the sum squared error of images since they are forced to „0‟ (black).  This occurs when 
the gate values are too small to find any LR image data.  The sum squared error    between the 
scene image    and the super-resolved HR image    was calculated using: 





   
 
The results were calculated over a range of interpolating gate values for the algorithm.  
As a baseline, the sum squared error was calculated between the scene image and a single-frame 
interpolation of a non-shifted LR sample.  This value is        .  Table 2 shows three different 
HR image outputs and their associated sum squared error.  Figure 17 shows the sum squared error 
over a range of gate values. 
Gate Value = 0.2 Gate Value = 0.8 Gate Value = 1.5 
   
         
           
           
  




Figure 17 – Sum Squared Error Measurement for the Globe Test 
 
3.1b Average Pixel Difference 
The average pixel difference is less susceptible to highly divergent pixels than the sum 
squared error measurement.  As such, missing pixels, caused by small gate values, do not 
contribute as much to noise.   Instead, large gate values which low-pass-filter the data have a 
greater effect on the average pixel difference than they do in the sum squared error measurement 
(where they stabilize divergent pixels). The average pixel difference  
 
 between the scene image 
   and the super-resolved HR image    was calculated using: 
   









Figure 18 shows the average pixel difference (in 8-bit grayscale units) over a range of 
gate values.  As a baseline, the average pixel difference was calculated between the scene image 
and a single-frame interpolation of a non-shifted LR sample.    
 
Figure 18 – Average Pixel Difference Measurement for the Globe test 
 
3.1c Correct Pixels Count 
A count of correct pixel values is a simple way to determine the algorithm‟s ability to 
resolve a target HR image.  However, higher correct pixel counts do not necessarily indicate 
higher quality images.  An image processed with a severely low gate value (resulting in high sum 
squared error) can have as many correct pixels as images with much lower sum squared error.  
Table 3 demonstrates this.  Figure 19 shows the correct pixel count over a range of gate values. 
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Gate Value = 0.17 Gate Value 0.75 Gate Value = 1.0 
   
Correct Pixels = 1279 Correct Pixels = 1300 Correct Pixels = 970 
Table 3 – The number of correct pixels between various HR output and the scene image 
 





3.1d Structural Similarity  
The quality of SR image reconstruction is often demonstrated visually.  As has been 
shown in the results above, error is not always strongly correlated with visual perception (or lack 
thereof).  Wang et al. developed a quality index called Structural Similarity (or SSIM) based on 
the degradation of structural components.  It has been demonstrated it to be a more accurate 
measure of visual quality[10][18].  The range of SSIM is              where 1 is perfectly 
equal data.  The mean structural similarity (MSSIM) is calculated using the source code from 
[19].  Table 4 shows 3 different HR output images and their associated MSSIM index.  Figure 20 
shows the MSSIM index over a range of gate values. 
Gate Value = 1.5 Gate Value 0.4 Gate Value = 0.3 
   
MSSIM = .76407 MSSIM = .82801 MSSIM = .22039 




Figure 20 – Measure of MSSIM index for the Globe test 
 
3.1e Visual Analysis 
Table 5 shows the scene image, an interpolated non-shifted LR image, and the highest 
quality SR reconstructed image based on subjective observation.  Another way to visually 
determine image quality (as a comparison) in the spatial domain is to generate an image of scaled 
pixel error, where white represents high divergence and black represents equal pixels.  These 
images generally show the frequency response in the spatial domain.  Very sharp white edges 
demonstrate an image that passes most high frequency components.  Blurred edges, inversely, 
demonstrate an image‟s inability to capture the higher frequency components of the scene image.  
Table 6 compares the cubic interpolation of a single non-shifted LR sample of the scene image 
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with the highest quality SR reconstructed image.  Tables 5 and 6 demonstrate the superior 
reconstructive ability of the SR image reconstruction algorithm over a cubic interpolation of a 
single LR sample. 
Scene Image LR Interpolated Image Subjective Best HR Image  
   
Table 5 – Visual Demonstration of SR Quality for the Globe test 
 
Table 6 – Scaled Pixel Error for the Globe test.  Higher intensities (white) demonstrates greatest error. 
  




3.2 Lenna Test (Medium Detail Scene) 
The famous Lenna image contains medium detail overall with low frequency components 
in the background and high frequency components around her hat and feathers.  The LR images 
were sub-pixel shifted and then downsampled by a factor of 8.  Figure 21 shows the scene image, 
Table 7 lists the   and   sub-pixel translations of the LR images for the Lenna test.  
 




1 .1 .9 
2 .9 .9 
3 .9 .1 
4 .7 .3 
5 .7 .7 
6 .3 .7 
7 .9 -.1 
8 .9 -.9 
9 .1 -.9 
10 .3 -.7 
11 .7 -.3 
12 .7 -.7 
13 -.1 -.9 
14 -.9 -.9 
15 -.9 -.1 
16 -.7 -.3 
17 -.7 -.7 
18 -.3 -.7 
19 -.9 .1 
20 -.9 .9 
21 -.1 .9 
22 -.3 .7 





Table 7 – LR Inputs to Lenna test with LR_24 shown as an example 
  
LR Image #  shift  shift 
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3.2a Sum Squared Error 
Figure 22 shows the sum squared error over a range of gate values. 
 




3.2b Average Pixel Difference 
Figure 23 shows the average pixel difference (in 8-bit grayscale units) over a range of 
gate values. 
 




3.2c Correct Pixel Values 
Figure 24 shows the correct pixel count over a range of gate values. 
 




3.2d Structural Similarity 
Figure 25 shows the MSSIM index over a range of gate values. 
 
Figure 25 - Measure of MSSIM index for the Lenna test 
The MSSIM of HR image with gate value 0.37 is .88976, compared to .59506 of the LR 
interpolated image.  This result confirms the superiority of the SR image reconstruction algorithm 
over single image interpolation. 
 
3.2e Visual Analysis 
Figure 26 is the continuous scene, Figure 27 is the interpolated, non-shifted LR image, 
and Figure 28 is the highest quality SR reconstructed image based on subjective observation.  
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Figure 29 is the scaled pixel error for the LR image interpolated, and Figure 30 is the scaled pixel 
error for theHQ  SR image. 
 




















Figure 30 – Scaled Pixel Error for the Best HR image in the Lenna test. 
 
3.2f Analysis of Lenna Test 
The MSSIM results were particularly impressive for this test case, esecially compared to 
the interpolated LR image.  The visual results from this test show the effects of using isotropic 




3.3 Brick Test (High Detail Scene) 
The Brick image is often used as an example of aliasing – specifically Moire patterns.  
The periodic, high-frequency sections of bricks can become heavily aliased when the image is 
sampled.  The LR images were sub-pixel shifted and then downsampled by a factor of 4.  Figure 
31 shows the scene image, Table 8 lists the   and   sub-pixel translations of the LR images for 
the Brick test.  
 




1 .1 .9 
2 .9 .9 
3 .9 .1 
4 .7 .3 
5 .7 .7 
6 .3 .7 
7 .9 -.1 
8 .9 -.9 
9 .1 -.9 
10 .3 -.7 
11 .7 -.3 
12 .7 -.7 
13 -.1 -.9 
14 -.9 -.9 
15 -.9 -.1 
16 -.7 -.3 
17 -.7 -.7 
18 -.3 -.7 
19 -.9 .1 
20 -.9 .9 
21 -.1 .9 
22 -.3 .7 





Table 8 – LR Inputs to Brick test with LR_24 shown as an example 
  
LR Image #  shift  shift 
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3.3a Sum Squared Error 
Figure 32 shows the sum squared error over a range of gate values. 
 




3.3b Average Pixel Difference 
Figure 33 shows the average pixel difference (in 8-bit grayscale units) over a range of 
gate values. 
 




3.3c Correct Pixel Values 
Figure 34 shows the correct pixel count over a range of gate values. 
 




3.3d Structural Similarity 
Figure 35 shows the MSSIM index over a range of gate values. 
 
Figure 35 - Measure of MSSIM index for the Brick test 
The MSSIM of HR image with gate value 0.35 is .86361, compared to .30743 of the LR 
interpolated image.  Once again, MSSIM shows the superiority of the SR image reconstruction 
algorithm over interpolation. 
 
3.3e Visual Analysis 
Figure 36 is the continuous scene, Figure 37 is the non-shifted LR image interpolated, 
and Figure 38 is the highest quality SR reconstructed image based on subjective observation.  
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Figure 39 is the scaled pixel error for the LR image interpolated, and Figure 40 is the scaled pixel 
error for theHQ  SR image. 
 





















Figure 40 – Scaled Pixel Error for the Best HR image in the BrickTest. (scaled 80%) 
 
3.3f Analysis of Brick test 
The Brick test is a great example of aliasing and how SR image reconstruction can lessen 
aliasing effects.  Upon first glance, the interpolated LR image in this case looks like it has been 
zoomed in to a region of interest.  Only after examining the size of the bush and stone column is 
it apparent that no zooming has occurred, and that there is something clearly wrong with the 
bricks.  The high frequency components of the bricks are lost after the initial downsampling 
(acqusition).  The cubic interpolation of a single LR image cannot recover those frequencies.  
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This is particularly harmful in this image because of the periodic nature of the bricks.  The effect 
of bricks being aliased with one another creates the illusion of larger bricks, which greatly distorts 
the structure of the image (confirmed by the MSSIM test).  The results of the Brick test are 





The processing time for the 3 best case gate values is given below.  The algorithm 
was running on in MATLAB for Windows XP on an Intel X86 Dual Core 3.20 GHz 
Processor with 1.0 GB of RAM.  Table 9 lists the results. 












Globe 12 42x42 168x168 .56 650 ms 327 ms 
Lenna 24 64x64 512x512 .38 10600 ms 4190 ms 
Brick 24 128x128 512x512 .35 16420 ms 3988 ms 
Table 9 – Processing Time for SR algorithm 
 The algorithm used for the Globe test processed 12 frames in 327 ms in MATLAB.  At this 
rate, the algorithm can process 1 frame in 27.3 ms, which is faster than standard digital video 
captured at 30 frames per second, or 33.3 ms per frame, making it capable of real-time video 
processing.  The nature of the algorithm allows it to process 1 frame at a time without the need 
for a buffer of frame data.  Since the HR image is a weighted sum of LR data, and there are no 
data dependencies between LR frame data, each frame can be processed independently. 
 
3.5 VHDL Model 
Hardware platforms like FPGAs store values in fixed point formats.  Since floating point 
values cannot be synthesized to a hardware platform, the algorithm must be converted from a 
double precision floating point format to an integer format.  Converting from integer 
representation to fixed point representation represents no precision loss, so we can assume the 
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results in fixed point would follow the integer results of MATLAB.  However there is significant 
precision loss when converting from double floating point to integer.  An integer-only port of the 
algorithm was written and tested to determine if the precision losses would be too great.  Figure 
41 shows the reconstructed image.  For a gate value of .5 the MSSIM index was .8108, compared 
to the interpolated LR sample which was .6151.  Fortunately, in this algorithm, quantization 
errors do not propagate through the system, making it suitable for a hardware implementation. 
 









This thesis introduced a computationally efficient SR image reconstruction algorithm 
suitable for near real-time applications.  Without the complexity of matrix inversions, a spatial 
domain approach using non-uniform interpolation is an ideal SR method for near real time 
implementation.  The results of the algorithm tests were promising, and clearly demonstrated the 
usefulness of SR image reconstruction.  In all cases, the SR image reconstruction algorithm more 
accurately represented the continuous scene than MATLAB‟s cubic interpolation algorithm of a 
single LR image sample.  And since the interpolation stage of the algorithm was linear as 
opposed to the higher order cubic filter used by MATLAB, it is clear that the SR technique 
resolves information that mere interpolation cannot.  Processing times for the Globe test were less 
than 1 second, and the Lenna and Brick test completed in under 5 seconds despite processing the 
data from 24 LR images.  The integer-only port of the algorithm received a comparable MSSIM 





4.2 Future Work 
The research behind this thesis often posed more questions than delivered answers.  
Along the way, I discovered areas that will require more research.  These are:  
1. A formula for determining appropriate gate sizes for the weighted interpolation 
algorithm. 
2. A method for intelligently choosing sub-pixel motion between frames. 
3. A pipelined implementation of the algorithm since there are no dependencies in the 
application 
4.2a Gate Sizing 
For this thesis, I determined the appropriate gate sizes to use by profiling the test for 
different values of the gate.  This is not practical for on-the-fly processing.  One possible solution 
would be a non-uniform cubic spline or other higher-order interpolation following the registration 
of images.  This would be a better filter in the frequency domain for the fusion of registered LR 
data.  Another approach would be to research the effects that different distributions of LR data 
have on various gate sizes.  As an example, the optimal gate sizes were different between the 
Lenna test and the Brick test despite the distributions of LR data being the same.  Finally, insight 
into gate sizing based on the frequency components of the scene could be helpful in choosing the 
best gate. 
4.2b Sub-Pixel Motion Parameters 
With techniques designed to generate precise sub-pixel offsets between image samples, a 




4.3c Parallel Processing 
Dinechin, et al. studied the feasibility mixed-mode fixed point/floating point 
computations on an FPGA [20].  They discussed the problems of using micro-processor-
optimized floating point standards and argued for a more flexible standard capable of taking 
advantage of the massive parallelism of FPGAs.  Since this application has no data dependencies 
during execution, it is highly optimized for a parallel implementation, using fixed point 
operations for the additions, subtractions, and multiplications, and replacing a cordic divide with 








 Included are some various MATLAB code segments written for this research.  The first 




















 Included are some various logic blocks written in VHDL for this research.  This code uses 
floating point values and was used only for a behavioral simulation of the various parts of an SR 
algorithm. 








 The reg entity synchronizes the data dumps from an external frame buffer. 
 
 The create_grid entity initializes the Euclidean addresses of the LR frames as well as the 
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