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Quantum criticality in certain heavy-fermion metals is believed to go beyond the Landau frame-
work of order-parameter fluctuations. In particular, there is considerable evidence for Kondo de-
struction: a disappearance of the static Kondo singlet amplitude that results in a sudden reconstruc-
tion of Fermi surface across the quantum critical point and an extra critical energy scale. This effect
can be analyzed in terms of a dynamical interplay between the Kondo and RKKY interactions. In
the Kondo-destroyed phase, a well-defined Kondo resonance is lost, but Kondo singlet correlations
remain at nonzero frequencies. This dynamical effect allows for mass enhancement in the Kondo-
destroyed phase. Here, we elucidate the dynamical Kondo effect in Bose-Fermi Kondo/Anderson
models, which unambiguously exhibit Kondo-destruction quantum critical points. We show that a
simple physical quantity—the expectation value 〈Sf · sc〉 for the dot product of the local (f) and
conduction-electron (c) spins—varies continuously across such quantum critical points. A nonzero
〈Sf · sc〉 manifests the dynamical Kondo effect that operates in the Kondo-destroyed phase. Im-
plications are discussed for the stability of Kondo-destruction quantum criticality as well as the
understanding of experimental results in quantum critical heavy-fermion metals.
I. INTRODUCTION
Quantum criticality is a unifying theme for strongly
correlated systems, driving properties such as non-Fermi
liquid (“strange metal”) behavior and unconventional su-
perconductivity [1–4]. It often develops in bad met-
als (i.e., metals with strong correlations) and near an-
tiferromagnetic order. Antiferromagnetic quantum crit-
ical points (QCPs) are especially prevalent in heavy-
fermion metals [4–7], which are highly tunable due to
their small energy scales. One of the overarching ques-
tions is whether quantum criticality in heavy-fermion
systems goes beyond the Landau framework of order-
parameter fluctuations, as proposed in terms of Kondo
destruction [8–10]. At a Kondo-destruction QCP, a new
type of critical modes arises from the suppression of the
static Kondo singlet amplitude. Some of the salient prop-
erties associated with Kondo destruction have been ex-
perimentally observed, and are in sharp contrast with the
expectations of the conventional spin-density wave QCP
[11–13]. These properties include spin dynamics obeying
an anomalous scaling [14], charge dynamics that are sin-
gular with ω/T scaling [15], as well as a Fermi surface
that undergoes a sudden reconstruction across the QCP
[16–20]. In the Kondo-destroyed phase, the Fermi sur-
face is small, its volume being determined by the number
of conduction (c) electrons only. In the Kondo-screened
phase, by contrast, the c electrons near the Fermi en-
ergy are hybridized with f electrons, and there is a large
Fermi surface whose volume is determined by the com-
bined number of c and f electrons.
Microscopically, Kondo destruction in Kondo lattice
models originates from the dynamical competition be-
tween the Kondo and Ruderman-Kittel-Kasuya-Yosida
(RKKY) exchange interactions. We consider the case
when both these interactions are antiferromagnetic. The
Kondo interaction between each local f moment and its
on-site conduction electrons lowers the ground-state en-
ergy through the development of Kondo singlet correla-
tions, while the RKKY interaction does so by establish-
ing singlet correlations between different local moments
and the associated antiferromagnetic ordering. When
the Kondo interaction dominates, the ground state fea-
tures Kondo entanglement and absence of long-range an-
tiferromagnetic order, but antiferromagnetic correlations
nonetheless remain. Likewise, when the RKKY inter-
action prevails, the ground state displays antiferromag-
netic order and destruction of ground-state Kondo en-
tanglement, but dynamical Kondo correlations remain.
A Kondo-destruction QCP has been realized in Kondo
lattice models when the dynamical competition between
the Kondo and RKKY interactions is taken into account
[8, 21–25]. The dynamical Kondo effect helps stabilize
a Kondo-destroyed phase and allows for the quantum
phase transition from the Kondo phase to be second or-
der [26, 27].
A. Specific motivation
The dynamical Kondo effect implies that the quasi-
particles near the small Fermi surface in the Kondo-
destroyed phase have enhanced mass. This is important
for understanding properties such as the enhancement
of the Sommerfeld coefficient (Cel/T ), cyclotron mass,
and quadratic-in-T coefficient A of the electrical resistiv-
ity (ρ = ρ0 + AT
2) in the Kondo-destroyed phase im-
plicated in YbRh2Si2, Au-doped CeCu6, CeRhIn5, and
Ce3Pd20Si6 [18–20, 28, 29].
This effect is in contrast to the expectations from a
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2static mean-field picture for the Kondo lattice, which
reduces the Kondo correlations to just a static ampli-
tude, say the condensation amplitude of a slave boson
[30], and ignores their quantum fluctuating part. Viewed
from this static mean-field perspective, destruction of the
Kondo effect implies the complete decoupling of the local-
moment and conduction-electron spins, with a vanishing
expectation value 〈Sf · sc〉 and the absence of mass en-
hancement for quasiparticles near the small Fermi sur-
face.
To be more specific, by the dynamical Kondo effect,
we refer to antiferromagnetic correlations at nonzero
frequencies between the local-moment and conduction-
electron spins in the Kondo-destroyed phase. Such cor-
relations can be quantified in terms of the cross suscep-
tibility
χSs(τ) = 〈TτSf (τ) · sc(0)〉. (1)
The spectral function ImχSs(ω) is the imaginary part of
the retarded correlation function χSs(ω) = χSs(iωn →
ω + i0+), with χSs(iωn) =
∫ β
0
e−iωnτχSs(τ) dτ . The dy-
namical Kondo effect means that ImχSs(ω) is nonzero
for ω 6= 0 in the Kondo-destroyed phase.
Consider now 〈Sf · sc〉, which is the equal-time limit
of χSs(τ): 〈Sf · sc〉 = χSs(τ → 0+). It is related to the
spectral function ImχSs(ω) through
〈Sf · sc〉 = 1
pi
∫ ∞
−∞
nB(ω) ImχSs(ω) dω, (2)
where nB(ω) = 1/(e
βω − 1) is the Bose-Einstein distri-
bution function.
It follows from Eq. (2) that the dynamical Kondo effect
implies a nonzero 〈Sf ·sc〉 in the Kondo-destroyed phase.
This motivates us to use 〈Sf · sc〉 as a diagnostic for
the dynamical Kondo effect. We therefore calculate this
expectation value in well-defined models, for which the
existence of Kondo destruction can be unambiguously
established.
An added impetus for the present work is the recent de-
velopment of an SU(2) continuous-time quantum Monte
Carlo (CT-QMC) method [31] (see also Ref. 32). This
method is able to reach low-enough temperatures and
study Kondo destruction in models with SU(2) symme-
try.
B. Main results
In this paper, we study the Bose-Fermi Kondo (BFK)
and Bose-Fermi Anderson (BFA) models in their SU(2)
spin-symmetric and Ising spin-anisotropic variants. We
provide multiple lines of evidence for the existence of
a continuous quantum phase transition between Kondo-
entangled and Kondo-destroyed phases that possess, re-
spectively, nonzero and zero amplitudes for the static
Kondo singlet. Our results for 〈Sf · sc〉 and (in the Ising-
anisotropic case) 〈Szfszc〉 show that these quantities are
nonzero even in the Kondo-destroyed phase, where the
static Kondo effect is absent. Through Eq. (2), we can
conclude that the dynamical Kondo effect operates in the
Kondo-destroyed phase.
C. Outline of the paper
Section II describes the BFA models with either SU(2)
symmetry or Ising anisotropy, and the corresponding
BFK models that arise in the limit of infinite f -site
Coulomb repulsion. These models emerge from the
treatment of the Kondo/Anderson lattice models [8, 21–
25] within the extended dynamical mean-field theory
(EDMFT) [33–35] and, thus, they represent effective
models for quantum-critical heavy fermion metals. In
the EDMFT, one focuses on a single lattice site and in-
tegrates out all other sites, obtaining an effective model
with a local f level coupled both to a fermionic bath
(capturing the Kondo interaction) and a bosonic bath
(representing the dynamical effect of the RKKY inter-
action). The competition between Kondo and RKKY
interactions in the lattice model is translated into a com-
petition between couplings to the fermionic and bosonic
baths of the effective models.
There are several ways to systematically examine the
quantum phase transitions of the BFA and BFK mod-
els. Analytically, the models can be studied under an -
expansion renormalization-group (RG) approach. Here,
the system is either in a Kondo-screened or Kondo-
destroyed phase, depending on whether the system flows
to a fixed point with strong Kondo coupling (which signi-
fies the development of nonzero amplitude for the static
Kondo singlet in the system’s ground state [30]) or to a
fixed point with vanishing Kondo coupling (which is the
unambiguous evidence for the suppression of the static
Kondo singlet amplitude in the ground state). Numeri-
cally, the models can be studied using CT-QMC and, in
cases with Ising anisotropy, also with the NRG method.
These two numerical methods usually complement each
other since CT-QMC is exact but is limited to tempera-
tures T > 0, while the NRG can work directly at T = 0
but (for nonzero temperatures) is unreliable in the fre-
quency regime 0 < |ω| ≤ T .
Section III focuses on the existence of Kondo destruc-
tion in the BFA and BFK models. The evidence comes
from a combination of (i) analytical -expansion RG
analysis of the BFK models, revealing unstable Kondo-
destruction fixed points separating Kondo-screened and
Kondo-destroyed phases; (ii) numerical evidence for the
crossing and scaling collapse of the Binder ratio in the
Ising-anisotropic BFA model; (iii) divergence of the fi-
delity susceptibility in both the Ising-anisotropic and
SU(2)-symmetric BFA; (iv) the bifurcation of the flow
of the many-body spectrum in NRG calculations toward
those of the Kondo-screened and Kondo-destroyed fixed
points, for the Ising-anisotropic case; and (v) the van-
ishing of quasiparticle weight as the Kondo-destruction
3QCP is approached from either phase, as evidenced by
the collapse of a crossover energy scale.
The central results of our work are presented in
Sec. IV, which demonstrates the dynamical Kondo ef-
fect. We show that 〈Sf · sc〉 is nonzero in the Kondo-
destroyed phase, and clarify that this captures the dy-
namical Kondo effect. In particular, we demonstrate
that this expectation value evolves continuously from the
Kondo-screened phase through the QCP into the Kondo-
destroyed phase. Finally, we discuss our results in Sec.
V and summarize the paper in Sec. VI.
II. MODELS AND METHODS
This section describes the models considered in this
work. The SU(2)-symmetric and Ising-anisotropic BFK
models have been studied analytically using the -
expansion RG [33, 36–39]. The -expansion results serve
as a guide for our numerical analyses, which are per-
formed for the BFA model. The BFA model with SU(2)
symmetry or Ising anistropy reduces to the correspond-
ing BFK model in the limit of infinite on-site repulsion
between localized (f) electrons.
A. Bose-Fermi Kondo models
The SU(2)-symmetric BFK Hamiltonian can be writ-
ten
HSU(2)BFK = J Sf · sc +
∑
p,σ
p c
†
pσ cpσ (3)
+ g Sf ·
∑
p
(
~φp + ~φ
†
−p
)
+
∑
p
wp ~φ
†
p · ~φp,
where a spin- 12 local moment Sf is coupled both to the on-
site spin sc of a fermionic bath cpσ through Kondo cou-
pling J and to the displacement of a vector bosonic bath
~φp with coupling g. Here, s
α
c =
1
2
∑
p,p′,σ,σ′ c
†
pσ τ
α
σσ′ cp′σ′
for α = x, y, z, with τασσ′ being a Pauli matrix.
The Ising-anisotropic BFK model is specified by the
Hamiltonian
HIsingBFK = Jz Szs szc + J⊥(Sxf sxc + Syf syc ) +
∑
p,σ
p c
†
pσ cpσ
+ g Szf
∑
p
(
φzp + φ
z †
−p
)
+
∑
p
wp φ
†
p φp, (4)
where the local moment couples to the fermionic bath
through longitudinal and perpendicular Kondo couplings
Jz and J⊥, and couples via the z component of its spin to
a single component bosonic bath φp. We assume isotropic
bare Kondo couplings Jz = J⊥ = J , but within the -
expansion approach one must allow for the possible de-
velopment of anisotropy under RG flow.
B. Bose-Fermi Anderson models
For the purposes of CT-QMC study, it is preferable to
study the BFA counterparts of the models just described.
The SU(2)-symmetric BFA Hamiltonian is
HSU(2)BFA = d
∑
σ
ndσ + Und↑nd↓ + V
∑
p,σ
(
d†σ cpσ + H.c.
)
+
∑
p,σ
p c
†
pσ cpσ + g Sf ·
∑
p
(
~φp + ~φ
†
−p
)
+
∑
p
wp ~φ
†
p · ~φp. (5)
with Sf =
1
2
∑
σ,σ′ d
†
σ τσσ′ dσ′ and nfσ = d
†
σ dσ.
The Ising-anisotropic variant of the BFA model has
Hamiltonian
HIsingBFA = d
∑
σ
ndσ + Und↑nd↓ + V
∑
p,σ
(
f†σ cp,σ + H.c.
)
+
∑
p,σ
p c
†
pσ cpσ + g S
z
f
∑
p
(
φp + φ
†
−p
)
+
∑
p
wp φ
†
p φp. (6)
The SU(2)-symmetric and Ising-anisotropic BFA mod-
els reduce to their BFK counterparts in the limit U →∞,
f → −∞ of suppressed charge fluctuations on the f site.
Unless the limit is taken in such a way that U = −2d,
the BFK Hamiltonians are supplemented by a potential
scattering term of the form W
∑
p,p′,σ c
†
pσ cp′σ. However,
the coupling W proves to be marginal under RG flow,
and it can safely be neglected.
C. Choice of fermionic and bosonic baths
To complete the models specified in Eqs. (4)–(6), it
is necessary to specify the densities of states of the
fermionic and bosonic baths.
For the fermionic bath, we set the density of states
ρF () =
∑
p
δ(− p) = N0Θ(|D − |) (7)
to be constant over a bandwidth 2D, which leads to a
hybridization function Γ() = Γ0Θ(|D − |), with Γ0 =
piN0V
2.
The density of states for the bosonic bath is chosen
to be sub-ohmic with a power-law exponent 0 < s < 1,
written as
ρB(ω) =
∑
p
δ(ω − ωp) = K20 (ω/ωc)sΘ(ω)f(ω/ωc), (8)
with f(x) being an upper cutoff function. In CT-
QMC, we choose a soft upper cutoff f(x) = exp(−x),
and K0 is determined from the normalization condition
4∫∞
0
ρB(ω) = 1. In the NRG, we choose a hard upper
cutoff f(x) = Θ(1− x).
Throughout the remainder of this paper, we take D =
ωc = 1 as our fundamental energy scale.
III. KONDO-DESTRUCTION QUANTUM
CRITICALITY
In this section we demonstrate the existence of a
Kondo-destruction quantum phase transition in the
BFK and BFA models with SU(2) symmetry and Ising
anisotropy.
A. SU(2) symmetry
We first consider Kondo destruction in Bose-Fermi
models that exhibit full SU(2) spin rotation symmetry.
1. -expansion RG for the BFK model
To set the stage for our analysis, we briefly recall the
RG analysis via expansion in  = 1− s [36–39]. To order
2, the RG beta functions are [36]
β(J) = −J
[
(N0J)− 1
2
(N0J)
2 − (K0g)2 + (K0g)4
]
,
β(g) = −g
[

2
− (K0g)2 + (K0g)4 − 1
2
(N0J)
2
]
. (9)
Note that here and below, in Eq. (14), the field-theory
sign convention (as opposed to the condensed-matter
one) for the beta functions has been used.
These RG equations yield two stable fixed points: the
Kondo fixed point (K) at g = 0 and large J , and the
local-moment fixed point (L) at J = 0 and intermediate
g. The equations also predict two unstable fixed points:
the noninteracting fixed point at g = J = 0, and the
critical point (C) at nonzero values of g and J where
Kondo destruction occurs. Fig. 1(a) illustrates the RG
flows for the case  = 0.1.
2. CT-QMC treatment of the BFA model
The SU(2)-symmetric BFA model can be solved using
a recently developed extension of the CT-QMC method
[31, 32]. All CT-QMC results reported in this paper were
obtained for particle-hole-symmetric local level parame-
ters U = −2d = 0.1, for bosonic bath exponent s = 0.6,
and for fixed bosonic coupling g = 0.5, using the hy-
bridization width Γ0 as the tuning parameter.
Within the CT-QMC approach, we can detect a quan-
tum phase transition via a divergence of the fidelity sus-
ceptibility χλF . We consider the Hamiltonian to be com-
posed of two parts, H = H0 + λH1, where λ is a real,
dimensionless tuning parameter (with H0 and H1 both
being independent of λ). The fidelity between the ground
states for parameters λ and λ + dλ is defined to be the
modulus of the ground-state overlap [40]:
F (λ, dλ) = |〈Ψ0(λ+ dλ)|Ψ0(λ)〉|
= 1− (dλ)
2
2
χλF (λ) +O
(
(dλ)3
)
, (10)
where χλF is the zero-temperature fidelity susceptibility.
The definition of fidelity suceptibility can be extended
to T > 0 via [41]
χλF (T ) =
∫ β/2
0
(〈TτH1(τ)H1〉 − 〈H1〉2) τ dτ, (11)
where β = 1/T is the inverse temperature. For a value
of λ that places the system at a QCP, χλF (T ) will di-
verge as [41] χλF (T ) ∼ T−2/ν as T → 0, where ν is the
correlation-length exponent. For all other values of λ,
χλF (T ) saturates at a finite value for T → 0. Therefore,
χλF (T ) can be used to detect the location of the QCP.
Here, we choose the tuning parameter to be the hy-
bridization V (or strictly, λ = V/D), and calculate χVf vs
Γ0 at various temperatures based on the method of Ref.
42 and using the SU(2) CT-QMC approach of Ref. 31.
As shown in Fig. 1(b), the fidelity susceptibility develops
a peak near Γ0 = 0.1 that becomes more pronounced as
the temperature is lowered.
To confirm the asymptotic divergence of the fidelity
susceptibility at the QCP, we can perform finite-size scal-
ing according to
χVF (Γ0, β) = β
2/ν χ˜
(
β1/ν(Γ0 − Γc)/Γc +A/βφ/ν
)
.
(12)
Here, Γc is the critical value of Γ0, while A and φ
parametrize subleading corrections to the scaling [43].
We optimize the choices of Γc, ν
−1, A, and φ by min-
imizing a “quality function” [44]. The collapsed data
are plotted in Fig. 1(c). We find Γc = 0.08(1) and
ν−1 = 0.24(4), consistent with the -expansion result
ν−1 = /2 + 2/6 +O(3) ' 0.23.
B. Ising anisotropy
We now turn to Kondo destruction in Bose-Fermi mod-
els with Ising spin symmetry.
1. -expansion RG for the BFK model
We again recall the RG analysis, which for Ising
anisotropy can be carried out by -expansion in a kink-
gas representation [33, 36]. The RG equations are given
in terms of stiffness constants κj , κg and a fugacity yj ,
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FIG. 1: (a) RG flows on the g–J plane for the SU(2)-symmetric BFK model with  = 1 − s = 0.1, adapted from Ref. 36.
(b) Fidelity susceptibility vs Γ0 for the SU(2)-symmetric BFA model with U = −2f = 0.1, s = 0.6, and g = 0.5 at inverse
temperatures β specified in the legend. (c) Finite-size scaling of the data in (b), plotted according to Eq. (12).
which are related to the bare Hamiltonian parameters by
κj =
[
1− pi−1 tan−1(piN0Jz/4)
]2
κg =
1
4Γ(γ)τ
1−γ
0 (K0gz)
2
yj =
1
2N0J⊥. (13)
The corresponding RG beta functions are given by[33]
β(κj) = 4κjy
2
j
β(κg) = −κg(− 4y2j )
β(yj) = −yj(1− κj − κg/2). (14)
The stiffness κj is irrelevant, so all fixed points oc-
cur at κj = 0. RG flows on the κg–yj plane are shown
schematically in Fig. 2(a). There are two stable fixed
points: the Kondo fixed point (K) at κg = 0 and large
yj , and the local-moment fixed point (L) at yj = 0 and
large κg. There are also two unstable fixed points: the
noninteracting point at κg = yj = 0, and the critical
point (C) at nonzero values of κg and yj , which is the
Kondo-destruction critical point.
2. CT-QMC calculations for the BFA model
Our CT-QMC calculations for the Ising-anisotropic
BFA model were carried out along the same lines as ones
reported previously [45] for such a model with a pseudo-
gapped fermionic density of states. The results reported
in the present paper were obtained using the same fixed
parameters U = −2f = 0.1, s = 0.6, and g = 0.5 as in
the SU(2)-symmetric case.
A quantity that can be used to demonstrate the exis-
tence of a second-order phase transition in CT-QMC is
the Binder ratio [46]
B =
〈m4z〉
〈m2z〉2
, (15)
where mz =
1
β
∫ β
0
Sz(τ) dτ is the local magnetization.
The Binder ratio has limiting values B = 3 deep in
the Kondo-screened phase, where the distribution of mz
is Gaussian centered around 0, and B = 1 deep in the
Kondo-destroyed phase where the distribution of mz is
two delta functions centered around ±1/2. Furthermore,
B is defined in a way such that at a QCP, it should have
a scaling dimension exactly equal to 0, thereby becoming
independent of temperature. Thus, a QCP can be iden-
tified from data at T > 0 (β <∞) as the crossing point
of B vs Γ0 curves for different values of β.
Numerical data for B vs Γ0 are shown in Fig. 2(b).
A zoomed-in view in Fig. 2(c) clearly shows a crossing
around Γ0 = 0.07, suggesting the existence of a QCP
between a Kondo-destroyed phase at small Γ0 (where
B → 1) and a Kondo-screened phase at large Γ0 (where
B → 3). To support this interpretation, we can perform
finite-size scaling according to [43]
B(Γ0, β) = U˜2
(
β1/ν(Γ0 − Γc)/Γc +A/βφ/ν
)
. (16)
The optimal data collapse, plotted in Fig. 2(d), occurs for
Γc = 0.07(1) and ν
−1 = 0.51(4). The latter value is con-
sistent with a previous NRG study of the corresponding
BFK model [45], where ν−1 = 0.509(1) was reported.
We also confirm the existence of a Kondo-destruction
QCP by calculating the fidelity susceptibility χVF vs Γ0 at
various temperatures, revealing a peak near Γ0 = 0.07;
see Fig. 3(a). When scaled according to Eq. (12), the
data collapse as shown in Fig. 3(b). The scaling gives
Γc = 0.07(1) and ν
−1 = 0.50(4), in agreement with the
results obtained from the Binder ratio.
3. NRG study of the BFA model
In this subsection, we present results for the Ising
BFA model obtained using the Bose-Fermi NRG [47, 48],
which complements the CT-QMC by providing direct ac-
cess to T = 0 properties. The NRG discretization pa-
rameter Λ was chosen to be Λ = 9, the bosonic occu-
pation of each Wilson chain site was capped at 8, and
up to 500 many-body charge (“isospin”) multiplets were
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FIG. 2: (a) Schematic RG flow diagram for the Ising-anisotropic BFK model, adapted from Ref. 36. (b) Binder ratio B vs Γ0
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retained after each NRG iteration. We used the same
bosonic bath exponent s = 0.6 as in the CT-QMC cal-
culations, and worked with fixed Hamiltonian couplings
U = −2d = 0.2 and K0g ' 1.026 such that the QCP is
located at Γ0 = Γc = 0.1.
The existence of distinct phases and quantum phase
transitions can be seen from the flow of the NRG many-
body spectrum as a function of the iteration number
N , as illustrated in Fig. 4. The dependent quantity
E is a many-body eigenenergy at iteration N divided
by 12Λ
1/2(1 + Λ−1)DΛ−N/2, the characteristic energy
scale of site N on the Wilson fermionic chain. With
this rescaling, an RG fixed point is associated with a
scale invariant spectrum where each eigenenergy satis-
fies E(N + 2) = E(N). Fig. 4(a) shows the NRG flow
of the lowest excited state for even iterations at differ-
ent distances ∆Γ0 = Γ0 − Γc from the QCP, specifically,
∆Γ0 = ±10−p with p = 2, 3, . . . , 6. The bifurcation of
the energy flows for large N clearly demonstrates the
existence of a QCP. For values of Γ0 close to Γc, the
scaled energy E(N) quickly converges over the first dozen
or so iterations to a value E ' 0.167 that forms part
of the critical spectrum. In the Kondo phase (i.e., for
Γ0 > Γc), E(N) rises for larger N toward an asymptotic
value around 0.366, corresponding to the energy for a
free bosonic excitation, whereas in the Kondo-destroyed
phase (Γ0 < Γc), E(N) descends toward zero.
Fig. 4(b) plots the flow of several low-lying ex-
cited states for hybridization widths Γ0 slightly below
(∆Γ0 = −10−5) and above (∆Γ0 = 10−5) the criti-
cal value Γc = 0.1. The many-body eigenstates are la-
beled by their values of Sz (the z component of the total
spin) and J (the total isospin, an SU(2) quantum number
whose z component represents the total fermionic occu-
pancy measured from half-filling). Intermediate itera-
tions N ' 14 access the quantum-critical spectrum prior
to flow toward either the Kondo or the local-moment
fixed-point structure at iterations N & 20.
The flow of the bosonic energy levels shown in Fig. 4(a)
can be used to define a crossover scale T ∗ = 12Λ
1/2(1 +
Λ−1)DΛ−N
∗/2 in each phase. Here, N∗ is the interpo-
lated iteration number (not necessarily an integer) at
which the scaled excitation energy E passes a predeter-
mined threshold value lying between the critical and sta-
ble fixed-point excitation energies. Fig. 4(c) shows T ∗ vs
Γ0 on linear scales, demonstrating that T
∗ vanishes on
approach to the QCP from either side. This provides di-
rect evidence for Kondo destruction. The log-log plot of
T ∗ vs |Γ0−Γc| in Fig. 4(d) demonstrates that T ∗ vanishes
in a power-law fashion. Since this energy scale charac-
terizes the crossover from the quantum-critical regime to
the Fermi-liquid regime near a stable fixed point, it is a
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FIG. 4: NRG data for the Ising-anisotropic BFA model with
U = −2f = 0.2, s = 0.6, and K0g ' 1.026. (a) Flow of the
lowest scaled excited-state energy vs even iteration number
N for different values Γ0 − Γc = ±10−p with p = 2, 3, . . . , 6.
(b) Several scaled excitation energies E(N) vs even iteration
numberN for Γ0 slightly below and above the critical coupling
Γc = 0.1, labeled by their quantum numbers Sz (z component
of total spin) and J (total isospin). (c) Crossover temperature
T ∗ vs Γ0 over a broad range on a linear plot, demonstrating
the vanishing of T ∗ at the QCP at Γ0 = 0.1. (d) Power-law
behavior of the crossover scale T ∗ in the vicinity of the QCP,
showing data in the Kondo-screened phase (red squares) and
the Kondo-destroyed phase (black circles).
measure of the quasiparticle weight Z. The NRG data
thus establish that Z goes continuously to zero as the
QCP is approached from either side.
IV. DYNAMICAL KONDO EFFECT
We now turn to the calculation of 〈Sf · sc〉 and 〈Szfszc〉.
We show that these expectations values are nonzero in
the Kondo-destroyed phase, and lay out the implications
of this observation for the dynamical Kondo effect.
A. Nonzero 〈Sf · sc〉 and 〈Szfszc〉 in the
Kondo-destroyed phase
Fig. 5(a) and Fig. 5(b) show CT-QMC results for,
respectively, 〈Sf ·sc〉 in the SU(2)-symmetric BFA model
and 〈Szfszc〉 in the Ising-anisotropic BFA model. The cal-
culation were performed using the same sets of parame-
ters as in Sec. III, where a Kondo-destruction QCP was
identified in each model. One sees that 〈Sf · sc〉 and
〈Szfszc〉 are continuous on passage through their respec-
tive QCPs (located at Γ0 = 0.08 in the SU(2) case and
Γ0 = 0.07 in the Ising case) and remain finite in the
Kondo-destroyed phase, only approaching 0 when the hy-
bridization parameter Γ0 goes to zero. The data show
only weak temperature dependence.
Zero-temperature NRG results for both 〈Szfszc〉 and
〈Sf · sc〉 in the Ising-anistropic BFA model are plotted
in Fig. 5(c). These expectation values are continuous
across the QCP at Γ0 = Γc = 0.1, consistent with the
CT-QMC results obtained for T > 0. Repeating the
NRG calculations for different choices of U and f re-
veals that 〈Szfszc〉 and 〈Sf · sc〉 do not assume universal
critical values, but rather vary according to where one
crosses the phase boundary between the Kondo-screened
and Kondo-destroyed phases.
Fig. 5 represents the central result of our work: the
expectation values 〈Sf · sc〉 and 〈Szfszc〉 are nonzero in
the Kondo-destroyed phase even though the localized
(f) spin is asymptotically decoupled from the conduc-
tion band. As argued in Sec. I based on Eq. (2) and its
analog for 〈Szfszc〉, these nonzero expectation values im-
ply that the spectral functions ImχSs(ω) and Imχ
z
Ss(ω)
are nonzero at frequencies ω 6= 0, signifying the presence
of the dynamical Kondo effect in the Kondo-destroyed
phase.
B. Signature of the transition
While the expectation values 〈Sf · sc〉 and 〈Szfszc〉 are
continuous under variation of Γ0 through Γc, the loca-
tion of the Kondo-destruction QCP is revealed by the
the derivatives of these expectation values with respect
to the control parameter. Specifically, we focus on the
susceptibilities
χK = −∂〈Sf · sc〉
∂Γ0
, (17)
χzK = −
∂〈Szfszc〉
∂Γ0
. (18)
Fig. 6(a) and Fig. 6(b) plot, respectively, CT-QMC
results for χK in the SU(2)-symmetric BFA model and
χzK in the Ising-anisotropic BFA model. Both suscepti-
bilities show peaks centered near Γ0 = Γc that gradually
become more pronounced as the temperature is lowered.
The corresponding T = 0 NRG at for the Isinig-
anisotropic BFA model is shown in Fig. 6(c). We see
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FIG. 5: (a) CT-QMC data for 〈Sf · sc〉 vs Γ0 in the SU(2)-
symmetric BFA model with U = −2f = 0.1, s = 0.6, and
g = 0.5 at inverse temperatures β specified in the legend.
The arrow marks the QCP at Γ0 = Γc, which separates
the Kondo-destroyed and Kondo-screened phases. (b) Cor-
responding plot of 〈Szfszc〉 vs Γ0 in the Ising-anisotropic BFA
model. (c) NRG results at T = 0 for 〈Szfszc〉 (solid symbols)
and 〈Sf · sc〉 (open symbols) vs Γ0 in the Ising BFAM with
U = −2f = 0.2, s = 0.6, and K0g ' 1.026. Red and black
symbols plot values, respectively, on the Kondo-destroyed and
Kondo-screened sides of the QCP.
that χzK and χK are increasing as we approach the QCP
from both sides. This suggests that they will be peaked
at the QCP, in agreement with the trend with lowering
temperatures shown in the CT-QMC result.
V. DISCUSSION
Several remarks are in order. First, we have shown that
〈Sf · sc〉 is nonzero in the Kondo-destroyed phase of two
BFA models. The same property can be argued to apply
to BFK models. Consider, for definiteness, the SU(2)-
symmetric BFK Hamiltonian [Eq. (4)], which contains a
term J Sf · sc. We can view J as an external source field,
with Sf · sc being its conjugate. This is in analogy to
the case of a Zeeman coupling, where the magnetization
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FIG. 6: (a) Susceptibility χK vs Γ0 for the SU(2)-symmetric
BFA model with U = −2f = 0.1, s = 0.6, and g = 0.5 at in-
verse temperatures β specified in the legend. (b) Correspond-
ing plot of χzK vs Γ0 for the Ising-anisotropic BFA model. (c)
NRG data for χzfc and χfc vs Γ0 in the Ising-anistropic BFAM
with U = −2f = 0.2, s = 0.6, and K0g ' 1.026.
is the conjugate to an external magnetic field. Similar
to application of an external magnetic field leading to a
nonzero magnetization, we expect 〈Sf · sc〉 to be generi-
cally nonzero in the presence of a nonzero J , irrespective
of whether the system is in its Kondo-screened or Kondo-
destroyed phase.
Second, that 〈Sf · sc〉 is continuous across the tran-
sition means that this quantity is not a suitable diag-
nostic of the Kondo-destruction QCP. The existence of
the Kondo-destruction quantum phase transition can be
seen through other properties, including the -expansion
with RG flow to the Kondo-destroyed state, the crossing
and scaling collapse of the Binder ratio, the divergence
and scaling collapse of the fidelity susceptibility, a bi-
furcation in the NRG many-body spectra, and a vanish-
ing crossover energy scale when the QCP is approached
from either side. These results provide evidence for a
quantum phase transition at which the amplitude of the
static Kondo singlet goes continuously from nonzero in
the Kondo-screened phase to zero in the Kondo-destroyed
9phase. For example, the -expansion RG shows that the
Kondo-destroyed phase has a vanishing Kondo coupling,
signifying a vanishing amplitude for the static Kondo
singlet. However, along the trajectory during the flow
towards the fixed point, the effective Kondo coupling is
nonzero and gives rise to the dynamical Kondo effect.
Third, the Kondo lattice model has been solved within
the EDMFT in terms of an effective BFK model in the
presence of a local magnetic field [8, 21–25]. Such studies
have identified a continuous Kondo-destruction quantum
phase transition, where a self-consistently determined lo-
cal magnetic field rises continuously from zero as the sys-
tem enters the Kondo-destroyed phase. The results pre-
sented here imply that 〈Sf ·sc〉 will be smooth across the
Kondo-destruction QCP in the Kondo lattice case.
Fourth, we emphasize that in the Kondo lattice prob-
lem, the dynamical Kondo effect is crucial for stabilizing
the Kondo-destroyed phase, namely, the antiferromag-
netic state with a small Fermi surface, referred to as AFS
in the literature [49]. If the dynamical Kondo effect is ne-
glected, AFS is not energetically favored. For instance, in
variational quantum Monte Carlo studies [50], the energy
gain from the Kondo coupling only shows up in the form
of a static Kondo amplitude of the trial wave-function,
which is zero in the AFS phase. The expectation value
〈Sf · sc〉 vanishes in the AFS phase. Thus, such a vari-
ational quantum Monte Carlo approach cannot capture
the dynamical Kondo effect and the AFS is absent in this
approach.
VI. SUMMARY
We have calculated the expectation value for the prod-
uct of the local-moment and conduction-electron spins
in SU(2)-symmetric and Ising-anisotropic Bose-Fermi
Anderson models where Kondo-destruction quantum-
critical points are unambiguously identified. Our key
results are contained in Fig. 5, which shows this ex-
pectation value to vary continuously across the Kondo-
destruction quantum critical points. Through a spectral
decomposition, this nonzero expectation value demon-
strates the dynamical Kondo effect that operates in the
Kondo-destroyed phase. This dynamical Kondo effect is
important for the stability of Kondo-destruction quan-
tum criticality. In addition, it provides understanding
of the enhanced effective mass in the Kondo-destroyed
phase implicated in quantum-critical heavy-fermion ma-
terials such as YbRh2Si2, Au-doped CeCu6, CeRhIn5,
and Ce3Pd20Si6.
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