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Existence of partial derivatives does not ensure continuity
In fact
f(x, y) =

xy
x2 + y2
if (x, y) 6= (0, 0)
0 if (x, y) = (0, 0)
is not continuous at (0, 0) but partial derivatives exist at any (x, y) ∈
R2
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Differentiability. We define what it means for a vector function to
be differentiable at a point. Whatever our definition, we expect two
things: If f is differentiable at a then
(1) f will be continuous at a
(2) all first-order partial derivatives of f will exist at a.
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Definition. Let f be a real function of n variables. f is said to be
differentiable at a point a ∈ Rn if and only if there is an open set V
containing a such that f : V → R and there is a d ∈ Rn such that
lim
h→0
f(a+ h)− f(a)− d · h
||h|| = 0
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differentiable at a point a ∈ Rn if and only if there is an open set V
containing a such that f : V → R and there is a d ∈ Rn such that
lim
h→0
f(a+ h)− f(a)− d · h
||h|| = 0
d is called total derivative of f at a
Theorem. If f is differentiable at a, then:
(i) f is continuous at a.
(ii) all first-order partial derivatives of f exist at a.
(iii) d = ∇f(a) :=
(
∂f
∂x1
(a), . . . ,
∂f
∂xn
(a)
)
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containing a such that f : V → R and there is a d ∈ Rn such that
lim
h→0
f(a+ h)− f(a)− d · h
||h|| = 0
d is called total derivative of f at a
Theorem. If f is differentiable at a, then:
(i) f is continuous at a.
(ii) all first-order partial derivatives of f exist at a.
(iii) d = ∇f(a) :=
(
∂f
∂x1
(a), . . . ,
∂f
∂xn
(a)
)
∇f(a) is called the gradient or nabla of f in a
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To reverse the statement of the last Theorem if we strengthen the
conclusion, we can obtain a reverse implication.
Theorem. Let V be open in Rn, let a ∈ V , and suppose that f :
V → R. If all first-order partial derivatives of f exist in V and are
continuous at a, then f is differentiable at a.
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Chain Rule Suppose that g = (g1, . . . , gn) is a vector function from
I ⊆ R to Rn, being I an open interval and f : g(I) ⊆ Rn → R.
If each of the components gj of g is differentiable at t0 ∈ I and if
f is differentiable at a = (g1(t0), . . . , gn(t0)) then ϕ(t) := f(g(t)) is
differentiable at t0 and
ϕ′(t0) = ∇f(a) · g′(t0)
where we set
g′(t0) := (g′1(t0), . . . , g
′
n(t0))
and · is the dot (inner) product in Rn
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Jacobian matrix
Let f : Rn → Rm a function from Euclidean n-space to Euclidean m-
space. Such a function is given by m real-valued component functions,
f1(x1, . . . , xn), . . . , fm(x1, . . . , xn). The partial derivatives of all these
functions (if they exist) can be organized in an m-by-n matrix, the
Jacobian matrix J of f , as follows:
J =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂xn
... . . .
...
∂fm
∂x1
∂fm
∂x2
· · · ∂fm∂xn
 := ∂(f1, . . . fm)∂(x1, . . . , xn)
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Jacobian matrix
Let f : Rn → Rm a function from Euclidean n-space to Euclidean m-
space. Such a function is given by m real-valued component functions,
f1(x1, . . . , xn), . . . , fm(x1, . . . , xn). The partial derivatives of all these
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...
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The ith row (i = 1, . . . ,m) of this matrix corresponds to the gradient
of the ithcomponent function ∇fi
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Definition. (needed for what follows)
(i) For each r > 0, the open ball centered at a of radius r is the set of
points
Br(a) := {x ∈ Rn : ||x− a|| < r}
(ii) For each r ≥ 0, the closed ball centered at a of radius r is the set
of points
Br(a) := {x ∈ Rn : ||x− a|| ≤ r}
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Definition. (needed for what follows)
(i) For each r > 0, the open ball centered at a of radius r is the set of
points
Br(a) := {x ∈ Rn : ||x− a|| < r}
(ii) For each r ≥ 0, the closed ball centered at a of radius r is the set
of points
Br(a) := {x ∈ Rn : ||x− a|| ≤ r}
Notice that when n = 1, the open ball centered at a of radius r is the
open interval (a − r, a + r), and the corresponding closed ball is the
closed interval [a− r, a+ r].
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Critical points
Definition. Let V be an open set in Rn, let a ∈ V and suppose that
f : V → R.
(i) f(a) is called a local minimum of f if and only if there is an r > 0
such that f(a) ≤ f(x) for all x ∈ Br(a)
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f : V → R.
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such that f(a) ≤ f(x) for all x ∈ Br(a)
(ii) f(a) is called a local maximum of f if and only if there is an r > 0
such that f(a) ≥ f(x) for all x ∈ Br(a)
(iii) f(a) is called a local extremum of f if and only if f(a) is a local
maximum or a local minimum of f .
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Remark. If the first-order partial derivatives of f exist at a, and
f(a) is a local extremum of f , then ∇f(a) = 0.
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Remark. If the first-order partial derivatives of f exist at a, and
f(a) is a local extremum of f , then ∇f(a) = 0.
In fact the one-dimensional function
g(t) = f(a1, . . . , aj−1, t, aj+1, . . . , an)
has a local extremum at t = aj for each j = 1, . . . , n. Hence, by the
one-dimensional theory
∂f
∂xj
(a) = g′(aj) = 0
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Remark. If the first-order partial derivatives of f exist at a, and
f(a) is a local extremum of f , then ∇f(a) = 0.
In fact the one-dimensional function
g(t) = f(a1, . . . , aj−1, t, aj+1, . . . , an)
has a local extremum at t = aj for each j = 1, . . . , n. Hence, by the
one-dimensional theory
∂f
∂xj
(a) = g′(aj) = 0
As in the one-dimensional case, ∇f(a) = 0 is necessary but not
sufficient for f(a) to be a local extremum.
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Remark. There exist continuously differentiable functions that sat-
isfy ∇f(a) = 0 such that f(a) is neither a local maximum nor a local
minimum.
Consider for n = 2
f(x, y) = y2 − x2
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Remark. There exist continuously differentiable functions that sat-
isfy ∇f(a) = 0 such that f(a) is neither a local maximum nor a local
minimum.
Consider for n = 2
f(x, y) = y2 − x2
It is easy to check that ∇f(0) = 0 but the origin is a saddle point see
figure
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370 Chapter 11 DIFFERENTIABILITY ON Rn 
z 
x 
Figure 11.6 
Since the first-order partial derivatives of f exist and are continuous everywhere on 
R 2 , f is continuously differentiable on R 2 • Moreover, it is evident that 'fil f (0) = 0, 
but f(O) is not a local extremum (see Figure 11.6). I 
The fact that the graph of this function resembles a saddle motivates the following 
terminology. 
11.53 DEFINITION. Let V be open in R n , let a E V, and let f : V -7 R be 
differentiable at a. Then a is called a saddle point of f if 'fil f(a) = 0 and there is a 
TO > ° such that given any ° < p < TO there are points x,Y E Bp(a) that satisfy 
f(x) < f(a) < f(y)· 
By the Extreme Value Theorem, if f is continuous on a compact set H, then it 
attains its maximum and minimum on H; i.e., there exist points a,b E H such that 
f(a) = sup f(x) and f(b) = inf f(x). 
xEH xEH 
When f is a function of two variables, these points can be found by combining 
Remark 11.51 with one-dimensional techniques. 
11.54 Example. Find the maximum and minimum of f(x, y) = x2 - X + y2 - 2y 
on H = B 1(0, 0). 
SOLUTION. Since 'filf(x,y) = (0,0) implies (x,y) = (1/2,1), f has no local 
extrema inside H. Thus the extrema of f on H must occur on 8H. Using polar 
coordinates, we can describe 8H by (x, y) = (cos 0, sin 0), where ° :::; 0 < 21l'. Set 
h(O):= f(cosO,sinO) = 1- cosO - 2sinO. 
Figure 1: Saddle point
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Definition. Let V be open in Rn, let a ∈ V , and let f : V → R be
differentiable at a. Then a is called a saddle point of f if ∇f(a) = 0
and there is a r0 > 0 such that given any 0 < ρ < r0 there are points
x, y ∈ Bρ(a) that satisfy
f(x) < f(a) < f(y)
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Hessian matrix. Let V ⊆ Rn an open set and let f : V → R be a C2
function. The Hessian matrix of f at x ∈ V (or simply the Hessian)
is the symmetric square matrix of second-order partial derivatives of
f at x:
H(f)(x) :=
[
∂2f
∂xi∂xj
(x)
]
i, j=1,...,n
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Test for extrema and saddle points
Theorem. Let V be open in R2, (a, b) ∈ V, and suppose that f :
V → R satisfies ∇f(a, b) = 0. Suppose further that f ∈ C2 and set
D := fxx(a, b)fyy(a, b)− f 2xy(a, b)
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Test for extrema and saddle points
Theorem. Let V be open in R2, (a, b) ∈ V, and suppose that f :
V → R satisfies ∇f(a, b) = 0. Suppose further that f ∈ C2 and set
D := fxx(a, b)fyy(a, b)− f 2xy(a, b)
(i) If D > 0 and fxx(a, b) > 0 then f(a, b) is a local minimum
(ii) If D > 0 and fxx(a, b) < 0 then f(a, b) is a local maximum
(iii) If D < 0 the (a, b) is a saddle point
Observe that
D = det[H(f)(a, b)]
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Examples.
f(x, y) = x3 + 6xy − 3y2 + 2
has a saddle point in (a, b) = (0, 0) and a local maximum in (a, b) =
(−2,−2)
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Examples.
f(x, y) = x3 + 6xy − 3y2 + 2
has a saddle point in (a, b) = (0, 0) and a local maximum in (a, b) =
(−2,−2)
f(x, y) = x2 + y3 − 2xy − y
has a saddle point in (a, b) = (−13 ,−13) and a local minimum in (a, b) =
(1, 1)
17/19 Pi?
22333ML232
Remark. In n variables a critical point x0 is a local minimum for
f ∈ C2 if for each k = 1, . . . , n
det[Hk(f)(x0)] > 0
where Hk(f) is the principal minor of order k of H(f)
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Remark. In n variables a critical point x0 is a local minimum for
f ∈ C2 if for each k = 1, . . . , n
det[Hk(f)(x0)] > 0
where Hk(f) is the principal minor of order k of H(f)
In n variables a critical point x0 is a local maximum for f ∈ C2 if for
each k = 1, . . . , n
det[(−1)kHk(f)(x0)] > 0
where Hk(f) is the principal minor of order k of H(f)
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Theorem (Lagrange multipliers) Let m < n, V be open in Rn and
f, gj : V → R be C1 on V for j = 1, 2, . . . ,m. Suppose that rank of
∂(g1, . . . gm)
∂(x1, . . . , xn)
is m in x0 ∈ V where gj(x0) = 0 for j = 1, 2, . . . ,m and suppose that
x0 is a local extremum for f in the set
M = {x ∈ V : gj(x) = 0}.
Then there exist scalars λ1, . . . , λm such that
∇
(
f(x0)−
m∑
k=1
λkg(x0)
)
= 0
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Exercise Find maxima and minima of f(x, y) = x2 + y2 − 4xy with
the constraint x2 + y2 − 1 = 0.
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Exercise Find maxima and minima of f(x, y) = x2 + y2 − 4xy with
the constraint x2 + y2 − 1 = 0.
L = 1− 4xy − λ (x2 + y2 − 1) .
Critical point equations
−4y − 2λx = 0,
−4x− 2λy = 0,
x2 + y2 = 1.
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(
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2
)
, P2 =
(
1√
2
,− 1√
2
)
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