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Abstract
In this paper, we study rank-1 projector solutions to the completely integrable
Euclidean CPN−1 sigma model in two dimension and their associated surfaces
immersed in the su(N) Lie algebra. We reinterpret and generalize the proof
of A.M. Din and W.J. Zakzrewski [1] that any solution for the CPN−1 sigma
model defined on the Riemann sphere with finite action can be written as a rais-
ing operator acting on a holomorphic one, or a lowering operator acting on a
antiholomorphic one. Our proof is formulated in terms of rank-1 Hermitian pro-
jectors so it is explicitly gauge invariant and gives new results on the structure
of the corresponding sequence of rank-1 projectors. Next, we analyze surfaces
associated with the CPN−1 models defined using the Generalized Weierstrass
Formula for immersion, introduced by B. Konopelchenko [2]. We show that the
surfaces are conformally parameterized by the Lagrangian density with finite
area equal to the action of the model and express several other geometrical
characteristics of the surface in terms of the Lagrangian density and topologi-
cal charge density of the model. We demonstrate that any such surface must
be orthogonal to the sequence of projectors defined by repeated application of
the raising and lowering operators. Finally, we provide necessary and sufficient
conditions that a surface be related to a CPN−1 sigma model.
Keywords: CPN−1 sigma model, Projector formalism, Invariant recurrence
relations, Generalized Weierstrauss formula for immersion, Differential
geometry of surfaces in su(N) algebra
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1. Introduction
The solutions of the CPN−1 sigma model defined on the extended complex
plane with finite action can be characterized by a holomorphic vector and a finite
sequence of vectors built using raising operators. This fact was first discover by
A.M. Din and W. Zakzrewski [1, 3], H.J. Borchers and W.D. Garber [4], next
by R. Sasaki [5], and later discussed by J. Eells and J. Wood [6]. It was shown
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by A.V. Mikhailov and V.E. Zakharov that the Euler-Lagrange (E-L) equation
for vectors in homogenous coordinates can be written in terms of projectors to
obtain a new form of the Euler-Lagrange equations and they introduced a linear
spectral problem whose compatibility corresponds precisely with such equations
[7, 8]. From a complete background on the CPN−1 sigma model and history
(see e.g. [9, 10, 11, 12, 13, 14, 15, 16, 17, 18]).
In this paper, we complete the theory by showing that any projector solution
to the (projector) Euler-Lagrange equations can be given in such a way. More
precisely, we show that all rank-1 Hermetian projector solution to the CPN−1
sigma model defined on the with finite action are obtained through successive
application of a creation (annihilation) operator acting on projectors which map
into a direction of a holomorphic (anti-holomorphic) vector. Though some of
the results are already known and in use in current literature, citations above
and [19], this reconstructed proof completes the theory and has the advantage
that it is written completely in terms of projectors, allowing for full utilization
of the projective structures of CPN−1 in a consistent way. This proof not
only gives necessary and sufficient conditions for projectors to be in a certain
class of solutions for the CPN−1 sigma model but also allows further analysis
of the model using the new results on the differential structures of projectors
developed for use in the proof. Consequently, these results allow us to explore
geometrical characteristics of 2D surfaces immersed in the su(N) algebra and
express them in terms of the projectors. Such geometric properties include the
Gauss curvature, the mean curvature vectors and some global characteristics of
2D surfaces such as the Willmore functional and the Euler-Poincare characters.
Moreover, the results also allow us to express quantities associated with the
sigma model, such as the Lagrangian density, action and topological charge, in
terms of geometrical properties of the surfaces, such as surface area, Willmore
functional, Euler-Poincare etc.
In studying sigma models on Euclidean space, one is interested in maps
z : Ω ⊂ R2 → CN with z†z = 1 which are stationary points of the action
functional [18]
S(z) =
∑
µ=1,2
∫
R2
(Dµz)
†Dµz dξ1dξ2, (1)
given by solutions to the corresponding Euler-Lagrange equations∑
µ=1,2
DµDµz + z((Dµz)
†Dµz) = 0
where Dµz defined according to the formula
Dµz = ∂µz − (z†∂µz)z, ∂µ = ∂
∂ξµ
.
Notice that, for any k : Ω→ C, Dµ(kz) = kDµ(z) and so the action functional
defined by (1) is invariant under the local U(1) transformation induced by k
2
with |k| = 1. Furthermore, we can expand the model to act on any non-zero
vector f : Ω→ CN{∅} by
Dµf = ∂µf − f
†∂µf
f †f
f,
so that the action becomes
S(f) =
∑
µ=1,2
∫
R2
(Dµf)
†Dµf
f †f
dξ1dξ2, (ξ1, ξ2) ∈ R2. (2)
We see immediately that equations (1) and (2) are consistent with z = f/|f |, |f | ≡
(f †f)1/2. Also, for any f, g : Ω → CN{∅} where f = kg for some k : Ω →
C{0} the actions are the same, S(f) = S(kf) = S(g), and so our model is
defined on equivelence class of CPN−1. Finally, we note that the action S(f) is
often given in the literature, [18], as having values 2piα0 where α0 is the degree
of the vector field f.
In this paper, we provide an analysis of these models by exploiting the pro-
jective structures of CPN−1 though the projector formalism, ie in terms of
P = (f ⊗ f †)/(f †f). The language of projectors ensure invariance under multi-
plication of f by any non-zero scalar function and freedom of singularites which
could occur in the description in terms of unnormalized vector fields f [19].
Moreover, ther previously known properties of the CPN−1 sigma model and the
associated surfaces take a compact and simple form when expressed in terms of
projectors.
The paper is organized as follows. In Section 2, we introduce a new sesquelin-
ear product, semi-norm and covariant derivative to act on the space of projectors
and proven new results associated with them such as the Cauchy-Schwarz in-
equality and the triangle inequality for the semi-norm. These structures have
been defined in such a way that the covariant derivative is compatible with the
sesquilinear product while simultaneously being orthogonal to the original op-
erator. We also apply the concept of (anti-)holomorphicity to projectors and
present a new analysis of structures, particularly in relation to a set of raising
and lowering operators Π±, as introduced in [19]. From example, we prove that
a rank-1 Hermitian projector will project onto a direction in CPN−1 which has
a holomorphic representative if and only if the lowering operator Π− annihilates
the projector.
In Section 3, we provide the basic background on CPN−1 sigma models and
write the physical quanities and Euler-Lagrange equations explicitly in terms of
the covariant derivatives defined in Section 2.
In Section 4, we start with a a rank-1 Hermetian projector which is a solution
to the Euler-Lagrange equations defined on the extended complex plane with
finite action and create via raising and lowering operators a finite set of rank-
1 Hermitian projectors which are solutions to the Euler-Lagrange equations
with finite action and are mutually orthogonal. More specifically, in Theorem
4 we show that for any P a solution for the Euler-Lagrange equations, the
operators Π±P will also be a solution, regradless of whether the action is finite.
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In Theorem 5, we prove that if P is defined on the entire extended complex plane
with finite action, then Π±P will be as well. These two theorems are known in
the vector case, [18, 19] but new for the projector solutions. In Theorem 6, we
prove the new results that given a finite action solutionP for the Euler-Lagrange
equations, using the covariant derivative defined for projectors, we can create
two orthogonal subspaces of CN which will be spanned by the set of rank-
1 Hermitian projectors created from the raising and lowering operators. We
prove that this set is mutually orthogonal and that the lowering operator will at
some point annihilate the initial projector and hence there is some holomorphic
projector associated with any solution to the CPN−1 model.
The new results of this section are similar to the analogous results, see [18]
for the vector solutions but the proof using projectors has many advantages. By
explicitly using the projective structure of CPN−1, the equations are often more
compact and the steps of the proof more transparent. Additionally, in the course
of the proof, we have used the differential structures native to CPN−1 and have
proved several new results about such structures which can be used in contexts
outside of the proof. An immediate example of this is the analysis of surfaces
defined by the generalized Weierstrass formula for Immersions associated with
CPN−1 sigma models.
In Section 5, we consider surfaces immersed in su(N) associated to CPN−1
model and apply the projective structures previously introduced to analyze the
geometry of such surfaces. In particular, we prove that any surfaces created
from the Generalized Weierstrass formula for immersion using the conservation
law derived from the Euler-Lagrange equations with finite action will be confor-
mally parameterized by the Lagrangian density and will have finite surface area
equal to the action of the model, Theorem 8. Furthermore, we show that the
Gaussian curvature, the norm of the mean curvature, the Willmore functional
and the Euler-Poincare´ characteristic can be written in terms of the Lagrangian
and topological charge density which themselves can be written in terms of the
norms of the covariant derivative of the projector. We also show that the sur-
face must be orthogonal to the sequence of rank-1 Hermitian projectors defined
by repeated application of the raising and lowering operators. Next, we give
necessary and sufficient conditions that a surface be associated with a CPN−1
model in terms of the characteristic polynomial and the differential. Finally, we
illustrate the theoretical results by considering first arbitrary surfaces generated
by holomorphic projectors and later an example based on the Veronese sequence
and another with non-constant Gaussian curvature.
2. The projector formalism
To estabilsh our notation we start with a brief recalling of the mathematical
grounds of the projector formalism. From computational purposes, we intro-
duce a new sesquilinear product and compatible covariant derivative acting on
the projector space. Next we describe certain characteristics of holomorphicity
for projectors and basic properties of so called raising and lowering operators.
Proofs have been put in the Appendix.
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2.1. Hermitian, rank-1 projectors
The points of the complex coordinate space CN are denoted by z = (z1, .., zn)T
and the Hermitian inner product on CN , using † to denote Hermitian conjuga-
tion, as
z†w = (z, w) =
N∑
j=1
zjwj , z, w ∈ CN .
The (N − 1) dimensional complex projective space CPN−1 is defined as a set of
1-dimensional subspaces of CN ; that is, all complex lines in CN passing through
a point z and the origin, together with the quotient topology. Two points
z, w ∈ CN{0} are in the same equivalence class if and only if there exists
a 6= 0 ∈ C such that z = aw.
By definition, a rank-1 Hermitian projector maps all of CN on to some one
dimensional subspace and so we can identify equivalence classes in CPN−1 with
rank-1 Hermitian projectors. In Appendix A, you can find the proof and explicit
isomorphism between CPN−1 and the set of rank-1 projectors. We say P is a
rank-1 Hermitian projector if it has the following qualities, P2 = P, P† = P
and tr(P) = 1.
The most important properties of rank-1 Hermitian projectors in
GLN(C(ξ+, ξ−)) are given below.
Property 1. From any rank-1 Hermetian projector P ∈ GLN (C(ξ+, ξ−)) we
have the following identities
1.1 From any vector e, we can decompose P as proportional to the tensor
product of Pe
Pe⊗ e†P = e†PeP (3)
If Pe is also assumed to be nonzero, we can solve for P and obtain,
P =
Pe ⊗ e†P
e†Pe
. (4)
1.2 For any matrix A, we have the following
PAP = tr(PA) (5)
1.3 We have the following differential constraint
∂µP = ∂µPP+P∂µP, ∂µ = ∂ξµ . (6)
The proofs can be found in Appendix B.
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2.2. Sesquilinear Product and Covariant Derivative
In this section, we introduce a sesquilinear product and covariant derivative,
both depending on a fixed rank-1 Hermitian projector P and e ∈ CN a constant
vector for which Pe 6= 0.We do not chose e so that it is an eigenvector for P for
reasons that will be discussed later. These structures are chosen in such a way
that the covariant derivative D
(P)
µ is compatible with the sesquilinear product
〈, 〉(P) and at the same time the image is orthogonal to the argument.
Definition 1. From a given P a rank-1 Hermitian projector and e a normalized
vector with Pe 6= 0, we define a sesquilinear product as
〈 , 〉 : GLN (C(ξ1, ξ2))×GLN (C(ξ1, ξ2))→ C(ξ1, ξ2)
by
〈X,Y〉(P) ≡
e†XYe
e†Pe
. (7)
Note that Pe 6= 0 which implies e†Pe = e†Pe = (Pe)†Pe > 0 and so the
inner product is well defined. Now, in general, e†Pe will be a scalar function,
so we cannot normalize it to 1 while retaining that e be an constant vector.
This sesquilinear product is proportional to the Euclidean inner product on
vectors induced by the transpose conjugate, i.e. for x, y ∈ CN , 〈x, y〉Euc = x†y.
That is, if x ≡ Xe and y ≡ Ye then
〈X,Y〉(P) =
e†X†Ye
e†Pe
=
x†y
e†Pe
.
We can use the sesquilinear product to determine a semi-norm.
||X||(P) ≡
√
〈X,X〉(P) (8)
This is well defined since
〈X,X〉(P) =
(Xe)†Xe
(Pe)†Pe
≥ 0. (9)
This norm is only semi-definite since any matrix orthogonal to e will have zero
length, however we have the following property which is prove in Appendix C.
Property 2. If X and Y are arbitrary rank one projectors and Xe,Ye 6= 0,
then
〈X,Y〉(P) = 0 ⇐⇒ XY = ∅. (10)
Although this is not a true norm, it will still satisfy many of the inequalities for
norms. In particular, the Cauchy-Schwarz inequality and the triangle inequality
which are proven in Appendix C. From the remainder of the paper, we will
omit the subscript P in the sequilinear product unless there is ambiguity.
For computational convienence, in what follows we denote µ an arbitrary
direction in complex coordinates, ξ± = ξ1±iξ2 by µ = aξ++bξ−, µ = aξ−+bξ+,
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for a, b ∈ R. We identify the tangent space of GlN (C(ξ1, ξ2)) with itself and
denote µ to be the vector in Gln(C(ξ1, ξ2)), generated by derivative
∂
∂µ in the
direction µ. The derivatives are represented as
∂+ ≡ ∂
∂ξ+
=
1
2
(
∂
∂ξ1
− i ∂
∂ξ2
)
, ∂− ≡ ∂
∂ξ−
=
1
2
(
∂
∂ξ1
+ i
∂
∂ξ2
)
.
Definition 2. We define a covariant derivative in the direction µ depending on
the sesquilinear product given above, by
D(P)µ =
∂
∂µ
+ 〈P, ∂
∂µ
P〉(P). (11)
The covariant derivative in the basis directions D
(P)
± are
D
(P)
+ ≡ D(P)ξ+ = ∂+ − 〈P, ∂+P〉, D
(P)
− ≡ D(P)ξ− = ∂− − 〈P, ∂−P〉.
Notice that this derivative depends on the direction µ, the operator P and
implicitly the choice of e. We also note that the covariant derivatives D
(P)
± in
conjugate directions are not Hermitian conjugate to one another since
(D
(P)
+ )
† −D(P)− = 〈P, ∂−P〉 − 〈∂+P,P〉
is not zero unless the norm e†Pe is a constant function.
Property 3. D
(P)
µ = ∂µ + 〈P, ∂µP〉(P) is a covariant derivative.
Proof. To prove this we need to show (see [20] for example), that for arbitrary
matrices X,Y, µ, ν ∈ Gln(C(ξ1, ξ2)), c, d ∈ R and f : C→ C,
D
(P)
cµ+dνX = cD
(P)
ν X+ dD
(P)
µ X, linearity in direction (12)
D
(P)
µ (X+Y) = D
(P)
µ X+D
(P)
µ Y, linearity in argument (13)
D
(P)
µ (fX) = (∂µf)X+ fD
(P)
µ X, Leibniz rule (14)
These can be directly verified from the definition. From notational simplicity,
we drop the superscript which denotes the dependence on P. This is particu-
larly useful when we want to described repeated application of the covariant
derivative, defined inductively by,
DkµX ≡ Dµ(Dk−1µ X), D0µX ≡ X.
The following are the most important properties of the covariant derivative.
Property 4. From the given rank-1 projector P and arbitary matrix functions
X,Y
4.1 P and D±P are orthogonal
〈P, D±P〉 = 0. (15)
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4.2 The covariant derivative, D
(P)
µ , is compatible with the sesquilinear product
in the following sense
∂
∂µ
〈X,Y〉 = 〈D(P)µ X,Y〉+ 〈X, D(P)µ Y〉 (16)
4.3 If X is a rank-1 Hermitian projector, there exists a scalar function φ(X)
so that
∂±XXe = (D±X− φ(X)X)e (17)
and in particular, if X = P we have
∂±PPe = D
(P)
± Pe. (18)
4.4 The norm of D±P is given by
||D+P||2 = tr(∂+PP∂−P) ||D−P||2 = tr(∂−PP∂+P) (19)
4.5 The commutator of covariant derivatives is given by
[D+, D−]X = (||D+P||2 − ||D−P||2)X. (20)
These properties are proven in Appendix D.
2.3. (Anti-)Holomorphicity of vectors in the CPN−1 and their associated pro-
jectors
Because of the phase invariance of CPN−1, the definition of holomorphicity
is differenct from other vector functions.
Definition 3. We say a vector x in CPN−1(ξ+, ξ−) is holomorphic if there is
some non-zero scalar function c(ξ+, ξ−) : R2 → C for which ∂−(cx) = ∅. We
call a rank-1 projector X a holomorphic projector if the vector which it projects
onto is holomorphic.
Property 5. We have the following properties of holomorphic vectors and pro-
jectors.
5.1 A vector x in CPN−1 is holomorphic if and only if ∂−x is proportional to
x.
5.2 A Hermitian, rank-1 projector X is holomorphic if and only if
X∂+X = ∂−XX = ∅. (21)
5.3 If X = P the projector which was used to define the covariant derivative
(11) then P is holomorphic if and only if
D−Pe = 0. (22)
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The proofs are in Appendix E.
The analogous statements for anti-holomorphicity follow directly. That is, X is
antiholomorphic if the projector which it projects onto is antiholomorphic and
this is equivalent to
X∂−X = ∂+XX = ∅. (23)
If X = P then it is antiholomorphic if and only if D+Pe = 0
2.4. Basic Properties of Raising and Lowering Operators
We have the following raising and lowering operators from previous literature
[21, 19]
Π±(X) ≡
{
∂±XX∂∓X
tr(∂±XX∂∓X)
∂±XX∂∓X 6= ∅
∅ ∂±XX∂∓X = ∅
, (24)
These raising and lowering operators are analogous to the raising and lowering
operators for the vector model, see for example [18]. These operators are defined
in such a way that the Π±(X) is a rank-1 Hermitian projector whenever X is a
rank-1 Hermitian projector and so that X is orthogonal to Π±X and hence the
operation is similar to a Gram-Schmidt orthogonalization procedure. We prove
these results in the following properties.
Property 6. From X a Hermitian rank-1 projector we have
6.1 Π±X is a Hermitian projector which projects onto the vector ∂±XXe.
Thus, either Π±X is ∅ or it is of rank-1 and can be written as
Π±X =
∂±XXe⊗ e†X∂∓X
e†X∂∓X∂±XXe
. (25)
6.2 X is orthogonal to Π±X.
6.3 The raising and lowering operators acting on P can be written in terms
of the covariant derivative
Π±P =
D±Pe ⊗ e†(D±P)†
(D±Pe)†D±Pe
(26)
6.4 X is holomorphic if and only if
Π−X = ∅. (27)
The proofs can be found in Appendix F. Again, there is an analogous Property
5.4 for anti-holomorphicity. That is, X a rank one projector is antiholomorphic
if and only if Π+X = ∅. Finally, we can inductively define repeated application
of the raising operator by
Πk±(X) = Π±(Π
k−1
± (X)), Π
0
±(X) = X, k ∈ N.
9
3. The Action and the Euler-Lagrange Equation
In this section we introduce the basic quanties and equations of the CPN−1
model and show that they can be expressed in terms of the gauge invariant co-
variant derivative (11). From the CPN−1 model, we can write the Lagrangian
density in terms of projectors in two equivalent ways.
L(P) = tr(∂+P∂−P) (28)
This is the form most often found in the literature though without a factor
of 2 as in some of the references [8, 7, 18]. The following form of the Lagrangian
looks identical to the one for the vector model but the definition of the covariant
derivative and inner product are different.
L(P) = ||D(P)+ P||2(P) + ||D(P)− P||2(P) (29)
Here we write the dependence of the inner product on P explicitly as a
reminder that the covariant derivatives and the semi-norm are both dependent
on P. The second formulation of the Lagrangian density is a direct consequence
of the action as written in terms of the vector f onto which P projects, ie.
f = Pe.
Theorem 1. The two formulations of the Lagrangian density are equivalent
and in particular, the second formulation does not depend on the choice of e.
Proof. This follows immediate from (19) which gives the semi-norm of D±P in
terms of trace. 
There is another quantity associated with the model, called the topological
charge density and it is given by
q(P) = ||D+P||2 − ||D−P||2 = tr(P∂+P∂−P−P∂−P∂+P) (30)
It can be shown that this quantity is a total divergence and hence the integral
Q(P) =
1
pi
∫
R2
q(P)dξ1dξ2 (31)
is an integer [3]. The topological charge density has already appeared in this
paper in (20) the commutator of covariant derivatives,
[D+, D−]X = q(P)X, ∀X ∈ GlN (C)(ξ+, ξ−)
The action for the CPN−1 sigma model on the Euclidean plane R2 is given
by
S(P) =
∫
R2
L(P)dξ1dξ2. (32)
There are also several equivalent formulations of the Euler-Lagrange
equations for the fixed points of the action. A rank-1 projector P is a fixed
point of the action if and only if one of the following hold:
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[∂+∂−P,P] = ∅ (33)
which is equivalent to
∂+[∂−P,P] + ∂−[∂+P,P] = ∅. (34)
The other formulation of the Euler-Lagrange equations is via(
D+D−(P) + ||D−P||2P
)
e = ∅ (35)
which is equivalent via (20) to(
D−D+(P) + ||D+P||2P
)
e = ∅. (36)
Theorem 2. Euler -Lagrange Equations (33) and (35) are equivalent.
Proof, We shall prove that Euler-Lagrange formulations (33) and (35) both are
equivalent to the statement ∂+∂−PP is proportional to P. By the projective
property of P, ∂+∂−PP is proportional to P implies that the constant of pro-
portionality be tr(P∂+∂−P) and so
∂+∂−PP = tr(P∂+∂−P)P. (37)
Assume P satisfies (33), then (1−P)∂+∂−PP = ∅ which imples that P satisfies
(37). On the other hand, assume P satisfies (37). We take the Hermitian
conjugation of (37) to obtain
P∂+∂−P = tr(P∂+∂−P)P
which, together with (37), imples
[∂+∂−P,P] = ∅
So, (33) is equivalent to (37). To prove the equivalence of (35) and (37), we can
use (18) to rewrite (35) as
∂+∂−PPe + ∂−P∂+Pe− e
†P∂+Pe
e†Pe
∂−PPe+ tr(∂−P∂+P)Pe = 0.
Using (5) and (6), we obtain
∂−P∂+Pe = P∂−P∂+PPe + ∂−PP∂+Pe
= tr(P∂−P∂+P)Pe +
e†P∂+Pe
e†Pe
∂−Pe (38)
which show that Euler-Lagrange (35) is equivalent to
∂+∂−PPe + tr(P∂−P∂+P)Pe+ tr(P∂+P∂−P)Pe = 0
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and so ∂+∂−PPe = bPe for some scalar function b(ξ+, ξ−). As before, if we mul-
tiply both sides of the equation on the left by P, we see that b = tr(P∂+∂−P).
Hence,(
D+D−(P) + ||D−P||2P
)
e = 0 ⇐⇒ ∂+∂−PPe = tr(P∂+∂−P)Pe.
But also, for any vector v, there exists some scalar function c = c(ξ+, ξ−) such
that Pv = cPe and so
(∂+∂−P)Pv = c(∂+∂−P)Pe = ctr(P∂+∂−P)Pe = tr(P∂+∂−P)Pv.
Thus, we see that Euler-Lagrange equation (35) is equivalent to (37), that is(
D+D−(P) + ||D−P||2P
)
e = 0 ⇐⇒ ∂+∂−PP = tr(P∂+∂−P)P.
Hence, we have shown that the Euler-Lagrange equations (33) and (35) are
equivalent to the requirement that ∂+∂−PP is proportional to P, and in par-
ticular are equivalent to each other. 
From P a solution to the Euler-Lagrange equations, the rasing and lowering
operators are mutual inverses. This theorem was proven in [21, 19] and we give
the proof in Appendix G
Theorem 3. If P satisfies the Euler-Lagrange equation (33), then
Π±(Π∓P) = P, Π∓(Π±P) = P
whenever Π±P 6= ∅.
4. Projector solutions for the equations of motion
In this section we prove some results about projectors which satsify the
equations of motion (33). Namely, we can use the raising and lowering operators
to build a sequence of projectors which will be solutions to the Euler-Lagrange
equation and furthermore all solutions are in one such family generated by a
holomorphic projector.
The following theorem has been proven for the vector case with the raising
and lowering operators associated with them, see [18] and references therein.
We prove it here directly for projectors.
Theorem 4. If P is rank-1 Hermitian projector which is a solution of the
Euler-Lagrange equations (33) then Π±P will be as well.
Proof. We shall prove that Π+P satisfies Euler-Lagrange (33), the corresponding
proof for Π−P follows by direct analogy. Assume that P is a rank-1 projector
satisfying (33). We shall now prove that there exists some complex function b
so that
∂+∂−Π+PΠ+P = bΠ+P (39)
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which, as disscussed above, is equivalent to Euler-Lagrange equation, for exam-
ple (33).
The computation is purely algebraic and uses the properties of rank-1 pro-
jectors and the fact that P is a solution of (33). We uses the identity
tr(P∂+∂−P) = −tr(∂+PP∂−P+ ∂−PP∂+P)
which is a differential consquence of tr(P) = 1 and P2 = P. Also, (33) implies
tr(∂+∂−P∂±P) = tr(∂+∂−PP∂±P) = 0.
These identies are used to compute
∂+∂−Π+PΠ+P = bΠ+P (40)
where,
b ≡ tr(P∂+P∂+P)tr(P∂−P∂−P) + tr(P∂+P∂
2
−P∂+P) + tr(P∂
2
−∂+P∂+P)
tr(∂+PP∂−P)
+
∂+tr(∂+PP∂−P)∂−tr(∂+PP∂−P)− ∂+∂−tr(∂+PP∂−P)tr(∂+PP∂−P)
tr(∂+PP∂−P)2
−tr(∂+PP∂−P). (41)
Thus, Π+P is a solution to the equations of motion. Finally, we note that
by (25), Π+P is a rank-1 Hermitian projector so the theorem is proven. 
Let C ≡ C ∪ {∞} denote the extended complex plane. We shall now prove
that if P is a finite action solution defined on C, then Π±P will be as well.
Theorem 5. If P is solution to the Euler-Lagrange equation (33) in CM+2(C)
for 0 ≤ M ∈ N and has finite action (32), then the the operator Π±P will also
be a solution to the Euler-Lagrange equation in CM+1(C) with finite action.
Before we prove this theorem, we will prove a lemma about the inversion of the
projector about the unit sphere.
Definition 4. From any matrix function X(ξ+, ξ−), we define the inversion
about the unit sphere as
Xˆ(w+, w−) ≡ X(ξ+, ξ−), ξ+ ≡ w−1+ , ξ− ≡ w−1− . (42)
Lemma 1. If P(ξ+, ξ−) is solution to the Euler-Lagrange equations (33) in
CM+2(C) for 0 ≤ M ∈ N and with finite action (32) then Pˆ(w+, w−) will also
be a solution to the Euler-Lagrange equations in CM+2(C) with finite action.
Proof. AssumeP(ξ+, ξ−) is solution of the Euler-Lagrange equations in C
M+2(C)
for 0 ≤ M ∈ N and has finite action. Now, we define a new projector Pˆ by
inverting (ξ+, ξ−) across the unit circle via (42). Because of the change of
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variables, we must return to the more cumbersome notation to make explicit
the set of variables to which we are referring. From notational convience we
write P = P(ξ+, ξ−), Pˆ = Pˆ(w+, w−). We claim that Pˆ will also be a rank-1
projector solution in CM+2(C) with finite action. To show this, we note that
∂w±Pˆ = −
1
w2±
∂ξ±P, D
(Pˆ)
w± Pˆ = −
1
w2±
D
(P)
ξ±
P, (43)
so that any of the forms of the Euler-Lagrange equation for Pˆ will be the Euler-
Lagrange equation for P multiplied by w−2+ w
−2
− . From example,
[∂w+∂w−Pˆ, Pˆ] =
1
w2+w
2
−
[∂ξ+∂ξ−P,P] = 0.
Similarly,
S(P) =
∫
R2
< D(Pˆ)w+ Pˆ, D
(Pˆ)
w+ Pˆ >(Pˆ) + < D
(Pˆ)
w− Pˆ, D
(Pˆ)
w− Pˆ >(Pˆ) dw+dw−
=
∫
R2
< D
(P)
ξ+
P, D
(P)
ξ+
P >(P) + < D
(P)
ξ−
P, D
(P)
ξ−
P >(P) dξ+dξ− = S(Pˆ).
So, if P is a finite action solution on the extended complex plane C, Pˆ will be
as well. 
Proof of Theorem 5. Because of Theorem 4, Π±P will satisfy the equations
of motion and so it suffices to prove that Π±P has finite action. That is
S(Π±P) =
∫
R2
tr(∂+Π±P∂−Π±P)dx+dx− <∞
To prove this, we shall transform the integral into two integrals of real ana-
lytic functions over the unit disk and so it will be finite. In order to do this we
use a result of A. Friedman, that given any real set of nonlinear elliptic partial
differential equations which is analytic in the arguments, the solutions which are
at least twice differentiable must be real analytic [22]. In our particular case,
we see that the real and imaginary parts of the components of our projector P
, Pˆ can be decomposed into real functions and then the sigma model can be de-
scribed as a set of elliptical partial differential equations for these components,
see for example H. J. Borchers and W. D. Garber [4]. Thus, we can apply the
results of Friedman to see that if such functions are at least twice integrable,
they will be real analytic.
Now, since the components of P have real and imaginary parts which are
analytic, we can use (25) to show that the components of Π±P also have real
and imaginary parts which are analytic. Recall
Π±P =
∂±PPe ⊗ e†P∂∓P
e†P∂∓P∂±PPe
,
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and so Π±P will have real analytic components as long as the denominator of
Π±P given by
e†X∂∓X∂±XXe = (X∂±XXe)
†X∂±XXe, (44)
is not zero. However, we see that this term (44) is 0 if and only if Π±P = 0
in which case the assertion is trivial. Thus, the real and imaginary parts of the
components of Π±P are real analytic and hence the Lagrangian density will be
as well.
We will now split the area of the integral into the interior and exterior of
the unit disk. Since our integrand is analytic on the whole plane, including
the unit circle, the boundary of our domains will not affect the integral. By
the analyticity of L(Π±P), the integral of the Lagrangian density over the unit
disk becomes an integral of real analytic functions over a compact domain so is
finite, ∫
|ξ+|≤1
L(Π±P)dξ1ξ2 =
∫
|ξ+|≤1
tr(∂+Π±P∂−Π±P)dξ1ξ2 <∞. (45)
Next, we integrate L(Π±P) over the exterior of the unit disk |ξ+| ≥ 1 by making
a change of variables ξ± = w
−1
± and integrating over the interior of the unit disk
|w+| ≤ 1.
To do this, we make use of Lemma 1 which says if P(ξ+, ξ−) is a rank-
1 projector solution which is at least C2(C) and with finite action then the
function obtained by inverting the coordinates across the unit circle will also be a
solution to the sigma model with finite action and, in particular, the components
of Pˆ have real and imaginary parts which are analytic.
Next, we invert Π±P about the unit circle using (43) as
Π̂±P =
∂w±PˆPˆ∂w∓Pˆ
tr(∂w±PˆPˆ∂w∓Pˆ)
, (46)
whose components have real and imaginary parts which are analytic w+, w−.
Finally, we use the change of variables again to compute
∂ξ±Π±P = −w2±∂w±Π̂±P
and so we have an integral of real analytic functions over a compact domain,∫
|ξ+|≥1
L(Π±P)dξ1ξ2 =
∫
|ξ+|≥1
tr(∂ξ+Π±P∂ξ−Π±P)dξ+dξ−
=
∫
|w+|≤1
tr(∂w+ Π̂±P∂w−Π̂±P)dw+dw− <∞ (47)
Thus, have shown that the integral of L(Π±P) over both the interior (45) and
the exterior (47) of the unit disk is finite and so the integral over the entire
plane is finite as well. That is,
S(Π±P) =
∫
R2
tr(∂w+ Π̂±P∂w−Π̂±P)dw+dw− <∞.
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Now that we know that we can use the raising and lowering operators to
build sequences of projector solutions, we show that the sequence of projectors
must terminate, that is there is a highest and lowest projector which is an-
nihilated by the raising and lowering operators, respectively. Such projectors
are anti-holomorophic or holomorphic respectively and so we can see that any
projector solution to the Euler-Lagrange equations with finite action belongs to
some family of such projectors generated by a holomorphic or anti-holomorphic
projector. We prove these results in the following theorem.
Theorem 6. From any P : C → Gln(C) a finite action, (32), solution of the
Euler-Lagrange equations, (33), which is a rank-1 Hermitian projector whose
components are differentiable at least N + 2 times, there exists a holomorphic
projector P0 and a anti-holomorphic projector Pm+n such that Pcan be obtained
by successive application of the raising operator to P0 or lowering operator to
Pm+n, i.e. there exist n,m with 0 ≤ n+m ≤ N − 1 such that
P = Πn+P0, P = Π
m
−Pm+n, P0 = Π
m+n
− Pm+n.
We shall prove this in the following lemma’s.
2 The vector spaces H,H⊥ ⊂ CN as given by
H ≡ {(Dk−P)e|k ≥ 0}, H⊥ ≡ {(Dk+P)e|k ≥ 1}
are in fact mutually orthogonal with respect to the sesquilinear product
(7).
3 Let n+1 be the dimension ofH andm the dimension ofH⊥. We shall show
that the projectors Πk−P, 0 ≤ k project in to H and that the projectors
Πk+P, 1 ≤ k project in to H⊥. Furthermore the images of Πk−P, 0 ≤ k ≤ n
form a basis for H and Πk+P, 1 ≤ k ≤ m form a basis for H⊥.
4 The projectors Πk±P, k ∈ N are mutually orthogonal and we have a de-
composition of the operator
In+m+1 = Π
n
−P+ ...+Π−P+P+Π+P+ ...+Π
m
+P
which acts as the identity on H ∪H⊥.
From each step, we assume that P is a rank-1 Hermitian projector as a
function of two variables on the Riemann two sphere which is a solution to the
Euler-Lagrange equations (33) with finite action (32). Without loss of generality,
we chose e so that Πk±Pe is not identically 0 unless the operator Π
k
±P = ∅
and Pe 6= 0 for any (ξ+, ξ−). Notice, that because P is orthogonal to Π±(P),
we cannot chose the vector e as an eigenvector for P, since then it would be
annihilated by the operators Πk±P.
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Lemma 2. The vector subspaces H,H⊥ ⊂ CN defined by
H ≡ {(Dk−P)e|0 ≤ k}, H⊥ ≡ {(Dk+P)e|1 ≤ k}
are in fact mutually orthogonal, in the Euclidean norm.
Proof. We prove this by considering the functions
Aij ≡ 〈Di−P, Dj+P〉(P ) = e†Pe〈Dj−Pe,Dk−Pe〉Euc, i, j ∈ N
and showing that they are identically 0 for all i+j > 0 and i ≤ N, j ≤ N. Recall,
e†Pe was assumed to be not identically 0.. We note that the result depends on
the fact that Dj+P must be at least twice differentiable. In particular, if P is
assumed to be at least N + 2 differentiable, then Dj+P will be at least twice
differentiable for all 0 ≤ j ≤ N.
We prove this by induction on the quantity n = i + j. From n = 1, by (15)
we see
0 = A0,1 = 〈P, D+P〉, 0 = A1,0 = 〈D−P,P〉.
Next, assume Ai,j = 0 for all 0 < i + j < n. We shall prove that Ai,j = 0 for
any i+ j = n. This can be even further simplified since for i+ j = n
Ai,j = 〈Di−P, Dj+P〉 = ∂〈Di−1− P, Dj+P〉 − 〈Di−1− P, Dj+1+ 〉
= ∂Ai−1,j −Ai−1,j+1 = −Ai−1,j+1 (48)
here we have used the compatibility of the covariant derivative with the sesquilin-
ear product, (16), and the induction assumption that Ai′,j′ = 0 for i
′ + j′ < n.
By continued application of this procedure, we can see that showing A0,n = 0
implies that Ai,j = 0 for all i+ j = n > 0. We note here, that we could instead
have continued the proof with An,0 and the proof would have been identical
under an interchange of ±.
Now, we consider A0,n = 〈P, Dn+P〉 and show that it is identically equal to
0 for n, under the induction assumption that Ai,j is identically equal to 0 for
all 0 < i + j < n. We shall prove this first by showing that the function A0,n
is analytic and then use the finiteness of the action to prove that it is bounded
and therefore identically equal to 0.
Consider,
∂−A0,n = 〈D+P, Dn+P〉+ 〈P, D−Dn+P〉
We shall prove that this is identically 0 by defining the scalar function
B ≡ 〈D+P, D+P〉 (49)
and showing that
〈D+P, Dn+P〉 = ∂n−1+ B, 〈P, D−Dn+P〉 = −∂n−1+ B, ∀n ≥ 1.
where we define ∂0±B ≡ B. From the first equality , 〈D+P, Dn+P〉 = ∂n−1+ B, we
prove it inductively, for 1 ≤ k ≤ n with the base step being true by definition.
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Next, assume that for k − 1 ≥ 1, 〈D+P, Dk−1+ P〉 = ∂k−2+ B. We shall prove the
identity for 2 ≤ k ≤ n. That is, we see that
〈D+P, Dk+P〉 = ∂+〈D+P, Dk−1+ P〉 − 〈D−D+P, Dk−1+ P〉 = ∂k−1+ B. (50)
Here we used (16) for the first equality and the induction assumptions 〈D+P, Dk−1+ P〉 =
∂k−2+ B, to show that ∂+〈D+P, Dk−1+ P〉 = ∂k−1+ B. Also we used A0,n′ = 0
for n′ < n and the fact that P satisfies Euler-Lagrange (35) to show that
〈D−D+P, Dk−1+ P〉 = 0. Thus, we have proven that for all 1 ≤ k ≤ n, 〈D+P, Dk+P〉 =
∂k−1+ B.
Next, we shall prove, that
〈P, D−Dn+P〉 = −∂n−1+ B. (51)
To do this, we prove inductively, that
〈P, D−Dk+P〉 = 〈P, Dk−1+ D−D+P〉, 1 ≤ k ≤ n (52)
This is trivial for k = 1. Now, assume its true for k − 1 that is assume
〈P, D−Dk−1+ P〉 = 〈P, Dk−2+ D−D+P〉 (53)
We use (20) which says [D+, D−]X = qX for q the topological charge density.
Using this property and the induction assumptions (53) and Ai,j = 0 for i+ j <
n, we obtain
〈P, D−Dk+P〉 = 〈P, (D+D− − q)Dk−1+ P〉 = 〈P, D+D−Dk−1+ P〉 − qA0,k−1
= 〈P, Dk−1+ D−D+P〉 (54)
and so we have proven (52) by induction.
Next, we use the fact that P is a solution to the Euler-Lagrange equations,
the Leibniz rule for covariant derivatives and the induction assumption that
Ai,j = 0 for i+ j < n to show
〈P, Dn−1+ D−D+P〉 = = 〈P, Dn−1+ (BP)〉 = 〈P, (∂n−1+ B)P〉 = ∂n−1+ B.(55)
Thus, we see that (51) holds and so we have proven that
∂−A0,n = 0.
Next, we use (48) and the Cauchy-Schwarz inequality for the semi-norm to show
for i+ j = n
|A0,n| = |Ai,j | = | < Di−P, Dj+P > | ≤ ||Di−P||(P)||Dj+P||(P). (56)
It suffices to show that the function ||Dj±P||(P) ∈ L2(R2) for any j ≥ 1 since by
Ho¨lder’s inequality the product of two L2(R2) functions is L1(R2). Again, we
recall that we are proving this by induction on n with the case n = 1 already
shown and so we only consider n ≥ 2 and hence we can chose i, j ≥ 1.
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In order to compute the integral we use an argument similar to the one in
the proof of Theorem 5 where we split the integral into two part and write each
part as an integral for real analytic functions over unit disks.
We know by the proof of Friedman [22], that the real and imaginary parts
of the components of P are real analytic functions. Also, since we know that
e†Pe is strictly greater than 0 on C, the real and imaginary parts of the function
(e†Pe)−1 are also real analytic and so, by induction, the real and imaginary parts
of the components of Dj±P are analytic for any j. Next, we need to integrate
the real, analytic function ||Dj±P||2(P) over the complex plane.
Using Lemma 1 we make use of the fact that, if P(ξ+, ξ−) is a rank-1 pro-
jector solution which is in CN+2(C) and with finite action then we can define
a new function by inverting the variables across the unit circle. That is, if we
define Pˆ(w+, w−) as in (1) then Pˆ will also be a rank-1 projector solution in
CN+2(C) with finite action.
Again, to simplify the notation, we will writeP = P(ξ+, ξ−), Pˆ = Pˆ(w+, w−)
and
D
(P)
ξ±
≡ Dξ± , D(Pˆ)w± ≡ Dw±
where it is understood that the covariant derivative in the direction of ξ± is
taken with respect to P and with respect to Pˆ for derivatives in the direction
w±. Next, we can show by induction that the inversion of D
j
ξ±
P about the disk
is given by
Djξ±P =
j∑
k=1
ckw
k+j
± D
k
w±Pˆ, ck ∈ C. (57)
From simplicity, we define ck ≡ 0 for k = 0 and k > j From the case j = 1
Dξ±P = −w2±Dw±Pˆ
Now, assume it is true for j and we prove for j + 1
Dj+1ξ± P = Dξ±(D
j
ξ±
P)
=
j∑
k=1
−(k + j)ckwk+j+1± Dkw±Pˆ− ckwk+j+2± Dk+1w± Pˆ
=
j+1∑
k=1
c′kw
j+1+k
± D
k
w±Pˆ (58)
where c′k = −(k + j)ck − ck−1. Thus, we have proven (57).
Next, we use the fact that |ξ+| ≥ 1 then |w+| ≤ 1 and (57) to transform the
integral.
∫
|ξ+|≥1
||Djξ±P||2(P)dξ+dξ− =
∫
|w+|≤1
||
j∑
k=1
ckw
k+j
± D
k
w±Pˆ||2(Pˆ)|w+|−2dw+dw−
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Using the triangle inequality of the semi-norm,
||
j∑
k=1
ckw
k+j
± D
k
w±Pˆ||2(Pˆ) ≤
j∑
k=1
|ck|2|w+|2(k+j)||Dkw±Pˆ||2(Pˆ)
we obtain the inequality
∫
|ξ+|≥1
||Djξ±P||2(P)dξ+dξ− ≤
j∑
k=1
∫
|w+|≤1
|ck|2|w+|2(k+j−1)||Dkw±Pˆ||2(Pˆ)dw+dw−. (59)
Since, since, k + j > 1 the right-hand side of (59) is an integral of an analytic
function over a compact set and so is finite. Hence, we see that we can break
our integral up into a finite sum of integrals of real analytic functions over unit
disks and so the integral must be finite.∫
R2
||Djξ±P||2(P)dξ+dξ− =
∫
|ξ+|≤1
||Dj±P||2(P)dξ+dξ−
+
j∑
k=1
∫
|w+|≤1
|ck|2|w+|2(k+j−1)||Dkw±Pˆ||2(Pˆ)dw+dw− <∞ (60)
Thus |A0,n| = |Ai,j | is in L1(R2). But, we also know that
|
∫
R2
A0,ndξ+dξ−| ≤
∫
R2
|A0,n|dξ+dξ− <∞ (61)
and so, by Liouville’s Theorem, the analytic function A0,n must be identically
0 and so by (48) Ai,j = 0 for all i+ j ≥ 1. Finally, since
Ai,j =
(Di−Pe)
†(Dj+Pe)
e†Pe
≡ 0 ∀i + j ≥ 1
we see that the subspaces
H = {v|v =
∑
ckD
k
+Pe, 0 ≤ k}, (62)
H⊥ = {w|w =
∑
ckD
k
−Pe, 1 ≤ k} (63)
are mutually orthogonal. 
Lemma 3. Let n+ 1 be the dimension of H and m the dimension of H⊥. We
shall show that the projectors Πk−P, 0 ≤ k project in to H and that the projectors
Πk+P, 1 ≤ k project in to H⊥. Furthermore the images of Πk−P, 0 ≤ k ≤ n form
a basis for H and Πk+P, 1 ≤ k ≤ m form a basis for H⊥.
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Let n+1 be the dimension of H and m the dimension of H⊥. Immediately,
we can see that m+n+1 ≤ N and when there is equality, H ∪H⊥ = CN . Also,
in particular n,m < N. It is easy to see that the vectors Dk−Pe must be linearly
independent for k = 0, ..., n otherwise the dimension of H would be strictly less
than n+ 1 and similarly for Dk+Pe for k = 1, ...,m and so these vectors form a
basis for H and H⊥.
Next, we show that the projectors Πk−P, 0 ≤ k project in to H and that
the projectors Πk+P, 1 ≤ k project in to H⊥ and that and a finite spanning
set of the vectors onto which they project are linearly independent. Recall, we
assumed that the projectors are not orthogonal to e and so we can also represent
the vectors which the projectors map onto by multiplying them by e.
We prove that for any vector v, there exist ψj = ψj(ξ+, ξ−) scalar functions
such that
(Πk±P)v =
k∑
j=1
ψjD
j
±Pe, ψj : R
2 → C, k ≥ 1. (64)
and ψk is identically 0 for v = e only when Π
k
±P = ∅.
Proof, From the case k = 0, P, we know that P maps any vector onto Pe
so Pv is proportional to Pe ∈ H.
From, k = 1, we have by (26)
(Π±P)v =
e†(D±P)
†v
e†(D±P)†D±Pe
D±Pe. (65)
Assume true for k, using (25) we obtain
(Πk+1± P)v =M(v)(∂±Π
k
±P)Π
k
±Pe
where M(v) is a scalar function depending on the vector v defined as
M(v) =
e†Πk±P∂∓Π
k
±Pv
e†Πk±P∂∓(Π
k
±P)∂±(Π
k
±P)Π
k
±Pe
. (66)
Notice that M(e) = 0 only when Πk+1± P = 0. But also, we know that since
Πk±P is a rank-1 projector, we can use (17) to show that, there exists a scalar
function φ(Πk±P) such that
(∂±Π
k
±P)Π
k
±Pe = (D±Π
k
±P− φ(Πk±P)Πk±P)e.
So, finally, we have
(Πk+1± P)v = M(v)
(
D±Π
k
±P− φ(Πk±P)Πk±Pe
)
= M(v)

 k∑
j=1
ψjD
j+1
± Pe +
(
∂±ψj − ψjφ(Πk±P)
)
Dj±Pe

 .
Here, we have use the induction assumption that (64) holds for k. Thus, if we
define new scalar function ψ′k : R
2 → C for j = 1, ..., k + 1 as
ψ′j =M(v)
(
ψj−1 +
(
∂±ψj − ψjφ(Πk±P)
))
, j ≤ k
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ψ′k+1 =M(v)ψk
we see that
(Πk+1± P)v =
k+1∑
j=1
ψ′jD
j
±Pe
and that ψk+1 is identically 0 for v = e only when Π
k
±P = 0 and so we have
proved (64) by induction.
Thus, the projectors Πk−P for k ≥ 0 maps in to H and the projectors Πk−P
for k ≥ 1 map into H⊥. Furthermore, the images of Πk−P, 0 ≤ k ≤ n form a
basis for H and Πk+P, 1 ≤ k ≤ m form a basis for H†. 
Lemma 4. The projectors Πk±P, k ∈ N are mutually orthogonal and we have a
decomposition of the operator
In+m+1 = Π
n
−P+ ...+Π−P+P+Π+P+ ...+Π
m
+P
which acts as the identity on H ∪H⊥.
Proof. Since the spaces H and H⊥ are mutually orthogonal by Lemma 2, we
see that for any two vectors v, w and j + k > 1, we have (Πj−Pv)
†Πk+Pw = 0
and so Πj−PΠ
k
+P = ∅. Thus, it remains to show that
Πj−PΠ
k
−P = ∅, Π
j
+PΠ
k
+P = ∅, ∀j + k 6= 0.
If we generalize the results, we have shown that for any finite action solution P′
to the equations of motion, which is at least M + 2 differentiable we can create
a sequence of projectors so that P′Πk±P
′ = ∅ for 1 ≤ k ≤ M. Now, consider
Πj−PΠ
k
−P = ∅ with j > k without loss of generality. Then, Π
k
−P = Π
j−k
+ Π
j
−P
since by Theorem 4 each Πl±P satisfies the equations of motion. Also, from
Theorem 5, we see that Πj−P has finite action. By assumption, Π
j
−P is at least
N − j + 2 differentiable and the previous results hold for Πj−P = P′ and we
obtain
Πj−PΠ
k
−P = Π
j
−PΠ
j−k
+ (Π
j
−P) = P
′Πj−k+ (P
′) = ∅.
Similarly, for j > k
Πj+PΠ
k
+P = Π
j
+PΠ
j−k
− (Π
j
+P) = ∅.
Thus, the the operators Πk±P for 0 ≤ k ≤ N are mutually orthogonal. Finally,
for any element v ∈ H ∪H†, v can be written as
v =
n∑
i=0
ciΠ
i
−Pe +
m∑
j=1
Πj+Pe
and so
Im+n+1v =
(
Πn−P+ ...+Π−P+P+Π+P+ ...+Π
m
+P
)
v = v
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and thus Im+n+1 acts as the identity on H∪H†. In particular, if P is sufficiently
arbitrary so that H ∪H† spans CN then Im+n+1 will be the identity matrix and
we have a decomposition of unity by orthogonal projectors 
Proof of Theorem 6. Assume P is a finite action solution of the Euler-
Lagrange equations P : C→ Gln(C) which is a rank-1 projector whose compo-
nents are differentiable at least N + 2 times. From Lemma 3 Πn+1− P maps any
vector into H so for arbitrary vectors v, w
Πn+1− Pw = Im+nΠ
n+1
− Pw
which implies
v†Πn+1− Pw = v
†Im+n+1Π
n+1
− Pw.
However, from the results of Lemma 4, we know that Πn+1− PΠ
k
±P = ∅ for
all 0 ≤ k and so for any vectors v, w v†Πn+1− Pw = 0 and so Πn+1− P ≡ ∅.
Thus, Πn−P is holomorphic. Similarly, we see that Π
m+1
+ P = ∅ and so Π
m
+P is
antiholomorphic.
Define
P0 = Π
n
−P, Pj = Π
j
+P0. (67)
Since each monomial Πk±P satisfies the equations of motion, we can use Euler-
Lagrange (35) to show that P = Pn and can be written as either
P = Πn+P0, P = Π
m
−Pm+n. (68)

Thus, for any solution to the Euler-Lagrange equation P in CN+2(C) for
0 ≤ M ∈ N with finite action, there exists a holomorphic projector which
generates a sequence of rank-1 Hermitian projectors for m+ n+ 1 ≤ N
Λ ≡ {P0,Π+P0,Π2+P0, ...,Πm+n−1+ P0,Πm+n+ P0} (69)
which are all finite action solutions to the Euler-Lagrange equations, are mu-
tually orthogonal and for which Πn+P0 = P and Π−P0 = Π
m+n+1
+ P0 = ∅.
Furthermore, if ∂k±P spans C
N , then the set Λ will generate a basis for CN .
5. Surfaces associated with CPN−1 sigma models
Beginning with the sine-Gordon model, there has been much interest in
surfaces associated with CPN−1 models and their geometry. The generalized
Weierstrauss formula for immersion developed by by B Konopenchenko and I
Taimanov [2, 23] provides an efficient tool for constructing a surface immersed
in su(N) for any solution of the CPN−1 sigma model. We consider such surfaces
in this section.
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We can see from the Euler-Lagrange (34) written as a conservation law that
the following differential
dF = i (−[∂+P,P]dξ+ + [∂−P,P]dξ−) (70)
is closed and skew-Hermitian. The differential can then be integrated to obtain
a surface immersed in the su(N) algebra associated to P, a solution of the
CPN−1 sigma model. We have following theorem, first proven in [24].
Theorem 7. If P is a rank-1 Hermitian projector is a solution to the Euler-
Lagrange equations then there exists a surface F whose immesion is defined by
F = i
∫
−[∂+P,P]dξ+ + [∂−P,P]dξ−, F† = −F ∈ su(N). (71)
Notice immediately that because the immesion of the surface is give in terms of
the projectors, it will necessarily be gauge invariant.
For uniformity, we introduce the following inner product on su(N), pro-
portional to the Killing form, and extend it to a bilinear product on all of
GlN (C(ξ+, ξ−)) as
(A,B) = −1
2
tr(A ·B), A,B ∈ su(N) (72)
The following theorem was first proven in [25].
Theorem 8. From P a finite action solution on C of the Euler-Lagrange equa-
tions (33), the surface F defined by (71) is conformally parameterized.
Proof. We can compute the components of the metric tensor using
∂+F = −i[∂+P,P] ∂−F = i[∂−P,P] (73)
to obtain,
g++ = (∂+F, ∂+F) =
1
2
tr([∂+P,P] · [∂+P,P]) = −〈D−P, D+P〉 = 0
g+− = (∂+F, ∂−F) =
1
2
tr([∂+P,P] · [∂+P,P]) = 1
2
tr(∂+P∂−P),
and the complex conjugate of g++, g++ = g−− = 0. 
5.1. Geometry of the surfaces in terms of the projectors
In this section, we discuss the geometry of the surfaces using the projector
formalism created in the Section 2 as well as results obtained from the proofs in
Section 4. Unlike the previous work on the surfaces [19], we give the real form
of the geometry, in terms of the real coordinates ξ1 and ξ2 with ∂i = ∂/∂ξi.
The tangent vectors are then
∂1F = [∂2P,P], ∂2F = −[∂1P,P] (74)
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note that ∂iF ∈ su(N). We use the fact that we can rewrite
L(P) = ||D+P||2 + ||D−P||2 = ||D+P+D−P||2 (75)
to expand L(P) as a real form using the fact the 〈D+P, D−P〉 = 0.
L(P) = ||D1P||2 = ||D2P||2 (76)
here we use definition of the covariant derivative (11) to write,
Di = ∂i + 〈P, ∂iP〉, D1 = D+ +D−, D2 = i(D+ −D−).
We can then use the inner product given above (72) to determine the real form
of the metric tensor as
g11 = (∂1F, ∂1F) = ||D1P||2, g22 = (∂2F, ∂2F) = ||D1P||2, (77)
g12 = (∂1F, ∂2F) = 0 = g21 (78)
and so it is conformally parameterized with first fundamental form
I = ||D1P||2
(
dξ21 + dξ
2
2
)
. (79)
The Christoffel symbols are given by
Γ111 = Γ
2
12 = −Γ122 =
∂1||D1P||2
2||D1P||2 , Γ
2
22 = Γ
1
12 = −Γ211 =
∂2||D1P||2
2||D1P||2 (80)
where
∂1||D1P||2 = 〈D+P, D2+P〉+ 〈D2−P, D−P〉+ 〈D−P, D2−P〉+ 〈D2+P, D+P〉
∂2||D1P||2 = i(〈D+P, D2+P〉+ 〈D2−P, D−P〉 − 〈D−P, D2−P〉 − 〈D2+P, D+P〉)
∂1||D1P||2
2||D1P||2 =
Re(〈D1P, D22P〉)
||D1P||2 ,
∂2||D1P||2
2||D1P||2 =
Im(〈D2P, D21P〉)
||D1P||2 . (81)
Here we used repeatedly the fact that the Ai,j = 0 from Lemma 2.
We use the Riemannian tensor R(X,Y)Z [20] to compute the Gaussian
curvature of the surface using the basis for the tangent space given by ∂1F and
∂2F.
K(F) =
(R(∂1F, ∂1F)∂1F, ∂1F)
g11
(82)
= 4
(
1− 3 ||D1P+D2P||
2||D1P−D2P||2
||D1||4
)
−2 ||D1D2P||
2||D1P||2 − |〈D1, D21P〉|2
||D1P||6 .
We can consider explicitly the embedding of our surface into su(N) and define
a symmetric bilinear mapping B from the tangent space of F to its normal given
in terms of the basis functions as
B(∂iF, ∂jF) = ∂i∂jF−
∑
k=1,2
Γkij∂kF ≡ Nij , (83)
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where Ni,j are by construction orthogonal to the surface. This symmetric bi-
linear mapping B can then be used to construct the second fundamental form
II =
1
||D1P||2 (N11dξ1dξ1 +N12dξ1dξ2 +N22dξ2dξ2) . (84)
The mean curvature vector of the immersion is given by the trace of the second
fundamental form,
H =
1
||D1P||2
(
∂21F+ ∂
2
2F
) ∈ su(N). (85)
We use these quantities to compute the Willmore functional and the Euler-
Poincare characteristic of the surface
W (F) =
1
2
∫
R2
(H,H)gijdξ
idξj ∆(F) =
1
2pi
∫
R2
K(F)gijdξ
idξj . (86)
5.2. Geometric characteristics in terms of the physical quanties.
A surprising result is that many of the geometric characteristics of the sur-
face, such as area, Christoffel symbols, Willmore functional and Euler-Poincare
character can be obtained directly from the physics quantities such as the La-
grangian density, topological charge density and the action. We present these
results in this section and for simplicity of calculations return to complex coor-
dinates.
Theorem 9. For a finite action solution to the Euler-Lagrange equations (33),
P, the conformal factor associated with the surface F defined by (71) is propor-
tional to the Lagrangian density and area of the surface is given by the action
functional of the model. In particular, the surface will have finite area.
Proof. From Theorem 8, we can see immediately that the surface is conformally
parameterized and the factor is given by the Lagrangian density L(P) (28)
g+− =
1
2
tr(∂+P∂−P) =
1
2
L(P)
Thus, the first fundamental form is given by
I(F) = L(P)dξ+dξ− (87)
and the area of the surface is equal to the action S(P)(32),
A(F) =
∫
R2
2g+−dξ+dξ− =
∫
R2
L(P)dξ+dξ− = S(P). (88)
Note that the area of the surface is a definite integral over the plane R2 and so
does not depend on ξ±. In complex coordinates, the only non-zero Christoffel
symbols can be expressed terms of the Lagrangian density as
(Γ(F))+++ =
∂+L(P)
L(P)
, (Γ(F))−−− =
∂−L(P)
L(P)
. (89)
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Thus, the covariant derivatives are given by
∇∂±F∂∓F = 0, ∇∂±F∂±F = (Γ(F))±±±∂±F (90)
We see immediately that the surface is torsion free; that is
T abc = Γ
a
bc − Γacb = 0.
In complex coordinates, the Gaussian curvature becomes
K(F) = −2∂+∂−(ln(L(P)))
L(P)
. (91)
The mean curvature vector, written in matrix form, is given by
H(F) =
−4i
L(P)
[∂+P, ∂−P] (92)
and thus is traceless. The norm of this vector can be written in terms of the
Lagrangian density and the topological charge density q(P) (30),
(H(F),H(F)) =
8
L(P)2
tr([∂+P, ∂−P]
2) =
4
L(P)2
(
L(P)2 + 3q(P)2
)
.(93)
From this quantity, we can rewrite the Willmore functional, in terms of the
action, the Lagrangian density, and the topological charge density (30),
W (F) =
1
2
S(P) +
3
2
∫
R2
q(P)2
L(P)
dξ+dξ−, (94)
and the Euler-Poincare Character in terms of just the Lagrangian density as
∆(F) =
1
2pi
∫
R2
K(F)g12dξ+dξ− = − 1
pi
∫
R2
∂+∂−ln(L(P))dξ1dξ2. (95)
Thus, we see that it is possible to represent several geometric quanties of
the surface from the physical quanties of the model. On the other hand, one
can immediately compute the action and the Lagrangian density of the physical
system via the metric tensor and the surface area of the surface, respectively.
We also compute the absolute value of the topological charge density via the
relation
|q(P)| = g12
√
(H(F),H(F))− 4
3
. (96)
5.3. Normals to the surface
In this section, we consider normals to the surface again using complex
coordinates to simplify the computations. The second fundamental form is
II = N++dξ+dξ+ +N+−dξ+dξ− +N−−dξ−dξ− (97)
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where the 3 normals are give by
N++ = ∂+∂+F− (Γ(F))+++∂+F
N+− = ∂+∂−F = H
N−− = ∂−∂−F− (Γ(F))−−−∂+F
and have real forms in the su(N) algebra. Here we show that these normals are
mutually orthogonal and in fact orthogonal to the surface. To do this, we use
results from Lemma 2 which give, for P a finite action solution of the CPN−1
model,
〈D+P, D−P〉 = 0⇒ tr(P∂+P∂+P) = 0
〈D−P, D+P〉 = 0⇒ tr(P∂−P∂−P) = 0
〈D−P, D2+P〉 = 0⇒ tr(P∂+P∂2+P) = 0
〈D2−P, D+P〉 = 0⇒ tr(P∂2+P∂+P) = 0.
We verify that these normals are in fact orthogonal to the tangent vectors
of the surface
(N++, ∂+F) = −1
2
tr([∂2+P,P] · [∂+P,P]) = 0
(N−−, ∂−F) = −1
2
tr([∂2+P,P] · [∂+P,P]) = 0
(N++, ∂−F) = −1
2
(
tr([∂2+P,P] · [∂−P,P])− ∂+ (tr(P∂−P∂+P) + tr(P∂+P∂−P))
)
= 0
(N−−, ∂+F) = −1
2
(
tr([∂2+P,P] · [∂−P,P])− ∂+tr(P∂−P∂+P) + ∂+tr(P∂+P∂−P)
)
= 0
From the normal N+− = H the mean curvature (92), we can simplify the
computations by expanding in terms of the raising and lowering operators as
N+− =
−4i
L(P)
(
Π+P||D+P||2 −Π−P||D−P||2 − q(P)P
)
and it is orthogonal to the tangent vectors since
tr(Π±P[∂±P,P]) = 0 tr(P[∂±P,P]) = 0.
In fact, these equalities are true for any projector in the sequence constructed
in Theorem 8. That is, any element of the set Λ given by (69) will be normal
to the surface since
tr(Πk±P[∂±P,P]) = tr(PΠ
k
±P∂±P)− tr(Πk±PP∂±P) = 0. (98)
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In addition, the normals N++ and N−− are orthogonal to each element in
Λ.
tr([∂2±P,P]Π
k
±P) = tr(∂
2
±PΠ
k
±P)− tr(∂2±Πk±PP) = 0. (99)
Thus, for maximally non-degenerate projector P where n +m+ 1 = N we
have N normals given by the sequence of projectors Pk and also two other
normals given by the second fundamental form. Of course, the last two may
be identically 0 as would necessarily be the case for CP 1 where the surface is
immersed in R3 and so there is a unique non-zero normal given by P.
In fact, we not only have a sequence of normals but also a sequence of
n+m+1 surfaces all of which have the same n+m+1 normals. From each Pk
we can associate it with a surface Fk which will be orthogonal to each of the
Pi’s. In the following section we exploit the sequence of projectors to obtain an
explicit expansions of the surfaces in terms of projectors.
5.4. Characterization of all surfaces associated to CPN−1 sigma models
We can use the results from Section 4 to completely determine all surfaces as-
sociated with CPN−1 sigma models defined on the extended complex plane with
finite action. Immediate from these results, we show that any surface associated
with a CPN−1 model will belong to a family of at most N − 2 linearly inde-
pendent surfaces built recursively from a “holomorphic” or “antiholomorphic”
surface. By “holomorphic” surface, we mean that the surface is constructed
from a set of N − 1 holomorphic functions and their conjugates. However, the
resulting surfaces still depends on both ξ+ and ξ−. In this section we assume
that P is sufficiently arbitary so that m + n + 1 = N and H ∪ H† = CN and
hence the elements of Λ decompose CN via projectors. Otherwise, we could
embed the entire model into a lower dimensional complex projective space and
the following results would still hold for the lower dimension.
Theorem 10. (Gundland and Yurdusen [25]) The surface defined as in The-
orem 7 has an associated integer k and holomorphic projector P0 so that the
following holds
F = Fk ≡ −i(Pk + 2
k−1∑
j=0
Pj − 1 + 2k
N
IN )), Pℓ = Π
ℓ
+P0. (100)
We know from the theorems of the previous section, that for each P a rank-1
Hermitian projector which is a solution to the Euler-Lagrange equations with
finite action on the extended complex plane there exists an integer k and holo-
morphic projector P0 so that P = Π
k
+P0. It has been shown in the literature
[25, 19] that the quantity Fk (100) has the required differential.
Since the set of vectors Pie form an orthogonal basis for CN we can imme-
diately determine the characteristic polynomial for Fk as
pk(t) = (t− ick)N−k−1(t− i(ck − 1))(t− i(ck − 2))k, ck = 1 + 2k
N
, (101)
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we can use this to determine the minimal polynomial for Fk which is degree
2 for holomorphic (k = 0) and antiholomorphic (k = N − 1) and degree 3 for
mixed solutions. The minimal polynomial for k = 0 is
q0(t) = (t− ic0)2 − i(t− ic0), q0(F0) = 0, (102)
and for k = 1, .., N − 2
qk(t) = (t− i(ck − 1))3 + (t− i(ck − 1)), qk(Fk) = 0, (103)
for k = N − 1
qN−1(t) = (t− i(cN−1 − 2))2 + i(t− i(cN−1 − 2)), qN−1(FN−1) = 0 (104)
We can see by direct calculation that F0 (and by analogy FN−1) will also satisfy
the third order equation (t−i(c0−1))3+(t−i(c0−1)) though this is not minimal.
We can invert the equation for Fk in terms of Pk as
Pk = (Fk − i(ck − 1))2 + IN (105)
and use this to rewrite the differential of Fk and obtain the following theorem.
Theorem 11. F is a differentiable surface associated to a finite action solution
of the CPN−1 sigma models on C if and only if there exists some k = 0, .., N−1
and λ ∈ R such that
det(F) = (i)N (λ)N−k−1(λ− 1)(λ− 2)k (106)
and the differential of F is given by
dF = −i [∂+(F− i(λ− 1))2, (F− i(λ− 1))2] dξ+ (107)
+i
[
∂−(F− i(λ− 1))2, (F− i(λ− 1))2
]
dξ−.
Proof. We immediately have one direction of the proof from Theorem 7, with
λ = ck. From the other direction, assume (106) and (107). Now, (106) implies
that F satisfies the polynomial
(F− i(λ− 1))3 + (F− i(λ− 1)) = 0 (108)
and so we can define P = (F− i(λ− 1))2 + IN . The polynomial identity (108)
implies that P2 = P. From the skew-Hermitian property of F, we see that
the projector is Hermitian. From the fact that the operator F has a unique
eigenvector with eigenvalue λ − 1 we see that P is of rank-1. Finally, from the
fact that the differential of F must be closed, we obtain the Euler-Lagrange
equations for P and so we see that the surface F is associated with a solution
of the CPN−1 model. From the final statement, we see immediately that if the
surface is conformally parameterized the conformal factor will be the Lagrangian
density and so the surfaces area will be equal to the action of the associated
sigma model. 
30
We finish this section by noting an important algebraic identity that follows
directly from the decomposition of the surfaces Fk in terms of the projectors
Pj . We have the following identity.
N−1∑
k=0
(−1)kFk = 0 (109)
This identity can be verified by using the fact that
∑N−1
j=0 cj is −1 for even N
and 1 for odd N. Thus, there exists at most N − 1 linearly independent surfaces
Fj , j = 0, ..., N − 1 immersed in su(N).
5.5. (Anti-)Holomorphic Solutions
We now focus on the holomorphic and anti-holomorphic solutions of the
model. That is, assume P0 is holomorphic and thus
F0 ≡ −i (P0 − c0IN ) , c0 = 1
N
(110)
From such a surface, we have the two determining equations: the minimal
polynomial
q0(t) = (t− ic0)2 − i(t− ic0), q0(F0) = 0 (111)
and the holomorphicity requirement for P0
(∂−P0)P0 = 0 ⇐⇒ [F0, ∂−F0] + i∂−F0 = ∅. (112)
From anti-holomorphic solutions, we use the fact that cN−1 = 2− c0 to obtain
the two determining equations: the minimal polynomial
qN−1(t) = (t+ ic0)
2 + i(t+ ic0), qN−1(FN−1) = 0 (113)
and the anti-holomorphicity requirement for PN−1
(∂+PN−1)PN−1 = 0 ⇐⇒ [FN−1, ∂+FN−1] + i∂+FN−1 = ∅. (114)
From (anti-)holomorphic solutions, we can greatly simplify the geometric quanties
described above by noting that
Dk−P0e = 0, D
k
+PN−1e = 0
and so we have the Lagrangian density and nonzero component of the metric as
L(P0) = ||D+P0||2 = q(P0), (115)
which implies
g+−(F0) =
1
2
||D+P0||2. (116)
For the anti-holomorphic surface we have,
L(PN−1) = ||D−PN−1||2 = −q(PN−1), (117)
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which gives
g+−(FN−1) =
1
2
||D−PN−1||2. (118)
We compute the other geometric quantities such as the Christoffel symbols, (89)
(Γ(F0))
+
++ =
〈D+P0, D2+P0〉
||D+P0||2 , (Γ(F0))
−
−− = (Γ(F0))
+
++. (119)
(Γ(FN−1))
+
++ =
〈D−PN−1, D2−PN−1〉
||D−PN−1||2 , (Γ(FN−1))
−
−− = (Γ(FN−1))
1
11.
(120)
The Gaussian curvature (91) is given by
K(F0) = 4− 2
||D2+P0||2||D+P0||2 − |〈D+P0, D2+P0〉|2
||D+P0||6 (121)
K(FN−1) = 4− 2
||D2−PN−1||2||D−PN−1||2 − |〈D−PN−1, D2−PN−1〉|2
||D−PN−1||6 (122)
The Gaussian curvature is not necessarily either constant nor positive as seen
in the examples of the next section.
However, for any holomorphic or anti-holomorphic surface, the norm of the
mean curvature (92) is constant
(H(F0),H(F0)) = (H(FN−1),H(FN−1)) = 16. (123)
and so the Willmore functional (94) is proportional to the action of the model
W (F0) = 2S(P0), W (FN−1) = 2S(PN−1). (124)
Finally, we note that for (anti-)holomorphic solutions the topological charge
(31) is proportional to the action
Q(F0) =
1
pi
S(P0) Q(FN−1) = − 1
pi
S(PN−1). (125)
5.6. Examples
The above theoretical considerations are illustrated by the following exam-
ples of surfaces associated with holomorphic projectors. The first surface is
give in terms of the Veronese sequence, the simplest solution to the CPN−1
sigma model. It is well known that the surface has constant positive Gaussian
curvature. On the other hand, we introduce a new surface also defined by a
holomorphic projector but with Gaussian curvature which is non-constant with
varying sign. Both surfaces have finite surface area of 2pi.
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5.6.1. Veronese Surface in CP2
We make a specific choice of holomorphic projector given by
P0 =
1
(1 + |ξ|2)2

 1
√
2ξ− ξ
2
−√
2ξ+ 2ξ+ξ−
√
2ξ+ξ
2
−
ξ2+
√
2ξ2+ξ− ξ
2
+ξ
2
−

 . (126)
As in (110), the surface is given by F0 ≡ −i
(
P0 − 13I3
)
. The covariant deriva-
tives of P0 are, for e = [1, 0, 0]
†,
D+P0 =
1
(1 + |ξ|2)3

 −2ξ− −2
√
22ξ2− −2ξ3−√
2(1− |ξ|2) 2ξ−(1− |ξ|2)
√
2ξ2−(1− |ξ|2)
2ξ+ 2
√
2|ξ|2 2ξ2−ξ+

 (127)
D−P0 =
1
(1 + |ξ|2)2

 0
√
2 −2ξ−
0 2ξ+
√
22|ξ|2
0
√
2ξ2+ 2ξ
2
+ξ−

 , D−P0e = 0 (128)
|〈D+P0, D2+P0〉|2 =
16|ξ|2
(1 + |ξ|2)6
||D+P0||2 = 2
(1 + |ξ|2)2 , ||D
2
+P0||2 =
4(2|ξ|2 + 1)
(1 + |ξ|2)4
The metric, Gaussian curvature, action (and area of the surface (88)), Wilmore
functional and topoligical charge are give respectively as,
g+−(F0) =
1
(1 + |ξ|2)2
K(F0) = 4− 2
||D2+P0||2||D+P0||2 − |〈D+P0, D2+P0〉|2
||D+P0||6 = 2
A(F0) =
∫
R2
2
(1 + |ξ|2)2 dξ+dξ− = 2pi
W (F0) = 4pi, Q(F0) = 2, ∆(F0) = 2.
Thus, the surface associated with the holomorphic projector given by the Veronese
sequence is compact, with finite surface area, constant positive curvature and
hence constant positive Euler-Poincare characteristic and so is homeomorphic
to the sphere.
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5.6.2. Negative Curvature Example
In this example we give an example of a surface associated with a holomor-
phic projector with non-constant curvature which has areas of both positive and
negative value and whose asymptotic limit is negative. We also compute the
area of the surface and the Euler-Poincare characteristic of the surface. The
holomorphic projector we chose is given by
P0 =
1
1 + |ξ+|2 + 4|ξ+|4

 1 ξ− 2ξ2−ξ+ ξ+ξ− 2ξ2−ξ+
2ξ2+ 2ξ
2
+ξ− 4(ξ+ξ−)
2

 . (129)
As in (110), the surface is given by F0 ≡ −i
(
P0 − 13I3
)
. The metric tensor is
given by
g+−(F0) =
1
2
L(P0) =
4|ξ+|4 + 16|ξ+|2 + 1
2(1 + |ξ+|2 + 4|ξ+|4)2
we can use this to find the area of the surface
A(F0) =
∫
R2
4|ξ+|4 + 16|ξ+|2 + 1
(1 + |ξ+|2 + 4|ξ+|4)2 dξ+dξ− = 2pi,
which is equal to the action of the model (32). The Gaussian curvature of the
surface is given by
K(F0) = −4448|ξ+|
12 − 384|ξ+|10 − 2640|ξ+|8 − 4280|ξ+|6 − 660|ξ+|4 − 24|ξ+|2 + 7
(4|ξ+|4 + 16|ξ+|2 + 1)3
which is negative at the origin and has asymptotic limit K → −14 as |ξ+| → ∞.
It is interesting to note that the Euler-Poincare´ character given by
∆(F0) =
1
2pi
∫
R2
K(F)g12dξ+dξ− = 2
is the same as surface generated by the Veronese sequence.
The Willmore functional and topological charge are given immediately from
(124) and (125)
W (F0) = 4pi, Q(F0) = 2.
Hence, we see that even in the case of surfaces associated with holomorphic
projectors, we can obtain surfaces with non-constant Gaussian curvature.
6. Concluding remarks
We have shown that for any solution of CPN−1 sigma model defined as maps
from the extended complex plane to rank-1 Hermitian projectors, with finite
action, one can create a finite set of mutually orthogonal rank-1 Hermetian
projectors which are themselves solutions to the Euler-Lagrange equations (33)
with finite action (32). We have also proven that the set of projectors contains an
element that maps onto an equivalence class in CPN−1 which has a holomorphic
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representative and also one which has a anti-holomorphic representative. Again,
while there are analogous results for the vector form of the sigma model, the
proofs and results of this paper have the benefit of fully utilizing the projective
structures native to CPN−1 to both simplify the proofs and obtain new results
as outlined in the Introduction.
Next, we applied the proposed techniques and results to analyze surfaces cre-
ated using the generalized Weierstrauss formula for immersion and were able to
write several geometric characteristics of the surfaces, such as the metric tensor,
area, Gaussian curvature and mean curvature in terms of physical quantities of
the sigma model. Additionally, we gave a necessary and sufficient condition
for surfaces to be associated with a CPN−1 model. Even from the two simple
examples given in this paper, we can see that the types of surfaces obtained by
this method are varied, having both positive and negative curvature, but still
always conformally parameterized and with a finite area. The rich yet restrictive
character makes such surfaces a rather special and interesting object of study.
Furthermore, the results from this paper allow one to determine whether an
arbitrary surface immersed in the su(N) algebra is associated with a CPN−1
model and to derive physical quanties of the model from the geometry of the
surface. We anticipate that these results may be usefully applied to models of
surfaces appearing in physics, chemistry and biology (see e.g. [26, 27, 28, 29, 30,
31, 32, 33, 34, 35, 36]), particularly in the cases where the associated analytical
models are not fully developed. We hope to use these methods to shed some
light on the matter.
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Appendix A. Isometry between CPN−1 and the set of rank-1 Her-
mitian projectors
Property 7. The set of vectors f ∈ CPN−1 are in bijection with the set of
non-zero rank-1 projectors P.
Proof. We give explicitly the map between the spaces. Given a non-zero rank-1
projector, there exists an arbitrary vector e such that Pe 6= 0. The map and its
inverse is given by
P = Φ(f) =
f ⊗ f †
f †f
, f = Φ−1(P) = Pe
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We can see that this is well-defined for any vector in the equivalence class of f
since two equivalent vectors will have the same image,
g ∼ f ⇒ Φ(f) = f ⊗ f
†
f †f
=
g ⊗ g†
g†g
= Φ(g).
Also, Φ−1(P) is independent of the choice of e : that is, for any v ∈ CN with
Pv 6= 0, Pv is proportional to Pe and hence
f ∼ Φ−1(P) ∼ Pe ∼ Pv ∼ f.
The two maps are mutual inverses
f ∼ Φ−1(Φ(f)) ∼ Φ−1(f ⊗ f
†
f †f
) ∼ f
†e
f †f
f ∼ f.
P = Φ(Φ−1(P)) = Φ(Pe) =
Pe⊗ e†P
e†Pe
= P.
Thus the map between the two spaces is a bijection. 
Appendix B. Proof of properties of rank-1 Hermitian projectors (1.1-
1.3)
From any rank-1 Hermitian projector P we have the following identities
1.1 From any vector e, we can decompose P as proportional to the tensor
product of Pe
Pe⊗ e†P = e†PeP (B.1)
If Pe is also assumed to be nonzero, we can solve for P and obtain,
P =
Pe ⊗ e†P
e†Pe
. (B.2)
1.2 From any matrix A, we have the following
PAP = tr(PA)P (B.3)
1.3 Given, a mapping P ≡ P(ξ+, ξ−) : R2 → Gl(N,C) with P2 = P we have
∂µP = ∂µPP+P∂µP, ∂µ = ∂ξµ (B.4)
Proof of 1.1 Assume P2 = P, P† = P, and tr(P) = 1. From any v ∈
CN , Pv = P(Pv) and so Pv is an eigenvector with eigenvalue 1. On the other
hand, for any eigenvector w, we can use P2 = P to show
P2w = P(λw) = λ2w, P2w = Pw = λw.
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But also, sinceP is Hermitian, its eigenvalues must be real and positive so λ = 1.
Finally, since tr(P) = 1, there has to be a unique normalized eigenvector. Thus,
Pe is either 0 or in fact the unique eigenvector. In either case, we see that the
following identity holds
Pe⊗ (Pe)† = (eP)†PeP.

Proof of 1.2 We use the decomposition above (4) to expand
PAP =
Pe ⊗ e†PAPe ⊗ e†P
(e†Pe)2
=
e†PAPe
e†Pe
P
Next we use the fact that
e†PAPe = tr(PAPe ⊗ e†) = tr(AP)e†Pe
where the final equality comes from the cyclic property of trace and (B.1). Thus,
we see that PAP = tr(PA)P. 
Proof of 1.3. This follows directly from differentiating P2 = P. 
Appendix C. Proof of properties of the sesquilinear product and the
semi-norm
Here we prove that if X and Y are arbitrary rank-1 Hermitian projectors
and Xe,Ye 6= 0, then
〈X,Y〉(P) = 0 ⇐⇒ XY = ∅. (C.1)
Proof. X†Y = ∅ ⇒ 〈X,Y〉 = 0 follows from definition. On the other
hand, assume 〈X,Y〉 = 0. Since, X and Y are rank one projectors, Xv,Yv are
proportional to Xe,Ye respectively, for any vectors v, w ∈ CN . But also
0 = 〈X,Y〉 = 1
e†Pe
(Xe)†(Ye) ∝ (Xv)†(Yw).
Thus v†XYw = 0 for any v, w and so XY = ∅. 
Property 8. The Cauchy-Schwarz inequality for the semi-norm || ||(P) is given
by
|〈X,Y〉(P)| ≤ ||X||(P)||Y||(P).
Proof, we use the Cauchy-Schwarz inequality for the Euclidean norm
|(Xe)†(Ye)| ≤
√
(Xe)†Xe
√
(Ye)†Ye
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to show
|〈X,Y〉(P)| = |
(Xe)†(Ye)
e†Pe
| ≤
√
(Xe)†Xe
e†Pe
√
(Ye)†Ye
e†Pe
= ||X||(P)||Y||(P).

Property 9. The triangle inequality for the semi-norm || ||(P) is given by
||X+Y||(P) ≤ ||X||(P) + ||Y||(P).
Proof, To prove this, we use the definition of the semi-norm, its sesquilinearity
and the Cauchy-Schwarz inequality above to show,
||X+Y||2(P) = 〈X,X〉(P) + 〈X,Y〉(P) + 〈Y,X〉(P) + 〈Y,Y〉(P)
= ||X||2(P) + ||Y||2(P) + 2Re(〈X,Y〉(P))
≤ ||X||2(P) + ||Y||2(P) + 2|〈X,Y〉(P)|
≤ ||X||2(P) + ||Y||2(P) + 2||X||(P)||Y||(P) = (||X||(P) + ||Y||(P))2.

Appendix D. Proof of properties of the covariant derivative (4.1-4.5)
In this section, in order to lighten the notation we have fixed P a rank-1
Hermitian projector which is used to define the sesquilinear product, semi-norm
and covariant derivative. We drop the subscripts and superscripts denoting
this dependence as in the body of the paper. For the given rank-1 Hermitian
projector P and arbitrary matrix functions X,Y the following hold:
4.1 P and D±P are orthogonal
〈P, D±P〉 = 0. (D.1)
4.2 The covariant derivative is compatible with the sesquilinear product in
the following sense
∂
∂µ
〈X,Y〉 = 〈DµX,Y〉+ 〈X, DµY〉 (D.2)
4.3 If X is a rank-1 Hermitian projector, there exists a scalar function φ(X)
so that
∂±XXe = (D±X− φ(X)X)e (D.3)
and in particular, if X = P we have
∂±PPe = D±Pe. (D.4)
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4.4 The commutator of covariant derivatives is given by
[D+, D−]X = (||D+P||2 − ||D−P||2)X.
4.5 The norm of D±P is given by
||D+P||2 = tr(∂+PP∂−P) ||D−P||2 = tr(∂−PP∂+) (D.5)
Proof of 4.1. This follows from direct computation.
〈P, D±P〉 = 1
e†Pe
(
e†P∂±Pe− e
†P∂±Pe
e†Pe
e†Pe
)
= 0

Proof of 4.2. We compute
∂µ〈X,Y〉 = ∂µ
(
e†X†Ye
e†Pe
)
=
e† (∂µX)
†Ye
e†Pe
+
e†X†∂µYe
e†Pe
− e
†X†Ye
(e†Pe)2
e†∂µPe.
Next, we use the fact that ∂µP = P∂µP+ (∂µP)P to show that
e†X†Ye
(e†Pe)2
e†
∂
∂µ
Pe =
e†
(
(e†P∂µPe)X
)†
Ye
(e†Pe)2
+
e†X†(e†P∂µPe)Ye
(e†Pe)2
and so we obtain
∂µ〈X,Y〉 = e
† (∂µX− 〈P, ∂µP〉X)†Ye
e†Pe
+
e†X† (∂µY − 〈P, ∂µP〉Y) e
e†Pe
= 〈DµX,Y〉+ 〈X, DµY〉.

Proof of 4.3 . We use (D.4) to commute X with ∂±X and the definition of
the covariant derivative to obtain
∂±XXe = (∂±X−X∂±X)e = (D±X+ 〈P, ∂±P〉X −X∂±X)e. (D.6)
Next, we use (B.1) to expand X as
X = Xe⊗ e†X/(e†Xe).
Substituting this into the right hand side of (D.6), we obtain
∂±XXe = (D±X+ 〈P, ∂±P〉X)e − Xe⊗ e
†X
e†Xe
∂±Xe
= (D±X+ 〈P, ∂±P〉X+ e
†X∂±Xe
e†Xe
X)e. (D.7)
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As in the equation above, we define the scalar function
φ(X) = 〈P, ∂±P〉+ e
†X∂±Xe
e†Xe
,
and then (D.7) becomes
∂±XXe = (D±X+ φ(X)X)e. (D.8)
If we consider the case that X = P we compute
φ(P) = 〈P, ∂±P〉+ e
†P∂±Pe
e†Pe
= 0.

Proof of 4.4. From the definition of covariant derivative, we obtain
[D+, D−]X = (∂−〈P, ∂+P〉 − ∂+〈P, ∂−P〉) = (〈D+P, ∂+P〉 − 〈D−P, ∂−P〉)
but also, ∂±P = D±P−〈P∂±P〉P and then we use the fact that P is orthogonal
to D±P to obtain 〈D±P, ∂±P〉 = 〈D±P, D±P〉 and so
[D+, D−]X = (〈D+P, D+P〉+ 〈D−P, D−P〉)X = (||D+P||2 − ||D−P||2)X.

Proof of 4.5 . We use (D.4) and (B.3) which gives PAP = tr(PA)P, to obtain
||D+P||2 = (D+Pe)
†D+Pe
e†Pe
=
e†P∂−P∂+Pe
e†Pe
= tr(P∂−P∂+P). (D.9)
The computation for
||D−P||2 = tr(P∂+P∂−P) (D.10)
is identical. We use the cyclic property of trace to rewrite the quantities as
||D+P||2 = tr(∂+PP∂−P), ||D−P||2 = tr(∂−PP∂+P). (D.11)

Appendix E. Proof of holomorphicity properties (5.1-5.3)
The following properties of holomorphic vectors and projectors hold.
5.1 A vector x in CPN−1 is holomorphic if and only if ∂−x is proportional to
x.
5.2 A Hermitian, rank one projector X is holomorphic if and only if
X∂+X = ∂−XX = ∅. (E.1)
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5.3 If X = P the fixed projector used in the definition of the covariant deriva-
tive (11), then P is holomorphic if and only if
D−Pe = ∅. (E.2)
Proof of 5.1 x is holomorphic if and only if there is some non-zero scalar
function c(ξ+, ξ−) : R2 → C for which
∂−(cx) = ∂−(c)x+ c∂−x = ∅ ⇐⇒ ∂− x = ∂−c
c
x.

Proof of 5.2. Given an arbitrary rank-1 Hermitian projectorX, let x ∈ CPN−1(ξ+, ξ−)
be the non-zero vector on to which X projects. That is, Xv is proportional to
x for any vector v. If x is holomorphic, then ∂−(cx) = 0. Define xˆ = cx, then
X =
xˆ⊗ xˆ†
xˆ†xˆ
, ∂−xˆ = ∅.
By direct computation we see thatX∂+X = ∅. On the other hand, if we assume
that X∂+X = ∅ we obtain
∅ = X∂+X =
x⊗ (∂−x− (∂−x)
†x
x†x
)x
x†x
which implies
∂−x− (∂−x)
†x
x†x
x = ∅.

Proof of 5.3. If X = P then D−Pe = ∂−PPe which equals ∅ by 4.2. 
The analogous statements for anti-holomorphicity follow directly. That is, X is
antiholomorphic if the projector which it projects onto is antiholomorphic and
this is equivalent to
X∂−X = ∂+XX = ∅. (E.3)
Appendix F. Proof of properties of the raising and lowering opera-
tors (6.1-6.4)
From X an Hermitian rank-1 projector function the following hold.
6.1 Π±X is a well defined Hermitian projector which projects onto the vector
∂±XXe. Thus, either Π±X is ∅ or it is of rank-1 and can be written as
Π±X =
∂±XXe⊗ e†X∂∓X
e†X∂∓X∂±XXe
. (F.1)
6.2 X is orthogonal to Π±X.
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6.3 The raising and lowering operators acting on P can be written in terms
of the covariant derivative
Π±P =
D±Pe ⊗ e†(D±P)†
(D±Pe)†D±Pe
(F.2)
6.4 X is holomorphic if and only if
Π−X = ∅. (F.3)
Proof of 6.1. First, we note that sinceX is a Hermitian projector tr(∂±XX∂∓X)
can be written as tr(A†A) with A = X∂∓X and so will be identically 0 only
when X∂∓X = ∅, thus the raising and lowering operators are well defined when
they act Hermitian projectors.
Next, assume Π±X = ∅. We see immediately that it is Hermitian and
∂±XXe ⊗ e†X∂∓X = ∅
which implies that ∂±XXe = ∅ and so Π±X = ∅ maps onto ∂±XXe = ∅.
Assume now that Π±X 6= ∅. Using (B.1) and (B.3) one finds (Π±X)2 =
Π±X, (Π±X)
† = Π±X and for any vector v
Π±Xv =
e†X∂∓Xv
e†X∂−X∂XXe
∂±XXe.
Thus, Π±X projects onto ∂±XXe can so can be written as (F.1). 
Proof of 6.2. This follows directly from differentiating the projective property
of X.
∂±X = X∂±X+ ∂±XX⇒ X∂±XX = ∅
and so
XΠ±X =
X∂±XX∂∓X
tr(∂±XX∂∓X)
= ∅.

Proof of 6.3. This follows immediately from (F.1) and (D.4) which relate the
covariant derivative of P with P∂±P. 
Proof of 6.4. It has been proven in [19] that the lowering operator annihilates
holomorphic projectors and here we also prove the contrapositive. Given a
Hermitian, rank-1 projector X. If it is holomorphic then by (E.1)
Π−X =
∂−XX∂+X
tr(∂−XX∂+X)
= ∅.
From the other direction, suppose that Π−X = ∅ then
(X∂X)†X∂X = ∅⇒ X∂X = ∅
and so X is holomorphic. 
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Appendix G. Proof that raising and lowering operators are mutual
inverses on solutions of the Euler-Lagrange equations
We prove that if P satisfies Euler-Lagrange equation (33), then
Π±(Π∓P) = P, Π∓(Π±P) = P,
whenever the term inside the parentheses is not ∅. Proof. Assume Π+P 6= ∅,
we will show Π−Π+P = P. By definition of the raising operators
Π−Π+P =
∂−Π+PΠ+P∂+Π+P
tr(∂−Π+PΠ+P∂+Π+P)
and so we rewrite Π−Π+P = XX
† withX = (tr(∂−Π+PΠ+P∂+Π+P))
−1/2∂−Π+PΠ+P.
Thus, if we prove X = PA for some matrix A, we will have
Π−Π+P = PAA
†P = tr(PAA†)P
but tr(Π−Π+P) = 1 and so tr(PAA
†) = 1 and we will have proven the theorem.
We compute
∂−Π+PΠ+P =
∂−∂+PP∂−P+ ∂+P∂−P∂−P+ ∂+PP∂
2
−P
tr(∂+PP∂−P)
Π+P
− tr(∂−∂+PP∂−P+ ∂+P∂−P∂−P+ ∂+PP∂
2
−)∂+PP∂−P
tr(∂+PP∂−P)2
Π+P
Since [∂−∂+P,P] = ∅, ∂−∂+PP∂−P = P∂−∂+P∂−P and also tr(∂−∂+PP∂−P) =
0. Using (6) we compute
tr(∂+P∂−P∂−P) = tr(∂+PP∂−P∂−PP) + tr(∂+P∂−PP∂−P) = 0.
We see that the folllowing terms cancel(
∂+PP∂
2
−
tr(∂+PP∂−P)
− tr(∂+PP∂
2
−P)∂−PP∂+P
tr(∂+PP∂−P)2
)
∂+PP∂−P
tr(∂+P∂−P)
= ∅.
So that finally, we have
∂−Π+PΠ+P =
(
P∂−∂+P∂−P+ ∂+P∂−P∂−P
tr(∂+PP∂−P)
)
Π+P
= P
(
∂−∂+P∂−P∂+P∂−P+ tr(P∂+P∂−P)tr(P∂−P∂+P)∂−P
tr(∂+PP∂−P)2
)
.
Thus Π−Π+P = P. By direct analogy we see that Π+Π−P = P as well. 
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