The filters constituting the minimum mean square error decision-feedback equalizer (MMSE-DFE) , as well as related performance measures, can be computed by assuming perfect knowledge of the channel impulse response and the input and noise second-order statistics (SOS). In practice, we estimate the unknown channel and SOS, and inevitable estimation errors arise. We model estimation errors as small perturbations, i.e., of order E , with E a sufficiently small positive number, and we study the behavior of the MMSEDFE under mismatch by performing a first-order perturbation analysis. We prove that the excess MSE induced by O ( E ) estimation errors is O(c2), uncovering important robustness properties associated with the MMSEDFE.
INTRODUCTION
The finite-length minimum mean square error decisionfeedback equalizer (MMSEDFE) has proved to be an efficient structure toward IS1 mitigation in packet-based communication systems. The MMSEDFE is determined by the feedforward and the feedback filter, which can be computed by assuming perfect knowledge of the channel impulse response and the input and additive channel noise second-order statistics (SOS) [l] .
In practice, the channel impulse response and the input and noise SOS are unknown and we estimate them either by training or blindly. Thus, inevitable estimation errors arise. The robustness of the MMSE-DFE with respect to mismatch was first considered in [2] , where the authors developed closed-form expressions for the "perturbed" MMSE-DFE filters and the corresponding performance measures. However, for the evaluation of these expressions they have to resort to computer simulations. Consequently, we feel that the analysis of [2] does not provide much analytical insight into the behavior of the MMSEDFE under mismatch. We model the channel impulse response and SOS estimation errors as perturbations of order 6, with E being a small positive number, and we study the behavior of the MMSE-DFE under mismatch by using a first-order perturbation analysis. We show that the excess mean square error induced by O(e) errors is 0(e2). Simulations show that the range of E for which our first-order analysis remains valid depends on the SNR.
FINITE-LENGTH MMSE-DFE

Channel Model
We consider the baseband discrete-time fractionally sampled noisy communication channel modeled by the uth order 1-inputlpoutput linear time-invariant system depicted in Fig. 1 and nn: n-Nf+l are
Finite-length MMSE-DFE
Our aim is to recover (a delayed version of) the input sequence xn by passing the noisy output data yn through the finite-length DFE depicted in Fig. 2 . The DFE is determined by the following parameter vectors: 1. Assuming that the past decisions are correct and considering delay A , the error between the desired output and the input to the decision device V is given by [l] 
2.
where we have defined 6 [ 01xA bH O l 
Substituting the above expression for w into (l), we obtain MSE = CHR6, where
If we define
where Ii denotes the i x i identity matrix, then the MSE is expressed as MSE = bH&b and it can be shown that it is minimized for [l] where eo is the vector with 1 at the first position and zeros elsewhere. 
Different quantities may be known with different accuracies, i.e., the e's in the above expressions may be different. In this case, 6 is the biggest of these values.
MMSE-DFE: Perturbation analysis
Under mismatch, efforts toward computation of R,,, R,, and R,, lead to:
= RZ.
Then, efforts toward computing R and RA give:
The resulting "optimal" filters are given by 
Our aim is to assess the excess MSE, M s S E -M M S E , introduced by the channel and SOS estimation errors.
To that end, we first relate R and R.
Theorem 1: Matrices R and R satisfy
The proof, which is can be constructed by using first- From the definition (3) of bo, we obtain that the vector &bo is a multiple of eo. By construction, the first element of Ab, is ide@ically zero, since the first element of both bo and bo is 1. Thus, the terms inside 0 Theorem 2 says that the MMSEDFE is very robust the parenthesis vanish, to prove theorem 2.
with respect to small channel and SOS mismatch.
SIMULATIONS
In our simulations, we use the communication channel whose impulse response is plotted in Fig. 3 . It models a multipath scenario, and is derived by oversampling, by a factor of 2, the continuous-time channel impulse response where w, is the noiseless channel output at time n. Using the knowledge of the channel impulse response and the input and noise SOS, we compute the optimal filters bo and w,, as well as the MMSE, for N j = 8, Nb = 4 and all possible delays. In order to relate the range of E, for which our first-order analysis remains valid, to the size of the unperturbed quantities, we perturb {hi}:=o, R,, and R,, using random perturbations, such that: m a (IlAH112,llAR,,112, IlARnn112) = E .
The sizes of the unperturbed quantities are: llHllz = 1.4580, IIRzzl12 = 1 and IIRnnllz = ai.Jsing inaccurate data, we compute bo, Go and MMSE. In Fig.   4 , we plot the excess MSE for (a typical) delay A = 3 and SNR=12dB (e: L Z 0.049), versus E. In the same figure, we plot the functions E and e2 (upper and lower line, respectively). We observe that for E E [O, E * ) , with E* x .0546, the excess MSE shows a quadratic dependence on E . That is, in this range, our first-order analysis is valid and the excess MSE is remarkably small. In Fig. 5 Thus, for fixed H and R,,, the range of e for which our analysis remains valid decreases for increasing the SNR.
In order to isolate the effects of the estimation errors in each one of the quantites of interest, i.e., {hi}:=o, R,, and R,, , we performed experiments where we perturbed only one quantity at a time [3] . We observed that for E E [ O , E * ) , with E* w 0.3, the MMSE-DFE was insensitive to estimation errors in H and R,,, because the excess MSE induced by size-€ perturbations on these quantities was very close to, and in many cases smaller than, c2. We observed that this happened irrespective of the SNR. On the other hand, the M M S E DFE was more sensitive to errors occuring in R,,, especially at high SNR. This was to be expected since for fixed I I H 1 1 2 and IIRzz112, II&,ll2 becomes smaller for increasing the SNR. Hence, the size of the perturbations IlAR,,112 tolerated by a first-order analysis decreases as well.
