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We study nonparametric estimation of the sub-distribution functions for
current status data with competing risks. Our main interest is in the nonpara-
metric maximum likelihood estimator (MLE), and for comparison we also
consider a simpler “naive estimator.” Both types of estimators were studied
by Jewell, van der Laan and Henneman [Biometrika (2003) 90 183–197], but
little was known about their large sample properties. We have started to fill
this gap, by proving that the estimators are consistent and converge globally
and locally at rate n1/3. We also show that this local rate of convergence is
optimal in a minimax sense. The proof of the local rate of convergence of the
MLE uses new methods, and relies on a rate result for the sum of the MLEs
of the sub-distribution functions which holds uniformly on a fixed neighbor-
hood of a point. Our results are used in Groeneboom, Maathuis and Wellner
[Ann. Statist. (2008) 36 1064–1089] to obtain the local limiting distributions
of the estimators.
1. Introduction. We study current status data with competing risks. Such data
arise naturally in cross-sectional studies with several failure causes. Moreover,
generalizations of these data arise in HIV vaccine trials (see [5]). The general
framework is as follows. We analyze a system that can fail from K competing
risks, where K ∈ N is fixed. The random variables of interest are (X,Y ), where
X ∈ R is the failure time of the system, and Y ∈ {1, . . . ,K} is the corresponding
failure cause. We cannot observe (X,Y ) directly. Rather, we observe the “current
status” of the system at a single random time T ∈ R, where T is independent of
(X,Y ). This means that at time T , we observe whether or not failure occurred, and
if and only if failure occurred, we also observe the failure cause Y .
We want to estimate the bivariate distribution of (X,Y ). Since Y ∈ {1, . . . ,K},
this is equivalent to estimating the sub-distribution functions F0k(s) = P(X ≤
s, Y = k), k = 1, . . . ,K . Note that the sum of the sub-distribution functions
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k=1 F0k(s) = P(X ≤ s) is the overall failure time distribution. This shows that
the sub-distribution functions are related to each other and should be considered
as a system.
We consider nonparametric estimation of the sub-distribution functions. This
problem, or close variants thereof, has been studied by [5–7]. These papers in-
troduced various nonparametric estimators, including the MLE (see [5, 7]) and a
“naive estimator” (see [7]). They also provided algorithms to compute the estima-
tors, and showed simulation studies that compared them. However, until now, little
was known about the large sample properties of the estimators.
We have started to fill this gap by developing the local asymptotic theory for the
MLE and the naive estimator. We study the MLE because it is a natural estimator
that often exhibits good behavior. The simpler naive estimator was suggested to
be asymptotically efficient for the estimation of smooth functionals [7], and we
therefore consider it for comparison. In the present paper we prove consistency
and rates of convergence. These results are used in [3] to obtain the local limiting
distributions.
The outline of this paper is as follows. In Section 2 we introduce the esti-
mators. We discuss their definitions, give existence and uniqueness results, and
provide various characterizations in terms of necessary and sufficient conditions.
Such characterizations are important since there is no closed form available for
the MLE. In Section 3 we show that the estimators are globally and locally consis-
tent. In Section 4 we prove that their global and local rates of convergence are n1/3
(Theorems 4.1 and 4.17). We also prove that n1/3 is an asymptotic local minimax
lower bound for the rate of convergence (Proposition 4.4). Hence, the estimators
converge locally at the optimal rate, in a minimax sense. The proof of the local
rate of convergence of the MLE uses new methods. One of the main difficulties in
this proof consists of handling the system of sub-distribution functions. We solve
this problem by first deriving a rate result for the sum of the MLEs of the sub-
distribution functions (Theorem 4.10). This rate result is stronger than usual, since
it holds uniformly on a fixed neighborhood of a point, instead of on a shrinking
neighborhood of order n−1/3 (see Remark 4.11). Such a strong result is needed
to handle potential sparsity of the jump points of the MLEs of the sub-distribution
functions (see Remark 4.18). Technical proofs are collected in Section 5, and com-
putational aspects of the estimators are discussed in the companion paper [3], Sec-
tion 4.
2. The estimators. We make the following assumptions: (a) the observation
time T is independent of the variables of interest (X,Y ), and (b) the system cannot
fail from two or more causes at the same time. Assumption (a) is essential for the
development of the theory. Assumption (b) ensures that the failure cause is well
defined. This assumption is always satisfied by defining simultaneous failure from
several causes as a new failure cause. We allow ties in the observation times.
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FIG. 1. Graphical representation of the observed data (T ,) in an example with K = 3 competing
risks. The black sets indicate the values of (X,Y ) that are consistent with (T ,), for each of the four
possible values of .
We now introduce some notation. We denote the observed data by (T ,),
where T is the observation time and  = (1, . . . ,K+1) is an indicator vec-
tor defined by k = 1{X ≤ T ,Y = k} for k = 1, . . . ,K , and K+1 = 1{X > T }.
The observed data are illustrated in Figure 1. Let (Ti,i), i = 1, . . . , n, be n
i.i.d. observations of (T ,), where i = (i1, . . . ,iK+1). Note that we use
the superscript i as the index of an observation, and not as a power. The order
statistics of T1, . . . , Tn are denoted by T(1), . . . , T(n). Furthermore, G is the distri-
bution of T , Gn is the empirical distribution of Ti , i, . . . , n, and Pn is the empir-
ical distribution of (Ti,i), i = 1, . . . , n. For any vector (x1, . . . , xK) ∈ RK we
use the shorthand notation x+ =∑Kk=1 xk , so that, for example, + =∑Kk=1 k
and F0+(s) =∑Kk=1 F0k(s). For any K-tuple F = (F1, . . . ,FK) of sub-distribution
functions, we define FK+1(s) = ∫u>s dF+(u) = F+(∞) − F+(s). Finally, we use
the following conventions for indicator functions and integrals:
DEFINITION 2.1. Let dA be a Lebesgue–Stieltjes measure. Then we define
for t < t0:
1[t0,t)(u) = −1[t,t0)(u) and
∫
[t0,t)
f (u) dA(u) = −
∫
[t,t0)
f (u) dA(u).
2.1. Definitions of the estimators. We first consider the MLE. To understand
its form, let F = (F1, . . . ,FK) ∈ FK , where FK is the collection of K-tuples
F = (F1, . . . ,FK) of sub-distribution functions on R with F+ ≤ 1. Under F we
have |T ∼ MultK+1(1, (F1(T ), . . . ,FK+1(T ))), so that the density of a single
observation is given by
pF (t, δ) =
K+1∏
k=1
Fk(t)
δk =
K∏
k=1
Fk(t)
δk
(
1 − F+(t))1−δ+,(1)
with respect to the dominating measure μ = G × #, where # is the counting mea-
sure on {ek :k = 1, . . . ,K + 1} and ek is the kth unit vector in RK+1. Hence, the
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log likelihood ln(F ) = ∫ logpF (t, δ) dPn(t, δ) is given by
ln(F ) =
∫ { K∑
k=1
δk logFk(t)+ (1 − δ+) log(1 − F+(t))
}
dPn(t, δ).(2)
It then follows that the MLE F̂n = (F̂n1, . . . , F̂nK) is defined by
ln(F̂n) = max
F∈FK
ln(F ).(3)
The naive estimator F˜n = (F˜n1, . . . , F˜nK) is defined by
lnk(F˜nk) = max
Fk∈F
lnk(Fk), k = 1, . . . ,K,(4)
where F is the collection of all distribution functions on R and lnk(·) is the mar-
ginal log likelihood for the reduced current status data (Ti,ik), i = 1, . . . , n:
lnk(Fk) =
∫ {
δk logFk(t)+ (1 − δk) log(1 − Fk(t))}dPn(t, δ),
k = 1, . . . ,K.
Thus, F˜nk uses only the kth entry of the -vector. We see that the naive estimator
splits the estimation problem into K well-known univariate current status prob-
lems. Therefore, its computation and asymptotic theory follow straightforwardly
from known results on current status data. But this simplification comes at a cost.
For example, it follows immediately that the constraint F˜n+ ≤ 1 may be violated
(see [7]).
We note that both F̂n+ and F˜n+ provide estimators for the overall failure time
distribution F0+. A third estimator for this distribution is given by the MLE for the
reduced current status data (T ,+), ignoring information on the failure causes.
These three estimators are typically not the same (see [5]).
To compare the MLE and the naive estimator, we now define the naive estimator
by a single optimization problem:
l˜n(F˜n) = max
F∈F K
l˜n(F ) where l˜n(F ) =
K∑
k=1
lnk(Fk),
and F K is the K-fold product of F . By comparing this to the optimization prob-
lem for the MLE, we note the following differences:
(a) The object function ln(F ) for the MLE contains the term 1 −F+, involving
the sum of the sub-distribution functions, while the object function l˜n(F ) for the
naive estimator only contains the individual components.
(b) The space FK for the MLE contains the constraint F+ ≤ 1, while the space
F K for the naive estimator only involves the individual components.
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The more complicated object function for the MLE forces us to work with the
system of sub-distribution functions, and poses new challenges in the derivation
of the local rate of convergence of the MLE. Moreover, it gives rise to a new self-
induced limiting process for the local limiting distribution of the MLE (see [3]).
The constraint F+ ≤ 1 on the space over which we maximize is important for
small sample sizes, but its effect vanishes asymptotically. These observations are
supported by simulations in [3], Section 4.
2.2. Existence and uniqueness. Since only values of the sub-distribution func-
tions at the observation times appear in the log likelihoods lnk(Fk) and ln(F ), we
limit ourselves to estimating these values. This means that the optimization prob-
lems (3) and (4) reduce to finite-dimensional optimization problems. Hence, their
solutions exist by [19], Corollary 38.10.
For the naive estimator, the values of the sub-distribution functions at all ob-
servation times enter in the log likelihood lnk(Fk). Together with strict con-
cavity of lnk(Fk), this implies that F˜nk is unique at all observation times, for
k = 1, . . . ,K . For the MLE, Fk(Ti) appears in the log likelihood ln(F ) if and
only if ik +iK+1 > 0. This motivates the following definition and result:
DEFINITION 2.2. For each k = 1, . . . ,K + 1, we define the set Tk by
Tk = {Ti, i = 1, . . . , n :ik +iK+1 > 0} ∪
{
T(n)
}
.(5)
PROPOSITION 2.3. For each k = 1, . . . ,K + 1, F̂nk(t) is unique at t ∈ Tk .
Moreover, F̂nk(∞) is unique if and only if iK+1 = 0 for all observations with
Ti = T(n).
PROOF. We first prove uniqueness of F̂nk(t) at t ∈ Tk , for k = 1, . . . ,K . Let
k ∈ {1, . . . ,K}. Strict concavity of the log likelihood immediately gives unique-
ness of F̂nk at points Ti with ik = 1. Note that the log likelihood is not strictly
concave in F̂nk(Ti) if iK+1 = 1, so that we need to do more work to prove unique-
ness at these points. First, one can show that F̂nk can only assign mass to intervals
of the following form:
(i) (Ti, Tj ] where iK+1 = 1, jk = 1 and k = K+1 = 0 for all  such that
Ti < T < Tj ,
(ii) (Ti,∞) where Ti = T(n) and iK+1 = 1
(see [5], Lemma 1, or use the concept of the height map of [9]). Note that F̂nk
is unique at the right endpoints of the intervals given in (i), since F̂nk is unique
at points Ti with ik = 1. This implies that the probability mass in each interval
given in (i) is unique. In turn, this implies that F̂nk is unique at all points that are
not in the interior of these intervals. In particular, this gives uniqueness of F̂nk(t)
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at t ∈ Tk . The uniqueness statement about F̂n,K+1 follows from the uniqueness of
F̂n1, . . . , F̂nK .
We now prove the statement about F̂nk(∞). First, if iK+1 = 0 for all obser-
vations with Ti = T(n), then F̂nk can only assign mass to the intervals given in (i).
Hence, F̂nk(∞) = F̂nk(T(n)), and since F̂nk(T(n)) was already proved to be unique,
it follows that F̂nk(∞) is unique. Conversely, if there is a Ti = T(n) with iK+1 = 1,
then the log likelihood contains the term log(1 − F+(T(n))). Hence, F̂n+ must as-
sign mass to the right of T(n) in order to get ln(F̂n) > −∞. The MLE is indifferent
to the distribution of this mass over F̂n1, . . . , F̂nK , since their separate contribu-
tions do not appear in the log likelihood. Hence, F̂nk(∞) is nonunique in this case.

2.3. Characterizations. Characterizations of the naive estimators F˜n1, . . . ,
F˜nK follow from [4], Propositions 1.1 and 1.2, pages 39–41. Characterizations
of the MLE can be derived from Karush–Kuhn–Tucker conditions, since the op-
timization problem can be reduced to a finite-dimensional optimization problem
(see the first paragraph of Section 2.2). However, we give characterizations with
direct proofs. These methods do not use the discrete nature of the problem, so that
they can also be used for truly infinite-dimensional optimization problems.
DEFINITION 2.4. We define the processes Vnk by
Vnk(t) =
∫
u≤t
δk dPn(u, δ), t ∈R, k = 1, . . . ,K + 1.(6)
Moreover, let F¯K be the collection of K-tuples of bounded nonnegative nonde-
creasing right-continuous functions.
Using this notation, we can write ln(F ) = ∑K+1k=1 ∫ logFk(u)dVnk(u). In
Lemma 2.5 we translate the optimization problem (3) into an optimization prob-
lem over a cone, by removing the constraint F+ ≤ 1. Subsequently, we give a
basic characterization in Proposition 2.6. This characterization leads to various
corollaries, of which Corollary 2.10 is most important for the sequel.
LEMMA 2.5. F̂n maximizes ln(F ) over FK if and only if F̂n maximizes l¯n(F )
over F¯K , where
l¯n(F ) =
K+1∑
k=1
∫
logFk(u)dVnk(u)− F+(∞).
PROOF. (Necessity.) Let F̂n maximize ln(F ) over FK , and let F ∈ F¯K . We
want to show that l¯n(F̂n) ≥ l¯n(F ). Note that this inequality holds trivially if
F+(∞) = 0. Hence, we assume F+(∞) = c > 0. Then F/c ∈ FK , and ln(F̂n) ≥
CURRENT STATUS COMPETING RISKS DATA (I) 1037
ln(F/c), by the assumption that F̂n maximizes ln(F ) over FK . Together with
F̂n+(∞) = 1 this yields
l¯n(F̂n) = ln(F̂n)− 1 ≥ ln(F/c)− 1
=
K+1∑
k=1
∫
logFk(u)dVnk(u)− log c − 1
= l¯n(F )+ c − log c − 1 ≥ l¯n(F ).
The last inequality follows since x − logx − 1 ≥ 0 for x > 0.
(Sufficiency.) Let F̂n maximize l¯n(F ) over F¯K , and let F̂n+(∞) = c. As before,
we may assume c > 0. Then l¯n(F̂n) ≥ l¯n(F̂n/c), and by the same reasoning as
above this gives l¯n(F̂n) ≥ l¯n(F̂n/c) = ln(F̂n/c)− 1 = l¯n(F̂n)+ c− log c− 1. Since
x − logx − 1 ≤ 0 if and only if x = 1, this yields c = 1. Hence, F̂n ∈ FK , and F̂n
maximizes ln(F ) over FK ⊂ F¯K . 
We now obtain the following basic characterization of the MLE.
PROPOSITION 2.6. F̂n maximizes ln(F ) over FK if and only if F̂n ∈ F¯K and
the following two conditions hold for all k = 1, . . . ,K :∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
≤ 1, t ∈R,(7)
∫ {∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
− 1
}
dF̂nk(t) = 0.(8)
PROOF. (Necessity.) Let F̂n maximize ln(F ) over FK . Then F̂n also maxi-
mizes l¯n(F ) over F¯K , by Lemma 2.5. Fix k ∈ {1, . . . ,K}, and define the pertur-
bation F̂ (h)n = (F̂ (h)n1 , . . . , F̂ (h)nK ) by F̂ (h)nk = (1 + h)F̂nk and F̂ (h)nj = F̂nj for j 	= k.
Since F̂ (h)n ∈ F¯K for |h| < 1, we get
0 = lim
h→0h
−1{ln(F̂ (h)n )− ln(F̂n)}
=
∫
dVnk(u)+
∫
F̂nk(∞)− F̂nk(u)
F̂n,K+1(u)
dVn,K+1(u)− F̂nk(∞)
=
∫ {∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
− 1
}
dF̂nk(t),
using Fubini’s theorem to obtain the last line. This gives condition (8). Next,
let t ∈ R, and define the perturbation F̂ (h,t)n = (F̂ (h,t)n1 , . . . , F̂ (h,t)nK ) by F̂ (h,t)nk (u) =
F̂nk(u) + h1[t,∞)(u) and F̂ (h,t)nj = F̂nj for j 	= k. Since F̂ (h,t)n ∈ F¯K for h ≥ 0, we
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get
0 ≥ lim
h↓0 h
−1{ln(F̂ (h,t)n )− ln(F̂n)}
=
∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
− 1,
which is condition (7).
(Sufficiency.) Let F̂n ∈ F¯K satisfy conditions (7) and (8), and let F ∈ F¯K . We
want to show that l¯n(F̂n) ≥ l¯n(F ). Concavity of the logarithm yields
l¯n(F )− l¯n(F̂n) ≤
K+1∑
k=1
∫
Fk(u)− F̂nk(u)
F̂nk(u)
dVnk(u)− F+(∞)+ F̂n+(∞).
We now show that the right-hand side of this display is nonpositive. By Fubini, we
have
K∑
k=1
∫
Fk(u)− F̂nk(u)
F̂nk(u)
dVnk(u) =
K∑
k=1
∫ ∫
t≤u
d(Fk − F̂nk)(t)dVnk(u)
F̂nk(u)
=
K∑
k=1
∫ ∫
u≥t
dVnk(u)
F̂nk(u)
d(Fk − F̂nk)(t)
and∫
FK+1(u)− F̂n,K+1(u)
F̂n,K+1(u)
dVn,K+1(u) =
∫ ∫
t>u
d(F+ − F̂n+)(t)dVn,K+1(u)
F̂n,K+1(u)
=
K∑
k=1
∫ ∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
d(Fk − F̂nk)(t).
Combining the last three displays gives
l¯n(F )− l¯n(F̂n) ≤
K∑
k=1
∫ {∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
− 1
}
d(Fk − F̂nk)(t)
=
K∑
k=1
∫ {∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
− 1
}
dFk(t) ≤ 0,
where the equality follows from (8), and the final inequality follows from (7).
Hence F̂n maximizes l¯n(F ) over F¯K , and by Lemma 2.5 this implies that F̂n max-
imizes ln(F ) over FK . 
DEFINITION 2.7. We say that t is a point of increase of a right-continuous
function F if F(t) > F(t − ε) for every ε > 0 (note that this definition is slightly
different from the usual definition). Moreover, for F ∈ F¯K , we define
βnF = 1 −
∫
dVn,K+1(u)
FK+1(u)
.(9)
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Note that βnF̂n is uniquely defined, since F̂n,K+1(t) is unique at points t where
dVn,K+1 has mass (Proposition 2.3). We now rewrite the characterization in Propo-
sition 2.6 in terms of βnF̂n :
COROLLARY 2.8. F̂n maximizes ln(F ) over FK if and only if F̂n ∈ F¯K and
the following holds for all k = 1, . . . ,K :∫
u≥t
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
≤ βnF̂n, t ∈R,(10)
where equality holds if t is a point of increase of F̂nk .
PROOF. Since the integrand of (8) is a left-continuous function of t , condi-
tions (7) and (8) of Proposition 2.6 are equivalent to the condition that for all
k = 1, . . . ,K , ∫
u≥t
dVnk(u)
F̂nk(u)
+
∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
≤ 1, t ∈R,
where equality must hold if t is a point of increase of F̂nk . Combining this with∫
u<t
dVn,K+1(u)
F̂n,K+1(u)
= 1 − βnF̂n −
∫
u≥t
dVn,K+1(u)
F̂n,K+1(u)
, t ∈R
completes the proof. 
We determine the sign of βnF̂n in Corollary 2.9:
COROLLARY 2.9. Let F̂n maximize ln(F ) over FK . Then βnF̂n ≥ 0, and
βnF̂n = 0 if and only if there is an observation with Ti = T(n) and iK+1 = 1.
PROOF. Taking t > T(n) in Corollary 2.8 implies that βnF̂n ≥ 0. Now suppose
that there is a Ti = T(n) with iK+1 = 1. Then we must have F̂n+(T(n)) < 1 to
obtain ln(F̂n) > −∞. Hence, there must be a k ∈ {1, . . . ,K} such that F̂nk has
points of increase t > T(n). Corollary 2.8 then implies that βnF̂n = 0. Next, suppose
that there does not exist a Ti = T(n) with iK+1 = 1. Then∫
u≥T(n)
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
=
∫
u≥T(n)
dVnk(u)
F̂nk(u)
> 0,
and by Corollary 2.8 this implies βnF̂n > 0. 
We now make a first step toward localizing the characterization, in Corol-
lary 2.10. This corollary forms the basis of Proposition 4.8, which is used in the
proofs of the local rate of convergence and the limiting distribution of the MLE.
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COROLLARY 2.10. F̂n maximizes ln(F ) over FK if and only if F̂n ∈ F¯K and
the following holds for all k = 1, . . . ,K and each point of increase τnk of F̂nk :∫
[τnk,s)
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
≥ βnF̂n1[τnk,s)
(
T(n)
)
, s ∈R,(11)
where equality holds if s is a point of increase of F̂nk , and if s > T(n).
PROOF. Let F̂n maximize ln(·) over FK . Let s > τnk . If τnk < s ≤ T(n), then
(11) follows by applying (10) to t = τnk and t = s, and subtracting the resulting
equations. If τnk ≤ T(n) < s, then∫
[τnk,s)
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
=
∫
u≥τnk
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
,
so that the statement follows by applying (10) to t = τnk . If T(n) < τnk < s, then
the left-hand side of (10) equals zero for t = τnk and t = s. The inequalities for s <
τnk can be derived analogously. Finally, the inequality (11) and the corresponding
equality condition imply (10). 
3. Consistency. Hellinger and Lr(G) (r ≥ 1) consistency of the naive esti-
mator follow from [13, 18]. Local consistency of the naive estimator follows from
[4, 13]. In this section we prove similar results for the MLE. First, note that for
two vectors of functions F = (F1, . . . ,FK) and F0 = (F01, . . . ,F0K) in FK , the
Hellinger distance h(pF ,pF0) and the total variation distance dTV(pF ,pF0) in our
model are given by
h2(pF ,pF0) = 12
∫ (√
pF − √pF0
)2
dμ = 12
K+1∑
k=1
∫ (√
Fk −
√
F0k
)2
dG,(12)
dTV(pF ,pF0) = 12
K+1∑
k=1
∫
|Fk − F0k|dG,(13)
where μ = G × #, and pF and # are defined in (1). The MLE is Hellinger consis-
tent:
THEOREM 3.1. h(pF̂n,pF0) →a.s. 0.
PROOF. Since P = {pF :F ∈ FK} is convex, we can use the following in-
equality:
h2(pF̂n,pF0) ≤ (Pn − P)φ(pF̂n/pF0),
where φ(t) = (t − 1)/(t + 1) ([18], Proposition 3; see also [11] and [14, 15]).
Hence, it is sufficient to prove that {φ(pF /pF0) :F ∈ FK} is a P -Glivenko–
Cantelli class. This can be shown by Glivenko–Cantelli preservation theorems of
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[18], using indicators of VC-classes of sets and monotone functions as building
blocks. Alternatively, the result follows directly from [18], Theorem 9 by viewing
the problem as a bivariate censored data problem for (X,Y ). 
Lr(G) consistency is given in Corollary 3.2, where the Lr(G) distance is de-
fined by
‖F − F0‖rG,r =
K+1∑
k=1
∫
|Fk(t)− F0k(t)|r dG(t), r ≥ 1.(14)
COROLLARY 3.2. ‖F̂n − F0‖G,r →a.s. 0 for r ≥ 1.
PROOF. Note that ‖F − F0‖G,1 = 2dTV(pF ,pF0). Hence, the statement for
r = 1 follows from the well-known inequality dTV(pF1,pF2) ≤
√
2h(pF1,pF2).
The result for r > 1 follows from |a − b|r ≤ |a − b| for a, b ∈ [0,1] and r > 1.

Note that Theorem 3.1 and Corollary 3.2 hold without any additional assump-
tions. The quantities in these statements are integrated with respect to G, showing
the importance of the observation time distribution. For example, the results do not
imply consistency at intervals where G has zero mass. Such issues should be taken
into account if G can be chosen by design.
Under some additional assumptions, Maathuis ([10], Section 4.2) proved several
forms of local and uniform consistency using methods from [13], Section 3. One
such result is needed in the proof of the local rate of convergence of the MLE, and
is given below:
PROPOSITION 3.3. Let F01, . . . ,F0K be continuous at t0, and let G be contin-
uously differentiable at t0 with strictly positive derivative g(t0). Then there exists
an r > 0 such that
sup
t∈[t0−r,t0+r]
|F̂nk(t)− F0k(t)| →a.s. 0, k = 1, . . . ,K.
PROOF. Let k ∈ {1, . . . ,K} and choose the constant r > 0 such that F0k is con-
tinuous on [t0 − 2r, t0 + 2r] and g(t) > g(t0)/2 for t ∈ [t0 − 2r, t0 + 2r]. Fix an ω
for which the L1(G) consistency holds, and suppose there is an x0 ∈ [t0 − r, t0 + r]
for which F̂nk(x0,ω) does not converge to F0k(x0). Then there is an ε > 0 such
that for all n1 > 0 there is an n > n1 such that |F̂nk(x0,ω) − F0k(x0)| > ε. Using
the monotonicity of F̂nk and the continuity of F0k , this implies there is a γ > 0
such that |F̂nk(t,ω) − F0k(t)| > ε/2 for all t ∈ (x0 − γ, x0] or [x0, x0 + γ ) and
[x0 −γ, x0 +γ ] ⊂ [t0 −2r, t0 +2r]. This yields that ∫ |F̂nk(t,ω)−F0k(t)|dG(t) >
γ εg(t0)/4, which contradicts L1(G) consistency. Uniform consistency follows
since F0k is continuous. 
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4. Rate of convergence. The Hellinger rate of convergence of the naive es-
timator is n1/3. This follows from [15] or [17], Theorem 3.4.4, page 327. Under
certain regularity conditions, the local rate of convergence of the naive estimator
is also n1/3; see [4], Lemma 5.4, page 95. This local rate result implies that the
distance between two successive jump points of F˜nk around a point t0 is of order
Op(n
−1/3).
In this section we discuss similar results for the MLE. In Section 4.1 we show
that the global rate of convergence is n1/3. In Section 4.2 we prove that n1/3 is an
asymptotic local minimax lower bound for the rate of convergence, meaning that
no estimator can converge locally at a rate faster than n1/3, in a minimax sense.
Hence, the naive estimator converges locally at the optimal rate. Since the MLE
is expected to be at least as good as the naive estimator, one may expect that the
MLE also converges locally at the optimal rate of n1/3. This is indeed the case,
and this is proved in Section 4.3 (Theorem 4.17). Our main tool for proving this
result is Theorem 4.10, which gives a uniform rate of convergence of F̂n+ on a
fixed neighborhood of a point, rather than on the usual shrinking neighborhood
of order n−1/3. Such a strong rate result is needed to handle potential sparsity of
the jump points of the MLEs of the sub-distribution functions (see Remark 4.18).
Some technical proofs are deferred to Section 5.
4.1. Global rate of convergence.
THEOREM 4.1. n1/3h(pF̂n,pF0) = Op(1).
PROOF. We use the rate theorem of Van der Vaart and Wellner ([17], Theo-
rem 3.4.1, page 322) with
mpF (t, δ) = log
(
pF (t, δ)+ pF0(t, δ)
2pF0(t, δ)
)
,
Mn(F ) = PnmpF , M(F) = PmpF and GnmpF =
√
n(Mn −M)(F). The key con-
dition to verify is E‖Gn‖Mγ  φn(γ ), where Mγ = {mpF − mpF0 :h(pF ,pF0) <
γ } and φn(γ )/γ α is a decreasing function in γ for some α < 2. For this purpose
we use Theorem 3.4.4 of [17], which states that the functions mpF fit the setup of
Theorem 3.4.1 of [17], and that
E‖Gn‖Mγ ≤ J˜[](γ,P , h)
{
1 + J˜[](γ,P , h)γ−2n−1/2},(15)
where J˜[](γ,P , h) = ∫ γ0 √1 + logN[](ε,P , h) dε and logN[](ε,P , h) is
the ε-entropy with bracketing for P = {pF :F ∈ FK} with respect to Hellinger
distance h. We first bound the bracketing number N[](ε,P , h). Let F = (F1, . . . ,
FK) ∈FK . For each k = 1, . . . ,K + 1, let [lk, uk] be a bracket containing Fk , with
size
∫
(
√
uk − √lk)2 dG ≤ ε2/(K + 1). Then
[pl(t, δ),pu(t, δ)] =
[
K+1∏
k=1
lk(t)
δk ,
K+1∏
k=1
uk(t)
δk
]
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is a bracket containing pF , and its Hellinger size is bounded by ε.
Note that all Fk , k = 1, . . . ,K + 1, are contained in the class F = {F :R →
[0,1] is monotone}, and it is well known that logN[](δ,F ,L2(Q))  1/δ, uni-
formly in Q. Hence, considering all possible combinations of (K + 1)-tuples of
the brackets [lk, uk], it follows that
logN[](ε,P , h) ≤ log({N[](ε/√K + 1,F ,L2(G))}K+1)
= (K + 1) logN[](ε/√K + 1,F ,L2(G)) (K + 1)3/2ε−1.
Dropping the dependence on K (since K is fixed), this implies that J˜[](γ,P , h)
γ 1/2, and together with (15) we obtain E‖Gn‖Mγ ≤ √γ + (γ
√
n)−1. Since
γ → (√γ + (γ√n)−1)/γ is decreasing in γ , it is a valid choice for φn(γ ) in
Theorem 3.4.1 of [17]. We then obtain that rnh(pF̂n,pF0) = Op(1) provided that
h(pF̂n,pF0) → 0 in outer probability, and r2nφn(r−1n ) ≤
√
n for all n. The first
condition is fulfilled by the almost sure Hellinger consistency of the MLE (The-
orem 3.1). The second condition holds for rn = cn1/3 and c = ((
√
5 − 1)/2)2/3.

We obtain the following corollary about the L1(G) and L2(G) rates of conver-
gence:
COROLLARY 4.2. n1/3‖F̂n − F0‖G,r = Op(1) for r = 1,2.
PROOF. The result for r = 1 again follows from dTV(pF1,pF2)
≤ √2h(pF1,pF2). The result for r = 2 follows from
‖F − F0‖2G,2 =
K+1∑
k=1
∫ {√
Fk −
√
F0k
}2{√
Fk +
√
F0k
}2
dG ≤ 8h2(pF ,pF0),
using
√
Fk + √F0k ≤ 2. 
4.2. Asymptotic local minimax lower bound. In this section we prove that n1/3
is an asymptotic local minimax lower bound for the rate of convergence. We use
the set-up of [1], Section 4.1. Let P be a set of probability densities on a mea-
surable space (,A) with respect to a σ -finite dominating measure. We esti-
mate a parameter θ = Up ∈ R, where U is a real-valued functional and p ∈ P .
Let Un, n ≥ 1, be a sequence of estimators based on a sample of size n, that
is, Un = tn(Z1, . . . ,Zn), where Z1, . . . ,Zn is a sample from the density p, and
tn :
n →R is a Borel measurable function. Let l : [0,∞) → [0,∞) be an increas-
ing convex loss function with l(0) = 0. The risk of the estimator Un in estimating
Up is defined by En,pl(|Un −Up|), where En,p denotes the expectation with re-
spect to the product measure P⊗n corresponding to the sample Z1, . . . ,Zn. We
now recall Lemma 4.1 of [1].
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LEMMA 4.3. For any p1,p2 ∈ P such that the Hellinger distance
h(p1,p2) < 1:
inf
Un
max{En,p1 l(|Un −Up1|),En,p2 l(|Un −Up2|)}
≥ l(14 |Up1 −Up2|(1 − h2(p1,p2))2n).
Let k ∈ {1, . . . ,K} and let Unk , n ≥ 1, be a sequence of estimators of F0k(t0).
Furthermore, let c > 0 and let Fkn = (Fn1, . . . ,FnK) be a perturbation of F0 where
only the kth component is changed in the following way:
Fnk(x) =
⎧⎨⎩F0k(t0 − cn
−1/3), if x ∈ [t0 − cn−1/3, t0),
F0k(t0 + cn−1/3), if x ∈ [t0, t0 + cn−1/3),
F0k(x), otherwise,
and Fnj (x) = F0j (x) for j 	= k. Note that Fkn ∈FK is a valid set of sub-distribution
functions with overall survival function Fn,K+1 = 1 − Fn+.
We now apply Lemma 4.3 with l(x) = xr , p1 = pF0 and p2 = pFkn , where pF is
defined in (1). This gives a local minimax lower bound for the rate of convergence.
A detailed derivation of this result is given in [10], Section 5.2.
PROPOSITION 4.4. Fix k ∈ {1, . . . ,K}. Let 0 < F0k(t0) < F0k(∞), and let
F0k and G be continuously differentiable at t0 with strictly positive derivatives
f0k(t0) and g(t0). Let d = 2−5/3e−1/3. Then, for r ≥ 1,
lim inf
n→∞ n
r/3 inf
Un
max{En,pF0 |Unk − F0k(t0)|r ,En,pFkn |Unk − Fnk(t0)|
r}
≥ dr
[
g(t0)
f0k(t0)
{ 1
F0k(t0)
+ 1
1 − F0+(t0)
}]−r/3
.(16)
REMARK 4.5. Note that the lower bound (16) consists of a part depending on
the underlying distribution, and a universal constant d . It is not clear whether the
constant depending on the underlying distribution is sharp, because it has not been
proved that any estimator achieves this constant. However, we do know that the
naive estimator F˜nk does generally not achieve this constant. To see this, recall that
F˜nk is the MLE for the reduced data (Ti,ik), i = 1, . . . , n. Hence, its asymptotic
risk is bounded below by the asymptotic local minimax lower bound for current
status data:
dr
[
g(t0)
f0k(t0)
{ 1
F0k(t0)
+ 1
1 − F0k(t0)
}]−r/3
(see [1], (4.2), or take K = 1 in Proposition 4.4). Since 1 − F0k(t0) > 1 − F0+(t0)
if F0j (t0) > 0 for some j ∈ {1, . . . ,K}, j 	= k, this bound is larger than the one
given in (16).
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4.3. Local rate of convergence. As mentioned in the introduction of this sec-
tion, the n1/3 local rate of convergence of the naive estimator and the n1/3 local
minimax lower bound for the rate of convergence suggest that the MLE converges
locally at rate n1/3. This is indeed the case, and we now give the proof of this result.
However, although this result is intuitively clear, the proof is rather involved.
The two main difficulties in the proof are the lack of a closed form for the MLE
and the system of sub-distribution functions. We solve the first problem by working
with a characterization of the MLE in terms of necessary and sufficient conditions.
This approach was also followed in [1] for case 2 interval censored data, and in [2]
for convex density estimation. We handle the system of sub-distribution functions
by first proving a rate result for F̂n+ that holds uniformly on a fixed neighborhood
around t0, instead of on the usual shrinking neighborhood of order n−1/3.
The outline of this section is as follows. In Section 4.3.1 we revisit the charac-
terization of the MLE, and derive a localized version of the conditions (Proposition
4.8). In Section 4.3.2 we use this characterization to prove the rate result for F̂n+
that is discussed above (Theorem 4.10). In Section 4.3.3 we use this result to prove
the local rate of convergence for the components F̂n1, . . . , F̂nK (Theorem 4.17).
Some technical proofs are deferred to Section 5.
Throughout, we assume that for each k ∈ {1, . . . ,K}, F̂nk is piecewise constant
and right-continuous, with jumps only at points in Tk (see Definition 2.2). This
assumption does not affect the asymptotic properties of the MLE.
4.3.1. Revisiting the characterization. We consider the characterization given
in Corollary 2.10. Since it is difficult to work with F̂nk in the denominator, we start
by rewriting the left-hand side of (11), using∫
[s,t)
dVnk(u)
F̂nk(u)
=
∫
[s,t)
dVnk(u)
F0k(u)
+
∫
[s,t)
F0k(u)− F̂nk(u)
F0k(u)F̂nk(u)
dVnk(u).
This leads to the following lemma:
LEMMA 4.6. For all k = 1, . . . ,K and s, t ∈R,∫
[s,t)
{
dVnk(u)
F̂nk(u)
− dVn,K+1(u)
F̂n,K+1(u)
}
=
∫
[s,t)
{
dVnk(u)
F0k(u)
− dVn,K+1(u)
F0,K+1(u)
}
+
∫
[s,t)
F0k(u)− F̂nk(u)
F0k(u)F̂nk(u)
dVnk(u)
−
∫
[s,t)
F0,K+1(u)− F̂n,K+1(u)
F0,K+1(u)F̂n,K+1(u)
dVn,K+1(u).
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We now combine Corollary 2.10 and Lemma 4.6 to obtain a localized version
of the characterization in Proposition 4.8. We first introduce some definitions:
DEFINITION 4.7. Let ak = (F0k(t0))−1 for k = 1, . . . ,K + 1. Furthermore,
for k = 1, . . . ,K , we define the processes Wnk(·) and Snk(·) by
Wnk(t) =
∫
u≤t
{δk − F0k(u)}dPn(u, δ),(17)
Snk(t) = akWnk(t)+ aK+1Wn+(t).(18)
PROPOSITION 4.8. For each k = 1, . . . ,K , let 0 < F0k(t0) < F0k(∞), and
let F0k and G be continuously differentiable at t0 with strictly positive derivatives
f0k(t0) and g(t0). Then there is an r > 0 such that, for all k = 1, . . . ,K and each
jump point τnk < T(n) of F̂nk , we have∫ s
τnk
{
ak{F̂nk(u)− F0k(u)} + aK+1{F̂n+(u)− F0+(u)}}dG(u)
(19)
≤
∫
[τnk,s)
dSnk(u)+Rnk(τnk, s) for s < T(n),
where equality holds in (19) if s is a jump point of F̂nk , and where
sup
t0−2r≤s<t≤t0+2r
|Rnk(s, t)|
n−2/3 ∨ n−1/3(t − s)3/2 = Op(1).(20)
PROOF. Let k ∈ {1, . . . ,K} and let τnk < T(n) be a jump point of F̂nk . Note
that Corollary 2.10 and Lemma 4.6 imply that for all s < T(n),∫
[τnk,s)
F̂nk(u)− F0k(u)
F0k(u)F̂nk(u)
dVnk(u)
−
∫
[τnk,s)
F̂n,K+1(u)− F0,K+1(u)
F0,K+1(u)F̂n,K+1(u)
dVn,K+1(u)(21)
≤
∫
u∈[τnk,s)
{
δk − F0k(u)
F0k(u)
− δK+1 − F0,K+1(u)
F0,K+1(u)
}
dPn(u, δ),
with equality if s is a jump point of F̂nk . We first consider the left-hand side of (21).
For each k ∈ {1, . . . ,K + 1}, we replace F̂nk(u) by F0k(u) in the denominator:∫
[s,t)
F̂nk(u)− F0k(u)
F0k(u)F̂nk(u)
dVnk(u)
(22)
=
∫
[s,t)
F̂nk(u)− F0k(u)
F0k(u)2
dVnk(u)+ ρ(1)nk (s, t),
where ρ(1)nk (s, t) = −
∫
[s,t)
{F̂nk(u)− F0k(u)}2
F0k(u)2F̂nk(u)
dVnk(u).(23)
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Next, we replace dVnk(u) by dVk(u) = F0k(u) dG(u) in the first term on the right-
hand side of (22):∫
[s,t)
F̂nk(u)− F0k(u)
F0k(u)2
dVnk(u) =
∫ t
s
F̂nk(u)− F0k(u)
F0k(u)
dG(u)+ ρ(2)nk (s, t),(24)
where ρ(2)nk (s, t) =
∫
[s,t)
F̂nk(u)− F0k(u)
F0k(u)2
d(Vnk − Vk)(u).(25)
Finally, we replace the denominator F0k(u) by F0k(t0) in the first term on the
right-hand side of (24):∫ t
s
F̂nk(u)− F0k(u)
F0k(u)
dG(u) =
∫ t
s
F̂nk(u)− F0k(u)
F0k(t0)
dG(u)+ ρ(3)nk (s, t),
where ρ(3)nk (s, t) =
∫ t
s
{F̂nk(u)− F0k(u)}{F0k(t0)− F0k(u)}
F0k(u)F0k(t0)
dG(u),(26)
and similarly on the right-hand side of (21):∫
u∈[s,t)
δk − F0k(u)
F0k(u)
dPn(u, δ) =
∫
u∈[s,t)
δk − F0k(u)
F0k(t0)
dPn(u, δ)− ρ(4)nk (s, t),
where, with Gn the empirical distribution of T1, . . . , Tn (as defined in Section 2),
ρ
(4)
nk (s, t) =
∫
u∈[s,t)
{F0k(u)− F0k(t0)}{δk − F0k(u)}
F0k(u)F0k(t0)
d(Pn − P)(u, δ)
=
∫
[s,t)
F0k(u)− F0k(t0)
F0k(u)F0k(t0)
d(Vnk − Vk)(u)(27)
+
∫
[s,t)
F0k(t0)− F0k(u)
F0k(t0)
d(Gn −G)(u).
Inequality (19) then follows from FK+1 = 1 − F+ for F ∈FK , and the definition
Rnk(s, t) =
4∑
=1
ρ
()
n,K+1(s, t)−
4∑
=1
ρ
()
nk (s, t), k = 1, . . . ,K.(28)
We now show that the remainder term Rnk(s, t) is of the given order. Let k ∈
{1, . . . ,K +1}, and consider ρ(1)nk . Note that F̂nk and F0k stay away from zero with
probability tending to 1 on [t0 − 2r, t0 + 2r], by the assumption F0k(t0) > 0, the
continuity of F0k at t0, and the consistency of F̂nk (Proposition 3.3). Furthermore,∫
{F̂nk(u)− F0k(u)}2 dVnk(u)
≤
∫
{F̂nk(u)− F0k(u)}2 d(Gn −G)(u)+
∫
{F̂nk(u)− F0k(u)}2 dG(u),
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where the second term on the right-hand side is of order Op(n−2/3) by the L2(G)
rate of convergence given in Corollary 4.2, and the first term is of order Op(n−2/3)
by a modulus of continuity result. To see the latter, define
Q = {qF (u) = {F(u)− F0k(u)}2 :F ∈F },
Q(γ ) =
{
qF ∈Q :
∫
qF (u)
2 dG(u) ≤ γ 2
}
,
where F is the class of monotone functions F :R → [0,1]. The L2(G) rate of
convergence (Corollary 4.2) implies that we can choose C > 0 such that qF ∈
Q(Cn−1/3) with high probability. We then apply (5.42) of [16], Lemma 5.13, with
α = 1 and β = 0 to the class Q(Cn−1/3). This yields that ρ(1)nk (s, t) = Op(n−2/3)
uniformly in t0 − 2r ≤ s ≤ t ≤ t0 + 2r . Analogously, ρ(2)nk (s, t) = Op(n−2/3) uni-
formly in t0 − 2r ≤ s ≤ t ≤ t0 + 2r , using the L2(G) rate of convergence and a
modulus of continuity result. Next, we consider ρ(3)nk (s, t). By the Cauchy–Schwarz
inequality,
∣∣ρ(3)nk (s, t)∣∣≤ {∫ t
s
{F0k(u)− F0k(t0)}2
F0k(t0)2
dG(u)
}1/2
×
{∫ {F̂nk(u)− F0k(u)}2
F0k(u)2
dG(u)
}1/2
.
The first term of the product is of order O(t − s)3/2, uniformly in t0 −
2r ≤ s ≤ t ≤ t0 + 2r , by the continuous differentiability of F0k . The sec-
ond term is of order Op(n−1/3) by the L2(G) rate of convergence. Hence,
ρ
(3)
nk (s, t) = Op(n−1/3(t − s)3/2), uniformly in t0 − 2r ≤ s ≤ t ≤ t0 + 2r . Finally,
ρ
(4)
nk (s, t) = Op(n−1/2(t − s)), uniformly in t0 − 2r ≤ s ≤ t ≤ t0 + 2r , by writing∫
[s,t) =
∫
[s,t0) −
∫
[t,t0) and using Lemma 4.9 below. Since the term Op(n
−1/2(t−s))
is dominated by Op(n−2/3 ∨ n−1/3(t − s)3/2) for all s ≤ t , it can be omitted.

LEMMA 4.9. Let F :R → R be continuously differentiable at t0 with deriva-
tive f (t0) > 0. Then there is an r > 0 so that uniformly in t0 −2r ≤ s ≤ t ≤ t0 +2r ,∫
[s,t)
{F(t)− F(u)}d(Gn −G)(u) = Op(n−1/2(t − s)),(29)
∫
[s,t)
F (t)− F(u)
F (u)
d(Vnk − Vk)(u) = Op(n−1/2(t − s)),(30)
k = 1, . . . ,K.
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PROOF. We only prove (29), because the proof of (30) is analogous. Integra-
tion by parts yields
n1/2
∫
[s,t)
{F(t)− F(u)}d(Gn −G)(u)
= −n1/2{F(t)− F(s)}{Gn(s)−G(s)} + n1/2
∫
[s,t)
{Gn(u)−G(u)}dF(u).
Note that n1/2 supu∈R |Gn(u)−G(u)| is tight, since it converges in distribution to
supu∈R |B(G(u))| ≤ supx∈[0,1] |B(x)|, where B is a standard Brownian motion on[0,1]. Hence, both terms on the right-hand side of the display are Op(1){F(t) −
F(s)} = Op(t − s), uniformly in t0 − 2r ≤ s ≤ t ≤ t0 + 2r . 
4.3.2. Uniform rate of convergence of F̂n+ on a fixed neighborhood of t0. The
main result of this section is a rate of convergence result for F̂n+ which holds
uniformly on a fixed neighborhood [t0 − r, t0 + r] of t0, rather than on a shrinking
neighborhood of the form [t0 −Mn−1/3, t0 +Mn−1/3] (Theorem 4.10). We discuss
the meaning of this result in Remark 4.11, by comparing it to several existing
results for current status data without competing risks. Theorem 4.10 is used in
Section 4.3 to prove the local rate of convergence of the components F̂n1, . . . , F̂nK .
THEOREM 4.10. For all k = 1, . . . ,K , let 0 <F0k(t0) < F0k(∞), and let F0k
and G be continuously differentiable at t0 with strictly positive derivatives f0k(t0)
and g(t0). For β ∈ (0,1) we define
vn(t) =
{
n−1/3, if |t | ≤ n−1/3,
n−(1−β)/3|t |β, if |t | > n−1/3.(31)
Then there exists a constant r > 0 so that
sup
t∈[t0−r,t0+r]
|F̂n+(t)− F0+(t)|
vn(t − t0) = Op(1).(32)
Note that the function vn(t) = n−1/3 for |t | < n−1/3. Outside a n−1/3 neigh-
borhood we cannot expect to get a n−1/3 rate. Therefore, for t > n−1/3 we let the
function vn(t) grow with t , by defining vn(t) = n−(1−β)/3|t |β .
Before giving the proof of Theorem 4.10, we discuss its meaning by comparing
it to several known results for current status data without competing risks.
REMARK 4.11. By taking K = 1 in Theorem 4.10, it follows that the theorem
holds for the MLE F̂n for current status data without competing risks. Thus, to
clarify the meaning of Theorem 4.10, we can compare it to known results for F̂n.
First, we consider the local rate of convergence given in [4], Lemma 5.4, page 95.
For M > 0, they prove that
sup
t∈[−M,M]
|F̂n(t0 + n−1/3t)− F0(t0)| = Op(n−1/3).(33)
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FIG. 2. Plot of vn(t) for various values of β . The dotted lines are y = t and y = n−1/3. Note that
β close to zero gives the sharpest bound.
We can obtain this bound by applying Theorem 4.10 to t ∈ [t0 − Mn−1/3, t0 +
Mn−1/3], and using the continuous differentiability of F0k at t0 and the fact that
vn(t − t0) ≤ vn(Mn−1/3) = Mβn−1/3
for M ≥ 1, t ∈ [t0 −Mn−1/3, t0 +Mn−1/3].
Hence, Theorem 4.10 implies (33) for M ≥ 1.
Next, we consider the global bound of [4], Lemma 5.9:
sup
t∈R
|F̂n(t)− F0(t)| = Op(n−1/3 logn).(34)
The result in Theorem 4.10 is fundamentally different from (34), since it is stronger
than (34) for |t − t0| < n−1/3(logn)1/β , and it is weaker outside this region.
REMARK 4.12. Note that Theorem 4.10 gives a family of bounds in β . Choos-
ing β close to zero gives the tightest bound, as illustrated in Figure 2. For the proof
of the local rate of convergence of F̂n1, . . . , F̂nK (Theorem 4.17), it is sufficient
that Theorem 4.10 holds for one arbitrary value of β ∈ (0,1). Stating the theorem
for one fixed β leads to a somewhat simpler proof. However, for completeness we
present the result for all β ∈ (0,1).
As an introduction to the proof of Theorem 4.10 we first note the following. Let
ε > 0 and let r > 0 be small. Then the continuous differentiability of F0+ at t0
implies
F0+
(
t +Mvn(t − t0))≤ F0+(t)+ 2Mvn(t − t0)f0+(t0), t ∈ [t0 − r, t0 + r],
F0+
(
t −Mvn(t − t0))≥ F0+(t)− 2Mvn(t − t0)f0+(t0), t ∈ [t0 − r, t0 + r].
Hence, it is sufficient to show that we can choose n1 and M such that for all n > n1
P
{∃t ∈ [t0 − r, t0 + r] : F̂n+(t) /∈ (F0+(t −Mvn(t − t0)),
F0+
(
t +Mvn(t − t0)))}< ε.
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In fact, we only prove that there exist n1 and M such that
P
{∃t ∈ [t0, t0 + r] : F̂n+(t) ≥ F0+(t +Mvn(t − t0))}< ε/4, n > n1,(35)
since the proofs for F̂n+(t) ≤ F0+(t −Mvn(t − t0)) and the interval [t0 − r, t0] are
analogous. In the proof of (35) we use the fact that we can choose r , n1 and C such
that P(EcnrC) < ε/8 for all n > n1, where
EnrC =
K⋂
k=1
{
F̂nk has a jump in (t0 − 2r, t0 − r), T(n) > t0 + 2r,
(36)
sup
t0−2r≤w<t≤t0+2r
|Rnk(w, t)|
n−2/3 ∨ n−1/3(t −w)3/2 ≤ C
}
,
and Rnk(w, t) is defined in Proposition 4.8. For the event involving Rnk this fol-
lows from Proposition 4.8. For the event that F̂nk has a jump point in (t0 − 2r, t0 −
r), this follows from consistency of F̂nk (Proposition 3.3) and the strict monotonic-
ity of F0k in a neighborhood of t0. Finally, T(n) > t0 + 2r for sufficiently large n
follows from the positive density of g in a neighborhood of t0.
PROOF OF THEOREM 4.10. By the discussion above, and by writing
P
{∃t ∈ [t0, t0 + r] : F̂n+(t) ≥ F0+(t +Mvn(t − t0))}
≤ P(EcnrC)
+ P (∃t ∈ [t0, t0 + r] : F̂n+(t) ≥ F0+(t +Mvn(t − t0)), EnrC),(37)
it is sufficient to show that we can choose n1, M and C such that the second term
of (37) is bounded by ε/8 for all n > n1. In order to show this, we put a grid on the
interval [t0, t0 + r], analogously to [8], Lemma 4.1. The grid points tnj and grid
cells Inj are denoted by
tnj = t0 + jn−1/3 and Inj = [tnj , tn,j+1)(38)
for j = 0, . . . , Jn = rn1/3.
This yields
P
(∃t ∈ [t0, t0 + r] : F̂n+(t) ≥ F0+(t +Mvn(t − t0)), EnrC)
≤
Jn∑
j=0
P
(∃t ∈ Inj : F̂n+(t) ≥ F0+(t +Mvn(t − t0)),EnrC).
Hence, it is sufficient to show that we can choose n1 and m1 such that for all
n > n1, M >m1 and j = 0, . . . , Jn, we have
P
(∃t ∈ Inj : F̂n+(t) ≥ F0+(t +Mvn(t − t0)),EnrC)≤ pjM,(39)
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where pjM satisfies lim supn→∞
∑Jn
j=0 pjM → 0 as M → ∞. We prove (39) for
pjM =
{
d1 exp{−d2M3}, if j = 0,
d1 exp{−d2(Mjβ)3}, if j = 1, . . . , Jn,(40)
where d1 and d2 are positive constants. Using the monotonicity of F̂n+, it is suffi-
cient to prove that for all n > n1, M >m1 and j = 0, . . . , Jn,
P {AnjM, EnrC} ≤ pjM,(41)
where
AnjM = {F̂n+(tn,j+1) ≥ F0+(snjM)},(42)
snjM = tnj +Mvn(tnj − t0).(43)
Fix n > 0 and M > 0, and let j ∈ {0, . . . , Jn}. Let τnkj be the last jump point
of F̂nk before tn,j+1, for k = 1, . . . ,K . On the event EnrC , these jump points exist
and are in (t0 − 2r, tn,j+1]. Without loss of generality we assume that the sub-
distribution functions are labeled so that τn1j ≤ · · · ≤ τnKj . On the event AnjM
there must be a k ∈ {1, . . . ,K} for which F̂nk(tn,j+1) ≥ F0k(snjM). Hence, we can
define  ∈ {1, . . . ,K} such that
F̂nk(tn,j+1) < F0k(snjM), k = + 1, . . . ,K,(44)
F̂n(tn,j+1) ≥ F0(snjM).(45)
Since snjM < t0 + 2r for n large, and t0 + 2r < T(n) on the event EnrC , we have∫ snjM
τnj
{
a{F̂n(u)− F0(u)} + aK+1{F̂n+(u)− F0+(u)}}dG(u)
≤
∫
[τnj ,snjM)
dSn(u)+Rn(τnj , snjM),
by Proposition 4.8. Hence, P(AnjM,EnrC) equals
P
(∫ snjM
τnj
{
a{F̂n(u)− F0(u)} + aK+1{F̂n+(u)− F0+(u)}}dG(u)
≤
∫
[τnj ,snjM)
dSn(u)+Rn(τnj , snjM), AnjM, EnrC
)
,
and this is bounded above by
P
(∫ snjM
τnj
a{F̂n(u)− F0(u)}dG(u)−
∫
[τnj ,snjM)
dSn(u)
(46)
≤ Rn(τnj , snjM), AnjM, EnrC
)
+ P
(∫ snjM
τnj
{F̂n+(u)− F0+(u)}dG(u) ≤ 0, AnjM, EnrC
)
.(47)
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We now show that both terms (46) and (47) are bounded above by pjM/2. Note
that (45) implies that on the event AnjM ,
F̂n(u) ≥ F̂n(τnj ) = F̂n(tn,j+1) ≥ F0(snjM) for u ≥ τnj ,
using the definition of τnj , and the fact that F̂n is piecewise constant and
monotone nondecreasing. Hence, on the event AnjM we have∫ snjM
τnj
{F̂n(u)− F0(u)}dG(u) ≥
∫ snjM
τnj
{F0(snjM)− F0(u)}dG(u)
≥ 14g(t0)f0(t0)(snjM − τnj )2,
for all τnj ∈ [t0 − 2r, tn,j+1] and r sufficiently small. Combining this with the
definition of EnrC [see (36)], it follows that (46) is bounded above by
P
(
inf
w∈[t0−2r,tn,j+1]
{
1
4g(t0)af0(t0)(snjM −w)2 −
∫
[w,snjM)
dSn(u)
(48)
−C(n−2/3 ∨ n−1/3(snjM −w)3/2)}≤ 0).
For m1 and n1 sufficiently large, this probability is bounded above by pjM/2 for
all M >m1, n > n1 and j ∈ {0, . . . , Jn}, using Lemma 4.13 below. Similarly, (47)
is bounded above by pjM/2, using Lemma 4.14 below. This proves (41) and com-
pletes the proof. 
Lemmas 4.13 and 4.14 play a crucial role in the proof of Theorem 4.10. The
probability statement in Lemma 4.13 consists of three terms: a deterministic par-
abolic drift b(snjM − w)2, a martingale Snk , and a remainder term C(n−2/3 ∨
n−1/6(snjM −w)3/2). The basic idea of the lemma is that the quadratic drift dom-
inates the martingale and the remainder term. Lemma 4.14 controls the term that
involves the sum of the components. In this lemma the key idea is to exploit the
system of sub-distribution functions, and play out the different components against
each other. The proofs of both lemmas are given in Section 5.
Finally, we note that (48) in the proof of Theorem 4.10 contains a smaller re-
mainder term C(n−2/3 ∨n−1/3(snjM −w)3/2) than the one in Lemma 4.13. Hence,
(48) is also bounded above by pjM . We choose to state Lemma 4.13 in terms of the
larger remainder term C(n−2/3 ∨ n−1/6(snjM − w)3/2), since we need the lemma
in this form for the proof of Theorem 4.17.
LEMMA 4.13. Let C > 0 and b > 0. Then there exist r > 0, n1 > 0 and m1 >
0 such that for all k = 1, . . . ,K , n > n1, M >m1 and j ∈ {0, . . . , Jn = rn1/3},
P
(
inf
w∈[t0−2r,tn,j+1]
{
b(snjM −w)2 −
∫
[w,snjM)
dSnk(u)
−C(n−2/3 ∨ n−1/6(snjM −w)3/2)}≤ 0)≤ pjM,
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where snjM = tnj +Mvn(tnj − t0), and Snk(·), vn(·) and pjM are defined by (18),
(31) and (40), respectively.
LEMMA 4.14. Let the conditions of Theorem 4.10 be satisfied, and let  be
defined by (44) and (45). Then there exist r > 0, n1 > 0 and m1 > 0 such that for
all n > n1, M >m1 and j ∈ {0, . . . , Jn = rn1/3},
P
{∫ snjM
τnj
{F̂n+(u)− F0+(u)}dG(u) ≤ 0, AnjM, EnrC
}
≤ pjM,
where τnj is the last jump point of F̂n before tn,j+1, snjM = tnj +Mvn(tnj − t0),
and EnrC , pjM and AnjM are defined by (36), (40) and (42), respectively.
REMARK 4.15. The conditions of Theorem 4.10 also hold when t0 is replaced
by s, for s in a neighborhood of t0. Hence, the results in this section continue to
hold when t0 is replaced by s ∈ [t0 − r, t0 + r], for r > 0 sufficiently small. To
be precise, there exists an r > 0 such that for every ε > 0 there exist C > 0 and
n1 > 0 such that
P
(
sup
t∈[t0−r,t0+r]
|F̂n+(t)− F0+(t)|
vn(t − s) > C
)
< ε
for s ∈ [t0 − r, t0 + r], n > n1.
In Remark 4.12 we already mentioned that, in order to prove the local rate of
convergence of the components F̂n1, . . . , F̂nK , we only need Theorem 4.10 to hold
for one value of β ∈ (0,1). Therefore, we now fix β = 1/2 so that vn(t) = n−1/3 ∨
n−1/6
√|t |.
Then Remark 4.15 leads to the following corollary:
COROLLARY 4.16. Let the conditions of Theorem 4.10 be satisfied. Then
there exists an r > 0 such that for every ε > 0 there exist C > 0 and n1 > 0 such
that
P
(
sup
t∈[t0−r,s]
|∫ st {F̂n+(u)− F0+(u)}dG(u)|
n−2/3 ∨ n−1/6(s − t)3/2 >C
)
< ε
for s ∈ [t0 − r, t0 + r], n > n1.
4.3.3. Local rate of convergence of F̂n1, . . . , F̂nK . We are now ready to prove
the local rate of convergence of F̂n1, . . . , F̂nK . The proof is again based on the
localized characterization given in Proposition 4.8, but we now use Corollary 4.16
to bound the term involving F̂n+ [see (52) ahead].
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THEOREM 4.17. Let the conditions of Theorem 4.10 be satisfied. Then there
exists an r > 0 such that for every ε > 0 and M1 > 0 there exist M > 0 and n1 > 0
such that
P
(
sup
t∈[−M1,M1]
n1/3|F̂nk(s + n−1/3t)− F0k(s)| >M
)
< ε, k = 1, . . . ,K,
for all n > n1 and s ∈ [t0 − r, t0 + r].
PROOF. For the reasons discussed in Remark 4.15, it is sufficient to prove the
result for s = t0. Let ε > 0, M1 > 0 and k ∈ {1, . . . ,K}. We want to show that there
exist constants M >M1 and n1 > 0 such that for all n > n1,
P
(
F̂nk(t0 +Mn−1/3) ≥ F0k(t0 + 2Mn−1/3))< ε,(49)
P
(
F̂nk(t0 −Mn−1/3) ≤ F0k(t0 − 2Mn−1/3))< ε.(50)
We only prove (49), since the proof of (50) is analogous. Define
BnkM = {F̂nk(t0 +Mn−1/3) ≥ F0k(snM)} and snM = t0 + 2Mn−1/3,
and let τnk be the last jump point of F̂nk before t0 +Mn−1/3. Since we may assume
that snM < t0 + r < T(n) for n sufficiently large, Proposition 4.8 yields
P(BnkM) = P
(∫ snM
τnk
{
ak{F̂nk(u)− F0k(u)}
+ aK+1{F̂n+(u)− F0+(u)}}dG(u)(51)
≤
∫
[τnk,snM)
dSnk(u)+Rnk(τnk, snM), BnkM
)
.
By consistency of F̂nk (Proposition 3.3) and the strict monotonicity of F0k in a
neighborhood of t0, we may assume that τnk ∈ [t0 − r, t0 + Mn−1/3]. Moreover,
by Proposition 4.8 and Corollary 4.16 we can choose C > 0 such that, with high
probability,
|Rnk(τnk, snM)| ≤ C(n−2/3 ∨ n−1/3(snM − τnk)3/2),∫ snM
τnk
|F̂n+(u)− F0+(u)|dG(u) ≤ C(n−2/3 ∨ n−1/6(snM − τnk)3/2),(52)
uniformly in τnk ∈ [t0 − r, t0 +Mn−1/3]. Finally, note that on the event BnkM , we
have
∫ snM
τnk
{F̂nk(u)−F0k(u)}dG(u) ≥ ∫ snMτnk {F0k(snM)−F0k(u)}dG(u), yielding a
positive quadratic drift. The statement now follows by combining these facts with
(51), and applying Lemma 4.13. 
REMARK 4.18. Note that Theorem 4.10 and Corollary 4.16 yielded the bound
(52) in the proof of Theorem 4.17. Such a bound would not have been possible
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using rate results like (33) or (34) for F̂n+. A bound of the form (33) cannot be
used, since we cannot assume that τnk − snM = Op(n−1/3). A bound of the form
(34) would change the right-hand side of (52) to Cn−1/3(τnk − snM) logn, and this
is not dominated by the quadratic drift (τnk − s)2 for τnk − s > Mn−1/3. Even a
stronger global bound of the form Op(n−1/3 log logn) would not suffice for this
purpose. This shows that the rate result given in Theorem 4.10 was essential for
the proof of Theorem 4.17.
COROLLARY 4.19. Let the conditions of Theorem 4.10 be satisfied. For all
k = 1, . . . ,K , let τ−nk(s) and τ+nk(s) be, respectively, the largest jump point ≤ s and
the smallest jump point > s of F̂nk . Then there exists an r > 0 such that for every
ε > 0 there exist n1 > 0 and C > 0 such that for all k = 1, . . . ,K ,
P
(
τ+nk(s)− τ−nk(s) > Cn−1/3
)
< ε for n > n1, s ∈ [t0 − r/2, t0 + r/2].
PROOF. Let ε > 0 and r > 0. Take an arbitrary value for M1 (say M1 = 1),
and choose M and n1 according to Theorem 4.17. Next, choose C > 0 such that
F0k(s −Cn−1/3)+Mn−1/3 <F0k(s)−Mn−1/3(53)
for s ∈ [t0 − r/2, t0 + r/2].
Note that s − Cn−1/3 ∈ [t0 − r, t0 + r] for all s ∈ [t0 − r/2, t0 + r/2] and n > n1,
for n1 sufficiently large. Hence, applying Theorem 4.17 to s and s−Cn−1/3 yields
P
(
F̂nk(s −Cn−1/3) < F0k(s −Cn−1/3)+Mn−1/3)> 1 − ε,
P
(
F̂nk(s) > F0k(s)−Mn−1/3)> 1 − ε,
for n > n1. Together with (53) this implies that P(s − τ−nk(s) > Cn−1/3) < 2ε, for
n > n1 and s ∈ [t0 − r/2, t0 + r/2]. Similar reasoning holds for τ+nk(s). 
We now obtain a bound for the remainder terms Rnk(s, t) in Proposition 4.8,
for t0 −mn−1/3 ≤ s ≤ t ≤ t0 +mn−1/3 and m> 0. This bound is used in Proposi-
tion 3.2 of [3], which is a recentered and rescaled characterization of the MLE that
is needed to prove the limiting distribution.
COROLLARY 4.20. Let m> 0 and let Rnk(s, t), k = 1, . . . ,K , be the remain-
der terms in Proposition 4.8, defined by (28). Then
sup
t0−mn−1/3≤s≤t≤t0+mn−1/3
|Rnk(s, t)| = op(n−2/3).(54)
PROOF. Since Rnk(s, t) =∑4=1 ρ()n,K+1(s, t)−∑4=1 ρ()nk (s, t), it is sufficient
to show that the terms ρ()nk (s, t), k = 1, . . . ,K + 1,  = 1, . . . ,4, are of the right
order, uniformly in t0 −mn−1/3 ≤ s ≤ t ≤ t0 +mn−1/3.
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Let m > 0 and k ∈ {1, . . . ,K + 1}. We first consider ρ(1)nk , defined by (23).
By the local rate of convergence (Theorem 4.17) and the continuous differ-
entiability of F0k at t0, we have F̂nk(u) − F0k(u) = Op(n−1/3), uniformly in
u ∈ [t0 − mn−1/3, t0 + mn−1/3]. Moreover, the assumption F0k(t0) > 0, the con-
sistency of F̂nk (Proposition 3.3), and the continuity of F0k at t0, imply that
{F0k(u)F̂nk(u)}−1 = Op(1), uniformly in u ∈ [t0 −mn−1/3, t0 +mn−1/3]. Hence,∣∣ρ(1)nk (s, t)∣∣≤ Op(n−2/3)∫[t0−mn−1/3,t0+mn−1/3) dVnk(u) = Op(n−1),
uniformly in t0 −mn−1/3 ≤ s ≤ t ≤ t0 +mn−1/3.
Next, we consider ρ(2)nk , defined by (25). We apply Theorem 2.11.22 of [17] to
the class Qn, where
Qn =
{
qn,Fn,t (u) =
√
n
Fn(u)− F0k(u)
F0k(u)2
1[t0,t0+n−1/3t)(u) : t ∈ [−m,m],Fn ∈Fn
}
,
Fn =
{
Fn :R → [0,1],
Fn monotone, sup
u∈[−m,m]
|(Fn − F0k)(t0 + n−1/3u)| ≤ Cn−1/3
}
.
This yields that the sequence {√n(Vnk − Vk)qn,Fn,t : t ∈ [−m,m],Fn ∈ Fn} is
tight. Moreover, for every ε > 0 we can choose C > 0 and n1 > 0 such that
P(F̂nk ∈ Fn) > 1 − ε for all n > n1, by the local rate of convergence of F̂nk
(Theorem 4.17) and the continuous differentiability of F0k at t0. This implies that
ρ
(2)
nk (s, t) = Op(n−1), uniformly in t0 −mn−1/3 ≤ s ≤ t ≤ t0 +mn−1/3, since
√
n(Vnk − Vk)qn,F̂nk,t = n
∫
[t0,t0+n−1/3t)
F̂nk(u)− F0k(u)
F0k(u)2
d(Vnk − Vk)(u).
Finally, we consider the terms ρ(3)nk and ρ
(4)
nk , defined by (26) and (27). We
showed in the proof of Proposition 4.8 that ρ(3)nk (s, t) = Op(n−1/3(t − s)3/2) and
ρ
(4)
nk (s, t) = Op(n−1/2(t − s)), uniformly in t0 − r ≤ s ≤ t ≤ t0 + r . Plugging in
t − s < 2mn−1/3 completes the proof. 
5. Technical proofs.
PROOF OF LEMMA 4.13. Let k ∈ {1, . . . ,K}, n > 0 and j ∈ {0, . . . , Jn}. Note
that for M large, we have for all w ≤ tn,j+1:
C
(
n−2/3 ∨ n−1/6(snjM −w)3/2)≤ 12b(snjM −w)2,
since snjM − w ≥ (M − 1)n−1/3. Hence, the probability in the statement of
Lemma 4.13 is bounded above by
P
{
sup
w∈[t0−2r,tn,j+1]
{∫
[w,snjM)
dSnk(u)− 12b(snjM −w)2
}
≥ 0
}
.(55)
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In order to bound this probability, we put a grid on the interval [t0 − 2r, tn,j+1),
with grid points tn,j−q and grid cells In,j−q given by
In,j−q = [tn,j−q, tn,j−q+1)
(56)
= [t0 + (j − q)n−1/3, t0 + (j − q + 1)n−1/3),
for q = 0, . . . ,Qnj = 2rn1/3 + j. Then (55) is bounded above by
Qnj∑
q=0
P
{
sup
w∈In,j−q
∫
[w,snjM)
dSnk(u) ≥ 12b(snjM − tn,j−q+1)2
}
.(57)
If we bound the qth term in (57) by
pjqM =
{
exp{−d2(q +M)3}, if j = 0, q = 0, . . . ,Qn0,
exp{−d2(q +Mjβ)3}, if j = 1, . . . , Jn, q = 0, . . . ,Qnj ,(58)
for some d2 > 0, then we are done, since summing over q and using (a + b)3 ≥
a3 + b3 for a, b > 0, and defining d1 =∑∞q=0 exp(−d2q3) < ∞, yields
pjM ≤
{
d1 exp{−d2M3}, if j = 0,
d1 exp{−d2(Mjβ)3}, if j = 1, . . . , Jn.
In order to prove that such a bound holds, we introduce, for each θ > 0, the
time-reversed submartingale exp{nθ ∫[w,snjM) dSnk(u)}, for w ≤ snjM , with re-
spect to the filtration {Fw :w ≤ t0 + r}, where Fw = σ {(Ti,i ), i = 1, . . . , n :
Ti ≥ w}. Then, by Doob’s submartingale inequality (see, e.g., [12], Theorem 70.1,
page 177), the qth term in (57) is, for each θ > 0, bounded above by
P
{
sup
w∈In,j−q
exp
{
nθ
∫
[w,snjM)
dSnk(u)
}
≥ exp{12nθb(snjM − tn,j−q+1)2}}
≤ exp{−12nθb(snjM − tn,j−q+1)2}E exp{nθ ∫[tn,j−q ,snjM) dSnk(u)
}
.(59)
We are now left with computing an upper bound for E exp{nθ∫[tn,j−q ,snjM) dSnk(u)}.
Since we have i.i.d. observations, this expectation can be written as(
E exp
{
θ 1[tn,j−q ,snjM)(T )ζnk(T ,)
})n(60)
where ζnk(T ,) = k
F0k(T )
− K+1
F0,K+1(T )
.
Using the exponential series and E(ζnk(T ,)|T ) = 0, (60) equals
exp
{
n log
(
1 +E1[tn,j−q ,snjM)(T )
∞∑
=2
θζnk(T ,)

!
)}
,
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and since log(1 + x) ≤ x for all x > −1, this is bounded above by
exp
{1
2nfn(θ, tn,j−q, snjM) θ
2(snjM − tn,j−q)}
(61)
where fn(θ, c1, c2) ≡ 2
c2 − c1
∞∑
=2
θ−2
!
∫ c2
c1
∣∣E{ζnk(T ,)|T = t}∣∣dG(t).
Next, for each pair c1 < c2, we let θc1,c2 be the solution of the equation
θfn(θ, c1, c2) = 14b(c2 − c1). This solution exists and is unique for all c1 < c2,
since θ → θfn(θ, c1, c2) is a continuous increasing map from R+ onto R+. Choos-
ing θ = θtn,j−q ,snjM in (61), and using that (snjM − tn,j−q)2 ≤ 2(snjM − tn,j−q+1)2
for all j and q and M > 4, and that snjM − tn,j−q ≥ snjM − tn,j−q+1, yields that
(59) is bounded above by
exp
{
− nb
2(snjM − tn,j−q+1)3
16fn(θtn,j−q ,snjM , tn,j−q, snjM)
}
≤ exp
{
−nb
2(snjM − tn,j−q+1)3
16d
}
,(62)
where d ≡ supt0−2r≤c1<c2≤t0+2r fn(θc1,c2, c1, c2). Here we use that, for n suffi-
ciently large, all intervals [tn,j−q, snjM) are contained in the interval [t0 − 2r, t0 +
2r]. Note that d < ∞ since
θc1,c2 ≤ 14b(c2 − c1)2
/∫ c2
c1
∣∣E{ζnk(T ,)2|T = t}∣∣dG(t).
Hence, there is a constant d2 > 0 such that for all q = 0, . . . ,Qnj , the right-
hand side of (62) is bounded above by exp{−d2(q + M)3} for j = 0, and by
exp{−d2(q +Mjβ)3} for j = 1, . . . , Jn. 
PROOF OF LEMMA 4.14. We first note that  is only defined on the event
AnjM = {F̂n+(tn,j+1) ≥ F0+(snjM)}. Hence, this entire proof should be read on
the event AnjM . Furthermore, note that the lemma is trivial if  = K , because in
that case F̂n+(u) ≥ F0+(snjM) for all u ≥ τnj . Therefore, suppose  < K . Then
we typically do not have that F̂n+(u) ≥ F0+(snjM) for all u ≥ τnj , since F̂n+(u)
may have jumps on (τnj , tn,j+1). We now exploit the K-dimensional system of
sub-distribution functions by breaking
∫ snjM
τnj
{F̂n+(u)−F0+(u)}dG(u) into pieces
that we analyze separately. First, we define ∗ ∈ {, . . . ,K} as follows. If∫ τnkj
τnj
{F̂n+(u)− F0+(u)}dG(u) ≤ 0 for all k = + 1, . . . ,K,(63)
we let ∗ = . Otherwise we define ∗ such that∫ τnkj
τnj
{F̂n+(u)− F0+(u)}dG(u) ≤ 0, k = ∗ + 1, . . . ,K,(64) ∫ τn∗j
τnj
{F̂n+(u)− F0+(u)}dG(u) > 0.(65)
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Then, by (65) and the decomposition ∫ snjMτnj = ∫ τn∗jτnj + ∫ snjMτn∗j , we get∫ snjM
τnj
{F̂n+(u)− F0+(u)}dG(u)
(66)
≥
∫ snjM
τn∗j
{F̂n+(u)− F0+(u)}dG(u),
where strict inequality holds if  	= ∗. By rearranging the sum and using the nota-
tion τn,K+1,j = snjM , we can write the right-hand side of (66) as
K∑
k=∗+1
∫ τnkj
τn∗j
{F̂nk(u)− F0k(u)}dG(u)
(67)
+
K∑
k=∗
k∑
p=1
∫ τn,k+1,j
τnkj
{F̂np(u)− F0p(u)}dG(u).
We now derive lower bounds for both terms in (67), on the event AnjM ∩ EnrC .
Starting with the first term, note that∫ τnkj
τn∗j
{F̂n+(u)− F0+(u)}dG(u) ≤ 0, k = ∗ + 1, . . . ,K.(68)
Namely, if  = ∗, then (68) is the same as (63). On the other hand, if  < ∗, then
(68) follows (with strict inequality) from (64), (65) and the decomposition ∫ τnkjτnj =∫ τn∗j
τnj +
∫ τnkj
τn∗j . Furthermore, Proposition 4.8 implies that on the event EnrC ,∫ τnkj
t
{
ak{F̂nk(u)− F0k(u)} + aK+1{F̂n+(u)− F0+(u)}}dG(u)
(69)
≥
∫
[t,τnkj )
dSnk(u)−C(n−2/3 ∨ n−1/3(τnkj − t)3/2),
for k = 1, . . . ,K and t < τnkj , where Snk is defined in (18). Using this inequality
with t = τn∗j together with (68) yields that on the event EnrC ,∫ τnkj
τn∗j
ak{F̂nk(u)− F0k(u)}dG(u)
≥
∫
[τn∗j ,τnkj )
dSnk(u)−C(n−2/3 ∨ n−1/3(τnkj − τn∗j )3/2),
for k = ∗ + 1, . . . ,K , so that the first term of (67) is bounded below by
K∑
k=∗+1
a−1k
{∫
[τn∗j ,τnkj )
dSnk(u)−C(n−2/3 ∨ n−1/3(τnkj − τn∗j )3/2)}.
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We now derive a lower bound for the second term of (67). Note that the inequal-
ities (44) in the definition of  imply that on the event AnjM
K∑
p=k+1
F̂np(tn,j+1) <
K∑
p=k+1
F0p(snjM), k = , . . . ,K.
Together with the definition of τn1j , . . . , τnKj , this yields that on the event AnjM =
{F̂n+(tn,j+1) ≥ F0+(snjM)}, we have
k∑
p=1
F̂np(τnpj ) =
k∑
p=1
F̂np(tn,j+1)
>
k∑
p=1
F0p(snjM), k = , . . . ,K.
Furthermore, F̂np(τnpj ) ≤ F̂np(τnkj ) for p ≤ k by the monotonicity of F̂np and the
ordering τn1j ≤ . . . ≤ τnKj . Hence, we get for k = , · · · ,K and u ≥ τnkj :
k∑
p=1
F̂np(u) ≥
k∑
p=1
F̂np(τnkj )
≥
k∑
p=1
F̂n+(τnp) >
k∑
p=1
F0p(snjM).
This implies that the second term of (67) is bounded below by
K∑
k=∗
k∑
p=1
∫ τn,k+1,j
τnkj
{F0p(snjM)− F0p(u)}dG(u)
=
K∑
k=1
∫ snjM
τnkj∨τn∗j
{F0k(snjM)− F0k(u)}dG(u).
Hence,
P
{∫ snjM
τnj
{F̂n+(u)− F0+(u)}dG(u) ≤ 0, AnjM, EnrC
}
≤ P
{
K∑
k=∗+1
a−1k
{∫
[τn∗j ,τnkj )
dSnk(u)
−C(n−2/3 ∨ n−1/3(τnkj − τn∗j )3/2)}
+
K∑
k=1
∫ snjM
τnkj∨τn∗j
{F0k(snjM)− F0k(u)}dG(u) ≤ 0, EnrC
}
.
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The statement now follows by writing∫
[τn∗j ,τnkj )
dSnk(u) =
∫
[τn∗j ,snjM)
dSnk(u)−
∫
[τnkj ,snjM)
dSnk(u)
and several applications of Lemma 4.13. 
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