This paper investigates the approximation property of the neural network with unbounded activation functions, such as the rectified linear unit (ReLU), which is new de-facto standard of deep learning. The ReLU network can be analyzed by the ridgelet transform with respect to Lizorkin distributions, which is introduced in this paper. By showing two reconstruction formulas by using the Fourier slice theorem and the Radon transform, it is shown that the neural network with unbounded activations still holds the universal approximation property. As an additional consequence, the ridgelet transform, or the backprojection filter in the Radon domain, is what the network will have learned after backpropagation. Subject to a constructive admissibility condition, the trained network can be obtained by just discretizing the ridgelet transform, without backpropagation. Numerical examples not only support the consistency of the admissibility condition but also imply that some nonadmissible cases result in low-pass filtering.
Introduction
Consider approximating a function f : R m Ñ C by the neural network g J with an activation function η : R Ñ C such that
where we call pa j , b j q a hidden parameter and c j an output parameter. Let Y m`1 :" R mˆR denote the space of hidden parameters. The network g J can be obtained by discretizing the integral representation of the neural network
where T : Y m`1 Ñ C corresponds to a continuous version of the output parameter c. The right-hand side expression is known as the dual ridgelet transform of T with respect to η
Tpa, bqηpa¨x´bqdadb.
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By substituting in Tpa, bq the ridgelet transform R ψ f pa, bq of f with respect to ψ, under some good conditions, namely the admissibility of pψ, ηq and some regularity of f , we can reconstruct f by
By discretizing the above reconstruction formula, we can evaluate the approximation property of the neural network with activation function η.
In this study, we investigate the approximation property of the neural network for the case when η is a Lizorkin distribution pS 1 0 q, by extensively constructing the ridgelet transform with respect to Lizorkin distributions. The Lizorkin distribution space S 1 0 is such a considerably-large space that contains the rectified linear unit (ReLU), truncated power functions z λ and other unbounded functions that have at most polynomial growth (but not polynomial in itself).
ReLU and Other Unbounded Activations
The ReLU [1, 2, 3, 4] became a new building block of the deep neural network, in place of traditional bounded activation functions such as the sigmoidal function and the radial basis function (RBF). Relative to traditional ones, the neural network with the ReLU is said [1, 5, 6, 7, 4 ] to learn faster because it has larger gradients that can alleviate the vanishing gradient [1] , and perform better because it extracts sparser features. So far, these hypotheses are only empirically verified without analytic evaluation.
It is worth noting that in 1990s in approximation theory, it has already shown that the neural network with such unbounded activations has the universal approximation property. To be precise, if the activation function is not a polynomial function, then the neural network is dense in some functional spaces such as L p pR m q and C 0 pR m q. Mhaskar and Micchelli [8] seems to be the first to show such universality by using the B-spline. Later, Leshno et al [9] reached a stronger claim by using functional analysis. See Pinkus [10] for more details.
In this study, we go through and beyond the same statement by using harmonic analysis, or the ridgelet transform. One strength is that our results are very constructive. Therefore we can construct what the network will learn during backpropagation.
Integral Representation of Neural Network and Ridgelet Transform
We use the integral representation of neural network introduced by Murata [11] . As already mentioned, the integral representation corresponds to the dual ridgelet transform. In addition, the ridgelet transform corresponds to the composite of a wavelet transform after the Radon transform. Therefore, the neural network has profound connection with harmonic analysis and tomography. As Kůrková [12] noted, the idea of discretizing integral transforms to obtain an approximation is very old in approximation theory. As for the neural network, at first, Carroll and Dickinson [13] and Ito [14] regarded the neural network as the Radon transform [15] . Irie and Miyake [16] , Funahashi [17] , Jones [18] and Barron [19] used Fourier analysis to show the approximation property in a constructive way. Kůrková [12] applied Barron's error bound to evaluate the complexity of the neural network. See Kainen et al [20] for more details.
In late 1990s, Candès [21, 22] , Rubin [23] and Murata [11] independently came to find the so-called ridgelet transform. So far, many authors [24, 25, 26, 27, 28] investigated the ridgelet transform.
Variations of Ridgelet Transform
A ridgelet transform R ψ , along with its reconstruction property, is determined by four classes: domain X pR m q, range YpY m`1 q, ridgelet ZpRq and dual ridgelet WpRq.
In order to describe variations of the ridgelet transform, the following ladder relations by Schwartz [29] is fundamental.
where the meaning of symbols are given later in Table 1 . The integral transform T by Murata [11] coincides with the case for Z Ă D and W Ă E X L 1 . Candès [21, 22] proposed the "ridgelet transform" for Z " W Ă S. Kostadinova et al [28] defined the ridgelet transform for the Lizorkin distributions X " S 1 0 , which is the broadest domain ever known, at the cost of restricting the choice of ridgelets to the Lizorkin functions W " Z " S 0 Ă S.
Our Goal
Although many researchers have investigated the ridgelet transform [24, 27, 28] , in all the settings Z does not directly admit some fundamental activation functions: the sigmoidal function and the ReLU. One of our challenge here is to define the ridgelet transform for W " S 1 0 , which admits the sigmoidal function and the ReLU.
Preliminaries

Notations
Through this paper, we consider approximating f : R m Ñ C by a neural network g with hidden parameters pa, bq. Following Kostadinova et al [28] , by Y m`1 :" R mˆR we denote the space of parameters pa, bq. As already denoted, we symbolize the domain of a ridgelet transform as X pR m q; the range as YpY m`1 q, the space of ridgelets as ZpRq; and the space of dual ridgelets as WpRq.
We denote by G the standard Gaussian Gpzq :" p2πq´1 {2 expp´z 2 {2q.
Spaces and Actions
We denote by S m´1 the pm´1q-sphere tu P R m | }u} " 1u; by R`the open half-line tα P R | α ą 0u; by H the open half-space R`ˆR. We denote by N and N 0 the sets of natural numbers excluding 0 and including 0 respectively.
We denote by r the reflection r f pxq :" f p´xq. Let A and A 1 denote a class of functions or distributions and its dual respectively. We write the action x¨,¨y :
xT, Φy Y m`1 :"
Class of Functions and Distributions
Following Schwartz, we denote the classes of functions and distributions as in Table 1 . For Schwartz's distributions, we refer to Schwartz [29] and Trevès [30] ; for Lebesgue spaces, Rudin [31] , Brezis [32] and Evans [33] ; for Lizorkin spaces, Yuan et al [34] and Holschneider [35] . 
The Lizorkin function space S 0 pR k q is a closed subspace of SpR k q that consists of such elements that all moments vanish. That is, S 0 pR 
We will identify and treat every polynomial as zero in the Lizorkin distribution. That is, for Table 2 lists the convergent convolutions of distributions and their ranges by Schwartz [29] . 
Convolution of Distributions
In general a convolution of distributions may neither commute φ˚ψ ‰ ψ˚φ nor associate φ˚pψ˚ηq ‰ pφ˚ψq˚η. According to Schwartz [29, Ch.6 
C˚¨¨¨a re commutative and associative.
Fourier Analysis [36]
The Fourier transform p of f : R m Ñ C and the inverse Fourier transform q of F : R m Ñ C are given by
The Hilbert transform H of f : R Ñ C is given by
where p.v. 
2.6 Radon Transform [15] The Radon transform R of f : R m Ñ C and the dual Radon transform R˚of Φ : S m´1ˆR Ñ C are given by Rf pu, pq :"
where pRuq K :" ty P R m | y¨u " 0u denotes the orthogonal complement of a line Ru Ă R m ; and dy denotes the Lebesgue measure on pRuq K ; and du denotes the uniform probability measure on S m´1 .
We define the backprojection filter Λ m as Λ m Φpu, pq :"
where H p and B p denote the Hilbert transform and the partial differentiation with respect to p respectively. It is designed as a one-dimensional Fourier multiplier with respect to p Ñ ω such that
We will use the following fundamental facts without proof.
Proposition 2.1 (Radon Inversion Formula [15, 37] ). For f P L 1 pR m q,
Proposition 2.2 (Fourier slice theorem [15] ).
Rf pu, pqe´i pω dp, pu, ωq P S m´1ˆR (18) where the left-hand side is the m-dimensional Fourier transform, whereas the right-hand side is the one-dimensional Fourier transform of the Radon transform.
3 Classical Ridgelet Transform
An Overview
The ridgelet transform R ψ f of f : R m Ñ C with respect to ψ : R Ñ C is formally given by
By Hölder's inequality, the integrand is summable. For example, when ψ P L 8 pRq and f P L 1 pR m q,
Therefore the ridgelet transform is absolutely convergent when ψ P L 8 pRq and
In the same way, the integrand is summable when η P L 8 pRq and T P L 1 pY m`1 q.
Two functions ψ and η are said to be admissible when
is finite and not zero. Provided that ψ, η and f belong to some good classes, and ψ and η are admissible, then the reconstruction formula
holds.
Ridgelet Transform in Other Expressions
It is convenient to write the ridgelet transform in "polar coordinates" as
where "polar" variables are given by
Emphasizing the connection with wavelet analysis, we define the "radius" α as reciprocal. As long as there's no likelihood of confusion, we use the same symbol Y m`1 for the parameter space, regardless of whether it is parametrized by pa, bq P R mˆR or pu, α, βq P S m´1ˆR`ˆR . We assume that Y m`1 is endorsed with the pm`1q-dimensional Lebesgue measure dadb. As long as the dual ridgelet transform R : η Tpxq is absolutely convergent, a change of variable immediately leads to the polar expression of the dual ridgelet transform
It is justified by the following proposition.
Proposition 3.1 (Coarea Formula [38] ). A function T : Y m`1 Ñ C is summable when at least one side of the following integrals exists.
where ş Y m`1 denotes multiple integral, whereas
The proof is immediate by a classical coarea formula [38] 
Tpau, bqa m´1 dadu followed by the change of variable α Ð 1{a, which guarantees the existence of the righthand side when
Therefore by the dominated convergence theorem [32] , we can simply write
For a fixed pu, α, βq P Y m`1 , the corresponding ridgelet function ψ u,α,β pxq :" ψ´u¨x´β α¯h as two remarkable characteristics. Write an orthogonal decomposition x " pu`y with p P R and y P pRuq K . Observe that ψˆu¨x´β α˙" ψˆu¨p pu`yq´β α˙" ψˆp´β α˙.
Figure 1: A ridgelet behaves as a constant function in every hyperplanes orthogonal to u. The same color depicts the same function value in the picture.
That is, the ridgelet ψ u,α,β pxq behaves as a constant function 1 u K pyq " 1 on pRuq K , and as a dilated and translated function ψ α,β ppq :" ψ´p´β α¯o n Ru. Therefore, ψ u,α,β can be decomposed into a tensor product
Assuming that R ψ f is absolutely convergent and using Fubini, we have the following equivalent expressions.
by letting z Ð p{α,
by applying the identity F´1F " I to the convolution form,
These reformulations reflect a well-known claim [26, 28] that ridgelet analysis is wavelet analysis in the Radon domain. Finally, the weak form expression of the dual ridgelet transform is obtained in the same way. Assume that R : η Tpxq is absolutely convergent. By using Fubini and changing variables z Ð u¨x´β α ,
Ridgelet Transform with respect to Distributions
Using the weak form expressions (32) and (34), we will define the ridgelet transform with respect to distributions.
Definition and Well-Definedness
Definition 4.1 (Ridgelet Transform with respect to Distributions). The ridgelet transform R ψ f of a function f P X pR m q with respect to a distribution ψ P ZpRq is given by
Apparently, this "weak" definition coincides with the ordinary strong one when ψ coincides with a locally integrable function pL 1 loc q. The following existence theorem is the first contribution of this study.
Theorem 4.2 (Balancing Theorem).
The ridgelet transform R ψ : X pR m q Ñ YpY m`1 q with respect to ψ P ZpRq exists when X and Z are chosen from Table 3 . Table 3 : Combinations of classes that the ridgelet transform is absolutely convergent. The columns of ApR`q and BpRq list the classes of R ψ f pu, α, βq with respect to α and β respectively. The column of ψpzq lists the largest Z where the convolution B " X˚Z converges.
f pxq
Rf pu, pq αRf pu, α¨q ψpzq pRf pu,¨q˚r ψqpβq R ψ f pu, α, βq
The table suggests that there exists a trade-off relation between X and Z that as X gets larger, Z gets smaller and vice versa.
Proof. A ridgelet transform R ψ f pu, α, βq is the composite of three linear operators: the Radon transform, α-dilation and convolution with ψ. That is, f pxq Þ Ñ Rf pu, pq Þ Ñ αRf pu, αzq Þ Ñ´αRf pu, α¨q˚r ψ¯pβq " R ψ f pu, α, βq.
Therefore we can verify the well-definedness of the weak definition through verifying the welldefinedness of these compositions.
Step 1: Existence of f pxq Þ Ñ Rf pu, pq Due to Hertle's results [37, Th 4.6, Cor 4.8] that the Radon transform is continuous injection
; our possible choice of the domain X is restricted to them.
Step 2: Class A of αRf pu, αzq with respect to α Write gpα, pq :" αf pαzq for f : R Ñ C and pα, zq P R`ˆR ": H. We will show g P EpHq when f P EpRq and g P D 1 pHq when f P D 1 pRq. When f P EpRq, by using the Leibniz rule, one can verify that
That is, g P EpHq. When f P D 1 pRq, for an arbitrary φ P DpHq,
converges, because αφ P EpHq. Therefore, g P D 1 pHq. However, any other homomorphism
Step 3: Class B of´αRf pu, α¨q˚r ψ¯pβq with respect to β In order for the convolution to converge, X and Z have to be well "balanced" in their scale. According to Table 2 by Schwartz, we can assign the possible largest Z such that Z˚X exists as in Table 3 .
Step 4: Class Y of R ψ f pu, α, βq Finally Y is given by YpY m`1 q " ApR`; X pS m´1 q b BpRqq. Those results on Table 3 are obtained by the facts that SpS m´1 q "
In order to extend the Ridgelet transform of non-summable functions, more sophisticated approaches are required because a direct computation of the Radon transform may diverge. For instance, Kostadinova et al [28] extends X " S 1 0 , by using a duality technique. Remark 4.3 (Injectivity of the Ridgelet Transform). The ridgelet transform R ψ is injective when ψ is admissible, because, as we will see in the next section, if ψ is admissible then the reproducing formula holds and thus R ψ has the inverse. In general, however, the ridgelet transform R ψ is not always injective. For instance, take a Laplacian f :" ∆g of some function g P SpR m q and a polynomial ψpzq " z`1. According to Table 3 , R ψ f is absolutely convergent because f P SpR m q and ψ P S 1 pRq. Observe that ψ 2 " 0. In this case, even if f is not zero, R ψ f reduces to zero. That is, R ψ f pu, α, βq "´R∆gpu,¨q˚Ă ψ α¯p βq by the intertwining relation R∆gpu, pq " B 2 p Rgpu, pq [15] ,
" pRgpu,¨q˚0q pβq " 0, which means R ψ is not injective. Apparently the non-injectivity stems from the choice of ψ. In fact, as we will see in the next section, polynomials cannot be admissible and thus R ψ is not injective.
Dual Ridgelet Transform with respect to Distributions
The dual ridgelet transform R : η , if it exists, is literally the dual operator [39, 31] of a ridgelet transform R η . 
Theorem 4.5. Let X and Z be chosen from Table 3 . Fix ψ P Z. Assume that R ψ : X pR m q Ñ YpY m`1 q is injective and that R :
ψ is the dual operator
Proof. By assumption R ψ is densely defined on X pR m q and injective. Therefore, by a classical result on the existence of the dual operator [39, VII. 1. Th. 1, pp.193], there uniquely exists a dual operator pR ψ q 1 :
On the other hand, for f P X pR m q and T P YpY m`1 q,
By the uniqueness of the dual operator, we can conclude pR ψ q 1 " R : ψ .
Reconstruction Formula for Weak Ridgelet Transform
In this section we will discuss the admissibility condition and the reconstruction formula, not only in the Fourier domain as many authors did [21, 22, 11, 28] , but also in the real domain and in the Radon domain. Both domains are key to the constructive formulation. In § 5.1 we will derive a constructive admissibility condition. In § 5.2 we will show two reconstruction formulas. One is by using the Fourier slice theorem and the other is by using the Radon transform. In § 5.3 we will touch the L 2 theory.
Admissibility Condition
Definition 5.1 (Admissibility Condition). A pair pψ, ηq P SpRqˆS 1 pRq is said to be admissible when
uniquely exists and it is not zero.
In order to use the Fourier transform on W, we assume that W Ă S 1 .
Remark 5.2 (Polynomials cannot be admissible and therefore W should exclude P). We should carefully check if the value of K ψ,η is unique or not. Because the integrand contains a product of two distributions. In general a product of two distributions is not always associative. Consider, for example, the case m " 1, ηpzq " z and ψpzq " HG 1 pzq with the standard Gaussian G. That is, p ηpζq " δpζq and p ψpζq " |ζ|¨Gpζq. Then K ψ,η " ş 8 8 |ζ|Gpζq¨δpζq|ζ|´1dζ has two values:
This is a modification of a famous example [29, Ch.5 Th.6] by Schwartz. The uniqueness problem is avoidable by requiring p η to be non-singular at the origin. According to Rudin [31, Ex. 7.16] , it is equivalent to require η not to be any polynomial. Therefore, it is natural to take W "
That is, we will treat η P S 1 0 pRq as 0 P S 1 pRq if η is a polynomial (i.e., η P PpRq).
Observe
with the backprojection filter Λ m , then ψ and η are admissible with
Note that if u is continuous then
Proof. The Fourier transform p ψ¨p η Ø r ψ˚η is bijective because
By the assumption that η P S 1 0 pRq, p η is not singular at zero, hence the products |ζ|´mˆ|ζ| mp upζq and |ζ|´mˆp ψpζqˆp ηpζq are both associative. Therefore, we can justify the cancellation
Therefore ψ and η are admissible.
As a direct consequence of Lemma 5.3, we can construct admissible pairs as below. Provided that x p η 0 , x ψ 0 y is finite and not zero, then
however, x p η 0 , x ψ 0 y can diverge even when xψ 0 , η 0 y converges (for example ψpzq " Gpzq and ηpzq " z`). Therefore, in general we have to see if x p η 0 , x ψ 0 y exists or not.
Hence ψ and η are admissible with
Reconstruction Formula
Theorem 5.5 (Reconstruction Formula). Let f P L 1 pR m q satisfy p f P L 1 pR m q and let pψ, ηq P SpRqˆS 1 0 pRq be admissible. Then the reconstruction formula
holds for almost every x P R m . In addition if f P L 1 pRq X L p pRq for some p P r1, 8s then the formula holds in L p .
Proof. We will show the convergence of
By using the Fourier slice theorem,
The three term product p f¨p ψ¨p η is absolutely convergent because it contains no more than one distribution (L
by changing variables pr, ζq Ð p|ω|, αωq with r m´1 |ζ|´mdrdζ " α´mdαdω,
Observe that under the surface integral ş S m´1 du with β Ð u¨x, ż
hence we can omit sgn ζ. Therefore, by denoting K ε,δ ψ,η prq :" p2πq
Recall that p f P L 1 pR m q. By the dominated convergence theorem and the Fourier inversion formula,
In addition, if f P L p pp P r1, 8sq then the convergence holds in L p by the dominated convergence theorem. [29] .
Remark 5.6 (Further Extentions of Admissibility Condition
The following theorem is another suggestive reconstruction formula that implies wavelet analysis in the Radon domain works as a backprojection filter. In other words, the admissibility condition requires pψ, ηq to construct the filter Λ m . Note that similar techniques are obtained for "wavelet measures" by Rubin [27, 23] .
Theorem 5.7 (Reconstruction Formula via Radon Transform). Let f P SpR m q and pψ, ηq P SpRqˆS 1 0 pRq. Assume that there exists sufficiently smooth v P L 1 pRq such that Λ m u " r ψ˚η, upzq " Hrz¨vpzqs,
Then,
holds for almost every x P R m and in L p p1 ď p ď 8q.
Proof. By denoting p¨q α ppq " p¨qpp{αq,
The three term convolution is associative because it contains no more than one tempered distribution and two Schwartz functions (S˚S˚S 1 0 ). Observe that
By repeatedly applying pΛ 1 uq α ppq " αΛ 1 u α ppq and using Λ m " Λ m´1 Λ 1 , we obtain pΛ m uq α ppq " α m´1 Λ m´1 pΛ 1 uq α ppq.
Hence by letting p{α Ð z,
with v α ppq :" v pp{αq {α. Therefore, we have
Ipu, α, βq dα α m`1 " Jpu,¨q˚pv ε´vδ qpβq, Jpu, pq :" Λ m´1 Rf pu, pq.
We will show J˚v ε Ñ J pε Ñ 0q and J˚v δ Ñ 0 pδ Ñ 8q. Recall that J P SpS m´1ˆR q Ă L p pS m´1ˆR qp1 ď p ď 8q. J˚v ε Ñ J pε Ñ 0q . By the assumption that v P L 1 pRq and 
(but not in L 1 ). Finally, we will change the order of limit and integration. According to a fundamental property of the approximation to the identity, J˚v α P L p pS m´1ˆR qp1 ď p ď 8q for 0 ď α. Hence there exists a maximal function M pu, pq P L 1 pS m´1ˆR q [40, III, Th.2] such that sup 0ăε |pJpu,¨q˚v ε qppq| ď AM pu, pq with some A ą 0. Therefore, |J˚pv ε´vδ q| ď |J˚v ε |`|J˚v δ | is uniformly dominated by 2AM I . Then, by the dominated convergence theorem, we have
Jpu, u¨xqdu, a.e.x P R m (67)
" R˚Λ m´1 Rf pxq.
By the assumption that f P L p pRq for every p P r1, 8s, the formula holds in L p .
Remark 5.8 (Rate of Convergence). According to the proof, it is v that controls the rate of convergence R : η R ψ Ñ R˚Λ m´1 R. In other words, the constant 
Therefore, we have
Remark 5.10 (Compatibility with Fourier Reconstruction Formula). If ψ and η satisfy the conditions in Theorem 5.7, then they are admissible. Indeed, provided that u P L 1 pRq, then
Hence by Lemma 5.3, ψ and η are admissible. As a converse, if ψ and η are constructed by using ψ 0 and η 0 according to Theorem 5.4, then Ă ψ 0˚η0 corresponds to u. That is, u :" Ă ψ 0˚η0 satisfies the equation upzq " Hrz¨vpzqs for some v P L 1 pRq such that ş R vpzqdz ‰ 0. For simplicity, here we assume that vpzq " z´1Hupzq be summable. By integrating the relation p upζq " sgn ζ¨pp vq 1 pζq, the left-hand side leads to
which is by assumption nonzero. Whereas the right-hand side leads to
where the second rightmost term follows from the Riemann-Lebesgue lemma: |p vpζq| Ñ 0 as ζ Ñ 8. Therefore, we have ş R vpzqdz 9 xη 0 , ψ 0 y ‰ 0.
Relation to L 2 theory
The following relation is immediate by the duality.
Theorem 5.11 (Parseval's Relation and Plancherel's Identity). Let pψ, ηq P SˆS 1 0 be admissible with, for simplicity, K ψ,η " 1. For f, g P SpR m q,
where p¨,¨q denotes the inner products. In particular, if ψ is admissible in itself, i.e. pψ, ψq is admissible, then
Parseval's relation is the reconstruction formula in the weak topology. By using the fact that SpR m q is dense in L 2 pR m q, we can uniquely extend the ridgelet transform R η f for f P L 2 pR m q in the weak sense.
Neural Network with Unbounded Activations
In this section we will instantiate the universal approximation property for the variants of neural networks. Recall that the neural network coincides with the dual ridgelet transform. According to the reconstruction formula in the previous section, we can determine if a neural network be the universal approximator or not, by checking the admissibility of the activation function. Table 4 lists some Lizorkin distributions, or the potential activation functions. In § 6.1 we will check they belong to S 1 0 and some of them belong to O M and S, which are subspaces of S 1 0 . In § 6.2 we will show they are admissible and therefore the neural network with each of them holds the universal approximation property.
Examples of Lizorkin Distributions
In order to prove the class properties, we use the following propositions.
loc pRq. If |gpzq| ď Cp1`|z|q k for some C ą 0 and k P N, then g P S 1 pRq.
Proposition 6.2 (Slowly Increasing Function
Example 6.3. Truncated power functions z k pk P N 0 q, which contain the ReLU rpzq " z 1 and the step function θpzq " z 0 , belong to S 1 0 pRq. By removing the discontinuity at zero by using mollifiers [32, Prop. 4.21] , they belong to O M pRq.
Proof. Apparently, for any P N 0 there exists a constant C such that |B pz
Example 6.4. The sigmoidal function σpzq and the softplus σ p´1q pzq belong to O M pRq. The derivatives σ pkq pzq pk P Nq belong to SpRq. Hyperbolic tangent tanhpzq belongs to O M pRq. Proof. Obviously, σ P EpRq. Observe that σ p´1q pzq " ş z 0 σpζqdζ. Hence σ p´1q P EpRq. According to the fact that tanhpzq " 2σp2zq´1, if σ P O M pRq then automatically tanh P O M pRq and vice versa. Therefore we will work only on σpzq.
We will show that any σ pkq pzq is bounded when k ě 0. When k " 0, it is dominated by a constant, namely |σpzq| ď 1. When k ą 0, according to Proposition 6.5, σ pkq pzq " S k pσpzqq with a polynomial S k . Since σpzq values in r0, 1s, S k pσpzqq is also bounded by M k :" max zPr0,1s S k pzq, which means |σ pkq pzq| ď M k . Therefore, by Proposition 6.2, σ pkq P O M pRq when k ě 0. In order to see σ 1 P SpRq, we will use the fact that |z σ 1 pzq| is bounded for every P N.
k pσpzqq| is also bounded. This concludes σ 1 P SpRq. Then, we will show σ p´1q P O M pRq. Since rσ p´1q pzqs pkq " σ pk´1q pzq, it is sufficient to show that σ p´1q pzq has at most polynomial growth. Write f pzq :" σ p´1q pzq´z 1 . Observe that f 1 pzq ă 0 for z ą 0 and f 1 pzq ą 0 for z ă 0. Thus max z f pzq " f p0q " log 2. Therefore |σ p´1q pzq| " σ p´1q pzq ď plog 2qp1`|z|q. That means σ p´1q pzq P O M .
Proposition 6.5. The k th derivative σ pkq of the standard sigmoidal function σpzq " p1`e´zq´1
where S k pzq is a polynomial defined by the recurrence relation
Proof. A direct differentiation of σpzq gives σ 1 pzq " σpzqp1´σpzqq, which verifies the initial case S 1 pzq " zp1´zq. Assume that σ pkq pzq is given by the form S k pσpzqq. Then the differentiation of σ pkq pzq gives σ pk`1q pzq " S 
K ψ,η when ψ is a derivative of the Gaussian
Given a dual ridgelet η P S 1 0 pRq, according to Theorem 5.4 we can construct an admissible ridgelet ψ P SpRq by letting
where ψ 0 P SpRq satisfies
Here we will consider the case when ψ 0 " G p q , p P N 0 q. Recall that p Gpζq " expp´ζ 2 {2q " ? 2πGpζq. Then xp η, x ψ 0 y reduces to the "mean":
In particular when η P L 2 pRq,
Therefore, we will only consider the case " 0, that is,
Remark 6.8. The Hilbert transform of the Gaussian, which we will encounter in computing ψ " Λ m G when m is odd, is given by
where F pzq is the Dawson function F pzq :" expp´z 2 q ş z 0 exppw 2 qdw.
Example 6.9. ηpzq " z k is not admissible with ψ 0 " G for any k P N 0 .
Proof. Apparently z k R L 2 pRq for any k P N 0 , hence we should evaluate xp η, x ψ 0 y. Observe that x z k pζq 9 ζ´k´1. Therefore, xp η, x ψ 0 y 9 ş R ζ´k´1Gpζqdζ diverges.
Remark 6.10. z k is admissible with ψ 0 " G p q when ´k is positive and even. Because B z k " δ p ´kq pzq is admissible with ψ 0 " G. (See the example below.)
Example 6.11. ηpzq " δ pkq pzq is admissible with ψ 0 " G when k is even.
Proof. Recall that y δ pkq pζq " piζq k . Hence xp η, x ψ 0 y is obtained by calculating the k th moment of normal distribution.
Remark 6.12. In contrast to polynomial functions, Dirac's δ can be an admissible activation function.
Example 6.13. ηpzq " G pkq pzq is admissible with ψ 0 " G when k is even.
Proof. Straightforward.
Example 6.14. ηpzq " σ pkq pzq is admissible with ψ 0 " G when k ą 0 and odd.
‰ 0 k ą 0 and odd 0 k ą 0 and even.
Proof. Obviously σ, σ p´1q R L 2 pRq and σ pkq P SpRq for k ą 0. When k ą 0, xp η, x ψ 0 y " xη, ψ 0 y. If k ą 0 is odd (even) then σ pkq is odd (even) and so xη, ψ 0 y is zero (nonzero). When k " 0, we can show p σpζq has a pole ζ´1. Observe that ζ¨p σpζq " ş
This means p σpζq has the pole ζ´1. Therefore, xp η, x ψ 0 y diverges. In the same way, when k "´1, we can show z σ p´1q pζq has a pole ζ´2. This concludes xp η, x ψ 0 y diverges.
Remark 6.15. σ p´kq pk P N 0 q is admissible with ψ 0 " G p q when ´k is positive and odd.
Numerical Examples of Reconstruction
We performed some numerical experiments on reconstructing a one-dimensional signal and a two-dimensional image, in reference to our theoretical diagnoses for admissibility in the previous section. Table 5 lists the diagnoses of the ridgelets pη, ψ 0 q that we will employ in this section. As a consequence of Theorem 5.4, if a cell pη, ψ 0 q indicates`p´q in the table then pη, ψq, where ψ :" Λ m ψ 0 , is admissible (not necessary). Table 5 : Theoretical Diagnoses for Admissibility of ψ " Λ m ψ 0 and η.`{´indicate "admissible" and "not necessary" respectively.
.
Sinusoidal Curve
We studied a one-dimensional signal f pxq " sin 2πx defined on x P r´1, 1s. The ridgelets ψ " Λ 1 ψ 0 were chosen from derivatives of the Gaussian ψ 0 " G p q , p " 0, 1, 2q. The dual ridgelets η, or activation functions, were chosen from derivatives of the sigmoidal function (the softplus σ p´1q , the sigmoidal function σ and the derivative σ 1 ) and truncated power functions (ReLU r, unit step θ and Dirac's delta δ). In addition, we examined the case when the activation is just a linear function: ηpzq " z, which cannot be admissible because the Fourier transform of polynomials is singular at the origin in the Fourier domain.
The signal was sampled from r´1, 1s with ∆x " 1{100. In order to numerically integrate the reconstruction formula
we simply discretized pa, bq P r´15, 15sˆr´15, 15s by ∆a " ∆b " 1{10. Figure 2 depicts the ridgelet transform R ψ f pa, bq. The radial pattern suggests that the grid sampling of pa, bq P Y 2 may potentially be biased and inefficient. Figures 3, 4 and 5 tile the results of reconstruction with sigmoidal functions, truncated power functions and linear function. The real line draws the reconstruction result; the dotted line draws the original signal. In each figures, theoretical diagnoses and experimental results are almost consistent and reasonable.
In Figure 3 , at the bottom left, the reconstruction signal with the softplus seems incompletely reconstructed rather than completely failed. In spite that Table 5 indicates that this cell is not necessarily admissible. Recall that z σ p´1q pζq has a pole ζ´2, we can understand this cell that the softplus worked as an integrator, that is, a low-pass filter.
In Figure 4 , at the top row, all the reconstructions with Dirac's δ fail. These results seem to contradict the theory. However it simply reflects the coding difficulty of realizing Dirac's δ. Because δpzq is almost constant zero "function" except for the origin, nevertheless z " ax´b rarely happens to be exact zero, as long as discretizing a, b and x. This is the reason why this
The ridgelet transform R ψ f pa, bq of f pxq " sin 2πx defined on r´1, 1s with respect to ψ " Λ 1 ψ 0 . row fails. At the bottom left, the ReLU seems to lack sharpness for reconstruction. We can again understand here that the ReLU worked as a low-pass filter. It is worth noting that the unit step and the ReLU reconstruct sharper than the sigmoid and the softplus do.
In Figure 5 , all the reconstructions with linear function fail. This is consistent to the theory that polynomials cannot to be admissible since their Fourier transforms are singular at the origin.
Shepp-Logan phantom
We studied a gray-scale image Shepp-Logan phantom [41] shown in Figure 6 . The ridgelets ψ " Λ 2 ψ 0 were chosen from the th derivatives of the Gaussian ψ 0 " G p q , p " 0, 1, 2q. The activations η were chosen from the Gaussian RBF G (instead of Dirac's δ), unit step θ and ReLU r.
The image was composed of 256ˆ256 pixels. We treated it as a two-dimensional signal f pxq defined on r´1, 1s
2 . The reconstruction formula
was computed by discretizing pa, bq P r´300, 300s 2ˆr´3 0, 30s by ∆a " p1, 1q and ∆b " 1. Figure 7 lists the results of reconstruction. As observed in the one-dimensional case, the results are fairly consistent to the theory. Again, at the bottom left, the reconstructed image seems dim. We understand that it was caused by low-pass filtering.
Concluding Remarks
We have shown that the neural network with unbounded activations has the universal approximation property. Since the integral representation of the neural network coincides with the dual ridgelet transform, our goal reduces to construct the ridgelet transform with respect to distributions. Our results cover wide range of activations: not only the traditional RBF, the sigmoidal function and the unit step, but also truncated power functions z k , which contain the ReLU and even Dirac's δ. To be precise, we have concluded that a neural network can approximate functions in L 1 pR m q, SpR m q and L 2 pR m q, when its activation is a Lizorkin distribution (S 1 0 ) that is admissible. The Lizorkin distribution is a tempered distribution (S 1 ) that is not a polynomial. As an important consequence, what a neural network learns is a ridgelet transform of the target function f . In other words, during backpropagation the network indirectly search for an admissible ridgelet function, or construct a backprojection filter. Using the weak form expression of the ridgelet transform, we have extensively defined the ridgelet transform with respect to Lizorkin distributions. Theorem 4.2 guarantees the existence of the ridgelet transform with respect to distributions. Table 3 suggests that in order for the convolution of distributions to converge, the class X of domain and the class Z of ridgelets should be balanced. Theorem 4.5 states that the dual ridgelet transform coincides with a dual operator. As long as the reconstruction formula holds, for example when the ridgelet function is admissible, the ridgelet transform is injective and the dual ridgelet transform is surjective.
In order for an unbounded η P Z to be admissible, it cannot be a polynomial and it can be associated with a backprojection filter. If η P Z is a polynomial then the product of distributions in the admissibility condition should be indeterminate. Therefore Z exclude polynomials. Lemma 5.3 rephrases the admissibility condition without the Fourier transform. As a direct consequence, Theorem 5.4 gives a constructive sufficient admissible condition.
After investigating the construction of the admissibility condition, we have shown reconstruction formulas in two ways. Theorem 5.5 uses the Fourier slice theorem. Theorem 5.7 uses approximations to the identity and reduces to the inversion formula of the Radon transform. The latter suggests that the admissibility condition requires a ridgelet and the dual ridgelet pψ, ηq to construct a backprojection filter. By Theorem 5.11 we can extend the weak ridgelet theory to L 2 theory.
By showing z k and other activations belong to S 1 0 , and they are admissible with some derivatives of the Gaussian, we have shown the universality of the neural network with unbounded activations. Numerical examples were consistent to our theoretical diagnoses on the admissibility. In addition, we have found that some non-admissible combinations worked as a low-pass filter. For example, pψ, ηq " pΛ m G, ReLUq and pψ, ηq " pΛ m G, softplus).
The following will be our interesting future works.
1. Given an activation function η P S 1 0 pRq, which is the "best" ridgelet ψ P SpRq?
In fact, for a given activation function η, we have plenty of choices. By Theorem 5.4, all elements of A η :" ! Λ m ψ 0ˇψ0 P SpRq s.t. xp η, x ψ 0 y is finite and nonzero.
are admissible with η.
How ridgelets are related to the deep neural network?
Since ridgelet analysis is so fruitful, we want to develop "deep" ridgelet analysis. One of the essential leaps from shallow to deep is that the network output expands from scalar to vector, because a deep structure is a cascade of multi-input multi-output layers. We are expecting that Theorem 5.7 plays a key role. By using the intertwining relations, we can "cascade" the reconstruction operators as below
This equation suggests that the cascade of ridgelet transforms coincides with a composite of backprojection filtering in the Radon domain and differentiation in the real domain. We conjecture that this point of view will help to analyze the deep structure. 
