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Nomenclature 
 
η   Pseudo density multiplier 
λ   Lagrange multiplier 
µ   Eigenvalue 
ρ   Iteration step size 
σ   Standard deviation 
a, b, c  General geometric dimensions 
c  Compliance vector for the density method 
f  A general function 
f∇   Gradient function of f 
g  An inequality constraint function 
G  Gaussian normal distribution function 
G  Sensitivity matrix 
h  An equality constraint function 
I  Identity matrix 
K  Stiffness matrix 
eK   Element stiffness matrix 
eK   Penalised element stiffness matrix 
M  Mass matrix 
p  Objective performance response function 
q  Vector of generalised coordinates 
u  Vector of nodal displacements 
V  Volume 
w  Vector of weighting factors 
x  Vector of nodal coordinates 
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Abstract 
The ongoing drive for lighter and more efficient structural components by the 
commercial engineering industry has resulted in the rapid adoption of the finite 
element method (FE) for design analysis. Satisfied with the success of finite elements 
in reducing prototyping costs and overall production times, the industry has begun to 
look at other areas where the finite element method can save time, and in particular, 
improve designs. 
 
First, the mathematical methods of optimisation, on which the methods of structural 
design improvement are based, are presented. This includes the methods of: topology, 
influence functions, basis vectors, geometric splines and direct sensitivity methods. 
Each method is demonstrated with the solution of a sample structural improvement 
problem for various objectives (frequency, stress and weight reduction, for example). 
 
The practical application of the individual methods has been tested by solving three 
structural engineering problems sourced from the automotive engineering industry: 
the redesign of two different front suspension control arms, and the cost-reduction of 
an automatic brake tubing system. All three problems were solved successfully, 
resulting in improved designs. 
 
Each method has been evaluated with respect the practical application, popularity of 
the method and also any problems using the method. 
 
The solutions presented in each section were all solved using the FE design 
improvement software ReSHAPE from Advea Engineering Pty. Ltd. 
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1 Introduction 
The initial conception of the finite element method (FEM) has been credited to 
German mathematician Richard Courant, who presented a paper in 1943 using the 
Ritz method to determine piecewise numerical approximations to torsion problems 
(Widas, 1997). Since that time, FEM has spread to all engineering disciplines and is 
now used to determine the engineering response of complex systems such as vehicle 
occupant safety, fluid flow and magnetic fields. 
 
As computers become faster and memory increases, it is no longer sufficient for 
engineers simply to analyse a system or component. Engineers want to be able to 
improve the response by altering the system, using proven mathematical techniques of 
optimisation and applying them to existing finite element (FE) models with little or no 
extra preparation. 
 
In the automotive industry, for example, once the structural component or system has 
been discretised so that an FE analysis can be performed, there is often a very large 
number of design variables, resulting in a plethora of possible solutions to design 
improvement. Many of these solutions may be invalid (i.e., they may not result in an 
acceptable shape). The software can only determine which results are acceptable 
based on input from the end user, and the mathematical methods that the software 
uses to avoid common invalid solutions. Thus the problem becomes an issue of the 
ability of the engineer to describe the design problem to the software.  
 
Three branches of FE optimisation in structural engineering have emerged: 
? Topological design—concept design method that removes mass from a ‘block’ 
of design space, in order to create a prototype component. It can also be used 
for weight minimisation problems. 
? Shape change—Reshaping of an existing component in order to improve 
performance. It is used to solve a wide range of linear objectives (frequency, 
stress and weight reduction, for example). Shape changes can be solved as a 
parameter based problem, or by sensitivity analysis with all dofs (x, y, and z 
coordinates of each node, in the general case) as design variables. 
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? Stochastic analysis/Design of experiments (DOE)—This is used to determine 
a more optimal arrangement of a minimal number of parameters. It can be 
used for shape change as well, where the parameter may be the radius of a 
hole or thickness of a plate, for example. 
 
The boundaries between the three branches of FE optimisation overlap—often a 
combination of the methods is used to reach a final result in a practical engineering 
environment. 
 
Despite the substantial work that has been invested into researching the above three 
methods, there seems to be little work done in evaluating and comparing the methods 
for different types of engineering problems. In order for such methods to become 
widespread in practice, they must be evaluated properly with practical engineering 
problems. 
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2 Literature review 
This chapter provides a review of current literature on the subject of linear Finite 
Element (FE) design improvement. 
2.1 Mathematical methods 
The mathematical methods required to perform optimisation on linear FE problems 
have existed for a long time. Any optimisation textbook, such as Beveridge & 
Schechter (1970) for example, will contain chapters on the Method of Steepest 
Descent, Lagrangian Multipliers, Conjugate Gradient Method and the Method of 
Projected Gradient. 
 
In the case of a linear-static FE model, a node on the mesh can be relocated, resulting 
in a change in the performance of the model. This is known as the sensitivity (gradient 
vector) of the node, and can be used with the Method of Steepest Descent and 
Lagrangian Multipliers to change the performance of the model (objectives) with 
other performance constraints. Calculating the sensitivities of all the nodes can be a 
large task, and there are three ways that this large calculation can be solved. These are 
explained below. 
 
One: the simplest and least practical method is the perturbation method (global finite 
difference method), where the variable in question (nodal movement for example) is 
perturbed one unit (say, 1mm in the x-direction) and the effect on the objective 
response parameter is noted. Of course, in order to determine the objective response, 
an analysis has to be performed—therefore at least one analysis for every variable in 
the design domain is required. 
 
Two: the semi-analytical method is currently the most popular method. It requires 
minimal perturbation of the model and then numerical calculation of the sensitivities 
using the Adjoint-variable Method. It is substantially more efficient computationally 
than the perturbation method. 
 
Three: the final option is a fully analytical method where each and every objective 
function is derived analytically and programmed into the software. This is the most 
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technically complicated, but the most accurate and most efficient method. It is 
possible to derive all of the common linear objective functions for stress/displacement, 
vibration eigenvalue, and buckling eigenvalue responses. 
 
An overview of the above three methods is presented in the referenced paper by 
Papadrakakis and Tsompanakis (1996). 
2.2 Other mathematical methods 
Apart from the Method of Steepest Descent, there are other well documented 
optimisation methods that can be applied to linear FE models. The most popular of 
these methods are the Genetic Algorithm (GA) or Multiple Objective Genetic 
Algorithm (MOGA) methods, and Simulated Annealing (SA). These methods are 
based on biological evolution, where a parent design mutates to create multiple 
children designs with improved design responses, from which the best designs are 
filtered and the worst designs are discarded. The remaining children then become the 
parents and the cycle continues for a set number of iterations. 
 
This technique is impractical for pure shape and sizing optimisation problems because 
the large number of design variables makes the solutions computationally prohibitive. 
These techniques are currently only suitable for a few variables at a time (i.e., a 
parameter-based study)—for example, in the design of a car safety system design, 
input variables might be the height of the seatbelt attachment, the airbag volume, and 
the for/aft seat position, with chest deflection and head injury criteria as the output 
responses. Multiple analysis-runs are used to approximate the response surface of the 
system, which can then be traced in order to achieve the desired output. 
 
Jakiela et al (2000) presented a paper demonstrating the use of GA for a 
homogenisation concept design problem. The conclusion is that the GA method is 
computationally expensive, and Jakiela goes so far as to say that the method can be 
computationally prohibitive (with circa 2000 computers). Furthermore, the paper 
concludes that for even a small problem with relatively few variables, the method is 
still “impractical”. 
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It is possible to reformulate the shape optimisation problem in a way that allows for a 
solution using GA, if large geometric shape changes are acceptable. Take, for 
example, a vehicle body re-design that looks at the possibility of shortening the car, 
lowering the roof, and making the car narrower. This can be reduced to a three-
variable problem, instead of a problem described by the 1,000,000 nodes in three 
degrees of freedom that are required to describe the geometry of the car in an FE 
model. This type of problem is not considered a typical shape-improvement problem. 
2.3 Evolutionary structural optimisation 
Perhaps the most well documented area of FE design optimisation is evolutionary 
structural optimisation (ESO). ESO is a very broad term that covers the concept 
design method also often referred to as Topology Optimisation, Homogenisation or 
the Density Method. 
 
The initial concept of the ESO is detailed in the paper “Generating optimal topologies 
in structural design using a homogenization method” (Bendsøe and Kikuchi, 1988). 
The method presented in this paper is the most general method for fully anisotropic 
material. 
 
The original ESO method is usually simplified for simple linear-elastic models into 
the density method, where there is only one parameter for each element in the design 
space. 
 
The simplicity of the ESO method led to its quick adoption into commercial industry, 
which in turn resulted in a substantial amount of research into some of the difficulties 
of applying ESO. 
 
More recent papers (Sigmund, 2001) serve to document the ESO methods, and to 
present contemporary solutions for solving some of the ESO problems, such as the 
infamous checkerboarding problem (see Chapter 5.6). 
 
Tcherniak and Sigmund (2001) successfully created a free, web-based client/server 
application that presented their research into the ESO method and allows the user 
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interactively to select different structure types and boundary conditions, and to then 
analyse the topology concept shape on their server. 
 
Different methods of ESO have been conceptualised, such as stress based methods 
(Xie and Steven, 1997) and moment-of-inertia based methods. These methods are all 
reasonably robust for the general solution of problems, however only the standard 
density method and homogenisation method are currently implemented in commercial 
software. 
2.4 Practical use 
Having established that FE design optimisation methods exist, the questions become, 
‘who is using which methods?’, and ‘how are the methods incorporated into the 
design process?’ 
 
The primary resource for establishing how many practical engineering design houses 
are using the researched methods is the database of research papers available. Of 
course, research papers do not necessarily indicate that the methods are being used to 
solve real problems in everyday engineering practice. 
 
There are several (but not numerous) examples of reference materials that 
demonstrate the solutions of real engineering problems in commercial environments 
such as at Audi AG (Binder, 2003), Airbus (Krog, 2002), LuK GmbH & Co., Lucas 
Automotive and MTU-Friedrichshafen (Bakhtiary, 1996). 
 
A research paper by Binder et al (2003) presents the optimisation of castings and 
forgings at Audi AG, including shape optimisation and topological concept design for 
components such as an engine mount support, a tow-hook eye, and a stabiliser bar 
suspension component. The software used is TOSCA from FE-Design GmbH in 
Germany. The paper concludes by stating that the methods presented are now 
standard practice at Audi AG. 
 
A paper by Krog et al (2002) details the concept design of an aerospace component 
for Airbus using the Altair Engineering software suite, HyperWorks. The design is 
clearly presented from the initial concept through to a photo of the manufactured 
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component, and Krog et al conclude that the methods used have the potential to 
reduce design time considerably. 
 
Bakhtiary et al (1996) present the topological concept design and sizing shape design 
of several automotive components including a flywheel, a brake carrier and a rocker 
arm. 
2.5 Conclusion 
In conclusion, there are some, but not a substantial amount of practical examples that 
demonstrate the solution of real industry FE optimisation problems. 
 
Some substantial companies, particularly in Europe, have large and active research 
and development centres—such as Volkswagen, Audi AG and BMW—and most 
reference materials relating to structural optimisation originate from these sources. 
The small number of practical solutions presented could be caused by strict 
confidentiality agreements, rather than be seen as evidence that the presented methods 
are not useful in a practical engineering environment. 
 
A larger number of research papers are produced from learning institutions, but 
usually the solutions are more theoretical rather than directly applicable to the class of 
problems faced in the engineering industry. The method of topology for conceptual 
design is particularly well represented. Information about pure shape optimisation is 
very scarce. 
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3 The optimisation problem 
3.1 Problem definition 
An optimisation problem, as applied to structural engineering, consists of attempting 
to achieve one or more structural response objectives (i.e., reduce stress, increase 
stiffness), subject to one or more constraints (i.e., hold volume or vibration frequency 
constant). 
 
For each problem, there is a ‘feasible design space’ where the objective(s) can be 
reached (with some trade-off), and the constraint(s) satisfied. In mathematical terms, 
the aim is to find specific values ( )nxx ,...,1 , if they exist, of the variables ( )nxx ,...,1  
that will satisfy the inequality constraints as a function of the design variables 
 
( ) mixxg ni ,...,1 ,0,...,1 =≤  3-1 
 
as well as the equality constraints as a function of the design variables 
 
( ) kjxxh nj ,...,1,0,...,1 ==  3-2 
 
and minimise or maximise the objective performance function as a function of the 
design variables 
 
( )nxxp ,...,1  3-3 
 
The objective response function, p, has both global and local optimums. A distinct 
optimal solution may be found in finite element analysis using gradient based 
optimisation techniques—or genetic algorithms—for example, however it is not 
usually known whether the optimum is a global optimum or not. 
 
As a general rule, the engineer is only concerned with being able to improve the 
design by a small amount. Current design methods are already very good. A weight 
saving of 10% on a structural component can save a company millions of dollars, and 
it is the small performance increases which are the easiest and fastest to reach. 
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It must also not be forgotten that not all design problems have a practical optimal 
solution. For example, the optimal solution to a stress reduction problem is infinite 
flexibility (zero stiffness), and quite clearly can never be reached. 
 
3.2 Pareto-optimal 
The Pareto-optimality condition is named after Italian economist, Vilfredo Pareto 
(1906), and refers to the specific state of a multi-criteria optimisation problem when 
“there is no other solution that performs at least as well on every criteria and strictly 
better on at least one criterion. That is, a Pareto-optimal solution cannot be improved 
upon without reducing at least one of the criteria.” 
 
Consider the simple geometric example presented by Petrie et al (1995) shown in 
Figure 3-1. The objective is to fill a set triangular area with 3 circles in order to 
maximise the combined area of the circles. The constraints are that the circles cannot 
overlap each other, and they must all fit inside the triangular area. 
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Figure 3-1 Pareto optimality of a simple geometric problem (Petrie et al, 1995) 
 
If no objective can be improved without affecting any other objective, then the 
condition is Pareto-optimal. 
 
It is important to note that the Pareto-optimality condition is a Boolean condition. 
That is, it is either true or false. It is not a measurement factor that allows for the 
selection of preferred solutions to the problem (Dasy et al, 1996). 
 
Consider a problem with two objective functions (so that it is possible to show the 
solution graphically), f1(x) and f2(x) of design variables x. For any given problem, 
there will be a feasible design region for x. If the minimisation case is considered, 
there will be what is known as the Pareto-optimal Front that represents the best 
solution for x which demonstrates the Pareto-optimality condition (see Figure 3-2). 
There may also be one or more Weak Pareto Fronts that represent the condition 
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where one of the objectives can be improved at the equal expense of another objective 
results in another Pareto-optimal solution that is no better than the original solution. 
 
 
Figure 3-2 Pareto optimal front for two objective functions 
 
3.3 Trade off surface 
If the Pareto principle is extended to more than two objectives, then there is no longer 
a Pareto-front that is represented by a curve—there is a Pareto-surface. This surface 
is often referred to as the Trade-off surface. Similar to the two objective case, any 
solution set for x on the surface represents a Pareto-optimal solution for all the 
objectives; it then becomes a question of which objective is the most important for the 
design. 
 
The problem with using the Pareto-front with FEM is that it cannot be determined 
analytically. Ideally, one would simply calculate the Pareto surface, and then perform 
a parameter based study using some statistical methods in order to create the best 
possible design. 
 
The Pareto-front can be approximated through a parameter based study, using 
software such as iSIGHT by Engineous, or modeFRONTIER by ESTECO. The idea is 
that by performing a number of analyses using the same input deck but varying 
specific critical parameters it is possible to create a cloud of response points. This is 
usually referred to as Robust Design or the Taguchi Method. 
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These response points can be used to approximate the trade-off surface, which can 
then be used with global and local search methods—such as the method of steepest 
descent, or genetic algorithms—to attempt to approach a useful solution. Of course, 
the accuracy of the trade-off surface depends heavily on the number of response 
points and these are proportional to the number of analyses performed. This means 
that some investigative research must be done for each problem in order to determine 
a practical number of analyses. Some guidance is usually provided by the software 
that is based on the number of parameters to be investigated. 
3.3.1 Discussion 
The advantage of the above method is that it is very general. It can be applied to 
almost any type of optimisation problem such as cable routing, economics, and fluid 
analysis, for example. 
 
In the case of linear finite element problems, the robust design method is impractical 
to use for shape-change or sizing problems simply because of the shear number of 
parameters. Typically, a parameter might be shell thickness, which means a typical 
FE model with 100,000 shell elements will have 100,000 design variables, if the 
thickness of each individual element is allowed to change. For this number of design 
variables, millions of analyses using the Taguchi method would be required in order 
to approximate the Pareto-front. It is clearly not the best approach to the problem and 
so will not be considered further in this document as a useful method for shape design 
problems. 
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3.4 Kuhn-Tucker theorem 
The Kuhn-Tucker theorem (Arfken, 1985) is a generalisation of the method of 
Lagrange multipliers (see Chapter 4.3) that states if the objective function is concave, 
and the feasible set is convex, then a solution of the vector of design variables, x*, for 
a vector of Kuhn-Tucker multipliers, *λ , which satisfies the constraint functions with 
a continuous first derivative, hi, is at a global minimum if 
( ) ( )∑
=
∇=∇
m
i
ii hf
1
*** xx λ , 3-4 
and  
( ) 0** =∇ xii hλ  for all i = 1, …, m. 3-5 
 
A slight modification is required in order to achieve the same result for a global 
maximum. See Chapter 4.3 for more information about the method of Lagrange 
multipliers. 
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4 Analytical methods used in finite element 
optimisation 
4.1  Method of steepest descent 
The Method of Steepest Descent (Arfken, 1985) is an algorithm for finding a 
minimum of a function when it is possible to calculate the gradient of the function. 
 
The method starts at an initial point on the function, f(xi), and moves to point f(xi+1) by 
minimizing along the gradient direction from point  f(xi), which is the direction given 
by the vector ( )ixf∇− . 
 
A simple example can be demonstrated on a 1 degree of freedom (dof) problem, 
where ( ) 453 22 +−= xxxf . The solution is found by iterating the point xi 
 
( )11 '. −− −= iii xfxx ρ  4-1 
 
Where ρ  is the step size, scaling the gradient vector. 
 
The function f(x) is shown in Figure 4-1. 
 
f(x)
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Figure 4-1 Example polynomial function 
 
An arbitrary starting point is chosen at x = 0.5, and a step size is arbitrarily selected to 
be 1.0=ρ . 
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The function value at the starting point is ( ) 875250 ..f = . The gradient value at this 
point is ( ) 25.450' −=.f , and so the next point can be calculated using equation 4-1 as 
 
925.0
25.41.05.0
=∴
−×−=
i
i
x
x
 4-2 
 
This is continued until the local minimum is found, as shown in Table 4-1.  
 
Table 4-1 Stepping process results 
x f '(x) f(x) 
0.50 -4.25 2.88 
0.93 -6.68 0.51 
1.59 -8.32 -4.65 
2.43 -6.61 -11.14 
3.09 -2.29 -14.23 
3.31 -0.18 -14.52 
3.33 0.00 -14.52 
 
The resulting steps are shown as an overlay of the original function in Figure 4-2. 
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Figure 4-2 Stepping process demonstrated on the objective function from starting point, f(x) = 0.5 
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4.1.1 Discussion 
The method of steepest descent can be easily extended to an objective function that 
has many degrees of freedom, making it ideal for solving an FE problem, where ther 
can be hundreds of thousands of dof’s. 
 
The Method of Steepest Descent has some mathematical drawbacks. In the case that 
there is a long and narrow ‘valley’ surface of the function with many dof’s, it is well 
known that the Method of Steepest Descent tends to zig-zag transversely across the 
valley (for example, see Figure 4-3) and takes a large number of steps to reach the 
actual minimum. In this case, the Conjugate Gradient Method is a preferred 
optimisation method (see Section 4.2). 
4.2  Conjugate gradient method 
In many mathematical problems, the method of steepest descent is usually not the best 
choice for an optimisation method. Its inefficiency can be described by examining 
Figure 4-3 illustrating the solution of two different quadratic functions. 
 
 
Figure 4-3 Steepest descent on a ‘narrow valley’ solution (left)  
and steepest descent on a circular solution (Shewchuk, 1994) 
 
The left image shows the solution using the method of steepest descent on a problem 
that is not circular. Calculating the gradient at a point on a contour gives a direction 
vector which minimises the function, but is not pointing towards the actual local 
minimum. The result is poor convergence—the solution takes more steps than should 
be required. 
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Conversely, the right image shows a circular objective function, where the calculation 
of the gradient at any point on any contour will always give a vector towards the local 
minimum (or with little error if not quite circular). 
 
In the case of the left image, it is possible to correct this direction vector so that it 
does actually point towards the local minimum, using the Conjugate Gradient Method. 
 
The conjugate gradient method attempts to correct the search direction by taking into 
account the ‘residuals’ at the current step—the difference between the current solution, 
and the matrix multiplied by the current iterates. 
 
Several methods have been suggested to update the direction vector based on 
‘conjugacy’, such as the Fletcher-Reeves Method or the Polak-Ribiere Method 
(Shewchuk, 1994). 
 
The Fletcher-Reeves Method is demonstrated here. 
 
The initial step is taken in the direction of steepest descent 
 
( )
00
00
gd
xg
−=
∇= f
 4-3 
 
The next iteration is performed 
 
kkk dxx .1 ρ+=+  4-4 
 
Then the next gradient is calculated 
 
( )11 ++ ∇= kk f xg  4-5 
 
and the new search direction found and updated using the residuals with 
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kkkk dgd .11 β+−= ++  4-6 
 
Where β  for the Fletcher-Reeves method is  
 
k
T
k
k
T
k
gg
gg
.
11 ++ +=β  4-7 
 
which ensures that the vectors 1+kg  and kg  are orthogonal. 
 
Figure 4-4 Solution in normal space (LEFT) and "stretched" space (RIGHT) 
 
The method effectively ‘stretches’ the design space resulting in a corrected vector that 
points towards the optimum. Consider Figure 4-4 showing the same problem with 
conjugate gradient vector d1 pointing to the solution, x. The figure on the left is in 
normal space, the figure on the right is corrected for the conjugate gradient space so 
that the quadratic problem appears circular. r is the steepest decent direction. On the 
left, d1 and d0 do not appear orthogonal, but they are clearly orthogonal in the 
corrected space on the right. 
4.2.1 Discussion 
Without question, the conjugate gradient method is mathematically more advanced 
than the method of steepest descent. However, that does not necessarily mean that it is 
efficient for the solution of FE design improvement—if the objective function 
exhibits the characteristics of a ‘narrow valley’, then the steepest decent method is 
highly inefficient and requires correction. 
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The conjugate gradient method is typically employed where the number of dof’s of 
the problem is very large (i.e., it is good for FE problems), but it is well documented 
that this method can begin to generate nonsensical answers that corrupt the solution. 
This effect can be exaggerated even more-so in FE solutions—presenting a solution 
that is meshed unacceptably. 
 
Practical applications that employ the Conjugate Gradient Method often have a 
‘restarting’ policy, where the Method of Steepest Descent is called to calculate a new 
starting gradient every so often. 
 
In the case of the software by Advea Engineering, ReSHAPE, the preferred method is 
the method of steepest descent, while the conjugate gradient method is employed only 
in very specific circumstances to correct the sensitivity direction when the process is 
unable to start properly. 
4.3 Lagrange multiplier method 
The Lagrange Multiplier Method (Arfken, 1985) can be used to find the extrema of an 
objective function, subject to constraints. 
 
The method is perfectly suited to FE optimisation problems because it can be 
extended to any number of design variables, and any number of constraints. 
 
For 3D shape-change problems in FE, the objective function can be a function of n 
design variables, where n is the number of degrees of freedom in the domain, 
 
( )nxxxf ,...,, 21  4-8 
 
The objective function can be as simple as an area equation, or as complicated as a 
stress/strain function. The only restriction on the objective function is that it must 
have a continuous first partial derivative. This is the case for all common FE 
objectives such as displacement, stress, vibration eigenvalue for example. 
 
Typically, an FE optimisation problem contains several constraints. Like the objective 
function, the constraints can also be any linear FE response (e.g., buckling/vibration 
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eigenvalue, stress or displacement for example). The constraints are usually solved as 
an equality constraint in the form 
 
( ) Cxxxh n =,...,, 21  4-9 
 
A restriction on the constraints is that 0≠∇h , where ∇ is the gradient of the function. 
 
In order to find a maximum or minimum, the slope must be set to zero, so that: 
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And since the constraint function is being held constant, 
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Multiplying Equation 4-11 by the undetermined Lagrange multiplierλ , and adding to 
Equation 4-10 yields: 
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Since the differentials are all independent, they may be solved separately such as 
 
0=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
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dx
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h
x
f λ , for k=1,..,n 4-13 
 
For multiple constraints, there are simply more Lagrange multipliers. 
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4.3.1 Discussion 
The method of Lagrange multipliers is particularly suited to the solution of FE 
problems because it is so easily extended to more constraints, whilst still being able to 
solve each degree of freedom separately. 
4.4 Method of projected gradient 
 It is possible to calculate the sensitivity of a performance parameter, p (master 
sensitivity), under the condition that a set of sensitivities of other performance 
parameters, pi (slave sensitivities), should remain zero. 
 
 The function to be optimised is  
 
λxGxxx
x
T ⋅⋅+⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛⋅⎟⎟⎠
⎞⎜⎜⎝
⎛−⋅+⋅= ρρρλρ d
d
d
d
d
d
d
d
d
dpf
T
10 4-14 
 
where ρ  is a measure along the direction of steepest descent, x is the vector of nodal 
displacements, G is a matrix containing the sensitivity vectors ( )Ti ddp x/  for each 
response, and 0λ  and the vector parameter λ  are the Lagrange multipliers. 
 
 The derivative of f with respect to ρdd /x  in Equation 4-14 yields 
 
 02 0 =⋅+⋅−⎟⎠
⎞⎜⎝
⎛ λGx
x
T
ρλ d
d
d
dp T  4-15 
 
The components of the vector λ  can be calculated from the condition 
( )( ) 0// =ρddddpi xx  resulting in 
 
T
d
dp ⎟⎠
⎞⎜⎝
⎛⋅=⋅⋅
x
GλGG T  4-16 
 
The vector ρdd /x , is obtained from Equation 4-14, as  
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The norm (and the slope in the direction of the projected gradient) is then  
 
λG
x
T ⋅+=≡
d
dp
d
dp
02λρ  4-18 
 
4.4.1 Discussion 
The projected gradient method is essential to use during the solution of FE problems 
that require one objective to be achieved under certain constraints, since the solution 
is one sensitivity vector which has been adjusted to account for the constrained 
performance parameters. 
 
Evaluation of computerised methods of design optimisation and its application to engineering practice 
School of Aerospace, Mechanical and Manufacturing Engineering Page 33 of 115 
5 Evolutionary structural optimisation 
Evolutionary Structural Optimisation (ESO), or Topology Optimisation, is the term 
given to determining a conceptual shape for a structural component based on some 
known boundary conditions. 
 
Bendsøe and Kikuchi’s method is known as the Homogenisation Method (see Chapter 
5.2). A variation on this method is the Density Method, which is presently the most 
commonly used algorithm in commercial software. 
 
Other similar methods such as the Evolutionary Moment of Inertia Optimisation 
method (EMIO) have all but disappeared—mostly because of the success, practical 
solutions, and flexibility that the Density Method provides. 
5.1 Density method 
The Density Method is the most popular ESO method and is used in most commercial 
FE optimisation software on the shelf today. Depending on the mathematical 
approach taken the objective function can be either to reduce the compliance (internal 
work), maximise the stiffness, or reduce the volume of the design domain. 
 
It is well recorded (e.g., Sigmund, 2001) that the above three approaches for creating 
a topological design concept present an ‘ill-posed’ mathematical optimisation 
problem. That is to say, without a restriction method (mathematical or engineering 
constraint), the problem will go to a global extremum instantly—a result that will be 
meaningless in engineering terms (such as zero volume, or infinite flexibility). 
 
The underlying principle of the density method is that a penalisation factor (also 
called a pseudo density multiplier) is introduced to artificially scale the stiffness 
matrix of each element in the design domain, before the global stiffness matrix 
assembly occurs. 
 
ee KK η=  5-1 
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where eK  is the penalised element stiffness matrix obtained as a result of multiplying 
the actual element stiffness matrix, eK , against the penalisation factor,η , where 
( )1,0∈η . 
 
The value of the penalisation factor is simple to explain physically. When the factor is 
equal to 1.0, then the element exists and has stiffness, and thus it contributes to the 
solution. When the factor is zero, the stiffness is zero, and hence it does not contribute 
to the solution. However, an element stiffness of zero will create a zero on the 
diagonal of the global stiffness matrix, rendering the FE result unsolvable. 
Furthermore, setting elements to only a discrete value of 0 or 1 is computationally 
prohibitive—a discrete variable does not allow the design space to be investigated 
properly. For this reason, the penalisation factor is a continuous variable restricted to 
the domain 10 ≤≤< ηηthreshold . Elements that have a penalisation factor of less than 
thresholdη  are not assembled into the global stiffness matrix— thus removing any 
possible chance of creating an ill-conditioned stiffness matrix. 
 
The minimum value of thresholdη  is solver-dependent and is limited by the smallest 
value on the stiffness matrix that the solver will still solve. Software will typically use 
a value of around 0.1, so that the elements are removed as soon as it is apparent that it 
is only contributing a small amount of work to the overall performance of the 
structure. 
 
Two of the main methods for solving the topological design problem are presented 
here: the compliance-based solution and the volume-based solution. 
5.1.1 Compliance solution 
The most popular solution method to the density topological design is to calculate the 
sensitivity of the ‘compliance’ of each element. Consider the compliance of a 
structure as 
 
( )ηufc T=  5-2 
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Where c is the compliance vector and f, u are the nodal force and displacement 
vectors respectively, where the displacement is a function of the pseudo density 
multiplier. In other words, the compliance (as presented in many references) is the 
internal work of the structure. 
 
The optimisation problem to solve to minimise the compliance is 
 
( )
  
10          
      ..
     min
⎪⎪⎩
⎪⎪⎨
⎧
≤≤<
≤∑
∑
ithreshold
i ii
VVts
c
ηη
η
ηη
 5-3 
 
where c is the compliance (as a function of the density multiplier), Vi is the volume of 
element i and V is the specified final volume of the structure. 
5.1.2 Sensitivity analysis 
The sensitivity calculation needed in order to solve the minimisation of the 
compliance objective function using a gradient based method can be calculated as: 
 
( ) ( ) ( )ηηηη uKu iTii a
c '−=∂
∂  5-4 
 
Where a is a material interpolation function that alters the pseudo density multiplier 
for two reasons: 
• to accelerate the process by altering the density multiplier 
• to suppress initial results of the density multiplier 
 
A typical equation used for a is known as the Solid Isotropic Material with 
Penalisation model (SIMP) (Borrvall, 2001): 
 
( ) na ηη =  5-5 
 
Where n is an acceleration factor specified by the user (typically 63 ≤≤ n ). 
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Another practically useful acceleration equation (Borrvall, 2001) is 
 
( ) ( )( )( )η
ηη −−+= 111 qa , 5-6 
 
for which it is suggested that 6 is a good value for q. 
5.1.3 Solution process 
The pseudo density multiplier is set to an initial value (often 0.8), and a first FE 
analysis is performed. 
 
Next, the sensitivity vector is calculated, and the sensitivity values are normalised and 
then scaled against a step-size (typically 0.1), and the result is added to the previous 
pseudo density multiplier. Another analysis ensues, the sensitivities are calculated, 
normalised and scaled onto the actual elements, and so on. 
 
The iterative process continues until the total volume of the structure has fallen below 
V  (which is usually specified as a percentage of the original volume), or the 
difference between design iterations is below some tolerance value. 
5.1.4 Volume solution 
A more pragmatic approach is to apply standard gradient-based methods of 
optimisation by directly calculating the sensitivity vector of the volume function with 
respect to the pseudo density multiplier. 
 
ηddV  is calculated for all elements in the design domain, and is projected onto any 
constraint functions—the same as is done for a shape change problem. 
5.1.5 Discussion 
The advantage of a direct volume solution is that theoretically, one can have a stress 
objective at the same time (unlike the compliance method, which allows only stress 
constraints). However, in a topology problem it is rarely practical to have a stress 
objective or constraint, because removing elements from the domain results in jagged 
edges; this creates ridiculously high stresses that are meaningless. A stress 
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objective/constraint can be useful, but only if it is constrained in an area where 
elements are not removed. 
5.2 Homogenisation method 
The Homogenisation Method is the method that was conceived by Bendsøe and 
Kikuchi (1988). It is the most general formula for solving any topology problem 
based on an anisotropic material. 
 
Consider a rectangular 2D anisotropic plate element with a ‘void’ as a percentage of 
the elemental area (a × b) inside it as in Figure 5-1. 
 
 
Figure 5-1 A 2D plate element with a rectangular void inside 
 
The void is an area that is subtracted from the material of the 2D element, resulting in 
a reduction in performance of the element. The void is aligned along the principal axis 
of strain in the anisotropic material. 
 
The density multiplier of the element for the analysis is: 
 
( )( )ba −−−= 111η  5-7 
 
This method is easily extended for 3D elements, such as the hexahedral element in 
Figure 5-2. 
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Figure 5-2 A 3D solid hexahedral element with void 
 
The density multiplier of the element in three dimensions becomes 
 
( )( )( )cba −−−−= 1111η  5-8 
 
Having obtained this equation, the sensitivity of changes to dimensions a, b and c can 
be calculated separately, and the problem can be solved using an iterative approach. 
5.3   Bi-directional ESO 
Bi-directional ESO is the term given to the method if it is allowed to add elements as 
well as remove elements. A normal ESO problem can be considered bi-directional if 
the pseudo density multiplier is allowed to increase—which the conventional 
sensitivity approach allows for. 
 
A truly bi-directional approach would allow the model to formulate new elements of 
its own accord. There has been little research in this area since it is more practical 
with the CPU power of today’s computers just to mesh a large area and let the 
elements be removed. 
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5.4 Constant width layer ESO 
Constant width layer ESO (Hamda, 2000) is the term given to the process when only 
the outer layer of elements is allowed to be removed. This is useful, for example, 
when the component is going to be manufactured using a casting process. 
 
Care must be taken in the formulation of the constant width method so that the 
process does not simply ‘eat away’ the outside of the structure, creating a hole in the 
middle, and then continue to remove elements from the middle of the component 
creating an un-castable concave structure. 
 
Some variations of constant width layer ESO exist in commercial codes—
implemented as features commonly known as cast direction or tool direction. 
5.5 Representative ESO example - design of a hook 
A simple hook prototype is to be designed. The design space is known, as well as 
some simplified point-loads (the real load would be a pressure load). 
 
The design space is modelled using FE, as 6400 linear hexahedral solid elements. 
 
All elements in the model are considered to be removable by the ESO process. The 
model was run using the density method implementation called PROCESS(TOPOLOGY) in 
ReSHAPE from Advea Engineering. 
 
The FE model of the complete design domain of the hook prototype is shown in 
Figure 5-3. 
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Figure 5-3 FE model of the design domain of the hook prototype 
 
The objective of the ESO process is to reduce the volume of the design domain. As 
discussed in the previous chapters, this objective forms an ill-defined optimisation 
problem and must be restricted. The restriction method applied to this problem is to 
project the sensitivity vector onto a constraint vector which is created by calculating 
the change in the displacement of the loaded nodes with respect to the pseudo density 
multiplier. 
 
The iterative process was run using the command file shown in Appendix 9. 
 
The process took approximately 1600 seconds (27 min) for a serial run on an AMD 
Opteron 240 processor 64 bit Linux version, with 2GB RAM. 
 
The response plot is shown in Figure 5-4. It shows the volume response decreasing 
each step and the displacement of the loaded nodes increasing (both are normalised to 
their respective initial starting values). 
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Figure 5-4 Normalised response plot for the ESO of the hook 
 
The topology process removed 6030 elements from the design space, of the original 
6400 elements. The response chart is traced back to an acceptable level of 
displacement, and the concept design of the structure is retrieved at that point. The 
resulting shape is shown in Figure 5-5. 
 
 
Figure 5-5 Final concept shape of the simplified hook 
 
The final design clearly shows the elements of a well designed structure. The moment 
of inertia of the bending section of the hook is maximised by placing mass as far as 
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possible away from the neutral bending axis, and the mass near the neutral axis has 
been removed completely. Given the simplified loading conditions and the very 
coarse FE mesh, this would be considered to be an excellent result. 
5.6   Common limitations 
ESO solutions have some common mathematical short-comings, the suggested 
solutions of which have been addressed in many research papers since 1989. 
5.6.1 Checker-boarding 
The most common difficulty with the ESO method is the existence of numerical 
artefacts in the solution structure that are commonly referred to as ‘checker-boards’. 
 
Checker-boarding occurs in linear FE when elements are joined only at corners nodes 
and do not share an edge with any adjacent elements—this gives the structure 
artificial stiffness. In the material world, two structures cannot be connected only at a 
point location—there must be some structural mass, so quite clearly checker-boarding 
is incorrect physically. 
 
 
Figure 5-6 Checker-boarding (LEFT), and with checker-boarding control (RIGHT) 
 
The most common solution for resolving checker-boarding is to use second-order 
elements. Once a quadratic formula is introduced, the mathematical artefact ceases to 
exist—but at a cost of significantly increasing the processing time required to solve 
the model. 
 
It is more practical to reduce the checker-board effect by filtering (commonly used in 
computer graphics processing). One popular filter is a Gaussian filter. 
 
In two dimensions, the Gaussian distribution is circularly symmetric (see Figure 5-7). 
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Figure 5-7 Gaussian distribution in 2D 
 
The Gaussian distribution equation in 2D is  
 
( ) 2
22
22
1, σπσ
w
yx
eyxG
+−=  5-9 
 
To be useful in an FE analysis, the continuous equation is discretised into a mask 
matrix of any given dimension before a normal convolution method is used to 
perform the actual filtering. Since the Gaussian function has unlimited support, the 
kernel for the convolution is terminated at 3× the standard distribution, which 
accounts for 99.9% of the distribution. 
 
Increasing the standard deviation, σ , will result in a more heavily filtered pseudo 
density. A value of σ  between 1.0 and 4.0 is recommended for a Gaussian filter. 
 
The most useful property of the Gaussian distribution, when applying a Gaussian 
filter to FE problems, is that the variables can be separated. This means that the filter 
can be applied first to the x-domain, then the y-domain, then the z-domain (or dof’s in 
a local system)—which is the same as trying to apply the filter to all degrees of 
freedom at once. 
 
Filtering a full 3D model using a Gauss method can become time consuming (it is 
acceptable for 2D models). Therefore it is suggested that a simple method is used that 
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averages the pseudo density multipliers in an area, or simply removes the middle 
element in a checker-board situation—making the element removal more aggressive 
and also increasing the speed of convergence. 
5.7 Discussion 
Some practical issues should be taken into consideration when solving ESO problems. 
 
Firstly, there is always some physical flexibility limit. Often the restriction method is 
applied as a displacement constraint, which means there will always be some limit on 
the amount of displacement that is allowed. The suggested procedure is for the 
engineer to run the topology process to full completion, constantly projecting the 
objective sensitivity vector onto the constraint vector. Then the engineer can look at 
the normalised response chart and track back to the iteration where the displacement 
response has exceeded the allowable limit. The geometry can then be extracted at this 
point (using the post-processor RePLAY, which comes with the design improvement 
software, ReSHAPE). 
 
When designing very specific parts, such as aerospace components, there is always 
the need to design for stability. ESO does not take stability into account—just as 
normal FE solutions do not account for stability. For example, if a simple beam in 
bending is designed using ESO methods, then a solution might be an I-beam. Of 
course, an identical bending response can be achieved with a hollow box section beam 
(when the middle flange of the I-beam is moved to the sides of the box). The box 
section beam is more stable in lateral bending and more stable torsionally than the I-
beam—two properties which will not be considered from the FE results without 
careful planning by the analyst. 
5.8 Conclusion 
The evolutionary structural optimisation method is a simple and sound method that 
can be used to design concept shapes for a given design space and known boundary 
conditions. 
 
Evolutionary structural optimisation is possibly the most accepted method of 
structural improvement in the industry. Engineering software developers such as 
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Altair, FE-Design GmbH and Quint seem to have had the most success in selling their 
topology process. 
 
Research has been done investigating the use of evolutionary methods of optimisation 
such as Genetic Algorithms (Chapman et al, 1988, Kane et al, 1996 and Christie et al, 
2001), and it has been found that the methods are not suited well to configuration 
problems using topological methods. 
 
Many examples of topological design using ESO methods can be found on the 
internet, from designing bridge dentures (Proos, 2002) to satellite structures. It is not 
only restricted to academic research projects and this is a testament to the success of 
this method. 
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6 Shape improvement 
Several FE shape improvement programs are on the market currently. The following 
section will focus on general theory of the methods that the software use, and the 
specific application of one of the most popular packages available, ReSHAPE, from 
Advea Engineering. 
 
ReSHAPE is available as a stand alone package, and can be used to solve many 
common stress/modal analysis objectives under many available geometrical and 
stress/modal constraints. 
6.1 Design sensitivity 
Sensitivity in shape improvement is the term given to the direction vector calculated 
on each node (or element for sizing and topology processes) such that subsequent 
movement of the node in that direction will either maximise or minimise the objective 
function (Tomas, 2001). 
 
The sensitivity calculation is performed on all nodes in the area of the model that is 
permitted to change shape, thickness, or other geometrical parameters. 
 
The sensitivity of a node can be calculated directly, by perturbing the node some 
distance in a single dof, and then analysing the model and measuring the effect of the 
perturbation on the objective function(s). To do this for every dof, for every node in 
the model would require a large number of analyses for a decent sized model, and is 
impractical for the solution of real engineering problems. 
 
This limitation can be overcome by calculating the sensitivities of each node/element 
analytically. 
 
The resulting analytical sensitivities are sometimes called the raw sensitivities. In 
their current state, they have limited application to the solution of FE shape-
improvement problems, because they would result in ‘jagged’, ‘un-smooth’ FE 
solutions. They can, however, be used for the solution of models created only with 
elements such as trusses and beams, where these elements are not part of a surface (as 
Evaluation of computerised methods of design optimisation and its application to engineering practice 
School of Aerospace, Mechanical and Manufacturing Engineering Page 47 of 115 
is the case with 2D shell elements) or a complex solid shape (as is the case with 3D 
elements). 
 
The magnitude of the raw sensitivity solution of each node can be used by an engineer 
by plotting a contour of the sensitivities on the FE model, clearly showing the most 
sensitive region to the design objective—i.e., changes made to this area of the model 
will have the most dramatic effect on the objective function. This is a useful tool in its 
own right without any further shape improvement process. In extreme cases, raw 
sensitivity will also show an inherently inferior engineering design that would be 
futile to attempt to improve. 
 
The mesh quality of the FE model can have a large effect on the accuracy of the 
sensitivity calculation, so the sensitivities are usually scaled using geometrical 
properties of the node’s element parent (e.g., area, volume, etc.). 
6.1.1 Sensitivity calculation 
In order to improve a discrete FE model, a scalar response quantity, p, is defined. This 
quantity can be practically any linear static response—such as vibration eigenvalues, 
stress, displacement or volume for example—representing both the objectives and 
constraints. The response, p, is a function of nodal co-ordinates x, and the 
displacement vector u(x), 
 
( ))(, xuxpp = . 6-1 
 
Imagine one node in the model is relocated a small amount. This will have an effect 
on the response, p. The change in the response with respect to how far the node was 
moved is called the sensitivity of the node (Tomas, 2001). The sensitivity is calculated 
for each nodal coordinate in the model in order to determine which nodes have the 
most effect on the response if perturbed: 
 
x
u
uxx d
dpp
d
dp ⋅∂
∂+∂
∂=  6-2 
 
where xu dd  is calculated from the finite element equation 
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fuK =.  6-3 
 
where K is the stiffness matrix and f is the vector of loads. 
 
Differentiating with respect to the nodal displacements yields (Tomas, 2001): 
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Due to the large number of right-hand sides to this equation for shape change (one for 
each dof), this is best solved using the Adjoint-variable Method. xu dd  in Equation 
6-2 is replaced by rearrangement and substitution of Equation 6-4, resulting in 
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 The expression 1/ −⋅∂∂ Kup  is replaced by a formal parameter vector TΛ . The 
parameter Λ is then obtained by the solution of the linear system adjoint-variable 
method: 
Tp ⎟⎠
⎞⎜⎝
⎛
∂
∂=⋅
u
ΛK  6-6 
 
The quantities x∂∂p  and u∂∂p are easily calculated. xK dd  can also be calculated 
analytically with algorithms that have been derived for commonly used elements such 
as bars, shells and solids (Tomas, 2001). 
 
In the presence of constraints, the sensitivity of the objective is projected onto the 
hyper-surface of the constraints using the projected gradient method. 
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6.1.2 Frequency sensitivity 
Static modal vibration frequency (eigenvalue) sensitivities are calculated differently 
(Adams, 2005). The equation for solving the eigenvalue problem is 
 
( ) 0=⋅⋅− uMK µ  6-7 
 
where K is the stiffness matrix, µ  is the eigenvalue, M is the mass matrix, and u is 
the eigenvector of the model – all functions of the geometry, x. 
 
The equation is solved by calculating the eigenvector u and the eigenvalue µ . The 
eigenvector is normalized as  
 
IuMuT =⋅⋅  6-8 
 
Then Equation 6-7 is multiplied through with uT, and then differentiated with respect 
to the geometry nodal coordinates, x, so that 
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and, finally, the sensitivity can be calculated as 
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Buckling eigenvalue sensitivities can be calculated in a similar fashion. 
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6.2 Influence matrix 
The sensitivity calculated in Section 6.1.1 is directly applicable for structures 
modelled from elements such as beams and trusses. It does not take into account the 
fact that many elements modelling a surface or solid shape have a unique relationship 
with each other. Applying the sensitivity directly to every node in this case will form 
a jagged shape. In actual fact, a smooth shape is desired, for manufacturability reasons, 
so a mathematical method for obtaining a smooth result must be implemented (see 
Figure 6-1). 
 
Figure 6-1 Example of an improved, but unacceptable, design 
 
The solution is to introduce generalised coordinates, q, and define the relationship 
between the model coordinates, x, and generalised coordinates, q, such that 
 
( )qxx =  6-11 
 
This mesh-geometry relationship can be defined in different forms (discussed in the 
following chapters). 
 
Now that generalised coordinates have been applied, the sensitivity of the response is 
transferred into the generalised coordinates as (Tomas, 2001): 
 
q
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V 
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where dx/dq is called the influence matrix. 
 
A step change to improve the objective value can then be calculated in the generalised 
coordinates as (Tomas, 2001) 
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d
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where qddp  indicates the norm of the vector qddp , and  the iteration step ρ  is 
automatically selected depending on the type of generalised coordinates used, and the 
geometry of the structure. 
 
The change in the real mesh is then calculated from the change in the generalised 
coordinates as 
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The change in the mesh, x, is enforced as the best fit to the original nodal changes 
with 
 
... qqxx ∆∆=∆∆ TT  6-15 
 
It can be satisfied if the influence matrix is ortho-normalised (Arfken, 1985) as 
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6.3 Method of influence functions 
In practice, many types of function (called influence functions), with limited or 
unlimited support, can be used to fill the influence matrix (Tomas, 2001). Of course, 
if a smooth shape change is desired, then the function should also be smooth. The 
Gaussian bell distribution (see Figure 6-2), also known as the normal distribution, is 
an example of a function that can be used as an influence function. 
 
 
Figure 6-2 Gaussian normal distribution 
 
The normal distribution is a function with unlimited support—that is, the function 
asymptotes to the horizontal axis, which means, in physical terms, that the mesh of 
the FE model will keep changing forever past the boundaries of the mesh. Clearly this 
is not practical, so some method must be introduced in order to ensure that the 
boundary of the FE model remains unchanged—i.e., the function becomes zero at the 
boundary. 
 
This can be accomplished in a variety of ways. It may be appropriate for certain 
geometric models simply to subtract a scaled linear function. Another method with 
good practical results is to generate smaller bubble functions from the entire set of 
boundary nodes and scale them in such a way that when added to the main function it 
results in a smooth function overall for the influence matrix (Tomas, 2001). 
 
Questions that arise when applying the influence function method are: 
• Where should the peak of the influence function be placed? 
• How many influence functions should be used? 
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• What is the best influence function that provides decent flexibility for a shape 
change? 
 
In software programs, such as OptiStruct and ReSHAPE, answers to these questions 
have been discovered after significant experience in shape re-design, and have been 
implemented in the software. 
6.3.1 Representative example 
A simple aluminium L-shaped corner bracket is shown in Figure 6-3. 
 
 
Figure 6-3 L-Shaped corner bracket with point load 
 
The stress distribution over the bracket is calculated using a static analysis. The 
resulting von Mises stress is shown in Figure 6-4. 
 
Evaluation of computerised methods of design optimisation and its application to engineering practice 
School of Aerospace, Mechanical and Manufacturing Engineering Page 54 of 115 
 
Figure 6-4 von Mises stress distribution for the L-shaped bracket 
 
The stress analysis shows the maximum stress of the bracket to be approximately 
416 MPa. 
 
The aim of the re-design is to reduce the stress on the bracket, which will give the 
bracket a longer fatigue life under dynamic loading conditions but not increase the 
volume of material used to create the bracket, so that the cost of the bracket remains 
the same. 
 
The shape change is only allowed to occur in the xz-plane (see coordinate frame in 
Figure 6-4). The method used for the shape change is the method of influence 
functions. One influence function is used over the entire model—the ReSHAPE 
command file for the shape change is shown in Appendix 9. 
 
The software runs for 30 iterations and produces the new shape and stress distribution 
shown in Figure 6-5. 
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Figure 6-5 New shape and stress distribution  
(contour values scaled to original stress response) 
 
The final analysis shows that the maximum stress was reduced by more than 10%, 
without changing the volume of the component. 
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6.4 Basis vector method 
A more general method is the Method of Basis Vectors (Tomas, 2001). In this method, 
any nodal deviation vector can be used to form the columns of the influence matrix. 
 
Typical basis vectors which are smooth and provide good flexibility for shape change 
as an influence matrix column can be created by performing an actual static analysis 
of the FE model—either vibration mode shapes or displacement vectors under 
different load cases can be used as the basis vectors. In this way, the method of basis 
vectors can become automatic in the software. 
 
This method is also popular when the engineer knows of certain specific areas that are 
allowed to change, and some possible shapes to which they can change. The basis 
vectors can then be created in a graphical pre-processor by moving the nodes of the 
FE model, and then exported into a file that is read by the design improvement 
package. 
6.4.1 Representative example 
A panel has a service cut-out that allows a mechanic to perform a maintenance task. 
The designer would like to increase the size of the service cut-out, but the stresses in 
the material around the cut-out are the maximum allowable stress. 
 
The original panel design and stress contour plot is shown in Figure 6-6. 
 
 
Figure 6-6 Original panel design with service cut-out showing initial stress contour plot 
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The designer has some ideas as to how the cut-out is permitted to change; therefore 
the basis vector method can be employed by supplying the software with possible 
shape changes that can be linearly combined in order to create a new design with 
improved performance. 
 
Two possible shapes are created in the pre-processor and exported into input files to 
be used as shape basis vectors. The two selected example shapes are shown in Figure 
6-7. 
    
Figure 6-7 Two possible shapes to be used as basis vectors 
 
The shape change is treated as a volume reduction with a stress constraint. The 
ReSHAPE command file that was used is shown in Appendix 11. 
 
The improved shape is shown in Figure 6-8. 
 
 
Figure 6-8 Shape change contour and shape (LEFT) and new stress contour plot (RIGHT) 
 
The basis vector process successfully combined the two shape basis vectors into the 
new design in order to create a larger service hole with an acceptable stress response. 
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6.5 Evolution method 
A method created by Advea Engineering known as the Evolution Method (Tomas, 
2001), is a technique that creates a shape basis vector directly from the sensitivity 
analysis. 
 
After an initial analysis, the sensitivity of each node is calculated (see Section 6.1). 
Following this, the model is analysed again, but this time using the sensitivity vector 
as the right-hand-side and then solving this equation for displacements, u: 
 
x
uK
d
dp=.  6-17 
 
Since the solution, u, for this analysis is based on the sensitivities, it makes a perfect 
basis vector (see Section 6.4) for improving the shape. 
 
The single most important property of the displacement, u, which allows it to be used 
as a basis vector, is that it is smooth—a result of the elasticity of the model. 
 
There are many possibilities for generating many smooth basis vectors using Equation 
6-17 by modifying the stiffness matrix (since a real engineering solution is not 
required for u). 
6.5.1 Representative example 
A retaining clip (also known as a circlip) is often used in mechanical systems to hold 
a part in place, but so that it can still rotate freely without a bearing (see Figure 6-9). 
An important performance parameter of the circlip is the stiffness with which it clips 
onto the pin. 
 
An FE model is made of the circlip, with 1N loads representing the reaction forces of 
the pin on the circlip. No constraints are used—the FE model will be analysed using 
the method of Inertia Relief. 
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Figure 6-9 Circlip on a bolt (LEFT) and shell FE model (RIGHT) 
 
An arbitrary thickness and material is used for the circlip, since the engineer is only 
concerned with the percentage increase in stiffness. There is also a volume 
constraint—the circlip should become stiffer, but not require extra material to 
manufacture it. 
 
The circlip is analysed with the displacement contour result shown in Figure 6-10. 
 
 
Figure 6-10 Displacement contour result of the original circlip 
 
The maximum displacement occurs at the tips of the circlip as expected. 
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The computer software ReSHAPE is used to reduce the displacement of the circlip 
using PROCESS(EVOLUTION), whilst maintaining the volume. The command file that was 
used to perform the shape change is shown in Appendix 10. 
 
The shape iteration was performed in only 10 iterations, producing the displacement 
contour response shown in Figure 6-11. 
 
 
Figure 6-11 New circlip design with improved stiffness and the same material volume 
(displacement contour values scaled to the original design response) 
 
The new shape is approximately 70% stiffer and uses the same amount of material 
required to manufacture it as the original design. 
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6.6 Method of parametric splines 
In the Method of Parametric Splines (Tomas, 2001), surfaces are fitted to FE models, 
based on shell elements, using a non-uniform rational b-spline (NURBS) algorithm—
the surface is then defined by polynomial equations. The sensitivity is then calculated 
with respect to the generalised coordinates, which are the coefficients of the 
polynomial terms. Altering each surface’s polynomial coefficients changes the shape 
of the surface. Then the FE mesh is fitted back onto the surface. resulting in a new FE 
design with improved performance. 
 
In principle, this method can also be extended to 3D solid FE models, using surfaces 
on each side of a solid, and re-meshing through the solid by averaging after fitting the 
outer surface nodes to the changed NURBS surface. 
 
For the method to be practical, the order of the polynomial functions used to describe 
the surfaces is usually limited to cubic functions. Further geometric limitations may 
also be applied. 
 
The method of parametric splines is particularly suited to aerospace structures where 
the components consist of thin stringers and ribs which can be accurately modelled 
with shell elements. The spline surfaces can be allowed to move through each other, if 
intersection occurs, into a more optimal position for the design requirements. 
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6.6.1 Representative example 
A simple 2D control arm can be modelled as a cantilever beam using shell elements, 
with a force at one end, and a constraint at the other. The control arm and the stress 
response contour plot are shown in Figure 6-12. 
 
 
Figure 6-12 2D control arm with boundary conditions (LEFT)  
and stress response contour plot (RIGHT) 
 
The control arm is over designed—there is provision to reduce the volume of the 
control arm subject to a stress constraint. 
 
The model is divided into patches on which NURBS surfaces will be fitted by the 
computer program and the coefficients of the surface equations will be altered in 
order to produce a new design with improved performance. 
 
 
Figure 6-13 The three NURBS spline patches that were selected 
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The ReSHAPE command file used for the shape improvement is shown in Appendix 
12. 
 
The resulting shape change (with contours) and the new stress response is shown in. 
     
Figure 6-14 Shape change (LEFT) and new stress response (RIGHT) 
 
The volume of the control arm was successfully reduced by more than 20% before the 
stress constraint forced the process to stop. 
 
The complexity of the shape produced is limited by the cubic spline equations used, 
but the design indication is more than enough for a part designer to use as a guide to 
implementing changes that will reduce the weight of the component without 
increasing the maximum stress. 
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7  Methods of optimisation for multiple objectives 
Often in engineering practice, there is more than one objective for structural 
improvement. When this is the case, special mathematical techniques are required in 
order to try and solve the optimisation problem. 
 
The single objective function becomes a set of objective functions: 
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Subject to any inequality constraints, 
 
( ) migi ,...,1,0 =≤x  7-2 
 
and equality constraints 
 
( ) kjh j ,...,1,0 ==x . 7-3 
 
There are many ways to handle this type of problem, ranging from simple 
objective/constraint cycling, to more complicated methods which require run-time 
interaction with the engineer. The most popular methods are outlined in this section. 
7.1 Preference functions 
The concept of a preference function is to reduce the multiple objective functions into 
a single objective function, to be solved by the normal methods. This single objective 
function is known as a Preference Function (Farebrother, 1999). 
 
For linear FE solutions, the scalar objective values can be of several different 
dimensions (e.g., frequency [Hz], displacement [mm] and stress [MPa]), which means 
they cannot be combined prior to performing a sensitivity analysis. 
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The most logical place to combine the objectives into a single preference function is 
therefore after the sensitivity vectors have been determined and normalised. 
 
The aim of combining the sensitivity vectors into one sensitivity vector is to dictate a 
single direction for a node to move. In the case where sensitivity vectors directly 
oppose each other, the node is unable to move to a location that improves the 
objectives. 
7.1.1 Weighted sum strategy 
The Weighted Sum Strategy (Farebrother, 1999) is perhaps the most simple preference 
function method. It is where the multiple objective functions are combined linearly 
using a weighting vector—assigning the most important objective function the highest 
weight, down to the least important function with the lowest weight. In mathematical 
terms, 
 
( ) ( ) ( ) ( )xxxxF nn fwfwfw +++= ...2211  7-4 
 
Usually the weighting factors are such that 10 ≤< iw , and 1
1
=∑
=
n
i
iw . 
One of the biggest problems with the linear weighted sum method is that the ‘sense of 
value’ of the objectives is not properly represented by a linear weighting factor. It is 
really a weighting factor arbitrarily assigned by the engineer. It simply does not make 
sense for the engineer is unable to say, the vibration target is 40% important, and the 
weight reduction target is 60% important. This problem arises in the event that an 
unsatisfactory solution is achieved. The only possible action that can be taken by the 
engineer (apart from a critical review of the objectives) is to change the weighting 
factors. 
 
Another problem with this method is that it changes the optimisation surface 
considerably—only the linear connecting points are searched and this excludes a 
potential solution that does not exist on that particular line. 
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7.1.2 Deviation sum strategy 
In the Deviation Sum Strategy (Brousse, 1988), the engineer specifies a demand level 
vector—a vector which contains all the targets for the objectives, i.e., 
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Then the preference function becomes the sum of the differences (deviations) between 
the response value for the current design, and the target response value. The values 
must be normalised either to the current value or to the target value so as to take into 
account the fact that the responses are often of differing dimensions, 
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The parameter r is known as the metric, and is commonly selected as either 1 (1D 
metric), 2 (Euclidean metric) or ∞  (Chebyshev metric). 
 
In terms of practicality, it is simple for the engineer to select the demand level vector; 
however, it must be selected with caution, because the selection of the vector has a 
large affect on the convergence of the iterative process. 
7.2 Objective cycling schemes 
A simple, but intuitive, method that can be applied to multiple objective optimisation 
problems is known as the Constraint Method, or Objective Cycling. These methods 
are often called ‘naive methods’, and are not based on an empirical formula. 
 
The constraint method is applied by making one of the objectives the fundamental 
objective and then reposing the remaining objectives as constraints. Different types of 
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constraints may be used—for example, a ceiling constraint, where the constraint 
value can fall but not get higher. 
7.2.1 Closest first approach 
The first objective for the improvement process is selected as the objective that is 
closest to the target value. This objective is improved until the target value is reached, 
or the objective cannot be further improved. The objective then becomes a constraint 
(the constraint can be posed in different forms), and the next objective is selected as 
the objective closest to the target value, and so on until the process is complete. 
7.2.2 Ordered approach 
The objectives are given in a specific order. The process attempts to solve the first 
objective as completely as possible, or until it is unable to be improved further while 
all other objectives are set as constraints but are inactive. Once the first objective has 
reached the target or cannot be further improved, it becomes an active constraint, and 
the next objective in the ordered list is selected for improvement. 
 
The user must specify the order, which usually means that the first objective is the 
most important, the second objective is less important, and so on down the list. 
7.2.3 Step and cycle approach 
In the step and cycle approach, the objectives are listed in order (not necessarily in 
order of importance). The first objective is improved for n steps, and then becomes a 
constraint for the second objective, which is improved for n steps, and so on. 
7.2.4 Discussion 
The major advantage of these variations of the constraint method is that the features 
of the design problem are not affected by the introduction of linear weighting and 
combining all the objectives into one function. 
 
Since all linear FE shape design problems are solved using an iterative approach, if a 
very small step is taken, then the sensitivity of the objectives and constraints is a very 
good approximation, and so these cycling methods converge well. A large step has the 
opposite effect—it makes the constraints too restrictive, and no improved solution 
will be found. 
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The main problem associated with cycling methods is that the process is akin to trial-
and-error. If the objectives are specified in a different sequence with the ordered or 
step-and-cycle approaches, then the final result may be substantially different 
(although, it should be said that in many cases this is not the case). 
 
Further methods exist where the engineer is required to solve the objective cycling 
interactively (Kriwaczek et al, 2000) however these methods interfere with the 
possibility to automate the solution sequence. 
  
Even if the improvement process is still a trial-and-error method, it is still a much 
more efficient technique than that of an engineer trying to guess a better shape for a 
component. It may be the case that each of the three cycling methods discussed here, 
all produce a shape that is better than the current design, but one particular method 
will produce the best shape. 
7.3 Design considerations with multiple objective 
optimisation problems 
The available methods for solving FE problems with multiple objectives are rather 
limited. 
 
Methods such as Root Mean Squared and Linear Weighting are not really seen as 
providing viable solutions to the problem because of their abstract nature. 
 
Any technique that mentions Newton’s method, quasi-Newton or Hessian, could 
possibly be used with second order element FE models but would result in many 
calculations that would require a level of memory storage that is considered to be 
impractical with current technology. 
 
Heuristic methods such as Genetic Algorithm and Simulated Annealing are not 
practical for shape change because of the shear number of parameters—often 
hundreds of thousands since every node can potentially move in a shape design, and 
every element can change thickness in a sizing problem, as examples. 
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While it might seem a suitable choice, the conjugate gradient method for correcting 
the method of steepest decent is also usually not practical for linear FE solutions. 
 
The suggested approach is to use the objective cycling methods. They are the most 
intuitive and easiest to interpret methods that provide satisfactory answers in most 
cases if a suitably small step size is chosen (either automatically or manually). 
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8 Practical applications and solutions 
In order to demonstrate the most useful methods that have been described in the 
previous chapters, some practical engineering problems have been solved, and the 
methods used to solve them described in detail in this section. 
 
In order to be as relevant as possible to current design work in the automotive 
industry, these problems were sourced directly from industry, and the solutions are 
considered to be typical, feasible solutions for today’s technology. 
8.1 Control arm I 
8.1.1 Overview 
A suspension system of a small car contains the control arm shown in Figure 8-1. 
 
 
Figure 8-1 Suspension control arm 
 
As part of the normal analysis procedure, an FE model has been created. The model is 
used to validate the design before prototyping, sparing the need for expensive 
prototyping revisions. Typically a range of finite element analyses, both linear and 
non-linear, are employed. 
 
In this case, the model was created using the T-Systems pre-processor, Medina. The 
neutral Medina format allows for the model to be exported in different formats—such 
as ABAQUS and NASTRAN, which were the two analysis tools used for the design 
validation. 
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During the design validation phase, when the engineer is analysing the performance 
of the component, it is often possible for the engineer to identify that a component has 
some potential for improvement. Currently this is where the design improvement will 
start, by the engineer identifying (by experience alone) that a component may be able 
to be improved. It would be trivial to insert a simple sensitivity analysis at this stage 
to assess comprehensively the potential for improvement, but unfortunately this is not 
currently the normal approach. 
 
This control arm was selected by the engineer for a possible weight reduction. 
 
8.1.2 Structural analysis 
The initial structural analysis was performed in-house at the automotive company. 
The analysis was repeated again before beginning the shape improvement process, 
since the job was contracted out. 
 
After examining the possible loads on the control arm, the five most critical loading 
conditions were selected to represent the most extreme loading that the control arm 
would undergo. The selected loading scenarios were: 
 
1. extreme cornering; 
2. vertical loading; 
3. braking while reversing; 
4. horizontal loading; 
5. gear changing under power. 
 
All loads were supplied in the global coordinate system. 
 
The NASTRAN model consisted of 4115 linear shell elements (CQUAD4, CTRIA3), 
550 solid elements (CHEXA, CPENTA) and two rigid body elements. 
 
The supports for each end of the control arm were supplied in a local coordinate 
system relative to the rubber bushes at each end. 
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The control arm is currently manufactured from 4.0mm thick steel sheeting using a 
stamping process. 
 
The von Mises stress criteria contour plots for each of the five loading scenarios are 
shown in Figure 8-2. The magnitudes of the stresses have been removed in all images 
of this section at the request of the supplier and are not important for describing the 
process, outcomes and conclusions of this project. 
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Figure 8-2 von Mises stress contour plots for the five critical loading scenarios 
 
The results showed that of the five loading scenarios, scenarios 2 and 5 were the most 
critical. Scenario 5 produced a high localised stress near the bush mounting point and 
scenario 2 produced a high stress in the ‘neck’ from torsional loading of the control. 
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The loading from these two scenarios would be used for the actual design 
improvement process and the result would be checked under all of the loading 
scenarios after completion to make sure that the resulting shape would be acceptable. 
 
After examination of the stress analysis results, it was clearly seen that if the weight 
of the component was reduced any further by decreasing the gauge of steel that the 
arm was stamped from, then there would immediately be stress/fatigue problems for 
extreme cornering and loads while changing gears in the vehicle. 
8.1.3 Design improvement objectives 
The foremost objective for this component was to reduce the weight of the component 
by reducing the gauge of the steel sheet from which the control arm was stamped. 
 
In the current production model, which was being stamped from 4.0mm thick steel 
sheet, there were also some manufacturing issues. The stamping process was a seven- 
stage process, and the dies were deteriorating quite quickly because of the thickness 
of the sheeting. Reducing the gauge of the steel would also result in less wear on the 
manufacturing components. In order to take advantage of this though, there would 
have to be an expensive tool change procedure, at multiple manufacturing plants—so 
the savings from materials from the weight reduction must significantly outweigh the 
expense of the tool changes. 
 
The detailed analysis showed that reducing the gauge of steel would immediately 
create stress/fatigue problems. The first step in the shape re-design process would be 
to reduce the gauge of the steel to the lowest suitable gauge (3.5mm). This, of course, 
would create an unsatisfactorily high stress. The objective would then be to try and 
reduce the stress back down to below the permitted stress level by changing the shape 
of the control arm. 
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8.1.4 Sensitivity analysis 
The first step for any design improvement should always be a sensitivity analysis. The 
purpose of this step is to answer the question, “Which area of this component should I 
change the shape of so that it has the most effect on achieving the objectives?” 
 
The sensitivity analysis is run in two steps: first a sensitivity analysis on reducing the 
stress under loading scenario 5, and then a sensitivity analysis on reducing the stress 
under loading scenario 2. 
 
 
Figure 8-3 High local stress for loading scenario 5 
 
The first sensitivity analysis was accomplished using ReSHAPE to reduce the stress 
shown in Figure 8-3. The ReSHAPE command file that was used for the sensitivity 
calculation is shown in Appendix 1. 
 
The contour plot of the sensitivity vectors are shown in Figure 8-4. 
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Figure 8-4 Sensitivity analysis for reducing von Mises stress under scenario 5 
 
The sensitivity analysis clearly showed that the best area to alter the shape of the 
control arm in order to reduce the stress under loading scenario 5 was to extend the 
bottom flange. 
 
The same procedure was performed for loading scenario 2. 
 
 
Figure 8-5 Sensitivity to reduce von Mises stress for scenario 2 
 
Again, the sensitivity analysis (Figure 8-5) clearly showed the area on which the 
shape change should focus in order to achieve the objective. 
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8.1.5 Shape change 
The next step is to perform the actual shape changes, based upon the sensitivity 
analysis, which will reduce the von Mises stress of the control arm with the reduced 
thickness—hopefully returning to below the allowable stress. 
 
The first shape change was performed for the gear changing scenario. The command 
file for ReSHAPE is shown in Appendix 2. 
 
ReSHAPE PROCESS(FUNCTION), using the method of influence functions, was used for 
the shape change. The reason why this method was selected is because it is best suited 
for shell-modelled structures, and is very easy to apply, with very little extra model 
preparation required. 
 
The ‘SIDECONDITIONS’ command specifies that the nodes are not permitted to move in 
the positive z-direction, and are also not allowed to move in the negative x-direction 
(by setting a very small allowable movement of 0.01mm). 
 
The element set defined with the command ‘eset(active)’ is the area where the shape 
change is allowed to occur (see Figure 8-6), based on the sensitivity analysis and 
discussion with the designer of the component about the packaging space available. 
 
 
Figure 8-6 Selected area for shape change 
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The control points specified for the iterative improvement process are shown in 
Figure 8-7. The process behind selecting the control points is simply to ensure that 
there are enough to provide adequate shape flexibility over the domain (three or four 
at different x, y and z positions), and that they are spaced far enough apart so that 
there are enough nodes between control points for the influence function sampling to 
occur. 
 
 
Figure 8-7 Control point selection for the influence function method 
 
Having established these essential parameters, the iterative process can take place. 
The results for the first shape change are shown in Figure 8-8. 
 
 
Figure 8-8 Before (LEFT) and after (RIGHT) the iterative design improvement 
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The shape change resulted in a maximum node deflection of almost 8.0mm. The 
resulting improvement in the von Mises stress response was a reduction of 15%. The 
response contour plot is shown in Figure 8-9, and shows that the stress has 
successfully been spread out by the shape change, to use the available material in the 
area more effectively. 
 
 
Figure 8-9 The von Mises stress response contour plot of before (LEFT) and after (RIGHT) the 
shape change, scaled to the original maximum 
 
The shape change was taken to the designer and validated for package space before 
continuing. The design was accepted, and so the next shape change for loading 
scenario 2 was able to be performed. 
 
The second shape change for the vertical loading scenario was accomplished in a 
similar fashion. 
 
The area for the shape redesign was selected, as shown in Figure 8-10. 
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Figure 8-10 Selected shape change domain for the second scenario 
 
Two control points were selected at each end of the domain as shown in Figure 8-11. 
 
Figure 8-11 Control point selection 
 
The ReSHAPE command file for the iterative improvement process is shown in 
Appendix 3. 
 
The resulting shape change is shown in Figure 8-12. 
 
 
Figure 8-12 Shape change for reduced von Mises stress before (LEFT) and after (RIGHT) 
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The shape change resulted in a maximum deflection of almost 6.0mm and obtained a 
stress reduction of 15.4%. The differences in the von Mises stress criteria before and 
after the shape change are shown in Figure 8-13. 
 
    
Figure 8-13 The von Mises stress contour before (LEFT) and after (RIGHT) of the control arm, 
scaled to the same maximum value 
 
Like the previous shape change, the material in the component is being used more 
efficiently to support the load, resulting in a more consistent stress contour, instead of 
a highly localised stress region. 
 
The final shape of the control arm is shown in Figure 8-14 and Figure 8-15. 
 
Figure 8-14 Final control arm shape from the side 
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Figure 8-15 Final control arm shape looking down the length 
 
The new shape was validated for all five loading scenarios in order to confirm that the 
changes had not increased stresses under the other loads. The final von Mises stress 
response contour plots for all loading scenarios are shown in Figure 8-16. 
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Figure 8-16 von Mises stress contour plots for the new shape under all five loading scenarios, 
scaled to the maximum of the corresponding original stress contour values 
 
The new stress response is much better for the critical loading scenarios 2 and 5, and 
slightly worse (as expected) for the non-critical loading scenarios. The non-critical 
scenarios are still well below the allowable stress, so the stress increase still poses no 
problems for the new design. 
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After validating the new shape for the static loads, it was submitted for a fatigue 
analysis. The fatigue analysis showed that the new shape passed the required tests, 
and it was then passed onto the designer to implement. 
8.1.6 Discussion 
The redesign of the control arm was successful. It was made possible because of the 
close interaction between the finite element analyst and the CAD designer. This 
interaction is paramount to a successful result.  
 
As in this case, it is often possible to solve some secondary problems simultaneously. 
Since the original component was so thick, it was wearing the stamping tools quickly, 
and there were restrictions on the minimum radii that could be stamped. With the new 
3.5mm thickness, both of these issues were addressed. 
 
In some situations, these components may designed by the supplier. Often the supplier 
is also the manufacturer who, in some business models, is paid based on the weight of 
components manufactured. In this case, there would clearly be a conflict of interest. 
No manufacturer would want to reduce the weight of components to make them more 
efficient if they then get paid less because they are manufacturing a smaller bulk 
weight of components. 
 
This example demonstrated how to solve a problem that has multiple loading 
scenarios. Although ReSHAPE has the ability to solve multiple NASTRAN 
‘subcases’ at the same time, Advea Engineering suggests that for clarity on the 
engineer’s behalf, this should be avoided unless absolutely necessary. An example of 
when it may be absolutely necessary is when tuning multiple vibration frequencies 
that interact strongly. 
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8.1.7 Conclusion 
The weight of the control arm was successfully reduced by over 10% as a result of 
reducing the gauge of the steel sheet to 3.5mm. Subtle shape changes were employed 
to alter the load paths in such a way that the material in the control arm was used 
more efficiently, resulting in von Mises stress contour plots that were approximately 
of the same magnitude of the original control arm (4.0mm). 
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8.2 Control arm II 
8.2.1 Overview 
A control arm is identified by a CAE analyst for possible weight reduction. 
 
Based on previous experience with similar components (see, for example, Chapter 
8.1), the method for performing the weight reduction will firstly be to reduce the 
overriding response (e.g., if stiffness is important, attempt to reduce the displacement, 
or if stress/fatigue is important, attempt to reduce the stress), and then to decrease the 
gauge of steel that the component is stamped from. 
 
The control arm is shown in Figure 8-17. 
 
 
Figure 8-17 Control arm II 
 
The objective for this control arm is to reduce the weight while maintaining 
performance. 
8.2.2 Structural analysis 
The control arm was sourced as contract work from an automotive company, so the 
first step is always for the engineer to become acquainted with the component. It is 
essential to understand the loading scenarios, paying particular attention to any local 
coordinate systems that are used for boundary conditions, before any design 
improvement work can be investigated. 
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The five loading scenarios for this part were the same critical loading scenarios for the 
control arm example in Chapter 8.1: 
 
1. extreme cornering; 
2. vertical loading; 
3. braking while reversing; 
4. horizontal loading; 
5. gear changing. 
 
The control arm model consists of 6550 shell elements (CQUAD4, CTRIA3), 876 
solid elements (CHEXA, CPENTA) and two rigid body elements (RBE2). 
 
The current thickness of the component is 3.0mm. 
 
The von Mises stress criteria for each of the five loading scenarios acting on the 
control arm are shown in Figure 8-18. The magnitudes of the stresses have been 
removed in all images of this section at the request of the supplier and are not 
important for describing the process, outcomes and conclusions of this project. 
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Figure 8-18 The von Mises stress contour plots for all five loading scenarios 
 
The control arm model was a reference model created solely for the purpose of the 
design improvement by using approximate loads. As a result of the approximated 
loading, the stress analysis showed higher stresses than would be evident in an actual 
physical test. 
 
The highest stresses occurred for loading scenarios 2 (vertical loading) and 4 
(horizontal loading). 
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8.2.3 Design improvement objectives 
The objective was to reduce the weight of the component. This objective is often 
driven by firstly money savings, because if less material is used, then the component 
is cheaper, and secondly performance—a lighter car has increased fuel efficiency. 
 
After close inspection of the analysis results, it was evident that the weight reduction 
would be dependent on the stress. Therefore the problem would be solved in two 
stages: 
1. stress reduction to get the stresses as low as possible; 
2. reduction of the steel sheet gauge until the stresses increases to the limit of the 
permitted stress. 
 
The design improvement would be performed relative to the original model since the 
reduced FE model did not correlate well with the actual physical response. Once the 
design improvement was complete, the new control arm geometry could be inserted 
back into the full suspension model and validated thoroughly. 
8.2.4 Sensitivity analysis 
The raw sensitivity vectors were calculated in order to find which areas of the control 
arm should be altered in shape so that the maximum von Mises stress for load 
scenarios 2 and 4 would be reduced as much as possible. 
 
The sensitivity vectors for loading scenario 2 were calculated with the ReSHAPE 
command file shown in Appendix 4. 
 
The sensitivity vector contour plot is shown in Figure 8-19. 
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Figure 8-19 Sensitivity vector contour plot for reducing the stress under vertical loading 
 
When the sensitivity analysis was run for the first time, the maximum sensitivity was 
highly local—confined to only 5 or 6 nodes. When this happens, it is a reminder of 
how sensitivity is a mesh-dependent quantity. It is very important that the mesh for 
the component is a good quality mesh. The mesh can become finer or coarser in 
sections, depending on either the area of interest or geometry (such as corners and 
curves), so long as the mesh is even and the elements do not exhibit high skewness, 
poor aspect ratio, or warping. 
 
The correction used to get the sensitivity contour plot shown in Figure 8-19, was to 
re-mesh the area where the incorrect sensitivity occurred. Once re-meshed, the model 
showed a much more even sensitivity contour. It is actually possible that the 
sensitivity could be a highly localised phenomenon; however it is rare. It is safer to 
assume that something is wrong, and it is always simple to view the area and check to 
see if there is an element quality issue. 
 
A sensitivity analysis was executed for loading scenario 4 as well—the sensitivity 
vector contour plot is shown in Figure 8-20. 
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Figure 8-20 Sensitivity analysis for the gear changing under power loading case 
 
Both sensitivity analyses showed quite general sensitive areas. When the sensitivity is 
well distributed and the component is modelled with plate elements, Advea 
recommends that PROCESS(EVOLUTION) should be used for best results. 
 
8.2.5 Shape change 
The model does not need extra preparation to use PROCESS(EVOLUTION) in ReSHAPE—
except for perhaps specifying a NASTRAN element set for the shape change domain, 
which was not even required in this case. There are no extra variables such as the 
‘control points’ required for PROCESS(FUNCTION), ‘geometry sets’ required for 
PROCESS(GEOMETRY) or ‘basis vectors’ required for PROCESS(VECTOR). 
 
The ReSHAPE command file used for the shape improvement is shown in Appendix 5. 
 
The objective is to minimise the von Mises stress for all ‘2d’ elements (CQUAD4, 
CTRIA3) under subcase 2. It is possible in ReSHAPE to print response values for 
responses other than the objectives or constraints by using a dummy constraint. This 
feature was used in order gauge how the stresses under the other loading conditions 
were changing as the actual objective was improved. 
 
The shape change ran for 34 iterations (approximately a 30 minute serial run on an 
AMD Opteron 240 CPU with 2GB RAM). 
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Figure 8-21 Chart of the normalised stress responses for each step of the shape change 
 
The response chart showed that when the shape-change process reduced the von 
Mises stress response for the target loading scenario 2; in actual fact, the shape also 
results in lower stress responses for three out of the remaining four other loading 
scenarios. 
 
The only stress response that increased was the response for loading scenario 5. A 
quick review of the original analysis showed that this load case was, by far, the least 
critical of all the load cases and, therefore, it is acceptable if the stress increases for 
this case. 
 
 
Figure 8-22 Improved design shape—isometric, left and front projections 
Original geometry (BLACK) shown over new geometry (RED) 
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The new shape is curved instead of straight and this added a small amount of mass—
less than 1%. It is evident that the extra efficiency in the load carrying ability of the 
control arm outweighs this extra mass. 
 
The thickness of the new control arm was then reduced to 2.7mm, which was the next 
lowest available gauge of steel, and a stress analysis was again run for all loading 
scenarios to validate the new geometry. 
 
The von Mises stress response for the new geometry under the five loading scenarios 
is shown in Figure 8-23. 
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Figure 8-23 Final stress analysis von Mises contour plots for the control arm, scaled to the initial 
results (values masked at the request of the supplier) 
 
After the thickness was decreased, the analysis results (see Figure 8-23) showed that 
the von Mises stress response of loading scenarios 1 and 5 had actually increased 
from the original model by up to 25%. However, these two load cases were the least 
critical and the stress response was still well below the failure range, so this was 
acceptable for the design. 
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The other three loading-scenario stress responses were still substantially (up to 22%) 
below their original stress-response maximums. 
 
For the final shape, loading scenarios 2 and 4 were still the most critical; however, the 
stresses from the other scenarios were now more even with the critical stresses. 
 
Essentially, the weight saving was made by reshaping the structure to support load 
cases 2 and 4 more efficiently, as a trade-off with supporting load cases 1, 3 and 5 less 
efficiently. 
8.2.6 Discussion 
Design improvement is usually a ‘trade-off’ problem. That is to say, the objectives 
cannot be reached if there is no flexibility with other responses (e.g., stiffness, stress, 
frequency) in the model. For example, if a weight reduction is to be performed by 
reducing stresses, and then decreasing the stamping steel gauge, then it is essential 
that it is possible to reduce the stiffness of the component. After all, it is the reduction 
of stiffness in key areas that will result in more even stress distribution. All these 
requirements must be finely balanced. 
 
In all five loading cases for the analysis, the maximum stress was highly localised. 
This is usually a good sign when performing a shape improvement, because it is 
usually possible to use the material more efficiently in an area where a very highly 
localised stress occurs. 
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8.2.7 Conclusion 
The weight of the control arm was successfully reduced by 10% using the software 
ReSHAPE, with PROCESS(EVOLUTION).  
 
As suggested by Advea Engineering, PROCESS(EVOLUTION) was very simple to use for 
the shell model of the control arm and required no extra model-preparation. Literally, 
the existing NASTRAN input file acquired from the automotive company was able to 
be used immediately in ReSHAPE. All that was required was to write a 10-15 line 
command file so as to control the sensitivity analysis first which was then followed by 
the shape improvement. 
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8.3 Brake system tubing 
8.3.1 Overview 
A tubing system for an automatic braking-control device contains an expensive 
section of tubing (see Figure 8-24) made from flexible steel reinforced rubber. This 
flexible piece of tubing is essential in the original design because the main tubing is 
too stiff to use for the whole tubing system in its current configuration. It is preferable 
to use simple steel tubing, which is cheaper to manufacture. 
 
 
Figure 8-24 Example rubber tube with steel braid (http://desihose.com/) 
 
The brake tubing configuration (with the flexible piece replaced by normal steel 
tubing) is shown in Figure 8-25. 
 
 
Figure 8-25 Brake tubing configuration with flexible section replaced 
 
The original steel tubing was configured based on the ‘shortest path’ to the automatic 
braking device. 
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Once the rubber/steel braid section was replaced with standard tubing, some yielding 
failure was occurring on one of the tubes at its connection to the braking device. The 
aim of the investigation is to ascertain if there is some configuration for that tube that 
will reduce the stress so that it does not yield but still allow for the rubber/steel braid 
section to be removed. 
8.3.2 Structural analysis 
The initial configuration was analysed under displacements of 1.0mm in each of the 
global directions, rotations of 1˚ about each global axis, and some real pressure 
loading inside the tubes. 
 
From experimental results, it was already known that the model without the flexible 
section was too stiff—creating stress problems and causing bending and possibly 
fatigue failure after a prolonged period of time. 
 
The stress contours for the six translation/rotation loading scenarios are shown in 
Figure 8-26. The magnitudes of the stresses have been removed in all images of this 
section at the request of the supplier and are not important for describing the process, 
outcomes and conclusions of this project. 
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Figure 8-26 von Mises stress contour plots for the fixed translation/rotation loading 
 
The pressure loading was discarded to simplify the model as it had no effect on results. 
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After close examination of the enforced displacement results, scenario 4 (rotation 
about the x-axis) was found to be the most critical load situation, and so it was 
selected for the shape change improvement process. 
8.3.3 Design improvement objectives 
The FE model already had the rubber/steel-braid section of tubing removed and 
replaced by the normal steel tubing, so the aim of the redesign was simply to 
determine the magnitude that the stress could be reduced by. 
 
Experimental data suggested that the design without the flexible tubing was close to 
being suitable and that an approximate stress reduction of more than 10% would 
assure that the tubing would not yield in the design. 
 
The re-design task was approached by determining a way to make the steel tubing 
more flexible in the area near the braking device. One option that was considered was 
the introduction of a spiral-type structure. The reason that the shape re-design was 
most suited to the use of software is that the best shape for the tube could be found 
efficiently and more correctly than trial-and-error, using mathematical methods with 
the given parameters. 
8.3.4 Sensitivity analysis 
The shape redesign always begins with a sensitivity analysis, but first the FE model 
had to be altered from the original analysis model. 
 
Since the aim was to reshape the tubing, which was modelled using shell elements, 
there was no capability in the software to specify that the tube must remain tubular 
(unless it is a straight section of tube, in which case one can use a cylindrical 
coordinate system). If a shape change was implemented directly on the tube, then the 
tube could possibly be flattened out by the program, which is not a suitable design 
consideration. Therefore, the tubing in the shape re-design section of the structure was 
replaced with bar elements (CBAR) with equivalent bending properties. The FE 
model with the CBAR elements is shown in Figure 8-27. 
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Figure 8-27 FE model with first tube replaced by CBAR elements 
 
Once the shell elements have been replaced with bar elements, it is no longer possible 
to use ReSHAPE to perform a stress reduction. Instead, ReSHAPE can be used to 
reduce the bending moments in the bar elements and this yields an equivalent result. 
 
The ReSHAPE command file used for the sensitivity analysis is shown in Appendix 6. 
 
The two bending moment sensitivities were run separately. The sensitivity of both 
objectives was practically identical, showing very high local sensitivity at the bottom 
of the tube where it connects to the braking component; as shown in Figure 8-28. 
 
 
Figure 8-28 High local sensitivity for reducing the bending moment responses 
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The high local sensitivity was found to be a real sensitivity (and not a consequence of 
a bad mesh, for example) and was in any case smoothed by PROCESS(FUNCTION)—the 
technique used to perform the shape change. 
8.3.5 Shape change 
There were several options in the selection of the shape-change process for this 
component. One option was to use PROCESS(RAW) and apply the scaled sensitivity 
vectors directly as a shape change. This is a valid approach since CBAR elements 
were used. If shells or solids were used, then a process that implemented a generalised 
coordinate system (e.g., PROCESS(GEOMETRY)) would have been applied in order to keep 
the shape change smooth—but with beam and truss elements, this is not necessary. 
 
The reason that PROCESS(RAW) was ultimately not selected for use was because of the 
high sensitivity. Some methods that automatically smoothes the shape would be more 
appropriate—such as the influence function method or the geometric spline method. 
 
The best option based on the engineer’s experience with similar problems, was to use 
the method of influence functions. This offers the most flexibility for general, smooth 
shape-change investigations, and works well with geometrical limits which may be 
employed after discussion with the designer. 
 
PROCESS(GEOMETRY) could also have possibly been employed; however this was not 
investigated since PROCESS(FUNCTION) requires less preparation and is more 
convenient. 
 
The method of influence functions required the selection of control points. It is a 
simple task to put the control points into a node set and prepare the ReSHAPE 
command file to reference a named node set, so that the set can be altered at anytime, 
without having to change the command file—allowing for quick investigation of 
several different combinations of control points. 
 
Limits were applied to restrict the shape change of 10.0mm in each direction in order 
to keep the shape change in roughly the same configuration, and to give enough 
flexibility so as to attain an acceptable result. 
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The ReSHAPE command file used for the shape-change process is shown in Appendix 
7. 
 
The shape-change process ran for 43 iterations. The response plot for the process 
(each response is normalised to the initial value) is shown in Figure 8-29. 
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Figure 8-29 Normalised bending moment responses vs. CPU Time for the improvement process 
 
The response-plot chart shows that the bending moments of the CBAR elements were 
able to be reduced by more than 60% in both directions. The shape change required to 
achieve this reduction is shown in Figure 8-30. 
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Figure 8-30 Shape changes applied to the first tube 
 
The shape-change is in the form of an exaggerated ‘S’ bend. The bend is not planar, 
and is therefore quite a complex shape-solution to the problem. 
 
In order to validate the shape-change, the bar elements were replaced with the full 
tube modelled with shell elements. The connection between the bar elements and the 
braking device was required to be straight and this criterion was applied at this stage. 
 
The stress response of the new shape is shown in Figure 4-1, scaled to the original 
maximum stress-response value. 
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Figure 8-31 von Mises stress response of the new tube shape (scaled to initial result) 
 
The new shape reduced the stress on the tube by more than 18%—substantially more 
than the required amount. 
8.3.6 Discussion 
The re-design was driven by a need to reduce costs. The obvious target for the cost 
saving was the flexible steel-braided rubber tubing which was financially 
disproportionate when compared to the complete system. 
 
The first step taken to remove the tube was simply to make an FE model of the 
component, and compare the stress response before and after removing the tubing. 
The stress was significantly higher, and so the problem became a shape re-design 
problem to determine if the stress could be lowered. 
 
A trial-and-error approach could have been used on the existing FE model, but the 
method of influence functions was able to converge more quickly on a design with 
very little model preparation (just replacing the tubes with bar elements). 
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A method that could have been applied to directly reshape tubes modelled with shell 
elements would have been ideal, but situations where tubes form a critical section of 
the design are rare, so the development of such a technique is more academic than 
justifiable financially. 
8.3.7 Conclusion 
The stress response of the tube was successfully reduced by over 18%, subsequent to 
a prototype development and experimental testing. 
 
The shape-change was required to be modified slightly in order to ensure that spacing 
requirements between the tubing were met. The design retrieved from the software 
had geometric penetration between two of the tubes—this was resolved in the final 
model. 
 
Applying the method of influence functions proved to be a simple procedure for this 
model after the shell elements were converted to bar elements. 
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9 Overall conclusions 
The mathematical methods of design improvement of linear static finite element 
models were presented and were successfully used to solve a range of problems 
including weight reduction, concept design, performance enhancements for durability 
and stress and stiffness. 
9.1 Shape improvement 
Firstly, representative problems were successfully employed to demonstrate the 
validity, practicality, and simplicity of applying the mathematical methods to linear 
static FE design improvement challenges. 
 
The methods were then used to solve three complex problems sourced from the 
automotive engineering industry. 
 
The first solution demonstrated the application of the optimisation methods in order to 
reduce the weight of an automotive control-arm subject to durability and stress 
constraints, whilst simultaneously easing manufacturing difficulties as a result of 
being able to reduce the stamping gauge of the component. 
 
The second problem showed that the weight of a shell-modelled control-arm was able 
to be reduced by more than 10%, very quickly, by using a simple method requiring no 
extra model preparation. 
 
The third and final solution proved that the presented methods can also be used to 
simplify a complicated system by removing an expensive component and then 
increasing the flexibility of system to maintain durability and performance 
requirements. 
 
The usefulness of the methods used to solve the presented problems is unquestioned, 
yet the research shows that in industry these methods are still relatively unpractised. 
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9.2 Evolutionary structural optimisation 
As far as popularity is concerned, the ESO method is already quite well known. 
Actual usage of ESO in the engineering industry, however, is limited. 
 
One of the problems with the implementation of the ESO method is that CAD 
engineers create concept-designs and not the FE analysts. The initial concept-design 
requires significant knowledge of tooling and manufacturing processes and their 
limitations, for example cutting radii for milling tools and bend radii for stamping 
processes. To use ESO successfully for concept-design, the FE analyst would have to 
be presented with the boundary conditions (measured or simulated) and design-space, 
perform the topology analysis, and then pass the results to the CAD engineer to use as 
a basis for the concept-design. The CAD engineer can then apply the same essential 
method whilst taking into account the manufacturing intricacies and also take into 
account the concept-shape developed by the FE analyst; ultimately this would 
generate a more efficient structure. 
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10 Recommendations 
It is recommended that the methods discussed herein be extended into the more 
contemporary areas of FE capability, in particular laminated composite structures. 
The sensitivity calculation methods could be used to find more optimal layer fibre 
orientation directions, or reduce composite failure criteria—such as the Tsai-Hill 
failure criterion for example. 
 
The importance of support for laminated composites cannot be understated. The 
aerospace industry now manufactures a significant percentage of aircraft with these 
materials and depends on creating the lightest possible components— so there is a 
potential for the methods presented in this thesis to have a strong impact on design-
methods. 
 
In order to make the methods more flexible for CAE analysts, it is also recommended 
that these methods be completely extended to enable the synthesis of full anisotropic 
material models with support for all common element types, for both first and second 
order derivations. All these changes would need to be implemented in commercially 
used software and not just research environments (in fact most of these changes have 
been researched). 
 
The need for close interaction between the CAE analyst and the designer has been 
highlighted, and it is recommended that the FE software contain at least a basic 
implementation of FE mesh to IGES or STEP geometry conversion in order to 
facilitate faster transfer of data between the designer and the analyst. 
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  Appendices 
11.1   Appendix 1 – Sensitivity analysis command file 
The ReSHAPE command file for the sensitivity analysis of control arm I. 
 
reshape(sensitivity) 
  eset(active)=3 
control 
  subcase=5 
responses 
  stress(target=min,var=vmmax,avgw=98%)=etype(2d) 
process() 
  domain(xyz)=set(active) 
end 
11.2   Appendix 2 – Control arm shape change command file 
The ReSHAPE command file for the first shape change of control arm I. 
 
reshape(imp) 
  eset(active)=3 
  nset(cpoints)=4 
control 
  steps(n=20,s=0.5) 
 subcase=5 
responses 
  stress(target=min,var=vmmax,avgw=98%)=etype(2d) 
  disp(var=tt,bound=nolimit)=etype(2d) 
process(function) 
  domain(xyz)=set(active) 
  fcontrol(wrt=xyz)=set(cpoints) 
  fparam(bound)=5 
sideconditions 
  rlimit(xl=-0.01,zu=0.01)=set(active) 
end 
11.3   Appendix 3 – Second control arm command file 
The command file for the second shape improvement of control arm I. 
 
reshape(imp) 
  eset(active)=3 
  nset(cpoints)=4 
control 
  steps(n=20,s=0.5) 
  subcase=2,5 
responses 
  stress(target=min,subcase=2,var=vmmax,avgw=98%)=etype(2d) 
process(function) 
  domain(x)=set(active) 
  fcontrol(wrt=xyz)=set(cpoints) 
  fparam(bound)=5 
end 
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11.4   Appendix 4 – Control arm II sensitivity commands 
The command file for the sensitivity calculation of control arm II. 
 
reshape(sens) 
control 
  subcase=all 
 
responses 
  stress(var=vmmax,targ=min,subcase=2)=etype(2d) 
process() 
  domain=etype(2d) 
end 
11.5   Appendix 5 – Control arm II shape change commands 
Command file for the shape change of control arm II. 
 
reshape(improvement) 
control 
  steps(n)=100 
  subcase=all 
responses 
  stress(var=vmmax,targ=min,subcase=2)=etype(2d) 
  stress(var=vmmax,bound=nolimit,subcase=1)=etype(2d) 
  stress(var=vmmax,bound=nolimit,subcase=3)=etype(2d) 
  stress(var=vmmax,bound=nolimit,subcase=4)=etype(2d) 
  stress(var=vmmax,bound=nolimit,subcase=5)=etype(2d) 
process(evolution) 
  domain=etype(2d) 
end 
11.6   Appendix 6 – Brake tubing sensitivity analysis 
Command file for the sensitivity calculation of the braking system tubing. 
 
reshape(sensitivity) 
  eset(s1)=12 
control 
  subcase=4 
responses() 
  stress(var=bmzb,target=min,avgw=98%)=set(s1) 
!  stress(var=bmyb,target=min,avgw=98%)=set(s1) 
process() 
  domain(xyz)=set(s1) 
end 
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11.7   Appendix 7 – Shape change commands for brake tubing 
Command file for the shape change process on the braking system tubing. 
 
reshape(imp) 
  eset(s1)=12 
  nset(cpoints)=4 
control 
  steps(n=300,s=1) 
  subcase=4 
  super 
responses(strat=seq) 
  stress(var=bmzb,target=min,avgw=98%)=set(s1) 
  stress(var=bmyb,target=min,avgw=98%)=set(s1) 
  !length(bound=hold,tol=10%)=set(s1) 
process(function) 
  domain(xyz)=set(s1) 
  fcontrol(r=n)=set(cpoints) 
sideconditions 
  rlimit(xu=10,yu=10,zu=10,xl=-10,yl=-10,zl=-10)=set(s1) 
end 
11.8   Appendix 8 – Prototype hook topology command file 
Command file for the prototype hook design example. 
 
reshape(imp) 
  eset(dom)=1 
control 
  steps(n=200,s=0.1) 
response 
  vol(target=min)=elem(all) 
  disp(var=tt,bound=topo)=nodes(7633,7636,7846,8347,8350, 
                                8560,9061,9064,9274) 
process(topo) 
  tdomain=set(dom) 
end 
11.9   Appendix 9 – Sample PROCESS(FUNCTION) commands 
Command file for the L-shaped bracket example. 
reshape(imp) 
  nset(ll)=1 
  eset(dom)=2 
   
control 
  steps(n)=100 
  cparam(objch)=1e-10 
   
responses 
  vol(bound=hold)=etype(2d) 
  stress(var=vmmax,targ=min,avgw=98%)=etype(2d) 
 
process(func) 
  domain(xz)=set(dom) 
  locked=set(ll) 
fcontrol=auto 
 
end 
Evaluation of computerised methods of design optimisation and its application to engineering practice 
School of Aerospace, Mechanical and Manufacturing Engineering Page 115 of 115 
11.10  Appendix 10 – Sample PROCESS(EVOLUTION) 
commands 
The command file used to reshape the circlip using PROCESS(EVOLUTION). 
reshape(imp) 
  nset(ll)=1 
   
control 
  steps(n)=10 
  steps(size)=50% 
 
response 
  disp(var=tt,targ=min,tol=5%)=set(ll) 
   vol(bound=hold)=etype(2d) 
    
process(evo) 
  domain(xy)=etype(2d) 
  locked=set(ll) 
 eparam(inrel)=yes 
 
end 
11.11  Appendix 11 – Sample PROCESS(VECTOR) commands 
The command file used to improve the panel using shape basis vectors. 
reshape(impr) 
control 
  steps(n)=20 
  cparam(objch)=1e-10 
response() 
  stress(bound=hold/0.4,var=vmmax,avgw=99%)=etype(2d) 
  vol(targ=min)=etype(2d) 
process(vector) 
  vinput(file=dv1.vec,label=GRID) 
  vinput(file=dv2.vec,label=GRID) 
  domain=elem(all) 
end 
11.12  Appendix 12 – Sample PROCESS(GEOMETRY) 
commands 
Command file used to improve a 2D control arm using the method of geometric 
splines. 
reshape(imp) 
  gset(act)=1thru3 
control 
  steps(n)=10 
 
response 
  stress(var=vmmax,bound=hold/0.6)=etype(2d) 
  vol(targ=min)=etype(2d) 
 
process(g) 
  domain=set(act) 
 
end 
 
 
