I. Introduction
As technology scales down to the nanometer range, accuracy requirements on digital cell timing rules are becoming more stringent while the complexity of the transistor models used to generate these rules is steadily increasing. Existing BSIM [1] , PSP [2] and PTM [3] models are being constantly augmented to account for the emerging physical phenomena at the nanometer regime. As a result, the management of transistor parameters in CAD environments or during library cell characterization for timing and power becomes a more complex undertaking. The issue becomes even more acute in the context of Monte Carlo simulations if we have to account for parameter variations of a large number of parameters. One way to address these issues for digital design in the nanometer regime is to make use of ultra-compact transistor models specifically developed for short-and ultra-short-channel devices. The Virtual Source (VS) model is one such ultracompact model [4] [5] [6] .
The widely adopted threshold-voltage-based compact models (such as BSIM [1] and PTM [3] ) and the surfacepotential based compact models (such as PSP [2] ), include as many as several hundred parameters related to the manufacturing process, the geometry of the device, and to achieve smoothing or transitions between different equation regimes. On the other hand, the VS model restricts itself to a simple physical description for channel minority carrier charges at the virtual source by substituting the quasi-ballistic carrier transport concept for the concept of drift-diffusion with velocity-saturation. In doing so, it achieves excellent accuracy for the I-V and C-V characteristics of the device throughout the domain of operation required for digital timing and power analysis. The number of parameters needed is considerably fewer (11 for DC and 24 in total) than in conventional models. It is worth noting that the ultra-compact model developed in [7] is based on the alpha-power model of [8] , which is purely empirical and aims at maximizing the timing accuracy of an inverter. On the other hand, the VS model is physics-based and achieves higher timing accuracy than [7] with a similar number of parameters.
The major contributions of our work are as follows: • A consistent parameter extraction methodology for the static and dynamic parameters of the VS model.
• A robust Verilog-A implementation of a VS model calibrated to work in a 40nm digital design environment. Aside from the use of the VS model no other changes are needed in the CAD circuit simulation environment.
• An accurate timing validation of the VS model on standard library cells characterization with an average error less than 1% with respect to the industrial models.
• A systematic timing, power, and waveform validation of the VS model on two large-scale digital circuits in the presence of a parametric V dd sweep. Finally, it is worth noting that as a result of the use of the VS ultra-compact model, we have observed a 7.5× speedup with respect to the industrial MOSFET models.
II. Review of the virtual source charge-based compact model

A. Static VS Model
In the VS model, the drain current of a MOSFET normalized by width (I D /W ) can be described using the fol- 
valid for both the saturation and non-saturation regions. The virtual source velocity, denoted as v xo , refers to the velocity of carriers located in the MOSFET channel at the top of the energy barrier near the source (virtual source). The core concept in VS modeling is that in shortchannel devices v xo does not depend on V ds except for drain-induced barrier lowering (DIBL) effects. This is to be contrasted with a drift-diffusion transport model where the velocity is directly proportional to low electrical field E and is saturated when E is larger than the critical electrical field. The VS model also uses the fact that although ballistic velocity increases with V gs , the virtual source velocity v xo is almost constant at high V gs [9] .
The VS inversion charge density Q ixo can be approximated by the empirical function [4] [10]:
where C inv is the effective gate-to-channel capacitance per unit area in strong inversion, φ t is the thermal voltage (k B T /q), V GS represents the internal gate-source voltage and n is the subthreshold coefficient. The function F f in (2) denotes a Fermi function that allows a smooth 0 to 1 transition, and α is introduced to adjust the V T shift for which 3.5φ t is a good approximation. The function F s in (1) serves to account for the continuous transition from non-saturation to saturation and is given by
where V ds accounts for the intrinsic drain-to source voltage after deducting the IR drop for both the source R s and drain R d resistances using
β is an empirical parameter for the transition from lowfield non-saturation region to high-field saturation region with a typical value of about 1.8 [4] .
B. Dynamic VS Model
The transient behavior of the VS model is described in [6] , where the intrinsic channel charge is partitioned into that of the source and drain terminals:
The channel charge areal density, Q i (x), is calculated according to [6] , using a non-saturation (NVsat), saturation (Vsat), or quasi-ballistic (QB) model. Since the nominal transistor gate length in this work is 40 nm, we have used the quasi-ballistic version of the channel charge model.
Under the assumption that the source and drain are symmetric, we introduce four capacitances to model parasitic effects, as shown in Fig. 1 . C ov is the overlap capacitance, C of is the outer-fringing capacitance, C if is the inner-fringing capacitance and C j is the junction capacitance. In this work, C ov and C of are considered voltage independent while C if and C j are considered voltage dependent.
III. Parameter Extraction and Model Calibration
The VS model described in (1) through (4) is calibrated using data for transistors with different sizes. To extract all of the parameters of the VS model, a full set of I-V and C-V measurement data is needed. The parameter extraction flow is described in Section A, followed by validation through analysis of I-V curves in Section B.
A. Parameter Extraction Flow
While previous work has identified the key VS model parameters that need to be extracted from measurements [4] [6], a systematic, consistent and optimized flow to extract the full I-V and C-V model parameters has been lacking. One of the major contributions of this paper is to describe, implement and test such a model extraction flow. As shown in Fig. 2 , our novel parameter extraction method consists of the following steps.
1. First, the effective gate-to-channel C inv is extracted by subtracting the C gs curves of two long channel devices where the short-channel parasitic capacitances are negligible. This step needs to be done before DC parameter extraction since C inv affects the distribution of charges Q ixo .
2. Once C inv is properly extracted, the I-V curve calibration is achieved under a separate flow in both subthreshold and full regions. First, V th0 is adjusted to achieve consistency with respect to Q ixo . Then the 6C-3 sub-threshold parameter set (S, δ) and full region parameter set (v xo , μ, etc.) are optimized separately using non-linear least-squares error minimization. The solution is iterated until convergence. In most of our tests, good convergence results have been achieved within 5 iterations for transistors with various sizes.
3. The back bias coefficient is extracted from the IV bs measurement as the last step in DC parameters extraction procedure.
4. We then extract the parasitic capacitances (C if and C of ) by fitting the C gg − V g curve, as shown in Fig. 3(a) . The equations employed to extract the parasitics of the VS model are
Table I lists the key parameters of the VS model and the parasitic capacitances obtained from the parameter extraction methodology as illustrated in Fig. 2 . Note that the VS model calculates the drain current normalized by width, so that the extracted parameters are applicable for all rectangular devices having the same channel length. Good consistency and accuracy are achieved in devices with various widths using a single parameter set extracted by the aforementioned parameter extraction flow. This scalability is illustrated in Fig. 3(b) . Since the 40nm channel is close to the ballistic transport regime, a quasiballistic (QB) model is employed to calculate the channel charge areal density [6] . We note, however, that for this technology, the non-saturation (NVsat) model achieves a similar accuracy. 
B. I-V Curve Analysis
Once all the parameters are extracted, the VS model is validated by comparing its I-V curve with that of a BSIM4 model from a 40nm bulk industrial design kit, as shown in Fig. 4 . We see good agreement in both sub-threshold and above threshold regions for both NFETs and PFETs. The accuracy of the VS model fitting is comparable to other popular industrial models [2] [3] and much better than other ultra-compact models [7] with similar complexity as the VS model. Previous work has demonstrated that the VS model has indeed good DC agreement with real measurement data fabricated in various nodes (32-nm, 45-nm, 65-nm) and processes (poly-SiON gate, highk metal-gate) from various foundries (IBM, Intel) [4] [6]. However, systematic validation of the VS model for timing and power verification of digital circuits has been missing so far in the literature; the results of this paper are the first such validation. Once the device I-V and C-V curves are calibrated, we can proceed to timing or power comparison for standard library cells and other large-scale digital circuits. This is illustrated in the next two sections.
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IV. Standard Cell Characterization Using Calibrated VS Model
To validate the accuracy of the VS model as calibrated in the previous section, we implement it using Verilog-A under the Cadence Virtuoso Design Environment. We then use it to characterize the SPICE-level circuits of a set of generic library standard cells from an industrial design kit in 40-nm bulk CMOS technology. The first circuit we consider is an inverter undergoing trapezoidal input transitions. This basic example is used to illustrate several important features of our calibrated VS model. It is well known that the charging and discharging activities during input gate transitions require precise balancing of both static and dynamic behavior of the NFET and PFET transistors. The output voltage waveforms using the VS model in comparison with the industry-standard BSIM4 model are depicted in Fig. 5 . The conducted tests are similar to those used in static timing cell characterization as they have sweeps with respect to both output loads and input slews. In the first sweep test, the input slew is fixed at 10ps and the load (fanout) is 1, 2 and 4, while in the second test, the load (fanout) is fixed at 3 and the input slew rate is 10ps, 20ps, and 40ps. The average delay error between the VS model and the "golden" or baseline BSIM4 model is 0.88% and the 10% − 90% rising/falling time error is 0.92%/1.11%. This is a good indication of the accuracy of the transient calibration of the proposed VS model. In Tables II and III we summarize the computed delays and rise/fall times for 2-and 3-input symmetrical NAND/NOR gates. The input slew is 10ps and the out-
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put load is a fanout of 3. The average and the maximum relative error, VS vs. BSIM4, for all gates under test are 1.5% and 2.6%, respectively. This compares favorably with [7] where that ultra-compact model achieves only 6% (delay) and 11% (slew) accuracy on a similar set of tests. 
V. VS Model Validation for Digital Circuits
To further verify the calibrated VS model, a 32-bit ripple-carry adder is designed in the targeted technology (40-nm CMOS) and the transient waveform of the critical path compared using VS and BSIM4 models. The simulation environment and the SPICE convergence setting using both models are exactly the same; this is important to demonstrate that no major work is required to adapt the circuit simulation environment to the presence of the new transistor model. The test circuit includes 0.9k transistors in total belonging to various library cell types (INV, NAND, NOR and XOR). We select the worst-case delay for a 32-bit add operation. This requires setting input A at 100...00 and input B at 111...11. The input carry on signal of the very first bit C in0 has a 0 → 1 transition and then a 1 → 0 transition, and the output carry on signal of the very last bit will reflect the critical path delay. To show the robustness of the VS model for lowpower design, the supply voltage V dd is swept from 0.6V to 0.9V . The transient signal C in0 and C out32 at different V dd from both VS and BSIM4 model are shown in Fig. 6 , which demonstrates that the output signals of the two models have excellent matching. The average delay mismatch under all V dd conditions is about 0.3%.
The second digital circuit we consider is a 1001-stage inverter chain designed in the same technology. This test circuit includes 2k transistors in total and the delays under different V dd from 0.6V to 0.9V are compared between the VS and BSIM4 models. The average delay mismatch under all V dd is about 0.25%. In both digital circuit cases, the delay mismatch for VS vs. BSIM4 model is smaller than the mismatch observed in library cell delays. This is because the rise/fall mismatches tend to cancel each other in the inverter chain case. Power consumptions of the critical path transitions in the aforementioned test cases are also compared. Transient power consumed by the 32-bit ripple-adder under V dd = 0.9V is shown in Fig. 7 , which demonstrates good agreement between the VS and BSIM4 models. The average power consumption mismatch under all V dd 's is 1.3% for the 32-bit adder and 1.8% for the 1001-stage inverter chain. Finally, the power-delay curves for both cases under different V dd are shown in Fig. 8 The runtime speedup of the VS model is further compared with an open source BSIM SOI compact model implemented in Verilog-A [11] , which has a model complexity similar to BSIM4. The main reason for using the BSIM SOI for runtime comparison is because the industrial BSIM4 has been implemented in C, which is more computationally efficient than Verilog-A. The transient simulation runtime comparison in the two aforementioned test circuits are shown in Table IV . An average speed up of 7.6× is achieved which is in line with the order of magnitude reduction in the number of VS parameters. The simulation environment, the SPICE convergence setting and maximum iteration setting for both models are exactly the same for fair comparison. Also, in both models, the transition time and the delay time of the library cells are tuned to be similar to ensure a comparable computing effort in both cases. Since the simplicity of device models is key to a statistical design flow [12] , the 7.6× speed up achieved by VS model points to its great potential for highly-efficient variation-aware statistical analysis.
VI. Conclusion
In this paper, an ultra-compact virtual source (VS) transport model which includes the main short-channel effects in nanometer MOS transistors has been developed and validated. The model has been coded in Verilog-A, implemented in a vendor CAD environment, and compared with that of a 40-nm industrial design kit. According to our SPICE-level simulation results, the model tracks, to within 2.7%, a much more complex reference model having an order of magnitude more parameters than the VS model. The VS model has also been used to characterize the timing of a standard cell library with excellent matching to that of the industrial design kit. Simulations of two large-scale digital circuits demonstrate that the VS model has been enabled to support SPICElevel timing and power analysis at an industrial degree of accuracy while having an order of magnitude fewer parameters than the BSIM4 industry standard. Further simulations have shown that the use of the VS model results in a runtime speedup of about 7.5×. In summary, this paper provides a solid validation for using the VS model in transistor-level digital circuit design and verification in a deeply scaled technology node. Its usage has been validated for both high-performance and low-power design methodologies.
