When we use the projection methods in order to obtain the approximation solution of nonlinear equations, we always have some difficulties such as solving nonlinear algebraic systems. The method of generalized quasilinearization when is applied to the nonlinear integro-differential equations of Volterra type, gives two sequences of linear integro-differential equations with solutions monotonically and quadratically convergent to the solution of nonlinear equation. In this paper we employ step-by-step collocation method to solve the linear equations numerically and then approximate the solution of the nonlinear equation. In this manner we do not encounter solving nonlinear algebraic systems. Error analysis of the method is performed and to show the accuracy of the method some numerical examples are proposed.
Introduction
It is well known that the method of quasilinearization [1] provides an excellent tool for obtaining approximated solutions of nonlinear differential equations. This technique works fruitfully for the problems that their nonlinear parts involve convex or concave functions and gives two sequences of linear problems that their solutions are upper and lower solutions to the nonlinear problem and are converging monotonically and quadratically to the unique solution of the given nonlinear problem. Recently, this method is applied to a variety of problems [2] [3] [4] [5] and in the continuation the convexity assumption was relaxed and the method was generalized and extended in various directions to make it applicable to a large class of problems [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
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The method of quasilinearization is also an effective tool to obtain lower or upper bounds for the solutions of nonlinear differential equations [1, 17] . To describe it, consider the initial-value problem (IVP) 
x t f t x t k t s x s ds x t x
When the numerical methods are applied to solve these nonlinear problems, they mostly are converted to a nonlinear algebraic system. Eq. (2) is studied in [17] using multistep rules with quadrature formulas and in [18] using collocation method and in both of them the integral terms are discretized to nonlinear algebraic systems. But these nonlinear systems need some conditions to have a unique solution and require an iteration method (In many cases the Newton's iteration) and a suitable starting point to be convergent to the solution. When we use the multistep methods, the process of solving these nonlinear algebraic systems is repeated in each step size to obtain the next step nodes and this process causes a lot of computational costs and additional works. In equation when f and k are convex in x , the method of quasilinearization [11] is applicable and offers the following two linear iterative schemes ( ) (4) are quadratically and monotonically convergent to the unique solution of Eq. (2) . In this paper we apply step-by-step collocation method in a piecewise continuous polynomials space to solve the linear equations (3) numerically. We combine this method and the iterative schemes (3) (where with respect to their linearity and quadratically convergent is rapid in convergence) to approximate the unique solution of Eq. (2). This paper has been organized as follows: A general framework of the idea of quasilinearization used to solve the nonlinear integro-differential equations and some conclusions are recalled in section 2. Section 3 shows employing step-by-step collocation method in approximating the solution of the linear integro-differential equations in a piecewise continuous polynomials space. Section 4 includes discretization to a linear algebraic system and discussion of the convergence of the method and in section 5, the suggested method is applied on some numerical examples.
Integro-differential inequalities and quasilinearization
Consider the nonlinear integro-differential equation (2) is reducible to Eq. (5) by substituting 
 are lower and upper solutions of the IVP (5) respectively;
If the Lemma 1 holds, it is shown that the IVP (5) has a unique solution ( )
Using the norm ( )
and defining two iterative schemes (3) and (4), the following theorem is applied for the unique solution of (5): β generated by iterative schemes (3) and (4) converge uniformly and quadratically to the unique solution of (5) on J ,
And satisfy the relation ( )
.
The following Lemma in [19] is required to establish the convergence of the presented method. 
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Piecewise Polynomials Collocation Method
Consider the partition { } 
where ( ) 
and ( ) (12), (13) and (14), it is written as follows:
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α α (9) is reduced to the linear algebraic system
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where 0 n N ≤ ≤ and 1, 2, p = . 
Numerical Experiments
For numerical experiments, the presented method is applied to solve three different examples of the integro-differential equation ( Table 2 and Figure 2 . 
