Measurement of image quality is of fundamental importance to numerous image and video processing applications. Objective image quality assessment (IQA) is a two-stage process comprising of the following: (a) extraction of important information and discarding the redundant one, (b) pooling the detected features using appropriate weights. These two stages are not easy to tackle due to the complex nature of the human visual system (HVS). In this paper, we first investigate image features based on two-dimensional (2D) mel-cepstrum for the purpose of IQA. It is shown that these features are effective since they can represent the structural information, which is crucial for IQA. Moreover, they are also beneficial in a reduced-reference scenario where only partial reference image information is used for quality assessment. We address the second issue by exploiting machine learning. In our opinion, the well established methodology of machine learning/pattern recognition has not been adequately used for IQA so far; we believe that it will be an effective tool for feature pooling since the required weights/ parameters can be determined in a more convincing way via training with the ground truth obtained according to subjective scores. This helps to overcome the limitations of the existing pooling methods, which tend to be over simplistic and lack theoretical justification. Therefore, we propose a new metric by formulating IQA as a pattern recognition problem. Extensive experiments conducted using six publicly available image databases (totally 3211 images with diverse distortions) and one video database (with 78 video sequences) demonstrate the effectiveness and efficiency of the proposed metric, in comparison with seven relevant existing metrics.
Introduction
Images and videos produced by different imaging and visual communication systems can be affected by a wide variety of distortions during the process of acquisition, compression, processing, transmission and reproduction. This generally leads to visual quality degradation due to the added noise or loss of image information. Therefore there is need to establish a criteria to measure the perceived image quality. Since the opinion of human observers is the ultimate benchmark of quality, subjective assessment is the most accurate and reliable way of assessing visual quality, if the number of subjects is sufficiently large. The International Telecommunication Union Recommendation (ITU-R) BT.500 [92] has formally defined subjective assessment as the most reliable way of IQA. However, subjective assessment is cumbersome, expensive, and unsuitable for in-service and real-time applications. Furthermore, since it is also affected by the mood and environment of the subjects, it may give less consistent results when the subject pool is not big enough. With the prospects to overcome these limitations, objective IQA has attracted significant attention over the past decade and has widespread applications. For instance, measuring image quality enables to adjust the parameters of image processing techniques in order to maximize image quality or to reach a given quality in applications like image coding [79] . Another practical use of IQA can be found in the area of information hiding [1] where secret messages are embedded into images so that an unauthorized user cannot detect the hidden messages. Because such an embedding process will degrade image quality, an IQA metric can help in guiding the optimization process between the desired quality and the strength of message to be embedded. It is also widely used to evaluate/compare the performance of processing systems and/or optimize the choice of parameters in the processing algorithm. For example, the wellknown IQA metric SSIM (structural similarity index measure) [11] has been recently used as the optimization criterion in H.264 video coding algorithm [90, 91] .
However, objective IQA is a challenging problem [12, 60, 61, 77, 85, 88] combined effect of multiple factors involved in it. The Peak signal to Noise Ratio (PSNR) is still the most widely used IQA metric but is often criticized [87] for its inability to match HVS's perception. As a result significant research effort has been put into devise alternatives to PSNR. The reader is referred to [12, 60, 85, 88] for recent review of developments in the field of visual quality assessment.
Broadly speaking, objective IQA can be handled [12, 60, 85 ] by two approaches: (i) the vision modeling approach and (ii) the signal processing based approach. The vision modeling approach, as the name implies, is based on modeling various components of the human visual system (HVS). The HVS-based metrics aim to simulate the processes of the HVS from the eye to the visual cortex. These metrics are intuitive and appealing since they attempt to account for the properties of the HVS relevant to perceptual quality assessment. The first image and video quality metrics were developed by Mannos and Sakrison [31] and Lukas and Budrikis [4] . Later the well-known HVS-based metrics are the Visual Differences Predictor (VDP) [6] , the Sarnoff JND (just noticeable difference) metric [7] , Moving Picture Quality Metric [8] and Winkler's perceptual distortion metric [10] . Although the HVS-based metrics are attractive in theory, they may suffer from some drawbacks [11] . The HVS comprises of many complex processes, which work in conjunction rather than independently, to produce visual perception. However, the HVS-based metrics generally utilize results from psychophysical experiments, which are typically designed to explore a single dimension of the HVS at a time. In addition, these experiments usually use simple patterns such as spots, bars, and sinusoidal gratings, which are much simpler than those occurring in real images. For instance, psychophysical experiments characterize the masking phenomenon of the HVS by superposing a few simple patterns. In essence, these metrics suffer from drawbacks, which mainly stem from the use of simplified models describing the HVS. Moreover these metrics generally depend on the modeling of the HVS characteristics, which are not fully understood yet. While our knowledge about the HVS has been improving over the years, we are still far from a complete understanding of the HVS and its intricate mechanisms. Moreover, due to the complex and highly non-linear nature of the HVS, these metrics can be complicated and timeconsuming to be used in practice. Their complexity may lead to high computational cost and memory requirement, even for images of moderate size. Owing to these limitations, the second type namely the signal processing based approach has gained popularity during recent years [60, 85] . In the following sections of this paper, we will first discuss the signal processing based approach in more detail and then propose a new IQA metric based on it.
Signal processing based approach for IQA
The signal processing based approach [60] is based on the extraction and analysis of features in images. Feature extraction exploits various signal processing techniques to obtain suitable image representation for image quality assessment. These can be either structural image elements such as contours, or specific distortions that are introduced by a particular processing step, compression technology or transmission link, such as blocking, blurring and ringing artifacts. Metrics developed with this approach can also take into account the relevant psychophysical aspects of the HVS. With the signal processing based approach, IQA can be considered as a two stage process: (a) feature extraction and (b) feature pooling. As we have already stated, both these issues are not straightforward owing to the complex and highly non-linear nature of the HVS as well as the relatively limited understanding of its intricate mechanisms.
Regarding the issue of feature extraction, several methods/ features have been proposed in literature including local variance and correlation [11] , the Singular Value Decomposition [14] [15] [16] , frequency domain transforms like DCT and wavelets [86] , wave atoms transform [19] , discrete orthogonal transforms [20] , contourlet transform [21] , Riesz transform [22] , etc. In contrast to this, the issue of feature pooling is a relatively less investigated topic. Currently, methods like simple summation based fusion, Minkowski combination, linear or weighted combination, etc. are still widely used. These pooling techniques, however, impose constraints on the relationship between the features and the quality score. For example, a simple summation or averaging of features implicitly constraints the relationship to be linear. Similarly, the use of Minkowski summation for spatial pooling of the features/errors implicitly assumes that errors at different locations are statistically independent. Hence, there has been some research into developing alternative pooling schemes. The method presented in [24] involves weighting quality scores as a monotonic function of quality. The weights are determined by local image content, assuming the image source to be a local Gaussian model and the visual channel to be an additive Gaussian model. However, these assumptions are arbitrary and lack justification. The visual attention (VA) model has also been explored [27] for feature pooling and is based on the premise that certain regions in images attract more eye attention than the others. The strategy of feature pooling using VA while intuitive may suffer from drawbacks due to the fact that it is not always easy to automatically find regions that attract attention. Furthermore, improvement in quality prediction using VA is not yet clearly established and still open to scrutiny [26, 27] . Overall, feature pooling is done largely using ad-hoc methods and therefore calls for further investigation and analysis. In our opinion, machine learning is an attractive alternative for feature pooling. Today the field of machine learning and pattern recognition finds applications not only in the traditional fields like speech recognition [29, 67] but also in new and emerging research areas (for example, isolated word recognition [23] using lip reading). Machine learning has also been used for many image processing applications such as image classification [56] ; image segmentation [3, 52] , which is often used in many video and computer vision applications such as object localization/tracking/recognition, signal compression, and image retrieval [47] ; image watermarking [54] ; handwriting recognition [9] ; age estimation from facial images [17] ; object detection [59] ; sketch recognition [69] ; texture classification [75] , etc. We refer the reader to [43, 80] for comprehensive reviews of the applications of machine learning in image processing.
In summary, while the existing features have demonstrated reasonable success for IQA, some of them lack clear physical meaning while others may not be able to tackle a wide range of image distortions. Therefore, there is need to explore new image features for more efficient IQA. In addition the existing feature pooling methods also suffer from drawbacks as already mentioned. To overcome the aforesaid problems, in this paper we propose a new IQA metric. Firstly, we explore the 2D melcepstrum based image features and provide a comprehensive analysis to justify their use for IQA. Secondly, given the strong theoretical foundations and proven success of machine learning in numerous applications, we employ it for feature pooling. Because the required weights/parameters for pooling the features will be determined by training with sufficient data, it can help to overcome the limitations of the existing pooling schemes. As opposed to the existing pooling methodologies, which usually make apriori assumptions about the mapping (relationship) between features and quality score, the related model parameters can be estimated in a more convincing manner with the use of machine learning. Stated differently, use of machine learning in an IQA metric can help to avoid assumptions on the relative significance and relationship of different distortion statistics (i.e. feature changes), since the weight adjustment would be done via proper training with substantial ground truth.
The remainder of this paper is organized as follows. Section 3 of this paper discusses the details of the proposed visual quality metric detailing the feature extraction and pooling procedure with proper analysis and justification. We describe the databases, the training and test methodology in Section 4. Substantial experimental results and the related analysis are presented in Section 5. We explore the possibilities for reduced-reference IQA in Section 6. Finally, Section 7 gives the concluding remarks.
The proposed visual quality metric
In this section, we describe the details of the proposed metric whose block diagram is shown in Fig. 1 . The first step is to extract the 2D mel-cepstral features from both the reference and distorted images. Then, the difference (or similarity) is computed between the two feature vectors. Finally, machine learning is used to fuse the elements of the feature vector into a single number that represents the objective quality score. Thus, we formulate IQA as a supervised pattern recognition problem.
Feature extraction using 2D mel-cepstral features
An error (or distortion) in a different context may not have the same perceptual impact on quality. For example, low pass filtering (i.e. blur) has lesser effect on the smooth areas in an image while it has a higher impact on edges. Due to this, it is important to distinguish/differentiate error in different image components. This is the reason why the PSNR (or related metrics like MSE) is less effective: it does not separate/differentiate the signal components and assigns equal weights to all the pixel errors irrespective of their perceptual impact. Therefore, the motivation behind feature extraction for IQA is to separate/differentiate the image signal into its components since their contribution to the perceived quality is different. This is a crucial step towards effective IQA because the separation of the components will then allow us to treat (i.e. weigh) them appropriately according to their perceptual significance. In this paper, we use the mel-cepstral analysis for images to extract meaningful components from the image signal.
Mel-cepstral analysis is one of the most successful and widely used feature extraction techniques in speech processing applications including speech and sound recognition [67] . Inspired by its success in various areas of audio/speech processing, we propose its exploitation to assess the quality of images objectively. The 2D mel-cepstrum has been proposed recently [68] . We now describe the feature extraction with 2D mel-cepstrum and outline its possible advantages in the context of IQA. The proposed scheme is the first attempt in the existing literature to explore the 2D mel-cepstrum for IQA.
The 2D cepstrumĉ(p, q) of a 2D image y(n 1 ,n 2 ) is defined aŝ
where (p,q) denotes 2D cepstral frequency [5] coordinates, Y(u,v) is the 2D Discrete Fourier transform (DFT) of the image y(n 1 ,n 2 ) (size N by N) and defined as
denotes the 2D Inverse Discrete Fourier transform (IDFT) given by
Energy of natural images drops at high frequencies (i.e. natural images have more low frequency as compared to high frequency). Due to this, the effect of high frequency components is suppressed as the bigger values of low frequency coefficients will tend to dominate. Furthermore, the number of coefficients is very large (equal to image size). Therefore the direct use of frequency coefficients will be less effective in determining image quality. To overcome this we use 2D mel-cepstrum in which non-uniform weighting is employed to group the frequency coefficients. Specifically, in 2D mel-cepstrum the DFT domain data are divided into non-uniform bins in a logarithmic manner and the energy of each bin is computed as where B(m,n) is the (m,n)th cell of the logarithmic grid corresponding to weight w(k,l). Cell or bin sizes are smaller at low frequencies compared to high-frequencies. A representative grid diagram is shown in Fig. 2 (a) where cell sizes can be taken to represent the weights w(k,l). As can be seen, cell sizes are smaller at lower frequencies compared to the higher frequencies, which are assigned higher weights. The equivalent diagrammatic representation of the non-uniform normalized weighting is shown in Fig. 2(b) where white means weight is 1 and black denotes weight is 0. The smallest value used in Fig. 2(b) is 0.005. This approach is similar to the mel-cepstrum computation in speech processing where the weights are assigned using a mel scale in accordance with the perception of the human ear. In our earlier work [34] , we have demonstrated the effectiveness of mel features for the quality assessment of noise suppressed speech. Although the weights used in case of speech signals (1D signal) are not the same as for the image (2D signal), nevertheless both are similar in concept. Like speech signals, most natural images contain more low frequency information. Therefore, as mentioned, there is more signal energy at low-frequencies compared to high frequencies. Logarithmic division of the DFT grid emphasizes high frequencies. Finally, the 2D mel frequency cepstral coefficientsĉ(p,q) are computed using DCT or inverse DFT (IDFT) aŝ cðp,qÞ ¼ F À1 2 ðlogð9Gðm,nÞ9 2 
ÞÞ ð3Þ
Note that in Eq. (3) we use the absolute value of the bin energy G(m,n) (magnitude) and discard phase for reasons given later in Section 6B.
We now analyze why the 2D mel-cepstral features form a good image representation for quality assessment. Psychovisual studies have shown that edges, texture and smooth components in images have different influence on the HVS's perception. The HVS is more sensitive to image areas containing edges [81, 82] . Further, image content recognition is widely believed to rely on the perception of image details, such as sharp edges, which are conveyed by high spatial frequencies [83, 84] . Therefore edges and other higher frequency components are perceptually significant ), (e) 2D-mel-cepstrum of (b) and (f) 2D mel-cepstrum of (c). White indicates a value of 1 (the highest strength) whereas black corresponds to 0 (zero strength). [13, 50, 51, 71] . Due to this such features have also been used for IQA. For instance, the well known metric SSIM has been improved [28] by incorporating edge information. Some other IQA metrics based on edge information can be found in [30, 32, 48, 64, 73] . Recently image contours/edges have also been explored for image utility assessment [2] , which is related to IQA. It follows that edges/contours are more important for HVS's perception i.e. any change in the high frequency components is expected to have a larger impact on perceived image quality. Therefore, accounting for the difference in perception of edges, texture and smooth components by the HVS is beneficial for IQA. The 2D melcepstrum precisely achieves this using unequal weights for different frequency components as shown in Fig. 2 . As a result, high frequency components (which correspond to strong edges) can be further emphasized. Apart from this, the lower frequency components (like weak edges and texture), which have relatively less influence on the HVS are assigned smaller weights. The said non-uniformity therefore results in better representative image features. It also accounts for the masking property of the HVS: in the presence of a strong edge, the weaker edge is masked i.e. its influence is reduced. In other words, the stronger edges tend to dominate, i.e. they have higher weight or impact. This is also the reason why the 2D mel-cepstrum representation is suitable for face recognition [33, 35] (since it highlights edges and other facial features in the face image).
To give an illustration, we show the original 'Lena' image, its blurred version and JPEG compressed version in Fig. 3 (a), (b) and (c), respectively. The corresponding 2D mel-cepstrum of the images is shown below the respective images. We observe that blurring mainly damages the high frequency components. This can be visualized through its 2D mel-cepstrum where the strength of high frequency components is reduced. We can also see that the strength of lower frequency components is increased since blur makes the image more uniform. In the extreme case, if all pixels have the same value then we will see only one white spot exactly in the center of the 2D mel-cepstrum (i.e. the DC component). The case of JPEG compression is different in that it causes blockiness and can introduce false structure or edges in the image. This can again be captured from the 2D mel-cepstrum features because the strength/magnitude of frequency components changes due to distortions. Therefore, a comparison between the 2D mel-cepstrum features of the reference and distorted image is expected to give a good indication of change in image spatial content (or structural change).
To summarize, the following are the major advantages of the 2D mel-cepstrum, which can be exploited for IQA:
The non-uniform weighting is consistent with the edge masking property of the HVS. Because it is possible to emphasize the high frequency components apart from retaining the lower frequency ones, a more informative and comprehensive representation can be obtained. Specifically, it provides more details about features like edges and contours, which are important for the HVS's perception of image quality. Therefore, it is more effective compared to other transforms since more discriminatory and meaningful image signal components can be extracted.
Since several DFT values are grouped together in each bin, the resultant 2-D mel-cepstrum sequence computed using the IDFT has smaller dimensions than the original image. It can therefore be viewed as a perceptually motivated dimension reduction tool, which can preserve image structure. That is, it can be considered as a good tradeoff between retaining important image information and achieving dimensionality reduction. In other words, perceptually important frequencies are enhanced and the feature size is also reduced. For an N by N image, using the 2D mel-cepstrum we can obtain the dimension reduced data M by M with MoN.
We obtain decorrelated features, so the redundant information is discarded. This results in a compact numerical representation of the image signal to characterize its quality. Thus, the advantage of 2D mel features is that they produce representations that are statistically independent and comprise an orthogonal space.
Another advantage of 2D mel-cepstral feature is that small change in the features corresponds to small change in perceptual quality and vice-versa. This implies that they can also capture small changes or differences of pixel intensity (magnitude) more efficiently. This property is especially crucial for quality prediction of images with near threshold (i.e. just noticeable) distortions as will be demonstrated later in Section 5 of the paper.
The reader will notice from Eq. (3) that 2D mel-cepstrum involves the logarithms of the squared bin energies denoted by 9G(m,n)9
2 . This reduces the dynamic range of the values and is consistent with the so-called ''suprathreshold effect'' of the HVS. Suprathreshold effect [55, 57, 72, 76] means that the ability to perceive variations in the distortion level decreases as the degree of distortion increases. The logarithm operation essentially accomplishes this desirable property as elaborated later in Eq. (5) and shown graphically in Fig. 4 .
The 2D mel-cepstrum is also associated with clearer physical meaning because it essentially works in the Fourier (frequency) domain, which is a well established method for image analysis. However, in the Fourier or DCT domain one usually discards the higher frequency components (for example JPEG compression) in order to achieve dimension reduction. By contrast in 2D melcepstrum, the high frequency DFT and DCT coefficients are not discarded in an ad-hoc manner. Instead the high frequency component cells of the 2D DFT grid are multiplied with higher weights as compared to the low frequency component bins in the grid resulting in more suitable image representation for IQA.
The non-uniform weighting shown in Fig. 2 is perceptually meaningful and can be further exploited to design a reducedreference metric as discussed later in Section 6.
Let x r and x d denote the 2D mel-cepstral features of the reference and distorted images, respectively. The vectors x r and x d can be thought to represent the timbral texture space [66] of the two image signals and we use them to quantify perceived similarity between them. This is similar at the concept level to tasks like computing music similarity [63] , genre classification [65] , etc. in the field of audio/speech processing. Because our aim is to compute quality of the distorted image with respect to the reference image, we use the absolute difference between the two feature vectors for computing quality of the distorted image and define
We can see that the elements of x represent the absolute difference between the 2D mel-cepstrum coefficients of the reference and distorted images. This lends x a better physical meaning since its elements can be thought as the change in frequency components of the reference image due to distortion, i.e. it accounts for the loss of image spatial information. Therefore, (4) defines the feature vector of the distorted image, which will be used to compute its quality.
As aforesaid, suprathreshold effect implies that the same amount of distortion becomes perceptually less significant as the overall distortion level increases. Researchers have previously modeled suprathreshold effect using visual impairment scales [18] that map error strength measures through concave nonlinearities, qualitatively similar to the logarithm mapping, so that they emphasize the error at higher quality. The definition of feature vector in (4) accounts for this effect and can be explained as follows. Eq. (4) can be written as
where G r (m,n) and G d (m,n) denote the bin energies from reference and distorted images, respectively. We can observe from (5) that the ratio of the squares of absolute bin energies can be regarded as the distortion measure on which suprathreshold function (logarithm) has been applied. For a simple intuitive explanation, consider the two quantities logf60=40g ¼ 0:4055 and logð1020=1000Þ ¼ 0:0198. As we can see, the difference between the numerator and denominator in the two cases is the same (it is 20). However, the perceived change is smaller in the second case. That is lesser sensitivity to changes at larger amplitudes, which is the suprathreshold effect or the saturation effect as visually exemplified in Fig. 4 . As mentioned before, high frequencies are assigned more weight. Therefore x is expected to be an effective feature vector characterizing the loss of image structure. To illustrate this point further, we show 7 images in Fig. 5 . In this, image (a) is the original image taken from the LIVE image database (details of the database are given later). Images (b)-(d) have been obtained by blurring the original image with increasing blur levels. On the other hand, images (e)-(g) have been generated by JPEG compression of the original image with increasing compression levels. As can be seen, the increasing blurring reduces the high frequency content of the original image and destroys its spatial information. Similarly in JPEG compression the high-frequency components are largely removed owing to non-uniform quantization and these result in blockiness as shown in the second row of Fig. 5 . We also computed the feature vector for each distorted image with respect to the original image as done in (4) . Next, we obtained the sum of the elements of the respective feature vectors for each image and the same has been indicated below each respective image. We find that the sum is large for the heavily blurred image (Fig. 5(d)) i.e. large loss of spatial information, while it is small for the less blurred image. A similar trend can be seen for the JPEG distorted images. That is, we get an indication of the loss of spatial information due to artifacts like blur and JPEG, which can damage image structure. Of course a simple summation of the elements of feature vector alone will be insufficient for determining overall quality especially in case of complex and diverse distortion types. Nevertheless, this analysis indicates that the feature vector x defined in (4) can be expected to be effective for assessing the extent of structure damage or the change in image spatial information due to the external perturbation (distortion). Based on the foregoing analysis, we conclude that x accounts for perceptual properties such as sensitivity to loss of structure, edge masking and the suprathreshold effect. Furthermore, x can be used to assess quality independent of the distortion or image content and the reason is as follows. Different types of distortions affect visual quality in a largely similar fashion: by introducing structural changes (or change in spatial contents) that lead to different extents of perceived quality degradation. That is, even though x does not take into account the effects of different distortions explicitly, the perceptual annoyance introduced by them is expected to be captured reasonably well. Due to the existence of the underlying common patterns associated with quality degradation, machine learning can be exploited to develop a general model by learning through examples as will be demonstrated by extensive experimental results in Section 5. Hence x can be used to compute quality in general situations. Of course, we must still combine/pool the elements of x with proper weights for which we use machine learning as explained in the next section.
Combining features into a perceptual quality score
Appropriate feature pooling is an essential step for perceptual IQA but there is lack of physiological and psychological knowledge for the convincing modeling (the psychophysical studies that have been conducted in the related field are for a single or at most two visual stimuli (e.g. in frequency, orientation, etc.)), while real-world images are with many stimuli simultaneously. Therefore, we use machine learning to tackle the complex issue of feature pooling.
Our aim is to represent the quality score Q as a function of the proposed feature vector x Q ¼ f ðxÞ ð 6Þ
To estimate f we use a machine learning approach, which is expected to give a more reasonable estimate compared to the existing pooling approaches, especially when the number of features to be pooled is large. In this work, we use the Support Vector Regression (SVR) to map the high dimensional feature vector into a perceptual quality score, by estimating the underlying complex relationship among the changes in cepstral features and the perceptual quality score. Although other choices of machine learning techniques are possible, in this paper, we have used SVR because it is a popular and well established technique.
The goal of SVR is to find f, based on training samples. Suppose that x i is the feature vector of the ith image in the training image set (i¼1, 2,yl; l is the number of training images). In the A À SV regression [36, 78] the goal is to find a function f(x i ) that has the deviation of at most A from the targets s i (being the corresponding subjective quality score) for all the training data, and at the same time is as flat as possible [36] . The function to be learned is f(x) ¼W T j(x)þb, where j(x) is a non-linear function of x, W is the weight vector and b is the bias term. We find the unknowns W and b from the training data such that the error
for the ith training sample {x i ,s i }. In SVR, a kernel function f(x) is employed to map the data into a higher dimensional space. We solve the following optimization problem It has been shown in [36] that
where Z n i and Z i (0 rZ n i , Z i rC) are the Lagrange multipliers used in the Lagrange function optimization, C is the tradeoff error parameter and nsv is the number of support vectors. For data points for which inequality (7) is satisfied, i.e. the points, which lie within the A tube, the corresponding Z n i and Z i will be zero so that the Karush Kuhn Tucker (KKT) conditions are satisfied [36] . The samples that come with nonvanishing coefficients (i.e. nonzero Z n i and Z i ) are support vectors, and the weight vector W is defined only by the support vectors (not all training data). The function to be learned then becomes
where
, being the kernel function. In SVR, the actual learning is based only on the critical points (i.e. the support vectors). In the training phase, the SVR system is presented with the training set {x i , s i }, and the unknowns W and b are estimated to obtain the desired function (10) . During the test phase, the trained system is presented with the test feature vector x j of the jth test image and predicts the estimated objective score s j (j ¼1 to n te ; n te is the number of test images). In this paper, we have used the Radial Basis Function (RBF) as the kernel, which is of the form
2 ) where r is a positive parameter controlling the radius.
Databases and metric verification
Visual quality metrics must be tested on a wide variety of visual contents and distortion types to make meaningful conclusions about their performance. Evaluating a metric with one single subjective database might not be sufficient and general [38] . We have therefore conducted extensive experiments on totally 7 open databases. As will be shown in Section 5 of this paper, a metric performing well on one database may not necessarily do well on all the other databases. In this section, we describe the databases used for the experiments, and provide the details of the training and test procedure adopted to verify the proposed approach.
Database description
The LIVE image database [39] The IRCCyN/IVC database [40] consists of 10 original color images with a resolution of 512 Â 512 pixels from which 185 distorted images have been generated, using 4 different processes: (1) JPEG compression, (2) JPEG2000 compression, (3) LAR (locally adaptive resolution) coding and (4) blurring. Subjective quality scores are available in the form of Mean Opinion Scores (MOS).
In the A57 database [41] , 3 original images of size 512 Â 512 are distorted with 6 types of distortions and 3 contrasts. These result in 54 distorted images (3 images Â 6 distortion types Â 3 contrasts). The distortion types used are: (1) quantization of the LH subbands of a 5-level DWT of the image using the 9/7 filters, (2) additive Gaussian white noise, (3) baseline JPEG compression, (4) JPEG-2000 compression, (5) JPEG-2000 compression with the Dynamic Contrast-Based Quantization algorithm of which applies greater quantization to the fine spatial scales relative to the coarse scales in an attempt to preserve global precedence and (6) blurring. The subjective scores have been made available in the form of DMOS.
The Tampere Image Database (TID) database [42] involves 25 original reference color images (resolution 512 Â 384), which have been processed by 17 different types of distortions: additive Gaussian noise, additive noise in color components, spatially correlated noise, masked noise, high frequency noise, impulse noise, quantization noise, Gaussian blur, image denoising, JPEG compression, JPEG2000 compression, JPEG transmission errors, JPEG2000 transmission errors, non-eccentricity pattern noise, local block-wise distortions of different intensity, mean shift (intensity shift) and contrast change. There are 4 distortion levels and thus it consists of 1700 (25 Â 17 Â 4) distorted images; there are 100 images for each distortion type. Subjective quality scores are reported in the form of MOS.
The Wireless Imaging Quality (WIQ) database [53] consists of 7 undistorted reference images, 80 distorted test images, and quality scores rated by human observers that have been obtained from two subjective tests. In each test, 40 distorted images along with the 7 reference images were presented to 30 participants. The quality scoring was conducted using a Double Stimulus Continuous Quality Scale (DSCQS). The difference scores between reference and distorted image were then averaged over all 30 participants to obtain a DMOS for each image. The test images included in the WIQ database consist of wireless imaging artifacts, which are not considered in any of the other publicly available image quality databases.
A publicly available video database [44] was also used in this study and we refer to this database as the EPFL video database. Six original video sequences at CIF spatial resolution (352 Â 288 pixels) were encoded with H.264/AVC. For each encoded video sequence, 12 corrupted bit streams were generated by dropping packets according to a given error pattern. To simulate burst errors, the patterns have been generated at six different packet loss rates (0.1%, 0.4%, 1%, 3%, 5% and 10%) and two channel realizations have been selected for each packet loss rate. The packet loss free sequences were also included in the test material, thus finally 78 video sequences were rated by 40 subjects. Subjective scores have been made available as MOS.
Finally, we used another publicly available image database [49] . It is different from all the databases discussed above, with respect to the distortion type since the distortion is due to watermarking. It consists of 210 images watermarked in three distinct frequency ranges. The watermarking technique basically modulates a noise-like watermark onto a frequency carrier, and additively embeds the watermark in different regions of the Fourier spectrum. The subjective scores are reported as MOS.
Test procedure and evaluation criteria
We evaluate the performance of the proposed scheme in two different ways. Firstly, we have employed the k-fold cross validation (CV) strategy [45] for each database separately: the data was split into k chunks, one chunk was used for test, and the remaining (k À1) chunks were used for training. The experiment was repeated with each of the k chunks used for testing. The average accuracy of the tests over the k chunks was taken as the performance measure. The splitting of the data into k chunks was done carefully so that the image contents presenting in one chunk did not appear in any of the remaining chunks (and this chunk is used as the test set). One image content is defined as all the distorted versions of a same original image. As an example, consider the TID database, which consists of 25 original images. In this case, the first chunk included all the distorted versions of the first five original images. The second chunk consisted of distorted versions of the next five original images and so on. Thus, in this case there were a total of five chunks each of which comprised different image contents. With the similar splitting procedure we obtained 10 chunks for IVC database, seven chunks for WIQ database and three chunks for A57 database. In this way, it was ensured that images appearing in the test set are not present in the training set. As the second way of performance assessment, we have used the cross database evaluation: the proposed system was trained from the images in one database and images from the remaining databases formed the test set.
A 4-parameter logistic mapping between the objective outputs and the subjective quality ratings was also employed, following the Video Quality Experts Group (VQEG) Phase-I/II test and validation method [46] , to remove any nonlinearity due to the subjective rating process and to facilitate the comparison of the metrics in a common analysis space. The experimental results are reported in terms of the three criteria commonly used for performance comparison namely: Pearson linear correlation coefficient C P (for prediction accuracy), Spearman rank order correlation coefficient C S (for monotonicity) and Root Mean Squared Error (RMSE), between the subjective score and the objective prediction. For a perfect match between the objective and subjective scores, C P ¼C S ¼1 and RMSE¼0. A better quality metric has higher C P and C S and lower RMSE.
We have also compared the performance of the proposed Q (with k-fold CV) with the following existing visual quality estimators: PSNR, SSIM [11] , MSVD [15] , VSNR [55] , VIF [57] and PSNR-HVS-M [74] . For VSNR, VIF, IFC and SSIM implementation, we have used the publicly accessible Matlab package that implements a variety of visual quality assessment algorithms [58] ; they are the original codes provided by the image quality assessment algorithm designers. For PSNR-HVS-M, we used the code provided by its authors and is publicly available at [70] . The publicly available LibSVM software package [78] was used to implement the SVR algorithm. In addition, the results for another recent metric presented in [20] are also reported; however, since the code is not publicly available, we derive the results directly from their paper [20] for only the databases, which had been used in [20] ; also, since two metrics were proposed using geometric moments [37] with one using Tchebichef moments and the other using Krawtchouk moments, we only compare with the best results among the two. Since we have used all publicly accessible softwares and databases in this paper as far as possible, the results reported in this paper can be reproduced for any future research.
Most of the existing visual quality metrics work only with the luminance component of the image/video. Therefore, all experimental results reported in this paper are for the luminance component only (because the luminance component plays a more significant role in human visual perception than color components).
Experimental results and analysis

Performance evaluation
The results for the k-fold CV tests (denoted by Q) for the individual image databases are given in Table 1 . Furthermore, for an overall comparative performance, the averaged results over the 5 image databases are given in Table 2 . We computed the average values for two cases. In the first case, the correlation scores were directly averaged, while in the second case, a weighted average was computed with the weights depending on the number of distorted images in each database (refer to Section 4.1 for such numbers). We can see that the proposed Q performs better than the other IQA schemes. Recall that for Q we made sure that the images used for training did not appear in the test set. It was also found that in general, the proposed scheme performed well for individual distortion types. We can also observe from Table 2 that the proposed metric gives the better overall performance in both averaging cases for the three evaluation criteria.
Another observation from Table 1 is that some existing metrics are less consistent since they do not perform well for all the databases. For instance VSNR does well on A57 but its performance is relatively low for other databases. VIF performs well on 3 databases but performs rather poorly on A57. By contrast, the proposed scheme is more consistent in its performance. To gain more insights into such behavior of quality metrics, we perform additional analysis using the TID database. In our opinion, the variation in performance of quality metrics over the different databases is partly due to the distortion levels. For instance, A57 database mainly contains images with near-threshold distortions i.e. image quality degradation is just noticeable. On the other hand, databases like LIVE and IVC consist of images with suprathreshold distortions i.e. image quality degradation could be severe and more noticeable to the human eye. We conducted further tests to verify this. We observed the performance of different metrics for the 4 distortion levels of the TID database. The first level (Level 1) denotes just noticeable or near threshold distortion while the fourth level (Level 4) indicates higher distortions. With a total of 1700 distorted images and 4 distortion levels, there are 425 images for each distortion level. Table 3 presents the C P values for the prediction performance of different metrics on the 4 distortion levels. The C S and RMSE values are not presented here since they lead to similar conclusion as C P values. We can see that MSVD, VIF, VSNR and PSNR-HVS-M perform relatively better for the fourth distortion level (i.e. higher amount of distortion) while they are relatively poor for lower distortion levels. Also we find that there is large variation in prediction accuracies for MSVD, VIF and PSNR-HVS-M as we go from Levels 1 to 4. On the other hand, SSIM, VSNR and Q are more consistent for the 4 levels with Q being better than the two. Therefore, Q, in general, not only performs better for each distortion level but is also more stable and consistent for the 4 levels. We believe this to be a reason for the better performance of the proposed metric for all the databases. That is, it achieves a better tradeoff for the performance on near-threshold and supra-threshold distortions. This confirms the point we made earlier in Section 3: 2D melcepstrum features can tackle near threshold distortions more efficiently. Overall, the proposed metric performs consistently better across databases and this is an important advantage over the existing metrics.
Cross database validation
Since the proposed scheme involves training, we further present the results for the cross-database evaluation in Table 1 where Q TID , Q LIVE , Q IVC and Q watermark denote that training is done with TID, LIVE, IVC and watermarked image databases, respectively, while the remaining databases form the test sets. Since the training and test sets come from different databases, the cross database evaluation helps to evaluate the robustness of the proposed scheme to untrained data. We can again see that the proposed scheme performs quite well with all the 3 test criteria (C P , C S and RMSE). It is also worth pointing out that Q IVC achieves good results for the TID database since in this case the training set size (185 images) is relatively smaller than the test set (1700 images). Similar comments can also be made for Q watermark where training set consists of 210 images.
As mentioned before, we also used the image database with watermarked images. This type of distortion is different from other commonly occurring distortions (like JPEG, Blur, white noise distortion, etc.) due to the specific processing that images undergo. We used this database only as a training set to further confirm the robustness of the proposed scheme to new and untrained distortions. Similar to the previous notations, Q watermark denotes the training with watermarked image database. As can be seen, Q watermark performs quite well. This further confirms our claim that quality degradation due to different distortion types can be assessed by exploiting the underlying common patterns characterized by the structure loss. We have also presented the results for Q watermark for the 2 averaging cases mentioned before (see Table 2 ) and we find that it performs very well especially given the relatively small training set size and training content being only watermark distortion.
As the last test in cross database evaluation, we test the performance of the proposed scheme for a video database. The trained system is used to predict the quality score of each individual frame and the overall quality score of the video is determined as the average of the scores all the frames in the video. The same procedure was also adopted for evaluating the other metrics. We present the results in Table 4 . We can see that Q TID , Q IVC , Q LIVE and Q watermark all perform better than the existing metrics under comparison. Note that the videos in this database have been distorted due to H.264/AVC, which is obviously not present in the image databases. Since the training is done with image databases, the good performance of the proposed metric is again indicative of its generalization ability to new visual/ distortion content. The better performance of the proposed metric for this video database is also important since H.264/AVC is a recent video coding standard, which is fast gaining industry appreciation. Although video quality assessment may also involve temporal factors for quality estimation, the aforesaid procedure of using the average of frame level quality as the overall video quality score is still a popular and widely used method. Accounting for the temporal factors for video quality assessment is out of the scope of this paper and is a potential future work. Moreover, in this paper, we used the video database primarily to evaluate the proposed metrics performance for untrained contents.
Metric efficiency evaluation
An important criterion to judge the performance of an IQA metric is its efficiency in terms of computational time required. The practical utility of a metric will reduce significantly if it is slow and computationally expensive in spite of its high prediction accuracy. In this section, we compare the efficiency (i.e. computational complexity) of different metrics. We measured the average execution time required per image in the A57 database (image resolution is 512 Â 512) on a PC with 2.40 GHz Intel Core2 CPU and 2 GB of RAM. Table 5 shows the average time required per image (s), with all the codes implemented in Matlab. We can see that the proposed metric takes less time than all the metrics except PSNR and SSIM. This is because the feature extraction stage in the proposed metric takes the advantage of the Fast Fourier Transform (FFT) algorithm during the DFT computation. Note that DFT normally requires O(N 2 ) operations to process N samples but for FFT this number is only O (N log(N) ). Hence the proposed metric is reasonably efficient in terms of execution time required (in addition to better prediction accuracies) and as a result more suitable for real time IQA.
6. Analysis for reduced-reference scenario and further discussion
Reduced-reference IQA
Objective IQA metrics can be classified into 3 categories based on the amount of information used for predicting quality: (1) fullreference (FR) metrics, which uses complete reference image Obviously an RR IQA allows lower requirement of memory, bandwidth and computations. In a practical context of RR IQA, within an image transmission service, the reference image information (RRI) is sent along with the image to be transmitted. The compression of the RRI can be achieved by lossless coding. At the receiver end, one uses the RRI and compares it with the features of the decoded/received image. From this comparison one determines the objective quality score of the image received.
In the proposed metric, the length of the feature vector is M In our case we used M¼49 as in [33] . Therefore, we only need 49 2 ¼2401 coefficients of the reference image to perform quality assessment. Thus, for N ¼512 (i.e. 512 Â 512), we need only 0.92% of the actual reference image size. For an image with size 512 Â 384 (as in TID database), we need to have only 1.2% for the amount of data in comparison with the actual reference image size. Therefore, even in its original form, the proposed metric can be considered an RR metric. We now explore further possibility of using the proposed metric in reduced-reference scenario. A block diagram is shown in Fig. 6 where a new block ''dimension reduction'' has been used reduce the number of features as required in RR IQA. We now outline the ''dimension reduction'' procedure. From Eq. (2) we find that each bin energy G(m,n) (a complex number in general) is a weighted sum of the frequency components where the non-uniform weights can be visualized through the grid or the weight diagram representation shown in Fig. 2 . Therefore, the energy in each bin has a pre-defined contribution from each frequency component. Now it is a fact that higher frequency components are more important for quality assessment, and to use this to our advantage, we retain only those bin energies corresponding to the higher frequency components and discard the lower frequency components. Effectively this will mean ignoring the effect of the lower frequency components for the benefit of achieving further dimension reduction. We use the 2D mel-cepstrum featuresĉ(p,q) defined in Eq. (3) on which we apply the said dimension reduction procedure to obtainĉ R (p,q) where we used the subscript R to distinguish it fromĉ(p,q). We then define the new feature vector as are the features from the reference and distorted images, respectively, with reduced dimension RoM. We note that similar to x defined in Eq. (4), x (new) also accounts for the perceptual properties like sensitivity to loss of structure, edge masking and the suprathreshold effect. However, unlike x it lacks information regarding the changes corresponding to lower frequency components. To illustrate the usefulness of the said dimension reduction procedure, we present the experimental results with R¼500 as an example i.e. we retain only 500 coefficients out of 2401, which corresponds to using only 20.82% of the total number of coefficients. This in turn means that we need to transmit only R (¼500 in this example) coefficients from the reference image to compute the quality of the transmitted image. For notations regarding the RR metric, we use the superscript R with all the previously defined symbols. For instance, Q ðRÞ watermark denotes the system trained only with the watermarked image database with R coefficients. So the superscript in Q ðRÞ watermark distinguishes it from the symbol Q watermark , which corresponds to the FR case. We follow a similar notation for Q, Q TID , Q LIVE , Q watermark and Q IVC . We present the experimental results for the RR case in Table 7 . We find that though the prediction accuracies decrease they are acceptable and compare favorably to the case when no dimension reduction is employed. We can also observe that the prediction performance is quite competitive with the existing full-reference metrics, which use the complete reference image for TID and LIVE databases with different R values in Table 6 . We have included the results only for these two databases since they are the biggest in terms of the number of images and distortion types. One can observe that the performance is quite robust and there is graceful degradation in metric performance as R decreases. We also present the amount of information (%) saved with decreasing R relative to R¼2401. Given that 2401 is itself a small number compared to the typical image size, the savings made are significant. Similar observations were also made for the other databases but not presented here for the sake of brevity. For the same reason, we have omitted the results for Q Table 6 . The presented analysis indicates the potential of achieving effective reduced-reference quality assessment with the proposed metric. Since we can select the amount of RRI to be sent based on the available resources (like bandwidth), the proposed metric is scalable. Scalability is referred to the ability of a quality metric to perform in accordance with the available resources (like bandwidth, computational power, memory capacity, etc.) of a practical system with a graceful and reasonable degradation in metric performance due to the resource constraints. Such scalability offers more flexibility to the proposed scheme in comparison to FR metrics, which require the entire reference image for quality computation. There are two reasons, which contribute to the resulting scalability. Firstly, the discarded coefficients in essence correspond to lower frequencies, which basically represent weak edges and texture. Due to the masking properties of the HVS weak edges are masked or their effect is reduced. So removing such coefficients has lesser impact on the prediction performance. The second reason is the use of SVR. Since the weights for the pooling stage are determined via sufficient training with subjective scores, it further reduces the impact of these coefficients on the overall quality. This in turn minimizes the loss of prediction accuracy and results in more robust quality prediction. Scalability is an important and desirable feature of the proposed RR IQA metric because it can achieve good tradeoff between the prediction accuracy and the amount of RRI.
We also compared Q Low efficiency with regards to its execution speed as well as the higher computational costs. On an average it takes about 5.92 s per image. The reason for this is that it uses multi-scale image decomposition using the steerable pyramid decomposition. In contrast, the proposed RR metric takes only 0.32 s per image.
It lacks scalability while the proposed RR metric being scalable offers more flexibility as already discussed.
Further discussion
We have three points, which deserve further discussion and are explained in what follows. First, the reader will recall that we used only the magnitude of the bin energy G(m,n) in Eq. (3). Note that G(m,n) will be a complex number in general, which we denote as Ae ja with magnitude A and phase a. The 2D melcepstrum computation involves the logarithm of G(m,n), so we have log(G(m,n)) ¼log(Ae ja )¼log(A)þja. Now both A and a should be continuous functions for them to have a valid Fourier transform. However, since aA[Àp,p] we must first unwrap the phase so that it becomes continuous. The major problem is that unwrapping the phase in 2-D is very difficult [89] due to two reasons. First, a typical image may contain thousands of individual phase wraps. Some of these wraps are genuine, while others may be false and are caused by the presence of noise and sometimes by the phase extraction algorithm itself. The process of differentiating between genuine and false phase wraps is extremely difficult and this adds complexity to the phase unwrapping problem. A second reason that complicates the phase unwrapping problem is its accumulative nature. The image is processed sequentially on a pixel-by-pixel basis. If a single genuine phase wrap between two neighboring pixels is missed due to noise, or a false wrap appears in the phase map, an error occurs in unwrapping both pixels. This kind of error then propagates throughout the rest of the image. In addition, phase unwrapping will be computationally expensive step and potentially a major bottle neck in the use of the proposed metric for real-time applications. Therefore, we used only the magnitude and discarded the phase.
The second point is regarding the use of multiple databases in this paper. It ensures that the proposed system is tested for its robustness to a wide variety of image and distortion contents on which the proposed system is not trained. Besides, it also helps in more comprehensive metric testing since as discussed in Section 5, a metric performing well for one database may not do well on another. In addition, it facilitates the cross database evaluation, which provides a strong and convincing demonstration of the proposed system's ability to predict the quality well for untrained data. It may be mentioned here that for the cross database evaluation, we did not do any parameter optimization towards the test database. For instance consider Q watermark . In this case, once we learn the model using all the images and associated subjective scores of the watermarked image database, we use the same model for testing LIVE, A57, TID, WIQ, IVC and EPFL (video database) databases. That is, we used the same kernel function namely RBF and the other parameters (i.e. radius of Gaussian function r, the tradeoff error C and regression tube width) were all kept constant when testing other image databases. Similar comments can be made for Q TID , Q LIVE , Q IVC and Q ðRÞ watermark
. The performance improves further if we train a model specifically for each test database separately. It is also worth pointing out that the proposed metric is pretty robust to the different SVR parameters in that small changes in them does not cause large change in the prediction performance.
Finally, as demonstrated the proposed scheme is more consistent and stable in its performance across multiple databases than the existing metrics. This highlights that the selected features based on the 2D mel-cepstrum are effective. In addition, they convey a clearer physical meaning. The exploitation of 2D mel-cepstral features for IQA is novel and interesting since originally mel-cepstrum analysis was formulated for speech/ audio signals. Since audio and visual signals have certain similarity as natural signals therefore it is not surprising that a similar approach can be used for analyzing them. The theory of natural signal statistics [62] also confirms that natural signals (including images and sounds) share statistical properties (for instance natural signals are highly structured). These features are also of interest for pattern recognition applications since they allow representing the spectra by points in a multidimensional vector space. The feature pooling via SVR is more convincing and reasonable since a quantitative data-driven modeling procedure is employed for the complex mapping of the feature vector to the desired output. In summary, the novelty of the proposed scheme in comparison to the existing IQA metrics is due to the following reasons:
We used the 2D mel-cepstrum features, which to our knowledge have not been exploited in the literature for IQA. From the point of view of pattern recognition, they are also effective for dimension reduction. Essentially, we used them to quantify the perceptual similarity between the spectral envelopes of reference and distorted images. We have given proper analysis and reasoning behind using them for IQA and also outlined how they can account for the HVS properties like sensitivity to structure and suprathreshold effect in connection with IQA. The presented analysis provides new insights and can be useful for related applications like image utility assessment [2] , image similarity assessment, etc.
We employed machine learning technique for more systematic feature pooling. The proposed methodology demonstrates the effectiveness of machine learning in avoiding unrealistic assumptions currently imposed in the existing feature pooling methods. It is therefore an attractive alternative to bridge the gap between the psychophysical ground truth and the realistic engineering solution.
Since we could discard some coefficients based on their perceptual significance, we arrived at an RR IQA metric. The reduced number of coefficients was selected in a way that reduces the information required while still maintaining good performance. This further confirms the analysis presented in this paper and provides evidence in favor of the validity of the theoretical points made. The reduced-reference prospects and the associated scalability make the proposed metric more attractive and useful.
The proposed metric is more efficient than many existing metrics in terms of execution time needed and thus suitable for real-time deployment.
Conclusions
In this paper, we have explored the 2D mel-cepstrum features and SVR image quality assessment, and formulated the task of image quality prediction as a pattern recognition problem, to enable the use of more sophisticated pooling techniques like the SVR to achieve robust, accurate, consistent and scalable quality prediction. This helps to overcome the limitations of the existing pooling methods in image quality assessment (IQA). We provided in-depth analysis and justification of the 2D mel-cepstrum features to be employed for IQA. A thorough and extensive experimental validation using seven independent and publicly available image/video databases with diverse distortion types provides strong ground for the usefulness of the proposed metric. The experimental results confirm the effectiveness of the proposed feature selection and pooling method towards more effective and consistent IQA. We have also compared the performance of the proposed metric with seven relevant existing metrics and shown that the proposed metric performs consistently better across all the databases. In addition, we also explored the possibility for reduced-reference situations and demonstrated good performance as well.
