Abstract-When a user cannot remember the title of a song, or its related details, the most direct and convenient method to search for the song is by humming a section of it. This search method is particularly important when a user does not have access to operate the audio device. The design methodology used in conventional search mechanisms that query by singing/humming, commonly emphasize signal processing or music comparison. The background of the user often influences the genres of the songs being searched, and this is an area of research seldom studied. In our study, we use the information from a user's search history, as well as the properties of genres common to users with similar backgrounds, to estimate the genre or style the current user may be interested in based on a probability calculation. The accuracy from querying by singing/humming is improved. Our method can be divided into two phases. In the first phase, we find the possible search results. This is similar to the conventional singing/humming query process. During the second phase, the musical preference of the user is utilized to rank the possible search results again. Songs that are most likely to be queried would be positioned at the front of the list in the search results. Through our experiments, significant improvement is demonstrated with our method.
I. INTRODUCTION
T HE popularity of mobile devices (for example, smart phones and tablets) has led to the rapid development of various applications. One of the most common applications is listening to music. Consumers can now use mobile devices to play music anywhere, for example, when they are exercising or driving. Automatic playlist creation, music recommendation or music search are related problems. In terms of song searching, one can use a song's metadata (for example, song title, artist, or publication date, etc.), or the content of a music file (for example, melody). A user with a mobile device can easily search for a song through a voice recognition system. In order to perform a search, the user can call out the song title or artist March 11, 2014 ; date of current version July 15, 2014 . This work was supported in part by the NSC in Taiwan under the contact number NSC102-2218-E-020-002. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Cees G. M. Snoek.
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Digital Object Identifier 10.1109/TMM. 2014.2311326 details, and the recognition system recognizes the voice content to process the search. Technologies for such systems are already quite mature, for example, Siri by Apple 1 or the voice recognition system by Google. 2 However, people often cannot recall the song title or the name of the artists, and only part of the melody is remembered. The main function for query by a singing/humming (QBH) system is to perform song searching based on the melody sang or hummed by the user. Songs often have similar melodies, and melodies that are sang or hummed are often inaccurate. As a result, a large amount of query results are returned and many of them are wrong. Mobile devices are limited by their screen size. If a large number of query results are returned multiple pages are often required to perform the operation. It would bother users and make the system difficult to operate, especially when a user is driving. We focus our research on filtering unnecessary query results to reduce the operating procedures required by the user. In current query by singing/humming systems, when query results are returned, a user's preference or previous search history are often not considered. For example, an elderly person who does not often listen to Pop music would not search for songs that are in the popular hip hop category. If the query results contain a song from the 70s, and a hip hop song that is currently very popular, then the song from the 70s would have higher priority than the hip hop song. In our study, we use technologies that are common in systems for recommending music. In other words, we rank the query results using probabilities of each song. The calculations are performed based on the previous search history of the user. In this way, songs that are more likely to be the ones the user has in mind will appear earlier in the query results, which is more suitable and applicable for mobile devices. A simple flow chart of the system is shown in Fig. 1 . In phase one, the conventional method of query by the singing/humming is used. The segments sang/hummed by a user are compared with music files in the database. These music files are in an appropriate format in order to perform the comparison. Possible search results are output based on the calculated matching rate. Using this method, many music files from genres that are impossible to be queried by the user are displayed. In addition, the actual music file required may be positioned further back in the search results, causing inconvenience during operation. Let's assume that a user prefers Chinese music. If a Chinese song that the user enquired about has similar opening segments of melodies to an English song, and the pitch of the sang/hummed segment was not perfect, the English song may be ranked before the Chinese song in the search results. Hence in phase two, a hybrid recommendation method based on the preferences used during the user's previous queries is implemented to rank the positions in the search results again. This is to provide optimal search quality. From our experiments, the method we propose is seen to help the desired search target to be ranked at a higher position in the list. In previous related research, query by singing/humming and music recommendation are two major topics, where each has its own area of development. We have attempted to combine the two technologies for music recommendation into our query by singing/humming system. This improves the search accuracy for query through singing/humming.
The rest of this paper is organized as follows. Section II discusses related work of query by singing/humming and music recommendation systems. Section III describes the design of the signal processing of humming. Section IV states the ranking technology that we used. Experimental results are presented and discussed in Section V. The paper concludes with Section VI.
II. RELATED WORK
Digital music is produced in large quantities and rapidly distributed over the Internet. Methods to quickly retrieve a song have been an important research topic in the area of music information retrieval (MIR). The two primary MIR methods are keyword-based retrieval and content-based retrieval [1] , [2] . Keyword-based retrieval often uses text to perform song searching (for example, the artist name, title of the song, etc.). The audio information of the song is not required. In comparison, content-based retrieval [3] uses the audio information, including tone, pitch, and rhythm as the basis to perform the search operation. If a user forgets the details of a song, content-based retrieval is a more suitable searching method, and query by singing/humming is the most direct form. Ghias et al. [4] proposed the first complete system for query by singing/humming.
They use a specific string to represent the pitch difference between the melodies of each song in the music library. The audio information of the melody produced from singing/humming is also processed with the pitch difference converted. The similarities of the user string with strings in the library are used for retrieval. McNab et al. [5] conducted further research where beats are used to improve the search accuracy. Systems that query by singing/humming use human voice as the input for the query. When people are singing or humming, they may sing off-key or they may add or subtract melody because they are unfamiliar with the song, forget part of the melody, or are inexperienced singers. If a query melody is faulty, the system often cannot find the correct results. Some researchers [6] have proposed fault-tolerance to resolve this issue. Prior to comparison being performed between human voices and the music library, descriptions of the melodies are often converted into features or strings. If we code melodies using audio features, similarity calculations and retrieval process are based on Euclidean distance, or cosine similarity [7] . If presenting melodies using symbolic strings, then similarity calculations are based on the Dynamic Time Wrapping (DTW) distance and the edit distance [8] . The reason is that DTW makes melodic representations comparable in spite of different tempi, note-lengths and the edit distance makes possible the comparison of different-length strings.
The quickest method to determine the differences between two music melody sequences in symbolic melody matching is by using the edit distance [9] . Alternatively, the melody sequence can be transformed and expressed as an n-gram in order to calculate the similarities between the melody sequence enquired and the melody sequence in the music database [10] . In a previous research investigation [11] , melody sequences are transformed into geometric representations to calculate their similarities. In the work of [12] and [13] , the melody sequences were transformed into an n-gram representation. The geometric representation of the melody sequence was taken into consideration during the calculation of the n-gram difference. A dynamic programming algorithm [14] is commonly used during the edit distance calculation of two melody sequences in order to save time. The dynamic programming method is used to solve different parts of the problem and then combine the solutions of the sub-problems in order to reach an overall solution. The method aims to solve each sub-problem only once, thus reducing the number of computations.
The similarity calculation would take a significant amount of processing time for a large library. In some studies [15] , the Graphic Processing Unit (GPU) has been used to perform melody comparison in order to reduce the processing time. In other studies [16] , progressive filtering (PF) is used to improve the calculation time for dynamic programming. This method speeds up the system performance of the query by singing/humming, and can be used for multimedia information retrieval. It also obtains a balance between retrieval time and accuracy. In addition, QBH can also be used for Karaoke music retrieval [17] . Karaoke uses dual audio channels, one for human voice and background music, and the other for accompaniment. They are two different audio channels, but have similar accompaniment. Melodies can be extracted using the method proposed. Experimental results have shown that the application of QBH on Karaoke music is feasible. The majority of existing QBH systems attempt to improve search accuracy through audio processing or similarity comparison. But, it is very uncommon to calculate retrieval results based on a user's listening habits or previous search history. It is hoped that we can improve the retrieval accuracy of QBH systems by adding recommendation.
We propose to add recommendations to the search results in the original QBH system. Suppose we have a large library, the recommendation system filters and selects the songs which the user is likely to be interested in. The most common methods currently used by recommendation systems are the content-based filtering, collaborative filtering, and hybrid recommendation methods.
The content-based filtering method characterizes and recommends items based on textual attributes, social tags, cultural information, and other types of web-based annotations. This method often establishes a user profile first. In the user profile, key words and relative information are stored in order to know a user's preference. The system recommends information that may be interesting to a user based on the user's preference. The content-based filtering method uses the user search history to calculate the similarity between items. Information about other users is not required in order to make recommendations. The disadvantages are: it is difficult to recommend items with unrelated features, or items with features that are difficult to extract. It also requires the user to perform a large amount of rating and feedback to achieve effective recommendation [18] .
Internet users with the same interests for similar behaviors often form a so-called community group. The collaborative filtering method uses ratings on an item performed by other members of the community group to perform weighted calculations in order to estimate how much a user likes the item. This is also called the collaborative filtering method. The collaborative filtering method has the advantage of recommending items based on the ratings of the item through other users in the community group. It can recommend items that are not known to the user previously. It does not require the extraction of features for such items. The system design is simpler in comparison to the content-based filtering method. Many systems are already using the collaborative filtering method, but there are disadvantages. For example, a recently added item may not be recommended due to a lack of reviews [19] , [20] . In general, collaborative filtering approaches are typically more successful than content-based filtering approaches due to the limited performance of automatic content description algorithms for content-based based filtering methods [21] .
Since the content-based filtering method and collaborative filtering method each have their own advantages and disadvantages, some researchers have combined these two recommendation methods into a hybrid recommendation method. For example, users can specify profiles to describe the features of data items that they are interested in. These systems [22] , [23] , [24] , [25] , allow the user to rate data items and group the users according to the similarities in their data item ratings. The recommended results are then provided on the basis of the user's personal interests (content-based filtering method) and data items that are read by other similar users (collaborative filtering method).
The content-based filtering method has been used in various different areas, including news, documents, products, and music. The NextOne Player [26] is a system that recommends music to a user based on the user's behavior. Factors to be considered include a song's genre, recording year, freshness, flavor, and time pattern. The popular music site Pandora [27] developed the Music Genome Project which analyzes a song's content, including melody, harmony, rhythm, musical instruments, and lyrics. A user can input a favorite song title or artist, and the system would find songs that have the best match for that user. The user rates the song after listening to it, and the rating feeds back to the system, which can be used as a basis for the next recommendation. In [28] , the content-based technique automatically generates a high-level semantic representation of the user's musical preferences directly from audio in order to recommend music. The analysis of 3-way correlations between users-tags-music items is used to provide a personalized music recommendation in [29] . In the work of [30] , the authors used deep convolutional neural networks to predict latent factors from music audio and a latent factor model to recommend music.
Systems that use a collaborative filtering method for music recommendation are also very popular. Last.FM [27] is an online-based music recommendation system. It records every song listened to by a user as well as the user's rating. The system then searches its database for users with similar records and recommends music of interest to the current user. Tzeng [31] also uses the user history and groups the data in community groups to create a system based on user rating behavior. It then recommends music to users in the community group with songs that have the highest ratings. A collaborative filtering methodology based on both implicit ratings and less ambitious ordinal scales is proposed in [32] for mobile music recommendations. The music items were only classified into four groups due to limitations of the mobile device.
In some literatures, the hybrid recommendation methods are often used for music recommendation systems. In [24] , a three-way aspect model was demonstrated based on a Bayesian network, and used to represent substantial user preferences. Relations between users, content, and ratings are estimated for use in the music recommendation. Furthermore, the system named Foafing the Music was proposed to recommend music according to user profiling (collaborative method) and content-based descriptions [25] . In [33] , the authors proposed a distance-based approach to music recommendation based on content-based and hybrid information. They combined low-level features with high-level semantic descriptors to form a complex distance function which can be used to evaluate the distance between two tracks. A hybrid recommendation model that can predict a binary user preference was proposed in [34] . The authors aim was to separate items that users vote highly for, from items that users will not vote for. The outcome of this task can be applied on binary user behavior data. They implement many different recommendation algorithms (for example, content-based filtering, neighborhood-based collaborative filtering, and latent factor modeling on both rating and binary data) and combine them together using a linear model. To solve the problems relating to new music items with low ratings or less-popular items never receiving recommendation, the authors combined the content-based filtering method (using tag and audio features) with the item-based collaborative filtering method [35] .
The scope of a commercial music database could have more than 15 million songs. A new research topic requires devotion to the study of how to apply and commercialize academic research results for music recommendation. Such a research topic would be based on a large and open music database. Currently, the most well-known ones are 2011 KDD Cup and the Million Song Dataset [36] .
In previous studies, the recommendation method has not been integrated into the query by singing/humming systems. We apply this new concept and application and evaluate its effectiveness.
III. QUERY BY SINGING/HUMMING
A segment of the melody sang or hummed by the user is used as the query. After signal processing, a corresponding string is generated to represent the query. Possible results are returned after calculating the similarities with the segments of music in the database. In this paper, we illustrate how the user input signals are processed, how the music in the database is represented, and how the query process is handled.
A. The Singing/Humming Signals Process
A hand-held microphone is used to record the audio signals of a user after the user sang or hummed the song. The resolution of the signal is configured as an 8-bit mono channel with a sample rate of 11025. A low pass filter at 1047 Hz is used to reduce noise and filter high frequency signals before further processing.
We apply a fixed noise gate to determine the end-point of notes for signals generated by singing/humming in order to segment the notes. In other words, when the energy level is constantly lower than the configured threshold, the energy interval is considered to be a no-pitch interval. A no-pitch interval begins at the end of a certain note, where this end position is the start position of the next note. In Fig. 2 the audio wave diagram representing the input signals from a user singing/humming a melody is shown. The red columns determine the positions of notes detected by their energy level. We use to represent each note segment after cutting.
We then use a pitch-tracking algorithm to convert the pre-processed audio signal into pitches (fundamental frequencies). This is used to analyze the variations of the melody sang/hummed by the user. The pitch-tracking algorithm can be divided into three methods, namely, time-domain, frequency-domain, and spectral/temporal approaches. For example, the average magnitude difference function (AMDF), the average squared mean difference function (ASMDF) and the other autocorrelation function based methods are time-domain approaches [37] , [38] . The popular frequency domain approaches include: the harmonic product spectrum [39] and cepstral analysis [40] . These methods typically utilize the periodogram to convert the signal to an estimate of the frequency spectrum. Although the frequency-domain approach provides better accuracy for pitch detection, it requires increased calculation time. The spectral/temporal approach uses time-and frequency-domain approaches to calculate the pitches. This requires the highest level of computational requirements yet also offers good accuracy for pitch detection. A well-known method is known as YAAPT [41] . In the client side of our system, mobile devices with relatively poor calculation power are used. We transfer the signal sang/hummed back to the server via the Internet for processing. The YAAPT method is then used to perform the pitch tracking. A series of fundamental frequencies are obtained after processing the signal sang/hummed using the YAAPT algorithm, as shown in Fig. 3 .
To make comparison with the music in the database easier, the frequency information for signals sang/hummed are represented in the form of notes. Note A4 means the frequency of the note is 440 Hz. Frequencies of other notes are converted based on the number of semitones away from A4. The conversion formula is Hz (1) where is number of semitones away from A4. Notes higher than A4 are positive, and notes lower than A4 are negative. The audio signal sang/hummed cannot constantly stabilize on a particular frequency. The frequencies of each sampling point in the audio signals are matched to the frequencies of the nearest notes. For example, if the input audio frequency is 115 Hz, note A2 is 110 Hz and note is 116.54 Hz, the input signal is classified as . Segmentation of notes is already performed on the input audio signal. After converting every sequence of the input audio signals into notes, the segment with the largest number of notes is chosen as the notes representing this segment. An example of the conversion is shown in Fig. 4 .
In Fig. 4 , most of has a frequency close to 116.54 Hz, and so we set them to note For and , the frequencies are both close to 92.499 Hz. The notes representing these two segments are then set to be . So the first three notes of the input audio signal are . A user may have different singing sophistication and skill. The same song segment sang by different people would result in different tonality. In other words, two melodies with the same contour of pitch scales can also be recognized as being identical even though they have different values in the pitch scale. We used the relative pitch notation commonly used in QBH systems to represent the variations in the melodies sang/hummed. The representation is based on the difference in semitone with the previous note. In the example shown in Fig. 4 , calculation results show that is ( ) and this sequence is used to present the variation in the melody. We call this sequence the contour string. In addition, when people are singing/humming, they typically pay little attention to the length of the sound. In this system, information regarding the length of the sound is ignored and not included for consideration.
B. Matching Method
Common sound formats (for example, MP3 or wave) are often polyphonic. Direct comparison of a user's singing/humming with the polyphonic format is not possible. Methods that automatically extract the melody from polyphonic audio exist, but the accuracy is still an area for improvement. In our system, the music library not only collects standard music files, but also collects the corresponding MIDI files. A manual process is required to mark the melody. The melody is then represented in monophonic form. Each note in a MIDI file forms a triplet ( ), where is the pitch scale, and and are the onset and offset times, respectively. Following the MIDI standard, the pitch scale is a non-negative integer smaller than 128. Since we are ignoring the length of the note, the melody is simplified as a pitch string . As the query is represented as a contour string, the melodies in the music library are also represented as contour strings. In other words, given a pitch string , the contour string is , where and . An example of a contour string is shown in Fig. 5 . The pitch values in the pitch string follow the MIDI standard. The values of the contour string are the differences in pitch scales between two consecutive pitches. For instance, the value shows that the pitch of the second note is three semitones lower than the pitch of the first note.
The difference between the query contour string and the melody contour string is calculated based on the edit distance. From the definition in [42] , the three types of local transformations from query contour string (denoted as ) to the main melody contour string (denoted as ) are as follows, where and denote a single symbol (or value) and means a null character.
• Insertion: (user skipped a note) • Deletion:
(user added a note) • Replacement:
(user sang the wrong note) The edit distance between strings and is the minimum number of local transformations required to transform into . For example, using the contour substrings for the first three notes shown in Fig. 4 and Fig. 5 , the edit distance is 1.
Since we cannot determine the end of the line when a user sings/hums, the main melody contour strings generate substrings with arbitrary length at arbitrary starting points. We perform the edit distance method on the query contour string and all substrings in every song in the database. We determine possible results based on the edit distance. Since this involves a significant level of processing, we use the well-known dynamic programming algorithm [14] to perform the edit distance calculation. To avoid a song with two or more segments matching a query, and all of these segments becoming the search results, for every song, we only consider the segment with the smallest edit distance to be the determining factor used to decide if this segment can be a search result or not. For the search process, songs with small edit distances are considered to be the potential results. They are called candidates.
IV. RANKING QUERY RESULT
If we use the methods described above with singing/humming, many similar search results can be obtained. A conventional QBH system would rank these search results based on edit distance and return the results to the users. The results are ranked from small to large edit distance. These rankings often do not match what the users really require. In our work, we further analyze these search results and rearrange their rankings. Rearranging consist of three parts. The first is to perform a comparison calculation with the search history before performing a full library search. If a similar query can be found in the user history, then the song accepted by the user in the past is now placed as the first one on the list. The second part also uses search history. In the past, the users are asked to mark songs that have been accurately found. The probabilities of the songs listed as candidates are calculated based on these marks. The third part uses the user history from users with similar backgrounds to rearrange the ranking.
When ranking query results, we need to use the user details and text descriptions of the songs. This is why users are required to load their personal details before the first use of the system. Common attributes include Gender, Age, Residence, Native Language, Profession, and Education Level. Table I shows an example of a user's information. The basic information for music files is established manually. For each song, we reference its review on the Internet. Music files used in our experiment should contain songs that are familiar to the user. Therefore, during the establishment of the data, we mainly referenced the music data from the largest music website in Taiwan, kkbox (http://www.kkbox.com). An example of a piece of music information is shown in Table II .
A. Ranking by Similar Queries
When a user performs a query for a song, it does not matter how many times that song has been searched, the segment sang/ hummed by the user often shows similar signals. This observation is also confirmed during our experiments. If the user is searching for a song that has been searched before, to avoid repeating the time spent on transferring and detecting the same song, we record every query made by the user, and the corresponding results that are said to be correct by the user. The recording method is shown in Table III .
After the input audio signal is converted into contour strings (denoted as ), we compare it with the contour strings in the query history (denoted as ). We find the contour strings with edit distance that are within the configured range (denoted as ), and then determine the record that has the smallest edit distance. In other words, In this record, the matching music is returned to form the first entry of the search results. In terms of the setting for , we determine a suitable value after we complete evaluations in our experiment. Using Table III as an example, the second time User 1 sings a contour string with , music with ID 80 would be used as the search result and returned to the user directly.
B. Ranking by User's Preference
In the first search stage, we compare the query with the previous search results. We use the comparison method described in Section III to perform the edit distance calculation for the query and the music in the library. From the edit distance calculation, we obtain songs with small edit distance, or candidates. These candidates have different values for similarities with the query, but we consider all these songs as potential answers. In the ranking process that follows, we consider the users preferences. A user often searches for a song that is related to their interests. For example, for a user who likes Rock music, their probability of searching for a Rock song is higher than that of a classical song. Based on this hypothesis, in the second searching stage, in addition to comparing the query with previous history, we also consider the genre of music files that were searched by the user previously. Using the user query history and music information table, we obtain Table IV using relational expression.
For each attribute label, to in the user's music preference table, we can calculate the corresponding proportion of the label in the associated attribute. A larger label proportion means the user has a better preference for songs with properties described by this label. For example, in Table IV , User1 is more interested in the 70's and 80's music than the ones from the 90's.
We use the associated label proportion as the user preference for these labels.
Suppose the attribute has a label , then the definition for user preference for is (3) where is the number of records in the . Upon comparison of these two songs, the user would be more likely to search for . All songs in the search results in the candidate set are ranked based on user preference. For songs with the same preference value, the edit distance is used to prioritize the songs.
The user does not have a history record in the initial stage. For the first 20 queries in our system, we use the edit distance between the query and the songs to rank the search results.
C. Ranking through Similar Users' Records
The ranking of search results based on user preference is affected by the number of queries performed by individuals. In other words, when there are only a few queries performed, it is difficult to estimate a user's music preference. This is called the cold-start problem. To resolve this, we have designed a collaborative method to rank the songs in candidates.
We determined that different age groups have different music preferences from our observations of the music behavior of average users. Different education levels also affect the type of music that people listen to. For example, elders in southern Taiwan prefer Japanese style songs in the native Taiwanese language, while young people in northern Taiwan are more likely to search for Chinese Pop songs. Similar point of view has also been discussed in related research on music [43] , where music preference is closely related to the social (ethnicity and social class) characteristics of music fans. When designing our collaborative method, we use the basic information collected from each user and perform preference analysis on each attribute. The naïve Bayesian prediction method is then used to estimate the user preference for the music genre. A table (e.g., Table V ) is generated based on user query history, user information and music properties. The music properties, , are referred to as the class. If we assume that people with similar backgrounds have similar music preferences, we can use the naïve Bayesian prediction to calculate the maximum posterior probability of a song. A song will have a high value if a number of people with similar backgrounds are searching for songs from the same genre. The naïve Bayesian prediction proceeds as follows:
A data sample is represented by a 6 dimensional feature vector, depicting measurements made on the sample from the attributes i.e., . Suppose the data table has types of class, . Given a user's data sample (i.e., the attributes in Table I ), the naïve Bayesian prediction can predict the maximum posterior probability that user will query the music from the class . The music class for which is maximized is called the maximum posteriori hypothesis. Using Bayes theorem (5) As is constant for all classes of music, only requires computation. The class prior probabilities can be estimated by (6) where is the number of samples of class in the users' search table and is the total number of samples in the users' search table.
Moreover, in order to reduce the computation required to evaluate , the naïve assumption of class conditional independence is made. Thus, (7) The probabilities can be computed from the samples in users' search table. If is an attribute (for example, in Table I ) then (8) where is the number of samples of the class in the users' search table and is the number of samples of class that have the value for . If is an attribute of continuous value (for example, age attribute), the attribute is assumed to be Gaussian distribution, therefore (9) where ( ) is the normal density function for attribute , and and are the mean and standard deviation, respectively, given the values for the attribute for samples of the music class in the users' search table. We can obtain the corresponding probability values for each music genre in candidates after calculating the probability for each class. Classes that do not appear in the previous search are set to a probability of 0. These corresponding probability values can be used as the evidence for storing candidates. In other words, a song with a higher probability value has a higher chance of being searched by the user.
The naïve Bayesian prediction is a fast method when applied to large databases [44] . In the case where all relevant data are recorded in the users' search table after every query performed by the user, we only require the users' search table to calculate the preference rates for all candidate songs. The time required to calculate the preference rate is proportional to the size of the user's search table, regardless of the number of users and the number of songs. In other words, the table only needs to be scanned once. The time complexity is O( ), where is the number of records in the users' search table.
We also consider the query history of the user as well as the search history of users with similar backgrounds. We combine the user's music preference with probability values of specific classes that have been searched by users with similar backgrounds. We use the result as the basis for ranking songs within candidates. The fusion function is now described. If there is a user with background , during a singing/humming section, and assume the system search returns candidates. Song has the property , and its weighted calculation for ranking is (10) where and are values between 0 and 1 and .
D. Personalized Weight Adjustment Calculation
The influence of each attribute is different for each individual. For example, some people are more easily related to others of a similar age group, and less likely to be affected by people from a similar occupation. When we collect user feedback, we perform a weighted calculation to adjust each attribute. Equation (10) is adjusted to the following (11) where , and has the labels ( ) We initially have no feedback from the user, so by default, the weightings of each attribute are the same. In other words, . Suppose the system ranks a song that has been sang/hummed as number 1, and the user also thinks that the search result is correct, then the search is deemed successful. If the correct music is ranked as number 5 instead of number 1, then the weights in the ranking equation require adjustment.
Suppose a user believes that the correct music should be . The ranking position based on a ranking formula with a weighting calculation is , where , the difference is then . After the user performs a search and evaluation times, the difference between the expected ranking position from the user and the actual ranking position proposed by the system is (12) We must adjust such that the value for equation (12) is minimized. This is defined as (13) We use a genetic algorithm to find the near optimal values for the weights, due to the intractable nature of the combinations for the adjusting weight , where is the number of possible values of and , and is the number of the attributes. A genetic algorithm is a search algorithm for optimization commonly used in the field of computer science. Genetic algorithms were developed based on observations from evolutionary biology, including inheritance, mutation, selection, and crossover [45] .
The steps of the genetic algorithm are:
• Represent the problem domain as a chromosome For a weight vector , we represent each dimension and as 16 bits, and
. We then concatenate the values of 10 dimensions, resulting in the chromosome illustrated in Fig. 6 . As and , the decoding function is defined as: Assume the decimal value (base 10) of the 16 bits and are and , then the actual values of and are (14) For example, the 16-bit string is and the associated decimal value is 127. The actual value of is .
• Define a fitness function to evaluate the chromosome performance The fitness function evaluates the degree in which the general ordering approximates the user's ordering, given the decoded chromosome, , as the weight. The lower the difference, the greater the fitness value. We define the fitness function as (15) • Run the genetic algorithm and tune its parameters The genetic algorithm is used to achieve an acceptable value of . In pseudo code the algorithm is: Create a pair of offspring chromosomes by applying the genetic operators: crossover with a probability and mutation with a probability .;
Place the resulting chromosomes in the new population; Users have their own weightings, . This ensures the system is able to offer a personalized singing/humming query service. When a user actively selects a song or the system returns a low successful rate based on user feedback, the weight adjusting calculation is activated.
Since it is not necessary to execute the genetic algorithm for every query, we need to set up strict termination criterion. The termination criterion is determined when the fitness value equals 1 or the maximum number of generations is 1000. During our experiment, the parameters were: the size of chromosomes for a population , crossover probability , and mutation probability . The time to execute the genetic algorithm used to adjust the value was under two seconds. The experiment in Section 5 is used to evaluate the impact of adjusting and whether it helps to optimize the song ranking. When calculating the weighted preference of a song in candidates, some songs could have the same preference weighting. We rank the songs using the edit distance if this problem occurs.
V. EXPERIMENTS
Our initial motivation for this research was due to the small displays in current mobile devices, making it difficult to display a large number of search results on the same page. Our work attempts to minimize the need to use multiple pages. For our experiment, we use a tablet with the Android operating system as the client side platform. All music files and their related feature values, music data, and user details are stored on the server. Queries are also performed on the server. In other words, the client side only provides the interface to input the query signals, handles data transmission, and plays music. Users must log into the system before they can perform a search. Users are required to enter their basic information before the first use. When a user finishes singing/humming a segment of the melody, programs on the client side transfer the audio signals back to the server. The programs on the server side convert the audio signals into a contour string and search for similar segments in the music library. The ranking system we proposed in the previous section is used to rank the songs. The search results are then sent back to the client side, available for display and playback. Fig. 7 shows the user interface:
A. Experimental Settings
From our observations, users do not just sing or hum random segments of a song, instead tending to use the first line, or portions of the refrain. For every song in the music library, we used a manual process to mark the first line and the refrain of the songs. We then generate the corresponding contour strings in order to perform the similarity calculation.
At first, our music library has a collection of 500 MP3 music files and associated MIDI tracks. We can add new songs at any Fig. 7 . User interface. A user presses the Record button and sings/hums a melody segment. The system transforms the humming signals into a contour string, and searches through the database after the Query button is pressed. The query results are then listed. The user can press the Play button to listen to a song. Once a song is confirmed, the user presses the Select button. The result of this experiment is recorded in the database. For the same music query, different query methods return their query results to the user to evaluate the effectiveness.
time. The music genres included rock and roll, blues, country music, dance music, heavy metal, pop music, and Enka. The languages include English, Chinese, and Taiwanese. We recruited 50 volunteers for the experiment, with equal numbers of males and females, aged from 19 to 45. The users are mostly from Southern and Northern Taiwan (people from Southern Taiwan are significantly different from people from the North, in terms of the language spoken). The education levels ranged from high school to graduate studies.
In the experiment described below, we verify whether the proposed method can improve the search accuracy of a query by singing/humming. We performed the initial survey for our users and asked them the maximum number of search result they would like to be displayed on the screen of a mobile device. The results from the survey indicated that 3 is the most acceptable number. We define the effectiveness of a search based on the ranking of the correct song in the search results, or the ratio for the correct song to appear in the first positions. The equation is number of correct answers in ranking number of queries (16) and is simplified as
B. Experiment to Evaluate the Strategy of Ranking by a User's Similar Query
The aim of our first experiment is to define , the parameter for suitable calculation of the edit distance when we use the first strategy (i.e. Ranking by similar user queries). If is too large then incorrect data is returned from the users history. We asked the users to select 10 songs, and then sang/hummed the songs. We converted the input audio signals into contour strings and performed calculations on the edit distance. Our statistics showed that the average edit distance is less than 1. If we use the first strategy, then the parameter for the edit distance has a strict setting of 0. In other words, the input contour string must match the contour string in a previous search in order for the first strategy to be included in the calculation for returning search results.
C. Experiments to Evaluate Ranking Strategies Under Different Parameter Settings
In the following analysis, the method that uses personal query history for ranking is called Ranking by Preference (RBP). The method that uses a user's individual information, and that of user's with similar backgrounds, with adjusting , is called Personal Hybrid Ranking (PHR). The conventional query by singing/humming is called Pure QBH (PQBH). A ranking method based on a user's information, and users with similar backgrounds, without adjusting (i.e., ), is named as Hybrid Ranking (HR). In the second experiment, we evaluated the effectiveness of these four search methods. In the experiment, the system does not include the method (i.e. Ranking by similar user queries) used by the previous experiment. Since users are unlikely to remember many segments of songs in a short period of time, we allowed our test subjects to look at the music library or listen to the songs before they perform the search.
The method we propose will find songs with similar segments (i.e. candidates). Only songs in these candidates can be returned to the user. The value for the candidate is an important issue. If the value is too big, then many songs with minimal similarities will also be included as potential results. If the value is too small, then the correct song may not be included as one of the candidates. In the following experiment, we evaluated different values of . Each user performed a search for 10 songs each day. For each query performed, the four methods are used to rank and return the results. The user then selects the correct answer. We compute the accuracy (i.e., ) of the 10 queries for each user every day. Each experiment is performed for eight days. Therefore, each user performs querying by singing/humming a total of 80 times. In the Personal Hybrid Ranking method, we adjust the weights once a day. In order to avoid the cold start problem, each user was asked to perform 20 searches before the start of the experiment. The search results are ranked by the edit distance.
In our first experiment, for candidates. The average value for the searches performed by all users for one day is average
. The results are shown in Fig. 8 . We can observe from the data that the successful rate for conventional QBH is around 60%, and it is not affected by the accumulated numbers of searches performed. The methods using Ranking by Preference, Personal Hybrid Ranking and Hybrid Ranking improved their success rate as more searches are performed. This shows that application of the user query history helped meet the demands of the users. Personal Hybrid Ranking and Hybrid Ranking have a higher success rate in comparison to Ranking by Preference. This shows that combining users with similar backgrounds to benefit from the combined search histories can further improve the success rate. It can be observed from the data, that the success rate is higher for the Personal Hybrid Ranking method with adjusted, in comparison to the Hybrid Ranking method without adjusting . is the average accuracy of all users' queries for one day. According to the result of ANOVA testing ( ), the differences between PHR and the other methods are significant ( -values: (1, 98) are larger than 4.00) after the accumulative number of queries is larger than 30. The differences between HR and RBP are significant after the accumulative number is larger than 40 (
, -values: (1, 98) are larger than 4.00). Fig. 9 . Experimental results (average with error bar) under . When the accumulated number of queries is 30, RBP, PHR, and HR are all higher than PQBH. Of those three methods, PHR has the highest search accuracy. When the accumulated number of queries is less than 60, the differences between RBP and HR are not significant (ANOVA testing, , -values: (1, 98) are less than 3.92).
In our second experiment, we set to 10 with all other values remaining unchanged. The results after 8 days are shown in Fig. 9 . The success rate for the Pure QBH method is the same as the first experiment. The success rates for Ranking by Preference, Personal Hybrid Ranking and Hybrid Ranking improved as more searches were performed. Comparison of these results with the previous experiment shows that a larger value for dramatically improves the overall success rate for Ranking by Preference, Personal Hybrid Ranking, and Hybrid Ranking when the accumulated number of queries is larger than 20. This is because some search results that were not initially included in the first 5 rankings are now considered since we are not as strict on the similarity as in experiment 1. After adjusting the weighting calculation, these search results could possibly become the best solutions.
In our third experiment, we further increase the value for to
. The results are shown in Fig. 10 . It can be seen that these results are similar to the previous experiments. This further demonstrates that the method we propose can improve the search accuracy. However, in comparison to Fig. 9 , it can be seen that the improvement in accuracy is declining. This is because the system includes many songs that have a large edit distance to the query contour string when the value for is too large. The final results are hence affected. Even though our proposed method is better than PQBH, the difference in for these three methods is not significant.
In our fourth experiment, is set to 20 and the results are as shown in Fig. 11 . It can be seen quite clearly that the success rates for the methods we propose have decreased in comparison to the previous three experiments. This is caused by the fact that many songs that are different to the query were included in the ranking. The success rates were even lower than the conventional QBH method.
From the previous experimental results, it can be seen that the method we proposed would require around 40 queries in order to have an optimal impact. We performed statistical analysis on the average accuracy and standard deviation for the data collected from the 40th to 80th query, as shown in Table VI .
It can be seen that the methods we propose improve the search accuracy if there are a sufficient number of queries performed, and a suitable value is set for . However, if the value for is too large, no improvement is observed.
D. and under the best setting
We fixed (the optimal value), and collected data for and . The results are shown in Fig. 12 and 13. For and , we have relaxed the criteria for calculating the success rate, such that their values are higher than that of . It can be seen that for the methods we proposed, the rate of improvement for the success rate is not as high as that of . In other words, when searching using our proposed method, the rate of improvement for the success rate is higher when the criterion is stricter.
E. Discussion
Based on the experimental data, under a specific value, RBP, PHR, and HR all achieve superior performance to PQBH. We have also compared the queries performed by the users with the corresponding query results to investigate the best and worst scenarios. The methods that we propose are based on user preference. In the case where multiple songs with different genres and different languages are returned due to similar melody sequences, the conventional query by the singing/humming method is unable to distinguish and rank the songs. In comparison, our methods are able to rank the song most likely desired by the user first, and hence achieve better results. If the user makes minor mistakes during the singing/humming process, the desired song may have a lower ranking after melody sequence comparison. Through the use of our methods, the song is re-ranked into a higher position. An incorrect result is mainly caused when a user sings/hums something very different to the actual song. In this scenario it is very difficult to determine the correct song. Even with human ears, it is difficult to determine if the song sang/hummed is similar to the desired song. Another common problem is caused by the fact that we ignore the importance of rests. Some melody sequences returned as the query results would contain rests, in other words, two or more phrases. It can be observed from the music Fig. 12 .
under . When we perform a total of 80 queries, PHR is 15.6% higher than PQBH. In Fig. 9 , PHR is 22.7% higher than PQBH. Fig. 13 . under . When we perform 80 queries, PHR is only 6.4% higher than PQBH. data for the melody sequences sang/hummed by users, that most users only sang/hummed one phrase of music from the beginning of the phrase, and not many of them would sing/hum more than one phrase. To solve this problem, we can separate the music by phrases. When performing comparison, we also can try to begin from the beginning of the phrase, and avoid comparing more than one phrase. Another common problem is that we ignore the length of the note. As a result, some melody sequences with the same tonal variations affect the accuracy of the query. This is a no-win situation. If we include the length of the note as comparison criteria, false results are returned since most users are not proficient in controlling the length of music notes.
Based on the experimental results, it was observed that our system can improve the accuracy if the user has a sufficient level of query history (e.g. more than 40 previous queries). For a conventional music query system, a user would not necessarily perform such a large number of queries. In our research, we focus on query by singing/humming using a mobile device. Our users could be jogging or driving, and hence the probability of them performing a query is higher than if they are at rest. In addition, we can also collect user preference based on the user's play history. This could form future research. Currently, the Personal Hybrid Ranking method that we proposed mainly uses a genetic algorithm to adjust the parameters. The results are satisfactory; yet, it is possible to use other strategies to adjust the parameters, for example, Ant Colony Optimization [46] or Simulated Annealing methods [47] .
VI. CONCLUSION
The method of querying by singing/humming is the most natural and simple technique to perform music search. An individual does not need to know the title of the song or name of the artist to perform the search. Smart mobile devices are widely used, and it has become more important for users to be able to operate their devices without manual input commands by hand. This is especially important when mobile devices are used in cars. Voice input is a safer option. Music has many variations, yet many songs have similar segments. This problem means that it is often difficult for a system that queries by singing/humming to detect the songs that are interesting to the user. In our study, we use previous search histories of the users as well as users from similar backgrounds to perform probability calculations in order to estimate potential music genres for the user. This improves the rate of success. Such concepts often appear in system design recommendations. We combine the technique with query by singing/humming. Through our experiments, we confirmed that the methods proposed can significantly improve the search accuracy.
We used the user search history in the ranking calculation. The search system is hindered by the cold start effect, when a user performs little or no searches in the past, it would cause the accuracy rate to remain at its current level and not improve. In future work, we will study how to reduce the impact of the cold start problem on the system. In this system, it takes a long time to calculate the edit distance between each string. This causes significant delays when returning the results. A user may discontinue use of this system due to the delay. This problem is also an important research topic in order to reduce the time required to calculate the similarity. For example, a possible method is to add a suffix tree index system which would reduce the chance of a repeated calculation. All of our experiments are currently performed in a quiet environment. In the real world, this is often not the case and it is expected that mobile devices will be operated in noisy environments. A further area of future research is the filtering of noise to reduce the errors during contour string conversion. The existing system requires manual intervention to establish the corresponding MIDI data for the melodies. An automatic system to perform this function also requires study.
