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Resume { La contribution principale de cet article est la combinaison d'un detecteur adaptatif EQMM base sur l'estimation
sous-espace avec un annulateur d'interference. Les detecteurs proposes emploient la diversite spatiale des antennes pour reduire
la correlation entre les signaux des utilisateurs et ameliorer ainsi l'estimation de l'interference. Dans cet article, nous utilisons
l'algorithme OPAST (orthogonal projection approximation subspace tracking) pour estimer d'une maniere adaptative les detecteurs
proposes et les signatures spatiales. Les taux d'erreurs obtenus sont nettement ameliores par rapport a ceux donnes par un
detecteur adaptatif lineaire minimisant l'erreur quadratique moyenne (EQM).
Abstract { In this paper we combine the adaptive minimum-mean-square error (MMSE) detector, which employs antenna
array, with interference canceller. The proposed detectors are based on the signal subspace estimation. Moreover, we use the
orthogonal projection approximation subspace tracking (OPAST) to adaptively estimate the proposed detectors and the spatial
signatures. Compared with the MMSE detector, the proposed detectors oer a superior performance in term of the BER.
1 Introduction
Le systeme d'acces multiples a spectre etale (AMSE) est
limite par le nombre d'utilisateurs qui peuvent commu-
niquer simultanement sur le canal. Cette limitation est
due a la domination de l'interference entre utilisateurs
(IEU) sur le bruit additif. Beaucoup de recherches recentes
ont ete orientees vers le developpement de detecteurs a
faible complexite qui sont pertinents contre l'IEU [1, 2, 3].
Une classe de recepteurs ecaces est celle des annulateurs
d'interference (AI). Il existe deux variantes des AI, a sa-
voir, l'AI sequentiel (AIS) [1] et l'AI parallele (AIP) [2].
Dans [3, 4] des detecteurs adaptatifs aveugles qui
necessitent seulement la connaissance de la signature de
l'utilisateur desire ont ete proposes. Les antennes mul-
tiples et le traitement adaptatif sont un moyen promet-
teur pour ameliorer la performance du systeme AMSE [3].
Dans cet article, notre ta^che principale est de combiner le
detecteur EQMM adaptatif [4] avec l'AIS ou avec l'AIP.
Les detecteurs proposes emploient la diversite spatiale des
antennes pour reduire la correlation entre les utilisateurs.
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3 Detecteur EQMM aveugle
Le detecteur EQMM minimise l'EQM, denie par
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. Les symboles de l'utilisateur k sont estimes a l'aide de
la formule suivante :
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Estimation de
~
s
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: Pour estimer la signature spatiale
on utilise l'orthogonalite entre le sous-espace signal et celui
du bruit. Autrement dit, cette estimation est achevee en
utilisant la procedure suivante :
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Mise en place Adaptative : L'algorithme OPAST [5]
est utilise pour estimer le sous-espace signal d'une maniere
adaptative. Notons que la complicite de l'algorithme
OPAST est 4NPK + O(K
2
). Cette mise en place adap-
tative est donnee dans le tableau 1, ou W(i) represente
l'estime du sous-espace principal a l'instant i.
D'autre par cet algorithme est egalement utilise pour
estimer la signature spatiale. En eet, g
k
est le vecteur
propre principal de la matrice Q
k
. En utilisant la mise a
jour de W(i), on obtient l'algorithme du tableau 2.
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Etant donnee l'estimation de sous-espace et la signature
spatial, le 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Cette derniere, est calculee en (2KNP +K
2
) ops.
4 EQMM-AIS
L'idee ici est de detecter les utilisateurs l'un apres l'autre
d'une facon iterative (voir Figure 1).

A chaque
iteration une estimation des signaux des utilisateurs deja
detectes est soustraite du signal recu. La strategie est de
supposer que cette estimation est correcte ce qui permet
de diminuer la dimension du sous-espace signal a chaque
iteration. Pour cela, on suppose que les utilisateurs sont
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Fig. 1: EQMM-AIS, avec decision ferme.
ordonnes selon la croissance de leurs amplitudes, et on
commence par l'utilisateur de plus forte amplitude. Des
lors, a l'etape k, (k > 1), nous utilisons la nouvelle obser-
vation r
K k
(i), denie ci-dessous, pour estimer le sous-
espace signal W
K k
(i) de dimension (K   k) (tableau 1)
et la signature spatiale g
K k
(tableau 2) ; et ainsi es-
timer le EQMM a cette iteration
~
m
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selon (11). Par
consequent, les symboles de l'utilisateur (K   k) peuvent
e^tre detectes en utilisant la formule suivante :
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ou  est un facteur d'oubli qui prend ses valeurs dans
l'interval (0; 1]. Pour obtenir (15) on minimise l'EQM
Ekr
K k
  E
K k
b
K k
~
s
K k
k
2
, qui mene a
^
E
K k
= E
h
<

b
K k
~
s
y
K k
r
K k
i
. Ce dernier peut e^tre es-
time iterativement selon (15) en remplacant b
K k
et
~
s
K k
par leurs estimations respectives.
Ce schema est motive par l'equivalence entre l'EQMM
avec retour de decisions base sur la factorisation de Cho-
lesky de la matrice
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[6] et le detecteur presente
dans la Figure 2. La k
ieme
composante du vecteur y, dans
la Figure 2, est donnee par y
k
=
~
s
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k
r. La preuve de cette
equivalence est omise dans cet article a cause du manque
de place. En fait, cette equivalence implique que l'EQMM-
AIS a les me^me proprietes que l'EQMM avec retour de
decisions base sur la factorisation de Cholesky.
5 EQMM-AIP
Ce detecteur consiste a soustraire du signal recu une esti-
mation de toute l'interference et ensuite a faire une decision
sur le signal resultant. Dans ce cas, on traite tous les utili-
sateurs en parallele en utilisant une procedure a 2 etapes.
Ce schema est illustre dans la Figure 3 pour K = 2.
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Fig. 2: EQMM avec retour de decisions.
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utilise pour estimer le sous-espace signal W
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de dimen-
sion 1 et l'EQMM correspondant
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. Il faut noter que
pour le modele de donnee (3), le ltre
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la signature spatio-temporelle
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. Mais nous avons prefere
garder cette formulation pour inclure le cas ou il existe des
interferences dues a des utilisateurs dont on ne conna^t pas
les signatures temporelles (e.g., interference entre utilisa-
teurs de cellules voisines).
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Fig. 3: EQMM-AIP, K = 2.
Les deux detecteurs EQMM-SIS et -AIP cou^tent
O(NPK
2
) ops par iteration. Mais gra^ce a sa structure
parallele l'EQMM-AIP peut e^tre realise en O(PNK) en
utilisant K processeurs en parallele.
6 Simulations
Dans la suite nous supposons que tous les detecteurs ont
une connaissance parfaite des sequences d'etalement et
que le premier utilisateur est xe a 8dB. De plus on sup-
pose que les vecteurs g
k
sont normalises. On prend 4
sequences de Gold de longueur (N = 7), avec R donnee
par :
R
4
= S
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En premier lieu nous etudions la performance des
detecteurs proposes en utilisant une decomposition propre
de
~
C (traitement par bloc). Pour cela, la matrice
~
C est
estimee en utilisant I = 500 symboles. De plus les di-
rections d'arrivees sont choisies d'une maniere aleatoire
pour chaque bloc. D'apres la Figure 4, on remarque que la
probabilite d'erreur des EQMM-AIS et -AIP s'ameliorent
lorsqu'on injecte des decisions ables. De plus, on remarque
une discontinuite a 8dB pour l'EQMM-AIS. Celle-ci est
due au re-arrangement des utilisateurs selon leur puissance
respective.
Dans la Figure 5 nous considerons la performance de
l'algorithme adaptatif. Pour cela, le premier utilisateur
est xe a 8dB et les trois autres a 16dB. Les directions
d'arrivees sont 
1
= 0

, 
2
= 6

, 
3
= 10

, et 
4
=
 7

. Dans la Figure 5 nous tracons le rapport-signal-
a-interference-plus-bruit (RSIB) en fonction du nombre
d'iterations. On constate que l'EQMM-AIS et l'EQMM-
AIP ont le me^me RSIB pour l'utilisateur 1. Par contre,
pour le 4
ieme
utilisateur, l'EQMM-AIP a un meilleur RSIB
que celui d'EQMM-AIS.
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