I. INTRODUCTION
T THE GROWTH in the use of personal computing, wireless communication, and portable devices, has increased the need for low power, high performance, compute intensive VLSI circuits. Thus, designing efficient techniques for power estimation is important and numerous works have appeared in the literature. The methods for estimation of average power can be classified into two major categories: i) simulative and ii) nonsimulative. In simulative approaches [4] , [11] , [12] , the circuit is simulated for different input combinations and the average power is calculated as an average of these simulated values. Exhaustive simulation is accurate and takes care of spatial and temporal correlations within the circuit, however, it is time consuming. Nonsimulative approaches can be classified as i) probabilistic and ii) statistical. In probabilistic techniques [13] - [15] , the input probabilities are propagated through the entire circuit and the switching probabilities at each node are computed. Probabilistic techniques are weakly pattern dependent. They are fast and tractable but typically involve assumptions about joint distribution. In macromodeling approaches [16] , gate-level circuits are characterized with parameters such as the input-signal probability, the input-and the output-transition densities. Also methods for computing the lower and upper bounds exist [11] , [12] .
In statistical techniques [4] - [10] , a circuit is simulated for a set of input vectors and the outputs are monitored where a stopping criterion is used to determine when to stop the simulation. The first contribution in this area is the Monte Carlo approach [4] . For randomly generated inputs, the power-values output by the simulations are observed and the simulation is continued based on the mean and the standard deviation of the observed values. The desired accuracy is specified using confidence intervals. In [7] , statistical simulation is used to estimate the individual node transition density and hence, the average power for the circuit. In [5] , [8] , a distribution independent power estimator (DIPE) is proposed for computing the switching activity of the circuit. The simulation for switching activity is terminated using a stopping criterion based on the central limit theorem. In [9] , the power-estimation problem is transformed into a survey-sampling problem and a stratified random sampling approach is used to take care of multimodal distributions within the sample set.
The above statistical methods are confidence interval based and as a result, require more iterations to converge. In this brief, two statistical algorithms based on the least square estimation technique are investigated for average power estimation: i) sequential least square (SLS) estimation and ii) recursive least square (RLS) estimation.
II. LEAST SQUARE ESTIMATION
The estimation problem can be viewed as a special case of the approximation problem. Approximation problems can be viewed as finding the approximate value of an unknown variable from a combination of a known set of variables. The primary goal of the least square estimation technique [2] is to find a good estimator, which is unbiased, has minimum variance, and most important, no probabilistic assumption is made about the data.
In least square estimation techniques, the given data, x[n], deviates from the model generated samples s[n] because of the inaccuracies in the model. The closeness of the two-data points is given by
The least square estimate minimizes the function J N which is the squared difference of the given data x[n] and the unknown data s[n]. The instantaneous error is the amount of deviation of x[n] from s[n]. Let s[n] = A for all n, where A denotes the average-power values of a circuit. According to the least squares technique, A can be estimated by minimizing (1) using the simulated power data x[n]. Differentiating (1), with respect to A and equating to zerô
Thus, the square of the error between the deterministic signal s[n] and the observed data x[n] is minimized.
In this confidence interval based estimation technique, the (1 0 ) confidence level is given as
where X is the mean of samples, s T is the standard deviation, N is the number of observed data values and t =2 is obtained from the t-distribution. Therefore, the length of this interval is
The length of the interval may not be a constant. The standard deviation might be large because of inaccuracies in the model. As the length of this interval increases, the error in the estimated average power value increases. This is the main discrepancy in the Monte Carlo technique [4] , which is a confidence interval based estimation technique. The interval should be short for the given confidence level (1 0 ), to accurately estimate the power dissipated.
A. SLS Algorithm
In the application of statistical estimation techniques for computing the average power, as more power values are available as time progresses, we have the option of waiting until all the data is available or processing the observed data sequentially in time. In the SLSss approach [2] 
where !i is a diagonal element of the matrix 
Equation (6) can be rewritten aŝ 
where a n are constants for n = 0 to N 01. The proof for convergence of the SLS algorithm can be found in [3] .
B. Recursive Least Square Algorithm
In the SLS technique, the average power estimator is updated sequentially based on the previous value. In the RLS technique, the average-power estimator is updated based on a set of simulated values from a predefined number of previous iterations rather than a single value from the previous iteration as in the SLS. This helps in the faster convergence of the RLS algorithm. The algorithm is point estimate based, does not assume specific distribution characteristics of the input data, and the user can specify the accuracy level.
In the RLS estimation technique, there is a deviation in the given data 
where e(i) is the output error at instant i and w(i) = [w 0 (i)w 1 (i) 111w N (i)] the weight vector at instant i. The parameter is an exponential weighting function [2] , which needs to be chosen in the range 0 1 (it is normally in the range 0.95-0.99). Differentiating (13) and solving for w(k) we have
where R(k) and p D (k) are the correlation matrix of the observed data and the cross-correlation vector between the input data and the desired data, respectively. To compute the correlation matrix and its inverse, we apply the matrix inversion lemma, with S(k) = R 01 (k), given as
: (15) Here, it is assumed that R(k) is nonsingular. However, if R(k) is singular, a generalized inverse should be used to obtain a solution for w(k). The cross-correlation matrix can now be calculated as
The value for d(k) is taken from the predicted value in the previous iteration, which is the average value till the kth iteration. The average power value is modeled as a (stationary) Gaussian random process and the time average is an unbiased (maximum likelihood) estimate for the 
In a linear estimation technique, the estimator is the linear combination of the observed data
where is the forgetting factor, w(k) is the coefficient/weight vector.
The power values obtained through simulation, are the inputs for the RLS average power estimator. The estimator, the correlation matrix, and the cross-correlation vector values are calculated at each iteration using (17) , (15), and (16), respectively, with the input data. The absolute difference between consecutive estimator values is computed after each iteration. If this value is less than the user defined value , (>0), the estimation is stopped. The resulting power value is computed as the average power dissipated in a circuit. The order of the algorithm is defined as the number of data points that are used in each iteration, toward achieving the objective. The forgetting factor , along with the order of the algorithm contribute to the speed and the accuracy of the algorithm. The minimum min such that there is no loss of accuracy, is given in terms of the memory as
where N is the order of the algorithm. It should be noted that through experiments, we determine that the order of the algorithm to be 16 corresponding to = 0:969 from (19) . The proof for convergence of the RLS algorithm can be found in [10] .
III. EXPERIMENTAL RESULTS
The two proposed methods were implemented using C on a Sun SPARC 4 workstation and tested for the MCNC'91 and the ISCAS'89 benchmark circuits. The input-power values were obtained from simulation using SIS, a system for sequential circuit synthesis [1] for random-input streams. The power dissipated corresponding to a set of input patterns was observed in SIS using the following setup: i) sampling, ii) zero delay, iii) uniform distribution for switching at the nodes, and iv) clock frequency of 20 MHz and power supply of 5 V. The ISCAS'89 circuits, were simulated with 32-bit input vectors in BDD mode.
The results of the proposed algorithms are compared with the Monte Carlo method (McPower) [4] , as well as the distribution independent power estimator (DIPE) [8] , a statistical method reported recently in the literature. Table I gives the number of iterations and the estimated average power for the MCNC'91 benchmark circuits using uncorrelated inputs as computed by simulation (denoted as SIM), McPower, DIPE, SLS, and RLS algorithms. It can be seen from the table, that the number of iterations for the RLS and the SLS algorithms are much lesser than that for the McPower and the DIPE. The RLS estimates and the DIPE estimates are within a range of 1%. The estimated power values using the RLS algorithm when compared with the simulated power values provided in [8] , we see that the error is less than 1% of the simulated values. Similar results were seen for the ISCAS'89 circuits as shown in Table II . It should be noted that the sequential circuits were flattened and only the combinational part of the circuits were considered. The results corresponding to the accuracy level of 0.01 indicate the error values to be less than 1.2% with respect to simulation. We repeated the above experiments for higher accuracy levels of 0.001 and 0.0001 and the least square estimation algorithms still converge fast, while the Monte Carlo method does not converge at these levels.
IV. CONCLUSION
The SLS and RLS estimation methods proposed for average power estimation are linear, unbiased, and do not assume any distribution for the input sample data. The experimental results indicate that the least square estimation algorithms converge up to 24 times faster than the Monte Carlo and DIPE for random inputs.
