Abstract The purpose of this study is to prove the convergence of the simultaneous estimation of the optical flow and object state (SEOS) method. The SEOS method utilizes dynamic object parameter information when calculating optical flow in tracking a moving object within a video stream. Optical flow estimation for the SEOS method requires the minimization of an error function containing the object's physical parameter data. When this function is discretized, the Euler-Lagrange equations form a system of linear equations. The system is arranged such that its property matrix is positive definite symmetric, proving the convergence of the Gauss-Seidel iterative methods. The system of linear equations produced by SEOS can alternatively be resolved by Jacobi iterative schemes. The positive definite symmetric property is not sufficient for Jacobi convergence. The convergence of SEOS for a block diagonal Jacobi is proved by analysing the Euclidean norm of the Jacobi matrix. In this paper, we also investigate the use of SEOS for tracking individual objects within a video sequence. The illustrations provided show the effectiveness of SEOS for localizing objects within a video sequence and generating optical flow results.
Introduction
Computer vision-based motion analysis has been the subject for numerous research activities [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] for several decades. Optical flow-and feature-based techniques can be identified as the two most popular approaches employed in estimating motion parameters in a video stream. Feature-based approaches rely on the feature extraction of the moving object and the tracing of correspondence points to capture the motion, whereas in the optical flow approach, object motion is represented as sampled velocity fields in the image plane. In this study, we consider an optical flow-based approach to determine the object's motion relative to the camera frame of reference.
Both optical flow-and feature-based techniques have been used with the dynamic modelling of the objects involved for the purpose of parameter estimation [16] . Broida et al. [17] modelled the object's motion by retaining an arbitrary number of terms in the appropriate Taylor series, while the neglected terms of the series were modelled as process noise. Recursive estimation can be performed with an iterative extended Kalman filter (IEKF). Roach and Aggarwal [18] introduced a system of nonlinear equations that relate the relative position of the object with respect to the camera position, with solutions being generated by numerical techniques. This also draws attention (also in [19] ) to the fact that most existing techniques perform poorly when the images (coordinates of matched points) are noisy. More recently, Blostein et al. [20] demonstrated the feasibility and significance of an optical flow-based approach over a feature-based approach while applying an extended Kalman filter to an object motion model with a constant velocity.
The process of determining optical flow is generally carried out by applying a brightness constancy constraint equation (BCCE), which makes use of spatio-temporal derivatives of the image intensity [1, 2] . Determining optical flow using the BCCE is an ill-posed problem. This arises from the fact that when a straight moving edge is viewed through a narrow aperture, the only motion component that can be determined is perpendicular to that edge [21] .
There are several methods to overcome the ill-posedness of differential techniques, two of which are the Lucas-Kanade [1] and Horn-Schunck [2] techniques. Methods utilizing the BCCE are differential techniques, which can be classified as either local or global. Local techniques involve the optimization of a local energy functional, as in the Lucas-Kanade method [1] or the frequency-based minimization methods [22] and [23] . The global category refers to methods that determine optical flow through the minimization of a global energy functional [2] , and numerous other discontinuity-preserving approaches [24] [25] [26] [27] [28] [29] [30] . Differential techniques are widely used due to their high level of performance [31] . Local methods offer robustness to noise, but lack the ability to produce dense optical flow fields. Global techniques provide 100 percent dense flow fields, but exhibit much greater sensitivity to noise [31, 32] .
Motion parameter estimation and optical flow calculation are generally considered to be separate problems. In this paper, we focus on a unified approach to image-object localization coupled with 3D parameter estimation of a moving target. This unified approach is known as the simultaneous estimation of optical flow and object state (SEOS) [9, 16] . In SEOS, a more refined and robust approach will be employed for image-object localization coupled with the parameter estimation of a moving target. The nonlinear relationship between the motion parameters of the object and its projected image on the video sequence is used to simultaneously estimate the optical flow as well as the motion parameters of the object in question. Uncertainty exists in vision-based systems with respect to the initial conditions and also in image position localization [19] . To deal with this issue, a robust extended Kalman filtering (REKF) technique is implemented [33, 34] . This robust version of the extended Kalman filter takes into account large uncertainties and errors in the measurements and the system model. The performance that is attainable using SEOS is investigated for real image sequences. The use of SEOS for target localization and tracking applications is investigated. SEOS is used to track specific objects within image sequences that are generated from a stationary mounted camera. An optical flow equation-based segmentation technique is used to locate the object of interest within the video stream. These optical flow results are compared and contrasted with the well-established Horn-Schunck method [2] . This paper is organized as follows. Firstly, in Section 2, motion models and measurement equations for the simultaneous estimation problem are formulated. In Section 3, we outline a procedure for the set-value state estimation of a nonlinear signal model. In Section 4, the SEOS cost function is stated and iterative expressions to the solution (the Gauss-Seidel and Jacobi methods) are analysed for the convergence. Section 5 contains optical flow and state estimation results for both the SEOS and the 'Horn and Schunck' techniques. SEOS performance improvements (over 'Horn and Schunck') on real-image data are shown. Section 6 contains the conclusion.
Dynamic Model and Monocular Vision Measurement

Dynamic Model
Consider a fixed camera and a mobile target (object) within the image plane of the camera, having unknown state dynamics (x ∈ R 6 ). Here, x = [x,ẋ] T , in which x ∈ R 3 represents the displacement in 3D space anḋ x ∈ R 3 represents the velocity in 3D space. Accordingly, the continuous time dynamic model of the object can be defined as:
where:
, and B = 0 3 I 3 .
In (1), w a (t) ∈ R 3 is the unknown deterministic object manoeuvre at time t. Using (1), state estimates can be determined through the use of refined estimates of optical flow. This standard form of dynamical system modelling can be used in the implementation of REKF [35] for state estimation. The details associated with 3D physical parameter estimation are outlined in Section 3, with the implementation of an extended Kalman filter [36, 37] .
Perspective Projection
Let
T denote the measurement coordinates of the landmark (object) i on the image plane of the camera (see Figure 1) . According to the principles of perspective projection [38] , y i can be written as:
where g(
, in whichf represents the camera focal length and ae = [ρ 1 ρ 2 ] T represents the measurement noise. From the above (2), the flow field velocity can be derived as:
where Distances are measured in relation to the camera reference frame. The pixel coordinates of an image point are linked to the camera reference frame coordinates by the camera's intrinsic properties [39] . These properties represent the optical and geometric characteristics of the camera. We assume that the image coordinates have their origin at the point where the optical axis intersects the image plane. This intersection point is commonly referred to as the principle point.
Set-Value State Estimation with a Nonlinear Signal Model
Consider a nonlinear uncertain system of the form: This assumption simplifies the mathematical derivations, but can be removed in practice [34] . The matrix B 2 is assumed to be independent of z, and is of full rank.
The uncertainty in the system is defined by the following nonlinear integral constraint [33, 34, 40, 41] :
where d ≥ 0 is a positive real number. Here, Φ, L 1 and L 2 are bounded non-negative functions with continuous partial derivatives satisfying growth conditions of the type:
where · is the Euclidean norm with β > 0 and
The uncertainty inputs w(· ), µ(· ) satisfying this condition are called 'admissible uncertainties'. We consider the problem of characterizing the set of all possible states Z s of the system (4) at time s ≥ 0 which are consistent with an uncertain initial control input h 0 of a given output pathD 0 (· ), i.e., z ∈ Z s if, and only if, there exists admissible uncertainties such that if h 0 (t) is the control input and z(· ) andD(· ) are resulting trajectories, then z(s) = z andD(t) =D 0 (t), for all 0 ≤ t ≤ s.
A Robust Extended Kalman Filter
Petersen and Savkin in [34] presented a characterization of the set Z s as an extended Kalman filter version of the solution to the set-value state estimation problem for a linear plant with the uncertainty described by an integral quadratic constraint (IQC). This IQC is also presented as a special case of Equation 5. We consider the uncertain system described by (4) and an integral quadratic constraint of the form:
where N > 0, Q > 0 and R > 0. For the system (4), (7), the REKF generalization presented in [34] can be written as:z
wherez(t) = z 0 . Υ(t) is defined as the solution to the Riccati differential equation (RDE):
An approximate formula for the set Z s is given by:
In the application of the robust extended Kalman filter (REKF) in video-based tracking, the object system is represented during the time interval by the nonlinear uncertain system in (1) and the IQC given in (7), where Q > 0, R > 0 and N > 0 are the weighting matrices (with appropriate dimensions) for the system in each case. The initial state (z 0 ) is the estimated state of the respective systems at the initial time. With an uncertainty relationship in the form of (7), the inherent measurement noise (2), unknown target object acceleration/driving command and the uncertainty in the initial condition are considered as bounded deterministic uncertain inputs. In particular, the measurement equation (Equation 2) with the standard norm-bounded uncertainty can be written as:
where |δ| ≤ ξ with ξ is a constant indicating the upper bound of the norm-bounded portion of the noise. By choosing p = ξD(z) and ν = δD(x):
Considering v 0 and the corresponding uncertainty in w as w 0 satisfying the bound in the form of:
it is clear that this uncertain system leads to the satisfaction of the inequality in (5) and, hence, the constraint in (7) is satisfied (see [34] ). This more realistic approach removes any noise model assumptions in the algorithm development and guarantees the robustness of the solution.
Robust versus Optimal State Estimation
The REKF seeks to increase the robustness of the state estimation process and reduce the chance that a small deviation from the Gaussian process in the system noise causes a significant negative impact on the solution. However, we will lose optimality and our solution will be only sub-optimal. To explain the connection between REKF and the standard extended Kalman filter, consider the system (4) with:
where K 0 (z, h) is some bounded function and ν > 0 is a parameter. Thus, the REKF estimatez(t) for the system (4), (11) and (7) defined by (8) and (9) converges toz 0 (t) as ν tends to 0. Here,z 0 (t) is the extended Kalman state estimate for the system (4) with the Gaussian noise
see, e.g., [42] . The parameter ν in (11) describes the size of uncertainty in the system and measurement noise. For small ν, our robust state estimate becomes close to the Kalman state estimate with Gaussian noise; for larger ν we achieve more robustness but less optimality. Hence, there is always some trade-off between robustness and optimality.
Numerical Methods in Solving Optical Flow
Optical flow is the apparent motion of the brightness/intensity patterns observed when there is relative motion between a camera (observer) and the objects being imaged; [38, 43] . Let I(y 1 , y 2 , t) denote the image intensity function at time t at the image point (y 1 , y 2 ). Assuming that the overall intensity of the image is time-independent, the BCCE equation can be written as:
where
Consider the functional for minimization:
, P is a weighting coefficient for object state parameters, M sets the weighting for overall image smoothing, and α adjusts the smoothness for regions within the object-specified area. In (13) , the optical flow is assumed to be equal to the object motion field [2] ; hence, u =ũ and v =ṽ.
Outside the image-focused region, (u, v) = 0. The image plane coordinatesȳ 1 andȳ 2 represent the coordinates for the centroid of the tracked object.
The following two conditions are obtained from the function (13) using the calculus of variations [2] :
[
where U = [(y 
for all grid point indices i ∈ (1, .., N t ). The procedure behind numerically approximating the Laplacian is outlined in Appendix A. From (14) and (15), we have: (16) and:
where N i is a set of neighbourhood indices of i, and c i is a proportionality constant related to the neighbours of i.
SEOS Convergence with the Gauss-Seidel Iterative Scheme
Various numerical methods have been suggested [44] to solve the large-scale system of equations represented by (16) and (17) . One such iterative technique is the Gauss-Seidel method [45] . The Gauss-Seidel iterative scheme exhibits a fast rate of convergence due to its ability to use refined estimates within a particular iteration as they become available. A Gauss-Seidel iterative solution scheme for u and v with an iteration number n is:
In order to examine the convergence of the Simultaneous Estimation of Optical Flow and Object State (SEOS) method, the cost functions (14) and (15) are represented as a large scale system (S) of linear equations by rearranging equations (16) and (17), followed by the application of sufficient convergence criteria. A sufficient condition of convergence will be shown, identifying that the SEOS solutions for a Gauss-Seidel iterative scheme will converge for any arbitrary choice of initial approximation.
The following system (S) of linear equations represents discrete approximations of the SEOS cost function for all grid point indices i ∈ {1, ..., N t }.
Large scale systems are most effectively solved by iterative techniques [46] . We express the system (S) of linear equations in matrix form as
where r n = [ũ iṽi ] T . Assuming that matrix A r is non-singular, the goal is to solve (19) with an efficient and sufficient method of convergence. A sufficient condition for the convergence of Gauss-Seidel iterative scheme for any initial approximation is shown by illustrating that the coefficient matrix A r is both symmetric and positive definite. Hence, we verify that r T n A r r n > 0 for all r n ∈ R 2N ; r n = 0. Simplified format of r T n A r r n can be written as;
where W = M 2 (E(α) + 1).
In order to verify that matrix A r is positive definite, r T n A r r n > 0 for all non-zero vectors r. Looking at the first sum in (20) , the terms are only zero if the optical flow vector is orthogonal to the spatial intensity gradient at all points in the image domain. In this particular case, the optical flow vector is in the direction of the image intensity curve at every point. The second sum will only be zero when the object movement is of the exponential form e kt /k in relation to all axes. This exponential movement e kt /k is derived by setting the second sum equal to zero and solving the differential equation. This simultaneous Nicholas Bauer, Pubudu Pathirana, Samitha Ekanayake and Mandyam Srinivasan: Convergence of Object Focused Simultaneous Estimation of Optical Flow and State Dynamics movement is highly unlikely ever to occur along the real-world object coordinates x 1 , x 2 and x 3 . Provided there is movement of the object in relation to the camera axes, { f 1 , f 2 } > 0, the second term will be greater than zero for r > 0. The terms in the third sum will only be zero when the optical flow vectors are constant across the entire domain. The last sum will be zero when the tracker reaches the location of the object of interest within an image frame. The value of the smoothing parameter α is selected such that r T n A r r n > 0. The weighting variable M can be set small to limit the effect of object smoothness adjustment. Smoothing is decreased within the object region, increasing the sharpness of optical flow vectors. In areas outside the object, smoothing is increased, resulting in uniform flow outside the object area.
Provided the object is not moving in the form of e kt /k, and providing the optical flow is not constant over the entire image domain, matrix A r is positive definite symmetric. Hence, the pointwise and blockwise Gauss-Seidel and relaxation iterative methods for solving the linear system of equations converge [44] .
SEOS Convergence with the Jacobi Iterative Scheme
It was previously shown in section 4.1 that matrix A r is positive definite symmetric. This is not a sufficient condition for the convergence of the Jacobi iterative solution [47] . It will be shown that the solution to SEOS with a Jacobi iterative scheme converges for an arbitrary choice of initial approximation. A block Jacobi iterative solution scheme for SEOS is given by:
Equations (21) and (22) Consider the following vector and matrix norms: The following inequality satisfies the Euclidean norm in:
Hence:
Introducing the neighbourhood weighting factor c i , we have:
. Therefore:
We have:
Scaling out the constants in (26) and applying a five-point Laplacian approximation (c i = 4), we have:
For sequencesũ
, a sufficient convergence condition is that B m < 1; [44] . Therefore, from (25) and (27) (23) converge for any arbitrary choice of initial approximation.
Simulations
Optical Flow Estimation
Tests were conducted on the well-known 'Hamburg taxi sequence'; see Figure 2 . The optical flow results generated by the 'Horn and Schunck' and SEOS algorithms can be seen in Figures 3(a) and 3(b) , respectively. The main goal of the SEOS simulation was to focus on an object and track it in the image sequence while smoothing out all remaining objects. As seen in Figure 3 An important feature of the SEOS method is the fact that any object within the image sequence can be individually tracked and its corresponding flow vectors plotted.
The object being tracked within the image is changed by adjusting the real-world coordinates of the object, and through projection, finding the corresponding image plane coordinates. Figures 4 and 5 illustrate that, with a change in image coordinates, the object being tracked is changed.
The SEOS results (Figures 3(b) and 5) illustrate that smoothing is decreased within the object region, increasing the sharpness of the optical flow vectors. In areas outside the object, the smoothing is increased, resulting in minimal flow outside the object. With the 'Horn and Schunck' method (the data of Figure 3 (a)), there is no uniformity in the vector directions associated with each vehicle, and there is randomness in the vector magnitudes.
SEOS produces an improvement in optical flow estimation over the 'Horn and Schunck' method by allowing the compensation of flow to the objects of interest, thereby aligning vector directionality. This is achieved due to the input of the object state parameters into the SEOS function and the assignment of suitable weighting parameters. When comparing the two methods, it is quite evident that there are noticeable performance gains with SEOS. To further establish the benefits of employing SEOS for tracking, another test sequence was evaluated (see Figure  6 ). This video sequence consists of a toy train moving clockwise around a rectangular track. Consider the train sequence with the optical flow estimated with the use of the Horn and Schunck algorithm in Figure 7 . It is quite obvious in Figure 7 that the Horn and Schunck method has quite a lot of difficulty identifying the motion of the train, with optical flow vectors scattering in an array of different directions and with varying magnitudes. The SEOS method applied to the train sequence can be seen in Figure 8 . The SEOS method is used to focus in on the moving train. Results show that SEOS generates a dense and uniform flow field, and represents a good 
State Estimation
State parameter estimation is achieved through the implementation of REKF. Robustness is crucial in vision-based systems due to the inherent and Figure 6 ). The noise in the images is assumed to be a bounded function of time and space, and hence the estimated target locations are subject to bounded functions in time. These robust assumptions are in line with the REKF assumptions presented in Section 3. As we are using monocular vision, we only use the linear motion to demonstrate the underlying concept of simultaneous estimation. The nonlinear motion for trajectory tracking is considered (without simultaneous localization) in our stereo-vision papers ( [7, 8] ).
The simulation parameters used are given in Table 1 . The train is assumed to have a constant velocity of 170mms −1 . The portion of the video sequence that was investigated involved the train moving along the X axis at a distance of 250mm. The stationary observer (camera) is orientated at known distances from the moving train (refer to Figure 9 ). The optical flow and state estimation are fused together in the SEOS approach to improve the overall estimator performance for the purpose of object-tracking. In Figures  10 and 11 , the performance of the REKF state estimation is illustrated for the SEOS and 'Horn and Schunck' optical flow techniques. Figure 10 shows the 3D motion of the train. Figure 11 shows the error in magnitude estimation. Estimating the 3D position of the train using the SEOS technique shows an improvement over the Horn and Schunck method, with estimates converging faster towards the true state of the train. In this paper, we examined the convergence of the SEOS optical flow method. The system of linear equations associated with the SEOS technique was ordered such that its property matrix was positive definite symmetric. Satisfying this property is a sufficient condition for proving that the Gauss-Seidel pointwise and blockwise solutions converge. A block diagonal Jacobi iterative scheme was devised for SEOS and its convergence was proved. We also examined the effect of applying SEOS to a real-image sequence and tracking various objects within the 'Hamburg taxi sequence'. Our results show a uniform directional flow field for the tracked vehicle. All objects outside the vehicle of interest were able to be smoothed out. This object isolation feature of the SEOS technique could prove invaluable in numerous tracking applications. The effectiveness of using SEOS for 3D state parameter estimation was evaluated. The state parameters were estimated with the use of a REKF. The clear performance benefits of SEOS (over the Horn and Schunck method) were exhibited for the toy train sequence, with reductions in state estimation error. The Horn and Schunck method is not capable of deciphering one object from another, and as such lacks accuracy in the estimation of state parameters.
