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Abstract
Let G be a simple graph with n vertices and e(G) edges, and q1(G) ≥ q2(G) ≥
· · · ≥ qn(G) ≥ 0 be the signless Laplacian eigenvalues of G. Let S+k (G) =
∑k
i=1 qi(G),
where k = 1, 2, . . . , n. F. Ashraf et al. conjectured that S+k (G) ≤ e(G) +
(
k+1
2
)
for
k = 1, 2, . . . , n. In this paper, we give various upper bounds for S+k (G), and prove that
this conjecture is true for the following cases: connected graph with sufficiently large
k, unicyclic graphs and bicyclic graphs for all k, and tricyclic graphs when k 6= 3.
AMS classification: 05C50; 05C35; 15A18
Keywords: Signless Laplacian eigenvalues; Conjecture; Connected graph; Unicyclic
graph; Bicyclic graph.
1 Introduction
Let G be a simple graph with vertex set V (G) and edge set E(G). The Laplacian matrix
and the signless Laplacian matrix of G are defined as L(G) = D(G) − A(G) and Q(G) =
D(G)+A(G) respectively, where A(G) is the adjacent matrix andD(G) is the diagonal matrix
of vertex degrees of G. It is well known that both L(G) and Q(G) are symmetric and positive
semidefinite, then we can denote the eigenvalues of L(G) and Q(G), called respectively the
Laplacian eigenvalues and the signless Laplacian eigenvalues of G, by µ1(G) ≥ µ2(G) ≥ . . . ≥
µn(G) = 0 and q1(G) ≥ q2(G) ≥ . . . ≥ qn(G) ≥ 0. Let |U | be the cardinality of a finite set U.
Grone and Merris [9] conjectured that for a graph with n vertices and degree sequence
{dv|v ∈ V (G)}, the following holds:
Sk(G) =
k∑
i=1
µi(G) ≤
k∑
i=1
|{v ∈ V (G)|dv ≥ i}|, for k = 1, 2, . . . , n.
Recently, it was proved by Bai [2]. As a variation of the Grone-Merris conjecture, Brouwer
[4] conjectured that for a graph G with n vertices,
Sk(G) ≤ e(G) +
(
k+1
2
)
, for k = 1, 2, . . . , n.
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This conjecture attracted many researchers. Haemers et al. [10] showed that it is true
for k = 2. Moreover, they obtained an upper bound of Sk(T ) for any tree T with n vertices
and k = 1, 2, . . . , n, i.e.,
Sk(T ) ≤ e(T ) + 2k − 1 ≤ e(T ) +
(
k+1
2
)
,
and proved it holds for trees and threshold graphs. This was improved in [7] to the stronger
equality as follows:
Sk(T ) ≤ e(T ) + 2k − 1− 2k−2n , for k = 1, 2, . . . , n.
Moreover, the conjecture was proved to be true for unicyclic graphs, bicyclic graphs, regular
graphs, split graphs, cographs and graphs with at most ten vertices. For more details, we
refer readers to the references [3], [4], [6], [10], [13], [14].
Motivated by the definition of Sk(G) and Brouwer’s conjecture, F. Ashraf et al. [1] pro-
posed the following conjecture about S+k (G), where S
+
k (G) =
∑k
i=1 qi(G) for k = 1, 2, . . . , n.
Conjecture 1.1. For any graph G with n vertices and any k = 1, 2, . . . , n,
S+k (G) ≤ e(G) +
(
k+1
2
)
.
In [1], the authors proved that Conjecture 1.1 is true for k = 1, 2, n− 1, n for all graphs,
for all k for regular graphs and for all graphs with at most ten vertices.
In this paper, some useful notations and preliminaries are given in Section 2. By employing
similar techniques to those applied in [6] or [14], we give various upper bounds for S+k (G)
and show Conjecture 1.1 is true for connected graph with sufficiently large k in Section 3,
and prove Conjecture 1.1 to be true in Section 4 for the following cases: unicyclic graphs and
bicyclic graphs for all k, and tricyclic graphs when k 6= 3.
2 Preliminaries
In this section, we introduce some notations and basic properties which we need to use
in the proofs of our main results.
For two graphs G and H , the union of G and H , denoted G∪H, is the graph whose vertex
set is V (G) ∪ V (H) and whose edge set is E(G) ∪ E(H). Let nG denote n copies of a graph
G. For H, a subgraph of G, G−E(H) is the subgraph of G whose edge set is E(G) \E(H),
while G−H is the subgraph of G induced by the vertex set V (G) \ V (H).
Let λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M) be the eigenvalues of any matrix M, and σ(M) =
{λ1(M), λ2(M), · · · , λn(M)} be the spectrum of M.
Lemma 2.1. ([8]) Let A and B be two real symmetric matrices of order n. Then for any
1 ≤ k ≤ n,
k∑
i=1
λi(A+B) ≤
k∑
i=1
λi(A) +
k∑
i=1
λi(B).
For convenience, if k > n, we denote S+k (G) = S
+
n (G) since S
+
k (G∪ (k− n)K1) = S+n (G).
Lemma 2.2. Let G be a graph with n vertices, G1, G2, . . . , Gt be the edge disjoint subgraphs
of G such that E(G) = ∪ti=1E(Gi), where t ≥ 1. Then for any integer k with 1 ≤ k ≤ n,
S+k (G) ≤
t∑
i=1
S+k (Gi).
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Proof. Let |V (Gi)| = ni, i = 1, 2, . . . , t. By Lemma 2.1, we have
S+k (G) =
k∑
j=1
qj(G) =
k∑
j=1
λj(Q(G))
=
k∑
j=1
λj(
t∑
i=1
Q(Gi ∪ (n− ni)K1))
≤
t∑
i=1
k∑
j=1
λj(Q(Gi ∪ (n− ni)K1))
=
t∑
i=1
S+k (Gi).
Corollary 2.3. If Conjecture 1.1 is false for some integer k, then there exits a counterexample
G such that S+k (H) > e(H) for every nonempty subgraph H of G.
Proof. Let G be a counterexample of Conjecture 1.1 for some integer k, having the minimun
number of edges. If G has a nonempty subgraph H with S+k (G) ≤ e(H), then by Lemma 2.2,
e(G) +
(
k+1
2
)
< S+k (G) ≤ S+k (H) + S+k (G− E(H)) ≤ e(H) + S+k (G−E(H)).
This implies that S+k (G−E(H)) > e(G)− e(H) +
(
k+1
2
)
= e(G−E(H)) + (k+1
2
)
, which is a
contradiction to the choice of G.
Remark 2.4. Corollary 2.3 is a natural extension of Lemma 15 in [1].
Lemma 2.5. ([1]) If for some k, Conjecture 1.1 holds for graphs G and H, then it holds for
G ∪H.
Therefore, in order to prove Conjecture 1.1, it suffices to do so for connected graphs.
Thus we only need to consider the following conjecture.
Conjecture 2.6. For any connected graph G with n vertices and any k = 1, 2, . . . , n,
S+k (G) ≤ e(G) +
(
k+1
2
)
.
3 Upper bounds for S+k (G)
In this section, we give various upper bounds for S+k (G) in terms of the clique number ω
and e(G), the maximum degree ∆ and e(G), the matching number m and e(G), respectively.
Furthermore, we also show Conjecture 2.6 is true for connected graph with sufficiently large
k, which plays an important role in the proofs of our main results.
Recall that the clique number of G is the number of vertices of a maximum complete
subgraph of G. A matching M of G is a subset of E(G) such that no two edges in M share
a common vertex. A maximum matching is a matching which covers as many vertices as
possible. The matching number of G is the number of edges in a maximum matching of G.
Theorem 3.1. Let G be a graph with clique number ω. Then for any k = 1, 2, . . . , ω,
S+k (G) ≤ 2e(G)− ω2 + (k + 2)ω − 2k.
Proof. Obviously, Kω is a subgraph of G. Note that σ(Q(Kω)) = {2ω− 2, ω− 2[ω−1]}, where
λ[t] means that λ is an eigenvalue with multiplicity t. Thus, by Lemma 2.2,
S+k (G) ≤ S+k (Kω) + [e(G)− e(Kω)]S+k (K2)
= 2ω − 2 + (k − 1)(ω − 2) + 2[e(G)− (ω
2
)
]
= 2e(G)− ω2 + (k + 2)ω − 2k.
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Theorem 3.2. Let G be a graph with maximum degree ∆. Then for any k = 1, 2, . . . ,∆,
S+k (G) ≤ 2e(G)−∆+ k.
Proof. Obviously, K1,∆ is a subgraph of G. Note that σ(Q(K1,∆)) = {∆+1, 1[∆−1], 0}. Thus,
by Lemma 2.2,
S+k (G) ≤ S+k (K1,∆)+[e(G)−e(K1,∆)]S+k (K2) = ∆+k+2[e(G)−∆] = 2e(G)−∆+k.
Theorem 3.3. Let G be a graph with matching number m. Then for any k = 1, 2, . . . , m,
S+k (G) ≤ 2e(G)− 2m+ 2k.
Proof. Obviously, mK2 is a subgraph of G. Note that σ(Q(mK2)) = {2[m], 0[m]}. Thus, by
Lemma 2.2, S+k (G) ≤ S+k (mK2) + [e(G)− e(mK2)]S+k (K2) = 2e(G)− 2m+ 2k.
Lemma 3.4. ([5]) If G is bipartite, then Q(G) and L(G) share the same eigenvalues.
By Lemma 3.4, Conjecture 2.6 is true for trees follows from Brouwer’s conjecture is true
for trees, that is, for any tree T with n vertices and any k = 1, 2, . . . , n,
S+k (T ) ≤ e(T )+2k−1− 2k−2n < e(T )+
(
k+1
2
)
. (1)
Theorem 3.5. Let G be a connected graph with n vertices. Then
S+k (G) ≤ 2e(G) + 2k − n− 2k−2n .
Proof. Note that G is connected. Thus G have a spanning tree, denote by T. From the
Inequality (1) and Lemma 2.2, we have
S+k (G) ≤ S+k (T ) + [e(G)− e(T )]S+k (K2)
≤ e(T ) + 2k − 1− 2k−2
n
+ 2[e(G)− e(T )]
= 2e(G) + 2k − n− 2k−2
n
.
Corollary 3.6. Let G be a connected graph with n vertices. Then for an integer k with
3n−4+
√
8n2e(G)−8n3+9n2−8n+16
2n
≤ k ≤ n, we have
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. Note that
3n−4+
√
8n2e(G)−8n3+9n2−8n+16
2n
≤ k ≤ n, which implies that e(G) ≤ n+ 2k−2
n
+
k2−3k
2
. Then by Theorem 3.5,
S+k (G) ≤ 2e(G) + 2k − n− 2k−2n
≤ e(G) + n+ 2k−2
n
+ k
2−3k
2
+ 2k − n− 2k−2
n
= e(G) +
(
k+1
2
)
.
Remark 3.7. Corollary 3.6 shows that for connected graphs with n vertices, Conjecture 2.6
is true when k is sufficiently large.
Theorem 3.8. Let n, k be positive integers with 1 ≤ k ≤ n, and G be a graph with n vertices
and without isolated vertices. Then
S+k (G) ≤ 2e(G) + 2k − n.
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Proof. IfG is connected, then by Theorem 3.5, S+k (G) ≤ 2e(G)+2k−n−2k−2n < 2e(G)+2k−n.
Now suppose that G is not connected. Let G1, G2, . . . , Gt be all the components of G.
Suppose that ki of the k largest signless Laplacian eigenvalues of ∪ti=1Gi come from σ(Q(Gi)),
where i = 1, 2, . . . , t and
∑t
i=1 ki = k.Without loss of generality, suppose that k1, k2, . . . , kr >
0 and kr+1 = kr+2 = . . . = kt = 0 where 1 ≤ r ≤ t. Then S+k (G) =
∑r
i=1 S
+
k (Gi). Let
H = ∪ri=1Gi and ni = |V (Gi)| for i = 1, 2, . . . , t. Clearly,
S+k (G) = S
+
k (H) =
r∑
i=1
S+ki(Gi) ≤
r∑
i=1
[2e(Gi) + 2ki − ni] = 2e(H) + 2k − |V (H)|.
Note that e(Gi) ≥ 1 for r+1 ≤ i ≤ t since G has no isolated vertices. Then for r+1 ≤ i ≤ t,
2e(Gi)− ni ≥ e(Gi) + (ni − 1)− ni = e(Gi)− 1 ≥ 0,
which implies that 2e(G)− n ≥ 2e(H)− |V (H)|. Thus, S+k (G) ≤ 2e(G) + 2k − n.
4 Conjecture 2.6 for unicyclic, bicyclic and tricyclic
graphs
In this section, we prove that Conjecture 2.6 is true for unicyclic and bicyclic graphs
with n vertices for all integer k, and for tricyclic graphs with n vertices when k 6= 3, where
1 ≤ k ≤ n.
Theorem 4.1. Let n, k be positive integers with 1 ≤ k ≤ n, and G be an unicyclic graph
with n vertices. Then
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. The cases of k = 1 and k = 2 have been proved in [1]. Now we show k ≥ 3 holds.
Since G is an unicyclic graph, e(G) = n. Then
3n−4+
√
8n2e(G)−8n3+9n2−8n+16
2n
= 3n−4+
√
9n2−8n+16
2n
< 3 ≤ k.
Then by Corollary 3.6, we have S+k (G) ≤ e(G) +
(
k+1
2
)
for k = 1, 2, . . . , n.
Theorem 4.2. Let n, k be positive integers with 1 ≤ k ≤ n and k 6= 3, and G be a bicyclic
(respectively tricyclic) graph with n vertices. Then
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. The cases of k = 1 and k = 2 have been proved in [1]. Now we show k ≥ 4 holds.
SinceG is a bicyclic (respectively tricyclic) graph, e(G) = n+1 (respectively e(G) = n+2).
Then
3n−4+√17n2−8n+16
2n
< 3n−4+
√
25n2−8n+16
2n
< 4 ≤ k.
Then by Corollary 3.6, we have S+k (G) ≤ e(G) +
(
k+1
2
)
for 1 ≤ k ≤ n with k 6= 3.
By Theorem 4.2 and the fact that Conjecture 2.6 is true for all graphs with at most ten
vertices, to show Conjecture 2.6 is true for bicyclic graphs with n vertices, we only need to
show that it is true for bicyclic graphs for k = 3 and n ≥ 11. The following notations, put
forward in [14], and lemmas are needed in the proofs of our main results.
Let G1 ∼ G2 denote the graph obtained from G1 and G2 by connecting a vertex of G1
with a vertex of G2. Let G1 ≈ G2 denote the graph obtained from G1 and G2 by inserting
two edges between V (G1) and V (G2). The following two lemmas show that if Conjecture 2.6
holds for G1 and G2, then the Conjecture 2.6 is also true for G1 ∼ G2 and G1 ≈ G2.
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Lemma 4.3. Let Gi be a nonempty connected graph with ni vertices, where i = 1, 2. If
S+k (Gi) ≤ e(Gi) +
(
ki+1
2
)
for ki = 1, 2, . . . , ni and i = 1, 2, then for k = 1, 2, . . . , n1 + n2,
S+k (G1 ∼ G2) ≤ e(G1 ∼ G2) +
(
k+1
2
)
.
Proof. Assume that ki of the k largest signless Laplacian eigenvalues of G1 ∪G2 come from
σ(Q(Gi)), where i = 1, 2 and k1+k2 = k. Since Gi is nonempty, e(Gi) ≥ 1 and e(G1 ∼ G2) =
e(G1) + e(G2) + 1 ≥ e(Gi) + 2 for i = 1, 2.
Case 1: k1k2 = 0.
Without loss of generality, suppose that k2 = 0, then k1 = k. By Lemma 2.2,
S+k (G1 ∼ G2) ≤ S+k (G1 ∪G2) + S+k (K2)
= S+k (G1) + S
+
k (K2)
≤ (e(G1) +
(
k1+1
2
)
) + 2
≤ e(G1 ∼ G2) +
(
k+1
2
)
.
Case 2: k1k2 6= 0.
Clearly, k1k2 ≥ 1. Then by Lemma 2.2,
S+k (G1 ∼ G2) ≤ S+k (G1 ∪G2) + S+k (K2)
=
2∑
i=1
S+ki(Gi) + S
+
k (K2)
≤
2∑
i=1
[e(Gi) +
(
ki+1
2
)
] + 2
= e(G1 ∼ G2) + k
2
1
+k2
2
+k1+k2+2
2
≤ e(G1 ∼ G2) + (k1+k2)
2+k1+k2
2
= e(G1 ∼ G2) +
(
k+1
2
)
.
Let T be an induced subtree of G. If G can be formed by connecting a vertex of T with
a vertex of G− T, then T is called a hanging tree.
Corollary 4.4. Let G be a graph with n(≥ 4) vertices such that there is a hanging tree T of
G with |V (T )| ≥ 2. Suppose |V (G−T )| = s, where 2 ≤ s ≤ n− 2. If G− T is nonempty and
S+l (G− T ) ≤ e(G− T ) +
(
l+1
2
)
for l = 1, 2, . . . , s, then for k = 1, 2, . . . , n,
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. It is clearly that G = (G−T ) ∼ T. Then by Inequality (1) and Lemma 4.3, the result
holds.
Lemma 4.5. Let Gi be a graph with ni vertices and e(Gi) ≥ 2, where i = 1, 2. If S+k (Gi) ≤
e(Gi) +
(
ki+1
2
)
for ki = 1, 2, . . . , ni and i = 1, 2, then for k = 1, 2, . . . , n1 + n2,
S+k (G1 ≈ G2) ≤ e(G1 ≈ G2) +
(
k+1
2
)
.
Proof. The cases of k = 1 is trivial, and the case of k = 2 have been confirmed in [1]. We
assume that k ≥ 3 in the following, and ki of the k largest signless Laplacian eigenvalues
of G1 ∪ G2 come from σ(Q(Gi)), where i = 1, 2 and k1 + k2 = k. Since e(Gi) ≥ 2, we have
e(G1 ≈ G2) = e(G1) + e(G2) + 2 ≥ e(Gi) + 4 for i = 1, 2.
Case 1: k1k2 = 0.
Without loss of generality, suppose k2 = 0, then k1 = k. Hence, by Lemma 2.2,
S+k (G1 ≈ G2) ≤ S+k (G1 ∪G2) + 2S+k (K2)
6
= S+k (G1) + 2S
+
k (K2)
≤ e(G1) +
(
k1+1
2
)
+ 4
≤ e(G1 ≈ G2) +
(
k+1
2
)
.
Case 2: k1k2 6= 0.
Since k1k2 6= 0 and k ≥ 3, k1k2 ≥ 2. Then by Lemma 2.2,
S+k (G1 ≈ G2) ≤ S+k (G1 ∪G2) + 2S+k (K2)
=
2∑
i=1
S+ki(Gi) + 2S
+
k (K2)
≤
2∑
i=1
[e(Gi) +
(
ki+1
2
)
] + 4
= e(G1 ≈ G2) + k
2
1
+k2
2
+k1+k2+4
2
≤ e(G1 ≈ G2) + (k1+k2)
2+k1+k2
2
= e(G1 ≈ G2) +
(
k+1
2
)
.
Let ψ(G, x) be the signless Laplacian characteristic polynomial of G, equal to det(xI −
Q(G)). Let Qv(G) be the principal submatrix of Q(G) obtained by deleting the row and
column corresponding to the vertex v.
Lemma 4.6. ([11], [12]) Let G be a connected graph with n vertices which consists of a
subgraph H(with at least two vertices) and n − |H| distinct pendant vertices (not in H)
attaching to a vertex v in H. Then
ψ(G, x) = (x− 1)n−|H|ψ(H, x)− (n− |H|)x(x− 1)n−|H|−1ψ(Qv(H)).
Let ∞(p, q, 1) denote the bicyclic graph obtained from two cycles Cp, Cq by identifying a
vertex of Cp with a vertex of Cq, where q ≥ p ≥ 3. Let ∞(p, q, t) denote the bicyclic graph
obtained from a path Pt and two cycles Cp, Cq by identifying a vertex of Cp with one end of
Pt and a vertex of Cq with the other end vertex of Pt, where q ≥ p ≥ 3 and t ≥ 2. (see Fig.1)
✫✪
✬✩
✫✪
✬✩tCp Cq
∞(p, q, 1)
✫✪
✬✩
✫✪
✬✩t t · · · t t︷ ︸︸ ︷
Pt
Cp Cq
∞(p, q, t)(t ≥ 2)
Fig.1 The graphs ∞(p, q, 1) and ∞(p, q, t)(t ≥ 2)
A bicyclic graph is called ∞-type if it is ∞(p, q, t) or it can be obtained by attaching
some hanging trees to ∞(p, q, t), where q ≥ p ≥ 3 and t ≥ 1. We will show that Conjecture
2.6 is true for ∞-type bicyclic graphs when k = 3 and n ≥ 11.
Theorem 4.7. Let n, k be integers with n ≥ 11 and 1 ≤ k ≤ n, and G be an ∞-type bicyclic
graph with n vertices. Then
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. From Theorem 4.2, we only need to prove the case of k = 3.
Let G be an∞-type bicyclic graph with n vertices, then G is obtianed by attaching some
hanging trees to ∞(p, q, t, ) where q ≥ p ≥ 3 and t ≥ 1. By Corollary 4.4, it will suffice to
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consider the ∞-type bicyclic graph G which is obtained by attaching some pendent vertices
to ∞(p, q, t) or G ∼=∞(p, q, t).
Case 1: t ≥ 2.
Let e be an edge of Pt in ∞(p, q, t), then G− e is the union of two unicyclic graphs. By
Theorem 4.1 and Lemma 4.3, we get the desired result.
Case 2: t = 1.
Let ∞′(3, 3, 1) be the graph obtained from ∞(3, 3, 1) by attaching n − 5 pendent ver-
tices to the common vertex of two cycles. If G ∼= ∞′(3, 3, 1), then by Lemma 4.6 and
direct calculation, ψ(∞′(3, 3, 1), x) = (x − 1)n−4(x − 3)[x3 − (n + 3)x2 + 3nx − 8]. Thus
S+3 (∞′(3, 3, 1)) < (n+ 3) + 3 + 1 = (n+ 1) +
(
3+1
2
)
= e(∞′(3, 3, 1)) + (3+1
2
)
.
Otherwise, there exits two edges e1 and e2 of a cycle such that G−{e1, e2} is the union of
a unicyclic graph and a tree with at least two edges. Combining the Inequality (1), Theorem
4.1 and Lemma 4.5, the result is obtained.
Let p, q, t be integers with p, q ≥ 3, and 2 ≤ t ≤ min{p+2
2
, q+2
2
}, θ(p, q, t) denote the
bicyclic graph in which two cycles Cp and Cq share path Pt. Clearly, the cycle Cp+q−2t+2 has
the maximum length among three cycles Cp, Cq, Cp+q−2t+2. A bicyclic graph is called θ-type
if it is θ(p, q, t) or it can be obtained by attaching some hanging trees to θ(p, q, t). We will
show that Conjecture 2.6 is true for θ-type bicyclic graphs when k = 3 and n ≥ 11. The
following lemmas are essential in our proof.
Let U1n(a, b) be the graph obtained by attaching a and b pendent vertices to two vertices
of a triangle, respectively, where a+b = n−3, n ≥ 4 and a ≥ b ≥ 0. Let U2n(a, b) be the graph
obtained by attaching a and b pendent vertices to two nonadjacent vertices of a quadrangle,
respectively, where a+ b = n− 4, n ≥ 5 and a ≥ b ≥ 0. (see Fig.2)
ttt
❍❍❍
✟✟
✟
❆
❆
❆
 
 
 
t t t· · ·
✁
✁
✁
❅
❅
❅t t t· · ·
a
b
︷ ︸︸ ︷
︸ ︷︷ ︸
U1n(a, b)
t tt t  ❅❅
❍❍❍
✟✟
✟
❆
❆
❆
 
 
 
t t t· · ·
✁
✁
✁
❅
❅
❅t t t· · ·
a
b
︷ ︸︸ ︷
︸ ︷︷ ︸
U2n(a, b)
Fig.2 The graphs U1n(a, b) and U
2
n(a, b).
Lemma 4.8. For n ≥ 5, a ≥ b ≥ 0 and a ≥ 2, q3(U1n(a, b)) < 2.
Proof. By Lemma 4.6 and direct calculation, we have
ψ(U1n(a, b), x) = (x− 1)a+b+2f(x),
where f(x) = x5−(n+5)x4+[(a+5)n−a2−3a+7]x3−[(2a+7)n−2a2−6a+7]x2+(3n+8)x−4.
Let x1 ≥ x2 ≥ x3 ≥ x4 ≥ x5 be the roots of f(x) = 0. Note that
f(0) = −4 < 0, f(1) = −ab ≤ 0, f(2) = 2a+ 2b− 2 > 0,
f(a+ 2) = −a4 + a3b+ 3a2b− 3a3 − 5a2 + 4ab− 5a+ 3b− 2
≤ −a4 + a4 + 3a3 − 3a3 − 5a2 + 4a2 − 5a+ 3a− 2
= −a2 − 2a− 2 < 0,
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and
f( 2
n
) = 2
n5
[n5 − (4a+ 6)n4 + (4a2 + 16a+ 6)n3 − (4a2 + 12a− 20)n2 − 40n+ 16]
= 2
n5
{n3[n− (2a+ 3)]2 + (4a− 3)n3 − (4a2 + 12a− 20)n2 − 40n+ 16}
= 2
n5
{n2[(n− 2a− 3)2n+ (4a− 3)n− 4a2 − 12a+ 9] + 11n2 − 40n+ 16}
= 2
n5
{n2[(b− a)2(a+ b+ 3) + 4ab− 3a− 3b] + 11n2 − 40n+ 16}
= 2
n5
{n2[(a− b)2(a+ b) + 3a2 + 3b2 − 2ab− 3a− 3b] + 11n2 − 40n+ 16}.
Case 1: a = 2.
f( 2
n
) = 2
n5
{n2[(2− b)2(2 + b) + 3b2 − 7b+ 6] + 11n2 − 40n+ 16}
= 2
n5
{n2[(2− b)2(2 + b) + 3(b− 7
6
)2 + 23
12
] + 11(n− 20
11
)2 − 224
11
}
≥ 2
n5
{n2[(2− b)2(2 + b) + 3(b− 7
6
)2 + 23
12
] + 11(5− 20
11
)2 − 224
11
}
= 2
n5
{n2[(2− b)2(2 + b) + 3(b− 7
6
)2 + 23
12
] + 91}
> 0.
Case 2: a ≥ 3.
f( 2
n
) = 2
n5
{n2[(a− b)2(a+ b) + 2a(a− b) + a(a− 3) + 3b(b− 1)] + 11(n− 20
11
)2 − 224
11
}
≥ 2
n5
{n2[(a− b)2(a + b) + 2a(a− b) + a(a− 3) + 3b(b− 1)] + 11(5− 20
11
)2 − 224
11
}
= 2
n5
{n2[(a− b)2(a+ b) + 2a(a− b) + a(a− 3) + 3b(b− 1)] + 91}
> 0.
Combining the above arguments, we have 0 < x5 <
2
n
< x4 ≤ 1 ≤ x3 < 2 < x2 < a+ 2 <
x1. Then q3(U
1
n(a, b)) = x3 < 2.
Lemma 4.9. ([6]) For n ≥ 9, a ≥ b ≥ 0, µ3(U2n(a, b)) = 2.
By Lemma 3.4 and U2n(a, b) is a bipartite graph, we have
Lemma 4.10. For n ≥ 9, a ≥ b ≥ 0, q3(U2n(a, b)) = 2.
Lemma 4.11. Let G be a graph with n vertices. If G−{e1, e2} = H∪K2, where e1, e2 ∈ E(G),
and H = U in(a, b) for some integers a, b with a+ b = n− 2− i, a ≥ b ≥ 0, and i = 1, 2, then
S+3 (G) ≤ e(G) + 6.
Proof. By Lemma 4.8 and Lemma 4.10, the first three largest signless Laplacian eigenvalues
of H ∪K2 are q1(H), q2(H), 2, which implies S+3 (H ∪K2) = S+2 (H) + 2. Hence, by Lemma
2.2 and Theorem 4.1,
S+3 (G) ≤ S+3 (H ∪K2) + 2S+3 (K2) = S+2 (H) + 6 ≤ e(H) +
(
2+1
2
)
+ 6 = e(G) + 6.
For n ≥ 11, define sixteen classes of bicyclic graphs with n vertices, denoted by U1n, U2n,
. . . , U16n , for which the structures of graphs in them are given in Fig.3. For n ≥ 11, we also
define three bicyclic graphs with n vertices, denoted by U17n , U
18
n , U
19
n , see also Fig.3.
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Fig.3 The structures of graphs in U1n, U
2
n, . . . , U
16
n and graphs U
17
n , U
18
n , U
19
n .
Clearly, the graphs U17n , U
18
n , U
19
n are the special graphs in the U
7
n, U
8
n, U
9
n, respectively.
For i = 0, 1, 2, 3, let T in be the tree obtained by attaching i paths with two vertices to the
central vertex of K1,n−2i−1, where n ≥ 2i+ 1, see Fig.4. In particular, T 0n = K1,n−1.
t❆❆❆    
t t t· · ·
✁
✁
✁
❅
❅
❅t t tt t t· · ·
n− 2i− 1
i
︷ ︸︸ ︷
︸ ︷︷ ︸
T in
Fig.4 The tree T in with i = 0, 1, 2, 3.
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...t
✁
✁✁
❅
❅t t t· · ·
v1v3 v5
v7
v8
v2v4 v6
Cp Cq
Fig.5 The graph G in the proof of Theorem 4.13.
From Lemma 3.4 and Lemma 4.6 in [6], we have
Lemma 4.12. (i) For n ≥ 6, we have 1 < q2(T 2n) < 2.7, S+2 (T 2n) < e(T 2n) + 2. (ii)For n ≥ 7,
we have 1 < q2(T
3
n) < 2.7, S
+
2 (T
3
n) < e(T
3
n) + 2.
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Theorem 4.13. Let n, k be positive integers with n ≥ 11 and 1 ≤ k ≤ n, and G be a θ-type
bicyclic graph with n vertices. Then
S+k (G) ≤ e(G) +
(
k+1
2
)
.
Proof. From Theorem 4.2, we only need to prove the case of k = 3.
Since G is a θ-type bicyclic graph, then G is obtained by attaching some hanging trees
to θ(p, q, t) where p, q ≥ 3 and 2 ≤ t ≤ min{p+2
2
, q+2
2
}. By Corollary 4.4, it will suffice to
consider the θ-type bicyclic graph which is obtained by attaching some pendent vertices to
θ(p, q, t) or G ∼= θ(p, q, t).
Let A be the set of the common vertices of Cp and Cq. Let v1, v2 be the two vertices
which are the common vertices of the three cycles in G. Let v3, v4 (v3 and v4 may be the
same vertex) be the neighbor of v1 and v2 in V (Cp) \ A, v5, v6 (v5 and v6 may be the same
vertex) be the neighbor of v1 and v2 in V (Cq) \ A, respectively. Let G1 be the component
of G− {v1v3, v2v4} containing v3, G2 be the component of G− {v1v5, v2v6} containing v5. If
|A| ≥ 3, then let v7 and v8 be the neighbor of v1 and v2 in A, respectively (v7 = v8 if |A| = 3).
Let G3 be the component of G−{v1v7, v2v8} containing v7. Furthermore, if |A| = 2, we define
e(G3) = 0.
Case 1: e(G1) ≥ 2 or e(G2) ≥ 2 or e(G3) ≥ 2.
Without loss of generality, we suppose e(G1) ≥ 2. Then G can be considered as G1 ≈
(G−G1) in which the inserted edges are v1v3 and v2v4. Thus by Inequality (1), Theorem 4.1
and Lemma 4.5, S+3 (G) ≤ e(G) + 6.
Case 2: e(G1) ≤ 1 and e(G2) ≤ 1 and e(G3) ≤ 1.
We show the structure of G in each case in the following.
e(G1) e(G2) e(G3) The structure of G
0 0 0 U1n, U
2
n
0 1 0 U3n, U
4
n, U
5
n, U
6
n
1 0 0 U3n, U
4
n, U
5
n, U
6
n
1 1 0 U7n, U
8
n, U
9
n, U
10
n , U
11
n , U
12
n
0 0 1 U6n
0 1 1 U11n , U
12
n
1 0 1 U11n , U
12
n
1 1 1 U13n , U
14
n , U
15
n , U
16
n
Table 1. The structure of G in each case.
Now we show for any G ∈ ∪16i=1Uin, S+3 (G) ≤ e(G)+6.Without loss of generality, suppose
dv1 ≥ dv2 . Note that n ≥ 11, it implies dv1 ≥ 5.
Let G′ = G− {v1v3, v1v5, v1v7} if |A| ≥ 3 and G′ = G− {v1v3, v1v5, v1v2} if |A| = 2. Let
G4 be the component of G
′ containing v1, G5 be the component of G′ containing v2. Then
G′ = G4 ∪ G5 and both G4, G5 are trees. Let ni = |V (Gi)|, where i = 4, 5 and n4 + n5 = n.
Obviously, G4 ∼= T 0n4 with n4 ≥ 3, which implies that q1(G4) = n4, q2(G4) = 1.
Subcase 2.1: G ∈ U1n ∪ U2n.
Then G5 ∼= T 0n5 , then the first three largest singless Laplacian eigenvalues of G′ are
n4, n5, 1, that is, S
+
3 (G
′) = n4 + n5 + 1 = n+ 1. By Lemma 2.2,
S+3 (G) ≤ S+3 (G′) + 3S+3 (K2) = n+ 1 + 6 = e(G) + 6.
Subcase 2.2: G ∈ 6∪
i=3
U
i
n.
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For each graph G, let e1, e2 be the edges as labeled in Fig.3. Then the result follows from
Lemma 4.11.
Subcase 2.3: G ∈ 12∪
i=7
U
i
n. Then G5
∼= T 2n5 .
Subcase 2.3.1: n5 = 5.
Then G ∈ 19∪
i=17
U in. For each graph G, let e1, e2 be the edges as labeled in Fig.3. Then the
result follows from Lemma 4.11.
Subcase 2.3.2: n5 ≥ 6. Then by Lemma 4.12, we have 1 < q2(G5) < 2.7 < 3 ≤ n4 =
q1(G4), which implies that the first three largest signless Laplacian eigenvalues of G
′ are
q1(G4) = n4, q1(G5) = n5, q2(G5), that is, S
+
3 (G
′) = n4 + S+2 (G5). By Lemma 2.2 and (i) of
Lemma 4.12, we have
S+3 (G) ≤ S+3 (G′) + 3S+3 (K2) = n4 + S+2 (G5) + 6 < (n4 + e(G5) + 2) + 6 = e(G) + 6.
Subcase 2.4: G ∈ 16∪
i=13
U
i
n.
Then G5 ∼= T 3n5 with n5 ≥ 7. By Lemma 2.2 and (ii) of Lemma 4.12, we can prove the
result similar to the proof of subcase 2.3.2.
Combining the above arguments, the result holds.
By Lemma 2.5, Theorem 4.2, Theorem 4.7 and Theorem 4.13, we have
Theorem 4.14. Conjecture 1.1 is true for bicyclic graphs.
References
[1] F. Ashraf, G.R. Omidi, B. Tayfeh-Rezaie, On the sum of signless Laplacian eigenvalues
of graphs, Linear Algebra Appl. 438 (2013) 4539-4546.
[2] H . Bai, The Grone-Merris conjecture, Trans. Amer. Math. Soc. 363 (2011) 4463-4474.
[3] J. Berndsen, Three Problems in Algebraic Combinatorics, Masters thesis, Eindhoven
University of Technology, 2012
[4] A.E. Brouwer, W.H. Haemers, Spectra of Graphs, Springer, New York, 2012.
[5] D.M. Cvetkovic´, P. Rowlinson, S.K. Simic´, An Introduction to the Theory of Graph
Spectra, Cambridge University Press, Cambridge, 2010
[6] Z. Du, B. Zhou, Upper bounds for the sum of Laplacian eigenvalues of graphs, Linear
Algebra Appl. 436 (2012) 3672-3683.
[7] E. Fritscher, C. Hoppen, I. Rocha, V. Trevisan, On the sum of the Laplacian eigenvalues
of a tree, Linear Algebra Appl. 432 (2011) 371-399.
[8] K. Fan, On a theorem of Weyl concerning eigenvalues of linear transformations I, Proc.
Natl. Acad. Sci. USA 35 (1949) 652-655.
[9] R. Grone, R. Merris, The Laplacian spectrum of a graph II, SIAM J. Discrete Math. 7
(1994) 221-229
[10] W.H. Haemers, A. Mohammadian, B. Tayfeh-Rezaie, On the sum of Laplacian eigenval-
ues of graphs, Linear Algebra Appl. 432 (2010) 2214-2221.
12
[11] A.L. Hou, S.C. Li, Ordering n-vertex unicyclic graphs with matching number q by their
signless Laplacian spectral radii, submitted for publication.
[12] S.C Li, M.J Zhang, On the signless Laplacian index of cacti with a given number of
pendant vertices, Linear Algebra Appl. 436 (2012) 4400-4411.
[13] Mayank, On Variants of the Grone-Merris Conjecture, Masters thesis, Eindhoven Uni-
versity of Technology, 2010.
[14] S. Wang, Y. Huang, B. Liu, On a conjecture for the sum of Laplacian eigenvalues, Math.
Comput. Modelling. 56 (2012) 60-68.
13
