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Zusammenfassung: Es wird ein Ansatz zur zeitbe-
schränkten Ablaufplanung für VLIW-Prozessoren
mit neuronalen Netzen vorgestellt. Bestehende Ar-
beiten werden dahingehend erweitert, dass der Da-
tenpfad des Prozessors über heterogene funktionale
Einheiten verfügen und geclustert sein darf. Es wer-
den zwei Varianten zur Lösung des Problems ange-
geben, deren Qualität mit einem heuristischen
Ansatz verglichen wird und Schlussfolgerungen be-
züglich der Nutzbarkeit neuronaler Netze gezogen.
1 Einleitung
Die Anforderungen an Prozessoren in eingebetteten
Systemen nehmen bezüglich der erforderlichen Ver-
arbeitungsgeschwindigkeit stetig zu. Gleichzeitig
macht der mobile Einsatz solcher Systeme einen
geringen Stromverbrauch erforderlich. Beide Ziele
können unter anderem durch eine parallele Abar-
beitung der Anwendung auf Instruktionsebene durch
den Prozessor erreicht werden, da dadurch dessen
Taktfrequenz reduziert werden kann und gleichzeitig
eine hohe Verarbeitungsgeschwindigkeit garantiert
ist. Die schematische Darstellung eines solchen Pro-














Abbildung 1.1: Modell eines geclusterten VLIW-Prozessors.
Die dargestellten funktionalen Einheiten (FUs) füh-
ren parallel die Operationen der Anwendung aus.
Können alle FUs dieselben Operationen ausführen,
dann handelt es sich um homogene FUs, andernfalls
um heterogene. Die FUs sind zu Clustern zusam-
mengefasst, damit nicht zu viele FUs auf dieselbe
Registerbank zugreifen müssen, da die Erhöhung der
Anzahl der Lese- und Schreibports in einer Regis-
terbank zu einem kubischen Anstieg ihres Platz- und
Stromverbrauches führt [8].  Über ein externes Ver-
bindungsnetzwerk können Daten zwischen den Re-
gisterbänken verschiedener Cluster ausgetauscht
werden. Das abgearbeitete Programm ist statisch
durch den Compiler geplant, so dass bereits zur Ü-
bersetzungszeit der Abarbeitungszeitpunkt jeder
Operationen (Ablaufplan) sowie deren Zuordnung
zu einer FU (Bindung) und zu einem Cluster
(Clusterung) festgelegt wird. Da häufig bereits von
Beginn an fest steht, welche Anwendung in einem
eingebetteten System abgearbeitet wird, können die
Parameter des geclusterten VLIW-Prozessors bereits
vor dessen Fertigung an die Erfordernisse der An-
wendung angepasst werden, um bei geringem
Strom- und Platzverbrauch die erforderliche Ausfüh-
rungsgeschwindigkeit zu erreichen. Hierfür ist je-
doch eine detaillierte Analyse der Anwendung
erforderlich, um die benötigten Ressourcen (aus-
führbare Operationen in jeder FU, Clusteranzahl,
FU-Anzahl je Cluster) des Prozessors zu bestimmen.
Die Anwendung wird dabei als Menge von Basis-
blöcken aufgefasst, wobei ein Basisblock ein ge-
richteter azyklischer Graph (V, E, type) mit der
Kantenmenge E ist, in dem jeder Knoten aus V
durch die Funktion type mit einer Operationsart aus
der Menge O beschriftet ist. 
Das Optimierungsproblem der zeitbeschränkten
Ablaufplanung auf Basisblockebene besteht in der
Erzeugung einer Clusterung, Bindung und eines
Ablaufplans mit einer vorgegebenen Länge zu jedem
Basisblock, so dass dieser Ablaufplan von einem
Prozessor mit minimalem Ressourceneinsatz abge-
arbeitet werden kann. In diesem Artikel wird die
Nutzung von Neuronalen Netzen zur Lösung dieses
Optimierungsproblems der zeitbeschränkten Ablauf-
planung beschrieben und untersucht. In [5, 6] wer-
den Neuronale Netze bereits zur Optimierung von
Ablaufplänen für ungeclusterte VLIW-Prozessoren
mit homogenen FUs genutzt. Der hier untersuchte
Ansatz erweitert diese Ansätze auf geclusterte
VLIW-Prozessoren mit heterogenen FUs. Die er-
zielten Ergebnisse werden mit den Ergebnissen eines
existierenden heuristischen Lösungsansatzes [7]
verglichen und bewertet. 
2 Grundlagen
Zur Lösung des Optimierungsproblems wird ein
stetiges Hopfield-Netz verwendet, da dieser Netztyp
nicht trainiert werden muss. Ein stetiges Hopfield-
Netz ( , , , )N w act θ  ist ein gerichteter Graph mit der
Knotenmenge N (den Neuronen), der Kantenmenge
K = N × N, der Kantengewichtungsfunktion w, der
streng monoton steigenden Aktivierungsfunktion
act und neuronenspezifischer Schwellwerte θi. Jedes
Neuron i besitzt eine Eingabe ui und eine Ausgabe
xi = act(ui). Die Änderung der Eingabe ui ist für
hinreichend kleine Zeitintervalle ∆t definiert als
( , )
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und ergibt sich aus den um den neuronenspezifi-
schen Schwellwert θi verringerten mit w gewichteten
akkumulierten Ausgaben der Vorgänger des Neu-
rons i. Es sei xG  = (x1,…,x|N|) der Vektor der Ausga-
ben der Neuronen eines Netzes. Ausgehend von
einem beliebigen Startvektor xG  wird die Ausgabe
beliebiger Neuronen neu berechnet und es ist sicher-
gestellt, dass das Netz einen stabilen Zustand er-
reicht, in dem sich für kein Neuron die Ausgabe
nach einer Neuberechnung ändert [3]. Hat ein
Hopfield-Netz diesen stabilen Zustand erreicht, dann
ist xG  ein lokales Minimum der zu diesem Netz ge-
hörenden quadratischen Energiefunktion 
1( ) (( , ))
2 i j i ij N i N i N
E x w i j x x xθ
∈ ∈ ∈
= − ⋅ ⋅ + ⋅∑∑ ∑G (2.2)
Diese Eigenschaft wird genutzt, um mittels
Hopfield-Netzen ein Optimierungsproblem zu lösen
[4]. Durch Differenzieren der Energiefunktion nach
xi ergibt sich 
( , )
( ) (( , )) ij i
j i Ki
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Um die Änderung der Eingabe ∆ui eines Neurons i
zu berechnen, müssen somit die Kantengewichte w
und neuronenspezifischen Schwellwerte θi nicht
bekannt sein, sondern es genügt die Kenntnis einer
differenzierbaren quadratischen Energiefunktion.
Die Ausgabe eines Neurons kann dann durch
xi = act(ui + ∆ui) aktualisiert werden. In [2, 10]
wurde gezeigt, dass sich dieses Modell auch auf
Energiefunktionen höherer Ordnung anwenden lässt.
Sehr häufig sind bei einem Optimierungsproblem
Randbedingungen zu beachten. Insbesondere Rand-









für die Ausgaben der Neuronen {n1, …, nm} mit
xj ∈ [0, 1] lassen sich in einem neuronalen Netz


























2. für T → 0:
1,  falls  für alle {1, } { }
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Beide Eigenschaften gemeinsam sichern also ab,
dass von allen Neuronen das Neuron mit der größten
Ausgabe den Ausgabewert 1 erhält und alle anderen
Neuronen den Ausgabewert 0, wodurch diskrete
Optimierungsprobleme modelliert werden können.
Um T gegen 0 streben zu lassen, wird die Simulati-
on des neuronalen Netzes mit T := T0 begonnen und
nach erreichen eines stabilen Zustandes erneut mit
T := T ⋅ dect, wobei dect ∈ (0,1) gestartet, bis T
einen vorgegebenen Wert unterschreitet.
3 Optimierungsproblem
Zur Lösung des Optimierungsproblems der Cluste-
rung, Ablaufplanung und Bindung wurden zwei
Varianten untersucht:
1. Gekoppelte Ablaufplanung und Bindung vor der
Clusterung, 
2. Nicht gekoppelte Ablaufplanung, Clusterung
und Bindung in dieser Reihenfolge.
In den folgenden zwei Abschnitten werden die E-
nergiefunktionen, die in den beiden Varianten zur
Optimierung verwendet und wie in Formel (2.3)
dargestellt noch differenziert werden müssen, ange-
geben. Abschließend werden die Ergebnisse, die
unter deren Verwendung berechnet wurden, angege-
ben sowie andere Varianten zur Formulierung der
Optimierungsprobleme diskutiert.
3.1 Variante 1 (V1)
In dieser Variante wird die Ablaufplanung und Bin-
dung gekoppelt  vor der Clusterung durchgeführt. 
3.1.1 Ablaufplanung und Bindung
Zur Lösung des Optimierungsproblems der gekop-
pelten zeitbeschränkten Ablaufplanung und Bindung
muss eine Anordnung der Operationen des Basis-
blocks im Ablaufplan der Länge len gefunden wer-
den, so dass die Anzahl der parallel ausgeführten
Operationen minimal ist (O1), die Gesamtkosten der
Operatoren in den FUs des Prozessors minimiert
wurden (O2), die geplanten Operationen die Daten-
abhängigkeiten aus dem Basisblock einhalten (R1),
zu jedem Zeitpunkt durch jede FU nur eine Operati-
on ausgeführt wird (R2), jede Operation genau ein-
mal ausgeführt wird (R3) und die vorgegebene
Ablaufplanlänge len eingehalten wird. Bestimmt
wird für jede Operation ein Startzeitpunkt
(start : V → {1,…,len}) und eine Bindung an eine
FU (fu : V → F). Zur Lösung wird ein neuronales
Netz mit den Neuronen ,tv ax  verwendet, wobei
,
k
v ax  ∈ [0, 1] die Wahrscheinlichkeit angibt, dass die
Operation v zum Zeitpunkt a von der FU k ausge-
führt wird. Die Randbedingung R1 wird durch die,
in die Energiefunktion eingehende Straffunktion 
( ) 1
1 , ,
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abgesichert, wobei F eine Menge funktionaler Ein-
heiten und lat(v) die Anzahl der Takte zur Abarbei-
tung der Operation v (Latenzzeit) ist. Wird eine von
v abhängige Operation u niemals überlappend mit v
ausgeführt, dann hat Formel (3.1) ihr globales Mi-
nimum 0 erreicht und R1 ist sichergestellt. Die
Randbedingung R2 wird durch die Straffunktion
( ) 1
1 , ,
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umgesetzt. Ist eine Operation u von der Operation v
abhängig, so ist bereits durch (3.1) gegesichert, dass
beide Operationen nicht gleichzeitig ausgeführt wer-
den können. Im anderen Fall ist das Produkt genau
dann 0, wenn zu jedem Zeitpunkt, an dem die Ope-
ration v abgearbeitet wird, keine andere nicht abhän-
gige Operation durch dieselbe FU abgearbeitet wird.
Die Randbedingung R3 lässt sich realisieren, indem
für jedes v ∈ V die Ausgangswerte ,kv ax  für alle
























definiert sind. Dadurch ist abgesichert, dass die Ope-
ration v zu genau einem Zeitpunkt von genau einer
FU abgearbeitet wird. Das Optimierungsziel O1
kann als Zielfunktion 
1 ,
1
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G (3.4)
höherer Ordnung formuliert werden. Wird die FU k
verwendet, dann gibt es mindestens ein ,kv ax  = 1.
Damit wird das Produkt 0 und der Summand für k 1.
Wird dagegen keine Operation von der FU k ausge-
führt, dann sind alle ,kv ax = 0. Damit ist das Produkt 1
und der Summand für k wird 0. Je weniger FUs also
verwendet werden, desto kleiner ist die Summe. Das
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G (3.5)
formuliert werden1. Falls eine FU k eine Operation
der Art t ausführen muss, dann gibt es ein ,kv ax = 1.
Das Produkt wird wiederum 0 und der Term in der
äußeren Klammer 1. Dadurch gehen die Operator-
kosten c(t) in die Summenbildung ein. Wird dage-
gen in der FU k keine Operation der Art t
ausgeführt, dann sind auch alle ,kv ax = 0. Der Term in
der äußeren Klammer wird damit 0 und die Opera-
torkosten auch.
                                                          
1 Für eine Funktion f bezeichne f –1(y) die Menge der
Urbilder von y.
Die angegebenen Ziel- und Straffunktionen werden,
mit entsprechenden Faktoren gewichtet, zur Energie-
funktion ( )E xG  zusammengefasst:
1 2
1 1 2 2
( ) : ( ) ( )
( ) ( )
O O
R R
E x E x E x
E x E x
α β
λ λ




Differenzieren wie in (2.3) liefert dann die Ände-
rungen der Neuroneneingaben, die dann bei der ite-
rativen Berechnung des stabilen Zustandes des
Netzes genutzt werden.
3.1.2 Clusterung
Basierend auf der errechneten Ablaufplanung und
Bindung wird eine Clusterung cl : V → C der Ope-
rationen berechnet, wobei C eine Menge vorgegebe-
ner Cluster ist. Der durch die Ablaufplanung
festgelegte Startzeitpunkt und die Bindung wird
nicht verändert. Bei der Clusterung sind die tatsäch-
lich benötigten FUs gleichmäßig auf die Cluster zu
verteilen (O1) und die Anzahl der parallel ausge-
führten Kopieroperationen soll minimal sein (O2).
Weiterhin muss eine zulässige Clusterung die fol-
genden Randbedingungen erfüllen: Für (u,v) ∈ E
muss start(u)+lat(u)+lat(copy) ≤ start(v) sein, falls
cl(u) ≠ cl(v) (R1). Außerdem darf jede FU nur ge-
nau einem Cluster zugeordnet werden (R2). 
Das neuronale Netz besteht aus den Neuronen kix ,
wobei kix  die Wahrscheinlichkeit angibt, dass die
FU i dem Cluster k zugeordnet ist. Die Randbedin-
gung R2 kann wieder abgesichert werden, indem für
jedes i ∈ F die Ausgangswerte kix  für alle k ∈ C
















definiert werden. R1 wird durch die Straffunktion
1
{ } { }
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i j i k t k
E dc i j x x
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(3.8)
realisiert. Hier liefert dc(a,b) als Ergebnis eine 1,
wenn die FU a und die FU b demselben Cluster zu-
geordnet werden müssen, weil die FU b eine Opera-
tion ausführt, die das Ergebnis einer von FU a
ausgeführten Operation benötigt und die Ausfüh-
rungszeitpunkte beider Operationen keine Kopier-
operation dazwischen zulassen. Ansonsten liefert
dc(a,b) eine 0 als Ergebnis. O1 wird durch die Ziel-
funktion 
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realisiert. Je stärker die Anzahl der FUs in einem
Cluster k von der durchschnittlichen FU Anzahl je
Cluster abweicht, desto größer wird das Quadrat
dieser Differenz, so dass die Energiefunktion ihr
Minimum 0 nur dann erreicht, wenn die maximale
Anzahl FUs in allen Clustern minimal ist.
Zur Realisierung des Optimierungsziels O2 wird die
Zielfunktion 
2
{ } { }
: ( , ) k tO i j
i j i k t k
E nc i j x x
∈ ∈ − ∈ ∈ −
= ⋅ ⋅∑ ∑ ∑ ∑
F F C C
(3.10)
verwendet. Dabei ist nc(i,j) die Anzahl der Kopier-
operationen, die eingefügt werden müssen, um die
von FU j benötigten Werte, die von FU i erzeugt
wurden, zu kopieren, falls beide FUs in verschiede-
nen Clustern angeordnet werden.
Die angegebenen Ziel- und Straffunktionen werden
wiederum geeignet gewichtet zur folgenden Energie-
funktion zusammengefasst:
1 2 1( ) : ( ) ( ) ( )O O RE x E x E x E xα β λ= ⋅ + ⋅ + ⋅G G G G (3.11)
3.1.3 Kopieroperationen planen
Nach der Clusterung muss der Datenflussgraph um
die benötigten Kopieroperationen C erweitert wer-
den. Das heißt, dass zwischen zwei Operationen, die
in verschiedenen Clustern ausgeführt werden, eine
Kopieroperation eingefügt werden muss. Die Ko-
pieroperationen C müssen ebenfalls geplant werden,
wobei die Anzahl der gleichzeitig ausgeführten Ko-
pieroperationen minimiert werden soll (O1), jede
Kopieroperation c frühestens zum Zeitpunkt eet(c)
(nach der Berechnung des zu kopierenden Wertes)
und spätestens zum Zeitpunkt let(c) (lat(copy) Takte
vor der ersten Benutzung des kopierten Wertes im
Zielcluster) gestartet wird (R1) und jede Kopierope-
ration genau einmal ausgeführt wird (R2). 
Das neuronale Netz besteht aus den Neuronen nc,a
mit c ∈ C und eet(c) ≤ a ≤ let(c). Dadurch wird R1
abgesichert. Zur Umsetzung des Optimierungsziels
O1 wird die Funktion
( ) ( ) 1
1 , ,
{ } ( ) ( ) 1
( ) :
let j a lat i
O i a j b
i C j C i a eet i b a lat j
E x x x
+ −
∈ ∈ − = = − +
= ⋅∑ ∑ ∑ ∑G (3.12)
genutzt, die die Anzahl der paarweisen Überlappun-
gen von Kopieroperationen i und j berechnet. Die




















sichergestellt. Formel (3.12) stellt somit bereits die
zu optimierende Energiefunktion dar.
3.2 Variante 2 (V2)
In dieser Variante werden die Ablaufplanung,
Clusterung und Bindung getrennt in dieser Reihen-
folge durchgeführt. Dadurch entstehen bei der
Clusterung mehr Freiräume, da noch keine Bindung
der Operationen festgelegt wurde.
3.2.1 Ablaufplanung
Die Ablaufplanung ist ähnlich der in Abschnitt
3.1.1, jedoch muss keine Bindung der Operationen
an FUs vorgenommen werden. Das neuronale Netz
besteht daher aus den Neuronen nv,a mit v ∈ V und
a ∈ {1,…,len}, wobei ein Neuron nv,a die Wahr-
scheinlichkeit angibt, dass die Ausführung der Ope-
ration v zum Zeitpunkt a beginnt. Die Operationen
sind so zu planen, dass die Anzahl der gleichzeitig
ausgeführten Operationen minimal ist (O1), die Da-
tenabhängigkeiten im Basisblock eingehalten wer-
den (R1), jede Operation zu genau einem Zeitpunkt
gestartet wird (R2) und die vorgegebene Ablauf-
planlänge len nicht überschritten wird (R3).
R3 wird durch die vorgegebene Neuronenmenge nv,a




















für die Ausgaben aller Neuronen zur Operationen v.
Die Randbedingung R1 wird, analog zur Straffunk-
tion (3.1), durch die Straffunktion 
( ) 1
1 , ,
( , ) 1 1
:
a lat vlen
R v a u b
v V v u E a b
E x x
+ −
∈ ∈ = =
= ⋅∑ ∑ ∑ ∑ (3.15)
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beschrieben. Analog zur Funktion (3.12) wird durch
diese Zielfunktion die Anzahl der paarweisen Über-
lappungen von Operationen gezählt. Jedoch wird
dadurch das Optimierungsziel nicht exakt abgebildet
[9]. Aus den Straf- und Zielfunktionen wird die E-
nergiefunktion
1 1( ) : ( ) ( )O RE x E x E xα λ= ⋅ + ⋅G G G (3.17)
gebildet, die nach xv,a differenziert für jedes Neuron
nv,a die Änderung seiner Eingabe angibt. Nach der
Simulation des Netzes wird für jede Operation v als
Startzeitpunkt das a mit xv,a = 1 gewählt.
3.2.2 Clusterung
Nach der Festlegung eines Startzeitpunktes für jede
Operation, müssen die Operationen den Prozessor-
clustern zugeordnet werden. Dabei soll die Anzahl
der gleichzeitig ausgeführten Operationen in jedem
Cluster minimal sein (O1), in jedem Cluster mög-
lichst wenig verschiedene Operationsarten benötigt
werden (O2) und die Anzahl der parallel ausgeführ-
ten Kopieroperationen minimal sein (O3). Dass jede
Operation genau einem Cluster zugeordnet ist (R2)
und zwischen zwei adjazenten Operationen, die ver-
schiedenen Clustern zugeordnet sind, genügend Zeit
zum Kopieren des Wertes sein muss (R1), sind die
einzuhaltenden Randbedingungen. Das zur Lösung
verwendete neuronale Netz besteht aus den Neuro-
nen kvn  mit v ∈ V und k ∈ C, wobei die Ausgabe kvx
die Wahrscheinlichkeit angibt, dass Operation v dem
Cluster k zugeordnet ist. Die Randbedingung R1
kann durch die Straffunktion 
1
( ) { }
( ) : ( , ) k tR v u
v V u succ v k t k
E x nc v u x x
∈ ∈ ∈ ∈ −
= ⋅ ⋅∑ ∑ ∑ ∑
C C
G (3.18)
formuliert werden, wobei nc(v,u) = 1, falls zwischen
die Operationen v und u keine Kopieroperation ein-
gefügt werden darf und 0 sonst. Die Randbedingung

















abgesichert werden. Analog zur Zielfunktion (3.9)
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definiert, die mehr als |Fc| viele FUs im Cluster c
bestraft. Dabei ist instr(a) := {v | v ∈ V und start(v)
≤ a < start(v) + lat(v)}. Das Optimierungsziel O2
wurde in ähnlicher Form bereits in Formel (3.5)
umgesetzt. Dort wurde eine Zuordnung von Operati-
onen desselben Typs zur selben FU angestrebt, hier
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Wird keine Operation des Typs t im Cluster k ausge-
führt, dann ist das Produkt 1 und damit die Differenz
in der äußeren Klammer 0, weswegen dieser Opera-
tionstyp in der FU k nicht benötigt wird. Ist dagegen
ein kvx  = 1, dann werden die Kosten c(t) des Opera-
tors t dem Cluster k angerechnet. Das Optimierungs-
ziel O3 wird mittels folgender Zielfunktion
realisiert:
3
( , ) { }
( ) : k tO v u
v V v u E k t k
E x x x
∈ ∈ ∈ ∈ −
= ⋅∑ ∑ ∑ ∑
C C
G (3.22)
Analog zur Zielfunktion (3.10) wird durch EO3 eine
Minimierung der Anzahl der insgesamt benötigten
Kopieroperationen angestrebt, indem alle adjazenten
Operationspaare (u,v) gezählt werden, die verschie-
denen Clustern zugeordnet sind. Eine Minimierung
der davon parallel ausgeführten Operationen kann zu
diesem Zeitpunkt noch nicht vorgenommen werden,
da noch keine exakten Ausführungszeitpunkte für
die Kopieroperationen festgelegt wurden. Zusam-
mengefasst ergibt sich damit die Energiefunktion:
1 2
2 1
( ) : ( ) ( )
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O O
O R
E x E x E x
E x E x
α β
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Abschließend müssen die, den einzelnen Clustern
zugeordneten Operationen, noch an die FUs in die-
sen Clustern gebunden werden. Dies geschieht sepa-
rat für jeden Cluster. Dabei sollen die Gesamtkosten
der bereitzustellenden Operatoren innerhalb eines
Clusters minimal sein (O1), zwei zeitgleich ausge-
führte Operationen dürfen nicht derselben FU zuge-
ordnet werden (R1) und jede Operation wird immer
von genau einer FU ausgeführt (R2). R2 kann wie-


















für alle Neuronen zur Operation v sichergestellt
werden, wobei Fc die Menge der FUs im Cluster c
ist. Das Optimierungsziel O1 wird wieder analog zur
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umgesetzt, so dass sich zusammenfassend die Ener-
giefunktion 
1 1( , ) : ( , ) ( , )O RE x c E x c E x cα λ= ⋅ + ⋅G G G (3.25)
ergibt. Die abschließende Planung der Kopieropera-
tionen wird wie in 3.1.3 bereits beschrieben durch-
geführt.
4 Ergebnisse
Beide Varianten wurden mittels der im Abschnitt 2
vorgestellten Methodik und der im Abschnitt 3 an-
gegebenen Energiefunktionen implementiert, mit
verschiedenen Benchmarkprogrammen aus der Sig-
nalverarbeitung, deren Charakteristika in Tabelle 4.1
zusammengefasst sind,  getestet und mit den Ergeb-
nissen der DESCOMP-Heuristik [7] verglichen. 
Name KA CP Name KA CP
ARF 28 8 AMMP 24 3
DCT-DIT 48 7 EQUAKE1 36 4
DCT-LEE 49 9 EQUAKE2 36 4
EWF 34 14 SWIM2 15 5
FFT 38 4 WUPWISE 14 3
Tabelle 4.1: Eigenschaften der verwendeten Basisblöcke. Es ist KA -
Knotenanzahl und CP - kritische Pfadlänge.
Bei den Simulationen wurden für das neuronale Netz
die Parametereinstellungen gemäß der Tabelle 4.2
genutzt, die durch zahlreiche Probeläufe ermittelt
wurden, sowie die ebenfalls in Tabelle 4.2 angege-
benen Kosten für die Operatoren, die in den Bench-
markprogrammen enthalten sind.
Parameter Wert Parameter Wert
T0 50 c(∗) 30
dect 0,8 c(+) 4
c(–) 4
Tabelle 4.2: zur Simulation verwendete Parameterwerte.
Zu den Benchmarkprogrammen wurden Ablaufpläne
unterschiedlicher Längen einschließlich Bindungen
und Clusterungen mittels der zwei Varianten er-
zeugt. Die zur Ausführung der so generierten Ab-
laufpläne benötigten Architekturen wurden
hinsichtlich der benötigten Ports in der größten Re-
gisterbank und Operatoren in den Clustern mit den
durch den DESCOMP-Ansatz erzeugten Architektu-
ren verglichen. In Tabelle 4.3 ist in der Zeile SC die
Anzahl der absolut verglichenen Ablaufpläne ange-
geben. Die Zeilen +P und +Ops geben relativ dazu
die Anzahl der mit Variante 1 bzw. 2 erzeugten Ab-
laufpläne an, für deren Ausführung mehr Ports bzw.
Operatoren in den VLIW-Architekturen benötigt
werden als bei den DESCOMP-Architekturen. A-
nalog ist in den Zeilen –P und –Ops relativ die An-
zahl der Ablaufpläne angegeben, bei denen Ports
bzw. Operatoren eingespart werden konnten.
1 Cluster 2 Cluster 3 Cluster
V1 V2 V1 V2 V1 V2
SC 77 77 16 55 5 28
+P 74% 3% 68% 30% 100% 54%
–P 0% 4% 0% 25% 0% 11%
+Ops 30% 69% n.a. >90% n.a. >90%
–Ops 23% 0% n.a. 0% n.a. 0%
Tabelle 4.3: Vergleich der Ergebnisse von Variante 1 und 2 mit den
DESCOMP Ergebnisse.
Es zeigt sich, dass für Architekturen mit einem
Cluster Variante 2 ähnliche Ergebnisse wie der
DESCOMP-Ansatz liefert, Variante 1 in 74% der
Fälle jedoch mehr Ports benötigt. Ursache dafür ist
vermutlich die hohe Variabelenanzahl und damit die
Existenz vieler lokaler Minima. Dafür benötigt Vari-
ante 1 weniger Operatoren als Variante 2, was an der
gekoppelten Planung und Bindung liegt. Bei
Benchmarkprogrammen mit mehr als 40 Knoten
konnte für Ablaufplanlängen von 17 und größer
keine zulässige Lösung mit neuronalen Netzen ge-
funden werden. Vermutlich dominieren lokale Mi-
nima der Straffunktionen in diesen Fällen die
Energiefunktion zu stark. Bei Architekturen mit 2
und 3 Clustern konnte die Variante 2 DESCOMP-
Lösungen hinsichtlich der Portanzahl noch verbes-
sern, in deutlich mehr Fällen jedoch wurden
schlechtere Ergebnisse erreicht. Für mehr als 3
Cluster wurden keine zulässigen Lösungen mit neu-
ronalen Netzen gefunden, während DESCOMP dazu
durchaus in der Lage war. Die angegebenen Ergeb-
nisse konnten mit dem neuronalen Netz jedoch nur
durch eine individuelle Anpassung der Gewich-
tungsfaktoren in der Energiefunktion an jedes
Benchmarkprogramm und jede Ablaufplanlänge
erreicht werden. Ohne diese Anpassung wäre die
Qualität der Lösungen schlechter und die Anzahl der
unzulässigen Lösungen höher, da die Randbedin-
gungen über Straffunktionen formuliert wurden, das
neuronale Netz aber nicht immer ein globales Mini-
mum findet. Mit den jeweiligen Einstellungen wur-
den mehrere Simulationen je Benchmarkprogramm
und Ablaufplanlänge durchgeführt. In 65% dieser
Simulationen wurde eine zulässige Lösung generiert.
Die Laufzeiten der Simulationen bewegten sich für
Netze mit bis zu 50 Neuronen unter einer Sekunde,
bei 2500 Neuronen ca. 12 Minuten, bei mehr als
5000 Neuronen über 30 Minuten auf einem PC mit
1.5 GHz. Netze mit mehr als 2000 Neuronen wurden
nur in der Variante 1 benötigt.
5 Schlussfolgerungen
Das vorliegende Optimierungsproblem mit neuro-
nalen Netzen zu lösen, ist machbar, jedoch wenig
praktikabel, da viel Zeit in die Anpassung der Ge-
wichtungsfaktoren der Energiefunktionen investiert
werden muss und dieser Schritt kaum automatisier-
bar scheint. Als allgemeiner Lösungsansatz scheiden
neuronale Netze daher aus. Sie eignen sich jedoch
zur Verifikation der Qualität von Lösungen, die mit
anderen Methoden gefunden wurden. 
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