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ABSTRACT
Changes in barometric pressure propagate into the subsurface where they can
affect water level measurements in wells and cause vertical strain. Previous strain sensors
were developed to measure vertical strain, but they were limited to measurements at a
single depth, making it difficult to evaluate strains from a migrating pressure wave.
Technology known as Coherence-length-gated Microwave Photonics Interferometry
(CMPI) uses optical fiber sensors to measure strain at multiple locations. It has the
potential to detect strain caused by variations in barometric pressure at multiple depths in
the subsurface. The goal of this study is to evaluate the feasibility of using this
technology to record the changes in vertical strain in the vadose zone from small
fluctuations in air pressure. Propagation of these air pressure fluctuations is affected by
hydrogeological properties such as water content and permeability. A second goal of this
study is to evaluate how these properties affect the air pressure distribution, strain, and
gas-phase diffusivity with a long-term goal of using strain to monitor the vadose zone.
The focus of this study is on a suite of laboratory experiments that used a sandfilled column with an open head space. The CMPI fiber was packaged and embedded
along the axis of the column to measure the strain at multiple locations while air pressure
transducers were installed through the wall of the column. Small periodic fluctuations in
air pressure, similar to barometric pressure fluctuations, were created in the head space of
the column using an audio driven speaker driven at 4 Hz using a sinusoidal signal created
by a function generator. These fluctuations propagated along the column where they were
measured by the transducers and recorded as functions of time. Initial tests were
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conducted using dry sand, but then additional tests were conducted after injecting water
into the column, which changed the hydrologic and mechanical properties. Another
experiment was conducted after creating a thin barrier to air flow, which was designed to
simulate a thin layer of saturated ground during rainfall. A final experiment was
conducted by changing the grain size of the material to create a heterogeneity in the
upper half of the column. The suite of six experiments was conducted to highlight effects
of variations in water content and heterogeneities on air pressure and vertical strain.
Numerical simulations were also created to evaluate the laboratory data and to provide a
baseline analysis for the results. The numerical simulations used the governing equations
to linear poroelasticity and two-phase flow with boundary conditions representing the
experiments.
The conceptual model for strain caused by barometric pressure recognizes that a
fluctuating barometric pressure causes fluctuations in the air pore pressure that decrease
in amplitude and lag in time with increasing depth. The pressure distribution results in
two different loads that cause strain: 1.) a mechanical load as the barometric pressure acts
on the ground surface; and 2.) pressure loading in the pore space. The results show that
the total vertical strain is a contribution of both of these loads, and this is the strain that
was observed in the laboratory.
The lab experiments show that both air pressure and strain follow the sinusoidal
inputs that propagate with depth. The amplitude of the air pressure and strain decrease as
a function of depth in all the conditions that were evaluated. For example, in the dry sand,
the amplitude of the air pressure decreases from 25 Pa at the head space to 5 Pa at a depth

iii

of 70 cm, whereas the amplitude of the strain decreases from 0.15 to 0.06 µε over the
same depth interval. In many cases the amplitudes decrease is an approximately negative
exponential functions of depth. When water was injected into the sand and the saturation
increased, the amplitude of the air pressure increased in the partially saturated sand but
decreased sharply to zero where the soil was saturated. The strain decreased with depth,
but the transition from partially to fully saturated conditions had little effect on the strain
profile, even though it had a major effect on the air pressure. This apparently is because
strain is caused by variations in both water and air pressure. The fluctuating air pressure
caused the water pressure to fluctuate, which caused strain throughout the column.
Phase delay of the air pressure and the strain both increase as linear to bi-linear
functions of depth. The phase delays indicate that pressure propagates at a velocity of 7 to
8 m/s in dry or partially saturated sand, but it drops by more than an order of magnitude
in the vicinity of the capillary fringe. The phase delays indicate the strain propagates
faster than the pressure. The data indicate that the strain propagates from 1.2 to more than
4x faster than the pressure. Switching from sand to silt in the column caused the velocity
of the pressure to drop by roughly half for both pressures, but curiously, it had little effect
on the velocity of the strain.
The air pressure data from the laboratory experiments was used to estimate the
gas-phase diffusivity. Gas-phase diffusivity values for dry sand ranged between
approximately 1.4 – 1.7 m2/s whereas it was between 0.5 – 1.5 for the sand that had been
wetted and then drained. This slight decrease is particularly likely from the increased
water content that was present after the sand had been filled and then drained. A method
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of estimating the pressure diffusivity using strain was developed, and it indicates the
diffusivity was 2.5 m2/s for dry sand and 0.2 m2/s for drained sand. These values are
slightly larger to slightly smaller than values estimated from pressure data, but the values
are similar enough to be encouraging.
Simulations of strain caused by barometric pressure changes were conducted
using methods of poroelasticity for partially saturated material coupled to analyses of
pressures in two-phase flow. Available parameters (e.g., permeability and elastic
modulus) were adjusted slightly for calibration. The results show that the simulations are
remarkably similar to the observed pressures and strain in the experiments. This
similarity provides a preliminary validation of both the approach used for the simulations,
and the methods used to measure strain. One implication of this result is that it may be
feasible to interpret strain data by inverting strain data by inverting poroelastic analyses,
Simple formulas for estimating permeability and elastic modulus from strain data were
developed for the project and give reasonable results that could be used as input for
poroelastic inversions.
This work indicates that strain caused by barometric pressure can be measured
and analyzed. This is important because it provides insights on a process that was poorly
understood. These insights will improve the correction of strain measurements for effects
of barometric pressure, and they could lead to improve methods for monitoring
hydrologic processes in the vadose zone.
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CHAPTER 1: INTRODUCTION AND BACKGROUND
1.1 INTRODUCTION
Volumetric water content and pore pressure are characteristic variables of porous
media and are commonly used to quantify hydrogeological processes. Changes in the
water content and pore pressure cause deformation of the porous media, so strain of the
porous media can also be considered a variable that responds to these hydrogeological
processes. Strain can result from local changes in pore pressure but can also respond to
fluctuations of load on the ground surface, such as diurnal barometric pressure changes.
This raises the possibility that strain sensors at various depths can be used to monitor
changes in pressure or water content, or changes in load applied to the ground surface.
This could be useful to hydrogeological modeling, agricultural irrigation, flood prediction
or other applications affected by changes in water content (Thrash, 2016).
1.1.1 Barometric pressure effects on strain in soil
One example of this type of application involved monitoring relative displacement
strains using extensometers at depths of a few meters for several years and evaluating
how the displacements were affected by different processes (Thrash, 2016). One of the
primary goals of that study was to evaluate the feasibility of using displacement to
evaluate changes in water content in soil. The concept is that increases in water content
would cause compression in the underlying soil. Thrash (2016) found that relative
displacement (or strain) did occur in response to changes in water content, but they also
occurred in response to a variety of other processes, including changes in barometric
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pressure. This is important because the strain caused by changes in barometric pressure
were similar in magnitude to strains caused by changes in water content, so the strains
caused by barometric pressure needed to be identified and removed before the strain data
could be used to infer changes in water content (Thrash, 2016).
In general, compressive strain occurs in response to increases in barometric pressure,
and tensile strain occurs when the barometric pressure drops. Short-term data indicate
that barometric pressure is proportional to strain with a negative slope (compressive
strain is negative). This is encouraging because it suggests that a simple linear
barometric response factor can be used to estimate strain, which would then lead to a
straightforward method for removing the strain caused by barometric pressure.
Presumably, the barometric response factor would be related to the elastic modulus of the
formation containing the extensometer.
This approach was evaluated by Thrash (2016) who found that it can work fairly well
in some cases (Figure 1.1). However, the barometric response factor was found to
change with time. In particular, the response factor after a rainfall was different than the
factor before the rainfall. The extensometer was deep enough so it was unlikely that the
water content of the soil enveloping the extensometer changed over this period. The
hypothesis was that the strain caused by barometric pressure resulted from two effects,
1.) Surface Load: the direct loading of the pressure on the ground surface. An
increase in barometric pressure caused compressive strain in the subsurface.
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2.) Pressure Load: the pressure loading caused by changes in air pressure in the
vadose zone. An increase in air pressure in the vadose zone caused tensile strain at that
point in the vadose zone.
The initial assumptions about the barometric response factor ignored the effect of
strain caused by changes in air pressure in the vadose zone. It seems reasonable that
changes in water content following rainfall would reduce the gas phase diffusivity, which
would slow the rate at which the air pressure changed in the vadose zone. This could
account for the observed change in the apparent barometric response factor observed by
Thrash (2016) (Figure 1.2).

Figure 0.1: Measured and calculated displacement as a function of time from Thrash
(2016). The estimated displacement caused by barometric pressure (red) was subtracted
from the original displacement data (black) for a 36-day period for a.) X3, b.) X4 and c.)
X5
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Figure 0.2: Displacement as a function of barometric pressure from Thrash (2016). The
color gradient represents the average volumetric moisture content at 5 cm depth. Dashed
lines indicate the general slope of the data before and after a 50 mm rainfall event.
An improved method of accounting for the strain caused by barometric pressure
was needed to advance the goal of using strain to characterize hydrologic processes, like
changes in the water content of soil. One approach would be to measure strain as a
function of depth. Thrash (2016) used an extensometer deployed at a single depth, so it
was difficult to evaluate the strain caused by a migrating barometric pressure wave.
Thrash (2016) realized that one approach would be to measure strain at multiple depths
because this could identify the effect of pressure migrating through the vadose zone, so it
would be a way to identify the effects of the pressure load identified above.
It was infeasible to deploy the extensometers used by Thrash (2016) at multiple
depths, but recent advances in optical fiber strain sensors may provide an alternative. A
variety of methods of measuring strain distributed along an optical fiber have been
developed, and one possibility would be to replace the extensometer used by Thrash
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(2016) with multiple strain measurements made at different depths. This could provide a
way to identify strain caused by barometric pressure changes migrating within the vadose
zone, which would in turn improve the ability to characterize changes in water content in
the subsurface.
1.1.2 A novel method of measuring strain with optical fibers
Optical fibers sensors have been developed to measure strain by analyzing light
reflected from anomalies along the fiber (Leung et al., 2013). One approach is to use a
fiber Bragg grating (FBG), which consist of a regularly spaced grating etched into the
fiber. The grating reflects light at frequency that depends on the spacing of the grating.
Strain in the fiber changes the spacing of the grating, which shifts the frequency of the
reflected light and enables the strain to be measured (Leung et. al., 2013). Other
techniques use light scattered from natural anomalies in the fiber to create measurements
of strain distributed along the fiber. Distributed strain measurements use Brillouin
backscatter and distributed acoustic methods use Rayleigh backscatter (phase-Optical
Time Domain Reflectometery (phase-OTDR)). The performance of the different strain
measurement methods is characterized by the magnitude of strain that can be resolved,
the spatial resolution of the measurements along the fiber, and the temporal resolution
that the measurements can be sampled (Leung et al., 2013).
Strain due to barometric pressure changes in soil are expected to be in the
microstrain range or smaller (Thrash, 2016), and variations are expected in the 10 Hz
range or slower. Moreover, spatial range of interest ranges from a few dm to 10 m or
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more. These specifications are beyond the capabilities of many existing methods of strain
measurement. For example, the resolution of FBGs is approximately 1 microstrain, so it
would be infeasible to characterize the small strains expected during this process (Thrash,
2016). Distributed acoustic sensing using phase-OTDR can measure small strains, but the
spatial resolution is limited to a few meters, so it would have difficulty characterizing
localized changes.
A novel method of measuring strain using optical fibers has been developed at
Clemson University that overcomes the shortcomings of existing methods and it appears
to have the performance needed to characterize strain from changes in barometric
pressure. The method is called Coherence-length-gated Microwave Photonics
Interferometry (CMPI; Hua et al. 2017). It uses infrared light that is modulated in the
microwave band to interrogate optical fiber containing weak, broadband reflectors. These
reflectors are created in the fiber, so in this regard they are similar to FBGs. However,
their reflectance is low, so many broadband reflectors can be included in a fiber without
significantly reducing the intensity of the backscattered light. A key feature of CMPI is
that interference from light reflected from two neighboring reflectors is used to
characterize the spacing of the reflectors. Changes in the interference are proportional to
changes in the spacing between the reflectors, so the strain between the reflectors can be
correlated to the intensity of the interference of the reflected light (Hua et al., 2017).
The reflectors used for CMPI can be spaced from a few cm to one m apart and
this sets the spatial resolution. Displacements of approximately 1 nanometer can be
resolved, so the strain resolution depends on the spacing of the reflectors (Hua et al.,
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2017). For example, 10 nanostrain can be resolved with reflectors that are spaced 0.1 m
apart. The sampling frequency can be as fast as several kHz. The upper limit of the
number of reflectors that could be used is unclear and depends on the sampling frequency
and other factors, but in general several dozen to more than 1000 reflectors could be
used. These specifications appear to be capable of resolving the strains caused by
barometric pressure fluctuations described by Thrash (2016).
These data indicated that CMPI has the potential to measure strain caused by
variations in barometric pressure at multiple depths in the subsurface. However, CMPI
had never been used for this purpose, so the extent to which this potential could be
realized was unknown. One unknown factor that would affect performance is how the
optical fiber sensor used by CMPI was coupled to the soil in the vadose zone. CMPI uses
single mode optical fiber, and the fiber available during this research was coated with
acrylate and 250 microns in diameter. This is standard optical fiber for many
applications, but it is fragile and unsuitable for subsurface deployment in its native form.
This type of optical fiber must be embedded in a package that will both protect it from
breaking and couple it to the soil. Methods for doing this were unavailable at the start of
this research and this contributed to the uncertainty regarding the feasibility of using
CMPI to measure strain from changes in barometric pressure.
1.1.3 Air pressure and strain in the vadose zone
Fluctuations in barometric pressure will cause pressure changes to propagate into
the subsurface. The propagation of air pressure fluctuations depends on the air-pressure
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diffusivity, 𝐷𝑔 , of the soil, so measurements of the air pressure fluctuations could in
principle be used to estimate the air-pressure diffusivity. Air-pressure diffusivity, 𝐷𝑔 , is
proportional to the ratio of the gas-phase permeability and gas content in the soil, 𝜃𝑔 . For
example, the gas pressure diffusivity for small changes in gas pressure is expressed as
𝐷𝑔 = µ

𝑘𝑘𝑟𝑔
𝑔 β𝑔 𝜃𝑔

(1-1)

where 𝑘 is intrinsic permeability, 𝑘𝑟𝑔 is the relative gas-phase permeability, β𝑔 is gas
phase compressibility, µ𝑔 is gas viscosity.
Air-pressure diffusivity depends on parameters that are relevant to characterizing
flow and transport through the vadose zone. As a result, it could be feasible to use
estimates of 𝐷𝑔 , or changes in 𝐷𝑔 , to estimate these changes in parameters such as
capillary pressure or moisture content. In addition, it could be possible to monitor
changes in 𝐷𝑔 from changes in strain. Changes in barometric pressure are known to cause
strain in the subsurface, so measurements of strain could be used to estimate changes in
air pressure.
The basic tools for measuring strain from barometric pressure changes and for
analyzing these measurements appear to be in place, but some tools are in their early
stages. The optical fiber measurements using CMPI have been demonstrated in a
laboratory setting, but only a few preliminary measurements have been attempted in soil.
These results are promising, but whether strains from barometric pressure signals can be
measured in soil with the optical fiber method remain unclear. The governing equations
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needed to interpret strain data in unsaturated soils can be solved, but they have not been
used for this application, so the effectiveness of this approach is uncertain as well. As a
result, the use of strain data to characterize and monitor the vadose zone appears to have
potential, but basic equations about how to make and interpret the measurements are
unanswered.
1.1.4 Objectives and Hypotheses
The primary objective of this research is to evaluate the feasibility of measuring
and interpreting strains caused by changes in barometric pressure in the vadose zone.
This gives rise to three sub-objectives:
1. Develop and demonstrate the measurement of strain distribution in porous media
resulting from fluctuations in air pressure similar in magnitude to changes in
barometric pressure.
2. Evaluate the feasibility of interpreting strain measurements using simulations.
3. Evaluate how changes in water content affect air pressure distribution, strain and
estimates of 𝐷𝑔 .
These objectives will be supported by addressing the following hypotheses:
a.) Strain in the vadose zone caused by changes in barometric pressure is great
enough to be measured with distributed optical fiber.
b.) Strain from air pressure variations can be simulated and explained using
poroelasticity of unsaturated materials.
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1.1.5 Approach
The approach for completing the objectives outlined above is to use optical fiber
sensors to measure strain during air pressure fluctuations in the laboratory setting. The
lab experiments will use measurements of pressure and strain obtained from multiple
sensors in a column filled with porous media. Small periodic fluctuations in air pressure
will be created in the head space of the column and the resulting distributions of air
pressure, water pressure, and strain will be monitored as functions of time. This will
provide a dataset that will be compared to simulations and analyzed to estimate the
distribution of 𝐷𝑔 . Then the water saturation of the porous media will be altered by
injecting and draining water, and additional air pressure fluctuations will be created to
evaluate how the changes in water content affect the distribution of pressure and strain.
These tests will be repeated using different sediments with different grain size
distributions. Numerical simulations will be conducted to evaluate the lab data. The
short-term strain measurements will be analyzed and use to quantify the surrounding
hydrogeological properties.
The paper encompasses five chapters that detail the work that was done for this
project. Chapter one includes the background information supporting the work that was
completed. Chapter two describes the methods that were used, including both the
numerical modeling and the laboratory apparatus. Chapter three demonstrates the
theoretical analysis of the relationship between air pressure and strain and how they are
affected by varying factors, such as water content. Additionally, chapter four presents the
data that was found during the laboratory experiments and how they compare to the
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results from the numerical modeling. Lastly, chapter five provides conclusions from the
work and addresses possible conclusions that were found.
1.2 BACKGROUND
Barometric pressure is the pressure generated by the average unit weight and
thickness of the atmosphere. It can be considered as a force from the weight of the
atmosphere per unit area of the earth’s surface. The standard atmospheric pressure at
mean sea level is approximately 101,325 Pa (Kuang et al., 2013). Barometric pressure
fluctuates with diurnal or semidiurnal cycles caused by global atmospheric tides that are
strongest near the tropical zones and weaker near the poles. The magnitude of these
fluctuations is dependent on the density of the air in which they are propagating, so the
variations are largest at the ground surface and decrease with elevation. Several factors
contribute to fluctuations in atmospheric pressure, including the autooscillation of air,
diurnal fluctuations from the heating and cooling of air from daily solarization, short- and
long-term fluctuations from storm systems and weather patterns, and annual fluctuations
from seasonal changes in the atmosphere (Massmann and Farrier, 1992). When
discussing the effects of subsurface air flow caused by surface pressure changes, the two
important kinds of fluctuations are the diurnal solarization patterns and those associated
with weather systems (Kuang et al., 2013). These will be discussed in further detail in the
following subsections.

11

1.2.1 Atmospheric Tides from Temperature Changes
The temperature of the atmosphere fluctuates with a diurnal (24 hour) period, and
this results in a diurnal fluctuation in pressure that moves from east to west as an
atmospheric tide. Diurnal temperature fluctuations also give rise to atmospheric tides
with a semi-diurnal (12 hour) period, which are the first harmonics of the pressure
variation caused directly by temperature change (Le Blancq, 2011). Although the factors
contributing to the air pressure changes in the atmosphere are complex and variable, the
most dominant force leading to these fluctuations is the solar component (Pugh, 1987).
The peaks and troughs of the air pressure occur around the same local time each day, but
the magnitude of the air pressure varies upon the geographic location. Atmospheric
pressure data over one year to several decades was averaged to mask short-term effects
and the result highlights the semi-diurnal barometric pressure tide (Figure 1.3). Two
minima occur in the early morning and mid to late afternoon, with maxima in the late
morning and late evening. For comparison, temperature variations typically occur on a
diurnal cycle with maximum in midafternoon and minima in mid-morning. The
difference in periods between the pressure and temperature variations causes the
barometric pressure minima in the afternoon to coincide with the temperature maximum,
whereas the early morning pressure minima approximately coincides with the
temperature minima. The largest daily pressure variations are observed near the equator
and tropic zones, where fluctuations up to +/- 300 Pa can occur, and they are +/- 150 Pa
in the example in Figure 1.3. The amplitude decreases with latitude and the semi-diurnal
fluctuations can be nearly zero at latitudes above 60° (Massmann and Farrier, 1992). A
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variety of factors can cause the pressure on any given day to differ markedly from the
average tidal fluctuation.

Figure 0.3: Semi-diurnal variations in barometric pressure averaged over one year to
several decades of measurements and reported by Le Blancq (2011). The amplitude
decreases from sites near the equator (Panjim, Goa, and Male, Maldives) to the Jersey
site in mid-latitudes. Example normalized diurnal temperature variation from Sao Paolo,
Brazil (Barbado, et al., 2010) as the white dotted line.

Temperature and pressure have a proportional relationship; when the surface
temperature increases, the atmospheric pressure will as well. Because the atmosphere
experiences a diurnal cycle of heating and cooling due to rising and setting of the sun, the
barometric pressure experiences the same diurnal pattern (Le Blancq, 2011). The heating
is caused by the absorption of ultraviolet radiation by the ozone. (Le Blancq, 2011).
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1.2.2 Storm Systems and Weather Fronts
The second-most dominant force acting in the atmosphere and dynamically
changing barometric pressure is various storm systems and weather fronts. These
complex systems can change the barometric pressure on smaller and more local scales
compared to the diurnal and semi-diurnal fluctuations. They also can occur over time
scales of a few hours, several days, or even months (Pugh, 1987). They also have the
capacity to induce a barometric pressure fluctuation larger than that of the thermal tides,
depending on the intensity and size of the storm (Kuang et al., 2013). The variations have
been recorded as high as several tens of millibars (several 1000 Pa) (Massmann and
Farrier, 1992).
A study was conducted in Houghton, Michigan by Massmann and Farrier in
December of 1989 and in July of 1990 in order to observe the large-scale fluctuations of
barometric pressure during both the winter season and the summer season. During a large
snowstorm in the December study, the barometric pressure was recorded to drop from
approximately 960 mbar to 950 mbar (1000 Pa) over less than a 24-hour period of time,
and then rise back up to 960 mbar about 48-hours after the snowstorm had passed
(Massmann and Farrier, 1992). In addition, a mild rainstorm occurred during the July
study that displayed another large barometric pressure change. This time, the barometric
pressure increased over 30 mbar (3000 Pa) in 24-hours (Massmann and Farrier, 1992).
These weather-induced atmospheric pressure changes have been recorded on the scale of
+/- 10 mbar (1000 Pa) in several other instances (Kuang et al., 2013). However,
depending on the geographic location and the intensity of the system, these fluctuations
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can occur over several days or months (Massmann and Farrier, 1992). As dynamic and
variable as the atmospheric pressure can be, observations have shown that the pressure
differs from the mean pressure over 50% of the time at a magnitude of at least 5 mbar
(500 Pa) (Massmann and Farrier, 1992). This was recognized in the Lake Superior region
of the continental United States when barometric pressure data was recorded over a 13year time period (Massmann and Farrier, 1992). The mean pressure in this region is 1015
mbar and just over half of the recordings showed that the pressure was +/- 5 mbar from
the average. Because the data was recorded consistently every six hours, it can be
concluded that the pressure is changing by 5 mbar at least 50% of the time (Massmann
and Farrier, 1992). This same type of study was conducted in Denmark except it was over
a 42-year period; the barometric pressure was observed to fluctuate at least 5 mbar from
the mean 60% of the time as well (Massmann and Farrier, 1992). These variations
demonstrate how dynamic, and variable the atmospheric pressure fluctuations can be.
Although they are generally unsteady, they are relatively uniform across a local scale
(Massmann and Farrier, 1992).
1.3 HYDROGEOLOGICAL EFFECTS FROM BAROMETRIC PRESSURE
Barometric pressure fluctuations have been observed to cause changes in the
subsurface water levels within wells, compressional and tensile stresses, and pore
pressure and water content variations. These next subsections will discuss how these
changes are occurring in the subsurface as a result of pressure loading on the surface and
the means in which they are measured.
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1.3.1 Loading Efficiency and Water-Level Fluctuations
Forces exerted on the earth’s surface by both the sun and the moon are known as
earth tides, and they have caused water-level fluctuations in wells depending on the type
of aquifer in which they are penetrating (Ferris et al., 1962). Previous work in Carlsbad,
New Mexico and Iowa City, Iowa have shown that the lower water levels within wells
tend to precede the culmination of the moon and higher water levels after the climax
(Ferris et al., 1962). Although this type of effect can occur on a monthly timescale,
changes have also been observed over periods of 12 to 24 hours.
The relationship between the water level in a well and barometric pressure has
been recognized to be inversely proportional; increases in barometric pressure causes a
drop in the water level and vice versa (Rasmussen, 1996). The effects of barometric
pressure on wells tapping confined aquifers differs from that of wells in unconfined
aquifers (Weeks, 1979). In both cases, a change in the barometric pressure at the ground
surface rapidly propagates as a stress wave in the porous medium. An increase in
barometric pressure at the surface causes an increase in the compressive stress in the solid
phase of the porous medium. This causes a negative volumetric strain (the pores
contract), which causes the fluid pressure to increase. The stress wave propagates at the
speed of sound in the solid, so the fluid pressure change from this effect occurs nearly
linearly.
The magnitude of the pore pressure increase that occurs in response to a unit
decrease in volumetric strain depends on the relative compressibilities of the fluid in the
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pores and the solid skeleton. The pore pressure may increase by an amount similar to the
changes in barometric pressure when the compressibility of the pore fluid is small
compared to the solid skeleton, as in a confined aquifer with unconsolidated sand. This
occurs because the relative compressibilities cause the change in barometric pressure to
be carried by the water pressure. However, the change in pore pressure caused by the
surface loading is small when the pore fluid is more compressible than the solid. In this
case, the solid carries the change in barometric pressure. The pore fluid is compressible in
the vicinity of the water table, so direct surface loading has little effect on the pressure at
the water table.
For the wells penetrating an unconfined aquifer, the air pressure propagates
through the unsaturated zone (Weeks, 1979). The propagation of the air pressure varies
depending on the gas pressure diffusivity, which includes the relative permeability and
gas phase saturation in the unsaturated zone. The pneumatic gas-phase diffusivity
decreases with the gas phase relative permeability and the gas phase saturation, so the
diffusivity of fine-grained formations will be less than that of coarse-grained formation.
Decreasing the gas pressure diffusivity slows the propagation of the gas pressure and
causes the pressure changes felt at the water table to lag that felt at the ground surface
(Weeks, 1979). However, the barometric pressure changes occurring on the surface are
transmitted essentially instantaneously to the water surface in an open well. The lag in air
pressure between the enveloping aquifer and the well results in a pressure difference that
causes water to flow into or out of the well (Weeks, 1979). This flow causes the water
level to fluctuate in the well.
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Changes in air pressure on the earth’s surface are substantially different in wells
that are penetrating a confined aquifer. In these cases, pressure changes on the surface are
transmitted instantaneously and without attenuating onto the interface between the
confining layer and the aquifer (Weeks, 1979). At this interface, a portion of the load is
carried by the water in the confining layer over this contact area and another portion of
the load is carried by the aquifer skeleton (Weeks, 1979). On the contrary, the pressure
change is carried entirely by the water surface within a borehole. This difference still
produces a pressure imbalance but results in an equivalent change in water level within a
well. Therefore, wells tapped into a confined aquifer are in phase with the barometric
pressure change and are a constant fraction of the barometric fluctuations (Weeks, 1979).
The fluctuations in the barometric pressure on the surface apply or remove a load
on the subsurface that cause a change in the overall pore pressure. The ratio of the
changes in water pore pressure over the changes by the barometric pressure is known as
the barometric efficiency, and is expressed as:

𝐵𝐸 =

∆𝑝
∆𝑝𝑏

(1-2)

where ∆𝑝 is the net change in pore pressure and ∆𝑝𝑏 is the net change in the atmospheric
pressure (Ferris et al., 1962).
Loading efficiency (𝛾) should also be considered in this evaluation. As briefly
mentioned above, when there is a load applied at the surface, such as barometric pressure,
a stress is transmitted throughout the subsurface and changes the pore pressure. In
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addition to the pore pressure changes, the effective stress will respond to these surface
changes (Wang, 2000). The effective stress is related to the total stress according to:

𝜎 = 𝜎𝑒 − 𝛼𝑝

(1-3)

where 𝜎 is the total stress, 𝜎𝑒 is the effective stress, 𝛼 is the Biot coefficient, and 𝑝 is the
water pore pressure. Positive stress is tensile and negative stress is compressive. Two
important factors that contribute to the changing surface loads are barometric pressure
and moisture content, where the moisture loading changes can be influenced by
precipitation, evapotranspiration, surface water, soil moisture, and many other parameters
(Bardsley and Campbell, 1994). Barometric efficiency and loading efficiency are related
by
𝐵𝐸 + 𝛾 = 1

(1-4)

where 𝛾 is the loading efficiency. The loading efficiency is the fraction of the applied
load that is carried by the pore pressure. In thick clay aquitards, the loading efficiency is
near one due to the high compressibility and low permeability of the formation. This
explains why pore pressure fluctuations primarily respond to barometric pressure and
moisture loading (van der Kamp and Gale, 1983).
In addition, the gas-phase diffusivity will decrease sharply with an increase in water
content, so it may be feasible to link changes in gas-phase diffusivity to these changes.
During rainfall, the water content increases near the ground surface and infiltrates
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downward as a wetting front, which would decrease the relative permeability of the air. On
the contrary, evapotranspiration following rainfall would cause the relative permeability to
increase. As a result, methods to monitor gas-phase permeability may be useful as indirect
estimates of changes in water content.
The water level within a borehole changes depending on the barometric surface
loading and the relationship is inversely proportional. An increase in barometric pressure
loading on the ground surface compresses the underlying pore space and this causes the
water level to rise. There is an instantaneous response to barometric pressure changes when
the borehole is open and subjected to the outside air, but a lagged response is recorded
when the borehole and annulus maintain a consistent seal (Rasmussen, 1996). Water level
fluctuations induced by barometric changes originates from the resistance of soil gas flow
imposed by the material comprising the unsaturated zone, as well as the compressibility of
the soil (Rasmussen, 1996). The total head in the aquifer responds to the barometric
changes once the pressure wave reaches the water table. The pressure change is a diffusive
process and is described by:

𝜕2𝑝

𝐷𝑔 𝜕𝑧 2 =

𝜕𝑝
𝜕𝑡

(1-5)

where 𝑝 is the soil gas pressure as a function of depth and time, 𝑧 and 𝑡 respectively, 𝐷𝑔 is
the air diffusivity and is treated as a combined parameter for both the soil gas and properties
of the unsaturated porous media (Rasmussen, 1996).
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Pressure loading on the ground surface is propagated nearly instantly as
compressive strain in the porous media. However, pressure migration into the vadose zone
moves more slowly as a diffusive wave. The two opposing effects occur over different time
scales due to the varying gas pressure diffusivity in the vadose zone. This is controlled by
the relative permeability and the fluid compressibility (Murdoch, et al., 2015). This
analysis is based on the fundamental behavior that describes the barometric pressure in the
vadose zone. Understanding this behavior is essential when analyzing the stress and
vertical strain that takes place in the vadose zone due to this barometric pressure loading.
1.3.2 Vertical Strain
The barometric pressure loading that occurs on the surface results in a measurable
amount of displacement in the subsurface with an approximate magnitude of 10-6-10-8
meters. The effective stress can be described using the vertical strain as

∆𝜎𝑒 = 𝜖𝑧𝑧 𝐸𝐶1

(1-6)

where ∆𝜎𝑒 is the effective stress, 𝜖𝑧𝑧 is the vertical strain, 𝐸 is Young’s modulus, and 𝐶1
is a constant that depends on the formation properties (Wang, 2000; Thrash, 2016). The
relationship between vertical displacement and the vertical strain can be defined as

𝛿 = 𝐿𝜖𝑧𝑧
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(1-7)

where 𝐿 is the length over which a measurement is taken. If equation (1-2) is rearranged,
inserted into (1-1) and solved for displacement, this produces

𝐿

𝛿 = 𝐸𝐶 ∆𝜎𝑒

(1-8)

1

The components of vertical strain in the subsurface can be expressed as

𝐿
𝐿
̅̅̅̅ − 𝐿∆𝜀𝑧 ] + 𝐿 ∆𝜎𝑒_ℎ + 𝐿𝛼 𝑇 1+𝑣 ∆𝑇 (1-9)
𝛿 = (1 − 𝛾) [− 𝐸𝐶 ∆𝑝𝑏 − 𝐸𝐶 𝑔𝜌𝑤 𝑑∆𝜃
𝑡𝑖𝑑𝑒
𝐸𝐶
1−𝑣
1

1

1

and can be written for volumetric water content as (Wang, 2000; Thrash, 2016).

∆𝜎

̅̅̅̅ = (− 𝐸𝐶1𝛿 + 𝑒ℎ +
∆𝜃
(1−𝛾)
𝐿(1−𝛾)

𝛼𝑇

1+𝑣
𝐶 𝐸∆𝑇
1−𝑣 1

(1−𝛾)

1

− ∆𝑝𝑏 − 𝐶1 𝐸∆𝜖𝑧𝑡𝑖𝑑𝑒 ) 𝑔𝜌

𝑤𝑑

(1-10)

Defining the parameters, 𝜃 is the volumetric water content, 𝐸 is Young’s modulus,
𝐶1 is a constant that depends on the formation properties, 𝛿 is the displacement, 𝐿 is the
length over which the measurement is taken, 𝛾 is the loading efficiency, ∆𝜎𝑒ℎ is the changes
from effective stress, 𝛼 𝑇 is the thermal expansion coefficient, 𝑣 is Poisson’s ratio, ∆𝑇 is
the change in temperature, ∆𝑝𝑏 is the dry bulk density, ∆𝜖𝑧𝑡𝑖𝑑𝑒 is the strain caused from the
Earth tides, 𝑔 is acceleration by gravity, 𝜌𝑤 is the density of water, and 𝑑 is the depth.
The vadose zone exhibits an area where the air-filled pores are highly compressible
resulting in the decoupling of the pore pressure from the loading changes that are occurring
at the ground surface. Because the loading efficiency in the vadose zone is nearly zero, the
entire surface load is able to be measured using only the subsurface vertical displacement
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measurements (Thrash, 2016). It has been observed that when barometric pressure
increases on the surface, a pressure wave is exerted within the subsurface causing the water
pore pressure to increase. This causes compressional stresses between the grains, and
results in a decrease in the vertical strain. The amount of vertical strain depends on the
relative permeability of the air which is influenced by the degree of saturation (Thrash,
2016). This behavior is able to be measured using hydromechanical monitoring with high
resolution instruments that can record the components of the vertical strain from the various
aspects that influence it.
1.3.3 Pore Pressure, Water Content and Air Permeability
The water pore pressure in the subsurface can respond to fluctuations of air pressure
on the surface or to water infiltrating and evaporating from the pore space. This was first
observed in pore pressure measurements within confined aquifers where the effective
elastic modulus is less than that of water (van der Kamp and Mathius, 1991). Under these
conditions, the pore pressure change is equal to the change in magnitude of a distributed
surface load, where vertical flow and temperature variations are negligible. This can be
expressed as

∆𝑝
1
̅̅̅̅
∆𝜃 = (− 𝛾 − ∆𝑝𝑏 − 𝐶1 𝐸∆𝜀𝑧𝑡𝑖𝑑𝑒 ) 𝑔𝜌 𝑑
𝑤

(1-11)

where 𝜃 is the change in volumetric water content over 0<z<d, 𝑝 is the pore pressure, 𝛾 is
the loading efficiency, 𝑝𝑏 is the changes in barometric pressure, 𝐸 is Young’s Modulus,
𝜀𝑧𝑡𝑖𝑑𝑒 is strain resulting from Earth tides, 𝜌𝑤 is the density of water, 𝑔 is gravity, and 𝐶1 is
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a constant depending on the formation properties. Assuming there is only vertical strain,
𝐶1 can be defined as

1−𝑣

𝐶1 = (1+𝑣)(1−2𝑣)

(1-12)

where v is Poisson’s Ratio. When removing barometric pressure and earth tides, equation
(5) reduces to

̅̅̅̅ = (∆𝑝 ∗) 1
∆𝜃
𝑔𝜌 𝑑
𝑤

(1-13)

where p* is the adjusted pore pressure. In an ideal geological formation with a loading
efficiency near one, the changes in total moisture content are directly proportional to this
adjusted pore pressure.
Barometric pressure acts on the water level in a well simultaneously when
penetrating a confined aquifer (Ferris et al., 1962). In this case, the change in pore pressure
caused by the change in barometric pressure is simply the barometric efficiency. Recall
that the relationship between barometric efficiency and loading efficiency is

𝐵𝐸 + 𝛾 = 1

(1-14)

where 𝛾 is the loading efficiency (Bardsley and Campbell, 1994). Inserting equations 1-14
and 5-3 into equation 5, the change in volumetric water content can be defined as
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∆𝑝
∆𝑝
̅̅̅̅
∆𝜃 = (− 𝛾 − 𝐵𝐸 − 𝐶1 𝐸∆𝜀𝑧𝑡𝑖𝑑𝑒 )

1
𝑔𝜌𝑤 𝑑

(1-15)

This is the case for pore pressure measurements in confined aquifers that are ventilated to
the atmosphere. For the case where vertical flow needs to be considered, a vertical flow of
groundwater term is need and can be expressed as

𝛼 ∆𝑝
1
̅̅̅̅
∆𝜃 = (∆𝑝∗ − 𝐵𝛾 ℎ ) − 𝑔𝜌 𝑑
𝑤

(1-16)

where 𝛼𝐵 is the Biot-Willis coefficient and 𝑝ℎ is a term that refers to the fluctuations in
hydrologic conditions. Accounting for this vertical flow term complicates any
hydrogeological monitoring techniques.
There are changes in the soil gas pressure when the when the surface experiences
atmospheric pressure changes. The two most dominant surface changes that affect the soil
gas pressure are diurnal barometric pressure fluctuations and fluctuations associated with
weather patterns (Kuang et al., 2013, Weeks, 1979). The subsurface air pressure changes
have been observed to propagate with time delay and amplitude attenuation (Kuang et al.,
2013). The magnitude of both the time delay and the amplitude of the pressure is dictated
by the subsurface properties, including the gas-phase permeability and the structure of the
unsaturated porous media (Kuang et al., 2013). Subsurface pressure changes are lagged
from the surface pressure changes, whether induced by diurnal fluctuations or incoming
storm systems. This time lag can be attributed to the pressure diffusivity within the
subsurface. For materials that are less permeable, the induced air pressure change is not
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able to flow as freely into the subsurface, causing a larger delay as depth is increased
(Kuang et al, 2013, Weeks, 1979).
The magnitude of the air pressure propagations at depth are also affected by the
composition of the porous media. In materials that are homogeneous, the pressure
fluctuations can be detected at a few meters to over 10 m of depth in materials that are
moderately permeable (Kuang et al., 2013). Air pressure in less permeable materials have
been measured to reach shallower depths between 2-3 m when induced from natural
atmospheric changes (Kuang et al., 2013). Heterogeneous materials can cause the air
pressure changes in the porous media that are highly variable. Heterogeneities near the
surface have been linked to causing horizontal air pressure gradients. A study was
conducted in a glacial aquifer containing 10-12 m of a thick clay and sandy near-surface
layer. During regular atmospheric fluctuations, this material transmitted the air pressure at
a horizontal conductivity of almost 10 m/day, showing that a less permeable layer can still
transport the gas at great lengths (Kuang et al., 2013). The experiment demonstrated that
the effects of both the amplitude and the length of the pressure change will determine the
extent of the subsurface migration, in addition to the subsurface properties (Kuang et al.,
2013).
Air permeability is an important parameter when studying the relationship between
surface and subsurface pressure changes, among many other things. Single-phase airflow
within porous media has been developed using Darcy’s Law and the conservation of mass
(Kuang et al., 2013). In a homogeneous and isotropic conditions, it can be expressed as
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(1-17)

where 𝑡 is the time, 𝑧 is the vertical coordinate, 𝑘𝑎 is the air permeability, 𝜃𝑔 is the gas
phase saturation, 𝜇𝑎 is the air viscosity and ̅̅̅
𝑝𝑎 is the average air pressure and recognizing
that ̅̅̅=1/β
𝑝𝑎
𝑔 from eq. 1-1 (Kiddler, 1957; Massman and Farrier, 1992). It can also be
expressed in terms of pneumatic diffusivity, or air diffusivity, as,

̅̅̅̅̅
2
𝜕𝑝
𝑎
𝜕𝑡

= 𝐷𝑔

𝜕 2 ̅̅̅̅̅
𝑝𝑎 2
𝜕𝑧 2

(1-18)

where 𝐷𝑔 is the air diffusivity and is defined as (Kiddler, 1957; Katz et al., 1959).

𝑘 ̅̅̅̅
𝑝

𝐷𝑔 = 𝜃𝑎𝜇𝑎

𝑔 𝑎

(1-19)

Both air permeability and air diffusivity can be determined when changes in surface
barometric pressure fluctuations propagate into the subsurface (Kuang et al., 2013). This
can be done by matching and calculating the observed air pressure changes in the
subsurface to the induced changes occurring on the surface from diurnal cycles or the
presence of weather systems (Kuang et al., 2013). Once these parameters have been
determined, other hydrogeological properties of the surrounding porous media can be
inferred.
1.4 MOTIVATION FOR THIS STUDY
Water pore pressure, vertical strain, and barometric efficiency are very important
when monitoring the vadose zone because the air-filled pores are highly compressible,
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causing the pore pressure and load changes to decouple from one another. This increases
the likelihood that all subsurface strain measurements can determine the loading
components on the surface. New measuring techniques have been developed and applied
to both a field and laboratory setting to better monitor the vadose zone using this theory.
Although these methods appear promising, the usefulness of this approach has yet to be
established. The results from the preliminary modeling and experimenting present a
compelling case that barometric pressure influences these subsurface parameters. This
paper discusses further field and laboratory testing and a clearer way to interpret these
signals while investigating if barometric pressure changes can be an effective means to
characterize the strain occurring in the vadose zone.
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CHAPTER 2: METHODS AND SOIL PARAMETERS
2.1 INTRODUCTION
This study involved conducting several laboratory experiments that are supported
by numerical simulations in order to test the feasibility of interpreting strains from
fluctuations in air and water pressure. The laboratory experiments consisted of various tests
measuring the air pressure within a uniform sand material while altering the water content.
In addition, vertical strain was measured simultaneously using the novel CMPI
instrumentation. These methods were concluded with several analytical data processing
procedures in order to evaluate the feasibility of making these measurements in both a field
and laboratory application.
2.2 COLUMN DESIGN AND INSTALLATION
A column apparatus was designed to measure the air pressure and strain for the
laboratory experiment (Figure 2.1). Flanges were glued to the top and bottom of a 1-m long
piece of 8-inch PVC pipe, and blind flanges were bolted to them to form the basic frame
of the column. The total length of the column from the top flange to the bottom flange is
103 cm. The column was constructed to house the sand material as well as the air pressure
and water pressure sensors by drilling and tapping ¼ inch NPT holes on two sides. Both
air pressure and water pressure sensors were installed into these holes using brass rods,
compression fittings, and tubing. Two rows of six sensors extend the length of the column
and are measured from the top flange down. The locations of these sensors are 6.6, 26.9,
37.1, 47.2, 57.4, and 67.6 cm, measured from the top-most part of the top flange.
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Figure 0.1: Schematic of the sand-packed PVC column used for laboratory
experimentation. The numbers listed on the left and right side of the column
represent the locations of the air and water pressure sensors. The measurements
along the optical fiber in the cent

Water was injected and drained from the column using a peristaltic pump connected
to a fitting in the bottom flange. The tubing used for this was ¼ inch in diameter a flow
rate of 100 mL/min was used. A 5-gallon bucket was used to hold the water and a scale
was used to weigh the water before and after filling.
The optical fiber was embedded in clear, doubled-sided tape and was installed into
the column with a hook and eye bolt that was attached to the bottom flange. The fiber was
tensioned by a 10 N weight attached to a pulley system by a rope. This allowed the fiber to
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remain straight, under tension, and in the center of the column while the sand was being
applied. It was important for the fiber to be under tension initially so it could measure
tensile strain.

Air
pressure
sensors

CMPI strain
data acquisition
system

Figure 0.2: Image of the sand-filled PVC column used in the laboratory experiments.

Various different materials were used to fill the column including gravel, a
medium-grained sand, and a sand/silt mixture. The lower 2 inches of the column were filled
with the gravel because it has a higher hydraulic conductivity than the sand. The higher
hydraulic conductivity of the gravel causes the head to be relatively uniform across the
gravel so the upward flow rate during water injection can be almost uniform when entering
the sand that is above it. The remaining height of the column was filled with a mediumgrained sand in about 13cm (5 inches) increments so it could be packed down. The sand
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was filled approximately 7 cm from the top of the column to create a head space for the
top air pressure sensor. A sand/silt mixture was made by combining the sand from the
original experiments and a silt material that was made from soil found in Clemson, SC.
That soil was dried and sieved, and material retained in the 120 mesh (125 microns) was
isolated. Once this process was complete, the sand and silt were mixed by weight, with the
final material being 80% sand and 20% silt. More soil properties for these materials can be
found in section 2.4.
2.3 AIR PRESSURE, WATER PRESSURE, AND STRAIN MEASUREMENTS
Air pressure measurements were made along the column at 6 different depths using
Bourns BPS110 Series Analog Low Pressure Sensors. These are differential pressure
sensors that can measure pressures ranging between 0.15 psi to 1.0 psi (1-6.89 kPa). They
have a 0.25% (0.002psi, 15 Pa) accuracy and a total error band of 1.5% (0.013 psi, 88 Pa).
These air pressure sensors were first mounted to a perf board for stability and then wired
and attached to a data acquisition system (LabJack T7-Pro model). A 1/16th inch inner
diameter tube was attached to the sensor and then the other side of the tubing was attached
to a brass tube (0.25 inch in diameter) (Figure 2.2). The brass tube extended through the
compression fitting and approximately 1 inch into the column. Three holes were drilled in
the side of the tube, and they were oriented along the bottom so water would drain from
the tube and into the sand. There was a barbed adapter between the two different sized
tubing so it could attach to the sensor itself and the brass piece.

32

The data acquisition system contained 6 channels for the air pressure sensors
connections. Measurements were made at a 1000 Hz frequency and were output as a
voltage. The voltage was then converted into a pressure measurement in Pascals in the
post-processing phase.

Air pressure sensor
Brass fitting
and perf board

Tubing
Figure 0.3: Air pressure sensors mounted on a perf board and attached to a brass fitting
before being installed into the column. The air pressure sensor is located on the right
side of the figure and contains the attached blue tubing. The connection between the
blue and clear tubing was done with a barbed adapter. The brass piece is attached to the
clear tubing and installed into the column with compression fittings.
The optical fiber was laminated between two pieces of 3M 396 polyester tape that
secured a seal and safe packaging of the fiber. The tape goes through a series of rollers that
laminate the fiber between two pieces of the tape. Without this structure of packaging, the
coupling between the porous media and the optical fiber would not be fully accurate due
to the small frictional force associated with the small surface area of the fiber. Embedding
the optical fiber into the tape still allows the strain to be transferred to the fiber but also
provides a housing for protection against breaking and strengthens the integrity of the fiber.
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The optical fiber package is attached to a hook at the base of the column and there are ten
reflector pairs along the length of the column. The first reflector from the top of the column
is located 22 cm from the top flange, which is less than a cm below the sand level. The
displacement between two reflectors is measured and it is normalized to the spacing
between the reflectors. This gives the average strain between the reflectors. This value of
average strain is assigned a position equal to the lower reflector in the pair. This results in
the strain measurements being taken along lengths of the column positions 27, 32, 37, 42,
47, 52, 57, 62, 67, and 72 cm.
2.3 DATA PROCESSING
Data from the air pressure and strain sensors were recorded using a LabJack T7Pro data acquisition system with CB-37 expansion boards. The sampling rate used during
all of the experiments is 1000 Hz for both the air pressure and strain. This system operates
by measuring the voltages from the six output ports and storing them as output voltages
into a text file. These were later converted into corresponding air and water pressure
measurements.
The relative timing of the pressure and strain data were established by sending a
signal from the CMPI system to trigger data acquisition on the LabJack system. This was
done using a Python program that allowed for the LabJack to acquire data in streaming
mode to ensure accurate timing and minimum latency. The program starts streaming data
once the external trigger signal from the CMPI interrogator is received. The
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synchronization creates a consistent time delay between the air pressure and the strain
signals.
The voltages recorded from the LabJack T7 data acquisition system are converted
into the corresponding air and water pressure in Pascals. The coefficient for converting the
air pressure is found by,

𝐴𝑖𝑟 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (𝑃𝑎) =

((𝑃𝑀𝑎𝑥 −𝑃𝑀𝑖𝑛 )∗(Voltage Output−𝑉𝑀𝑖𝑛𝐶𝑜𝑚𝑝 ))
(𝑉𝑀𝑎𝑥𝐶𝑜𝑚𝑝 −𝑉𝑀𝑖𝑛𝐶𝑜𝑚𝑝 )

∗ 6894.76

𝑃𝑎
𝑝𝑠𝑖

(2-1)

where PMax = 0.15 psi, PMin = 0 psi, VMinComp = 0.5 V, and VMaxComp = 4.5 V.
2.4 SOIL PARAMETERS
This section will describe the various hydromechanical parameters of the materials
that were used to fill the column. Several methods were conducted in the laboratory to
obtain the soil parameters.
2.4.1 Permeability
A mini disk infiltrometer (Version 3) (Decagon Devices Inc., 2006) is a manually
operated device that was used to measure the hydraulic conductivity of the porous media.
The infiltrometer contains an upper and lower chamber, in which the upper chamber
contains the suction control tube, and the lower chamber is the water reservoir that
measures the water level. In order to use the infiltrometer, the upper and lower chambers
are filled with water while the upper chamber controls the suction rate. The lower chamber
contains a specified volume of water that infiltrates the soil depending on the amount of

35

suction determined by the upper chamber (Decagon Devices Inc., 2006). The bottom of the
infiltrometer contains a porous stainless-steel disk that does not allow any water to leak
into the ambient air. Once the infiltrometer is placed in the soil, the water from the lower
chamber begins to infiltrate the soil at a rate that is determined from the hydraulic
properties of the soil (Decagon Devices Inc., 2006).
This mini disk infiltrometer was placed onto the sand/silt mixture in order to
measure the hydraulic conductivity of the material and calculate the permeability. Suctions
of 1, 3, and 5 cm were applied to the soil from the mini disk and the measurements were
recorded every 5-30 seconds depending on the suction level during experimentation.
Decagon Devices provides a calculation sheet that only requires the user to enter the time,
volume, and suction level and a hydraulic conductivity is produced from the script. This
was performed for each suction level and varying hydraulic conductivities were found. For
1, 3, and 5 cm of suction, the hydraulic conductivities were determined to be 0.0034 cm/s,
0.0020 cm/s, and 0.0015 cm/s respectively. This hydraulic conductivity of the sand/silt
mixture decreased as the suction increased.
The intrinsic permeability of the sand/silt mixture could be determined from the
hydraulic conductivity. This can be described as,

𝑘𝑖 =

𝐾𝜇
𝛾

(2-2)

where 𝑘𝑖 is the intrinsic permeability, 𝐾 is the hydraulic conductivity, 𝜇 is the dynamic
viscosity, and 𝛾 is the unit weight of water. The unit weight of water is 9.810 x 10-3 Pa/m
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and the dynamic viscosity is 10-3 Pa s. The values for the hydraulic conductivities can be
used to estimate the intrinsic permeability by extrapolating what it would be if there were
0 cm of suction applied to the material. This method produces a hydraulic conductivity
value of 0.0043 cm/s, resulting in an estimated permeability of permeability is 4.3 x 10-12
m2. The material containing sand and silt was used in experimentation and theoretical
modeling to show the effects that it would have on the air pressure when the permeability
was decreased from the sand.
2.4.2 Saturated Hydraulic Conductivity
The saturated hydraulic conductivity of the materials was determined by a falling
head test for the sand and a water retention experiment for the sand/silt mixture. Previous
work used a falling head test to determine the hydraulic conductivity of the sand by
constructing a smaller, more compact PVC column (Plunkett, 2021). Water was applied to
the material from the bottom of the column and standing water formed at a depth of 10.8
cm (Plunkett, 2021). An outflow tube was installed and was lowered to 1.2 cm above the
surface of the sand. The water was then drained into a pan that contained load cells in order
to measure the weight of the accumulating water during the experiment (Plunkett, 2021).
The hydraulic conductivity was determined by assuming the conservation of mass
at a constant density and substituting in Darcy’s Law for the flow. Integrating these
equations and using the data produced from the falling head test, the saturated hydraulic
conductivity for the sand is K = 0.025 cm/s (Plunkett, 2021). This test also provided a
porosity for the packed sand. The porosity is 0.0275.
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2.4.3 Water Retention Curve
The soil water retention curve (SWRC) is an important aspect of the experiments
because it describes how the water is being stored throughout the column in both the sand
and the sand/silt mixture. The SWRC was measured using a hanging column, a standard
ASTM method for determining the Soil Water Characteristic Curve (ASTM, 2003).
Different amounts of suction were applied to the materials and the changing head values
were recorded periodically until an equilibrium was reached. Previous work by Plunkett
(2021) was done to determine the retention curve and the van Genuchten (van Genuchten,
1980) parameters, ɳ and α, for the sand used in the column. The data were fitted to the
van Genucten equation using a fitting software (TableCurve 2.0), and the parameters
were determined to be ɳ = 4.65 and α = 0.0048 1/cm (Plunkett, 2021).
The same procedure was performed on the sand/silt mixture. Various levels of
suction were applied to the sand and the volume of water removed from the sample was
recorded as drops in head. The data from the experiment was also fitted to the van
Genuchten equation to produce estimates of ɳ and α (Figure 2.3). The estimated values of
the van Genuchten parameters for the sand/silt mixture are ɳ = 6.0 and α = 0.0389 1/cm.
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Figure 0.4: Soil – water retention curve for the sand/silt mixture material used in the
column experiments. ɳ is estimated to be 6.0 and α is approximated as 0.039 1/cm.

2.5 EXPERIMENTAL PROCEDURES
Experimental testing of the column proceeded with both dry and saturated sand
conditions. The conditions of the material within the column were varied and several
experiments were conducted. Each experiment included applying an acoustic sinusoidal
wave to the top of the sand and recording the changes in air pressure and strain. The
conditions that varied included changing the permeability of the sand by injecting
different amounts of water and adding finer-grained material to the sand. The four main
conditions included dry sand, injection of water to 42 cm depth, injection of water to 29
cm of depth, and drained sand.
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The dry sand experiments included sealing the column to ensure there was not
any air leaking and turning on the speaker attached to the top of the column at a 4 Hz
frequency. Several different frequencies were tested, and 4 Hz provided the clearest
signal in the air pressure and strain measurements, so all testing continued with this
frequency. The data acquisition systems recorded the air pressure and strain changes
while the sinusoidal wave was traveling through the dry sand. Data was recorded at 1000
Hz frequency in approximately one-minute intervals.
Changing the saturation of the column incorporated injecting water from the base
to different levels in the sand. This began by attaching the peristaltic pump to the bottom
flange and creating a vent at the top so air pressure could escape during filling. The water
level in the column was monitored with a standpipe attached to the outside of the column
at its base. The water was injected slightly above 42 cm and 29 cm for the two separate
experiments and then the pump was turned off. There was approximately a 20% head
gradient in the sand so injecting the water above the desired depths allowed it to
equilibrate at those points. Once this was completed, the column was sealed again, and
the speaker was turned on the top at a 4 Hz frequency. The air pressure and strain were
recorded for several minutes at the 1000 Hz frequency so the rate of the changes in the
sand could be observed. After these measurements were recorded, the column was
vented, and the peristaltic pump was reversed so the water could be pumped back out.
This was monitored by the standpipe to determine when the water had been fully pumped
out. The pump was then turned off and approximately 15-20 minutes elapsed so the water
could reach an equilibrium before the periodic signal was applied. The air pressure and
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strain were again measured for several minutes while the speaker was applying the
sinusoidal signal to the drained sand.
The next experiment consisted of applying an impermeable barrier to the top of
the sand, at approximately 7 cm depth from the top of the column. Thin plastic was used
as the barrier and was taped to the sides of the PVC so air would not leak into the sand. A
small hole was made into the center of the plastic so the optical fiber could be fed
through it, but this was also sealed with several layers of tape to ensure a seal. The sand
conditions below the barrier were consider gravity drained for several days. The acoustic
signal was turned on at the 4 Hz frequency and the air pressure and strain were recorded
to obtain several datasets. Once it was determined that enough data was collected,
measurements stopped, and the barrier was removed.
The final experiment including changing the permeability of the material by
adding finer grained material to the existing sand. The sand was removed from the
column to approximately 48 cm depth and fresh dry sand was mixed with the silt material
that was 125 microns. This was mixed by weight so the final material contained 80%
sand and 20% silt. This is referred to as the sand/silt mixture. This mixture was installed
into the column to 7 cm of depth like the previous experiments. Testing proceeding by
sealing the column and applying the sinusoidal signal. Air pressure and strain was
recorded at 1000 Hz until enough data was collected. There was not an injection or
draining tests that were done with this material.
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CHAPTER 3: NUMERICAL MODELING
3.1 INTRODUCTION
A key aspect of this project included creating simulations to model the strain
caused by changes in air pressure in the vadose zone. This chapter will detail the
governing equations used in these simulations as well as the baselines results that are
expected from the laboratory data.
3.2 ANALYSIS
The analysis for these simulations includes the conceptual model that was used
and governing equations that describe the models. The equations describe the fluid
pressures in partially saturated conditions as well as the deformation of the solids that are
taking place simultaneously.
3.2.1 Conceptual Model
Barometric pressure changes on the surface include two separate components that
affect the parameters of the subsurface. One of the components is the barometric pressure
fluctuation that produce a boundary load on the ground surface. The other component
from the surface barometric pressure fluctuations propagates into the subsurface and
pressurizes the gas and water in the available pore space at depth. The combination of
these two components results in the total strain that is caused by changes in barometric
pressure (Figure 3.1).
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Figure 0.1: Conceptual model of the barometric pressure that is loading the ground
surface and propagating in the subsurface. The strain caused by the two components is
added to get the total strain.
The two components of the barometric pressure affect the vertical strain at
shallow depths above the water table. The strain responds to both the boundary load and
the porous load individually and the vertical strain that is observed is the combination of
the two effects. This conceptual model is applicable to any porous half space loaded by a
varying pressure. Some applications involve a porous medium saturated with a single
fluid phase, and an example is the periodic pressure fluctuations caused by tides on the
surface of the seabed. Soils typically are partially saturated, so they include two phases,
air, and water, which their proportions are dependent on the saturation. Changes in either
air or water pressure will cause strain.
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The conceptual model identifies the need to include two phase flow in the
analysis of effects of barometric pressure. The governing equations required to do this are
outlined below and examples follow.
3.2.2 Governing Equations
Changes in fluid pressure will deform porous media, and in variably saturated
media the deformation can involve changes in the pressure of either water or gas, or both.
Variable saturation is common in the vadose zone where water pressure can change due
to infiltration or drainage, and air pressure can change due to barometric pressure
fluctuations. Deformation caused by this process can be analyzed by determining the total
stress, ij, in a porous solid containing an effective fluid pressure, P, that is the weighted
sum of the air and water pressures. It is assumed that the fluid mass conservation and the
solid deformation are coupled, and the water content in the porous medium can vary from
fully to partially saturated conditions. This requires governing equations that satisfy,
1. Mass and momentum conservation of the fluid
2. Constitutive laws relating saturation, pore pressure, elastic modulus and
permeability
3. Momentum conservation of the solid
4. Constitutive law relating stresses, strains and pore pressure
3.2.2.1 Fluid pressures in partially saturated, two phase porous media
Mass conservation of the fluid can be expressed as
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−∇ ∙ 𝑞𝑖 =

𝜕𝜙𝑆𝑖 𝜌𝑖
𝜕𝑡

= 𝑆𝑖 𝜌𝑖

𝜕𝜙
𝜕𝑡

+𝜙

𝜕𝑆𝑖 𝜌𝑖

(6-1)

𝜕𝑡

where subscript i is the phase designation (i = g = gas, i = l = liquid), qi is the fluid mass
flux vector, Si is phase saturation (volume of phase i per pore volume), ρi is density of the
fluid (mass/volume of fluid), 𝜙 is the porosity (pore volume/total volume), t is time.
Fluid compressibility can be defined as

1 𝜕𝜌𝑖

𝛽𝑖 = 𝜌

𝑖

(6-2)

𝜕𝑃𝑖

and capillary pressure is

𝑃𝑐 = 𝑃𝑔 − 𝑃𝑙

(6-3)

where P is pressure. Substituting into equation (3-1) and expanding results in

−∇ ∙ 𝑞𝑖 = 𝑆𝑖 𝜌𝑖

𝜕𝜙
𝜕𝑡

+ 𝜙𝑆𝑖 𝛽𝑖 𝜌𝑖

𝜕𝑃𝑖
𝜕𝑡

𝜕𝑆

𝜕𝑃𝑔

+ 𝜌𝑖 𝜙 𝜕𝑃𝑖 ( 𝜕𝑡 −
𝑐

𝜕𝑃𝑙
𝜕𝑡

)

(6-4)

The volumetric gas content, g, (volume gas/volume total) is related to the
volumetric water content through

𝜃𝑔 = 𝜙 − 𝜃𝑙

(6-5)

and the volumetric water content is related to the capillary pressure using (van
Genuchten, 1980)

𝜃𝑙 = 𝜙𝑆𝑟 + 𝜙(1 − 𝑆𝑟 )[1 + (𝛼𝑃𝑐 )𝑛 ]−𝑚

45

(6-6)

1

𝑚 = 1−𝑛

(6-7)

The liquid phase saturation is described as

𝑆𝑙 =

𝜃𝑙

(6-8)

𝜙

and the liquid and gas saturations are related by

𝑆𝑙 + 𝑆𝑔 = 1

(6-9)

𝑆𝑙 = 𝑆𝑟 + (1 − 𝑆𝑟 )[1 + (𝛼𝑃𝑐 )𝑛 ]−𝑚

(6-10)

𝑆𝑔 = (1 − 𝑆𝑟 ){1 + [1 + (𝛼𝑃𝑐 )𝑛 ]−𝑚 }

(6-11)

Equation (3-6) can therefore become

where Sr is irreducible liquid saturation, and n and  are fitting parameters. The change
of l as a function of capillary pressure is the specific moisture capacity and is expressed
as

𝜕𝑆

𝐶𝑚 = 𝜕𝑃𝑙 = −
𝑐

𝑚𝑛
𝑃𝑐

(1 − 𝑆𝑟 )[1 + (𝛼𝑃𝑐 )𝑛 ]−𝑚−1 (𝛼𝑃𝑐 )𝑛

(6-12)

From equation (3-9), the specific moisture capacity, can now be written as

𝜕𝑆𝑔
𝜕𝑃𝑐

𝜕𝑆

= − 𝜕𝑃𝑙

𝑐
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(6-13)

Then, equations (3-2) and (3-9) can be combined and expressed as

−∇ ∙ 𝑞𝑙 = 𝑆𝑤 𝜌𝑤

−∇ ∙ 𝑞𝑔 = 𝑆𝑔 𝜌𝑔

𝜕𝜙
𝜕𝑡

𝜕𝜙
𝜕𝑡

+ 𝜃𝑙 𝛽𝑙 𝜌𝑙

+ 𝜃𝑔 𝛽𝑔 𝜌𝑔

𝜕𝑃𝑙
𝜕𝑡

𝜕𝑃𝑔
𝜕𝑡

𝜕𝑃𝑔

𝜕𝜃

+ 𝜌𝑙 𝜕𝑃𝑙 ( 𝜕𝑡 −

𝜕𝑃𝑙

𝑐

𝜕𝑡

𝜕𝜃𝑔 𝜕𝑃𝑔

+ 𝜌𝑔 𝜕𝑃 ( 𝜕𝑡 −
𝑐

)

𝜕𝑃𝑙
𝜕𝑡

)

(6-14)

(6-15)

Assuming that the rate of change of the porosity is equal to the volumetric strain rate
implies that the mineral grains are incompressible. This results in

𝜕𝜙
𝜕𝑡

= 𝛼𝑏

𝜕𝜀𝑘𝑘

(6-16)

𝜕𝑡

where b is the Biot-Willis parameter. Expanding, rearranging, and using the specific
moisture capacity from (3-12) gives

∇ ∙ 𝑞𝑙 + 𝜌𝑙 (𝜃𝑙 𝛽𝑙 − 𝐶𝑚 )

∇ ∙ 𝑞𝑔 + 𝜌𝑔 (𝜃𝑔 𝛽𝑔 − 𝐶𝑚 )

𝜕𝑃𝑙
𝜕𝑡

𝜕𝑃𝑔
𝜕𝑡

= −𝜌𝑙 𝐶𝑚

𝜕𝑃𝑔

= −𝜌𝑔 𝐶𝑚

𝜕𝑡

− 𝛼𝑏 𝑆𝑙 𝜌𝑙

𝜕𝑃𝑙
𝜕𝑡

𝜕𝜀𝑘𝑘
𝜕𝑡

− 𝛼𝑏 𝑆𝑔 𝜌𝑔

𝜕𝜀𝑘𝑘
𝜕𝑡

(6-17)

(6-18)

The first terms on the right-hand side of equations (3-17) and (3-18) are sources that
couple the pressure changes in the phases. The second terms account for the changes in
storage as a result of deformation.
Equations (3-17) and (3-18) can be simplified for special cases. This will provide
simplified expression for specific applications, and it can serve as a check for the general
expressions above. The first case to be considered will assume the porous medium is
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saturated, so Cm = 0 and Sw = 1, while the changes in the gas phase are ignored. Equation
(3-17) becomes

∇ ∙ 𝑞𝑙 = −𝛼𝑏 𝜌𝑙

𝜕𝜀𝑘𝑘

− 𝜌𝑙 𝜙𝛽𝑙

𝜕𝑡

𝜕𝑃𝑙
𝜕𝑡

(6-19)

or

∇ ∙ 𝑞𝑙 = −𝛼𝑏 𝜌𝑙

𝜕𝜀𝑘𝑘
𝜕𝑡

1 𝜕𝑃𝑙
𝜕𝑡

− 𝜌𝑙 𝑀

(6-20)

where the Biot Modulus for a porous medium with incompressible grains is

1

𝑀 = 𝜙𝛽

(6-21)

𝑙

Equation (3-20) is commonly used to analyze fully coupled poroelastic problems in
saturated porous media (Wang, 2000, eq. 4.65; Bai and Ellsworth, 2000 eq. 2.32; Cheng,
2016).
Another special case occurs when the fluid pressures are coupled from the
volumetric strain. The porous media is assumed to deform in response to local changes in
fluid pressure, so the rate of change of porosity can be approximated as

𝜕𝜙
𝜕𝑡

1

1

= (𝐾 − 𝐾′ )
𝑠

𝜕𝑃𝑙
𝜕𝑡

(6-22)

where K is the drained bulk modulus of the porous material, and 𝐾𝑠′ is the bulk modulus
of the solid grains. Substituting in eq. 3-22,
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∇ ∙ 𝑞𝑙 + 𝜌𝑙 (𝜃𝑙 𝛽𝑙 − 𝐶𝑚 )

𝜕𝑃𝑙
𝜕𝑡

= −𝜌𝑙 𝐶𝑚

𝜕𝑃𝑔
𝜕𝑡

1

1

− 𝑆𝑙 𝜌𝑙 (𝐾 − 𝐾′ )
𝑠

𝜕𝑃𝑙
𝜕𝑡

(6-23)

and grouping terms that depend on the fluid change results in

1

1

∇ ∙ 𝑞𝑙 + 𝜌𝑙 (𝑆𝑤 [𝜙𝛽𝑙 + (𝐾 − 𝐾′ )] − 𝐶𝑚 )
𝑠

𝜕𝑃𝑙
𝜕𝑡

= −𝜌𝑙 𝐶𝑚

𝜕𝑃𝑔
𝜕𝑡

(6-24)

Recognizing that the term in square brackets is the unconstrained specific storage, Sl, for
the liquid phase gives

∇ ∙ 𝑞𝑙 + 𝜌𝑙 (𝑆𝑤 S𝜎𝑙 − 𝐶𝑚 )

𝜕𝑃𝑙
𝜕𝑡

= −𝜌𝑙 𝐶𝑚

𝜕𝑃𝑔
𝜕𝑡

(6-25)

and,

1

1

𝑆𝜎𝑙 = 𝜙𝛽𝑙 + (𝐾 − 𝐾′ )

(6-26)

𝑠

A similar expression can be developed for the gas phase. This can be expressed as

∇ ∙ 𝑞𝑔 + 𝜌𝑔 (𝑆𝑔 S𝜎𝑔 − 𝐶𝑚 )

𝜕𝑃𝑔
𝜕𝑡

1

= −𝜌𝑔 𝐶𝑚

1

𝑆𝜎𝑔 = 𝜙𝛽𝑔 + (𝐾 − 𝐾′ )

𝜕𝑃𝑙
𝜕𝑡

(6-27)

(6-28)

𝑠

Equation (3-25) is a form of Richard’s equation that includes an expression related to the
change in air pressure on the right-hand side. Ignoring changes in gas pressure gives the
mass conservation expression used in the Richard’s equation. Equations (3-25) through
(3-28) describes the fluid mass conservation in a two-phase system that includes storage

49

changes due to local pressure changes. It omits storage changes from non-local stress
changes. These effects are negligible for this problem because of the high compressibility
of the pore fluid.
The fluid flow also needs to be considered in this analysis. Conservation of
momentum gives a form of Darcy’s Law written in terms of mass flux is described as

𝑞𝑖 = −

𝜌𝑖 𝑘𝑘𝑟𝑖
𝜇

∇(𝑃𝑖 + 𝜌𝑖 𝑔𝑧)

(6-29)

where k is permeability, kr is relative permeability, z is the elevation, µ is viscosity, and g
is acceleration due to gravity. Relative permeabilities for each phase are characterized
using (van Genuchten, 1980) and are written as

1
2

1
𝑚

𝑚 2

𝑘𝑟𝑙 = 𝑆𝑒 [1 − (1 − 𝑆𝑒 ) ]

1

1

2𝑚

𝑘𝑟𝑔 = 𝑆𝑔2 (1 − 𝑆𝑒 𝑚 )

𝑆𝑒 =

𝑆𝑙 −𝑆𝑟
1−𝑆𝑟

=

𝜃−𝜃𝑟
1−𝜃𝑟

where S1 the liquid saturation, Sg is the gas saturation, and Se is the effective liquid
saturation.
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(6-30)

(6-31)

(6-32)

The equations listed above can be written in terms of diffusion. Using a form of
equations (3-17) and (3-18) that includes the specific storage as in equation (3-25) and
substituting into equation (3-29), this produces

−∇ ∙

−∇ ∙

𝜌𝑙 𝑘𝑘𝑟𝑙
𝜇

𝜌𝑔 𝑘𝑘𝑟𝑔
𝜇

∇(𝑃𝑙 + 𝜌𝑙 𝑔𝑧) + 𝜌𝑙 (𝑆𝑤 S𝜎 − 𝐶𝑚 )

𝜕𝑃𝑙

∇(𝑃𝑔 + 𝜌𝑔 𝑔𝑧) + 𝜌𝑔 (𝑆𝑔 S𝜎 − 𝐶𝑚 )

= −𝜌𝑙 𝐶𝑚

𝜕𝑡

𝜕𝑃𝑔

𝜕𝑃𝑔
𝜕𝑡

= −𝜌𝑔 𝐶𝑚

𝜕𝑡

𝜕𝑃𝑙
𝜕𝑡

(6-33)

(6-34)

The storage terms can then be divided out and this results in

−∇ ∙ 𝜇(𝑆

𝑘𝑘𝑟𝑙

𝑤 S𝜎 −𝐶𝑚 )

−∇ ∙

𝑘𝑘𝑟𝑔
𝜇(𝑆𝑔 S𝜎 −𝐶𝑚 )

∇(𝑃𝑙 + 𝜌𝑙 𝑔𝑧) +

∇(𝑃𝑔 + 𝜌𝑔 𝑔𝑧) +

𝜕𝑃𝑙

𝐶𝑚

= − (𝑆

𝜕𝑃𝑔

𝑤 S𝜎 −𝐶𝑚 ) 𝜕𝑡

𝜕𝑡

𝜕𝑃𝑔
𝜕𝑡

= − (𝑆

𝐶𝑚

𝜕𝑃𝑙

𝑔 S𝜎 −𝐶𝑚 ) 𝜕𝑡

(6-35)

(6-36)

This system has the form of non-homogeneous diffusion equations with the terms on the
right side serving as source terms written as

𝜕𝑃𝑙

−∇ ∙ 𝐷𝑙 ∇(𝑃𝑙 + 𝜌𝑙 𝑔𝑧) +

𝜕𝑡

−∇ ∙ 𝐷𝑔 ∇(𝑃𝑔 + 𝜌𝑔 𝑔𝑧) +

𝜕𝑃𝑔
𝜕𝑡

= −Γ𝑙

(6-37)

= −Γ𝑔

(6-38)

where the diffusivities of the liquid and gas pressure are respectively

𝐷𝑙 = 𝜇(𝑆

𝑘𝑘𝑟𝑙

𝑤 S𝜎 −𝐶𝑚 )

51

= 𝜇(𝑆

𝑘𝑘𝑟𝑙

𝑤 S𝜎 +|𝐶𝑚 |)

(6-39)

𝐷𝑔 = 𝜇(𝑆

𝑘𝑘𝑟𝑔

𝑔 S𝜎 −𝐶𝑚 )

= 𝜇(𝑆

𝑘𝑘𝑟𝑔

𝑔 S𝜎 +|𝐶𝑚 |)

(6-40)

The fluid pressure coupling terms on the right side are

𝜕𝑃𝑔

𝐶𝑚

Γ𝑙 = (𝑆

𝑤 S𝜎 −𝐶𝑚 ) 𝜕𝑡

Γ𝑔 = (𝑆

𝐶𝑚

𝜕𝑃𝑙

𝑔 S𝜎 −𝐶𝑚 ) 𝜕𝑡

(6-41)

(6-42)

3.2.2.2 Deformation of the solid
Momentum conservation of the solid assumes quasi-static conditions, so

𝜕𝜎𝑖𝑗
𝜕𝑥𝑖

= −𝐹𝑖

(6-43)

where ij is the total stress tensor, and Fi is the body force vector. The ij subscript
assumes Einstein notation where repeated subscripts indicate summation.
The total stress depends on the effective stress on the solid, eij and the effective
pore pressure, Pl (Borja, 2006 eq. 3.42)

𝜎𝑖𝑗 = 𝜎𝑒𝑖𝑗 − 𝛼𝑃

(6-44)

where the Biot-Willis parameter is

𝐾

𝛼 =1−𝐾

𝑠
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(6-45)

With K as the bulk modulus of the porous material and Ks as the bulk modulus of the
solid grains, and =1 in soils. The sign convention is that positive stress is tensile and
negative stress is compressive. According to equation (3-44), an increase in P will cause
the effective stress to become tensile (increase) when the total stress remains unchanged.
The effective pressure in the unsaturated zone is weighted between the water and
the air pressures (Borja, 2006 eq. 3.24 and Lu et al., 2010 eq. 18). This can be written as

𝑃 = 𝑆𝑒 𝑃𝑙 + (1 − 𝑆𝑒 )𝑃𝑔

(6-46)

where the effective saturation is defined in equation (3-32). Under saturation conditions,
equation (3-44) reduces to the Biot effective stress to

 ij =  eij −  Pw

(6-47)

and can be used in saturated linear elastic poroelasticity (Wang, 2000; Cheng, 2016).
Hooke’s Law relates to stress to strain, and pressure to displacement. This can be
expressed as

𝜎𝑖𝑗 = 2𝐺𝜀𝑖𝑗 + 𝜆𝜀𝑘𝑘 𝛿𝑖𝑗 − 𝛼𝑃𝛿𝑖𝑗

(6-48)

where G is the shear modulus, kk is the volumetric strain, and ij is the dirac operator.
The Lame constant, , and G are related to other elastic properties using

𝐸𝜈

𝜆 = (1+𝜈)(1−2𝜈)
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(6-49)

𝐸

𝐺 = 2(1+𝜈)

(6-50)

where E is Yonng’s Modulus and v is Poisson’s ratio. The strains are related to
displacement gradients as

𝜕𝑢

𝜕𝑣

𝜀𝑥𝑥 = 𝜕𝑥 ; 𝜀𝑦𝑦 = 𝜕𝑦 ; 𝜀𝑧𝑧 =

𝜕𝑤

1 𝜕𝑢

𝜕𝑣

1 𝜕𝑣

𝜕𝑤

1 𝜕𝑤

𝜕𝑢

; 𝜀𝑥𝑦 = 2 (𝜕𝑦 + 𝜕𝑥) ; 𝜀𝑦𝑧 = 2 (𝜕𝑧 + 𝜕𝑦 ) ; 𝜀𝑧𝑥 = 2 ( 𝜕𝑥 + 𝜕𝑧 )
𝜕𝑧
(6-51)

The volumetric strain is

 kk =  xx +  yy +  zz

(6-52)

The elastic properties of the soil vary with the water content. According to Lu and Kaya
(2012), Young’s modulus can be described as a power function expressed as

𝜃−𝜃𝑑

𝐸 = 𝐸𝑑 + (𝐸𝑤 − 𝐸𝑑 ) (𝜃

𝑤 −𝜃𝑑

𝑚1

)

(6-53)

where Ew is Young’s modulus under wet conditions characterized by the moisture content
w, and Ed is Young’s modulus at moisture content d. The parameter ml is a parameter
that depends on the soil. According to Lu and Kaya, ml < 0.3 is for sand, 0.3 < ml < 1.1 is
for silt, and ml > 0.8 is for clay.
Poisson’s ratio also changes with saturation. According to Thota et al. (2021),
Poisson’s ratio can be described as
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1

(1+(𝛼𝑃𝑐

𝜈 = 𝜈𝑑 + (𝜈𝑠 − 𝜈𝑑 ) [{(

1
)𝑛 )𝑛−1

𝑆𝑓𝑢𝑛

𝑛1 𝑛 −1
1

) }

]

(6-54)

where n and  are parameters in the water retention function in equation (3-6), vd and vs
are the Poisson’s ration under dry and saturated conditions, and n1 and Sfun are fitting
parameters introduced by Thota et al. (2012). Thota et al. (2012) used data describing
Poisson’s ratio as a function of water content to estimate parameters for different soil
textures. Average values are vd=0.19, vs=0.38, Sfun=0.3, and n1=3.7.
The body force for this problem is the total unit weight of the soil. It acts in the -z
direction and is written as

𝐹𝑧 = (𝜌𝑏 + 𝜃𝑙 𝜌𝑙 + 𝜃𝑔 𝜌𝑔 )𝑔

(6-55)

where b is the dry bulk density of the soil, l and g are the volumetric fluid contents,
and l and g are the liquid and gas densities. The dry bulk density is the mass of the
solid grains of soil per total volume of soil.
3.2.3 Configuration to represent experiments
Solving the governing equations requires configuring a geometry and selecting
boundary and initial conditions that represent the experiments.
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3.2.3.1 Geometry
The column used in the experiments is represented as a rectangular domain 0.2 m
in the horizontal and 1 m in the vertical direction. The analysis is done in 2D Cartesian
coordinates.
This geometry was assumed in order to account for friction on the walls of the
column. Preliminary analyses were conducted using 1D geometry, which would be
appropriate for a half space with a uniformly distributed load. However, results from the
1D analysis show that the strains increase with depth. This occurs because the surface
load causes strains that are independent with depth. However, the magnitude of the strain
decreases with depth in the experiments. The geometry of the simulation was expanded to
2D in order to include friction on the walls of the column. The strain in the 2D simulation
that included friction decreased with depth, so this geometry was adopted.
3.2.3.2 Boundary conditions
The problem requires three sets of boundary conditions, one for each of the gas
and liquid fluid phases, and another for the displacements. Boundary conditions are
required on each of the four sides of the rectangular domain. The four scenarios
considered in the analysis (Dry, Drained, Filled to 35 cm depth, and Filled to 20 cm
depth) differ by their boundaries and initial conditions.
Top boundary: Gas: zero fluid pressure initial, variable pressure during the
transient; liquid: no flow; solid: zero total stress
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Bottom boundary: Gas: no flow; liquid: No flow for dry initial condition,
specified pressure head for other scenarios: P=0.01 for drained, p=0.65 m for filled to 35
cm depth, p=0.8 m for filled to 20 cm depth; solid: zero displacement.
Right and left side: Gas: no flow; liquid: no flow; solid: zero displacement.
Preliminary analyses were evaluated that considered a roller-type boundary (zero
normal displacement) on the right and left side. This type of boundary condition could
represent a case where the sand was free to slip along the wall of the column. The strain
increased with depth when this boundary condition was used, but the strain was observed
to decrease with depth. The strain decreases with depth when the zero displacement
condition was used, which implies that there were negligible slip between the sand and
infinitely stiff wall of the column.
3.2.3.3 Initial Conditions
It was assumed that the fluid and solid were in static equilibrium at the start of the
simulation.
3.2.3.4 Parameters
The parameters used in the simulation were estimated based on independent tests
or assumed from published values. The permeability was increased by a factor of three
from the compared lab tests to better match the observed pressures, and slight
adjustments were made to the function describing the elastic modulus. Other parameters
were unchanged from their initial estimate.
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Table 1: Parameters used to describe fluids and solid in the
simulation.
Young’s Modulus
Dry, Ed
12 MPa
Saturated, Es
20 MPa
Elastic modulus power, -0.25
Poisson’s ratio
nd, Dry
0.19
ns, Saturated
0.38
Sfun
0.3
n1
0.37
Permeability, k
8 x 10-11 m2
Water retention
Saturated water content, qs
0.28
Residual water content, qr
0
Van genuchten, a
4x10-4 (1/Pa)
Van genuchten, n
4
Fluid properties
rl
1000 kg/m3
rg
(Pg+Patm)/(RT)
mg
1.8x10-5 Pa s
ml
1.0x10-3 Pa s

3.2.3 Solution Method
The governing equations and configuration outlined above were solved using the
Galerkin finite element method (Comsol Muliphysics). The rectangular problem domain
was discretized using a mapped mesh with 12 columns and 800 rows. The resulting
system of equations was solved using the Multifrontal Massively Parallel sparse direct
Solver (MUMPS) (Amestoy et al., 2001).
The simulations included several scenarios that involved different initial
conditions and material properties. Each simulation was solved in four steps with
adjustments for each scenario.
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1. Steady solution of the initial static fluid pressures. The lower boundary
condition was set to either no-flow, or specified pressure depending on the
scenario.
2. Steady solution of the initial static pressure air pressure and displacements
using the static fluid pressure as input. This gives the equilibrated initial
conditions.
3. Transient solution of the air and water pressures using a periodic air pressure
boundary condition.
4. Transient solution of the displacements and strains using the air and water
pressures.
The solution approach assumes a one-way coupling of the fluid pressure to strain. The
back coupling from the strain to the fluid pressure is included using a specific storage
term.
3.3 RESULTS
The results from the simulations detail the initial conditions of the sand column
with and without water present. In addition, the results demonstrate the changes from
applying a periodic air pressure signal to the top of the sand when it is dry and when the
saturation varies. This section encompasses these results from drained conditions, as well
as when the sand is dry and filled to two different water levels.
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3.3.1 Conceptual Model
The boundary conditions were adjusted to develop simulations that show the
components of strain in the conceptual model. This involved conducting a simulation
where the boundary load was omitted, but the internal pressure was included. This
simulation is called “pressure load only.” Another set of simulations was done by omitted
the coupling between the pore pressure and the strain. These simulations are called
“surface load only.” Additional simulations include the complete analysis where both the
pressure and surface loads are included.
Two sets of the conceptual model simulations were conducted, one for uniform
dry sand material and another that include partial fill to 65 cm of depth. The results show
that total vertical strain results from contributions from the surface load and pressure load
(Figure 3.2), as outlined in the conceptual model (Figure 3.1). The effects of the two
components are most clearly seen when the sand is dry and at 0.2 m depth (Figure 3.2a).
As the pressure on the surface increase, the surface load component of the vertical strain
decreases (compresses). The magnitude of this component is fluctuating between +/- 0.4
µε while the pressure fluctuates between +/- 25 Pa. The pressure load component of
strain is delayed behind the pressure wave and is slightly less than the surface
component. The surface load component dominated the sign and the total vertical strain
compresses as a result of the pressure wave. It is also lagged behind the pressure wave by
approximately 65 ms.
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The phase of the two components moves closer together at 0.4 m and they are
nearly in phase from one another at 0.6 m (Figure 3.2b and Figure 3.2c). The magnitude
of the strain from surface load also decreases with depth. This is because the friction that
is occurring from the walls of the column is increasing as depth increases. In addition, the
pressure load component had a sign change at these depths and begins to compress from
a pressure increase like the surface component does. The resulting total strain at 0.4 m is
approximately half of that from the 0.2 m depth while the resulting total strain at 0.6 m is
barely fluctuating at all.
The surface load and pressure load components behave similarly even when there
is water present in the sand (Figure 3.2). The overall effect from the addition of water
into the pore space is that the two components are less out of phase from one another. In
addition, both strain components compress when the surface air pressure increases and
tension when the pressure decreases. The largest strain is still occurring closest to the
surface at 0.2 m and decreases to nearly zero by 0.6 m on the column.
These components explain the vertical strain that is observed from the simulations
and the measured laboratory data as well. The data from these components show that the
strain from the surface load is only decreasing with depth due to the friction on the walls
of the column. In addition, the phase delay between the surface pressure fluctuations and
the vertical strain is the combination of the two components, and it shows that the strain
is lagged behind the pressure in these cases. This shows how the vertical strain can
sometimes appear to be preceding the air pressure wave. Because of this, it can be
difficult to look at the recorded strain signal by itself and immediately interpret what is
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happening in the subsurface. It is valuable to know the effects of both of these
components rather than simply the raw vertical strain signal that is measured.

Figure 0.2: Components of the vertical strain from an air pressure fluctuation on the
surface. The black solid line is the pressure at the ground surface, dashed-dot line is the
component from surface loading only, the dotted line is the pressure load in the porous
media only, and thick dashed line is the total from those two components.
3.3.2 Gravity Drained Sand
Sand that has been saturated and drained by gravity is considered the baseline
analysis for the simulations. This section will detail the initial conditions and effects from
the addition of a periodic signal.
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3.3.1.1 Initial Conditions
A steady-state simulation was conducted to define the initial conditions for the
transient model. The pressure head at the bottom of the model was assumed to be 0.01 m,
which causes the bottom of the model to be saturated (Figure 3.3). The saturation zone
extends up to a depth of 0.9m, so the air entry pressure head is approximately 0.1m.
Gravity drainage leaves a residual saturation in the pore space. The water content is
largest at the bottom of the column where the sand is saturated and decreases to nearly
zero at the top (Figure 3.3a). There is an inverse relationship between the air and water
content as functions of depth in this condition. The air content is largest at the top of the
column as a result. This relationship is similar for the water and gas saturation (Figure
3.3b). The air saturation that is in the sand decreases to zero at about 0.90 m whereas the
water saturation reaches one at the same location.
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Figure 0.3: Initial conditions as functions of depth for the gravity drained scenario a.)
water content, b.) water and gas saturation, c.) water and gas permeability, d.) pressure
diffusivity, and e.) Young’s Modulus and Poisson’s ratio.
The changes in water/gas content and the saturations also affect the relative
permeabilities of the water and air (Figure 3.3c). The relative permeabilities affect the
rate at which fluid mass moves through the porous media. The gas-phase relative
permeability gradually decreases from 1.0 at the top to a value of essentially zero at
approximately 0.85 m depth, slightly above the top of the capillary fringe. The liquidphase relative permeability is negligible above 0.6 m of depth, and it sharply increases to
1.0 between 0.6 < depth < 0.9 m. The gradual decrease in the air permeability with depth
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follows the same trends as the air content and air saturation. The liquid-phase
permeability also increases as the water saturation and water content increase.
The water and air diffusivities control the rates at which fluid pressure moves
through the porous media. This is important because the fluid pressures cause strain. The
air diffusivity (Figure 3.3d) is zero at the bottom of the column and then increases nearly
linearly above a depth of 0.75 m. It reaches a maximum of approximately 1.0 m2/s at the
top of the column where the sand is dry. The water diffusivity is greatest at the bottom of
the column, where it is approximately equal to the air diffusivity at the top of the column
(Figure 3.3d) The water diffusivity sharply decreases above approximately 0.9 m of
depth. This is because the water content decreases above this same depth, causing the
diffusivity to decrease to zero as well.
The Young’s Modulus (E) ranges from 20 MPa at the bottom of the column to
approximately 15 MPa at the top. The sand material is the stiffest at the bottom of the
column when it is 20 MPa, and it softens upward. Poisson’s ratio follows a similar trend
by increasing from approximately 0.175 to 0.375 as depth on the column increases. The
changes in elastic properties are because the properties are assumed to be function of
water content, as outlined above.
3.3.1.2 Profiles as functions of time
Pressure and strain data were measured along the length of the column, so data
from the analysis were plotted to simulate the expected distribution during the
experiments. The air pressure fluctuates by +/- 25 Pa at the surface and the magnitude of
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the variability decreases to essentially zero at the bottom of the column (Figure 3.4a). At
each time, the pressure change is greatest at zero depth and diminishes to zero downward.
The pressure is roughly zero at the start of the cycle and increases (blue-green-red) and
then decreases (red, cyan, purple, yellow, black) and then increases again to complete the
cycle. This lag of an internal peak within the column indicates that the wavelength of the
pressure variation is at least several times longer than the column.
The pattern in the change in water pressure (Figure 3.4b) is similar to the change
in the air pressure (Figure 3.4a). This occurs because the changing air pressure affects the
water pressure. Both cases show that the greatest amount of change is occurring at the top
of the column and the changes are decreasing as depth increases. There is zero change in
both air and water pressure at 0.8 cm and deeper on the column.
Strain is affected by both the air and water pressures, and the contribution from
each of the pressures is weighted by the saturation. The distribution of the weighted
pressure resembles that of the air pressure (Figure 3.4c). The greatest changes are
occurring closer to the top of the column and fluctuate between +/- 25 Pa. The weighted
pressures diminish to zero at 0.8 m on the column.
Fluctuations in the air pressure change the water saturation (Figure 3.4d). In
general, increasing air pressure decreases the saturation. The changes in saturation are
small, however, the changes in pressure are small for this example (+/- 25 Pa). For
comparison, the daily variation in barometric pressure is often 250 Pa or more.
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Nevertheless, the simulations indicate that the air pressure variations of 25 Pa cause the
water saturation to change by roughly 10-5.
The vertical strain is affected by the variations in pressure (Figure 3.4e). Increases
in pressure at the beginning of the cycle (blue-green-red) cause compressive strain
(negative). The magnitude of the comparison increases at the beginning of the cycle
(blue-red), but then it decreases at the top of the column (green-red). The strain becomes
tensile (positive) when the pressure at zero depth decreases (blue-purple-yellow). The
vertical strain is affected by both the pressure at zero depth and throughout the column.
An increase in pressure at zero depth causes compressive strain (decrease, or
contraction), whereas an increase in pressure at a point within the column causes tensile
strain (increase, or expansion). Moreover, the contraction resulting from a large
compressive strain at one location can cause expansion in the form of tensile strain in
neighboring regions. The resulting strain profile is a combination of these effects.
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Figure 0.4: Pressure, saturation, and strain as function of distance from the top of
the sand for different times during one period (0.25s) of a pressure variation
(colors shown on key). a.) change in gas pressure; b.) change in water pressure;
c.) change in weighted pressures; d.) change in water saturation; e. vertical strain.

3.3.1.3 Time series as functions of depth
A periodic air pressure signal was applied to the top of the sand while the
saturation varied from the gravity drained scenario (Figure 3.5a). The largest fluctuations
are between approximately +/- 25 Pa in the head space just above the sand level (black
line). As the signal travels throughout the sand, the magnitude of the fluctuations
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decreases with depth and drops to approximately +/- 2.5 Pa at 0.6 m on the column
(yellow line).
The periodic signal induces a response from the vertical strain in the sand (Figure
3.5b). An increase in the pressure causes the vertical strain to decrease, or compress,
while a decrease in the pressure leads to positive strain, or tension. The magnitude of the
vertical strain follows a similar pattern to the air pressure and decreases with depth
(Figure 3.5c). The largest fluctuation is at 0.1 m depth and is between approximately +/0.15 µε. Additionally, the smallest fluctuations are deeper on the column at 0.6 m depth
and are between +/- 0.07 µε.
There is also an offset, or a lag time between the induced air pressure signal and
the observed vertical strain. Figure 3.5c is showing that the vertical strain is preceding the
air pressure wave by approximately 40 ms. The increase in pressure on the surface is
being perceived at depth in the sand before the pressure wave arrives at the same depth,
causing the strain to appear to occur before the air pressure signal. This is the signal
predicted to occur in the experiments. However, there was synchronization delay between
the data acquisition that measures the pressure and the system the system that measures
the strain, and this added an offset in the relative timing of the two signals. We estimate
this delay to be approximately 35 ms. This time was added to the time scale (Figure 3.5c)
in an effort to represent the results in the experiments.
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Figure 0.5: Time series of pressure and vertical strain at depths along the center of the
column. Periodic fluctuation of air pressure at the top of the column with amplitude of
25 Pa and period of 0.25s (Thick black lines). Data from the third pressure cycle
(0.5<t<0.75s). a.) gas (dash-dot) and water (solid line) pressures. B.) vertical strain
(dashed) c.) pressure and strain at different depths; d.) pressure and strain with time
scale for the strain advanced by 35ms to account for synchronization of the data
acquisition system.
3.3.3 Dry Sand
Simulations also included a scenario where the sand was completely dry, and the
water content was zero. This section will outline the effects of the dry sand in both the
initial conditions and the addition of the periodic signal.
3.3.2.1 Initial Conditions
The dry sand presented a unique case when analyzing the effects of the water
content and the vertical strain. Unlike the gravity drained scenario, the water content and
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the water saturation are both zero (Figure 3.6a and Figure 3.7a). Without the injection of
the water into the sand, the gas content is uniform at the assigned 0.28 value and the gas
saturation value is 1.0. The pore space is completely filled with the air and there is no
water changing the gas saturation. This relationship also holds true for the relative
permeabilities as a function of depth (Figure 3.8a). Without any water present in the sand,
the relative permeability of the liquid was zero. Because the sand was completely dry, the
gas permeability remains at 1.0 initially and will when the periodic signal is applied as
well. As long as the sand is dry, the relative permeability of the water will remain zero.
Additionally, the water diffusivity is zero, and the air diffusivity is uniform at
approximately 1.45 m2/s (Figure 3.9a). The air diffusivity is greater when the sand is dry
than when the sand had been filled and drained by gravity. It only reached a maximum of
1.0 m2/s when the sand was partially saturated, and the water content was varying with
depth. The air diffusivity was lower in that scenario because the varying saturation did
not allow the air to diffuse as quickly throughout the sand. Lastly, because the saturation
is not changing or varying throughout the sand column, the elastic properties are uniform
as well (Figure 3.10a). The Young’s Modulus is 12 MPa and the Poisson’s Ratio remains
constant at 0.16. Both of these parameters are affected by the water content, and they are
lower and constant because there is no water present in the sand.
3.3.2.2 Profiles as functions of depth
The pressure profiles fluctuate between +/- 25 Pa, even when the sand is
completely dry (Figure 3.11a). Unlike the gravity drained scenario, the pressure signal is
still present at the bottom of the column and is fluctuating between +/- 5 Pa. There is no
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water saturation at the bottom of the column, so the air pressure signal is able to continue
to travel through the sand. The changes in air pressure did not have any effect on the
changes in water saturation. The water pressure and the change in water saturation
remains constant at zero because there was no water injected into the sand in this scenario
(Figure 3.12a and Figure 3.13a).
The weighted pressures mimic the air pressure profiles because there is no
contribution from the water pressure (Figure 3.14a). This causes the strain to only be
affected by the changes in air pressure in this scenario. The vertical strain is fluctuating as
a result of the fluctuating air pressure (Figure 3.15a). The increases in the beginning of
the cycle are still causing a compressive strain while the decreases in pressure cause a
tensile response. The magnitude of the strain signal in the dry sand scenario are slightly
higher than those in the gravity drained case. The compressive and tensile fluctuations are
between +/- 0.21 µε. The vertical strain is still affected by the changes in air pressure that
are happening on the surface of the sand (0.0 m depth) and also throughout the sand. In
general, air pressure increases on the surface will lead to a compressive response in the
strain while an increase in air pressure within the subsurface can cause a tensile response
in that same location. The profiles represent the combination but still without any effects
of changing water pressure because the sand is fully dry.
3.3.2.3 Time series as functions of depth
Applying the air pressure signal on the surface causes the air pressure to change in
the sand (Figure 3.16a). The pressure moves between +/- 25 Pa on the surface but
decreases as depth increases. The magnitude of the fluctuations decreases to
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approximately +/- 18 Pa at 0.1 m, and decreases to less than +/- 3 Pa at 0.6 m. There is
also a noticeable delay in the maximums and minimums. The pressure wave at depth is
lagged behind the signal being applied in the head space.
The air pressure wave on the surface induces a change in the vertical strain that
can be perceived at various depths along the column (Figure 3.17a). This shows that the
increase in air pressure on the surface causes compression in the subsurface and a
decrease in pressure leads to tension. There is also a noticeable change in magnitude as
depth is increased as well as a lag time between the surface pressure and the perceived
strain (Figure 3.18a). The strain is still occurring before the air pressure at specific
depths. This is again because the strain in the sand is not only affected by the changing
surface pressure but is also a combination of the changes in strain occurring at depth. In
order to correct for this and to only see the changes in strain caused by the surface
loading, the additional strain that is perceived at depth can be subtracted out (Figure
3.3.19a).
Without water present in the sand, the dry sand scenario experienced minor
changes. The magnitude of the air pressure and the strain saw small changes from the
gravity drained case. The magnitude of the vertical strain only increased by
approximately 0.01 µε and the air pressure still fluctuated around +/- 25 Pa. This shows
that the changes were small when the saturation is varying throughout the sand. The
gravity drained case only had a small amount of water present, and it did not have a
significant impact on the parameters. The vertical strain is a combination of the air and
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water pressure, but the simulations seem to show that the changes in air pressure have a
much larger effect on the strain than that of the water pressure.
3.3.4 Filled to 35 cm depth
The next scenario describes the changes in air pressure and vertical strain when
the water level was increased to 0.35 m depth below the top of the column and held there
when the periodic signal was applied.
3.3.3.1 Initial Conditions
The pressure head at the bottom of the column was held at 0.65m. This caused the
point of zero pressure (PZP) to be at d=0.35m. The air entry pressure head is
approximately 0.1m, so this means that the sand is fully saturated below 0.25 m depth, so
the gas content and saturation are in and below this zone but increases above it. The
initial water content and water saturation support this idea (Figures 3.3.6c and Figure
3.7c).
The varying water saturation and water content in the sand changes the relative
permeabilities (Figure 3.8c). The relative gas permeability at the top of the column is just
below 0.6 and quickly decreases to zero by 0.2 m. The relative gas permeability is
increasing at a point above the water level because of the capillary zone that is just above
0.35 m. As the water saturation is increasing but remaining below 1.0, the relative gas
permeability begins to decrease because the gas cannot travel through the sand. This is
similar to the drained sand conditions because the points on the column that still had
varying saturation caused the gas permeability to decrease as well. The sand being fully
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saturated at 0.35 m causes the liquid relative permeability to remain uniform at 1.0. The
water pressure diffusivity increases to a maximum at 0.12 m2/s and sharply decreases
above 0.35 m depth (Figure 3.9c). The air pressure diffusivity is large at the top of the
column where the sand is dry but also sharply decreases to zero at the 0.35 m depth. The
abrupt change in saturation at this point causes the sharp increases and decreases in both
pressure diffusivities. The drained case presents more gradual changes, unlike the sharp
changes in this filled experiment. The air diffusivity decreased much more gradually
along the column because the sand had varying saturation that increased with depth as
well.
The elastic properties in this experiment are greater than in the other experiments
where the water content is saturated (Figure 3.10c). An increase in water in the sand
causes the stiffness of the material to increase, causing the elastic properties to be higher
than when the sand was fully dry. Young’s Modulus is approximately 18 MPa at the top
of the column and increases to 20 MPa at 0.25 m. It remains uniform at this location.
Poisson’s ratio is 0.27 at the top of the sand (d = 0.07 m) and increases sharply to
approximately 0.40 at d =0.18 m. These properties are also effected by the capillary
fringe zone because they change as soon as water in present in the sand, which is above
the fill location at 0.35 m.
3.3.3.2 Profiles as functions of depth
When the periodic signal is applied to the sand, the gas pressure profiles decrease
where the sand is fully saturated (Figure 3.11c). This is the point where the gas saturation
is zero and the gas pressure is uniform. The changes in gas pressure vary at the top of the

75

column where the saturation is moderate, but the sand is fully saturated below 0.35 m
depth and causes the gas pressure to be zero below that point. This is also true for the
water pressure below that point (Figure 3.12c). There are no changes in the water
pressure below 0.35 m depth. The water pressure changes only will occur when the
saturation would decrease. This is similar to the gravity drained case. The changes in
water pressure vary because the saturation varies throughout the sand and is only partially
saturated anywhere except the very bottom of the column. Additionally, air and water
pressure below the 0.35 m filling point remain constant, the weighted pressure is uniform
as well (Figure 3.13c).
The pressure head being held constant at 0.65 m will still allow for there to be
changes in water saturation slightly above this location due to the capillary fringe zone
(Figure 3.14c). There are not any changes in water saturation from approximately 0.22 m
and deeper. Because the point of zero pressure is at d = 0.35 m, the water saturated in
capillary fringe zone is constant. The water content is varying above this point while the
saturation is consistent above this point. Lastly, the vertical strain is changing from the
top of the column to the bottom as an effect of the increased water level (Figure 3.15c).
The periodic signal still causes compression at the top of the sand and tension at the
bottom of the sand even through the sand is saturated. In addition, there is still vertical
strain occurs within the saturated zone. The vertical strain is about 0.5 m on the column,
or halfway down. This supports that vertical strain is not only affected by the air pressure
but the water pressure as well.
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3.3.3.3 Time series as functions of depth
The periodic air pressure signal decreases overall as a result of the water level at
0.35 m (Figure 3.16c). The air pressure at d = 0.1 m is comparable to the dry sand
scenario, but the points below this have a decrease in amplitude and an increase in phase
lag. All of the points from d = 0.3 m and deeper follow the trend of the 0.6 m point
(yellow line). The air pressure wave only moves through the partially saturated sand and
not where the sand is fully saturated. This is supported by the initial permeability and
diffusivity data. The magnitude of the strain also experiences changes when the periodic
signal is applied to the sand (Figure 3.17c). The magnitude of the vertical strain has
doubled from the drained and dry sand scenarios. The vertical strain is now fluctuating
between +/- 0.4 µε and still remains lagged between the pressure wave that is at the
surface. Furthermore, the initial pressure wave is still lagged behind the vertical strain.
(Figures 3.3.18c and 3.3.19c). This is because the loading component and the subsurface
propagation are both affecting the total strain.
3.3.5 Filled to 20 cm depth
3.3.4.1 Initial Conditions
The water in the sand column is raised to 0.20 m depth and held constant there
after reaching an equilibrium. The results from raising the water level in this experiment
are similar to those from the ‘filled to 35 cm depth’ case. The increase water level to
20cm on the column causes the water content and water saturation to raise to this point as
well (Figures 3.3.6d and Figure 3.7d). Because of the capillary fringe zone above the
water level, the sand is saturated throughout the entire column. The capillary fringe zone
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causes there to be varying levels of saturation up to the top of the sand (d = 0.0 m). The
water content and saturation are always less than 1.0 because of this, and the gas content
and saturation are essentially zero for the entire length of the column.
The relative gas permeability is nearly zero along the entire column (Figure 3.8d).
The relative liquid permeability dominates this scenario because the sand is saturated
along the entire length. The relative liquid permeability is 0.4 at the top of the sand and
quickly increases to 1.0 by 0.18 m depth. It remains 1.0 below this point. Both
diffusivities behave similarly to the 35 cm filled scenario except their sharp changes take
place at a higher depth on the column (Figure 3.9d). The water diffusivity reaches its
maximum of 0.12 m2/s at 0.20 m and the air diffusivity is only present for the top 0.05 m
at 0.003 m2/s. This air diffusivity is much smaller than in the 35 cm filled case. Lastly,
the elastic properties are large and nearly constant all throughout the sand (Figure 3.10d).
Young’s modulus is 20 MPa and Poisson’s ratio is 0.35, which are both the same in the
35 cm filled case. When the sand is fully saturated, these elastic properties reach their
maximums and stay constant.
3.3.4.2 Profiles as functions of depth
The patterns of change in gas, water and weighted pressure are similar to the other
cases where the sand is saturated (Figures 3.3.11d, 3.3.12d and 3.3.13d). Above d = 20
cm, these pressures are increasing and decreasing from the applied periodic signal, but
they decrease to zero when interacting with the boundary at zero pressure. The changes in
water pressure and weighted pressure still reflect a capillary fringe zone because they
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decrease to zero before the 20 cm fill location. This shows that the saturation is uniform
in this zone and has reached a point of equilibrium (Figure 3.14d).
The vertical strain goes to zero at the same location in this experiment as the 35
cm filled case (approximately 0.70 m), but the changes above this point are larger than all
of the other three cases (Figure 3.15d). Raising the water level to d = 20 cm has caused
the magnitude of the vertical strain to fluctuate between +/- 0.6 µε. This is the largest
amount of strain that is observed between the dry, drained, and filled to 35 cm case.
3.3.4.3 Time series as functions of depth
The periodic pressure signal on the surface remains the same and only slightly
fluctuates throughout the sand (Figure 3.16d). The amplitude of the pressure decreases
below +/- 10 Pa and much more lagged behind the wave on the surface. Because the
water level is raised to 20 cm, the air pressure wave only moves throughout the sand to
this point. It is expected that the pressure is still responsive at these depths from the
loading that is taking place on the surface rather than the air pressure being transmitted
through the sand. The vertical strain diminishes to nearly zero by 0.5 m (Figure 3.17d).
Although the vertical strain is reaching its maximum in this scenario, it is impeded by the
saturated in the sand. The strain at depths 0.2 m and below fluctuates between +/- 0.3 µε,
which is half of what is observed at 0.1 m (Figures 3.3.18d and Figure 3.3.19d). The air
pressure wave is diminished below this point, so this component of the vertical strain is
not being applied and it is solely contributed from the water pressure. The increased
water level decreases the vertical strain.
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3.3.6 Figures described in sections 3.3.3-3.3.5

Figure 0.6: Initial water content as a function of depth for different initial conditions.
a.) dry. b.) gravity drainage. c.) PZP at d =0.35m. d.) PZP at d = 0.2m

80

Figure 0.7: Initial water saturation, Sl, and gas saturation, Sg, as a function of depth for
different initial conditions. a.) dry. b.) gravity drainage. c.) PZP at d = 0.35m. d.)
PZP at d = 0.2m
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Figure 0.8: Initial relative water permeability, krl, and gas permeability, krg, as a
function of depth for different initial conditions. a.) dry. b.) gravity drainage. c.)
PZP at d = 0.35m. d.) PZP at d = 0.2m
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Figure 0.9: Initial pressure diffusivity for water, Dw, and are, Da,, as a function of
depth for different initial conditions. a.) dry. b.) gravity drainage. c.) PZP at d =
0.35m. d.) PZP at d = 0.2m
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Figure 0.10: Initial drained Young’s modulus, E, and drained Poisson’s ratio, n, as a
function of depth for different initial conditions. a.) dry. b.) gravity drainage. c.) PZP
at d = 0.35m. d.) PZP at d = 0.2m
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Figure 0.11: Changes in gas pressure relative to initial conditions as functions of time
and depth for different initial conditions during periodic air pressure fluctuations with
an amplitude of 25 Pa and a 25 s period at the ground surface. Initial conditions a.)
dry. b.) gravity drainage. c.) PZP at d = 0.35m. d.) PZP at d = 0.2m.
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Figure 0.12: Changes in water pressure relative to initial conditions as functions of
time and depth for different initial conditions during periodic air pressure fluctuations
with an amplitude of 25 Pa and a 25 s period at the ground surface. Initial conditions
a.) dry. b.) gravity drainage. c.) PZP at d = 0.35m. d.) PZP at d = 0.2m.
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Figure 0.13: Changes in weighted air and water pressure relative to initial conditions as
functions of time and depth for different initial conditions during periodic air pressure
fluctuations with an amplitude of 25 Pa and a 25 s period at the ground surface. Initial
conditions a.) dry. b.) gravity drainage. c.) PZP= at d = 0.35m. d.) PZP at d = 0.2m.
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Figure 0.14: Changes in water saturation relative to initial conditions as functions of
time and depth for different initial conditions during periodic air pressure fluctuations
with an amplitude of 25 Pa and a 25 s period at the ground surface. Initial conditions
a.) dry. b.) gravity drainage. c.) PZP at d = 0.35m. d.) PZP at d = 0.2m.
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Figure 0.15: Vertical strain as functions of time and depth for different initial
conditions during periodic air pressure fluctuations with an amplitude of 25 Pa and a
25 s period at the ground surface. Initial conditions a.) dry. b.) gravity drainage. c.)
PZP at d = 0.35m. d.) PZP at d = 0.2m.
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Figure 0.16: Time series of water (solid line) and air pressure (dashed line) at different
depths (colors in legend) for different initial conditions during periodic air pressure
fluctuations with an amplitude of 25 Pa and a 25 s period at d = 0 (thick black line).
Initial conditions a.) dry. b.) gravity drainage. c.) PZP at d = 0.35m. d.) PZP at d =
0.2m. Air pressure at the upper surface (d=0) as thick black line.
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Figure 0.17: Time series of vertical strain at different depths (colors in legend) for
different initial conditions during periodic air pressure fluctuations with an amplitude
of 25 Pa and a 25 s period at d = 0 (thick black line). Initial conditions a.) dry. b.)
gravity drainage. c.) PZP at d = 0.35m. d.) PZP at d = 0.2m. Air pressure at the
upper surface (d=0) as thick black line.
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Figure 0.18: Time series of vertical strain (dashed lines) and weighted pressure (solid
lines) at different depths (colors in legend) for different initial conditions during
periodic air pressure fluctuations with an amplitude of 25 Pa and a 25 s period at d = 0
(thick black line). Initial conditions a.) dry. b.) gravity drainage. c.) PZP at d =
0.35m. d.) PZP at d = 0.2m.
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Figure 0.19: Same data as Figure 3.16 – but with the time scale of the strain advanced
by 0.035s to account for a synchronization error between the pressure and strain data.
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CHAPTER 4: LABORATORY RESULTS AND DISCUSSION
Laboratory experiments demonstrated a clear and discernible relationship between
the air pressure and the vertical strain throughout the wide range of testing. Diffusivity
values were also estimated using the collected data and compared for accuracy. This
chapter will describe these results in further detail and discuss the possible conclusions
that can be gathered from both the data and numerical models.
4.1 DRY SAND EXPERIMENTS
Laboratory experiments in the sand-packed PVC column began by applying an
acoustic sinusoidal signal to the dry sand material and measuring both the air pressure
and vertical strain as functions of time and depth. The acoustic sinusoidal signal produced
a 4 Hz frequency, and the air pressure and strain were measured for a length of time
between 60-90 seconds for each test. The lid on the column was securely tightened to
ensure that air would not leak out of the column and cause any discrepancies in the data.
Data collection began by turning on the speaker that was attached to the top of the
column that was producing the acoustic sinusoidal signal and recording the air pressure
and strain data using the synchronization program. The data shows a sinusoidal signal
that was produced from the speaker and induced air pressure changes within the sand.
The figures are only showing slightly over a half second of data, so the induced
sinusoidal signal is presentable, however, much more data was collected. The positions
labeled 6.6 cm and 27 cm are the air pressure and strain sensors that are closest to the top
of the column. The air pressure responds to the induced signal by fluctuating between
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increasing and decreasing pressure (Figure 4.1). The sensor closest to the speaker and
located in the head space (6.6 cm) exhibits the largest fluctuations between positive and
negative air pressure, while the bottom air pressure sensor fluctuates with the smallest
changes in amplitude. The amplitude of the air pressure is decreasing with depth,
although the mean pressure varies from each sensor. The vertical strain is observed to
behave in a similar pattern by responding to the sinusoidal signal. The strain sensor
located closest to the top of the column experiences the largest fluctuations in amplitude
and decrease as the acoustic signal moves down the column (Figure 4.2).

Figure 0.1: Air pressure as a function of time when applying the
sinusoidal acoustic signal to the dry sand.
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Figure 0.2: Strain signal fluctuations when applying the sinusoidal acoustic
signal to the dry sand.

The data from this dry condition also displays a relationship between the air
pressure and the vertical strain. When the pressure is increasing, the vertical strain
responds by producing negative values, representing compression. Additionally, when the
air pressure begins to decrease, the strain signal responds with positive values, meaning it
is now in tension. This correlation occurs throughout all of the recorded data even though
the figures are only currently showing less than one second. It can be inferred in this dry
sand case that the compressional strain takes place when the pressure is increasing, and
the tensile strain is measured when the pressure is decreasing. It can also be concluded
that the air pressure signal produced from the acoustic signal is inducing a response in the
vertical strain.
Additionally, the pressure and the strain are out of phase from one another at
every depth (Figure 4.3). The strain is observed to be preceding the pressure and the
amount of time that the strain is preceding is increasing with depth. The strain occurring
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at 27 cm, 47 cm, and 67 cm of depth is 25 ms, 46 ms, and 56 ms before the pressure
signals, respectively. This is caused by discrepancies in the synchronization program.
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Figure 0.3: Pressure and strain time series when the sand is dry,
and the sinusoidal wave is applied. The pressure measurement is
at 27.1 cm and the strain measurement is at 27 cm.

Figure 0.4: Pressure and strain time
series when the sand is dry, and the
sinusoidal wave is applied. The pressure
measurement is at 47.2 cm and the strain
measurement is at 47 cm.

Figure 0.5: Pressure and strain time series
when the sand is dry, and the sinusoidal
wave is applied. The pressure measurement
is at 67.6 cm and the strain measurement is
at 67 cm.
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The strain and the pressure can be plotted together so the relationship between the
two variables can be better identified and analyzed (Figure 4.6). The air pressure and the
strain are out of phase from one another and support the relationship observed in the raw
data. The ellipses show that an increase in pressure causes compressional strain while a
decrease in pressure leads to tension. The elastic modulus can also be estimated by
finding the inverse of the slope from the ellipses. Using the ellipse for the 27 cm air
pressure and strain location, the elastic modulus is estimated to be 75 MPa, which is on
the same order of magnitude as that used in the simulations. The elastic modulus varies
slightly for the 47 cm and 67 cm slightly and is estimated to be 64 MPa and 80 MPa
respectively.

Figure 0.6: The air pressure as a function of strain at 27 cm, 47
cm, and 67 cm of depth along the column.
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Another notable characteristic of these curves are the changes in the amplitude as
a function of depth for both the air pressure and the strain parameters. The acoustic signal
data that is shown in the first two figures appear to display a propagation showing the
amplitude decreasing as depth is increasing. To describe the amplitude of the air pressure,
it has been normalized to the top sensors and all other values are relative to those points.
Additionally, the amplitude of the strain is measured directly. Any two adjacent reflectors
form a Fabry- Pérot Interferometer (FPI). The light reflected by the FPIs produces optical
interference; the small distance changes between these reflectors are shown as dramatic
interference phase changes and are measured by the CMPI system. As the separation
distance between the reflectors is known, the interference phase change can be converted
into the average strain between the respective reflector pairs. The air pressure and the
strain amplitudes trend in a decreasing pattern, meaning the amplitudes of both
parameters are larger at the top of the column and decreases to the bottom (Figures 4.7
and Figure 4.8). Disregarding the relative amplitude ratio from the top air pressure
sensor, the largest relative amplitude is between the top and second sensor below the sand
level at 0.567 Pa/Pa and the smallest is between the top and bottom sensor at 0.179 Pa/Pa.
This pattern is also seen in the strain amplitudes where the largest amplitude is at the top
sensor at 0.146 µε and the smallest is at the bottom at 0.024 µε.
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Figure 0.7: Relative amplitude of the air
pressure as a function of depth. Orange
bar represents the sand level in the
column.

Figure 0.8: Amplitude of the strain as a
function of depth that is decreasing as
depth increases. Orange bar represents the
sand level in the column.

The time delay between the sensors along the length of the column should also be
considered. Figures 4.1 and 4.2 display that the sinusoidal waves for each sensor are out
of phase from one another, meaning that the time the acoustic signal takes to reach an air
pressure sensor is lagged behind the sensor located higher than it on the column. The time
delay between sensors was able to be measured with the strain and air pressure data as
functions of depth along the column. The relationship between the delay and depth is
increasing nearly linearly for both air pressure and strain (Figures 4.9 and 4.10). The air
pressure plot is displaying the delay using the top sensor (s1) as the reference and points
are the delays from sensors s2-s6. The five measured delays between the air pressure
sensors are, 22 ms, 35 ms, 50 ms, 63 ms, and 75 ms. The shortest delay is between
sensors s1 and s2, and the longest delay is between sensors s1 and s6. The strain delay
refers to the delay between each strain sensor and top air pressure sensor that is located in
the head space. It is also showing a positive increasing trend with some variability. The
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shortest delay is between s1 and the second strain sensor at 1 ms and the largest delay is
between s1 and the bottom-most strain sensor at 23 ms.

Figure 0.9: Delay (or lag time) from the
air pressure sensor in the head space to
the sensors in the sand during the induced
sinusoidal signal. Orange bar represents
the sand level in the column.

Figure 0.10: Delay (or lag time) between
strain sensors in the sand during the
induced sinusoidal signal. Orange bar
represents the sand level in the column.

4.1.1 Dry Diffusivity Calculations
Transient movement of air pressure in the subsurface can be described as a
diffusion process. This can highly vary depending on the surrounding properties of the
matrix. When the water content and material are uniform, the pressure can be described
using

̅̅̅̅
𝜕𝑝
𝑎
𝜕𝑡

= 𝐷𝑔 ∇2 𝑝𝑎

(4-1)

where 𝐷𝑔 is the gas-phase diffusivity, t is time, and ̅̅̅
𝑝𝑎 is the air pressure. Additionally,
𝐷𝑔 is defined following eq. 1-19 which is written as
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𝑘 𝑝

𝐷𝑔 = 𝜃𝑎𝜇𝑎

𝑔 𝑎

(4-2)

This is the governing equation for the diffusivity in uniform conditions.
The air pressure diffusivity can be estimated using the delay and amplitude data
that was measured during the laboratory experiments. The periodic fluctuation of the air
pressure in the head space of the column causes there to be a periodic fluctuation of air
pressure within the subsurface, which in this case is the sand contained in the column. In
order to use the governing equation in (4.1), it is assumed that the diffusivity is uniform
throughout the column and the compressibility of the air is constant. The boundary
condition for the air pressure in the head space or on the surface can be expressed as,

𝑃𝑠 = 𝐴𝑠 𝑠𝑖𝑛(𝜔𝑡)

(4-3)

where

𝜔=

2𝜋
𝜆

(4-4)

𝐴𝑠 is the amplitude of the pressure variation in the head space and 𝑡 is time. In this case,
the air diffusivity of the sand in the column is assumed to be uniform, meaning the
pressure in the subsurface can be expressed as,

𝑃 = 𝐴𝑠𝑖𝑛(𝜔𝑡 − 𝑘(𝑥 − 𝑥0 ))
or
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𝑃 = 𝐴𝑠𝑖𝑛(𝜔(𝑡 − 𝛽(𝑥 − 𝑥0 )))

(4-5)

where the amplitude decays with depth,

𝐴 = 𝐴𝑠 𝑒 −𝑘(𝑥−𝑥0)

(4-6)

and the amplitude decay rate is

𝜔

𝜋

𝑘 = √2𝐷 = √𝜆𝐷

(4-7)

The delay, or lag time, can also be used to estimate the air diffusivity by a linear function
of depth expressed as,

𝑙𝑎𝑔 = 𝛽(𝑥 − 𝑥0 )

(4-8)

where 𝛽 is defined as,

𝜆

𝛽 = √4𝜋𝐷

(4-9)

The air pressure data can first be used to estimate the diffusivity with both the
amplitude and delay results. The amplitude is observed to be decreasing as a function of
depth. Beginning with the relative amplitudes of the air pressure, k can be estimated by
performing a log transform on the drained data and finding slope and x-intercept of the
best fit line (Figure 4.11). The slope of the best fit line is estimated to be 0.019 1/cm
(1.19 1/m). Multiplying the slope by 2.3, a k value of 2.7 1/m is produced that is
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dependent on the reference value. The amplitude decay rate can be rearranged to solve
for D in Equation (4.6). Using the value that was found for k and a wavelength of 𝜆=0.25
s, the air diffusivity can be calculated using the amplitude decay estimation and it is
expressed as,
𝐷=

𝜋
𝜆𝑘 2

𝑚2
𝐷=
= 1.68
1
𝑠
(0.25𝑠)(2.7 𝑚)2
𝜋

Figure 0.11: Log transform of the
relative amplitude of the air pressure
data from the dry sand conditions. The
dashed red line represents the best fit of
the data.

Figure 0.12: Best fit line from the dry
sand air pressure delay data. The dashed
red line represents the best fit line and
β=0.120 s/m.

Additionally, the lag time in these experiments increase as a function of depth and
can be used to estimate the diffusivity as well. The recorded data and equation (4.7) can
be used to estimate  by finding the slope of the best fit line, where  = 0.12 s/m (Figure
4.12). Similarly, equation (4.8) can also be rearranged to solve for D to find the air
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diffusivity using the delay, Using the value calculated from  and a 𝜆 value of 0.25s, the
air diffusivity can be calculated as,

𝐷=

𝐷=

𝜆
4𝜋𝛽 2

0.25𝑠
𝑚2
=
1.38
4𝜋(0.12𝑠/𝑚)2
𝑠

The analyses to estimate the air diffusivity can be done using the strain data as
well. A log transform was performed on the amplitude data for the strain so a k value
could be estimated (Figure 4.13). The slope of this best fit line was determined to be 0.17
1/cm (1.74 1/m). This generates a k value of 4.03 1/m. Plugging this into equation (4.6)
and solving for D, the air diffusivity using the amplitude decay estimation for the strain
data is,

𝐷=

𝜋
1
(0.25𝑠)(4.0 𝑚)2

= 0.77

𝑚2
𝑠

The D value that was calculated from the air pressure data using an amplitude decay
estimation is 1.68 m2/s, so the diffusivity using an amplitude estimation of the strain is
approximately half of the air pressure estimation.
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Figure 0.13: Log transform of the
amplitude of the strain data from the dry
sand conditions. The dashed red line
represents the best fit of the data. The
slope is 0.17 1/cm.

Figure 0.14: Best fit line from the dry
sand strain delay data to obtain a
diffusivity value. The dashed red line
represents the best fit line and β=0.06
s/m.

The same procedure can be performed on the strain delay data. A best fit line was
applied to the data and a slope of 𝛽=0.06 s/m was found. Plugging this into equation (4.8)
and solving for D, the air diffusivity using was found to equal,

𝐷=

0.25𝑠
𝑚2
=
6.45
4𝜋(0.06𝑠/𝑚)2
𝑠

This diffusivity value is much larger than those found using the amplitude decay
estimation and the delay from the air pressure results. The delays for the strain were
much less than those from the air pressure, causing the diffusivity value to be much
higher.
Both estimations produce a uniform diffusivity value for the subsurface. This
analysis shows that both the amplitude decay and the lag time for the air pressure results
are methods to calculate the air diffusivity in the dry sand conditions. On the contrary, the
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strain data is not as accurate when estimating the diffusivity. Because it is unknown why
the strain delays are much quicker than the air pressure, this could cause discrepancies in
the diffusivity calculations.
In this dry sand condition, the time delays are expected to be shortest and air
diffusivities are expected to be the largest because the pore space within the sand only
contains air. This allows the sinusoidal acoustic signal to move freely in this space. Later
experiments will include the injection of water into this pore space and the analysis will
discuss the effects of water on these parameters.
4.2 PARTIAL FILL EXPERIMENTS
Laboratory experiments on the sand-packed PVC column continued by injecting
water from the base and repeating the application of the sinusoidal acoustic signal. The
purpose of this procedure was to observe the changes in relative amplitude and time delay
when the relative air permeability was changed due to the presence of water in the pore
space. A peristaltic pump was attached to the bottom of the column with tubing and a barb
fitting, and a standpipe was put on the outside of the column to monitor the water level.
The water was injected at a rate of 0.1 L/min and was stopped at various locations along
the column. Once the water reached the point on the column that was sufficient for a partial
fill experiment, the water was pumped back out at the same rate it was injected. The
acoustic sinusoidal signal was applied once the water had been pumped back out, but before
enough time had taken place that gravity drained the remaining water in the sand.
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Water was injected into the column and equilibrated at approximately 42 cm depth
(35 cm below the top of the sand) on the column, between air pressure sensors s3 and s4.
The speaker attached to the top of the column was then turned on and the acoustic signal
was applied to the sand with the water level at this point. The air pressure sensors that were
located above the water level still responded to the application of the acoustic signal. On
the contrary, the air pressure sensors that were located below the water level and were
partially or fully saturated were not able to react to the sinusoidal wave (Figure 4.15). This
behavior was noticed in sensors s4-s6. In addition, the amplitudes recorded by these signals
were much smaller than those from dry sand case. The response from the strain sensors
also varied with the addition of the water (Figure 4.16). All 10 of the strain sensors were
still able to respond to changes from the sinusoidal wave, but there is much more variability
of the amplitudes and the mean strain value remained at zero. Another noticeable difference
in the strain response is that the top four sensors begin by tensioning when the pressure
drops, while the bottom six sensors still compress like seen in the dry sand case. These top
four sensors are remained dry during this partial filling test while the bottom six had
varying levels of saturation depending on their proximity to the water level.
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Figure 0.15: Air pressure signal with the induced sinusoidal wave after
water has been injected into the sand and equilibrated at 42 cm of
depth.

Figure 0.16: Strain signal with the induced sinusoidal wave after water has been
injected into the sand and equilibrated at 42 cm of depth.

The water was then pumped back out of the sand and the acoustic signal was applied
to the partially saturated sand once again. The effects of the injection and draining of water
can be seen in both the air pressure and strain data. The air pressure is still responding to
the signal by fluctuating between increasing and decreasing pressures while the strain is

110

fluctuating between compression and tension (Figures 4.17 and 4.18). The top air pressure
sensor is still experiencing the largest mean amplitude and changes in pressure and the
bottom sensors sees the smallest of these effects. The data also shows a visible propagation
of the air pressure wave as the amplitude is decreasing with depth and the mean amplitude
is smallest for the sensor farthest away from the source of the signal. This can also be seen
in the strain data, representing a diffusive wave moving through the sand. Lastly, the data
showing the application of the acoustic sinusoidal signal after filling and draining shows
that the sensors are more lagged behind one another than in the dry sand case.

Figure 0.17: Air pressure signal with the induced sinusoidal wave after
water has been drained back out from the equilibrated water level of 42 cm.
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Figure 0.18: Strain signal with the induced sinusoidal wave after water has
been drained back out from the equilibrated water level of 42 cm.

The amplitudes of the air pressure and the strain relating to the depth in the sand
display deviations from the dry conditions when there is water present in the pore space
(Figures 4.19 and 4.20). For the air pressure, the relative amplitudes decrease with depth
for both the dry and drained conditions in a similar trend. The largest amplitudes are still
recorded from the air pressure sensor located closest to the sand level and the smallest are
those at the bottom of the column. There are not many differences between the dry and
drained relative amplitudes. The results from the drained test show the relative amplitudes
are within 15% or less of those from the dry sand for all six sensors. On the contrary, there
is a large jump between sensors s3 and s4 when the sand is partially filled with water. The
relative amplitudes are higher than the other two cases until they abruptly decrease from
0.814 Pa/Pa to 0.098 Pa/Pa. This is approximately where the water level is held in the
column when the acoustic signal was applied to the partially filled column. In addition, the
relative amplitude of the air pressure for the sensor that is located at the bottom of the
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column and farthest away from the source experiences very little changes when the speaker
is applied. The relative amplitude for this sensor is 0 Pa/Pa.
There is much more variation for the strain amplitudes than the air pressure. The
dry sand and drained conditions still appear to trend in a decreasing pattern, but this is not
the case when the column is partially filled with water. The strain amplitudes fluctuate
between higher and lower values for all 10 of the strain sensors. Additionally, the
amplitudes are generally elevated after the water has been injected, reaching a point of
0.231 µε for the second strain sensor. The smallest amplitudes are when the sand is dry
while the largest are when the sand is partially full. The general trend of the drained
conditions falls in between these two cases.

Figure 0.19: Relative amplitudes of the air
pressure when the sand is dry, partially
filled with water, and drained. Orange bar
represents the sand level in the column and
blue bar represents the water level after
injection.

Figure 0.20: Amplitudes of the strain when
the sand is dry, partially filled with water,
and drained. Orange bar represents the sand
level in the column and blue bar represents
the water level after injection.
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The air pressure and strain delays can be expressed as functions of depth and
compared for the dry, partially filled, and drained conditions. The air pressure delays are
still increasing with depth for all three conditions, but the partially filled sand experiences
a larger delay than when the sand is dry or drained (Figure 4.21). The lag between
sensors s1 and s6 is the largest and the lag between sensors s1 and s2 is the smallest for
all three conditions. For the s1-s6 delay, the lag times for the dry, partially filled, and
drained conditions is 75 ms, 160 ms, and 119 ms respectively. The partially filled
condition has the largest delays for four of the five sensors location on the column. There
is also a noticeable increase in delay when the column is partially saturated between
sensors s4 and s5, increasing from 84 ms to 159 ms.
The same increasing trend is present for the three cases; however, the strain
delays are much higher when the presence of water is introduced into the column. The
largest strain delay occurs when the sand is dry and contains a 23 ms delay but increases
dramatically to 99 ms when the sand is partially filled and 111 ms when the sand is
drained of the water. The strain delays slightly vary between the partially filled and
drained conditions; at depths of 42 cm, 47 cm, 52 cm, and 72 cm, the drained delays are
larger and at the remaining depths the partially filled conditions produce a larger strain
delay.
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Figure 0.21: Air pressure delays between
sensors when the sand is dry, partially
filled, and drained. Orange bar represents
the sand level in the column and blue bar
represents the water level after injection.

Figure 0.22: Strain delays between
sensors when the sand is dry, partially
filled, and drained. Orange bar represents
the sand level in the column and blue bar
represents the water level after injection.

4.2.1 Drained Diffusivity Calculations
An analysis to estimate the changes in air diffusivity can be done using the
amplitude and delay data from the drained conditions. Equations 4.6 and 4.8 can be
applied to these cases once the water has been injected and then drained from the sand.
The same procedure that was done in the dry sand conditions can be applied here. A log
transform was performed on the relative amplitude air pressure data (Figure 4.23). This
produces a slope value of 0.012 1/cm (1.20 1/m). The slope can then be multiplied by 2.3
to approximate k. For the drained conditions, k is estimated to be 2.77 1/m. This can then
be plugged into equation 4.6 and solved for D using 𝜆=0.25s like in the dry sand case.
The diffusivity for the partially filled and drained air pressure amplitudes can be
expressed as,
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𝐷=

𝜋
𝜆𝑘 2

𝑚2
𝐷=
= 1.64
1
𝑠
(0.25𝑠)(2.77 𝑚)2
𝜋

The amplitude decay estimation produced an air diffusivity of 1.64 m2/s, which is nearly
identical to the diffusivity estimated by the amplitudes of the dry sand data. The presence
of the water in the pore space did not impede the acoustic signal enough to change the
diffusivities. Once the sand was drained of the water, the water content in the sand was
not high enough to disrupt the air flow from the sinusoidal wave. In addition, the sand
was only partially filled so the material above 42 cm on the column remained completely
dry. These factors contributed to the diffusivity values remaining relatively the same in
both experiments.

Figure 0.23: Log transform of the relative
amplitude of the air pressure data from
the drained conditions after a partial fill
experiment. The dashed black line
represents the best fit of the data.

Figure 0.24: Best fit line from the drained
strain delay data to obtain a diffusivity
value for the drained sand case. The
dashed black line represents the best fit
line and β=0.19 s/m.
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The air diffusivity analysis can be conducted using the delay data as well. Equation
4.8 from the dry sand conditions can be applied to drained case and a new value for  can
be estimated from the delay plots. This is a linear function so  can be estimated by finding
the slope of the best fit line from the drained delay data (Figure 4.24). The slope of this line
is estimated to be 0.19 s/m. Using the slope and 𝜆=0.25s as before, equation 4.8 can be
expressed as,

𝐷=

𝜆
4𝜋𝛽 2

0.25𝑠
𝑚2
𝐷=
= 0.52
4𝜋(0.196𝑠/𝑚)2
𝑠
The diffusivity produced from the drained delay data is smaller than that calculated from
the relative amplitudes. There is still not a large change in diffusivity from the water, but
the sand is not fully saturated as well.
The amplitudes and delays from the strain data can also be used to calculate the
diffusivity and compared to those calculated from the air pressure. Equation 4.6 and 4.8
will be used again and k and β will be estimated, respectively. Beginning with the amplitude
decay estimation, a log transform is conducted on the data and a best fit line is found
(Figure 4.25). This produces a k value of 2.37 1/m (0.024 1/cm). Using k and 𝜆=0.25s, the
diffusivity for the strain amplitude decay can be estimated as,

𝐷=

𝜋
1
(0.25𝑠)(2.37 𝑚)2
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= 2.24

𝑚2
𝑠

Figure 0.25: Log transform of the
amplitude of the strain data from the
drained conditions after a partial fill
experiment. The dashed black line
represents the best fit of the data.

Figure 0.26: Best fit line from the drained
strain delay data to obtain a diffusivity
value for the drained sand case. The
dashed black line represents the best fit
line and β=0.183 s/m.

A value for β is estimated by finding the slope of the best fit line for the strain delay
data (Figure 4.26). This was found to be β= 0.183 s/m. Using this value in equation 4.8 and
𝜆=0.25s, the diffusivity can be estimated as,

𝐷=

0.25𝑠
𝑚2
=
0.60
4𝜋(0.18𝑠/𝑚)2
𝑠

There is a lot of variability among the air diffusivity estimations between the dry
and drained sand conditions. Table 1 displays the eight different values, so they are easier
to compare. The variability in the drained can be contributed to the heterogeneities that
were applied to the sand. The injection of the water causes the material to no longer be
uniform, which was a key assumption when doing this analysis. These variations could
lead to the discrepancies in the diffusivity values. In addition, once the water is present in
the pore space, the strain is no longer solely being affected by the induced air pressure
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wave. The changes in water pressure that are occurring during filling and drained will
also have an affect on the amplitude and delay of the strain data. This would not allow the
air diffusivity calculations from the drained strain data to be fully correct because the
stress applied to the sand is also being contributed from the changing water pressure.
Dry Sand

Drained Sand

Air Pressure Amplitude

1.68 m2/s

1.48 m2/s

Air Pressure Delay

1.38 m2/s

0.52 m2/s

Strain Amplitude

0.77 m2/s

2.24 m2/s

Strain Delay

6.45 m2/s

0.60 m2/s

Table 2: List of diffusivity
values estimated using the
amplitude and delay data.
4.3 ADDITIONAL FILLING EXPERIMENTS
Testing of the column proceeded with injection and draining experiments that
raised the water level higher than in the partially filled tests. The procedures for these
experiments are the same as outlined in the partially filled section and the flow rate
remained the same, but more water was injected so the sand would become fully saturated.
The water level during the injection was still monitored by the standpipe located outside
of the column for an approximation of when the water level reached the top of the sand.
The acoustic sinusoidal signal was applied several times during the fill process and once
again when the water was drained back out from the peristaltic pump. The results from
these tests and comparisons to the other experiments are outlined in the section.
The water level was raised in the column by injecting water until it was noticed to
be equilibrated in the standpipe at approximately 29 cm of depth (22 cm below the top of
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the sand). The acoustic sinusoidal signal was applied to the sand and both the air pressure
and strain sensors responded depending on the level of saturation at their location. The air
pressure sensor located in the head space and above the sand level (s1) still experienced
the largest fluctuation of pressure, while the remaining sensors saw a dampened signal
(Figure 4.27). The mean pressure for s1 is about 20 Pa while the mean for the sensors below
remains around zero. The pressure is also mostly positive in this case and only drops to
negative pressure for small moments during fluctuations. Sensors s4-s6 are considered
fully saturated because the water level equilibrated above their locations. The induced air
pressure signal was not able to travel through the water, causing little response from these
sensors. The data from sensor s2 is also dampened even though the water level is
equilibrated below its location. This could be a result of the sensor being located in the
capillary fringe zone above the water level. This would cause this area to have water present
in the pore space but would not be fully saturated. The air pressure signal would still be
able to travel in the air-filled pore space, but not as freely because of the water that is
present.
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Figure 0.27: Air pressure signal with the induced sinusoidal wave after
water has been injected into the sand and equilibrated at approximately 29
cm of depth.

The strain was also recorded after the water had been injected into the column until
approximately 29 cm of depth (Figure 4.28). The strain continued to fluctuate between
compressional and tensile strain with the mean value remaining near zero. The largest
fluctuations for the strain are seen in the sensors closest to the top of the sand and begin to
decrease as they approach the bottom of the column. The strain sensors that are below the
water level are still able to perceive the acoustic signal produced from the speaker that is
above the sand level. The fluctuations between compressional and tensile strain for these
sensors is smaller, but there is still a sinusoidal response that is induced from the speaker.
Additionally, a delay is still noticeable among the strain sensors, and it could be affected
by the water that is now in the pore space.

Figure 0.28: Strain signal with the induced sinusoidal wave after water
has been injected into the sand and equilibrated at 29 cm of depth.
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Amplitudes for both the air pressure and strain data were recorded while the column
was filled to see the changes in amplitudes when more water is present. The relative
amplitudes of the air pressure show that the sensors that were submerged with water
measured amplitudes zero or nearly zero (Figure 4.29). The relative amplitude between s2
and s1 was 0.123 Pa/Pa, while the remaining sensors were nearly zero. This can be noticed
in Figure 4.27 as well because the sensors that are saturated with water did not respond to
the air pressure fluctuations induced by the speaker. The amplitudes recorded from the
strain data are still decreasing as a function of depth, and the majority of the sensors are
clustered at an amplitude of 0.15 µε or less (Figure 4.30). The three sensors that measured
larger amplitudes are the ones located closest to the top of the sand and near the water level
or in the capillary zone of the saturation. The largest amplitude recorded for the strain
sensors was at 32 cm of depth at 0.305 µε and the smallest was at 72 cm of depth at 0.0098
µε.

Figure 0.29: Relative amplitude of the air
pressure while the column was filled with
water to 29 cm from the top. Orange bar
represents the sand level, and the blue bar
is the water level after injection.

Figure 0.30: Amplitude of the strain
measurements while the column was filled
with water to 29 cm from the top. Orange
bar represents the sand level, and the blue
bar is the water level after injection.
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The delay or lag time for the air pressure and the strain were also analyzed to see
the effects of increasing the water level in the sand column. The air pressure delays display
an overall increase in lag time for all six sensors and a steep increase in lag time for the
sensors that are fully saturated (Figure 4.31). The delay between sensors s1 and s2 is 56
ms, which is more than double the delay between these two sensors that is observed when
the sand is dry. The remaining sensors have a delay of more than 120 ms, and these are
located below the water level. The results from this analysis do not provide an increasing
and linear relationship because the delays remain constant above 37 cm of depth. On the
other hand, the strain delays are still increasing as a function of depth in a linear trend
(Figure 4.32). The shortest delay is recorded at 6 ms and the longest delay is recorded at
146 ms, with the remaining delays falling in between these two limits. In addition, the
delays are overall larger in this filled case than in the dry, drained, and partially filled
conditions. The largest delay that was recorded between those three conditions was 110 ms
so this filled test increased the delay 36 ms between the top and bottoms sensors. The lag
increase could be contributed to the increase in water level and saturation throughout the
column, causing the air diffusivity to decrease and the travel times to increase.
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Figure 0.31: The delays or lag times of the
air pressure between sensors when the
water level was filled to 29 cm of depth
from the top. The delays were recorded
using s1 as the reference sensor. Orange
bar represents the sand level, and the blue
bar is the water level after injection.

Figure 0.32: The delays or lag times of the
strain sensors when the water level was
filled to 29 cm of depth from the top. The
delays were recorded using the top air
pressure sensor (s1) as the reference.
Orange bar represents the sand level, and
the blue bar is the water level after
injection.

4.3.1 Ambient Strain Data during Filling/Draining
Another important aspect of the research was to monitor the ambient vertical
strain while filling and draining was taking place. A test was conducted by filling the
column until a small amount of water accumulated above the surface of the sand and then
also while the water was being drained back out of the sand by pumping. This was done
by injecting the water at the same rate that was used in the above experiments, 0.1 L/min,
and monitoring the water level in the standpipe attached to the outside of the column. The
lid of the column remained attached and sealed to the top, but a small vent was applied to
the top to allow air to escape during filling. The procedure began by turning on the pump
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and allowing the water to fill the column from the bottom. The standpipe was monitored,
and ponding began to occur at approximately 2450 seconds (41 minutes) into pumping.
The pump remained on for another 90 seconds after ponding and then was turned off at
2540 seconds (42.5 minutes) into the test. The pump remained off for 2.5 minutes so the
strain could be monitored when there was no injection or draining occurring. Lastly, the
pump was then turned on and reversed so the water could begin to be pumped out at the
same rate in which it was injected. This took place at approximately 2690 seconds (45
minutes) into the test and draining via the pump continued for another 21 minutes. After
that, draining took place via gravity and was not recorded.
The strain was recorded between the ten pairs of reflectors during the filling and
draining periods, as well as when there was no flow (Figure 4.33). When filling began,
tensioning occurred among the top seven sensors while the bottom three experienced
compression. During the filling process, the top 3-4 sensors began to compress while the
ones located in the center of the column stayed nearly constant or slightly increased
towards compression. The small fluctuations that are noticed in the bottom sensors during
filling is caused by the peristaltic pump. The water level was being monitored in the
standpipe and it was observed that ponding occurred at approximately 2460 seconds (41
minutes) into the experiment. Immediate compressional strain of between 1 and 33 µε
occurred among the sensors when ponding began with the highest amount of compression
taking place in the top air pressure sensor. Once ponding was occurring and the
compressional drop took place, the pump was turned off at 2540 seconds (42.5 minutes)
into the test. The strain remained relatively constant until the pump was turned back on
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and the water began to be pumped out at 2686 seconds (44.8 minutes). The sensors
promptly began to tension to a range of 1-56 µε and remained in tension for the
remainder of time the water was being pumped back out of the sand. The largest amount
of strain was again observed in the top air pressure sensor.

Figure 0.33: Strain resulting from injection and draining test in the sand
column. The blue bar represents when the pump was turned off and there was
no flow.

Previous work has outlined the changes in vertical strain as a result of the changing
pore pressure that is occurring during these filling and draining tests (Plunkett, 2021). The
pressure throughout the column is also being affected during this test due to changes in
saturation that are occurring. While the column is being injected with water, the pore
pressure increases nearly linearly as the strain begins to slightly compress (Plunkett, 2021).
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The pressure and the strain rates appear to be correlated during the filling procedure but
change when the water level begins to pond and interact with the surface of the sand. When
the pressure inside of the column is increasing during filling, the strain is tensioning. When
the water level begins to pond, the strain drops to compression even though the pressure is
still increasing in the column (Plunkett, 2021). In addition, turning off the pump is
associated with a decrease in pressure and a response in the strain that is compressional.
The sharp decrease in the strain can be assumed to be caused by the pressure changes but
is the opposite sign of what has been observed before. When the pump is turned back on
and the water begins to be pumped out, the sand tensions quickly. The pressure and the
strain stabilize shortly after pumping out begins and until the draining of the column is
complete.
4.4 LOADING EXPERIMENTS
Additional testing was done to evaluate the components of the vertical strain
caused by the induced air pressure wave that was being applied to the sand. This was
done by installing an impermeable barrier to the top of sand level and turning on the
sinusoidal wave. In theory, this would not allow the signal to travel through the sand but
would instead apply a pressure load to the surface of the sand. The sinusoidal signal
remained at a 4 Hz frequency while the air pressure and strain measurements were
gathered.
The barrier was applied to the top of the sand using double-sided tape and a thin
and durable clear plastic wrap. The wrap was cut to the correct size of the column and the
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double-sided tape was put around the sides of the column. A slit was also cut into the
center of the wrap so the strain ribbon could be fed through this. More tape was used to
close the slit to ensure no air would leak through this area. Another layer of sand was also
added to the top of the plastic wrap. This was to help the plastic mold to the top of the
sand and avoid any air pockets that could have been created above the top of the sand and
below the barrier. This setup was designed to make sure that the signal was only being
applied to the barrier and the air pressure was only loading this surface, rather than
traveling through the sand.

Figure 0.34: Image of the sand-filled column with the installation of the
impermeable barrier to the top of the sand.

The sinusoidal fluctuations were still seen throughout the sand column with the
largest amplitudes being in s1 and reaching a peak pressure of 60 Pa (Figure 4.35). The
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mean pressure is around 30 Pa in s1 and the mean for sensors s2-s6 is near zero. The
sinusoidal waves that were measured in s2-s6 fluctuated between positive and negative
pressure while the pressure remained positive on the surface in s1. The maximum
positive and negative pressures for the lower sensors is less than +/- 10 Pa, which is much
smaller than when the barrier was not added to the surface.
The largest fluctuations in compressional and tensile strain were also seen in the
top two strain sensors (Figure 4.36). The maximum strain fluctuations are between -0.28
µε and 0.23 µε. In addition, the top five sensors begin by tensioning while the five
sensors closest to the bottom begin in compression. The amplitude of the fluctuations is
much larger in the shallower depths of the column and become smaller as depth
increases. The sinusoidal waves are out of phase from one another, and the lag times vary
widely.

Figure 0.35: Air pressure fluctuations resulting from the installation of
the plastic barrier above the sand level in the column.
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Figure 0.36: Strain fluctuations after the installation of the plastic
barrier above the sand level and the application of the speaker to the
column.

The amplitudes of the air pressure and the strain continue to decrease with depth
even after the barrier has been applied (Figures 4.37 and 4.38). The relative amplitude of
the air pressure at 27.7 cm below the top of the column is only 0.24 Pa/Pa, which is much
smaller at this location than when the sand is dry or partially filled. The remaining
amplitudes below this depth are between 0.05 and 0.20 Pa/Pa, supporting that the
amplitudes of the air pressure signal become smaller as depth increases. The amplitudes of
the strain also diminish with depth with the majority of the points being located below a
specific depth. Below 42 cm of depth on the column, the amplitudes of the strain are
between 0.03 and 0.07 µε. The two points above this depth (32 and 37 cm) are 0.18 µε and
0.15 µε respectively, which is more than double the amplitudes at the other depths. The
sharp decrease in amplitude occurs between the 37 cm and 42 cm depths.
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Figure 0.37: Relative amplitudes of the air
pressure with the addition of the
impermeable barrier above the sand level
and the speaker turned on. Orange bar
represents the sand level in the column.

Figure 0.38: Amplitudes of the strain with
the addition of the impermeable barrier
above the sand level and the speaker
turned on. Orange bar represents the sand
level in the column.

The lag times, or delays, of both the air pressure and strain again follow a similar
trend as the other conditions and increase as functions of depth (Figures 4.39 and 4.40).
The air pressure delays still increase nearly linearly like in the dry sand case. The delay
between the head space and the sensor just below the surface of the sand is 48 ms, which
is nearly double the delay for the dry, drained, and partially filled conditions. The
maximum delay was still recorded at 67.6 cm of depth at 134 ms. The largest change in
delay was found between s5 and s6 where the linear trend becomes slightly off. The delay
increases between 12-16 ms for each depth, but there is a 43 ms increase between s5 and
s6. The linear trend in the strain delays is more variable than in the air pressure delays.
The strain sensors that measured between 27 and 62 cm of depth observed delays
between 9 and 38 ms. The two sensors closest to the bottom of the column had the largest
delays of 73 ms and 105 ms respectively. There is still an increasing trend with depth in
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these delays but the delays in the middle of the column have some discrepancies that
decrease instead of increase.

Figure 0.39: Delays, or lag times, of the
air pressure with the addition of the
impermeable layer above the sand level
and the speaker turned on. Orange bar
represents the sand level in the column.

Figure 0.40: Delays, or lag times, of the
strain with the addition of the
impermeable layer above the sand level
and the speaker turned on. Orange bar
represents the sand level in the column.

The purpose of adding the impermeable barrier and applying the sinusoidal signal
was to create a loading pressure on the surface of the sand rather than letting the pressure
diffuse throughout the sand. In theory, the barrier would have not allowed any air pressure
to travel through the column and would have not allowed a response from the air pressure
sensors that are located within the sand. Although the signal was distinctly less than when
the barrier is applied to the sand, there are still some possible errors that did not allow this
test to be completely accurate. For example, there could have been a leak or air pocket that
was created during installation of the barrier that was not noticed. This could have created
a pathway for the air to permeate through the sand and cause a diminished response. On
the other hand, the induced pressure that would have been applied in the head space could
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have created a load that was still felt in the subsurface, but at a smaller magnitude than
when the pressure travels throughout the sand. This could explain why the sinusoidal wave
was still perceived at depth but at a smaller capacity than before.
4.5 PERMEABILITY CHANGES
Testing of the sand-packed PVC column concluded with experiments that
included changing the sand material to a sand/silt mixture. The silt material was found
and made from soil found in Clemson, SC and was sieved to isolate the silt-sized grains.
This material was then added to new sand that was not previously in the column and was
dry. The two materials were mixed by weight to obtain a new material that was 80% sand
and 20% silt. The sand that was in the column from previous experiments was removed
to 48 cm of depth and was then replaced with the new sand/silt mixture. The following
tests apply the same 4 Hz sinusoidal signal to the column in order to determine if the
decrease in permeability from changing the material would have an effect on the
amplitudes and delays.
The sinusoidal signal induces an air pressure wave that propagates through the
sand/silt mixture and into the sand at the bottom of the column (Figure 4.41). The
pressure in the top two sensors begin in positive pressure while the bottom four sensors
are negative. The largest fluctuations in pressure are in the head space above the sand/silt
level and the smallest are closest to the bottom of the column. There is not as much
variation in fluctuations between sensors that are located at 37 cm on the column and
deeper and there does not appear to be a significant phase difference as well. The strain is
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also fluctuating as a result of the speaker signal. The sensors begin by compressing while
the air pressure is positive and increasing and then begin to tension when the air pressure
starts to decrease. The oscillations that are the largest are in the shallower depths of the
column above 37 cm. The strain signal at the bottom does not fluctuate as a result of the
air pressure change and is nearly zero for the duration of the test. Lastly, the maximum
fluctuations are between -1.5 µε and 1.5 µε in this experiment, which is about 0.5 µε less
than what was observed when the material was dry and uniform sand.

Figure 0.41: Air pressure response from the induced sinusoidal signal
after the sand/silt mixture has been added to 48 cm and above in the
column.
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Figure 0.42: Strain fluctuations from the induced sinusoidal signal after the
sand/silt mixture has been added to 48 cm and above in the column.

The same decreasing with depth trend is found in the amplitudes for both the air
pressure and the strain (Figures 4.43 and 4.44). There is a large decrease in the relative
amplitude ratio of one and those from the remaining sensors. The relative amplitudes are
still the largest near the top of the column and smallest as depth is increased. Ignoring the
relative amplitude of one, the largest ratio is 0.361 Pa/Pa, and the smallest is 0.059 Pa/Pa.
Overall, these relative amplitudes are much smaller than those in the dry sand conditions.
The strain amplitudes are also the largest at the top of the column and smallest at the
bottom. The amplitudes decrease nearly exponentially to nearly zero by 72 cm of depth.
The largest amplitude is recorded in the second strain sensor at 0.94 µε and the smallest
is at the very bottom depth at 0.011 µε. This supports Figure 4.42 because the signal does
not seem to be responding to the air pressure fluctuations at these deeper depths.
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Figure 0.43: Relative amplitude of the air
pressure as a function of depth after the
material contains a sand/silt mixture
above 48 cm.

Figure 0.44: Amplitude of the strain as a
function of depth after the material
contains a sand/silt mixture above 48 cm.

The air pressure and strain delays increase as functions of depth and the linearity
of the trend is altered (Figures 4.45 and 4.46). The delay at the top of the column is 43 ms
and the delay at the bottom of the column is 132 ms. The delays increase steadily below
depths of 37 cm, but a large increase is observed above this point within the sand/silt
mixture. The delays are also greater with the sand/silt mixture than when the material was
the uniform sand. The air pressure delays in the uniform sand are between 22-75 ms
while the delays range between 43-132 ms when the sand/silt mixture is introduced. The
strain delays still increase with depth between 9-112 ms from the top and bottom of the
column. There is more variability in the delays from the strain as some of the sensors
recorded shorter delays than those located higher in depth on the column. However, the
overall trend is still increasing.
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Figure 0.45: Delay (or lag time) from the
air pressure sensor in the head space to
the sensors in the sand during the induced
sinusoidal signal.

Figure 0.46: Delay (or lag time) between
strain sensors in the sand during the
induced sinusoidal signal.

4.5.1 Sand/Silt Diffusivity Calculations
The decrease in the permeability from the silt material could cause the changes in
the amplitudes and strains. This could be an effect of the decrease in permeability and air
diffusivity as a result of the smaller-grained material. An analysis was done to estimate
the new diffusivity values using the amplitude decay estimation and lag times to
determine whether is a plausible reason for the smaller amplitudes and larger delays.
An amplitude decay estimation was first done for the air pressure data. This was
done by performing a log transform of the data and finding the slope of the best-fit line
(Figure 4.47). The value for k is estimated to be 4.6 1/m. Plugging this into the amplitude
decay estimation equation and using a wavelength of λ= 0.25s, the air diffusivity is
estimated to be 0.59 m2/s.
𝐷=

𝜋
𝜆𝑘 2
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𝐷=

𝜋
1
(0.25𝑠)(4.6 𝑚)2

= 0.59

𝑚2
𝑠

The same process can be conducted for the air pressure delay by calculating the slope of
the data. The slope is calculated to be β= 0.167 s/m, resulting in an air diffusivity
estimation of D= 0.72 m2/s.

𝐷=

𝐷=

𝜆
4𝜋𝛽 2

0.25𝑠
𝑚2
=
0.72
4𝜋(0.167𝑠/𝑚)2
𝑠

Figure 0.47: Log transform of the relative
amplitude of the air pressure data from the
sand/silt mixture. The dashed green line
represents the best fit of the data.

Figure 0.48: Best fit line from the dry
sand air pressure delay data. The dashed
black line represents the best fit line and
β=0.167 s/m.

The strain data that was collected when the periodic signal was being applied to
the sand/silt mixture can also be used to estimate the air diffusivity in the column. The
same process that was done for the air pressure data can be done here. Beginning with the
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amplitudes of the strain, k is estimated to be 8.68 1/m. This produces an air diffusivity
value that is estimated to be 0.167 m2/s.
𝐷=

𝜋
𝜆𝑘 2

𝑚2
𝐷=
= 0.167
1
𝑠
(0.25𝑠)(8.68 𝑚)2
𝜋

Using the strain delay data, the slope is calculated to be β= 0.256. Using this to calculate
the air diffusivity, D is estimated to be 0.30 m2/s.

𝐷=

𝐷=

𝜆
4𝜋𝛽 2

0.25𝑠
𝑚2
=
0.304
4𝜋(0.256𝑠/𝑚)2
𝑠

Figure 0.49: Log transform of the
Figure 0.50: Best fit line from the sand/silt
amplitude of the strain data from the
strain delay data to obtain a diffusivity
sand/silt conditions. The dashed green line
value. The dashed green line represents
represents the best fit of the data.
the best fit line and β=0.06 s/m.
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The amplitude decay estimation and decay analyses for both the air pressure and
the strain exhibited values that were less than the dry and drained sand conditions. As it is
described in the numerical modeling, lowering the permeability decreases the air
diffusivity because there is less available pore space for the wave to propagate. Although
these values are the overall smallest air diffusivity values calculated between the three
cases, the data is not completely accurate because the material in the column was not
uniform and homogenous. The amplitude decay estimation and the lag times analyses
assume these conditions in order for the air diffusivity values to be accurate, so there is
some uncertainty in what was calculated in the sand/silt mixture.
Dry Sand
1.68 m2/s

Drained Sand
1.48 m2/s

Sand/Silt Mixture
0.59 m2/s

Air Pressure
Amplitude
Air Pressure Delay
1.38 m2/s
0.52 m2/s
0.72 m2/s
Strain Amplitude
0.77 m2/s
2.24 m2/s
0.17 m2/s
Strain Delay
6.45 m2/s
0.60 m2/s
0.30 m2/s
Table 3: List of diffusivities calculated using the experimental data.
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CHAPTER 5: DISCUSSION AND CONCLUSIONS
The results from the laboratory data experiments and numerical simulations
provided insights into how barometric pressure fluctuations may affect the subsurface.
This section includes a discussion of the results and the key conclusions that were made
from this work.
5.1 LABORATORY EXPERIMENTS
One of the main objectives of the laboratory experiments was to better understand
how water content in soil affects the rate of propagation and change in amplitude of
pressure and strain in soil. The results from the laboratory experiments indicate that the
amplitude and phase delay of both the pressure and strain can be described using a
general bilinear model when the data are plotted on either Cartesian (phase delay) or
semi-log (amplitude) axes. This means that the phase delay increases as a linear function
of depth, but the slope may change at some depth. It also indicates that the amplitude
decreases as a negative exponential function, and the coefficient of the exponential may
change at some depth. So, the term “bilinear” model refers to the straight-line segments
that characterize plotted data, not necessarily the functions that represent the data. Some
of the datasets fit the bilinear model quite well, whereas there is considerable scatter in
other datasets and the fit it more approximate. Nevertheless, this model will be useful
because the linear and exponential functions follow directly from basic analyses of
pressure diffusion, and many of the experiments include sharp changes in saturation or
grain size with depth, which could account for the changes in parameters in the bilinear
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models. In some cases, the data can be approximated using one line segment, and an
additional line segment with a different slope is unnecessary to characterize data. This
will be regarded as a simplified version of the bilinear model.
The slopes of the upper line segments will be taken as the parameter β when
applied to the pressure data, and  when applied to strain, which follows from
nomenclature used in previous chapters. The velocity of the pressure and strain are the
inverse of  or  Similarly, the k = 2.3*semi-log slope of pressure data, and k =
2.3*semi-log slope of strain data.
5.1.1 Amplitude
The pressure amplitude in the dry experiment is similar between the drained
experiment (Figure 5.1). The k values for the dry and drained experiments are
approximately 3 1/m (Table 4). This indicates the amplitude of the pressure changes as e3z

, where z is in meters, and the data indicate this function characterizes the data

uniformly over the length of the measurements in the column (Figure 5.1). The k value
for the partially filled experiments is inferred to be much less than it is for the drained
case, which implies that the pressure decreases more slowly with depth in the partially
filled case than in the drained and dry cases. One explanation is that the air-filled volume
of pore space in the dry and drained cases is much greater than for the partially filled
cases. This is because the top of the capillary fringe zone acts as a lower barrier to the airfilled pores (Figure 5.1). As a result, the pressure change caused by the oscillating
speaker can equilibrate in the smaller volume instead of attenuating by flow with depth.
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The slope increases sharply in the saturated region of the partial filled experiments
(Figure 5.1). It is reasonable to expect that the air pressure is negligible where the water
saturation is high, and this explains the sharp increase in slope below the points of zero
pressure (Figure 5.1). It is also reasonable that the air pressures measured below the
dashed lines in the partial fill experiments are artifacts of the sensors used to measure air
pressure. Those sensors had an air pressure pocket between the transducer and the
column, so they would function when the measurement tube was filled with water – a
change in water pressure would compress the air next to the transducer. As a result, the
small change in air pressures below the dashed line for the partial fill cases in Figure 5.1
may be changes in water pressure.

Table 4: Parameters describing amplitude and delay of pressure and strain data
from laboratory experiments. These are based on the upper line segment where
the data are bilinear.

In contrast, the k values for the barrier and the sand/silt mixture experiments are
greater than for the dry cases (Figure 5.5 and Table 4). This indicates that the amplitude
of the pressure decreases with depth faster for barrier and silt experiments, which is
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consistent with greater pressure losses across the barrier and through the sand/silt
compared to the dry or drained case.
The strain data also decrease with depth, and they are characterized by ke values
that range from 2 < ke < 4.4 (1/m) for the drained and dry cases. ke for the fill-to-42-cm
case and the barrier are also in this range. In contrast, ke for the other partial fill case, fillto-29-cm, and for the silt are several times greater, between 7 and 9 1/m (Figures 5.3 and
5.7, Table 4).
The ke values are uniform for all the tests shown in Figure 5.3, and this is
surprising because saturation conditions change markedly with depth in these
experiments. The changes in saturation are related to changes in k for pressure, but they
appear to have little effect on ke for strain. This indicates that the factors affecting the
change in the amplitude of pressure may differ from those affecting the amplitude of
strain.
There are changes in slope of the amplitude of strain in the experiments involving
a barrier and a sand/silt heterogeneity. In these cases, the slope of the strain amplitude
increases with depth at approximately 55 to 60 cm (Figure 5.8).
5.1.2 Phase Delay
The β values characterizing the phase delay are between 0.14 and 0.16 s/m for the
dry and drained experiments, and similar values are inferred for the zone above the
saturated region in the two partial fill experiments (Figure 5.2 and Table 4). The slope of
the delay with depth is uniform in the dry experiment, but it increases at approximately
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65 cm depth in the drained experiment. The simulations indicate that the air diffusivity,
Da, decreases sharply near the bottom of the column due to an increase in residual
saturation following draining (Figure 3.9b). The increase in slope of the delay in the
drained experiment is likely due to this increase in saturation with depth. A similar
increase in slope occurs in the partial fill experiments. In both cases (Figure 5.2), the data
indicate that the slope increases sharply slightly above the point of zero pressure. This is
consistent with a zone of low Da, in the capillary fringe.
The β value for the barrier experiment is slightly less, and it is roughly 2x greater
for the sand/silt experiment than for the dry experiment (Figure 5.6 and Table 4). Data
are only available below that barrier, but extrapolation of the data indicate there is an
abrupt flattening of slope at the depth of the barrier (Figure 5.6). Similarly, the slope
flattens below the contract between the sand/silt and the underlying sand (Figure 5.6).
The velocity of the pressure is the inverse of β, so the results indicate that the air
pressure is moving at approximately 6 to 8 m/s in the partially saturated regions of most
of the experiments. The exception is the sand/silt where it is moving slower,
approximately 3 m/s. The intrinsic permeability of the sand/silt is approximately 1/10th
that of the sand, which accounts for the slower velocity. The slope in Figure 5.6 flattens
below the contract (green dashed line) and it is roughly the same in the sand underlying
the sand/silt as it is in the drained sand. This indicates that the phase delay, and thus the
velocity of the pressure responds to changes in Da.
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The phase delay of the strain is also a linear function of depth, and the  values
are either much less or slightly less than  for pressure in the same experiments. For
example, compare Figure 5.4 to 5.2 and Figure 5.8 to 5.6, and also compare the data in
Table 4. This indicates that strain typically propagates faster than the pressure. The strain
delay are linear over the entire depth range during the dry experiment, but they change
roughly at 65 cm depth in the drained and the two partial fill experiments (Figure 5.4). As
a result, the pressure and strain delay data both are linear for the dry experiment and
bilinear with a change in slope at d = 65 cm for the drained case (Figure 5.2 and 5.4).
There is an increase in the slopes in both pressure and strain for the partial fill
experiments, but the change in slope of the strain occurs considerably deeper than the
change in slope of the pressure (Figure 5.2 and 5.4).

Figure 0.1: Relative amplitudes of the air
pressure for the dry, drained, filled to
42cm depth, and filled to 29cm depth
experiments. Thick lines are manually fit
to represent the data with bilinear model.
Dashed lines are reference locations.

Figure 0.2:Amplitude of the strain for the
dry, drained, filled to 42cm depth, and
filled to 29cm depth experiments. Thick
lines are manually fit to represent the data
with bilinear model. Dashed lines are the
reference locations.
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Figure 0.3: Phase delay of the air
pressure for the dry, drained, filled to
42cm depth and filled to 29cm depth
experiments. Thick lines are manually fit
to represent the data with bilinear model.
Dashed lines are reference locations.

Figure 0.5: Relative amplitude of the air
pressure from the drained conditions,
barrier, and the sand/silt mixture
experiments. Thick lines are manually fit
to represent the data with bilinear model.
Dashed lines are reference locations.

Figure 0.4:Phase delay of the strain for the
dry, drained, filled to 42cm depth and filled
to 29cm depth experiments. Thick lines are
manually fit to represent the data with
bilinear model. Dashed lines are reference
locations.

Figure 0.6: Amplitude of the strain from
the drained conditions, barrier, and the
sand/silt mixture experiments. Thick lines
are manually fit to represent the data with
bilinear model. Dashed linear are
reference locations.
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Figure 0.7: Phase delay of the air pressure
from the drained conditions, barrier, and
the sand/silt mixture experiments. Thick
lines are manually fit to represent the data
with bilinear model. Dashed lines are
reference locations.

Figure 0.8: Phase delay of the strain from
the drained conditions, barrier, and the
sand/silt mixture experiments. Thick lines
are manually fit to represent the data with
bilinear model. Dashed lines are reference
locations.

The phase delay of the strain in the barrier and the sand/silt experiments increase
linearly to a depth of approximately 55 to 60 cm, where the slope increases sharply
(Figure 5.8). This is roughly the same depth where the slope of the phase delay of the
strain increases in the partial fill experiments (Figure 5.4). The saturation downward and
the water content in the bottom of the column were likely high, and the porous media
may have been saturated for any case except the one that used dry sand. This effect may
explain the increase in delay, and corresponding decrease in velocity in the lower regions
of the column (Figure 5.4 and 5.8).
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5.2 ESTIMATING DIFFUSIVITY FROM STRAIN
One of the goals of this investigation was to evaluate the feasibility of using
distributed strain data to estimate properties of porous media. One approach could be to
use numerical inversion with a numerical model, such as the one described in Chapter
Three. This has potential, and will be addressed further below, but it also may be feasible
to directly relate the properties to characteristics of the strain signal to the properties of
the porous media. A strategy to evaluate this possibility is to analyze the strain signal
under idealized conditions and evaluate the feasibility of inverting the signal to solve for
material properties.
The conceptual model for this problem assumes an infinite half space of porous
and permeable material with uniform
properties. The pressure on the surface of the
half space varies periodically in amplitude Ap,
and period λ. Also assume that the pressure
variations can be described using the diffusion
equation with uniform and constant diffusivity,
D. This boundary value property is solved by
Carslaw and Jaegar (1959) for an analogous

Figure 0.9: Dimensionless pressure as
function of dimensionless depth (shown as x)
and time from eq. (5-1). The curves are for
different values of t* from 0 to 2π.

problem in heat conduction. The pressure in the half space, P, is given in dimensionless
form as (Figure 5.1)
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𝑃

∗

𝑃∗ = 𝐴 = 𝑒 −𝑧 sin (𝑡 ∗ − 𝑧 ∗ )
𝑝
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𝑡

𝑡

𝑐

𝜆
2𝜋

𝑡∗ = 𝑡 =

𝑧
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𝑐

𝑧
𝜆𝐷
𝜋

√

=

2𝜋𝑡
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𝜆

𝜋

= 𝑧√𝜆𝐷
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The total strain is the sum of strain caused by the pressure loading the ground surface and
the strain caused by the pore pressure. The strain caused by the pressure loading the
ground surface is

𝜀𝑠 = −𝐵 sin(𝑡∗ )

5-59

where

𝐵=

𝐴𝑝 (1+𝜈)(1−2𝜈)
𝐸(1−𝜈)

5-60

and E is Young’s modulus and  is Poisson’s ratio of the porous medium. The strain
caused by the pore pressure change is

∗

𝜀𝑝 = 𝐵𝛼𝑏 𝑒 −𝑧 sin (𝑡 ∗ − 𝑧 ∗ )
where b is the Biot-Willis coefficient.
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We will assume b = 1, which is reasonable for materials like soils with a bulk
modulus less than the grain modulus, and saturation effects on the apparent b will be
ignored. The total strain is the sum of the two components. In dimensionless form,
Figures 5.2 and 5.3 are

𝜀∗ =

𝜀𝑠 +𝜀𝑝
𝐵

∗

= 𝑒 −𝑧 sin (𝑡 ∗ − 𝑧 ∗ ) − sin(𝑡 ∗ )

Figure 0.10: Strain as a function of z*
(shown as x) for different values of t*
from 0 to 2π.
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Figure 0.11: Strain as a function of t*
for different values of z* ranging from
0.1 (smallest amplitude) to 8 (thin
lines). P* at the ground surface z*=0
(heavy line).

The trigonometric identity for an arbitrary phase shift gives an expression that
describes the observed strain as a function of the two component strains

∗

𝜀 ∗ = 𝑒 −𝑧 sin(𝑡 ∗ − 𝑧 ∗ ) − sin(𝑡 ∗ ) = 𝑐𝜀 sin(𝑡 ∗ + 𝜑𝜀 )
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where c is the observed strain amplitude and  is the phase shift of the observed strain.
It follows from the identity that (Figure 5.4)
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∗

∗

𝑐𝜀 = √𝑒 −2𝑧 − 2𝑒 −𝑧 cos 𝑧 ∗ + 1

5-64

where the amplitude of the pressure is

𝑐𝑝 = 𝑒 −𝑧

Figure 0.12: Amplitude of strain as
function of dimensionless distance (black).
Amplitude of pressure (red).

∗
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Figure 0.13: Phase lag of the strain
(black) and pressure (red) relative to the
pressure at the ground surface. Positive
lag means the signal arrives before,
negative means it arrives after the
reference signal. Phase lag of the strain
can be approximated by the pink dashed
line for z*<1.

The results show (Figure 4) that the amplitude of the pressure decays with depth
and is negligible at z*>4. The amplitude of the strain increases and is essentially unity at
z*>2. The phase of the observed strain also follows from the trig identity as (Figure 5.5)

∗

𝑒 −𝑧 sin 𝑧 ∗

𝜑𝜀 = tan−1 (1−𝑒 −𝑧∗ cos 𝑧 ∗)
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For comparison, the phase lag for the pressure is -z*. The phase lag of the strain is
p/4 at z* = 1 and it goes to zero for z*>3.
It is apparent that the phase lag of the strain is approximately linear with a slope
of -p/8 for z*<1. Using the approximation

𝜋

1

𝜑𝜀 = 4 (1 − 2 𝑧 ∗ )

5-67

It is apparent that the velocity of the strain perturbation is

𝑣𝜀∗ =

𝑣𝜀
𝑣𝜀𝑐

1

−

8

𝑑𝜑𝜀
𝑑𝑧∗

=𝜋
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Substituting to get the expression into dimensionless terms,

8

𝑣𝜀∗ = 𝜋 =

𝑣𝜀
2

𝜆

√

𝜋𝐷
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And then solving for D in terms of velocity of the strain wave

𝜋𝜆

𝜋𝜆

𝐷 = 𝑣𝜀2 256 = β2256

5-70

𝜀

The elastic modulus can be estimated from the decay of the strain amplitude. It is
apparent from Figure 5.4 that 𝑐𝜀 ~1 for z*>1.5, but at this depth the pressure and the
strain are still somewhat out of phase. However, they are in phase at depths z*>3. So at
depths z*>3, the amplitude of strain perturbation is
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𝜀𝑚 = 𝑐𝜀 𝐵~

𝐴𝑝 (1+𝜈)(1−2𝜈)

5-71

𝐸(1−𝜈)

And it follows that the uniaxial Young’s modulus can be determined from

𝐸(1−𝜈)

𝐴𝑝

𝐸 ′ = (1+𝜈)(1−2𝜈) = 𝜀

𝑚

for

z*>3
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For z*<3, the parameter E’ can be estimated by fitting the observed strain magnitude
using

𝜀𝑚 =

𝐴𝑝
𝐸′

√𝑒 −2𝑧 ∗ − 2𝑒 −𝑧 ∗ cos 𝑧 ∗ + 1

5-73

The expression for D above is valid for a half space and for a constrained tube, like the
lab column. The expression for the strain amplitude is only valid for the half-space, so it
is not applicable to the lab experiments.
5.2.1 Estimates of Air Pressure Diffusivity
The analysis outlined above and the data in Table 4 can be used to estimate Da
from the pressure and strain. Da can be estimated from pressure data using equation 4.6
𝜋

𝜆

(𝐷 = √𝜆𝑘 2 and equation 4.8 𝐷 = 4𝜋𝛽2 . It can also be estimated from strain data using eq.
5-15. The results indicate that the pressure diffusivity from the air pressure is in the range
of 0.8 to 1.5 m2/s, which is identical to the results from the air pressure data and slightly
less than the results from the strain (Figure 3.9). Diffusivity calculated for the drained
experiments decrease from 1.0 m2/s at the top of the column to less than 0.01 m2/s at a
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depth of 0,8 m, and then water pressure diffusivity increases at the bottom of the column
(Figure 3.9). The calculation in equation 5-15 assumes D is uniform, so a value 0.2 m2/s
seems to be reasonable approximation. The methods of estimating D in the silt give
values that are consistent in the range of 0.25 to 0.3 m2/s.
Table 5. Estimated values of pressure diffusivity (m2/s) using air pressure
and strain data.
Air pressure
Strain
𝜆
𝜋𝜆
𝜋
√ 2
2
2
Experiment
4𝜋𝛽
β𝜀 256
𝜆𝑘
Dry
1.5
1.0
2.75
Drained
1.4
0.8
0.21
Silt
0.3
0.3
0.25

The results outlined above suggest that pressure diffusivity can be estimated using
pressure or strain data. These estimates assume that D is uniform, so the values
determined using this approach would only be approximate where D is variable. One
approach to estimating D where water contents are variable is to use numerical inversion
of the analysis in Chapter 3.
5.2.2 Ratio of strain to barometric pressure
Changes in the ratio of strain to barometric pressure reported by Thrash (2016)
were one of the motivations for this study. The ratio of the strain to the pressure at the
ground surface is the barometric response factor, and it can be estimated by recalling that
the strain is

𝜀∗ =

𝜀𝑠 +𝜀𝑝
𝐵

∗

= 𝑒 −𝑧 sin (𝑡 ∗ − 𝑧 ∗ ) − sin(𝑡 ∗ )
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and the pressure at the ground surface is

𝑃

∗
𝑃𝑧∗=0
= 𝐴 = sin (𝑡 ∗ )
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𝑝

so

𝜀∗
∗
𝑃𝑧∗=0

∗

=

𝑒 −𝑧 sin (𝑡 ∗ −𝑧 ∗ )−sin(𝑡 ∗ )
sin (𝑡 ∗ )

= 𝑒 −𝑧

∗

sin (𝑡 ∗ −𝑧 ∗ )
sin(𝑡 ∗ )

−1
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This function varies considerably for z*<3 and it approaches -1 for z*>3 (Figure .
Substituting from above

𝜀∗

𝐴𝑝 𝜀

∗
𝑃𝑧∗=0

=𝑃

𝑧=0

= 𝑒 −𝑧
𝐵

∗

sin (𝑡 ∗ −𝑧 ∗ )
sin(𝑡 ∗ )

−1
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So for z*>3 the ratio of strain to barometric pressure is proportional to the uniaxial
compressibility.

𝜀
𝑃𝑧=0

= −𝐵 = −

(1+𝜈)(1−2𝜈)
𝐸(1−𝜈)

7-78

However, for z*>3, the ratio changes with time and depth. Using the definition for z*, we
can calculate the actual depth where this occurs

𝜆𝐷

𝑧𝑧∗=3 = 3√ 𝜋
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It is apparent that the depth below which the ratio of strain to barometric pressure is
constant increases with the air diffusivity and the period.
This result provides some
insight how the barometric
response factor may change with
time at a particular depth. The
response factor will be constant
below z*=3, but the actual depth
where this occurs may change if D
in the overlying strata changes.
This may explain the observations

Figure 0.14: Barometric response factor (ratio of
dimensionless strain to pressure at the ground
surface) for 0.05  <t*<1.9  (black lines) as a
function of z*. This function is singular for t*=0,
, 2 etc. so those values are not plotted.

by Thrash (2016) as shown in Figure 5.14. It also points out the importance of measuring
strain as a function of depth. It is apparent from Figure 5.*, for example, that the ratio of
strain to pressure will vary with depth for z*>3, so measurements at different depths
would help to identify and characterize this behavior.
5.3 COMPARIONS OF THE LABORATORY AND SIMULATION DATA
This investigation included simulations of pressures and strains described in
Chapter Three alone with experimental observations described in Chapter Four. Little
previous work exists describing similar simulations or experiments, so comparison of
these datasets can provide some insights and validation. Slight adjustments in the
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permeability and elastic modulus were made, so the simulations would resemble the lab
experiments, but a detailed calibration effort was beyond the scope of the investigation.
The pressures measured during the dry and drained experiments are similar to the
simulation data for the same tests (Figure 5.15). The amplitude of the air pressure is the
largest at the top of the column and decreases with depth. The rate of decrease diminishes
and the data from the simulation could likely be described with a negative exponential, as
in Figures 5.1 and 5.5. The simulation predicts values that are within the uncertainty of
the lab data.

Air Pressure Amplitudes
Relative Amplitude (Pa/Pa)

1.2

Dry Data
Drained
Data
Dry
Simulation
Drained
Simulation

1
0.8
0.6
0.4
0.2
0
0

20

40

60

80

Depth (cm)
Figure 0.15: Amplitude of the air pressure data for the dry and drained experiments
described in Chapter Four (points), and results from the simulations described in
Chapter Three (lines).
Additionally, the results from the experimental data and the numerical simulations
for the air pressure delays both increase as approximately linear functions of depth
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(Figure 5.16). These datasets are also nearly identical but the data from the drained
experiments are slightly greater than those from the simulations. The maximum air
pressure delay that the simulations produced was approximately 80 ms while the
experimental data reached a maximum of approximately 120 ms for the drained sand.
One explanation for this difference is that the simulations assumed conditions had
reached gravity equilibrium, but the experiments were conducted a few minutes after
draining the column. It is possible that the water content was higher, and Da was lower in
experiments than in the simulations. This could account for the larger delay in the
experiments compared to the simulations as well.

Air Pressure Delays
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Drained
Simulation
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60

80

Figure 0.16: Air pressure delays for the dry and drained conditions for the laboratory
experiments (points) and results from the simulations described in Chapter Three
(lines).
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The strain recorded during the laboratory experiments also resembles the trend
produced from the simulations (Figure 5.17). The amplitude of the strains increases with
depth with the largest amplitudes at the top of the column. The dry and drained
simulation data are nearly identical, but there is some scattering of the data measured in
the lab. The data from the drained experiments is slightly elevated above what is
expected from the simulation. This could also be from assuming the sand column had
reached equilibrium when measuring the drained data.

Strain Amplitudes
0.18

Strain (microstrain)

0.16
0.14
0.12
Dry Simulation

0.1
0.08

Drained
Simulation
Dry Data

0.06
0.04

Drained Data

0.02

0
0

20

40

60

80

Depth (cm)
Figure 0.17: Amplitude of the strain data for the dry and drained experiments described
in Chapter Four (points), and results from the simulations described in Chapter Three
(lines).

The strains delays produced from the simulation are also similar to the
experimental data, and all the data displays an increase with depth (Figure 5.18). The dry
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data measured in the lab follows more closely to the dry simulation data, and the drained
data also slightly large. This could be an additional result of the elevated water content
that was present in the sand when recording the drained data if the draining had not
reached equilibrium. The strain delays in the simulation also contain negative values,
which would be expected if the strain were preceding the pressure. This is not seen in
data recorded from the lab, but these values are nearly zero at the same locations.
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Figure 0.18: Strain delays for the dry and drained conditions for the laboratory
experiments (points) and results from the simulations described in Chapter Three
(lines).
5.4 CONCLUSIONS
The thesis used laboratory experiments and numerical simulations to evaluate the
effects of small periodic fluctuations in air pressure, similar to barometric pressure, on
the air pressure and strain in underlying soil. Several conclusions follow from this work:
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1. Measuring strain: The hypothesis that strain in the vadose zone caused by small
fluctuations in air pressure are great enough to be measured has been verified. The
CMPI strain ribbons are able to be installed and implemented to measure strain
caused by small air pressure changes similar in magnitude of barometric pressure
fluctuations. The CMPI method is able to measure strain changes with depth.
2. Conceptual model of strain from barometric pressure: Vertical strain at depth is a
combination of strain from two loads: loading of barometric pressure at the
ground surface, and pore pressure changes within the soil. An increase in
barometric pressure as a surface load causes compressive strain in the underlying
soil. However, this same increase in pressure propagates into the subsurface
where it elevates the pore pressure. An increase in pore pressure causes dilational,
or tensile, strain. The pore pressure propagates downward with time, however, the
tensile strain caused by the increase in pore pressure lags behind the compressive
strain caused by the surface load. The observed strain is the sum of these two
effects. It is important to understand both of these components when interpreting
the strain signal caused by small changes in air pressure.
3. A critical depth: The effects of barometric pressure on strain differ based on the
𝜆𝐷

depth of the measurement. At depths above z=3√ 𝜋 , changes in barometric
pressure will affect the pore pressure in the soil, but the pore pressure will be
negligible below this depth. Changes in strain are proportional to changes in
barometric pressure below that depth, and the strain and pressure are in phase.
Above that depth, however, changes in strain are not necessarily proportional, and
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the strain can appear to occur before the pressure. This occurs because the strain
is the sum of two (surface loading and pore pressure) components with opposite
sign.
4. Effects of pressures from two fluids: Both changes in air pressure and water
pressure contribute to strain in the vadose zone. Changes in barometric pressure
will change the water pressure, and the strain signal responds to the sum of these
pressure changes weighted by the degree of saturation. This causes the strain
signal to be less sensitive to the saturation than the air pressure signal.
5. Simulating strain from barometric pressure changes: Strain in the vadose zone
caused by barometric pressure change can be analyzed using poroelasticity under
partially saturated conditions where the pressure of both water and air are
considered. All of the parameters in the analysis are nonlinear functions of
capillary pressure, which makes calibration more challenging than for poroelastic
simulations for fully saturated conditions where the parameters are constant.
Changes in air and water pressure both contribute to strain, and their contributions
are weighted by the degree of saturation. The analysis considered one-way
coupling, where the weighted pressure contributes to strain, but the effect of the
strain on the pressure was ignored.
6. Comparing simulations and experimental data: Numerical simulations using
available parameters that were adjusted slightly for calibration are remarkably
similar to the observed pressures and strains in the experiments. This similarity
provides a preliminary validation of both the approach used for the simulations,
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and the methods used to measure strain. One implication of this result is that it
may be feasible to interpret strain data by inverting poroelasric analyses. Simple
formulas for estimating permeability and elastic modulus from strain data were
developed for the project and give reasonable results that could be used as input
for poroelastic inversions.
7. Using strain data: This work shows that there appears to be an opportunity to use
strain as monitoring tool for changes in the vadose zone. However, this work also
shows that the relationship between barometric pressure and strain may change
with time, and this will affect barometric corrections of strain data using a
barometric response factor. This is likely an explanation for the changes in
barometric response factor described by Thrash (2016).
8. Diffusivity: Lastly, the relationship between strain and barometric pressure
𝜆𝐷

changes with water content, at depths shallower than z = 3√ 𝜋 . This is because
water content affects the diffusivity which in turn, affects the rate of pressure and
strain propagation through the soil. It may be feasible to estimate pressure
diffusivity from strain data.
The results of this thesis suggest that strain caused by barometric pressure changes
could be measured as a function of depth in the vadose zone and interpreted using
numerical simulations.
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