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Preface
During several centuries various reincarnations of projective duality have in-
spired research in algebraic and differential geometry, classical mechanics,
invariant theory, combinatorics, etc. On the other hand, projective duality is
simply the systematic way of recovering the projective variety from the set
of its tangent hyperplanes. In this survey we have tried to collect together
different aspects of projective duality and points of view on it. We hope, that
the exposition is quite informal and requires only a standard knowledge of
algebraic geometry and algebraic (or Lie) groups theory. Some chapters are,
however, more difficult and use the modern intersection theory and homology
algebra. But even in these cases we have tried to give simple examples and
avoid technical difficulties.
An interesting feature of projective duality is given by the observation
that most important examples carry the natural action of the Lie group.
This is especially true for projective varieties that have extremal properties
from the point of view of projective geometry. We have tried to stress this
phenomenon in this survey and to discuss many variants of it. However, one
aspect is completely omitted – we are not discussing the dual varieties of
toric varieties and the corresponding theory of A-discriminants. This theory
is presented in the beautiful book [GKZ2] and we feel no need to reproduce
it.
Parts of this survey were written during my visits to the Erwin Shroedinger
Institute in Vienna and Mathematic Institute in Basel. I would like to thank
my hosts for the warm hospitality. I have discussed the contents of this book
with many people, including E. Vinberg, V. Popov, A. Kuznetsov, S. Keel,
H. Kraft, D. Timashev, D. Saltman, P. Katsylo, and learned a lot from them.
I am especially grateful to F. Zak for providing a lot of information on pro-
jective duality and other aspects of projective geometry.
Edinburgh, November 2001 Evgueni Tevelev
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1. Dual Varieties
Preliminaries
The projective duality gives a remarkably simple method to recover any pro-
jective variety from the set of its tangent hyperplanes. In this chapter we
recall this classical notion, give the proof of the Reflexivity Theorem and its
consequences, provide a number of examples and motivations, and fix the
notation to be used throughout the book. The exposition is fairly standard
and classical. In the proof of the Reflexivity Theorem we follow [GKZ2] and
deduce this result from the classical theorem of symplectic geometry saying
that any conical Lagrangian subvariety of the cotangent bundle is equal to
some conormal variety.
1.1 Definitions and First Properties
For any finite-dimensional complex vector space V we denote by P(V ) its
projectivization, that is, the set of 1-dimensional subspaces. For example,
if V = Cn+1 is a standard complex vector space then Pn = P(Cn+1) is
a standard complex projective space. A point of Pn is defined by (n + 1)
homogeneous coordinates (x0 : . . . : x1), xi ∈ C, which are not all equal to 0
and are considered up to a scalar multiple.
If U ⊂ V is a non-trivial linear subspace then P(U) is a subset of P(V ),
subsets of this form are called projective subspaces. Projective subspaces of
dimension 1, 2, or of codimension 1 are called lines, planes, and hyperplanes.
For any vector space V we denote by V ∗ the dual vector space, the vector
space of linear forms on V . Points of the dual projective space P(V )∗ = P(V ∗)
correspond to hyperplanes in P(V ). Conversely, to any point p of P(V ), we can
associate a hyperplane in P(V )∗, namely the set of all hyperplanes in P(V )
passing through p. Therefore, P(V )∗∗ is naturally identified with P(V ). Of
course, this reflects nothing else but a usual canonical isomorphism V ∗∗ = V .
To any vector subspace U ⊂ V we associate its annihilator Ann(U) ⊂ V ∗.
Namely, Ann(U) = {f ∈ V ∗ | f(U) = 0}. We have Ann(Ann(U)) = U . This
corresponds to the projective duality between projective subspaces in P(V )
and P(V )∗: for any projective subspace L ⊂ P(V ) we denote by L∗ ⊂ P(V )∗
its dual projective subspace, parametrizing all hyperplanes that contain L.
2 1. Dual Varieties
Remarkably, the projective duality between projective subspaces in Pn
and Pn∗ can be extended to the involutive correspondence between irreducible
algebraic subvarieties in Pn and Pn∗.
First, suppose that X ⊂ Pn is a smooth irreducible algebraic subvariety.
For any x ∈ X , we denote by TˆxX ⊂ Pn an embedded projective tangent
space. More precisely, if X ∈ P(V ) is any projective variety then we define
the cone Cone(X) ⊂ V over it as a conical variety formed by all lines l such
that P(l) ∈ X . If x ∈ X is a smooth point then any non-zero point v of
the corresponding line is a smooth point of Cone(X) and Tˆx(X) is defined
as P(Tv Cone(X)), where Tv Cone(X) is a tangent space of Cone(X) at v
considered as a linear subspace of V (it does not depend on a choice of v). For
any hyperplane H ⊂ Pn, we say that H is tangent to X at x if H contains
TˆxX . We define the dual variety X
∗ ⊂ Pn∗ as the set of all hyperplanes
tangent to X .
In other words, a hyperplane H belongs to X∗ if and only if the inter-
section X ∩H (regarded as a scheme) is singular (is not a smooth algebraic
variety). In most parts of this book we shall be interested only in dual vari-
eties of smooth varieties, so this description of X∗ will be sufficient. However,
with this definition we can not expect the duality X∗∗ = X because X∗ can
be singular (and in most interesting cases it is actually singular). So we should
define X∗ for a singular X as well. There are in fact two possibilities: first,
we can imitate the previous definition and consider embedded tangent spaces
at all points, not necessarily smooth. But it turns out that the dual variety
defined in this fashion does not have good properties, for example it can be
reducible. The better way is to pick only the ‘main’ component of the dual
variety.
Definition 1.1 Let X ⊂ Pn be an irreducible projective variety. A hyper-
plane H ⊂ Pn is called tangent to X if it contains an embedded tangent
space TˆxX at some smooth point x ∈ X . The closure of the set of all tangent
hyperplanes is called the dual variety X∗ ⊂ Pn∗.
We shall discuss the Reflexivity Theorem X∗∗ = X and its consequences
in the next section. First we shall establish some simple properties of dual
varieties and give further definitions.
Definition 1.2 Let X ⊂ Pn be an irreducible projective variety with the
smooth locus Xsm. Consider the set I
0
X ⊂ Pn×Pn∗ of pairs (x,H) such that
x ∈ Xsm and H is the hyperplane tangent to X at x. The Zariski closure IX
of I0X is called the conormal variety of X .
The projection pr1 : I
0
X → Xsm makes I0X into a bundle over Xsm whose
fibers are projective subspaces of dimension n − dimX − 1. Therefore, I0X
and IX are irreducible varieties of dimension n− 1. By definition, X∗ is the
image of the projection pr2 : IX → Pn∗. Therefore, we have the following
proposition:
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Proposition 1.3 X∗ is an irreducible variety.
Moreover, since dim IX = n− 1, we can expect that in ‘typical’ cases X∗
is a hypersurface. Having this in mind, we give the following definition:
Definition 1.4 The number codimPn∗ X
∗ − 1 is called the defect of X , de-
noted by def X .
Typically, defX = 0. In this case X∗ is defined by an irreducible homo-
geneous polynomial ∆X .
Definition 1.5 ∆X is called the discriminant of X .
If def X > 0 then, for convenience, we set ∆X = 1. Clearly, ∆X is defined
only up to a scalar multiple. Roughly speaking, the study of dual varieties
and discriminants includes the following 3 steps:
– To define some nice natural class of projective varieties X .
– To find all exceptional cases when def X > 0.
– In the remaining cases, to say something about ∆X or X
∗.
In the last step the minimal program is to determine the degree of∆X , the
maximal program is to determine ∆X as a polynomial, or at least to describe
its monomials. Another interesting problem is to describe singularities of X∗.
Example 1.6 The most familiar example of a discriminant ∆X is, of course,
the discriminant of a binary form. In order to show that it actually coincides
with some ∆X we need first to give an equivalent definition of ∆X . Suppose
that x1, . . . , xk are some local coordinates on Cone(X) ⊂ V . Any f ∈ V ∗, a
linear form on V , being restricted to Cone(X) becomes an algebraic function
in x1, . . . , xk. Then ∆X is just an irreducible polynomial, which vanishes at
f ∈ V ∗ whenever the function f(x1, . . . , xk) has a multiple root, that is,
vanishes at some v ∈ Cone(X), v 6= 0, together with all first derivatives
∂f/∂xi.
Consider now the d-dimensional projective space Pd = P(V ) with homo-
geneous coordinates z0, . . . , zd, and let X ⊂ Pd be the Veronese curve
(xd : xd−1y : xd−2y2 : . . . : xyd−1 : yd), x, y ∈ C, (x, y) 6= (0, 0)
(the image of the Veronese embedding P1 ⊂ Pd). Any linear form f(z) =∑
aizi is uniquely determined by its restriction to the cone Cone(X), which
is a binary form f(x, y) =
∑
aix
d−iyi. Therefore, f ∈ Cone(X∗) if and only
if f(x, y) vanishes at some point (x0, y0) 6= (0, 0) (so (x0 : y0) is a root of
f(x, y)) with its first derivatives (so (x0 : y0) is a multiple root of f(x, y)). It
follows that ∆X is the classical discriminant of a binary form.
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1.2 Reflexivity Theorem
In this section we shall prove the Reflexivity Theorem. We follow the expo-
sition in [GKZ2], which shows that there exists a deep connection between
projective duality and symplectic geometry. Other proofs, including the in-
vestigation of a prime characteristic case, could be found, e.g., in [Se], [M],
[Wa].
Theorem 1.7
(a) For any irreducible projective variety X ⊂ Pn, we have X∗∗ = X.
(b) More precisely, If z is a smooth point of X and H is a smooth point of
X∗, then H is tangent to X at z if and only if z, regarded as a hyperplane
in Pn∗, is tangent to X∗ at H.
The proof will be given in the next section.
1.2.A The Conormal Variety
We shall need some standard definitions.
Definition 1.8 If X is a smooth algebraic variety, then TX denotes the
tangent bundle of X . If Y ⊂ X is a smooth algebraic subvariety then TY is a
subbundle in TX |Y . The quotient TX |Y /TY is called the normal bundle of
Y in X , denoted by NYX . By taking dual bundles we obtain the cotangent
bundle T ∗X and the conormal bundle N∗YX . The conormal bundle can be
naturally regarded as a subvariety of T ∗X .
Recall that IX ⊂ Pn × Pn∗ is the conormal variety and the dual variety
X∗ coincides with pr2(IX). The projection pr1 : I
0
X → Xsm is a projective
bundle, where pr1, pr2 denote the projections of P
n×Pn∗ to its factors. More
precisely, pr1 identifies I
0
X with the projectivization P(N
∗
Xsm
Pn) of the conor-
mal bundle N∗XsmP
n. Indeed, the choice of a hyperplane H ⊂ Pn tangent to
Xsm at x is equivalent to the choice of a hyperplane TxH in the tangent space
TxPn, which contains TxX . The equation of this hyperplane is an element of
N∗XsmP
n at x. The Reflexivity Theorem can be reformulated as follows:
IX = IX∗ . (1.1)
It is more convenient to prove (1.1) by working with vector spaces instead of
projective spaces.
We assume that Pn = P(V ) and Pn∗ = P(V ∗). Then we have affine cones
Y = Cone(X) ⊂ V and Y ∗ = Cone(X∗) ⊂ V ∗. We denote by Lag(Y ) the
closure of the conormal bundle N∗YsmV in the cotangent bundle T
∗V .
The space T ∗V is canonically identified with V × V ∗. Denote by pr1,
pr2 the projections of this product to its factors. Then Y
∗ coincides with
pr2(Lag(Y )). Therefore, (1.1) can be reformulated as follows:
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Lag(Y ) = Lag(Y ∗), (1.2)
where we identify T ∗V and T ∗V ∗ with V × V ∗.
Recall that a smooth algebraic varietyM is called the symplectic variety,
if M admits a symplectic structure, that is, a differential 2-form ω with the
following properties:
– ω is closed, dω = 0.
– ω is non-degenerate, for any p ∈ M the restriction of ω on TpM is a non-
degenerate skew product.
In this case dimM is necessarily even. An irreducible closed subvariety
Λ ⊂ M is called Lagrangian if dimΛ = dimM/2 and the restriction of ω to
the smooth locus Λsm vanishes as a 2-form (is totally isotropic).
The most important and the most typical (having in mind the Darboux
Theorem) example of a symplectic variety is the cotangent bundle T ∗X of
a smooth algebraic variety X . T ∗X carries a canonical symplectic structure
defined as follows. Let (x1, . . . , xn) be a local coordinate system in X . Let ξi
be the fiberwise linear function on T ∗X given by the pairing of a 1-form with
the vector field ∂/∂xi. Then (x1, . . . , xn, ξ1, . . . , ξn) forms a local coordinate
system in T ∗X . The form ω is defined by
ω =
n∑
i=1
dξi ∧ dxi. (1.3)
It easy to give an equivalent definition of ω without any coordinate systems.
We shall define a canonical 1-form ν on T ∗X and then we shall take ω = dν.
Let π : T ∗X → X be the canonical projection. Let p ∈ T ∗X and v ∈
Tp(T
∗X) be a vector tangent to T ∗X at p. Then ν(v) = p(π∗v).
An important (and typical, as we shall see) example of a Lagrangian
subvariety in T ∗X is obtained as follows. Let Y ⊂ X be any irreducible
subvariety with smooth locus Ysm and let
Lag(Y ) = N∗YsmX
be the closure of the conormal bundle of Zsm (in T
∗X). Clearly, Lag(Y ) is a
conical subvariety (invariant under dilations of fibers of T ∗X).
Theorem 1.9
(a) Lag(Y ) is a Lagrangian subvariety.
(b) Any conical Lagrangian subvariety has the form Lag(Y ) for some irre-
ducible subvariety Y ⊂ X.
Proof. Let us show that Lag(Y ) is Lagrangian. Clearly, dimLag(Y ) =
dim Y + (dimX − dimY ) = dimT ∗X/2. So we need only to verify that
ω|Lag(Y ) = 0. It is sufficient to consider the smooth locus of Y only. Let
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x1, . . . , xn be a local coordinate system on X such that Y is locally defined
by equations x1 = . . . = xr = 0. Then the fibers of the conormal bundle over
points of Y are generated by 1-forms dx1, . . . , dxr. Hence ξr+1 = . . . = ξn = 0
on N∗YsmX and by (1.3) we see that ω = 0 on N
∗
Ysm
X . Therefore, Lag(Y ) is
indeed Lagrangian.
Suppose now that Λ ⊂ T ∗X is a conical Lagrangian subvariety. We take
Y = pr(Λ), where pr : T ∗X → X is the projection, and claim that Λ =
Lag(Y ). It suffices to show that Λ ⊂ Lag(Y ), because Λ and Lag(Y ) are
irreducible varieties of the same dimension. In turn, to prove that Λ ⊂ Lag(Y )
it suffices to check that for any smooth point y ∈ Y the fiber pr−1(y) ∩ Λ
is contained in the conormal space (N∗YX)y. Let ξ be any covector from
pr−1(y) ∩ Λ. Since T ∗yX is a vector space, we can regard ξ as a “vertical”
tangent vector to T ∗X at a point y ⊂ X ⊂ T ∗X , where we identify X with
the zero section of pr. Since Λ is conical, ξ ∈ TξΛ. Therefore, since Λ is
Lagrangian, ξ is orthogonal with respect to ω to any tangent vector from
TξΛ and, hence, to any tangent vector v ∈ TyY . But by (1.3) it is easy to see
that this is equivalent to ξ ∈ (N∗YX)y. ⊓⊔
Now we can prove the Reflexivity Theorem. We shall prove (1.2). The
identification T ∗V = V ×V ∗ = T ∗V ∗ takes the canonical symplectic structure
on T ∗V to minus the canonical symplectic structure on T ∗V ∗. Therefore
Lag(Y ) regarded as a subvariety of T ∗V ∗ is still Lagrangian.Moreover, clearly
Lag(Y ) ⊂ V ×V ∗ is invariant under dilations of V and V ∗, therefore, Lag(Y )
is a conical Lagrangian variety of T ∗V ∗. Therefore, by Theorem 1.9 Lag(Y ) =
Lag(Z), where Z is the projection of Lag(Y ) on V ∗. But this projection
coincides with Y ∗. Therefore, Lag(Y ) = Lag(Y ∗). The Reflexivity Theorem
is proved.
1.2.B Applications of the Reflexivity Theorem
Suppose that X ⊂ Pn and X∗ ⊂ Pn∗ are projectively dual varieties, IX =
IX∗ ⊂ Pn × Pn∗ is the conormal variety. We have the diagram of projections
X
pr1←− IX pr2−→X∗.
Theorem 1.10
(a) If X is smooth then IX is smooth.
(b) If X∗ is a hypersurface then pr2 is a birational isomorphism.
(c) If X is smooth and X∗ is a hypersurface then pr2 is a resolution of
singularities.
Proof. The map pr1 is a projective bundle over a smooth locus of X .
Therefore, if X is smooth then IX is smooth. If X
∗ is a hypersurface then
dimX∗ = dim IX = n − 1. Since pr2 is generically a projective bundle, it is
birational. Finally, (c) follows from (a) and (b). ⊓⊔
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Typically the dual variety X∗ ⊂ Pn∗ is a hypersurface. Namely, we shall
see that if X∗ is not a hypersurface then X is ruled in projective subspaces.
Definition 1.11 We say that X is ruled in projective subspaces of dimen-
sion r if for any x ∈ X there exists a projective subspace L of dimension r
such that x ∈ L ⊂ X . By a standard closedness argument it is sufficient to
check this property only for points x from some Zariski open dense subset
U ⊂ X .
Recall, that the number def X = codimPn∗ X
∗ − 1 is called the defect of
X .
Theorem 1.12 Suppose that def X = r ≥ 1. Then
(1) X is ruled in projective subspaces of dimension r.
(2) If X is smooth then for any H ∈ X∗sm the contact locus Sing(H ∩ X)
is a projective subspace of dimension r and the union of these projective
subspaces is dense in X.
Proof. By Reflexivity Theorem 1.7, (a) is equivalent to the following: if
codimX = r + 1 then X∗ is ruled in projective subspaces of dimension r.
The condition for a hyperplane H to be tangent to X at a smooth point x
is that TˆxH contains TˆxX . For a given x, all H with this property form a
projective subspace of dimension r. But the set of hyperplanes of X∗ tangent
to X at some smooth point obviously contains a Zariski open subset of X∗.
(b) is proved by the same argument involving Reflexivity Theorem. ⊓⊔
Example 1.13 Suppose that X ⊂ Pn is a non-linear curve. Then X∗ is a
hypersurface. Indeed, X obviously could not contain a projective subspace
Pk for k > 0.
The following Theorem is also an easy corollary of Reflexivity Theorem.
It allows to find singular points of hyperplane sections of smooth projective
varieties.
Theorem 1.14 Suppose that X ⊂ Pn−1 is smooth and X∗ ⊂ Pn−1∗ is a hy-
persurface. Let z1, . . . , zn be homogeneous coordinates on Pn−1 and a1, . . . , an
the dual homogeneous coordinates on Pn−1
∗
. Suppose that f = (a1, . . . , an)
is a smooth point of X∗. Then the hyperplane section {f = 0} of X has a
unique singular point with coordinates given by (∂∆X∂a1 (f) : . . . :
∂∆X
∂an
(f)).
Proof. Let H ⊂ Pn−1 be the hyperplane corresponding to f . By the Reflex-
ivity Theorem, H is tangent to X at z if and only if the hyperplane in Pn−1
corresponding to z is tangent to X∗ at f . Since X∗ is smooth at f , such a
point z is unique and is given by zi =
∂∆X
∂ai
(f). ⊓⊔
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1.3 Dual Plane Curves
1.3.A Parametric Representation of the Dual Plane Curve
Perhaps the most classical example of a dual variety is the dual curve C∗ of
a non-linear plane curve C ⊂ P2. By definition, generic points of C∗ are the
tangents to C at smooth points. In this case the Reflexivity Theorem has a
fairly intuitive meaning. The tangent line Tˆp ∈ P2∗ at a smooth point p ∈ C
is the limit of secants pq for q ∈ C, q → p. Similarly, the point in P2 that
corresponds to the tangent to C∗ ⊂ P2∗ at a non-singular point Tˆp is the
limit of the intersection points of the tangents Tˆp and Tˆq as q → p. Of course,
this point is p.
In fact, it is quite easy to write down a parametric representation of C∗
using a given parametric representation of C. Let x, y, z be homogeneous
coordinates on P2 and p, q, r the dual homogeneous coordinates on P2
∗
. We
choose the affine chart C2 = {z 6= 0} ⊂ P2 with affine coordinates x, y, so
the third homogeneous coordinate z is set to be 1. The dual chart C2
∗ ⊂ P2∗
with coordinates p, q is obtained by setting the third homogeneous coordinate
r in P2
∗
to be −1. Then C2∗ consists of lines in P2 not passing through the
point (0, 0) ∈ C2 ⊂ P2. Every such line that meets C2 is given by the affine
equation px + qy = 1, the line in P2 with coordinates p = q = 0 is the line
“at infinity”. Suppose that a local parametric equation of C has the form
x = x(t), y = y(t), where t is a local coordinate on C, and x(t), y(t) are
analytic functions. By definition, the dual curve C∗ has the parametrization
p = p(t), q = q(t), where p(t)x+q(t)y = 1 is the affine equation of the tangent
line to C at the point (x(t), y(t)). Therefore, we have
p(t) =
−y′(t)
x′(t)y(t)− x(t)y′(t) , q(t) =
x′(t)
x′(t)y(t)− x(t)y′(t) . (1.4)
Applying this formula two times we obtain Reflexivity Theorem once again.
Example 1.15 In analysis, there is a well-known duality between Banach
spaces Lp and Lq for
1
p +
1
q = 1, see, e.g., [Ru]. Let us give an algebraic
version of this duality.
Consider the curve X in C2 given by
xa + ya = 1, a > 1, a ∈ Q.
This curve, and its closure in P2, is usually called the Fermat curve (espe-
cially if a ∈ Z). If a 6∈ Z, this equation involves multivalued fractional power
functions, but it is possible to put this equation into the polynomial form. In
order to find the dual curve, we can use a parametric representation of X of
the form
x = t, y = a
√
1− ta.
Using (1.4) we get the parametric representation of the dual curve as follows:
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p = ta−1, q = (1− ta) a−1a .
The relation between p and q has the form
pb + qb = 1, where
1
a
+
1
b
= 1.
1.3.B The Legendre Transformation and Caustics
The projective duality is closely related to the Legendre transformation of
classical mechanics, and, therefore, is in some sense analogous to the du-
ality of the Lagrange and the Hamilton pictures of classical mechanics. To
illustrate this analogy it will be sufficient to recall the classical definition of
the Legendre transformation of real functions in one variable. Details can be
found in [Ar].
Suppose that y = f(x) is a smooth convex real function, f ′′(x) > 0.
The Legendre transformation of the function f is a new function g of a new
variable p, which is constructed in the following way. Consider the line y = px.
We take the point x = x(p) at which the graph of y = f(x) has a slope p (so
f ′(x(p)) = p), and define g(p) as g(p) = px(p) − f(x(p)). Equivalently, we
define x(p) as a unique point, where the function F (p, x) = px− f(x) has a
maximum with respect to x and define g(p) = F (p, x(p)).
The Legendre transformation is easily seen to be involutive. To see how it
is related to the dual curve, let us notice that the straight line y = G(x, p) =
xp− g(p) is nothing else but a tangent line to the graph of f with slope p.
To link projective duality and Legendre transformation we need a notion
of a caustic curve. To introduce it, let us express the projective duality entirely
in terms of the projective plane P2. By definition, a tangent line to a curve
C at some point x is the line that contains x and which is infinitesimally
close to the curve C near x. A point of P2
∗
is a line l ⊂ P2. A curve in
P2
∗
is a 1-parameter family of lines in P2. For example, a line in P2
∗
is a
pencil x∗ of all lines in P2 passing through a given point x ∈ P2. The dual
curve C∗ is a 1-parameter family of tangent lines to C. Suppose now that
C′ ⊂ P2∗ is some curve (some 1-parameter family of lines in P2). Let us find
a geometric interpretation of the dual curve C′∗ ⊂ P2. Take some line l ∈ C′.
The condition that x∗ is tangent to C′ at l means that the line l ∈ P2∗ is a
member of a family C′ and other lines from C′ near l are infinitesimally close
to the pencil of lines x∗. This is usually expressed by saying that x is a caustic
point for the family of lines C′. The set of all caustic points of the family of
lines C′ is usually called the caustic (or the envelope) of C′. This is nothing
else but the projectively dual curve C′
∗
. Now the Reflexivity Theorem means
that any curve C ⊂ P2 coincides with the caustic curve for the family of its
tangent lines. The “dual” form of this theorem is less intuitively obvious, it
means that any 1-parameter family of lines in P2 consists of tangent lines to
some curve C and this curve is a caustic curve for this family of lines. For
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(real) families of lines the caustic could be found (locally) with the help of
the Legendre transformation:
Theorem 1.16 Consider a family of real straight lines y = px− g(p). Then
its caustic curve has the equation y = f(x), where f is the Legendre trans-
formation of g.
This Theorem is, in fact, a version of the Reflexivity Theorem, see [Ar]
for the proof.
1.3.C Correspondence of Branches. Plu¨cker Formulas.
Even if a plane curve C ⊂ P2 is smooth, the dual curve C∗ ⊂ P2∗ almost
always has singularities. We have a natural map C → C∗, sending a point
p ∈ C to a tangent line l to C at p. This map is clearly a resolution of
singularities. In general, curves C and C∗ are birationally equivalent. Indeed,
consider the conormal variety IC ⊂ P2 × P2∗, the closure of the set of pairs
(p, l), p ∈ Csm, l ∈ C∗sm, l is tangent to C at p. Then, by Reflexivity
Theorem, I projects birationally both on C and C∗. Therefore, C and C∗ are
birationally equivalent, in particular, they have the same geometric genus g.
A line l which is tangent to C in at least two points, is a singular point of
C∗. It is known as the multiple tangent. If a multiple tangent l has exactly
two tangency points on C and the intersection multiplicity at each of them
is equal exactly to 2, then l is called the bitangent. A bitangent corresponds
to an ordinary double point of C∗.
If the tangent l = Tˆp at a non-singular point p ∈ C intersects C at p
with multiplicity ≥ 3, it is again a singular point on C∗. If the intersection
multiplicity is precisely 3, and l is not tangent to C at any other point, then
p is called an inflection point (or flex) of C. Then l is a cuspidal point (or
cusp) of C∗.
Now we may introduce a class of “generic” curves with singularities, which
is preserved by the projective duality. Namely, we say that a curve C is generic
if both C and C∗ have only double points and cusps as their singularities.
Suppose that C is generic in this sense. Let d, g, κ, δ, b, f be the degree,
the geometric genus, the number of cusps, the number of double points, the
number of bitangents, and the number of flexes of C. Let d∗, g∗, κ∗, δ∗, b∗, f∗
be the corresponding numbers for C∗ (d∗ is also sometimes called the class
of C). Then by Reflexivity Theorem we have the following
Proposition 1.17 g = g∗, κ = f∗, δ = b∗, b = δ∗, f = κ∗.
It turns out that there is another remarkable set of equations linking
these numbers, that was discovered by Plu¨cker and Clebsch. The proof can
be found in [GH].
Theorem 1.18
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g =
1
2
(d∗ − 1)(d∗ − 2)− b− f,
g =
1
2
(d− 1)(d− 2)− δ − κ,
d = d∗(d∗ − 1)− 2b− 3f,
d∗ = d(d− 1)− 2δ − 3κ.
Example 1.19 Let C ⊂ P2 be a smooth conic. In homogeneous coordinates
x1, x2, x3, the curve C is given by
(Ax, x) =
3∑
i,j=1
aijxixj = 0,
where A = ||aij || is a non-degenerate symmetric 3× 3-matrix. It is clear that
the tangent line to C at a point x0 ∈ C is given by the equation (Ax0, x) = 0.
Hence the point ξ ∈ P2∗ corresponding to this tangent line has homogeneous
coordinates Ax0, which implies (A
−1ξ, ξ) = 0. Therefore, C∗ ⊂ P2∗ is also a
smooth conic defined by the inverse matrix A−1.
Example 1.20 Let C ⊂ P2 be a smooth cubic curve. By Bezout Theorem, C
is automatically generic and Plu¨cker formulas are always applicable. C has no
bitangents and has exactly 9 flexes. The dual curve C∗ is a very special curve
of degree 6 with 9 cusps and no double points. Schla¨ffli has found a beautiful
determinantal formula for C∗. Let x1, x2, x3 be homogeneous coordinates
in P2 and p1, p2, p3 the dual coordinates in P2
∗
. Let f(x1, x2, x3) = 0 be
the homogeneous equation of C and F (p1, p2, p3) = 0 be the homogeneous
equation of C∗. Consider the polynomial
V (p, x) =
∣∣∣∣∣∣∣∣∣
0 p1 p2 p3
p1
∂2f
∂x1∂x1
∂2f
∂x1∂x2
∂2f
∂x1∂x3
p2
∂2f
∂x2∂x1
∂2f
∂x2∂x2
∂2f
∂x2∂x3
p3
∂2f
∂x3∂x1
∂2f
∂x3∂x2
∂2f
∂x3∂x3
∣∣∣∣∣∣∣∣∣ .
Clearly V (p, x) has degree 2 in x. Then Schla¨ffli’s formula is as follows:
Theorem 1.21
F (p1, p2, p3) =
∣∣∣∣∣∣∣∣∣
0 p1 p2 p3
p1
∂2V
∂x1∂x1
∂2V
∂x1∂x2
∂2V
∂x1∂x3
p2
∂2V
∂x2∂x1
∂2V
∂x2∂x2
∂2V
∂x2∂x3
p3
∂2V
∂x3∂x1
∂2V
∂x3∂x2
∂2V
∂x3∂x3
∣∣∣∣∣∣∣∣∣
.
The proof can be found in [GKZ2].
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Example 1.22 Suppose that C ⊂ P2 is a generic smooth quartic curve.
By applying Plu¨cker formulas we see that C has genus 3, 24 flexes, and 28
bitangents. There are two known visual descriptions of these bitangents. The
first classical approach is to realize the quartic curve as a ‘shade’ of a cubic
surface in P3. Namely, suppose that S ⊂ P3 is a generic cubic surface, x ∈ S
is a generic point. Consider the projective plane P2 of lines in P3 passing
through x. Then lines l ∈ P2 that are tangent to S form a quartic curve C.
The 28 bitangents then coincide with projections of 27 lines on S plus one
extra line: the projectivization of a tangent space TxS.
Another classical description is less known but it is more in style of these
notes. Consider a generic 3-dimensional linear system L of quadrics in P3
(an element of Gr(3, S2(C4)∗). Then singular members of this linear system
form a quartic curve in P(L) = P2. It can be shown that any generic quartic
curve can be obtained this way (for example by calculating the differential
at a generic point of the map from linear systems to quartic forms). By the
Bezout theorem L has 23 = 8 base points in P3. For any two base points p, q
let lpq ⊂ P(L) be the line formed by all quadrics that contain not only points
p and q, but also a line [pq] connecting them. Therefore, we have 28 lines
lpq ⊂ P(L). Let us show that these lines are bitangents to C.
Fix a basis {e1, e2, e3, e4} in C4 such that e1 belongs to p and e2 belongs
to q. Then quadrics from lpq have the form
G =
(
0 AT
A B
)
,
therefore,
detG = (detA)2.
This exactly means that lpq intersects C in two double points, i.e. lpq is a
bitangent to C.
1.4 Projections and Linear Normality
1.4.A Projections
Let P = P(V ) be an n-dimensional projective space and L ⊂ P a projective
subspace of dimension k, L = P(U), U ⊂ V . The quotient projective space
P/L = P(V/U) has, as points, (k+1)-dimensional projective subspaces in P
containing L. The projection with center L is the map πL : P \ L → P/L
which takes any point x ∈ P \ L to the (k + 1)-dimensional projective sub-
space spanned by x and L. In other words, it corresponds to the projection
V → V/U . Classically, both P/L and πL can be visualized inside the initial
projective space P . Namely, P/L can be identified with any (n − k − 1)-
dimensional projective subspace H ⊂ P not intersecting L. Then πL sends
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any point x ∈ P \ L to the unique intersection point of H and (k + 1)-
dimensional projective subspace spanned by x and L. Clearly, the dual pro-
jective space (P/L)
∗
is canonically embedded in P ∗ as the set of hyperplanes
containing L, so it coincides with L∗, the dual variety of L.
Theorem 1.23
(a) Let X ⊂ P = P(V ) be an algebraic subvariety not intersecting the pro-
jective subspace L = P(U) and such that dimX < dimP/L. Then
(πL(X)
∗ ⊂ L∗ ∩X∗.
The discriminant ∆πL(X) (as a polynomial on (V/U)
∗ ⊂ V ∗) is a factor
of the restriction of ∆X to (V/U)
∗.
(b) Suppose further that πL : X → πL(X) is an isomorphism. Then
(πL(X)
∗
= L∗ ∩X∗, and ∆πL(X) = ∆X |(V/U)∗ .
Proof. A hyperplane in P/L is just a hyperplane in P containing L. It is
clear that if a hyperplane H ⊂ P/L is tangent to πL(X) at some smooth
point y = πL(x), where x ∈ X is also smooth, then H as a hyperplane in P
is tangent to X at x. This proves (a).
Suppose now that πL is an isomorphism. The same argument as above
also shows that if X∗0 ⊂ X∗ (resp. πL(X)∗0 ⊂ πL(X)∗) is a dense subset of hy-
perplanes tangent to X (resp. πL(X)) at some smooth point then πL(X)
∗
0 =
L∗ ∩X∗0 , since πL induces an isomorphism of smooth loci Xsm → πL(X)sm.
Moreover, it is clear that at a generic point of πL(X)
∗
0 varieties L
∗ and X∗0
intersect transversally. Since X∗ = X∗0 and πL(X)
∗ = πL(X)∗0, in order to
prove (b) it suffices to show that L∗ ∩ X∗ = L∗ ∩X∗0 . Here the assumption
that πL is an isomorphism is crucial, because otherwise critical points of πL
may produce extra components of L∗ ∩X∗.
We need to show that if H(t) is a 1-parameter family of hyperplanes such
that for t 6= 0 the hyperplane H(t) is tangent to X at some smooth point
x(t) and H(0) contains L, then there exists another 1-parameter family H ′(t)
such that H ′(0) = H(0) and for t 6= 0 the hyperplane H ′(t) is tangent to X
at x(t) and contains L. Since X is projective, hence compact, we can suppose
that the limit x(0) = limt→0 x(t) exists. However, x(0) may be a singular
point of X . Let Tˆx(0)X be an embedded Zariski projective tangent space to
X at x(0). Since πL is an isomorphism, it induces an isomorphism of Zariski
tangent spaces. Therefore Tˆx(0)X does not intersect L. Let T0 ⊂ Tˆx(0)X be
a limit position of embedded tangent Zariski spaces Tt = Tˆx(t)X as t → 0.
Then for any t the projective subspace Tt does not intersect L. Therefore
we may consider a family T ′t of (dimL + dimX + 1)-dimensional projective
subspaces such that for any t we have L ⊂ T ′t and for t 6= 0 the subspace T ′t is
tangent to X at x(t). Namely, T ′t is a projective subspace spanned by L and
Tt. Since dimX < dimP/L, we can embed T
′
t into a family of hyperplanes
H ′t with same properties. ⊓⊔
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1.4.B Linear Normality
Definition 1.24 The projective variety X ⊂ Pn is called non-degenerate if
X is not contained in any hyperplane H .
The next theorem shows that we may restrict ourselves to non-degenerate
varieties while studying dual varieties and discriminants. First we shall need
the following definition. We recall from a previous section that if Pk = L ⊂ Pn
is a projective subspace then a dual projective space Pk
∗
is not canonically
embedded in Pn∗, but (by some abuse of notation) is canonically isomorphic
to the quotient projective space Pn∗/L∗, where L∗ is a projective subspace
of Pn∗ projectively dual to L. However, if Y ⊂ Pk∗ is any subvariety then we
can canonically define a cone over Y with vertex L∗ as the closure π−1L∗ (Y ).
Theorem 1.25 Let X ⊂ Pn be an irreducible subvariety.
(a) Assume that X is contained in a hyperplane H = Pn−1. If X∗′ is the
dual variety of X, when we consider X as a subvariety of Pn−1, then X∗
is the cone over X∗′ with vertex p corresponding to H.
(2) Conversely, if X∗ is a cone with vertex p, then X is contained in the
corresponding hyperplane H.
Proof. If H ′ 6= H is a tangent hyperplane of X then H ∩ H ′ is a tangent
hyperplane of X in Pn−1. Conversely, if T is a tangent hyperplane of X in
Pn−1 then each hyperplane H ′ in Pn containing T is tangent to X . Therefore,
X∗ is the cone over X∗′. This proves (a).
By Reflexivity Theorem, we also have (b). Namely, each hyperplane which
is tangent to X∗ at a smooth point necessarily contains p. ThereforeX = X∗∗
is contained in the hyperplane corresponding to p. ⊓⊔
In terms of discriminants, Theorem 1.25 can be reformulated as follows.
Consider a surjection π : V → U of vector spaces and consider P(V ∗), P(U∗).
Then we have an embedding i : P(U∗) →֒ P(V ∗). Let X ⊂ P(U∗). Then ∆X
is a polynomial function on U . If we consider X as a subvariety in P(V ∗)
then ∆i(X) is a function on V . By Theorem 1.25 these polynomial functions
are related as follows:
∆i(X)(f) = ∆X(π(f)).
In other words, ∆i(X) does not depend on some of the arguments and forget-
ting these arguments gives ∆X .
Theorems 1.23 and 1.25 show that in order to study dual varieties and
discriminants we need to consider only projective varieties X that are non-
degenerate and not equal to a non-trivial projection. These projective va-
rieties are called linearly normal. To give a more intrinsic definition of lin-
early normal varieties we need to recall the correspondence between invertible
sheaves, linear systems, and projective embeddings.
An invertible sheaf on an irreducible algebraic variety X is simply the
sheaf of sections of some algebraic line bundle. For example, the structure
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sheaf of regular functions OX corresponds to the trivial line bundle. Usu-
ally we shall not distinguish notationally between invertible sheaves and line
bundles. Invertible sheaves form the group Pic(X) with respect to the tensor
product.
A Cartier divisor onX is a family (Ui, gi), i ∈ I, where Ui are open subsets
of X coveringX , and gi are rational functions on Ui such that gi/gj is regular
on each intersection Ui ∩ Uj. The functions gi are called local equations of
the divisor. More precisely, a Cartier divisor is an equivalence class of such
data. Two collections (Ui, gi) and (U
′
i , g
′
i) are equivalent if their union is still
a divisor. Cartier divisors can be added, by multiplying their local equations.
Thus they form a group, denoted by Div(X).
If each local equation gi is regular on Ui, then we say that the divisor D is
effective, and we write D ≥ 0. The subschemes {gi = 0} of the Ui can then be
glued together into a subscheme of X , also denoted by D. Therefore, effective
Cartier divisors can be identified with subschemes of X that are locally given
by one equation. Any non-zero rational function f ∈ C(X) determines a
Cartier divisor (f) which is said to be principal. Principal divisors form a
subgroup of Div(X).
Let KX denote the sheaf of rational functions on X , KX(U) = C(U). To
every Cartier divisor D = (Ui, gi)i∈I we can attach a subsheaf OX(D) ⊂ KX .
Namely, on Ui it is defined as g
−1
i OUi . On the intersection Ui∩Uj the sheaves
g−1i OUi and g−1j OUj coincide, since gi/gj is invertible. Therefore these sheaves
can be pasted together into a sheaf OX(D) ⊂ KX . For instance, OX(0) = OX
and OX(D1 + D2) = OX(D1) ⊗ OX(D2). The sheaves OX(D) are invert-
ible. In fact, multiplication by gi defines an isomorphism (“trivialization”)
OX(D)|Ui ≃ OUi . Therefore, we have a homomorphism Div(X) → Pic(X).
This homomorphism is surjective and its kernel consists of principal divisors.
A non-zero section of OX(D) is a rational function f on X such that the
functions fgi are regular on the Ui, in other words, such that the divisor
(f) +D is effective. If D itself is effective, the sheaf OX(D) has a canonical
section sD, which corresponds to the constant function 1. By contrast, the
sheaf OX(−D), for D effective, is an ideal sheaf in OX . It defines D as
a subscheme. The sections of invertible sheaves define some divisors. Let
s ∈ H0(X,L) be a non-trivial global section of an invertible sheaf L. After
choosing some trivializations φi : LUi ≃ OUi on a covering (Ui), we obtain
an effective divisor (Ui, φi(si)), which we denote by div(s,L). For instance, if
D is effective, the canonical section sD of the sheaf O(D) defines D. Thus we
have established the possibility to define any effective divisor by one equation
s = 0, keeping in mind that s is not a function, but a section of an invertible
sheaf. If s′ is another non-zero global section of L then the divisors div(s′,L)
and div(s,L) differ by the divisor of a rational function s/s′. One also says
that they are linearly equivalent.
Example 1.26 Let us recall the construction of invertible sheaves on pro-
jective spaces P(V ). All these sheaves have the form O(d), where O(d) is
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the sheaf of degree d homogeneous functions on P(V ). More precisely, let
π : V \ {0} → P(V ) be the canonical projection. If U ⊂ P(V ) is a Zariski
open set, then the sections of O(d) over U are, by definition, regular func-
tions f on π−1(U) ⊂ V , which are homogeneous of degree d, f(λv) = λdf(v).
It is well-known that these sheaves are invertible and any invertible sheaf
has the form O(d) for some d. For example, O(−1), as a line bundle, is the
tautological line bundle, the fiber of O(−1), as a line bundle, over a point
of P(V ) represented by a 1-dimensional subspace l is l itself. If d < 0 then
H0(P,O(d)) = 0. If d ≥ 0 thenH0(P,O(d)) = SdV ∗, homogeneous polynomi-
als of degree d. For any non-zero s ∈ H0(P,O(d)) the corresponding effective
divisor div(s,O(d)) is just the hypersurface defined by the polynomial s. In
particular, hyperplanes in P correspond to global sections of O(1).
Suppose now that X is a projective variety in Pn. Then any sheaf O(d)
can be restricted on X , thus we get a sheaf OX(d) for any d. In particular,
we have a restriction homomorphism of global sections:
V ∗ = H0(Pn,O(1)) res→H0(X,OX(1)).
Clearly this map is not injective if and only if X is degenerate. So suppose
now that X is non-degenerate. In general, map res is not surjective. Its image
is a vector subspaceW ⊂ H0(X,OX(1)) with the following obvious property:
for any x ∈ X there exist some section s ∈ W such that s(x) 6= 0. Clearly
divisors of the form div(s,OX(1)), s ∈ W are just hyperplane sections X ∩H
for various hyperplanes H .
In general, if X is any variety with invertible sheaf L then any family of
divisors |W | of the form div(s, Λ), where s ∈ W ⊂ H0(X,L), dimW < ∞,
is called a linear systems of divisors. If X is projective (or just complete)
then H0(X,L) is finite-dimensional and we can take W = H0(X,L). The
corresponding linear system is called complete. It is denoted by |L|, or by |D|
if L = O(D). Every effective divisor that is linearly equivalent to D appears
in |D|, and exactly once.
A linear system W is called base-point free if the intersection of all its
divisors is empty, or, equivalently, if for any x ∈ X there exists some s ∈ W
such that s(x) 6= 0. As we have seen, if X ⊂ P(V ) is a projective variety
then the image of res : V ∗ → H0(X,OX(1)) defines a base-point free lin-
ear system. It turns out that any base-point free linear system |W | defines
a morphism into a projective space. Namely, for any x ∈ X we have a hy-
perplane Γ (x) ⊂ W consisting of all sections vanishing at x. Therefore, we
have a regular map Γ : X → P(W ∗). If Γ is an embedding then we see that
W is identified with the image of a restriction map W → H0(X,OX(1)) and
OX(1) is identified with L. So, we need a final definition.
Definition 1.27 A linear system |W | is called very ample if it defines an
embedding in a projective space. An invertible sheaf L is called very ample if
the complete linear system |L| is very ample. L is called ample if some tensor
power L⊗m, m > 1, is very ample.
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In particular, we see that non-degenerate projective embeddings of X are
in a 1− 1 correspondence with very ample linear systems of divisors.
Now we can describe linearly normal varieties.
Theorem 1.28 A projective variety X ⊂ P(V ) is linearly normal if and
only if the restriction homomorphism res : V ∗ → H0(X,OX(1)) is an iso-
morphism if and only if the embedding X ⊂ P(V ) is given by a complete
linear system corresponding to some very ample invertible sheaf L on X.
Proof. Clearly res is injective if and only ifX is non-degenerate. Suppose that
res is not surjective. Then the linear system |OX(1)| gives a non-degenerate
embedding of X to a higher-dimensional vector space H0(X,OX(1)). The
initial embedding is obtained from this one by the projection with center
P(Ann(Im(res))). Conversely, ifX can be obtained as a non-trivial isomorphic
projection of a non-degenerate variety X˜ in a larger projective space P(U)
then we have a proper embedding V ∗ ⊂ U∗. The map U∗ → H0(X,OX˜(1)),
given by restricting linear functions from P(U) to X˜, is an injection, since X˜
is non-degenerate. Thus the map res is not surjective, being the composition
V ∗ →֒ U∗ → H0(X,OX(1)). ⊓⊔
We see that in order to study dual varieties and discriminants we can
restrict ourselves to linearly normal varieties.
Definition 1.29 A pair (X,L) of a projective variety and a very ample
invertible sheaf on it is called the polarized variety.
Any polarized variety admits a canonical embedding in a projective space
with a linearly normal image, namely, the embedding given by the complete
linear system |L|. Therefore we may speak about dual varieties, defect, dis-
criminants, etc. of polarized varieties without any confusion.
1.5 Dual Varieties of Smooth Divisors
Suppose that X ⊂ PN is a smooth projective variety. The following theorem
allows to find the defect of smooth hyperplane or hypersurface sections of X .
Theorem 1.30 ([E2, HK, Ho1])
(a) Assume that Y = X ∩H is a smooth hyperplane section of X. Then
def Y = max{0, defX − 1}.
Moreover, if X∗ is not a hypersurface, then the dual variety Y ∗ is the
cone over X∗ with H as a vertex.
(b) Assume that Y is a smooth divisor corresponding to a section of OX(d)
for d ≥ 2. Then def Y = 0.
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Proof. Consider the conormal variety
IX = P(N
∗
XP
N (1)) ⊂ PN × PN ∗
and the following diagram of projections
PN ⊃ X π1← IX π2→X∗ ⊂ PN ∗.
We use notation OIX (a, b) for the line bundle π∗1OX(a) ⊗ π∗2OX∗(b). We
will need the notion of the tautological line bundle on a projective bundle.
Let E be a vector bundle on X . We consider the variety XE = P(E∗), the
projectivization of the bundle E∗. There is a projection p : EX → X whose
fibers are projectivizations of fibers of E∗, and a projection π : E∗\X → XE ,
whereX is embedded into the total space of E∗ as the zero section. We denote
by ξ(E) the tautological line bundle on XE defined as follows. For open
U ⊂ XE, a section of ξ(E) over U is a regular function on π−1(U) which is
homogeneous of degree 1 with respect to dilations of E∗. The restriction of
ξ(E) to every fiber p−1(x) = P(E∗x) is the tautological line bundle O(1) of
the projective space P(E∗x). For example, OIX (0, 1) is the tautological line
bundle of P(N∗XP
N (1)).
Suppose that Y is a smooth member of a linear system |OX(d)|. Clearly
we have NYX = OY (d). Consider the following exact sequence
0→ OY (d− 1)→ NY PN (−1)→ NXPN(−1)|Y → 0.
Let D = P(N∗XP
N (1)|Y ). Then there is a natural embedding of D as a divisor
in IY = P(N∗Y P
N (1)). We see that OIY (D) ≃ OIY (1 − d, 1).
We shall study the following diagram
PN
∗ ⊃ Y ∗ ⊃ π2(D) ⊂ X∗ ⊂ PN ∗xπ2 xπ2 xπ2
IY ⊃ D ⊂ IXyπ1 yπ1 yπ1
PN ⊃ Y = Y ⊂ X ⊂ PN
Consider the morphism g given by the complete linear system |OIY (0, 1)|.
Since π∗2OY ∗(1) = OIY (0, 1), we can regard Y ∗ as the linear projection of
g(IY ). Thus dimY
∗ = dim g(IY ).
(a) Assume that d = 1. Then OIY (0, 1) = OIY (D). Therefore g(D) is a
hyperplane section of g(IY ) and
dim g(D) = dimπ2(D) = dimY
∗ − 1.
Therefore it is sufficient to prove that
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(A) If def X = k > 0, then dimπ2(D) = dimX
∗.
(B) If def X = 0 then dimπ2(D) = dimX
∗ − 1.
For any q ∈ X∗ the preimage π−12 (q) is isomorphic to the contact locus
of the hyperplane q = 0 and X . Therefore, dimπ−12 (q) ≥ def X and for
generic q ∈ X∗ we have an equality. Therefore, if def X = k > 0 then
dimD ∩ π−12 (q) > 0 and (A) follows. Moreover, we see that any hyperplane
tangent to X is also tangent to Y , therefore, Y ∗ is a cone over X∗ with
the vertex H . Suppose now that defX = 0. Then π2 is birational, and, by
the same argument as above, dimπ2(D) ≤ dimX∗− 1. Moreover, if Y passes
through a point x ∈ X such that there exists a hyperplaneH ∈ X∗sm tangent
to X at x then, in fact, dim π2(D) = dimX
∗− 1. This proves (B) for generic
hyperplane sections and, hence, for arbitrary smooth hyperplane sections by
a standard argument.
(b) Assume d ≥ 2. We claim that g|IY \D is one to one, and, therefore,
dim Y ∗ = dim g(IY ) = dim IY = N − 1 and Y ∗ is a hypersurface. Indeed, let
y1 and y2 be two distinct points in IY \D. We need to show that the linear
system |OIY (0, 1)| separates y1 and y2. If π1(y) = π1(y2) then π2(y1) 6= π2(y2)
because π2 maps π
−1
1 (π1(y1)) isomorphically to a projective subspace in Y
∗.
So we may assume that π1(y1) 6= π1(y2). Then we can find a hypersurface
S of degree d − 1 in PN which will contain π1(y1) but not π1(y2). Recall
that OIY (D) ≃ OIY (1 − d, 1). Therefore, D + π−11 (S) ∈ |OIY (0, 1)|. But
y1 ∈ D + π−11 (S) and y2 6∈ D + π−11 (S). ⊓⊔
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2. Dual Varieties of Algebraic Group Orbits
Preliminaries
It is quite difficult to find the explanation of the following phenomenon: most
interesting discriminants and dual varieties appear when the projective vari-
ety X is either homogeneous or a closure of a homogeneous variety. There are
three known big classes of examples: projective embeddings of flag varieties,
algebraic groups acting on projective spaces with finitely many orbits, and
projective embeddings of torical varieties. The last case leads to the theory of
A-discriminants studied in detail in the beautiful book [GKZ2] and omitted
here.
2.1 Polarized Flag Varieties
2.1.A Definitions and Notations
Let G be a connected simply-connected semisimple complex algebraic group
with a Borel subgroup B and a maximal torus T ⊂ B. Let P be the char-
acter group of T (the weight lattice). Let ∆ ⊂ P be the set of roots of G
relative to T . To every root α ∈ ∆ we can assign the 1-dimensional unipotent
subgroup Uα ⊂ G. We define the negative roots ∆− as those roots α such
that Uα ⊂ B. The positive roots are ∆+ = ∆ \ ∆− = −∆−. Let Π ⊂ ∆+
be simple roots, Π = {α1, . . . , αn}, where n = rankG = dim T . Any root
α ∈ ∆ is an integral combination∑i niαi with nonnegative ni (for α ∈ ∆+)
or nonpositive ni (for α ∈ ∆−). If G is simple then we use the Bourbaki
numbering [Bo] of simple roots.
The weight lattice P is generated as a Z-module by the fundamental
weights ω1, . . . , ωn dual to the simple roots under the Killing form
〈ωi|αj〉 = 2(ωi, αj)
(αj , αj)
= δij .
A weight λ =
∑
i niωi is called dominant if all ni ≥ 0. We denote the dom-
inant weights by P+. Dominant weights parametrize finite-dimensional irre-
ducible G-modules: to any λ ∈ P+ we assign an irreducible G-module Vλ
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with highest weight λ. A weight λ =
∑
i niωi is called strictly dominant if all
ni > 0. We denote the strictly dominant weights by P++. There is a partial
order on P : λ > µ if λ − µ is an integral combination of simple roots with
nonnegative coefficients. If λ ∈ P+ then we denote by λ∗ ∈ P+ the highest
weight of the dual G-module V ∗λ . LetW be the Weil group of G relative to T .
If w0 ∈ W is the longest element then λ∗ = −w0(λ).
The character group of B is identified with a character group of T . There-
fore, for any λ ∈ P we can assign a 1-dimensional B-module Cλ, where B
acts on Cλ by a character λ. Now we can define the twisted product G×BCλ
to be the quotient of G× Cλ by the diagonal action B:
b · (g, z) = (gb−1, λ(b)z).
Projection onto the first factor induces the map G ×B Cλ → G/B, which
realizes the twisted product as an equivariant line bundle Lλ on G/B with
fiber Cλ. It is well-known that the correspondence λ→ Lλ is an isomorphism
of P and Pic(G/B). Lλ is ample if and only if Lλ is very ample if and only if
λ ∈ P++. By the Borel–Weil–Bott theorem [Bot], for strictly dominant λ the
vector space of global sections H0(G/B,Lλ) is isomorphic as a G-module to
Vλ, the irreducible G-module with highest weight λ. The embedding G/B ⊂
P(Vλ∗) identifies G/B with the projectivization of the cone of highest weight
vectors. The dual variety (G/B)
∗
therefore lies in P(Vλ) and parametrises
global sections s ∈ H0(G/B,Lλ) such that the scheme of zeros Z(s) is a
singular divisor.
More generally, consider any flag variety of the form G/P , where P ⊂ G
is an arbitrary parabolic subgroup. The subgroup P ⊂ G is called parabolic
if G/P is a projective variety. P is parabolic if and only if it contains some
Borel subgroup. Up to conjugacy, me may assume that P contains B. The
combinatorial description is as follows. Let ΠP ⊂ Π be some subset of simple
roots. Let ∆+P ⊂ ∆+ denote the positive roots that are linear combinations
of the roots in ΠP . Then P is generated by B and by the root groups Uα for
α ∈ ∆+P . We denote Π \ΠP by ΠG/P and ∆+ \∆+P by ∆+G/P . A parabolic
subgroup is maximal if and only if ΠG/P is a single simple root.
The fundamental weights ωi1 , . . . ωik dual to the simple roots in ΠG/P
generate the sublattice PG/P of P . We denote P+ ∩ PG/P by P+G/P . The
subset P++G/P ⊂ P+G/P consists of all weights λ =
∑
nkωik such that all
nk > 0. Any weight λ ∈ PG/P defines a character of P , and therefore a line
bundle Lλ on G/P . Then the following is well-known.
– The correspondence λ→ Lλ is an isomorphism of PG/P and Pic(G/P ). In
particular, Pic(G/P ) = Z if and only if P is maximal.
– Lλ is ample if and only if Lλ is very ample if and only if λ ∈ P++G/P .
– If λ ∈ P+G/P then the linear system corresponding to Lλ is base–point free.
The corresponding map given by sections is a factorization G/P → G/Q,
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where Q is a parabolic subgroup such that ΠQ is a union of ΠP and all
simple roots in ΠG/P orthogonal to λ.
– For strictly dominant λ ∈ P++G/P the vector space of global sections
H0(G/P,Lλ) is isomorphic as a G-module to Vλ, the irreducible G-module
with highest weight λ.
The embedding G/P ⊂ P(Vλ∗) identifies G/P with the projectivization
of the cone of highest weight vectors. The dual variety (G/P )
∗
therefore lies
in P(Vλ) and parametrises global sections s ∈ H0(G/P,Lλ) such that the
scheme of zeros Z(s) is a singular divisor.
2.1.B Basic Examples
Example 2.1 (Projective spaces and Grassmanians) Let V = Cn be
a finite-dimensional vector space, G = SL(V ). The projective space P(V ) is
identified with a flag variety G/P , where P is the normalizer in G of a line
in V . P is a maximal parabolic subgroup, therefore Pic(P(V )) = Z. All line
bundles on P(V ) have a form O(d) for d ∈ Z. The line bundle O(d) is ample
if and only if it is very ample if and only if d > 0. In this case H0(P(V ),O(d))
is canonically isomorphic to SdV ∗. The embedding P(V ) ⊂ P(SdV ) is called
the Veronese embedding. It assigns to a line spanned by v ∈ V the line in
SdV spanned by vd. The zero scheme Z(s) of the global section s ∈ Sd(V ∗)
are just the hypersurface in P(V ) of degree d given by s = 0. Therefore, the
dual variety in this case parametrises singular hypersurfaces. In particular,
the corresponding discriminant is the classical discriminant of a homogeneous
form of degree d in n variables.
The Grassmanian Gr(k, V ) of k-dimensional vector subspaces of V is a
flag variety G/P , where P is the normalizer in SL(V ) of a k-dimensional
subspace in V . The k-dimensional subspaces in V are in the bijective corre-
spondence with (k − 1)-dimensional subspaces in P(V ). Having this in mind
we shall sometimes write Gr(k − 1,P(V )) instead of Gr(k, V ). The Grass-
manian Gr(k, V ) carries a natural equivariant vector bundle S, called the
tautological vector bundle. The fiber of S over a k-dimensional linear sub-
space U ⊂ V is U itself. Therefore, S is a subbundle of the trivial bundle
Gr(k, V )× V with fiber V at each point.
P is a maximal parabolic subgroup corresponding to the fundamental
weight ωk, therefore Pic(Gr(k, V )) = Z. The ample generator of Pic(Gr(k, V ))
is the line bundle ΛkS∗. The corresponding embedding is called the Plu¨cker
embedding, Gr(k, V ) ⊂ P(ΛkV ). Namely, if U ∈ Gr(k, V ), u1, . . . , uk is any
basis of U then U 7→ [u1∧. . .∧uk]. The discriminant of the Plu¨cker embedding
was studied by Lascoux [Las]. Clearly, all minimal flag varieties of SL(V ) are
isomorphic to Grassmanians.
The tangent space to Gr(k, V ) at the point U is a vector space with an
additional structure. Namely, it is easy to verify the natural isomorphism
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TU Gr(k, V ) = Hom(U, V/U) = U
∗ ⊗ V/U.
In particular, the tangent bundle T Gr(k, V ) is canonically isomorphic to
S∗⊗(V/S). Notice also that Gr(k, V ) ≃ Gr(n−k, V ∗). Namely, any subspace
U ∈ Gr(k, V ) maps to its annihilator AnnU ∈ Gr(n− k, V ∗).
Example 2.2 (Spinor varieties) Let V = Cn be a vector space equipped
with a non-degenerate symmetric scalar product Q or a non-degenerate
symplectic form ω (n should be even in this case). Let G = SO(V ) or
G = Sp(V ), respectively. For any k ≤ n/2 let GrQ(k, V ) (resp. Grω(k, V ))
denote the isotropic Grassmanian of k-dimensional isotropic subspaces. Re-
call that a subspace U ⊂ V is called isotropic if for any v1, v2 ∈ U we have
Q(v1, v2) = 0 (resp. ω(v1, v2) = 0). Then GrQ(k, V ) and Grω(k, V ) are pro-
jective G-equivariant varieties. It easily follows from the Witt theorem that
GrQ(k, V ) and Grω(k, V ) are irreducible homogeneous varieties (hence flag
varieties) in all cases except the symmetric case when n = 2k. In the lat-
ter case GrQ(k,C2k) consists of two homogeneous components Gr
+
Q(k,C
2k)
and Gr−Q(k,C
2k). These two varieties are in fact isomorphic to each other (as
algebraic varieties, not as algebraic varieties with the group G action). In-
deed, let s be any orthogonal reflection. Then s(Gr±Q(k,C
2k)) = Gr∓Q(k,C
2k).
Moreover, Gr±Q(k,C
2k) is isomorphic to GrQ(k − 1,C2k−1). To see this let
H = C2k−1 ⊂ C2k be any hyperplane such that the restriction of Q on H is
non-degenerate. Then we have obvious maps
Gr±Q(k,C
2k)→ GrQ(k − 1,C2k−1), U 7→ U ∩H.
It is easy to see that both maps are isomorphisms. The variety Gr±Q(k,C
2k)
is called the spinor variety, denoted by Sk.
The introduced varieties represent the complete list of minimal flag vari-
eties of groups SO(V ) and Sp(V ). Namely, Grω(k, V ), k = 1, . . . , n/2, is the
minimal flag variety of Sp(V ) corresponding to the fundamental weight ωk
(for example, Grω(1, V ) = P(V )). GrQ(k, V ), 0 < k < n/2, is the minimal
flag variety of SO(V ) corresponding to the fundamental weight ωk (for exam-
ple, GrQ(1, V ) is a quadric hypersurface in P(V )). Finally, Gr
±
Q(k,C
2k) is the
minimal flag variety of SO(C2k) corresponding to the fundamental weights
ωk−1 and ωk.
In particular, the Picard group of all these varieties is isomorphic to Z.
Let us describe the embedding corresponding to the ample generator of Z.
Consider the symplectic case G = Sp(V ) first. Then we have the Plu¨cker
embedding Grω(k, V ) ⊂ P(ΛkV ). However, ΛkV is reducible as Sp(V )-
module, it contains the submodule ω ∧ Λk−2V . The complement Λk0V of
this submodule is an irreducible module with highest weight ωk. The Plu¨cker
embedding in fact gives the embedding of Grω(k, V ) in P(Λk0V ) as the projec-
tivization of the cone of highest weight vectors. This embedding corresponds
to the ample generator of the Pickard group.
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Now consider the orthogonal case G = SO(V ). Then we have the Plu¨cker
embedding GrQ(k, V ) ⊂ P(ΛkV ). Suppose first that k < m if n = 2m + 1
or k < m − 1 if n = 2m. Then ΛkV is irreducible as G-module and has
the highest weight ωk. Therefore, this embedding corresponds to the ample
generator of the Pickard group.
Finally, the embedding of the spinor variety Sm corresponding to the
ample generator of the Pickard group can be described as follows. Let W be
the spinor representation of Spin(2m−1) or the half-spinor representation of
Spin(2m) (they are isomorphic with respect to the embedding Spin(2m−1) ⊂
Spin(2m)). Then Sm embeds into P(W ) as the projectivization of the highest
weight vector orbit.
To give a more precise model, let us recall the definition of the half-spinor
representation. Let V = C2m be an even-dimensional vector space with a non-
degenerate symmetric scalar product Q. Let Cl(V ) be the Clifford algebra
of V . Recall that Cl(V ) is in fact a superalgebra, Cl(V ) = Cl0(V )⊕ Cl1(V ),
where Cl0(V ) (resp. Cl1(V )) is a linear span of elements of the form v1 ·. . .·vr,
vi ∈ V , r is even (resp. r is odd). Then we have
Spin(V ) = {a ∈ Cl0(V ) | a = v1 · . . . · vr, vi ∈ V, Q(vi, vi) = 1}.
Spin(V ) is a connected simply-connected algebraic group.
Given a ∈ Cl(V ), a = v1 · . . . · vr, vi ∈ V , let a = (−1)rvr · . . . · v1. This
is a well-defined involution of Cl(V ). Using it, we may define an action R
of Spin(V ) on V by formula R(a)v = a · v · a. Then R is a double covering
Spin(V )→ SO(V ).
Let U ⊂ V be a maximal isotropic subspace, hence dimU = m. Take also
any maximal isotropic subspace U ′ such that U ⊕U ′ = V . For any v ∈ U we
define an operator ρ(v) ∈ End(Λ∗U) by the formula
ρ(v) · u1 ∧ . . . ∧ ur = v ∧ u1 ∧ . . . ur.
For any v ∈ U ′ we define an operator ρ(v) ∈ End(Λ∗U) by the formula
ρ(v) · u1 ∧ . . . ∧ ur =
r∑
i=1
(−1)i−1Q(v, ui) ∧ u1 ∧ . . . ui−1 ∧ ui+1 ∧ . . . ∧ ur.
These operators are well-defined and therefore by linearity we have a lin-
ear map ρ : V → End(Λ∗U). It is easy to check that for any v ∈ V we
have ρ(v)2 = Q(v, v) Id. Therefore we have a homomorphism of associative
algebras Cl(V ) → End(Λ∗U), i.e., Λ∗U is a Cl(V )-module, easily seen to be
irreducible. Therefore, Λ∗U is also a Spin(V )-module, now reducible. How-
ever, the even part ΛevU is an irreducible Spin(V )-module, called the half-
spinor module S+. Now let us describe the embedding of the spinor variety
Sm ⊂ P(S+). This embedding will correspond to the ample generator of
Pic(Sm). By definition, Sm is an SO(V )-orbit of a fixed maximal isotropic
subspace, say U ′. We claim that the normalizer of U ′ in Spin(V ) (acting
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on V via the representation R) is equal to the normalizer of 1 ∈ ΛevU in
Spin(V ) (acting on Λev via the representation ρ). This will show that Sm is
naturally isomorphic to the projectivization of the orbit of 1 in the half-spinor
representation. Consider the map
Ψ : V × ΛevU → ΛoddU, (v, w) 7→ ρ(v)w.
Spin V acts on V via the representation R and on Λev and Λodd via the
representation ρ. We claim that Ψ is Spin(V )-equivariant. Indeed, for any
g ∈ Spin(V ) we have
Ψ(R(g)v, ρ(g)w) = ρ(R(g)v)(ρ(g)w) = ρ(gvg)(ρ(g)w)
= ρ(gvgg)w = ρ(g)(ρ(v)w) = ρ(g)Ψ(v, w),
since gg = 1. It is easy to check that Ψ(U ′, 1) = 0 and if for any v ∈ U ′ we
have Ψ(v, w) = 0 then w = λ1 for some λ ∈ C. Suppose now that g ∈ Spin(V )
normalizes 1 ∈ ΛevU . Then for any v ∈ U ′ we have
Ψ(R(g)v, ρ(g)1) = ρ(g)Ψ(v, 1) = 0,
therefore g normalizes U ′. On the contrary, if g normalizes U ′ then for any
v ∈ U ′
0 = Ψ(R(g)(R(g−1)v), ρ(g)1) = Ψ(v, ρ(g)1),
therefore g normalizes 1 ∈ ΛevU .
Example 2.3 (Severi varieties) Let DR denote one of four division alge-
bras over R: real numbers R, complex numbers C, quaternions H, or octo-
nions O. Let D = DR ⊗R C be its complexification, therefore D is either C,
C ⊕ C, Mat2(C), or Ca (the algebra of complex Cayley numbers). All these
algebras have the standard involution. Let H3(D) denote the 3×3 Hermitian
matrices over D. If x ∈ H3(D) then we may write
x =
 c1 u1 u2u1 c2 u3
u2 u3 c3
 , ci ∈ C, ui ∈ D.
H3(D) is a Jordan algebra with respect to the operation x ◦ y = xy + yx
2
,
that is, for any a, b we have
a ◦ b = b ◦ a and ((a ◦ a) ◦ b) ◦ a = (a ◦ a) ◦ (b ◦ b),
see [J]. In case D = Ca this algebra is called the Albert algebra. The group of
automorphisms G = Aut(H3) is a semisimple algebraic group of type SO3,
SL3, Sp6, or F4, respectively. The action of G on H3 has two irreducible
components: scalar matrices and traceless matrices. It is possible to enlarge
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the group of automorphisms by considering the group of norm similarities.
Namely, H3(D) has a cubic form det defined by the formula
det(x) =
1
6
(
(Trx)3 + 2Tr(x3)− 3(Trx)Tr(x2)) .
The group of norm similarities G˜ is defined as a subgroup in SL(H3) pre-
serving det. G˜ is a semisimple algebraic group of type SL3, SL3× SL3, SL6,
or E6, respectively. The representation of G˜ on H3 is irreducible. The pro-
jectivization of the highest weight vector orbit is called the Severi variety
corresponding to D. One may think of Severi varieties as of complexifications
of projective planes over DR.
The Severi variety corresponding to Ca is the minimal flag variety of
E6 (corresponding to the fundamental weight ω1) embedded into P26 by the
ample generator of its Picard group. The corresponding elements of the Albert
algebra are known as elements of rank 1, see [J]. Other Severi varieties have
the following description.
If DR = R then H3 is equal to the Jordan algebra of symmetric 3 × 3
complex matrices and det is the standard determinant. G˜ = SL3 acts on
symmetric matrices as on quadratic forms, the Severi variety is the projec-
tivization of the cone of rank 1 symmetric matrices. Therefore, this Severi
variety is isomorphic to P2 in the second Veronese embedding.
If DR = C thenH3 is equal to the Jordan algebra of 3×3 complex matrices
and det is the standard determinant. G˜ = SL3× SL3 acts on matrices by left
and right multiplication, the Severi variety is the projectivization of the cone
of rank 1 matrices. Therefore, this Severi variety is isomorphic to P2 × P2 in
the Segre embedding.
If DR = H then H3 is equal to the Jordan algebra Λ2C6 with the multipli-
cation given by α1◦α2 = α1∧α2, where we identify Λ2C6 and Λ4C6 by means
of a standard symplectic form ω (it is easy to see that Λ4C6 = ω∧Λ2C6). The
function det is defined as det(α) = α∧α∧α (in the matrix form det is equal
to the Pfaffian of the skew-symmetric matrix corresponding to α). G˜ = SL6
acts on Λ2C6 traditionally. The Severi variety is the projectivization of the
variety of decomposable bivectors of the form u∧v, u, v ∈ C6. Therefore, this
Severi variety is isomorphic to Gr(2,C6) in the Plu¨cker embedding.
For DR equal to R, C, or H it is possible to define higher dimensional
Severi varieties in the same way (isomorphic to Pn in the second Veronese
embedding, Pn × Pn in the Segre embedding, or Gr(2,C2n+2) in the Plu¨cker
embedding). However, for DR = O only the case of 3 × 3 matrices makes
sense.
Example 2.4 (Adjoint varieties) For the adjoint representation of SLn =
SL(V ) there is a natural notion of the discriminant defined as follows. For any
operator A ∈ sl(V ) let PA = det(t Id−A) be the characteristic polynomial.
Then its discriminant, D(A) = D(PA) is a homogeneous form on sl(V ) of
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degree n2 − n. Clearly D(A) 6= 0 if and only if all eigenvalues of A are
distinct, that is, if A is a regular semisimple operator. This notion can be
carried over any simple Lie algebra. Before doing that, notice that D(A) can
be also defined as follows. Consider the characteristic polynomial
QA = det(t Id− ad(A)) =
n2−1∑
i=0
tiDi(A)
of the adjoint operator ad(A). If λ1, . . . , λr are eigenvalues of A (counted with
multiplicities) then the set of eigenvalues of ad(A) consists of n− 1 zeros and
λi − λj , i, j = 1, . . . , n, i 6= j. Therefore, D0(A) = . . . = Dn−2(A) = 0 and
Dn−1(A) coincides with D(A) up to a non-zero scalar.
Suppose now that g is a simple Lie algebra of rank r. Let dim g = n. For
any x ∈ g let
Qx = det(t Id− ad(x)) =
n∑
i=0
tiDi(x)
be the characteristic polynomial of the adjoint operator. Then D(x) = Dr(x)
is called the discriminant of x. Clearly, D is a homogeneous Ad-invariant
polynomial on g of degree n − r. Since the dimension of the centralizer gx
of any element x ∈ g is greater or equal to r, it follows that D0 = . . . =
Dr−1 = 0, therefore D(x) = 0 if and only if ad(x) has the eigenvalue 0
with multiplicity > r. We claim that actually D(x) 6= 0 if and only if x is
regular semisimple (recall that x is called regular if dim gx = r). Indeed, if
x is semisimple then ad(x) is a semisimple operator, therefore D(x) = 0 if
and only if the dimension of the centralizer gx is greater than r, i.e. x is
not regular. If x is not semisimple then we take the Jordan decomposition
x = xs + xn, where xs is semisimple, xn is nilpotent, and [xs, xn] = 0.
Then xs is automatically not regular, therefore since Qx = Qxs we have
D(x) = D(xs) = 0 (of course, this last equality also follows from the Ad-
invariance of D and the fact that the Ad-orbit of x contains the Ad-orbit of
xs in its closure).
To study D(x) further, we can use the Chevalley restriction theorem
(see [PV]) C[g]G = C[t]W , where t ⊂ g is any Cartan subalgebra and W
is the Weil group. Let ∆ ⊂ t∗ be the root system, #∆ = n− r. Then, clearly,
for any x ∈ t D(x) = 0 if and only if x is not regular if and only if α(x) = 0
for some α ∈ ∆. Since degD = n− r and D|t is W -invariant, it easily follows
that
D|t =
∏
α∈∆
α.
The Weyl group acts transitively on the set of roots of the same length.
Therefore, D|t, and hence D, is irreducible if and only if all roots in ∆ have
the same length, i.e. ∆ is of type A, D, or E. If ∆ is of type B, C, F , or G,
we have ∆ = ∆s ∪∆l, where ∆s is the set of short roots and ∆l is the set
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of long roots. Then we have D = DlDs, where Dl and Ds are irreducible
polynomials and
Dl|t =
∏
α∈∆l
α, Ds|t =
∏
α∈∆s
α.
In the A−D − E case we also set Dl = D to simplify notations.
We are going to show that Dl is also the discriminant in our regular sense.
The adjoint representation Ad : G → GL(g) is irreducible. In A − D − E
case let O = Ol be the Ad-orbit of any root vector, In B − C − F − G
case let Ol ⊂ g (resp. Os ⊂ g) be the Ad-orbit of any long root vector
(resp. any short root vector). Then Ol is the orbit of the highest weight
vector. Its projectivization is called the adjoint variety. Both orbits Ol and
Os are conical. Let Xl = P(Ol), Xs = P(Os).
Theorem 2.5 Dl is the discriminant of Xl. Ds is the discriminant of Xs.
Proof. We identify g and g∗ via the Killing form. Let α ∈ ∆ be any root,
eα ∈ g the corresponding root vector. Since [g, eα]⊥ = geα , we have(
P(Ad(G) · eα)
)∗
= P(Ad(G) · geα).
Let
tα = {x ∈ t |α(x) = 0}, tˆα = tα + eα.
Then, clearly, tˆα ∈ geα . Moreover, if α is long then Dl |ˆtα = Dl|tα = 0. If α
is short then Ds |ˆtα = Ds|tα = 0. Therefore, in order to prove Theorem it
suffices to check that
dimAd(G) · tˆα = n− 1. (2.1)
Clearly, for generic x ∈ tˆα we have
dimAd(G) · tˆα = dimG+ dim tˆα − dimTran(x, tˆα), (2.2)
where
Tran(x, tˆα) = {g ∈ G | Ad(g)x ∈ tˆα}.
Let x = y+ eα ∈ tˆα, where y ∈ tα is such that for any β ∈ ∆ \ {±α} we have
β(y) 6= 0. Suppose that Ad(g)x ∈ tˆα. Since [eα, tα] = 0, it easily follows that
Ad(g)y ∈ tα and Ad(g)eα = eα. Under our assumptions on y this means that
Tran(x, tˆα) = (NG(tα))eα ,
where NG(tα) is the normalizer of tα in G. Therefore, in order to prove (2.1)
using (2.2), it suffices to check that
dim(gtα)eα = r, (2.3)
where gtα is the centralizer of tα in g. Now, gtα is a Levi subalgebra equal to
t+ Ceα + Ce−α. Therefore, (gtα)eα = tα + Ceα and (2.3) follows. ⊓⊔
30 2. Dual Varieties of Algebraic Group Orbits
2.2 The Pyasetskii Pairing
2.2.A Actions With Finitely Many Orbits
In [Py] Pyasetskii has shown that if a connected algebraic group acts linearly
on a vector space with a finite number of orbits then the dual representation
has the same property and, moreover, the number of orbits is the same. In
this section we deduce this result from the projective duality and give some
examples and applications.
Theorem 2.6 Suppose that a connected algebraic group G acts on a projec-
tive space Pn with a finite number of orbits. Then the dual action G : Pn∗
has the same number of orbits. Let Pn =
N⊔
i=1
Oi and Pn∗ =
N⊔
i=1
O′i be the orbit
decompositions. Let O0 = O′0 = ∅. Then the bijection is defined as follows:
Oi corresponds to O′j if and only if Oi is projectively dual to O′j.
Proof. Indeed, take any G-orbit O ⊂ Pn∗. If O 6= Pn∗ then the projectively
dual variety O∗ is the closure of some orbit O′ ⊂ Pn, since it is G-invariant.
Therefore, by the Reflexivity Theorem we have O = O′∗. ⊓⊔
Remark 2.7 If the number of orbits for the action G : Pn is infinite then, in
general, there is no natural bijection between orbits in Pn and Pn∗. However,
it can be shown (see e.g. [Py]) that the modalities of these actions are equal
(modality is equal to the maximal number of parameters that the family of
orbits can depend on). This also easily follows from the arguments involving
projective duality.
The linear action of an algebraic group on a vector space V is called
conical if any G-orbit O is conical, i.e. O is preserved by homotheties. The
action is conical if and only if for any v ∈ V , v is contained in the tangent
space g ·v to the orbit Gv. For example, if there are only finitely many orbits
then the action is conical. If the action is conical then its non-zero orbits are
in a 1-1 correspondence with orbits of the projectivization G : P(V ).
Proposition 2.8 If the linear action G : V is conical then the dual action
G : V ∗ is conical as well.
Proof. We can embed V = Cn and V ∗ = (Cn)∗ in projective spaces Pn
and Pn∗ as the affine charts. These embeddings can be done equivariantly.
Points of V ∗ correspond to hyperplanes in Pn not passing through the origin
0 ∈ V ⊂ Pn. Suppose that O ⊂ V ∗ is a non-conical orbit. Then the dual
variety O∗ ⊂ Pn intersects with Cn non-trivially. Therefore, O∗ ⊂ Pn is the
closure of a conical variety in Cn. Therefore, its dual variety O∗∗ ⊂ Pn∗ does
not intersect (Cn)∗. But this contradicts the Reflexivity Theorem. ⊓⊔
Now the Pyasetskii Theorem is an easy corollary of Theorem 2.6 and
Proposition 2.8.
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Corollary 2.9 ([Py]) Suppose that a connected algebraic group G acts lin-
early on a vector space V with a finite number of orbits. Then the dual action
G : V ∗ has the same number of orbits. Let V =
N⊔
i=1
Oi and V ∗ =
N⊔
i=1
O′i be the
orbit decompositions. Then the bijection is defined as follows: Oi corresponds
to O′j if and only if P(Oi) is projectively dual to P(O′j).
Recall that the Reflexivity Theorem is equivalent to the formula (1.2)
that Lag(Oi) = Lag(O′j), where for any conical variety Y ⊂ V we denote by
Lag(Y ) the closure of the conormal bundle N∗YsmV in the cotangent bundle
T ∗V = V ⊕V ∗. The varieties Lag(Oi), i = 1, . . . , N have a nice interpretation.
Namely, the action of g (the Lie algebra of G) on V is given by the element
of
Hom(g,End(V )) = g∗ ⊗ V ∗ ⊗ V = Hom(V ∗ ⊗ V, g∗).
The corresponding bilinear map µ : V ⊕V ∗ → g∗ is called the moment map.
Let L = µ−1(0) be its zero fiber. Then it is easy to see that L = ∪i Lag(Oi)
is the decomposition of L into irreducible components.
The large class of linear actions of reductive groups with finitely many or-
bits is provided by graded semisimple Lie algebras. Suppose that g = ⊕k∈Zgk
is a graded semi-simple Lie algebra of the connected semi-simple group G.
Then there exists a unique semisimple element ξ ∈ g0 such that
gk = {x ∈ g | [ξ, x] = kx}.
The connected component H of the centralizer Gξ ⊂ G is a reductive sub-
group of G called the Levi subgroup (because it is the Levi part of the
parabolic subgroup). g0 is the Lie algebra of H . H acts on each graded
component gk.
Theorem 2.10 ([Ri, Vi]) H acts on gk with finitely many orbits.
Proof. Clearly all elements of gk are nilpotent in g. Since G has finitely many
nilpotent orbits, it is sufficient to prove that for any nilpotent G-orbit O
the intersection O ∩ gk consists of finitely many H-orbits. By the general
Richardson Lemma (see [Ri, PV]), it is enough to check that for any x ∈ O∩gk
the tangent space [g0, x] to the H-orbit Ad(H)x is equal to the intersection
of gk with the tangent space [g, x] to the G-orbit Ad(G)x. But this is clear:
[g, x] ∩ gk = [⊕igi, x] ∩ gk = ⊕i[gi, x] ∩ gk = [g0, x].
Theorem is proved. ⊓⊔
Notice that the dual H-module (gk)
∗ is isomorphic to g−k under the
Killing form and the moment map gk×g−k → g0 is given by the Lie bracket.
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2.2.B The Multisegment Duality.
Apart from actions associated with Z-graded semisimple Lie algebras, an-
other class of actions with finitely many orbits is provided by the theory of
representations of quivers (see [Ga]). These two classes overlap: the represen-
tations of quivers of type A give the same class of actions as the standard
gradings of of SL(V ). The Pyasetskii pairing in this case was studied in a se-
ries of papers under the name of the multisegment duality, or the Zelevinsky
involution. Here we give an overview of some of these results.
We fix a positive integer r and consider the set S = Sr of pairs of integers
(i, j) such that 1 ≤ i ≤ j ≤ r. Let ZS+ denote the semigroup of families
m = (mij)(i,j)∈S of non-negative integers indexed by S. The set S and the
semigroup ZS+ have several interpretations. First, Sr is naturally identified
with the set of positive roots of type Ar. Namely, if α1, . . . , αr denote simple
roots then each (i, j) ∈ S corresponds to a positive root αi+αi+1 + . . .+αj .
Another useful interpretation is to regard a pair (i, j) ∈ S as a segment
[i, j] = {i, i + 1, . . . , j} in Z. A family m = mij ∈ ZS+ can be regarded as
a collection of segments, containing mij copies of each [i, j]. Thus, elements
of ZS+ can be called multisegments. The weight |m| of a multisegment m is
defined as a sequence γ = {d1, . . . , dr) ∈ Zr+ given by
di =
∑
i∈[k,l]
mkl for i = 1, . . . , r.
In other words, |m| records how many segments of m contain any given
number i ∈ [1, r]. For any γ ∈ Zr+ we set ZS+(γ) = {m ∈ ZS+ | |m| = γ}. In the
language of positive roots, Zr+ is the semigroup generated by simple roots.
Under this identification, the elements m ∈ Z+S (γ) become the partitions of γ
into a sum of positive roots. The cardinality of Z+S (γ) is known as a Kostant
partition function (of γ).
Another important interpretation of Z+S (γ) is that it parametrizes isomor-
phism classes of representations of quivers of type A. Let Ar be the quiver
equal to the Dynkin diagram of type Ar, where all edges are oriented from
the left to the right. Let A∗r be a dual quiver with all orientations reversed.
The representation of Ar with the dimension vector γ = {d1, . . . , dr) ∈ Zr+ is
the collection of vector spaces Cd1 , . . . ,Cdr and linear maps
ϕ1 : C
d1 → Cd2 , . . . , ϕr−1 : Cdr−1 → Cdr .
The representation of A∗r with the dimension vector γ = {d1, . . . , dr) ∈ Zr+ is
the collection of vector spaces Cd1 , . . . ,Cdr and linear maps
ϕ1 : C
d2 → Cd1 , . . . , ϕr−1 : Cdr → Cdr−1 .
Therefore, representations of Ar with dimension vector γ are parametrized
by points of a vector space V (γ) =
⊕r−1
i=1 Hom(C
di ,Cdi+1). Representations
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of A∗r with dimension vector γ are parametrized by points of a vector space
V (γ)∗ =
⊕r−1
i=1 Hom(C
di+1 ,Cdi). Notice that vector spaces V (γ) and V (γ)∗
are naturally dual to each other. Moreover, V (γ) and V (γ)∗ are dual modules
of the group G(γ) = GLd1 × . . . × GLdr with respect to the natural action.
These actions could also be described in terms of graded Lie algebras. Namely,
consider the Lie algebra g = gld1+...+dr . Elements of g can be represented as
block matrices with diagonal blocks of shapes d1 × d1, . . ., dr × dr. This
determines Z-grading: block diagonal matrices have grade 0, etc. Then g0 is
a Lie algebra of G(γ) and the action of G(γ) on V (γ) and V (γ)∗ is equivalent
to the action of G(γ) on g−1 and g1.
The orbits of G(γ) on V (γ) (resp. V (γ)∗) correspond to isoclasses of
representations of Ar (resp. A
∗
r) with dimension vector γ. These orbits are
parametrized by elements of Z+S (γ). Elements of S parametrize indecompos-
able Ar-modules (or A
∗
r-modules). Namely, each (i, j) ∈ S corresponds to an
indecomposable module Rij with dimension vector
|(i, j)| = (0i−1, 1j−i+1, 0r−j)
and all maps are isomorphisms, if it is possible, or zero maps otherwise. Then
any family (mij) ∈ Z+S corresponds to an Ar (or A∗r) module ⊕SRmijij .
By Pyasetskii Theorem 2.9, there is a natural bijection of G(γ)-orbits
in V (γ) and V (γ)∗. Therefore, there exists a natural involution ζ of ZS+(γ),
which can be extended to a weight-preserving involution of ZS+ called the
multisegment duality.
An explicit description of ζ was found in [KZ] using the Poljak The-
orem [Po] from the combinatorial theory of networks. To formulate it, we
need the following definition. For any multisegment m ∈ ZS+ the ranks rij(m)
are given by
rij(m) =
∑
[i,j]⊂[k,l]
mkl.
It is easy to see that the multisegment m can be recovered from its ranks by
formula
mij = rij(m)− ri−1,j(m) + ri−1,j+1(m).
If the multisegment corresponds to the representation of Ar given by
(ϕ1, . . . , ϕr−1) ∈ V (γ)
then rij is equal to the rank of the map ϕj−1 ◦ . . . ◦ ϕi+1 ◦ ϕi. In particular,
rii = di.
For any (i, j) ∈ S let Tij denote the set of all maps ν : [1, i]× [j, r]→ [i, j]
such that ν(k, l) ≤ ν(k′, l′) whenever k ≤ k′, l ≤ l′ (in other words, ν is a
morphism of partially ordered sets, where [1, i] × [j, r] is supplied with the
product order).
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Theorem 2.11 ([KZ]) For every m = (mij) ∈ ZS+ we have
rij(ζ(m)) = min
ν∈Tij
∑
(k,l)∈[1,i]×[j,r]
mν(k,l)+k−i,ν(k,l)+l−j .
The inductive description of ζ was given in [MW]. Let m = (mij) be a
multisegment of weight γ = (d1, . . . , dr). We set i1 = min{i | di 6= 0} and
define the sequence of indices j1, . . . , jp as follows:
j1 = min{j |mi1j 6= 0}, . . . , jt+1 = min{j | j > jt, mi1+t,j 6= 0},
where t = 1, . . . , p − 1. The sequence terminates when jp+1 does not exist.
Let it = i1 + t− 1 for t = 1, . . . , p+ 1. We associate to m the multisegment
m′ given by
m′ = m− (i1, j1)− (i2, j2)− . . .− (ip, jp) + (i2, j1) + (i3, j2) + . . .+(ip+1, jp),
where we use the convention that (i, j) = 0 unless 1 ≤ i ≤ j ≤ r.
Theorem 2.12 ([MW]) If the multisegment m′ is associated to m then
ζ(m) = ζ(m′) + (i1, ip).
The involution ζ can also be described in terms of irreducible finite-
dimensional representations of affine Hecke algebras and in terms of canonical
bases for quantum groups, see [KZ].
2.3 Parabolic Subgroups With Abelian Unipotent
Radical
Let L be a simple algebraic group and P ⊂ L a parabolic subgroup with
abelian unipotent radical. In this case l = LieL admits a Z-grading with
only three non-zero parts:
l = l−1 ⊕ l0 ⊕ l1.
Such a grading is said to be short. Here l0 ⊕ l1 = LieP and exp(l1) is the
abelian unipotent radical of P .
There exists a unique semisimple element ξ ∈ l0 such that
lk = {x ∈ l | [ξ, x] = kx}.
We denote by G the connected component of the centralizer Lξ ⊂ L. Then
l0 = g = LieG and by Theorem 2.10 G acts on l±1 with a finite number of
orbits. In this section we describe explicitly these G-orbits and the Pyasetskii
pairing. These results are well-known, we follow mainly [Pan] and [MRS].
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We denote by T the maximal torus in G (and hence in L), t = LieT , ∆
is the root system of (l, t),
∆ = ∆−1 ∪∆0 ∪∆1
is the partition corresponding to the short grading. We fix a Borel subgroup
B ⊂ G containing T . This choice determines a set of positive roots
∆+0 ⊂ ∆0 and ∆+ = ∆+0 ∪∆1 ⊂ ∆.
We denote by γ the highest root in ∆+, in fact in ∆1. Π is the set of simple
roots in ∆+, then Π0 = Π ∩ ∆0 is the set of simple roots in ∆+0 . Let W
(resp. W0) be the Weil group of l (resp. of g) with respect to t. For α ∈
∆, we let wα denote the corresponding reflection in W , α
∨ =
2α
(α, α)
the
corresponding coroot, and eα a non-zero root vector.
Proposition 2.13 The representation of g on l1 is faithful and irreducible.
Proof. Indeed, k = {x ∈ g | ad(x)l1 = 0} is an ideal in g. Since l1 and l−1
are dual g-modules, [k, l−1] = 0. It follows that k is an ideal in l. Therefore,
k = 0 since l is simple.
Suppose now that l1 is not irreducible, l1 = l
1
1⊕ l21 is the g-module decom-
position. Since l−1 is dual to l1, we have l−1 = l
1
−1 ⊕ l2−1, where li−1 = (lj1)⊥
for i 6= j. Then [li−1, lj1] = 0 for i 6= j. Indeed, for any x ∈ li−1, y ∈ l0,
z ∈ lj1 we have (y, [x, z]) = −([x, y], z) = 0, therefore [x, z] = 0. It follows that
li−1 ⊕ [li−1, li1]⊕ li1 is an ideal in l. But l is simple. Contradiction. ⊓⊔
Therefore, the center of g is one-dimensional, spanned by ξ, P is a maximal
parabolic subgroup, and #Π0 = #Π− 1. Thus, there is a unique simple root
in ∆1. Call it β.
Proposition 2.14
(a) β is long.
(b) The β-height of any root α0 ∈ ∆1, i.e. the coefficient nβ in the sum
α0 = nββ +
∑
α∈Π0
nαα, is equal to 1.
(c) For any α, α′ ∈ ∆1, (α, α′) ≥ 0.
(d) W0 acts transitively on long roots in ∆1.
Proof. (a) Indeed, since l1 is an irreducible g-module, β is the unique lowest
weight of the g-module l1. The longest element in W0 takes β to the highest
weight of l1, i.e. to γ. Hence β is long.
(b) Since l1 = Ug · β, the β-height of any root in ∆1 is equal to 1.
(c) Suppose that α, α′ ∈ ∆1. Since [eα, eα′ ] = 0, it follows that α + α′ is
not a root, therefore, (α, α′) ≥ 0.
(d) Suppose that α0 ∈ ∆1 is a long root, α0 = β +
∑
α∈Π0
nαα. If we
have (α0, α) < 0 for some α ∈ Π0 then wα(α0) > α0 and we may finish by
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induction. Suppose that (α0, α) ≥ 0 for all α ∈ Π0. Since (α0, β) ≥ 0 by
(c), α0 is a dominant weight for l. Since α0 is long, it follows that α0 = δ.
Therefore, all long roots in ∆1 are W0-conjugate to δ. ⊓⊔
On the contrary, if l is an arbitrary simple Lie algebra, ∆ ⊃ Π is the root
system and the simple roots, β ∈ Π , and the β-height of the highest root is
equal to 1, then, clearly, the maximal parabolic subgroup corresponding to
β has an abelian unipotent radical. Using this observation, it is easy to find
all parabolic subgroups with abelian unipotent radical in simple algebraic
groups. If β = αk in the Bourbaki numbering of simple roots then we shall
denote the corresponding parabolic subgroup by Pk.
– Ar: any maximal parabolic subgroup P has an abelian unipotent radical.
– Br: the only possibility is P1.
– Cr: the only parabolic subgroup with abelian unipotent radical is Pr.
– Dr: there are three possibilities: P1, Pr−1, and Pr
– Finally, there are two exceptional cases: P1 (or P6) of E6 and P7 of E7.
Most results about shortly graded simple Lie algebras can be proved by
induction using the following procedure. Let
∆′ = {α ∈ ∆ | (α, β) = 0}.
Then ∆′ = ∆′−1 ∪ ∆′0 ∪ ∆′1 is the root system of the graded semisimple
subalgebra l′ ⊂ l.
Proposition 2.15 Suppose that ∆′1 6= ∅. Then
(a) δ ∈ ∆′1.
(b) l′0 = l
′′
0 ⊕ l′′′0 , where l′−1 ⊕ l′′0 ⊕ l′1 is a shortly graded simple Lie algebra.
(c) ∆′1 contains a unique minimal root, say β
′. β′ is long.
Proof. Indeed, suppose that (β, α0) = 0 for some α0 ∈ ∆1. Then
(β, δ) = (β, α0) +
(
β,
∑
α∈Π0
nαα
)
,
where all nα ≥ 0. Since (β, α) ≤ 0 for any α ∈ Π0, we get (β, δ) ≤ 0.
Since (β, δ) ≥ 0 by Proposition 2.14, we see that δ ∈ ∆′1. It follows that δ is
the unique highest weight in l′0-module l
′
1. Therefore, l
′
1 is an irreducible l
′
0-
module and we obtain (b). Now we can apply Proposition 2.14 to the shortly
graded simple Lie algebra l′−1 ⊕ l′′0 ⊕ l′1 and get (c). ⊓⊔
It is possible to define two canonical strings of pairwise orthogonal long
roots in ∆1. The construction is originally due to Harish Chandra. The lower
canonical string β1, . . . , βr is the cascade up from β1 = β within ∆1: at each
stage βi+1 is the minimal root in
∆
(i)
1 = {α ∈ ∆1 | (α, β1) = . . . = (α, βi) = 0}.
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The process terminates when ∆i1 is empty. The previous proposition shows
that the lower canonical string β1, . . . , βr is well-defined, i.e. on each step ∆
i
1
contains a unique minimal element. Clearly, all the roots βi are long.
The upper canonical string γ1, . . . , γr′ is the cascade down from γ1 = γ
within ∆1. At each stage, γi+1 is the unique maximal element in
(i)∆1 = {α ∈ ∆1 | (α, γ1) = . . . = (α, γi) = 0}.
The process terminates when (i)∆1 becomes empty. Obviously, the longest
element in W0 takes the lower canonical string to the upper canonical string.
Hence, the upper canonical string is well-defined and both strings have the
same cardinality. In fact, we have the following proposition
Proposition 2.16 ([RRS]) Suppose that β′1, . . . , β
′
r′ is a string of pairwise
orthogonal long roots in ∆1. Then r
′ ≤ r and there exists w ∈ W0 such that
β′i = w(βi) for i ≤ r′.
Proof. By Proposition 2.14 (d) we may suppose that β′1 = β1. Now the proof
goes by induction: both β′2, . . . , β
′
r′ and β2, . . . , βr belong to ∆
′
1 and, hence,
there exists w ∈ W ′0 (the Weil group of l′0) such that β′i = w(βi) for i ≤ r′. It
remains to notice that wβ1 = β1. ⊓⊔
Now we can describe the orbit decomposition and the Pyasetskii pairing.
Theorem 2.17 Let α1, . . . , αr ∈ ∆1 be any maximal sequence of pairwise
orthogonal long roots. Set ek = eα1 + . . .+ eαk for k = 0, . . . , r (so e0 = 0).
Denote the G-orbit of ek by Ok ⊂ l1. Set fk = e−α1 + . . . + e−αk for k =
0, . . . , r (so f0 = 0). Denote the G-orbit of fk by O′k ⊂ l−1. Then
(a) l1 =
r⊔
i=0
Oi, l−1 =
r⊔
i=0
O′i.
(b) Oi ⊂ Oj if and only if i ≤ j if and only if O′i ⊂ O′j.
(c) Ok corresponds to O′r−k in the Pyasetskii pairing.
(d) If hk = α
∨
1 + . . .+ α
∨
k then 〈ek, hk, fk〉 is a homogeneous sl2-subalgebra.
Proof. (d) This is obvious.
(a) By Proposition 2.16 the choice of a maximal string is irrelevant. We
take αi = βi, where β1, . . . , βr is the lower canonical string. First, we need
to show that any element in l1 is G-conjugate to one of ek. We argue by the
induction on r. Let x ∈ l1, x 6= 0. We can write x as
x =
∑
α∈∆1
xαeα.
Since l1 is an irreducible G-module, after conjugating x we may assume that
xβ 6= 0. Since the G-orbit of x is conical, we may assume that xβ = 1. Let
∆ˆ0 = {α ∈ ∆0 | (α, β) < 0. Clearly, ∆ˆ0 ⊂ ∆+0 . Then
u = 〈eα |α ∈ ∆ˆ0〉 ⊂ g
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is a unipotent subalgebra. Let U ⊂ G be an unipotent subgroup with u =
LieU . Then U acts on l1. Clearly, for any roots α ∈ ∆ˆ0, α′ ∈ ∆′1 we have
α+α′ 6∈ ∆ by Proposition 2.14 (c). Therefore, U acts trivially on l′1. Consider
the action of U on l1/l
′
1. Clearly, the function xβ is U -invariant, therefore each
U -orbit in l1/l
′
1 lies on a hyperplane xβ = const. For any root α ∈ ∆1 such
that (α, β) > 0 we have α = β + αˆ, where αˆ ∈ ∆ˆ0. Therefore, the tangent
space u · (x mod l′1) is equal to the hyperplane xβ = 0. Since any orbit of a
linear unipotent group is closed [OV], it follows that the U -orbit of x mod l′1
is the affine hyperplane xβ = 1. In particular, x is U -conjugate to an element
eβ+x
′, where x′ ∈ l′1. By induction, x′ is G′-conjugate to one of e′0, . . . , e′r−1,
where LieG′ = l′0. Since G
′ · eβ = eβ , we see that any nonzero element of l1
is G-conjugate to eβ + e
′
k = ek+1 for some k = 0, . . . , r − 1.
To finish the proof of (a) we need to show that all orbits Oi are distinct.
To prove this it suffices to check that dim g ·ei = dimOi < dimOj = dim g ·ej
for i < j. This will follow, in turn, from the inequality
dimAnn(g · ei) = dim lei−1 > dim lej−1 = dimAnn(g · ei),
where lei−1 = {x ∈ l−1 | [x, ei] = 0}. Since [fi, l−1] = 0, it follows from the
sl2-theory that l
ei
−1 = l
hi
−1. But
lhi−1 = 〈e−α |α ∈ ∆(i)〉,
therefore, dim lei−1 = #∆
(i). Since #∆(i) > #∆(j), we see that all orbits Oi
are distinct.
It is clear from the above that Ann(g · ei) ∩Gfr−i is open in Ann(g · ei),
therefore, we have (c).
Finally, to prove (b) we need only to show that Oi ⊂ Oj for i < j. But
lim
t→−∞
exp t(α∨i+1 + . . .+ α
∨
j )ej = ei.
⊓⊔
After these case-by-case-independent considerations it is worthy to sort
out all examples.
Example 2.18 Consider the short gradings of l = sln+m. Then
G = {(A,B) ∈ GLn×GLm | det(A) det(B) = 1}.
l1 can be identified with Cn × Cm. There are r = min(n,m) non-zero G-
orbits. Namely, Oi, i = 1, . . . , r, is the variety of m × n-matrices of rank i.
The projectivization of O1 is identified with X = Pn−1 × Pm−1 in the Segre
embedding. Therefore, the dual variety X∗ is equal to the projectivization of
the closure Or−1, the variety of matrices of rank less than or equal to r − 1.
X∗ is a hypersurface if and only if n = m, in which case ∆X is the ordinary
determinant of a square matrix. Another interesting case is n = 2, m ≥ 2:
we see that the Segre embedding of P1 × Pk is self-dual.
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Example 2.19 Consider the short grading of l = son+2 that corresponds to
β being the first simple root. Then G = C∗×SOn and l1 = Cn with a simplest
action. There are two non-zero orbits: the dense one and the self-dual quadric
hypersurface Q ⊂ Cn preserved by G.
Example 2.20 Consider the short grading of l = so2n = Dn that corre-
sponds to β = αn or β = αn−1. Then G = C∗ × SLn acts naturally on
l1 = Λ
2Cn. There are r = [n/2] non-zero orbits, where Oi, i = 1, . . . , r, is the
variety of skew–symmetric matrices of rank 2r. The projectivization of O1 is
identified with X = Gr(2, n) in the Plu¨cker embedding. Therefore, the dual
variety X∗ is equal to the projectivization of the closure Or−1, the variety of
matrices of rank less than or equal to 2r−2. X∗ is a hypersurface if and only
if n is even, in which case ∆X is the Pfaffian of a skew-symmetric matrix. If
n is odd then def X = codimOr−1 = 2.
Example 2.21 The short grading of E6 gives the following action. G =
C∗ × SO10 and l1 is the half-spinor representation. Except for the zero orbit
and the dense orbit there is only one orbit O. In particular, the projectiviza-
tion of O is smooth and self-dual. It is a spinor variety S5. It could also be
described via Cayley numbers. Let Ca be the algebra of split Cayley numbers
(therefore Ca = O ⊗ C, where O is the real division algebra of octonions).
Let u 7→ u be the canonical involution in Ca. Let C16 = Ca ⊕ Ca have oc-
tonionic coordinates u, v. Then the spinor variety S5 ⊂ P(C16) is defined by
homogeneous equations
uu = 0, vv = 0, uv = 0,
where the last equation is equivalent to 8 complex equations.
Example 2.22 The final example appears from the short grading of E7.
Here G = C∗×E6, and l1 = C27 can be identified with the exceptional simple
Jordan algebra (the Albert algebra), see [J]. Then E6 is the group of norm
similarities and C∗ acts by homotheties. There are 3 non-zero orbits: the dense
one, the cubic hypersurface (defined by the norm in the Jordan algebra), and
the closed conical variety with smooth projectivization consisting of elements
of rank one, i.e. the exceptional Severi variety (the model of the Cayley
projective plane).
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3. The Cayley Method for Studying
Discriminants
Preliminaries
The remarkable observation due to Cayley [Ca] gives an expression of the dis-
criminant as the determinant of a certain complex of finite-dimensional vector
spaces. Of course, complexes were unknown at his time and he was studying
resultants rather than discriminants (though he also noticed that resultants
and discriminants are, in fact, the equivalent notions). This approach was
clarified and developed in the beautiful serie of papers by Gelfand, Kapra-
nov, and Zelevinsky [GKZ1, GKZ2].
3.1 Jet Bundles and Koszul Complexes
Let X be a smooth irreducible algebraic variety with an algebraic line bundle
L. We consider the bundle J(L) of first jets of sections of L. By definition,
the fiber of J(L) at a point x ∈ X is the quotient of the space of all sections
of L near x by the subspace of sections which vanish at x with their first
derivatives. In other words, J(L)x = L/I2xL, where Ix is the ideal of functions
vanishing at x. Thus J(L) is a vector bundle of rank dimX + 1.
To any section f of L, we associate a section j(f) of J(L), called the first
jet of f . Namely, the value of j(f) at x is the class of f modulo I2xL. The
correspondence f 7→ j(f) is C-linear, but being a differential operator, is not
OX -linear.
Let us summarize here without proofs some well-known properties of jet
bundles.
Theorem 3.1 ([GKZ2, KS])
(a) For any two line bundles L, M on X, there exists a canonical isomor-
phism J(L ⊗M) ≃ J(L)⊗M.
(b) Let Ω1X be the sheaf of regular differential 1-forms on X. Then there
exists a canonical exact sequence of vector bundles
0→ Ω1X ⊗ L → J(L)→ L→ 0. (3.1)
(c) Let X = P(V ) be a projective space. Then the jet bundle J(OX(1)) is a
trivial vector bundle naturally identified with OX ⊗ V ∗
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The relevance of jets to dual varieties is as follows. Suppose thatX ⊂ P(V )
is an irreducible projective variety. We take L = OX(1). Then any f ∈ V ∗ is
a linear function on V and, hence, can be regarded as a global section of L.
The following result is an immediate consequence of definitions:
Proposition 3.2 f ∈ V ∗ represents a point in the dual variety X∗ if and
only if the section j(f) of a jet bundle J(L) vanishes at some point x ∈ X.
Let E be an algebraic vector bundle of rank r on an irreducible algebraic
variety X . For any global section s of E consider the following complexes of
sheaves on X , called Koszul complexes.
K+(E, s) =
{
0→ OX s→E ∧s→Λ2E ∧s→ . . . ∧s→ΛrE→ 0
}
,
K−(E, s) =
{
0→ ΛrE∗ is→ . . . is→Λ2E∗ is→E∗ is→OX→ 0
}
.
The differential in K+ is given by the exterior multiplication with s and
the differential in K− is given by the contraction with s, that is, by the map
ΛjE∗ → Λj−1E∗ dual to the map Λj−1E → ΛjE given by ∧s. We fix gradings
in K+ and K− by assigning the degree j to ΛjE in K+ and by assigning the
degree −j to ΛjE∗ in K−. Notice that we have an isomorphism of complexes
K−(E, s) ≃ K+(E, s)⊗ ΛrE∗[r],
where r in brackets means the shift in the grading by r. The following Theo-
rem shows that the cohomology of Koszul complexes ‘represents’ the vanish-
ing set of s.
Theorem 3.3
(a) Koszul complexes K+(E, s) or K−(E, s) are exact if and only if s vanishes
nowhere on X (the set of zeros Z(s) is empty).
(b) Suppose that X is smooth and that s vanishes along a smooth subvariety
Z(s) of codimension r = rankE, and, moreover, s is transverse to the
zero section. Then K−(E, s) has only one non-trivial cohomology sheaf,
namely OZ(s) (regarded as a sheaf on X) in highest degree 0. The complex
K+(E, s) in this situation has the only non-trivial cohomology sheaf in
the highest degree r, and this sheaf is the restriction detE = ΛrE|Z(s)
regarded as a sheaf on X.
Sketch of the proof. We shall prove only (a), the proof of (b) follows
the same ideas but is more technically involved, see e.g. [Fu1, GH1]. If V is
a vector space and v ∈ V is a non-zero vector then the differential in the
exterior algebra Λ∗V given by ∧v is exact. Indeed, we can include v in some
basis as a first vector, then both the kernel and the image of the differential
are spanned by monomials containing v. Therefore, the dual differential iv in
Λ∗V ∗ is also exact. Applying this to our situation we see that if the section
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s does not vanish anywhere then both Koszul complexes are exact fiberwise
and, therefore, are exact as complexes of sheaves. However, if Z(s) is not
empty then the cokernel of the last differential in Koszul complexes is not
trivial. Indeed, if x ∈ Z(s) then, trivializing E near x, we represent s as a
collection of functions (f1, . . . , fr) ∈ Or. Then the last differential in both
complexes has a form Or → O, (u1, . . . , ur) 7→
∑
uifi. If s vanishes at x then
all fi = 0 and this map is not surjective. ⊓⊔
Let now X ⊂ P(V ) be a smooth projective variety. Then we can apply
Theorem 3.3 to the jet bundle E = J(L), where L = OX(1). Combining
Proposition 3.2 and Theorem 3.3 we get the following
Theorem 3.4 ([GKZ2]) For any f ∈ V ∗ let j = j(f) denote its first jet.
Then a vector f ∈ V ∗ represents a point in X∗ if and only if any of the
following complexes of sheaves on X is not exact:
K+(J(L), j) =
{
0→ OX j→ J(L) ∧j→Λ2J(L) ∧j→ . . . ∧j→ΛrJ(L)→ 0
}
,
K−(J(L), j) =
{
0→ ΛrJ(L)∗ ij→ . . . ij→Λ2J(L)∗ ij→ J(L)∗ ij→OX→ 0
}
.
3.2 Cayley Determinants of Exact Complexes
The determinants of exact complexes (in the implicit form) were first intro-
duced by Cayley in his paper [Ca] on resultants. A systematic early treatment
of this subject was undertaken by Fisher [Fi] whose aim was to give a rig-
orous proof of Cayley results. In topology determinants of complexes were
introduced in 1935 by Reidermeister and Franz [Fra]. They used the word
‘torsion’ for determinant-type invariants constructed. In this section we give
only definitions that are necessary for the formulation of results related to
dual varieties. More details could be found in [GKZ2, KnMu, Del, Q, RS].
The base field k can be arbitrary. Suppose that V is a finite-dimensional
vector space. Then the top-degree component of the exterior algebra ΛdimV V
is called the determinant of V , denoted by Det V . If V = 0 then we set
Det V = k. It is easy to see that for any exact triple 0→ U → V → W → 0
we have a natural isomorphism Det V ≃ DetU ⊗DetW .
Suppose now that V = V0 ⊕ V1 is a finite-dimensional supervector space.
Then, by definition, Det V is set to be Det V0 ⊗ (Det V1)∗. Once again, for
any exact triple of supervector spaces 0 → U → V → W → 0 we have
Det V ≃ DetU ⊗ DetW . For any supervector space V we denote by V˜ the
new supervector space given by V˜0 = V1, V˜1 = V0. Clearly, we have a natural
isomorphism
Det V˜ = (DetV )∗. (3.2)
Now let (V, ∂) be a finite-dimensional supervector space with a differ-
ential ∂ such that ∂V0 ⊂ V1, ∂V1 ⊂ V0, ∂2 = 0. Then Ker ∂, Im ∂, and
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the cohomology space H(V ) = Ker ∂/ Im∂ are again supervector spaces. We
claim that there exists a natural isomorphism
DetV ≃ DetH(V ). (3.3)
Indeed, from the exact sequence
0→ Ker ∂ → V ∂→ I˜m ∂ → 0
we see that DetV ≃ Det(Ker ∂)⊗Det(Im ∂)∗. From the exact sequence
0→ Im ∂ → Ker ∂ → H(V )→ 0
we get that DetH(V ) ≃ Det(Ker ∂)⊗Det(Im ∂)∗. Therefore, we have (3.3).
In particular, if ∂ is exact, H(V ) = 0, then we have a natural isomorphism
DetV ≃ k. (3.4)
Let us fix some bases {e1, . . . , edimV0} in V0 and {e′1, . . . , e′dimV1} in V1.
Let {f ′1, . . . , f ′dimV1} be a dual basis in V ∗1 . Then we have a basis vector
e1 ∧ . . . ∧ edimV0 ⊗ f ′1 ∧ . . . ∧ f ′dimV1 ∈ Det V.
Therefore, if (V, ∂, e) is a based supervector space with an exact differential
then by (3.4) we get a number det(V, ∂, e) called the Cayley determinant of
a based supervector space with an exact differential. If we fix other bases
{e˜1, . . . , e˜dimV0} in V0 and {e˜′1, . . . , e˜′dimV1} in V1 then, clearly,
det(V, ∂, e˜) = detA0(detA1)
−1 det(V, ∂, e), (3.5)
where (A0, A1) ∈ GL(V0) × GL(V1) are transition matrices from bases e to
bases e˜. One upshot of this is the fact that if bases e and e˜ are equivalent
over some subfield k0 ⊂ k then the Cayley determinants with respect to these
bases are equal up to a non-zero multiple from k0. Since all isomorphisms are
natural so far, the homogeneity condition (3.5) can be reformulated as follows.
For any based supervector space (V, ∂, e) with an exact differential and any
(A0, A1) ∈ GL(V0)×GL(V1) we can consider a new based supervector space
(V,A · ∂, e) with the exact differential A · ∂ given by
A · ∂|V0 = A1 · ∂ ·A−10 , A · ∂|V1 = A0 · ∂ ·A−11 .
Then we have
det(V,A · ∂, e) = (detA0)−1 detA1 det(V, ∂, e).
In particular, it is easy to see that the following formula is valid:
det(V, λ∂, e) = λdim(Ker∂)1−dim(Ker ∂)0 det(V, ∂, e). (3.6)
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In the matrix form the Cayley determinant can be calculated as follows.
Suppose that (V, ∂, e) is a based supervector space with an exact differential,
dimV0 = dimKer ∂0 + dim Im ∂0 = dim Im ∂1 + dimKer ∂1 = dimV1 = n.
Therefore, both ∂0 and ∂1 are represented by (n×n)-matricesD0 and D1. For
any subsets I, J ⊂ B = {1, . . . , n} we denote byDIJ0 andDIJ1 the submatrices
of D0 and D1 formed by columns indexed by I and rows indexed by J . Then
it is easy to see that there exist subsets I0, I1 ⊂ B such that submatrices
D
B\I0,I1
0 , D
B\I1,I0
1 are invertible. In particular,
#I1 = rk ∂0, #I0 = rk ∂1 = n−#I1.
The formula (3.5) implies that
det(V, ∂, e) = detD
B\I0,I1
0 (detD
B\I1,I0
1 )
−1. (3.7)
This formula gives an explicit matrix description of the Cayley determinant.
Now we consider a finite complex of finite-dimensional vector spaces
. . .
∂i−1→ V i ∂i→V i+1 ∂i+1→ . . . .
Then we can define the finite-dimensional supervector space V = V0 ⊕ V1,
V0 = ⊕
i≡0mod2
V i, V1 = ⊕
i≡1mod2
V i,
with an induced differential ∂. In particular, all previous considerations are
valid. Therefore, if the complex (V •, ∂) is exact and there are some fixed
bases {ei1, . . . , eidimV i} in each component V i then we have the corresponding
Cayley determinant det(V •, ∂, e) ∈ k∗. For example, if L and M are based
vector spaces and A : L → M is an invertible operator then the complex
0→ L A→M → 0 is exact and the corresponding Cayley determinant is equal
to detA (if L is located in the even degree of the complex).
In fact, Cayley in [Ca] has found some matrix representation of his deter-
minant. In order to give his formula we shall write our complex in the explicit
coordinate form
V • = {0→ kB0 D0→ kB1 D1→ → . . .Dr−1→ kBr → 0}, (3.8)
where for simplicity we assume that the non-zero terms of the complex are
located in degrees between 0 and r > 0. In general, if V •[m] is the same
complex as V • but with a grading shifted by m, then by (3.2) we have
det(V •[m], ∂, e) = (det(V •[m], ∂, e))(−1)
m
In the formula (3.8) we may sup-
pose that all Bi are some finite sets. Therefore, Di is a matrix with columns
indexed by Bi and rows indexed by Bi+1. For any subsets X ⊂ Bi, Y ⊂ Bi+1
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we denote by (Di)XY the submatrix in Di with columns from X and rows
from Y .
A collection of subsets Ii ⊂ Bi is called admissible if I0 = ∅, Ir = Br,
for any i = 0, . . . , r − 1 we have #(Bi \ Ii) = #Ii+1, and the submatrix
(Di)Bi\Ii,Ii+1 is invertible. The following theorem easily follows from (3.7).
Theorem 3.5 ([GKZ2])
(a) Admissible collections exist. For any admissible collection we have
#Ii =
i−1∑
j=0
(−1)i−1−j#Bj .
(b) Let {Ii} be an admissible collection. Denote by ∆i the determinant of the
matrix (Di)Bi\Ii,Ii+1 . Then
det(V •, D,B) =
r−1∏
i=0
∆
(−1)i
i .
In particular, this Theorem (or formula (3.6)) implies
Corollary 3.6 For any based exact complex (V •, d, e) we have
det(V •, λd, e) = λ
∑
i(−1)
i+1·i·dimV i det(V •, d, e).
3.3 Discriminant Complexes
Let X ⊂ P(V ) be a smooth projective variety. We denote L = OX(1), so any
f ∈ V ∗ can be regarded as a section of L. LetM be another line bundle onX .
We define discriminant complexes C∗+(X,M) and C∗−(X,M) as complexes
of global sections of Koszul complexes K+(J(L), j(f)) and K−(J(L), j(f))
tensored by M. More precisely,
Ci+(X,M) = H0(X,ΛiJ(L)⊗M),
Ci−(X,M) = H0(X,Λ−iJ(L)∗ ⊗M).
Thus the terms of discriminant complexes are fixed and the differentials de-
pend on f ∈ V ∗. We shall denote this differential by ∂f . By Theorem 3.4 a
vector f ∈ V ∗ represents a point in X∗ if and only if any of two Koszul com-
plexes is not exact. We want to get the same condition but for discriminant
complexes, which are complexes of finite-dimensional vector spaces instead
of complexes of sheaves. However, the exactness of a complex of sheaves does
not necessarily imply the exactness of the corresponding complex of global
sections. The obstruction to this is given by the higher cohomology of the
sheaves of the complex.
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Definition 3.7 The discriminant complexes are called stably twisted if all
terms of the corresponding Koszul complexes have no higher cohomology.
For example, suppose thatM is any ample line bundle on X . Ampleness
is equivalent to the fact that for any coherent sheaf F on X , the sheaves F ⊗
M⊗n have no higher cohomology for n≫ 0. Therefore, for sufficiently big n
the discriminant complexes C∗+(X,M⊗n) and C∗−(X,M⊗n) will be stably
twisted. In this situation we have the following Theorem that immediately
follows from Theorem 3.4 and ‘abstract de Rham theorem’ (see e.g.[GH1]).
Theorem 3.8 ([GKZ2]) Suppose that the discriminant complex C∗+(X,M)
(resp. C∗−(X,M)) is stably twisted. Let f ∈ V ∗ be such that its projectiviza-
tion does not belong to the dual variety X∗ ⊂ P(V ∗). Then the complex
(C∗+(X,M), ∂f ) (resp. (C∗−(X,M), ∂f )) is exact.
Remarkably, it turns out that much more is true. Suppose that the dis-
criminant complex C∗+(X,M) (or C∗−(X,M)) is stably twisted. Then for a
generic f ∈ V ∗ the complex C∗+(X,M) (or C∗−(X,M)) is exact by the previ-
ous Theorem. Let f1, . . . , fn be a basis of V
∗. Let C(x1, . . . , xn) = C(V ∗) be
a field of rational functions on V ∗. Consider the complex C∗+(X,M)⊗C(V ∗)
(or C∗−(X,M)⊗C(V ∗)) with the differential given by ∂ =
∑
xi∂fi . Then this
complex is exact, since its generic specialization is exact. We fix some bases
over C in each component Ci+(X,M) (or C−i− (X,M)) and consider them
as bases over C(V ∗) in each Ci+(X,M) ⊗ C(V ∗) (or C−i− (X,M) ⊗ C(V ∗)).
Then we can calculate the Cayley determinant ∆+X,M (or ∆
−
X,M) of the com-
plex C∗+(X,M)⊗C(V ∗) (or C∗−(X,M)⊗C(V ∗)), which will be the non-zero
element of the field of rational functions C(V ∗). Clearly the Cayley determi-
nants depend only on the discriminant complexes (up to a scalar multiple)
and do not depend on the choice of bases. The following Theorem shows that
the Cayley determinant coincides with the discriminant.
Theorem 3.9 ([GKZ2]) If the discriminant complex C∗−(X,M) is stably
twisted then, up to a non-zero scalar, we have
∆−X,M = ∆X ,
where ∆X is the discriminant of X. If C
∗
+(X,M) is stably twisted then, up
to a non-zero scalar, we have
(∆+X,M)
(−1)dimX+1 = ∆X .
The proof of this Theorem involves derived categories and Cayley determi-
nants for complexes over arbitrary Noetherian integral domains, see [GKZ2].
Let us consider several examples.
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Sylvester Formula. Let X = P1 = P(C2) be a projective line embedded
into P(SdC2) via the Veronese embedding. The space V ∗ = (SdC2)∗ is the
space of binary forms
f(x0, x1) = a0x
d
0 + a1x
d−1
0 x1 + . . .+ adx
d
1
and the discriminant ∆X(f) is the classical discriminant of this binary form.
It is quite easy to implement Theorem 3.9 in this case. We take a twisting
bundle M = OP1(2d − 3). The discriminant complex C∗−(X,M) has only
two non-zero terms and, therefore, the Cayley determinant is reduced to a
determinant of a square matrix. More precisely, the Cayley determinant in
this case is equal to the determinant of the linear map
∂f : S
d−2C2 ⊕ Sd−2C2 → S2d−3C2,
given by
∂f (u, v) =
∂f
∂x0
u+
∂f
∂x1
v.
The final formula coincides with the classical Sylvester formula for the dis-
criminant of a binary form (up to a scalar):
∆X(f) =
(−1)d−1
dd−2
D,
where D is the determinant of the following matrix∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1 2a2 . . . (d− 1)ad−1 dad . . . 0
0 a1 . . . (d− 2)ad−2 (d− 1)ad−1 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . a1 2a2 . . . dad
da0 (d− 1)a1 . . . 2ad−2 ad−1 . . . 0
0 da0 . . . 3ad−3 2ad−2 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . da0 (d− 1)a1 . . . ad−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
The Dual of an Algebraic Curve. Let X ⊂ P(V ) be a smooth algebraic
curve of degree d and genus g. We take the twisting bundleM to be a generic
line bundle on X of degree 2d+3g− 3. The discriminant complex C∗−(X,M)
has only two non-zero terms and, therefore, the Cayley determinant is given
by the determinant of a square matrix. The size of this matrix (and hence
the degree of the dual variety X∗) is equal to dimH0(X,M). The latter is
equal to 2d+ 2g − 2 by the Riemann-Roch theorem.
Discriminant Spectral Sequences. One disadvantage of Theorem 3.9 is
the restricting condition on the twisting line bundle M. It is not always
convenient to make the discriminant complexes C•± stably twisted. Another
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possibility is to take into account the higher cohomology as well. The stan-
dard tool for this is the spectral sequence. Recall [GH1] that if F• is a finite
complex of sheaves on a topological space X , then one can define the hy-
percohomology groupsHi(X,F•). To define them, consider the complexes of
Abelian groups C•j calculating the cohomology of every individual F j (for
example, the C˘ech complexes with respect to an appropriate open covering
of X). The differentials F i → F i+1 make this collection of complexes into
a double complex C••. The hypercohomology groups Hi(X,F•) are the co-
homology groups of its total complex. In particular, we have the spectral
sequence of the double complex C••
Epq1 = H
q(X,Fp)⇒ Hp+q(X,F•).
The first differential d1 is induced by the differential in F•. In particular, the
complex of global sections
. . .→ H0(X,F i)→ H0(X,F i+1)→ . . .
is just the bottom row of the term E1.
If the complex of sheaves F• is exact then all hypercohomology groups
Hi(X,F•) vanish. Indeed, the hypercohomology can be calculated using an-
other spectral sequence ‘dual’ to the first:
′Epq2 = H
q(X,Hp(F•))⇒ Hp+q(X,F•),
where Hp(F•) is the p-th cohomology sheaf of F•
Hp(F•) = Ker{F
p→d Fp+1}
Im{Fp−1→d Fp} .
Now let X ⊂ P(V ) be a smooth projective variety, L = OX(1). Let
M be any line bundle on X . We define discriminant spectral sequences
Cpqr,±(X,M, f) to be the spectral sequences of complexes K±(J(L), j(f)) ten-
sored by M. Then the following theorem is a consequence of the discussion
above and Theorem 3.4.
Theorem 3.10 ([GKZ2]) Suppose that the projectivization of f ∈ V ∗ does
not belong to the dual variety X∗. Then the discriminant spectral sequences
Cpqr,±(X,M, f) are exact, i.e. they converge to zero.
Moreover, it is possible to define the Cayley determinants of exact spectral
sequences and to prove an analogue of Theorem 3.9, see [GKZ2] for details.
Weyman’s Bigraded Complexes The calculation of the determinant of a
spectral sequence with many non-trivial terms may be very involved. J. Wey-
man [We] has suggested a procedure that replaces the discriminant spectral
sequence by a bigraded complex which incorporates all higher differentials at
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once. Bigraded complex is, by definition, a complex (C•, ∂) of vector spaces
in which each term Ci is equipped with additional grading Ci = ⊕p+q=iCpq.
The underlying complex (C•, ∂) may then be called a total complex of the
bigraded complex C••. The differential ∂ in C• is decomposed into a sum
∂ =
∑
r ∂r, where ∂r is bihomogeneous of degree (r, 1− r). We shall consider
only bigraded complexes with ∂r = 0 for r < 0.
Now let X ⊂ P(V ) be a smooth projective variety, L = OX(1). LetM be
any line bundle on X .
Theorem 3.11 ([We]) There exists a bigraded complex (C••, ∂f ) with
Cpq = Hq
(
X,Λ−pJ(L)∗ ⊗M)
and the differential ∂f depends polynomially on f ∈ V ∗. This complex has
the following properties:
– The differential ∂f has the form ∂f =
∑
r≥1 ∂r,f , where ∂r,f has bidegree
(r, 1 − r) and its matrix elements are homogeneous polynomials of degree
r in coefficients of f . Moreover, ∂1,f is induced by the differential in the
Koszul complex K−(J(L), j(f)).
– The Cayley determinant of the total complex (C•, ∂f ) of C
•• equals, up to
a scalar factor, the discriminant ∆X .
4. Resultants and Schemes of Zeros
Preliminaries
Classically, discriminants were studied together with resultants. Resultants
and their generalizations appear while looking at vector bundles: they detect
their global sections that have “correct” schemes of zeros. Some results in
this direction are reviewed in this chapter.
4.1 Ample Vector Bundles
Classically, a line bundle L over an algebraic variety X is said to be ample
if the map X → PN associated to the sections of some power Ln gives an
imbedding of X . This notion has been extended to vector bundles as well by
Hartshorne [Ha3]. Let E be a vector bundle on X . We consider the variety
XE = P(E∗), the projectivization of the bundle E∗. There is a projection
p : EX → X whose fibers are projectivizations of fibers of E∗, and a natural
projection π : E∗ \ X → XE , where X is embedded into the total space
of E∗ as the zero section. We denote by ξ(E) the tautological line bundle
on XE defined as follows. For open U ⊂ XE , a section of ξ(E) over U is a
regular function on π−1(U) which is homogeneous of degree 1 with respect
to dilations of E∗. The restriction of ξ(E) to every fiber p−1(X) = P(E∗x) is
the tautological line bundle O(1) of the projective space P(E∗x).
Definition 4.1 A vector bundle E on X is called ample if ξ(E) is an ample
line bundle on XE.
If E is itself a line bundle then XE = X , ξ(E) = E, and this definition
gives nothing new. Basic properties and criteria for ampleness were obtained
in [Ha3]. For example, the Grothendieck definition of ample line bundles can
be transported to vector bundles as well. Namely, E is ample on X if and
only if for every coherent sheaf F , there is an integer n0 > 0, such that for
every n ≥ n0, the sheaf F ⊗ Sn(E) (where Sn(E) is the n-th symmetric
power of E) is generated as an OX -module by its global sections. Using this
description it is easy to see, for example, that the direct sum of ample vector
bundles is ample, etc.
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The following theorem is an easy application of ample vector bundles
properties.
Theorem 4.2 ([E1]) Assume that X is a nonlinear smooth projective vari-
ety in PN . If X is a complete intersection then X∗ is a hypersurface.
Proof. We may assume that X is nondegenerate. Let dimX = n. Then X
is scheme-theoretic intersection of N − n hypersurfaces H1, . . . , HN−n such
that degHk = dk ≥ 2. Therefore the normal bundle NXPN is equal to
OX(d1)⊕ . . .⊕OX(dN−n). It follows that
NXP
N (−1) = OX(d1 − 1)⊕ . . .⊕OX(dN−n − 1)
is an ample vector bundle. Let IX = P(N∗XP
N(1)) ⊂ PN × (PN )∗ be the
conormal variety and let pr : IX → X∗ be the projection. Then pr∗OX∗(1)
is the tautological line bundle on P(N∗XP
N (1)). Since NXPN (−1) is ample,
it follows that pr is a finite morphism. Therefore,
dimX∗ = dim IX = N − 1.
⊓⊔
Sommese [S1] generalized the notion of ampleness to the following.
Definition 4.3 A vector bundle E is called k-ample if ξ(E)n is spanned by
global sections for some n > 0 and the induced map XE → PN has at most
k-dimensional fibers.
It can be verified that the number k is independent of the integer n for
which ξ(E)n is spanned and a vector bundle is 0-ample if and only if it is
ample. This number k is called the ampleness of E, denoted by a(E). It can
be shown that 0 ≤ a(E) ≤ dimX . If ξ(E)n is not spanned for any n > 0, we
define a(E) = dimX .
The ampleness of homogeneous vector bundles on flag varieties was de-
scribed combinatorially by Snow [Sn1] inspired by an earlier work of Gold-
stein [Go] who determined the ampleness for tangent bundles on flag varieties.
4.2 Resultants
Classically, discriminants were studied in conjunction with resultants. Let
X be a smooth irreducible projective variety and let E be a vector bundle
on X of rank k = dimX + 1. Set V = H0(X,E). We shall assume that E
is very ample, i.e. ξ(E) is a very ample line bundle on XE . In particular,
ξ(E) (and hence E) is generated by global sections. Notice that H0(X,E) =
H0(XE , ξ(E)), therefore ξ(E) embeds XE in P(V ∗).
Definition 4.4 The resultant variety ∇ ⊂ P(V ) is the set of all sections
vanishing at some point x ∈ X .
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Example 4.5 Suppose that X = Pk−1 = P(Ck) and
E = O(d1)⊕ . . .⊕O(dk).
Then V = Sd1(Ck)∗ ⊕ . . .⊕ Sdk(Ck)∗ and ∇ is the classical resultant variety
parametrizing k-tuples of homogeneous forms on Ck of degrees d1, . . . , dk
having a common non-zero root.
The assertion (b) of the following Theorem is sometimes called the Cayley
trick who first noticed that the resultant can be written as a discriminant.
Theorem 4.6 ([GKZ2])
(a) ∇ is an irreducible hypersurface of degree ∫
X
ck−1(E).
(b) ∇ is projectively dual to XE.
Proof. ξ(E) embeds XE in P(V ∗) in such a way that all fibers become
projective subspaces of dimension k − 1. Geometrically, ∇ parametrizes hy-
perplanes in P(V ∗) that contain at least one fiber of XE . Since the embedded
tangent space to any point of XE contains the fiber through it, it follows
that ∇ ⊃ XE∗. On the contrary, suppose that v ∈ ∇. Then the correspond-
ing section s ∈ H0(X,E) vanishes at some point x ∈ X . Therefore, s defines
a linear map ds : TxX → TxE = TxX ⊕ Ex. Let pr : TxE → Ex be the
projection. Since dimX = dimE − 1, pr ◦ds(TxX) is contained in some hy-
perplane H ⊂ Ex. An easy local calculation shows that the hyperplane in
P(V ∗) corresponding to v contains the embedded tangent space to XE at the
point corresponding to H . Therefore, ∇ = XE∗.
Now let us prove that ∇ is a hypersurface. An easy dimension count shows
that it is sufficient to prove that a generic section s of H0(X,E) vanishing at
x ∈ X does not vanish at other points. In other words, a generic hyperplane
in P = P(V ∗) containing some fiber F of EX does not contain other fibers.
Consider the linear projection πF : P \ F → P/F . If F ′ is any fiber of XE
distinct from F then πF (F
′) is a projective subspace of dimension dimF ′ =
k − 1. Therefore, images of fibers of XE distinct from F form at most (k −
1)-dimensional family of projective subspaces of dimension k − 1. An easy
dimension count shows that there exists a hyperplane H ⊂ P/F that does
not contain any projective subspace from this family. The preimage of this
hyperplane in P contains only one fiber F .
It remains to calculate the degree of ∇. To find it, we should take two
generic sections s1 and s2 of V and find the number of values λ ∈ C such
that s1 + λs2 vanishes at some x ∈ X . In other words, we need to find the
number of points (with multiplicities) of a zero-dimensional cycle Z ⊂ X
consisting of all points x ∈ X where s1 and s2 are linearly dependent. But
this is exactly the geometric definition of ck−1(E), see [Fu1]. ⊓⊔
The same argument also proves the following result from the folklore.
Suppose that X ⊂ PN is a scroll, i.e. a projectivization of a vector bundle E
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over a smooth variety Y such that all fibers are embedded linearly. Assume
that dimE > dimY . Then
def X = dimE − dimY − 1
and X∗ parametrizes hyperplanes in PN that contain at least one fiber of the
projective bundle X → Y .
The proof of the following theorem can be found in [E2]:
Theorem 4.7 ([E2]) If X is a smooth n-dimensional projective variety in
PN and defX = k ≥ n/2, then X is a projective bundle X ≃ PY (F ), where
F is a vector bundle of rank (n+k+2)/2 on a smooth (n−k)/2-dimensional
variety Y and the fibers are embedded linearly.
4.3 Zeros of Generic Global Sections
Both resultants and discriminants are related to the following general con-
struction. Suppose that X is a smooth projective variety and E is a vector
bundle onX generated by global sections. Let Z(s) denote the scheme of zeros
of any global section s ∈ H0(X,E). One might expect that for generic s the
scheme Z(s) is a smooth variety of codimension dimE. Then we can define
the degeneration variety D ⊂ H0(X,E) parametrizing all global sections s
such that Z(s) is not smooth of expected codimension. For example, if E is a
very ample line bundle then D is a cone over the dual variety. If E is a very
ample vector bundle and dimE = dimX + 1 then D is the resultant variety.
If E is a very ample vector bundle and dimE = dimX then the correspond-
ing homogeneous polynomial can be called Bezoutian. Indeed, if X = Pn and
E = O(d1)⊕ . . .⊕O(dn) then D parametrizes sets of homogeneous forms of
degrees d1, . . . , dn such that the Bezout theorem is not applicable.
In general, in order to make the theory consistent, it is necessary to im-
pose very strong conditions on the vector bundle E. These conditions are not
always satisfied even in the case of homogeneous vector bundles on flag vari-
eties. Even the question whether or not a generic zero scheme is non-empty
can be quite difficult.
Assume that G is a connected reductive group, T is a fixed maximal torus,
B is a fixed Borel subgroup, T ⊂ B ⊂ G, B− is the opposite Borel subgroup,
P is a parabolic subgroup containing B−, X(T ) is the lattice of characters of
T , and λ ∈ X(T ) is the dominant weight. Consider the homogeneous vector
bundle Lλ = G×P Uλ over G/P , where Uλ is the irreducible P -module with
highest weight λ. See Section 2.1 for further details. By the Borel–Weil–Bott
theorem (see [Bot]), Vλ = H
0(G/P,Lλ) is an irreducible G-module with
highest weight λ.
Theorem 4.8 Let s ∈ Vλ be a generic global section. Then
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(a) If dimUλ > dimG/P , the scheme of zeros Zs is empty.
(b) If dimUλ ≤ dimG/P , either Zs is empty or s intersects the zero section
of Lλ transversally and Zs is a smooth unmixed subvariety of expected
codimension dimUλ.
(c) If dimUλ = dimG/P , the geometric number of points in Zs is equal to
the top Chern class of Lλ.
Proof. (a) is obvious and follows by an easy dimension count. (b) and (c)
follow from the fact that Lλ is generated by global sections. Let us recall this
argument here. Let dimUλ ≤ dimG/P , and assume that every global section
has a zero. We have to prove that a generic global section s intersects the zero
section of Lλ transversally. This will imply, in particular, that Zs is a smooth
unmixed subvariety of codimension dimUλ. For simplicity we suppress the
index λ. Consider the incidence variety
Z ⊂ G/P × V, Z = {(x, s) |x ∈ (Zs)red}.
Since G/P is homogeneous and Z is invariant, it follows that Z is obtained
by spreading the fiber Ze = {s ∈ V | s(eP ) = 0} by the group G. Since
U is irreducible, we have dimZe = dimV − dimU . Hence, Z is a smooth
irreducible subvariety of dimension dimV + dimG/P − dimU .
Let π : Z → V be the restriction to Z of the projection of G/P × V
on the second summand. By assumption, π is a surjection. By Sard’s lemma
for algebraic varieties (see [Mum1]), for a generic point s ∈ V and any point
(x, s) in π−1s the differential dπ(x,s) is surjective. We claim that s has the
transversal intersection with the zero section. Indeed, Z can be regarded
as a subbundle of the trivial bundle G/P × V . Then L = (G/P × V )/Z
and the zero section of L is identified with Z mod Z. The section s is
identified with (G/P × {s}) mod Z. Hence, it is sufficient to prove that
G/P × {s} is transversal to Z, which is equivalent to the following claim:
dπ(x,s) is surjective for all (x, s) ∈ Z. Now statement (c) of the theorem
follows from the standard intersection theory (see [Fu1]). ⊓⊔
Example 4.9 It should be noted that Theorem 4.8 cannot be strengthened
to the point where the non-emptiness and the irreducibility of the scheme of
zeros in Theorem 4.8 could be established apriori, as the following example
shows. Consider the vector bundle S2S∗ on Gr(k, 2n). The dimension of a
fiber does not exceed the dimension of the Grassmanian as k ≤ 4n− 1
3
, but
a generic section (that is, a non-degenerate quadratic form in C2n) has a
zero (that is, a k-dimensional isotropic subspace) only if k ≤ n. For k = n
the scheme of zeros is a reducible variety of dimension
n(n− 1)
2
with two
irreducible components (spinor varieties) that correspond to two families of
maximal isotropic subspaces on an even-dimensional quadric.
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Consider the P -submodule Mλ = {s ∈ H0(G/P,Lλ) | s(P ) = 0} in Vλ.
Here s(P ) is a germ of s in the point of G/P corresponding to P . It is
easy to see that Mλ can be characterized as the unique maximal proper P -
submodule of Vλ. Clearly Vλ/Mλ ≃ Uλ as P -modules. Consider the map
Ψ : G×Mλ → Vλ, Ψ(g, v) = gv. Then generic global sections of L have zeros
iff Ψ is dominant iff the differential of Ψ at a generic point is surjective. We
write g and p for Lie algebras of G and P , respectively. The natural “orbital”
map g × Vλ → Vλ defines the P -equivariant map ψ : g/p × Mλ → Uλ.
Then Ψ is dominant iff ψ(·, x) is surjective at a generic point x ∈ Mλ. Let
Zλ = ψ
−1(0)red ⊂ g/p ×Mλ be the incidence variety. Then the following
proposition follows from an easy dimension count:
Proposition 4.10 Suppose that
dimZλ = dim g/p+ dimMλ − dimUλ.
Then generic global sections of Lλ have zeros.
Denote by π the restriction on Zλ of the projection of g/p×Mλ to the first
factor. The variety Zλ could be rather complicated. Say, it is not irreducible
in general. We shall use the fact that fibers π−1(x) are linear spaces. So
consider the function lλ(x) = dimπ
−1(x), x ∈ g/p.
Conjecture 4.11 There exists an algebraic stratification g/p =
r⊔
i=1
Xi such
that for any λ the function lλ(x) is constant along each Xi:
lλ(x) = l
i
λ, x ∈ Xi.
If such stratification exists then
dimZλ = max
i
(dimXi + l
i
λ). (4.1)
If P acts on g/p with a finite number of orbits then we can take these
orbits as Xi (since ψ is P -equivariant). Unfortunately, this class of parabolic
subgroups is very small. The dual P -module (g/p)∗ is isomorphic to the
representation of P on the unipotent radical pn of p, hence by Pyasetskii
Theorem 2.9 the action P : g/p has a finite number of orbits iff the action
P : pn satisfies this property. Such actions were studied in [PR], the complete
classification for classical groups was obtained in [HRo]. But even in these
cases the problem of the complete description of the orbital decomposition
seems very messy. In the next section we shall introduce another class of
parabolic subgroups that satisfy the Conjecture 4.11.
The most wonderful class of parabolic subgroups that will fit all our needs
is the class of parabolic subgroups P with abelian unipotent radical pn, see
Section 2.3. So from now on P will be a parabolic subgroup with aura. Let
P− be an opposite parabolic subgroup, let L = P ∩ P− be a Levi subgroup
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with Lie algebra l, let p−n be a unipotent radical of p
−. Then pn is abelian
iff the decomposition g = p−n ⊕ l ⊕ pn is a Z-grading: g = g−1 ⊕ g0 ⊕ g1.
Notice that g/p is isomorphic to p−n as a L-module. It is well-known that the
action of L on p−n has a finite number of orbits in this case. Take the orbital
decomposition p−n =
r∪
i=1
Lfi. For its detailed description see Theorem 2.17.
Then the equality (4.1) takes a form
dimZλ = max
i
(dimLfi + lλ(fi)). (4.2)
It remains to calculate lλ(fi). If fi = 0 then lλ(fi) = dimMλ. In the opposite
case we can include fi in a sl2-triple 〈fi, hi, ei〉. Evidently we can assume that
hi ∈ l, ei ∈ pn. These hi’s were also written down explicitly in Theorem 2.17.
We shall use the following easy lemma from the sl2-theory:
Lemma 4.12 Let V be a finite-dimensional sl2-module, sl2 = 〈f, h, e〉. Let
b = 〈h, e〉. Suppose that M ⊂ V is a b-submodule such that eV ⊂M . Then
dimCoker(M ⊂ V f→V → V/M) = dim(V/M)h,
where (V/M)h = {v ∈ V/M |hv = 0}.
Applying this Lemma to the representation of sl2 in Vλ we get
lλ(fi) = dimKerψ(fi, ·) = dimMλ − dimUλ + dimCokerψ(fi, ·) =
= dimMλ − dimUλ + dimUhiλ .
Notice that this formula remains valid for fi = 0 if we assume that in this
case hi = 0. Joining this formula with (4.2) and applying the Lemma above
we get the following result.
Theorem 4.13 ([T3]) Suppose that for any i
dimUhiλ ≤ codimg/p Lfi.
Then generic global sections of the bundle Lλ have zeros.
All ingredients of the formula (4.13) can be easily computed in many
particular cases. We will apply Theorem 4.13 for the proof of the following
Theorem 4.14 ([T3]) Let w ∈ SdV ∗, resp. w ∈ ΛdV ∗, be a generic form.
Then V contains a k-dimensional isotropic subspace w.r.t. w if and only if
n ≥
(d+ k − 1
d
)
k
+ k, resp. n ≥
(k
d
)
k
+ k, (4.3)
with the following exceptions (a form is supposed to be generic). V contains
a k-dimensional isotropic subspace if and only if
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– n ≥ 2k for w ∈ S2V ∗ or w ∈ Λ2V ∗.
– k ≤ n− 2 for w ∈ Λn−2V ∗, n is even.
– k ≤ 4 for w ∈ Λ3V ∗, n = 7.
It is interesting that the variety of 4-dimensional isotropic subspaces of a
generic skewsymmetric 3-form in C7 is a smooth 8-dimensional Fano variety.
Moreover, this variety is a compactification of the unique symmetric space of
the simple algebraic group G2.
Proof. We choose a basis {e1, . . . , en} in V and identify GLn with the group
of non-singular matrices. Let T , B, B− be the subgroups of diagonal, upper-
and lower-triangular matrices. We fix an integer k. Consider the parabolic
subgroup
P =
(
A 0
∗ B
)
,
where B is a k × k-matrix. Then G/P is the Grassmanian Gr(k, V ). Con-
sider the vector bundle L = SdS∗ (resp. L = ΛdS∗, but only in the case
k ≥ d) on G/P , where S is the tautological bundle. Then L = Lλ, where λ
is the highest weight of the GLn-module S
dV ∗ (resp. ΛdV ∗). Let w ∈ SdV ∗
(resp. w ∈ ΛdV ∗), let sw be the corresponding global section. It is easy to
see that (Zsw )red coincides with the variety of k-dimensional isotropic sub-
spaces w.r.t. w. Notice that inequalities (4.3) are equivalent to the condition
dimUλ ≤ dimG/P . In the sequel we suppose that these inequalities hold.
We take
fi = E1,n + E2,n−1 + . . .+ Ei,n+1−i, i = 0, . . . , r = min(k, n− k).
The unipotent radical p−n can be identified with matrices of shape k× (n−k)
then the orbit Lfi is identified with the variety of matrices of rank i, therefore
codimg/p Lfi = (k − i)(n− k − i).
We have
hi = (En,n − E1,1) + (En−1,n−1 − E2,2) + . . .+ (En+1−i,n+1−i − Ei,i),
hence
dimUhiλ =
(
d+ k − i− 1
d
)
if Vλ = S
dV ∗;
dimUhiλ =
(
k − i
d
)
if Vλ = Λ
dV ∗.
Applying Theorem4.13 we get
Proposition 4.15
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(a) Suppose that for any i = 0, . . . , r we have(
d+ k − i− 1
d
)
≤ (k − i)(n− k − i).
Then a generic form w ∈ SdV ∗ has a k-dimensional isotropic subspace.
(b) Suppose that for any i = 0, . . . , r we have(
k − i
d
)
≤ (k − i)(n− k − i).
Then a generic form w ∈ ΛdV ∗ has a k-dimensional isotropic subspace.
It remains to clarify when the conditions of Proposition 4.15 follow from
formulas (4.3).
A. Symmetric Case.
Clearly if i = k then the conditions of Proposition 4.15 are satisfied. Therefore
it suffices to find out when the inequality
n ≥
(
d+k−i−1
d
)
k − i + k + i
follows from the inequality
n ≥
(
d+k−1
d
)
k
+ k
as i = 1, . . . ,min(k−1, n−k). If d = 1 then Theorem 4.14 is obvious, if d = 2
it reduces to a well-known result about isotropic subspaces of quadratic form.
So assume that d ≥ 3. We use a following Lemma that can be easily verified
by induction:
Lemma 4.16 Let d ≥ 3, α ≥ 2. Then (
d+α−1
d )
α ≥
(d+α−2d )
α−1 + 1.
It follows from Lemma 4.16 that
n ≥
(
d+k−1
d
)
k
+ k ≥
(
d+k−2
d
)
k − 1 + k + 1
≥
(
d+k−3
d
)
k − 2 + k + 2 ≥ . . . ≥
(
d+k−1−(k−1)
d
)
k − (k − 1) + k + k − 1.
QED.
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B. Skew-symmetric Case.
Clearly if i > k − d then the conditions of Proposition 4.15 are satisfied.
Therefore it suffices to check when the inequality
n ≥
(
k−i
d
)
k − i + k + i
follows from the inequality
n ≥
(
k
d
)
k
+ k
as i = 1, . . . ,min(k−d, n−k). If d = 1 then Theorem 4.14 is obvious, if d = 2
it reduces to a well-known result about isotropic subspaces of a 2-form. So
assume that d ≥ 3. We use a following Lemma that can be easily verified by
induction:
Lemma 4.17 Let 3 ≤ d ≤ α− 2. Then (
α
d)
α ≥
(α−1d )
α−1 + 1.
It follows from Lemma 4.17 that
n ≥
(
k
d
)
k
+ k ≥
(
k−1
d
)
k − 1 + k + 1
≥
(
k−2
d
)
k − 2 + k + 2 ≥ . . . ≥
(
k−(k−3−d)
d
)
k − (k − 3− d) + k + (k − 3− d).
It remains to consider 3 cases: i = k − d − 2, i = k − d − 1, i = k − d as
i ≤ n− k.
Let i = k − d − 2, n ≥ 2k − d − 2. We want to deduce the inequality
n ≥ (
d+2
d )
d+2 + 2k − d − 2 = 2k − d−12 − 2 from n ≥
(kd)
k + k. It suffices to
check
(
k
d
) ≥ k(k − d−12 − 2). Since d ≥ 3 and k − d = i + 2 ≥ 3 we have(
k
d
) ≥ (k3) ≥ k(k − 3) ≥ k(k − d−12 − 2).
Let i = k − d − 1, n ≥ 2k − d − 1. We want to deduce the inequality
n ≥ (
d+1
d )
d+1 + 2k − d − 1 = 2k − d from n ≥
(d+1d )
d+1 + 2k − d − 1 = 2k − d.
It suffices to check
(
k
d
) ≥ k(k − d). Since d ≥ 3 and k − d = i + 1 ≥ 2 we
have
(
k
d
) ≥ (k3) ≥ k(k − 3) ≥ k(k − d) as k − d ≥ 3. If k − d = 2 then(
k
d
)
= (d+2)(d+1)2 ≥ 2(d+ 2) ≥ k(k − d).
Let i = k − d, n ≥ 2k − d. We need to deduce the inequality n ≥ (
d
d)
d +
2k − d = 2k − d + 1d from n ≥
(kd)
k + k. All exceptions are defined by the
following system of equalities and inequalities:
n = 2k − d,
(
k
d
)
≤ k(k − d), k − d ≥ 1.
There exist only two possibilities: either k = d+1, n = d+2 or d = 3, k = 5,
n = 7.
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In the first case we need to clarify whether a generic form w ∈ Λn−2V ∗
has a (n− 1)-dimensional isotropic subspace or not. This holds iff a generic
2-form in V ∗ has a non-zero kernel. It is well-known that this is true only for
odd n.
To complete the proof it remains to find out whether a generic form w ∈
Λ3(C7)∗ has a 5-dimensional isotropic subspace. In suitable coordinates this
isotropic subspace will coincide with the linear span 〈e1, . . . , e5〉. Therefore
w =
∑
1≤i<j<k≤7
αijkxi ∧ xj ∧ xk, where αijk = 0 as k ≤ 5. Consider the
one-parameter subgroup
H(t) = diag(t2, t2, t2, t2, t2, t−5, t−5)
in SL7. Clearly, lim
t→0
H(t)w = 0. Therefore w belongs to the Null-cone of the
action SL7 : Λ
3(C7)∗. It follows that any non-constant homogeneous invariant
of this action vanishes at w. But it is known that this action has non-constant
invariants (see [PV]), for example, the discriminant is well-defined in this case.
Therefore generic forms do not admit 5-dimensional isotropic subspaces.
Moreover, it can be shown that a 3-form in the 7-dimensional vector space
admits a 5-dimensional isotropic subspace if and only if its discriminant is
equal to zero. ⊓⊔
4.4 Moore–Penrose Inverse and Applications
The nice notion of a generalized inverse of an arbitrary matrix (possibly
singular or even non-square) has been discovered independently by Moore
[Mo] and Penrose [Pe]. The following definition belongs to Penrose (Moore’s
definition is different but equivalent):
Definition 4.18 A matrix A+ is called a MP-inverse of a matrix A if
AA+A = A, A+AA+ = A+,
and AA+, A+A are Hermitian matrices.
It is quite surprising but a MP-inverse always exists and is unique.
Since the definition is symmetric with respect to A and A+ it follows that
(A+)+ = A. If A is a non-singular square matrix then A+ coincides with an
ordinary inverse matrix A−1. The theory of MP-inverses and their numerous
modifications becomes now a separate subfield of Linear Algebra [CM] with
various applications. Here we show that this notion quite naturally arises in
the theory of shortly graded simple Lie algebras and give applications. To
explain this connection let us first give another definition of a MP-inverse.
Let A ∈ Matn,m(C). Then it is easy to see that a matrix A+ ∈ Matm,n(C)
is a MP-inverse of A if and only if there exist Hermitian matrices
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B1 ∈Matn,n(C) and B2 ∈ Matm,m(C)
such that the following matrices form an sl2-triple in sln+m(C):
E =
(
0 A
0 0
)
, H =
(
B1 0
0 B2
)
, F =
(
0 0
A+ 0
)
.
By an sl2-triple 〈e, h, f〉 in a Lie algebra g we mean a collection of (possibly
zero) vectors such that
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
In other words, an sl2-triple is a homomorphic image of canonical generators
of sl2 with respect to some homomorphism of Lie algebras sl2 → g.
This definition admits an immediate generalization. Suppose that g is a
simple complex Lie algebra, G is a corresponding simple simply-connected
Lie group. Suppose further that P is a parabolic subgroup of G with abelian
unipotent radical (with aura). Then g admits a short grading
g = g−1 ⊕ g0 ⊕ g1
with only three nonzero parts. Here p = g0 ⊕ g1 is a Lie algebra of P and
exp g1 is the abelian unipotent radical of P . Let k0 be a compact real form
of g0. In this section we shall permanently consider compact real forms of
reductive subalgebras of simple Lie algebras. These subalgebras will always
be Lie algebras of algebraic reductive subgroups of a corresponding simple
complex algebraic group. Their compact real forms will always be understood
as Lie algebras of compact real forms of corresponding algebraic groups. For
example, a Lie algebra of an algebraic torus has a unique compact real form.
Suppose now that e ∈ g1. It is well-known that there exists a homogeneous
sl2-triple 〈e, h, f〉 such that h ∈ g0 and f ∈ g−1.
Definition 4.19 An element f ∈ g−1 is called a MP-inverse of e ∈ g1 if
there exists a homogeneous sl2-triple 〈e, h, f〉 with h ∈ ik0.
MP-inverses of elements f ∈ g−1 are defined in the same way. It is clear
that if f is a MP-inverse of e then e is a MP-inverse of f .
Example 4.20 Suppose that G = SLn+m and P ⊂ G is a maximal parabolic
subgroup of block triangular matrices of the form(
B1 A
0 B2
)
, where B1 ∈Matn,n, A ∈Matn,m, B2 ∈Matm,m .
The graded components of the correspondent grading consist of matrices of
the following form:
g−1 =
(
0 0
A′ 0
)
, g0 =
(
B1 0
0 B2
)
, g1 =
(
0 A
0 0
)
,
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where A′ ∈ Matm,n, B1 ∈ Matn,n, B2 ∈ Matm,m, and A ∈ Matn,m. One can
take k0 to be the real Lie algebra of block diagonal skew-Hermitian matrices
with zero trace. Then ik0 is a vector space of block diagonal Hermitian matri-
ces with zero trace. Therefore in this case we return to a previous definition
of a Moore–Penrose inverse.
Theorem 4.21 ([T4]) For any e ∈ g1 there exists a unique Moore–Penrose
inverse f ∈ g−1.
The proof is similar to the proof of Theorem 4.23 below.
It obviously follows that for any non-zero f ∈ g−1 there exists a unique
MP-inverse e ∈ g1. So taking a MP-inverse is a well-defined involutive opera-
tion. In general, it is not equivariant with respect to a Levi subgroup L ⊂ P
with Lie algebra g0, but only with respect to its maximal compact subgroup
K0 ⊂ L.
Let us give an intrinsic description of the Moore-Penrose inverse in all
cases arising arising from short gradings of classical simple Lie algebras. Ex-
ceptional cases may be found in [T4].
Linear Maps.
This is, of course, the classical Moore–Penrose inverse. Let us recall its in-
trinsic description. Suppose that Cn and Cm are vector spaces equipped with
standard Hermitian scalar products. For any linear map F : Cn → Cm its
Moore-Penrose inverse is a linear map F+ : Cm → Cn defined as follows. Let
KerF ⊂ Cn and ImF ⊂ Cm be a kernel and an image of F . Let Ker⊥ F ⊂ Cn
and Im⊥ F ⊂ Cm be their orthogonal complements with respect to the Her-
mitian scalar products. Then F defines via restriction a bijective linear map
F˜ : Ker⊥ F → ImF . Then F+ : Cm → Cn is a unique linear map such that
F+|Im⊥ F = 0 and F+|ImF = F˜−1. This MP-inverse corresponds to short
gradings of sln+m.
Symmetric and Skew-symmetric Bilinear Forms.
Let V = Cn be a vector space equipped with a standard Hermitian scalar
product. For any symmetric (resp. skew-symmetric) bilinear form ω on V its
Moore-Penrose inverse is a symmetric (resp. skew-symmetric) bilinear form
ω+ on V ∗ defined as follows. Let Ker ω ⊂ V be the kernel of ω. Then ω
induces a non-degenerate bilinear form ω˜ on V/Ker ω. Let Ann(Ker ω) ⊂ V ∗
be an annihilator of Ker ω. Then Ann(Ker ω) is canonically isomorphic to the
dual of V/Ker ω. Therefore the form ω˜−1 on Ann(Ker ω) is well-defined. The
form ω+ is defined as a unique form such that its restriction on on Ann(Ker ω)
coincides with ω˜−1 and its kernel is Ann(Ker ω)⊥, the orthogonal complement
with respect to a standard Hermitian scalar product on V ∗. This MP-inverse
corresponds to the short grading of sp2n+2 (resp. so2n+2).
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Vectors in a Vector Space With the Scalar Product.
Suppose that V = Cn is a vector space with the standard bilinear scalar
product (·, ·). For any vector v ∈ V its Moore-Penrose inverse v∨ is again a
vector in V defined as follows:
v∨ =

2v
(v, v)
, if (v, v) 6= 0
v
(v, v)
, if (v, v) = 0, v 6= 0
0, if v = 0.
This MP-inverse corresponds to the short grading of son+2.
It is quite natural to ask whether it is possible to extend the notion of
the Moore–Penrose inverse from parabolic subgroups with aura to arbitrary
parabolic subgroups. It is also interesting to consider the “non-graded” situa-
tion. Let us start with it. Suppose G is a simple connected simply-connected
Lie group with Lie algebra g. We fix a compact real form k ⊂ g.
Definition 4.22 A nilpotent orbit O ⊂ g is called a Moore–Penrose orbit if
for any e ∈ O there exists an sl2-triple 〈e, h, f〉 such that h ∈ ik.
It turns out that it is quite easy to find all Moore-Penrose orbits. Recall
that the height ht(O) of a nilpotent orbitO = Ad(G)e is equal to the maximal
integer k such that ad(e)k 6= 0. Clearly ht(O) ≥ 2.
Theorem 4.23 O is a Moore–Penrose orbit if and only if ht(O) = 2. In this
case for any e ∈ O there exists a unique sl2-triple 〈e, h, f〉 such that h ∈ ik.
Proof. Let x → x denotes a complex conjugation in g with respect to the
compact form k. Therefore x = x iff x ∈ k and x = −x iff x ∈ ik. Let B(x, y) =
Tr ad(x) ad(y) be the Killing form of g. Finally, let H(x, y) = −B(x, y) be a
positive-definite Hermitian form on g.
Lemma 4.24 We fix a nilpotent element e ∈ g. Suppose that 〈e, h, f〉 is an
sl2-triple in g such that h ∈ ik. Then for any other sl2-triple 〈e, h′, f ′〉 we
have H(h, h) < H(h′, h′). In particular, if there exists an sl2-triple 〈e, h, f〉
with h ∈ ik then the sl2-triple with this property is unique.
Proof. Recall that if 〈e, h, f〉 is an sl2-triple then h is called a characteristic
of e. Consider the subset H ⊂ g consisting of all possible characteristics of e.
It is well-known that H is an affine subspace in g such that the corresponding
linear subspace is precisely the unipotent radical zug(e) of the centralizer zg(e)
in g of the element e. Since H(h′, h′) is a strongly convex function on H,
there exists a unique element h0 ∈ H such that H(h0, h0) < H(h′, h′) for any
h′ ∈ H, h′ 6= h0. We need to show that h0 = h. It is clear that an element
h0 ∈ H minimizes H(h, h) on H iff H(h0, zug(e)) = 0 iff B(h0, zug(e)) = 0. If
h ∈ H ∩ ik0 then h = −h and we have
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B(h, zug(e)) = −B(h, zug(e)) = −B([e, f ], zug(e)) = B(f, [e, zug(e)]) = 0.
Therefore h = h0. ⊓⊔
Suppose that 〈e, h, f〉 is an sl2-triple in g. Consider the grading g = ⊕
k
gk
such that x ∈ gk iff [h, x] = kx. Let n+ = ⊕
k>0
gk, n− = ⊕
k<0
gk. It is well
known that zug(e) ⊂ n+.
Lemma 4.25 Suppose that zug(e) = n+. Then O = Ad(G)e is a Moore–
Penrose orbit.
Proof. We need to prove that for any element e′ ∈ O there exists an sl2-
triple 〈e′, h′, f ′〉 such that h′ ∈ ik, where k is a fixed compact real form of
g. Clearly it is sufficient to prove that for an arbitrary compact real form
k there exists an sl2-triple 〈e, h, f〉 with h ∈ ik. According to the proof of
the previous Lemma we should choose h to be a unique characteristic such
that B(h, zug(e)) = 0, where x → x denotes a complex conjugation in g with
respect to the compact form k. It remains to prove that h ∈ ik. Since B is
a non-degenerate ad-invariant scalar product on g and zug(e) = n+ it follows
that h ∈ p, where p = g0⊕n+. Let l be some “standard” compact real form of
g such that h ∈ il and n˜± = n∓, where x→ x˜ denotes a complex conjugation
in g with respect to the compact form l. Let P ⊂ G be a parabolic subgroup
of G with the Lie algebra p, let H ⊂ P be its Levi subgroup with the Lie
algebra g0. Since all compact real forms of a semisimple complex Lie algebra
are conjugated by elements of any fixed Borel subgroup it follows that there
exists g ∈ P such that Ad(g)k = l. Therefore
A˜d(g)h = Ad(g)h ⊂ Ad(g)(p) = p.
We can express g as a product uz, where u ∈ exp(n+), Ad(z)h = h. Then
A˜d(g)h = A˜d(u)h. If u is not the identity element of G then Ad(u)h = h+ ξ,
where ξ ∈ n+ and ξ 6= 0. Therefore A˜d(u)h = −h+ ξ˜. But ξ˜ ∈ n− and hence
A˜d(u)h 6∈ p, contradiction. Therefore u is trivial and since Ad(z)h = h we
finally get
h = h˜ = −h.⊓⊔
⊓⊔
Now we shall try to reverse this argument.
Lemma 4.26 Suppose that O = Ad(G)e is a Moore–Penrose orbit. Then
zug(e) = n+.
Proof.We choose a standard compact real form l as in the proof of the previ-
ous Lemma. Clearly, zug(e) is a graded subalgebra of n+ = ⊕
k>0
gk. Suppose, on
the contrary, that zug(e) 6= n+. Let ξ ∈ gp, p > 0, be a homogeneous element
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that does not belong to zug(e). Let u = exp(ξ). Let e
′ = Ad(u)e. We claim
that all characteristics of e′ do not belong to il. Indeed, all characteristics of
e′ have a form Ad(u)h+Ad(u)x, where x ∈ zug(e). Suppose that for some x we
have Ad(u)h+Ad(u)x ∈ il. Since h ∈ il, n˜± = n∓, and Ad(u)(h+x)−h ∈ n+
it follows that Ad(u)(h+x) = h. In n+ modulo ⊕
k>p
gk we obtain the equation
[ξ, h] + x = 0, but [h, ξ] = pξ and therefore ξ ∈ zug(e). Contradiction. ⊓⊔
Now we can finish the proof of Theorem 4.23. Combining previous lemmas
we see that O is a Moore–Penrose orbit if and only if zug(e) = n+. It follows
from the sl2-theory that dim z
u
g(e) = dim g1+dim g2. Therefore z
u
g(e) = n+ if
and only if gp = 0 for p > 2. Clearly, this is precisely equivalent to ht(O) = 2.
In this case for any e ∈ O there exists a unique sl2-triple 〈e, h, f〉 such that
h ∈ ik by Lemma 4.24. ⊓⊔
Now let us turn to the graded situation. Suppose that g is a Z-graded
simple Lie algebra, g = ⊕
k∈Z
gk. Let P ⊂ G be a parabolic subgroup with Lie
algebra p = ⊕
k≥0
gk. Let L ⊂ P be a Levi subgroup with Lie algebra g0. We
choose a compact real form k0 of g0. Suppose now that e ∈ gk. It is well-
known that there exists a homogeneous sl2-triple 〈e, h, f〉 with h ∈ g0 and
f ∈ g−k.
Definition 4.27 Take any k > 0 and any L-orbit O ⊂ gk. Then O is called
a Moore-Penrose orbit if for any e ∈ O there exists a homogeneous sl2-triple
〈e, h, f〉 such that h ∈ ik0. In this case f is called a MP-inverse of e. A
grading is called a Moore–Penrose grading in degree k > 0 if all L-orbits in
gk are Moore-Penrose. A grading is called a Moore–Penrose grading if it is a
Moore–Penrose grading in any positive degree. A parabolic subgroup P ⊂ G
is called a Moore–Penrose parabolic subgroup if there exists a Moore–Penrose
grading g = ⊕
k∈Z
gk such that p = ⊕
k≥0
gk is a Lie algebra of P .
One should be careful comparing graded and non-graded situation: if O ⊂
gk is a Moore–Penrose L-orbit then Ad(G)O ⊂ g is not necessarily a Moore–
Penrose G-orbit. Let us give a criterion for an L-orbit to be Moore–Penrose.
Suppose O = Ad(L)e ⊂ gk. Take any homogeneous sl2-triple 〈e, h, f〉. Then
h defines a grading g0 = ⊕
n∈Z
gn0 , such that ad(h)|gn0 = n · Id.
Theorem 4.28 ([T4]) O is a Moore–Penrose orbit if and only if ad(e)gn0 =
0 for any n > 0. In this case for any e′ ∈ O there exists a unique homogeneous
sl2-triple 〈e′, h′, f ′〉 such that h′ ∈ ik0.
The proof is similar to the proof of Theorem 4.23.
Example 4.29 Suppose that G is a simple group of type G2. We fix a root
decomposition. There are two simple roots α1 and α2 such that α1 is short
and α2 is long. There are 3 proper parabolic subgroups: Borel subgroup B
and two maximal parabolic subgroups P1 and P2 such that a root vector of
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αi belongs to a Levi subgroup of Pi. Then the following is an easy applica-
tion of Theorem 4.28. B is a Moore–Penrose parabolic subgroup (actually
Borel subgroups in all simple groups are Moore–Penrose parabolic subgroups
with respect to any grading). P1 is not Moore–Penrose, but it is a Moore–
Penrose parabolic subgroup in degree 2 (with respect to the natural grading
of height 2). P2 is a Moore–Penrose parabolic subgroup.
Example 4.30 Suppose G = SLn. We fix positive integers d1, . . . , dk such
that n = d1 + . . .+ dk. We consider the parabolic subgroup P (d1, . . . , dk) ⊂
SLn that consists of all upper-triangular block matrices with sizes of blocks
equal to d1, . . . , dk. We take a standard grading. Then g1 is identified with
the linear space of all tuples of linear maps {f1, . . . , fk},
Cd1
f1←−Cd2 f2←− . . . fk−1←− Cdk ,
g−1 is identified with the linear space of all tuples of linear maps {g1, . . . , gk},
Cd1
g1−→Cd2 g2−→ . . . gk−1−→Cdk ,
and Levi subgroup L(d1, . . . , dk) is just the group
(A1, . . . , Ak) ∈ GLd1 × . . .×GLdk such that det(A1) · . . . · det(Ak) = 1.
It acts on these spaces of linear maps in an obvious way. The most impor-
tant among L-orbits are varieties of complexes. To define them, let us fix in
addition non-negative integers m1, . . . ,mk−1 such that mi−1 +mi ≤ di (we
set m0 = mk = 0), and consider the subvariety of all tuples {f1 . . . , fk−1} as
above such that rk fi = mi and fi−1◦fi = 0 for any i. These tuples form a sin-
gle L-orbit O called a variety of complexes. For any tuple {f1, . . . , fk−1} ∈ O
consider the tuple {f+1 , . . . , f+k−1} ∈ g−1, where f+i is a classical “matrix”
Moore–Penrose inverse of fi. It is easy to see that this new tuple is again
a complex, moreover, this complex is a Moore–Penrose inverse (in our lat-
est meaning of this word) of an original complex. In particular, orbits of
complexes are Moore–Penrose orbits.
From the first glance only few parabolic subgroups are Moore–Penrose.
But this is scarcely true. For example, we have the following Theorem:
Theorem 4.31 ([T4]) Any parabolic subgroup in SLn is Moore–Penrose.
To explain our interest in Moore–Penrose parabolic subgroups let us recall
Conjecture 4.11 from the previous section. Suppose once again thatG is a sim-
ple connected simply-connected Lie group, P is its parabolic subgroup, p ⊂ g
are their Lie algebras. We take any irreducible G-module V . There exists a
unique proper P -submodule MV of V . We have the inclusion i : MV → V ,
the projection π : V → V/MV and the map RV : g → End(V ) defining the
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representation. Therefore we have a linear map R˜V : g→ Hom(MV , V/MV ),
namely R˜V (x) = π ◦ RV (x) ◦ i. Clearly p ⊂ Ker R˜V . Finally, we have a lin-
ear map ΨV : g/p → Hom(MV , V/MV ). The Conjecture 4.11 states that
there exists an algebraic stratification g/p =
n⊔
i=1
Xi such that for any V the
function rk ΨV is constant along each Xi.
The following theorem shows the connection of this problem with the
Moore–Penrose inverse.
Theorem 4.32 ([T4]) Suppose that a grading g = ⊕
k∈Z
gk is a Moore–
Penrose grading in all positive degrees except at most one. Then the Con-
jecture is true for the corresponding parabolic subgroup P .
Proof. Suppose that G is a connected reductive group with a Lie algebra
g. For any elements x1, . . . , xr ∈ g let 〈x1, . . . , xr〉alg denote the minimal
algebraic Lie subalgebra of g that contains x1, . . . , xr (algebraic subalgebras
are the Lie algebras of algebraic subgroups). By a theorem of Richardson [Ri1]
〈x1, . . . , xr〉alg is reductive if and only if an orbit of the r-tuple (x1, . . . , xr)
in gr is closed with respect to the diagonal action of G. Suppose now that
h1, . . . , hr are semi-simple elements of g. Consider the closed subvariety Oˆ =
(Ad(G)h1, . . . ,Ad(G)hr) ⊂ gr. For any closed G-orbit O ⊂ Oˆ let us denote
by G(O) the conjugacy class of the reductive subalgebra 〈x1, . . . , xr〉alg for
(x1, . . . , xr) ∈ O.
Lemma 4.33 There are only finitely many conjugacy classes G(O).
Proof.We shall use induction on dim g. Suppose that the claim of the Lemma
is true for all reductive groupsH with dimH < dimG. Let z ⊂ g be the center
of g, g′ ⊂ g be its derived algebra. Consider two canonical homomorphisms
g
π−→ g′ and g π′−→ z.
We take any closed G-orbit O ⊂ Oˆ. Let (x1, . . . , xr) ∈ O, yi = π(xi) for i =
1, . . . , r. Then 〈y1, . . . , yr〉alg = π(〈x1, . . . , xr〉alg) and, therefore, is reductive.
Let us consider two cases.
Suppose first, that 〈y1, . . . , yr〉alg = g′. Then g′ is a derived algebra of
〈x1, . . . , xr〉alg and, therefore, 〈x1, . . . , xr〉alg = 〈π′(h1), . . . , π′(hr)〉 ⊕ g′. In
this case we get one conjugacy class.
Suppose now, that 〈y1, . . . , yr〉alg 6= g′. Then 〈y1, . . . , yr〉alg is contained
in some maximal reductive Lie subalgebra of g′. It is well-known (and not
difficult to prove) that in a semisimple Lie algebra there are only finitely
many conjugacy classes of maximal reductive subalgebras. Let h′ be one of
them, h = z⊕h′ ⊂ g. Let H be a corresponding reductive subgroup of G. It is
sufficient to prove that for any closed G-orbit O of Oˆ that meets hr there are
only finitely many possibilities for G(O). It easily follows from Richardson’s
Lemma [Ri] that for any i the intersection Ad(G)hi ∩ h is a union of finitely
4.4 Moore–Penrose Inverse and Applications 69
many closed H-orbits, say Ad(H)h1i , . . . ,Ad(H)h
si
i . It remains to prove that
if for some r-tuple (x1, . . . , xr) ∈ Ad(H)hk11 × . . .Ad(H)hkrr the correspond-
ing subalgebra 〈x1, . . . , xr〉alg is reductive then there are only finitely many
possibilities for its conjugacy class. But this is precisely the claim of Lemma
for the group H, which is true by the induction hypothesis. ⊓⊔
Suppose that k is a compact real form of g.
Lemma 4.34 If r-tuple (x1, . . . , xr) belongs to (ik)
r, then its G-orbit is
closed in gr.
Proof. Indeed, let B be a non-degenerate ad-invariant scalar product on g,
which is negative-definite on k. Let H(x) = −B(x, x) be a positive-definite
k-invariant Hermitian quadratic form on g, where the complex conjugation is
taken with respect to k. Let Hr be a corresponding Hermitian quadratic form
on gr. More precisely, Hr(x1, . . . , xr) = H(x1) + . . . +H(xr). By a Kempf–
Ness criterion [PV] in order to prove that the G-orbit of (x1, . . . , xr) is closed
it is sufficient to prove that the real function Hr(·) has a critical point on
this orbit. Let us show that (x1, . . . , xr) is this critical point. Indeed, for any
g ∈ g
−B(x1, [g, x1])− . . .−B(xr, [g, xr]) = B(x1, [g, x1])+ . . .+B(xr, [g, xr]) = 0.
⊓⊔
Now let G be a simple simply-connected Lie group, let g be its Lie algebra
with a Z-grading g = ⊕
k∈Z
gk. Let r be a maximal integer such that gr 6= 0.
We denote the non-positive part of the grading ⊕
k≤0
gk by p. Let P ⊂ G be a
parabolic subgroup with the Lie algebra p. We shall identify g/p with ⊕
k>0
gk.
Let L ⊂ G be a connected reductive subgroup with Lie algebra g0. Let V be
an irreducible G-module. If we choose a Cartan subalgebra t ⊂ g0 then the
grading of g originates from some Z-grading on t∗. Therefore, there exists a
Z-grading V = ⊕
k∈Z
Vk such that giVj ⊂ Vi+j . Let R be a maximal integer
such that VR 6= 0. It is easy to see that MV = ⊕
k<R
Vk (notice that VR is an
irreducible L-module).
Now we can prove the Theorem. It is sufficient to prove that there exists
a finite set of points {x1, . . . , xN} ⊂ g/p such that for any x ∈ g/p and for
any V we have rk ΨV (x) = rk ΨV (xi) for some i. Recall that L has finitely
many orbits on each gk, see Theorem 2.10. We pick some L-orbit Oi in each
gi. Then it is sufficient to find a finite set of points as above only for points
x ∈ g/p of a form x = x1 + . . .+ xr, where xi ∈ Oi. For any orbit Oi let Hi
denote the set of all possible homogeneous characteristics of all elements from
Oi. Clearly Hi is a closed Ad(L)-orbit. Let Oˆ = H1 × . . . × Hr ⊂ gr0. Then
by the first Lemma the set of conjugacy classes of subgroups G(O) for closed
L-orbits O in Oˆ is finite. Let us show that for any r-tuple (x1, . . . , xr) ∈
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O1 × . . . × Or there exists an r-tuple (h1, . . . , hr) ∈ Oˆ such that hi is a
homogeneous characteristic of xi and an L-orbit Ad(L)(h1, . . . , hr) is closed.
Indeed, after simultaneous conjugation of elements xi by some element g ∈ L
we may suppose that any xi has a homogeneous characteristic hi ∈ ik0 (in
all degrees except at most one no conjugation is needed because of Moore–
Penrose property, for one degree this is obvious). Then by the second Lemma
an orbit Ad(L)(h1, . . . , hr) is closed. Since all functions rk ΨV are L-invariant,
we may restrict ourselves to the points x =
∑
i xi ∈ g/p such that xi ∈ Oi,
any xi has a homogeneous characteristic hi ∈ ik0, and a conjugacy class of
〈h1, . . . , hr〉alg is fixed. We claim that any function rk ΨV is constant along
the set of these points. Moreover, we shall prove that
rk ΨV (x) = dimVR − dimV 〈h1,...,hr〉algR . (4.4)
Indeed,
rk ΨV (x) = dim
∑
i
Im
(
ad(xi)|VR−i
)
.
Clearly VR is ad(hi)-invariant and is killed by ad(ei), therefore from the sl2-
theory we get that VR = ⊕
k≥0
V kR , where ad(hi)|V kR = k · Id. Moreover,
Im
(
ad(xi)|VR−i
)
= ⊕
k>0
V kR .
Let H be a contravariant Hermitian form on VR with respect to the compact
form k0 of g0. Since hi ∈ ik0 and H is a contravariant form we get that
⊕
k>0
V kR = (V
0
R)
⊥. Therefore,
∑
i
Im
(
ad(xi)|VR−i
)
=
(
∩iV hiR
)⊥
=
(
V
〈h1,...,hr〉alg
R
)⊥
.
The formula (4.4) follows. ⊓⊔
For example, combining Theorem 4.32 and Theorem 4.31 we get the fol-
lowing corollary:
Corollary 4.35 The conjecture is true for any parabolic subgroup in SLn.
Though the conditions of Theorem 4.32 are not always satisfied, it seems
that one can prove the conjecture for any simple group in this direction.
5. Fulton–Hansen Theorem and Applications
Preliminaries
Fulton–Hansen connectedness Theorem has numerous applications to the pro-
jective geometry including famous Zak Theorem on tangencies. Aside from
dual varieties, projective geometry also studies secant and tangential vari-
eties, joins, etc. In this chapter we review some basic results related to them.
5.1 Fulton–Hansen Connectedness Theorem
Theorem 5.1 ([FH]) Let f : X → PN be a finite morphism from an irre-
ducible complete variety X to the projective space PN . Then for any projective
subspace L0 ⊂ PN such that dimX > codimPN L0 the inverse image f−1(L0)
is connected.
Sketch of the proof. Let k = dimL. Let U ⊂ Gr(k,PN) be the open set
of all subspaces that meet f(X) properly, and let U0 ⊂ Gr(k,PN) be the set
of all subspaces L such that f−1(L) is irreducible. Then U0 is non-empty by
Bertini’s theorem (see [Ha1] or [Wei]). It follows from Zariski’s principle of
degeneration (see [Fu1] or [Za]) that for all L ∈ U the preimage f−1(L) is
connected, non-empty, of codimension dimX + k−N . For each L ∈ U , there
is a positive cycle f∗(L) on X whose support is f−1(L). This determines a
morphism from U to the Chow variety Z of cycles on X . Let
Γ ⊂ Gr(k,PN )× Z
be the closure of the graph of this morphism, π : Γ → Gr(k,PN ) the projec-
tion. Since Z is complete, π is proper as well as birational. Zariski’s principle
of degeneration implies that for any γ ∈ Γ the corresponding cycle Cγ is con-
nected (i.e. its support |Cγ | is connected). Zariski’s main theorem implies that
π−1(L0) is connected. It follows that the union of the |Cγ | for γ ∈ π−1(L0)
is connected. It remains to prove that
f−1(L0) =
⋃
γ∈π−1(L0)
|Cγ |.
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The inclusion ⊃ follows from the continuity of limit cycles. So it remains to
prove the inclusion ⊂. Let x ∈ f−1(L0) and let z = f(x). Consider the subva-
riety G of Gr(k,PN ) consisting of all subspaces passing through z (therefore
G is isomorphic to Gr(k − 1,PN−1). An easy dimension count shows that
G meets U . Let Γ ′ ⊂ Γ be an irreducible subvariety that maps birationally
to G. For each L ⊂ G ∩ U , the cycle f∗(L) contains x, therefore, for any
γ ∈ Γ ′ the cycle Cγ contains x. In particular, there exists the limit cycle Cγ
for γ ∈ Γ ′ ∩ π−1(L0) that contains x. ⊓⊔
Now we shall derive a number of corollaries.
Corollary 5.2 ([FH]) Let f : X → PN be a morphism from an irreducible
complete variety X. Then for any projective subspace L ⊂ PN such that
dim f(X) > codimPN L the inverse image f
−1(L) is connected.
Proof. This follows from Theorem 5.1 using the Stein factorization (see
e.g. [Ha1]). Indeed, for a non-finite f , let f = g ◦ h be its Stein factorization,
i.e. h : X → X ′ has connected fibers, and g : X ′ → PN is finite. Then
dimX ′ = dim f(X), therefore g−1(L) is connected by Theorem 5.1, therefore
f−1(L) is also connected. ⊓⊔
Theorem 5.3 ([FH]) Let P = PN × . . . × PN (r copies), and let ∆ be the
diagonal. If X is an irreducible variety, f : X → P a morphism, with
dim f(X) > codimP∆ = (r − 1)N,
then f−1(∆) is connected.
Proof. Identify P as the set of ordered r-tuples of points of PN , so that a
point in P has r factors in PN ; the diagonal ∆ consists of those points whose
factors are all equal.
For simplicity suppose that f is a finite morphism, a general case is han-
dled with a help of the Stein factorization as in the proof of the previous
Corollary. Suppose that f−1(∆) is not connected, choose points x and x′ in
different connected components of f−1(∆). Choose a hyperplane H in PN
not containing any of the r factors of f(x) or f(x′). Let P0 be the open set
of P consisting of those points none of whose factors lie in H . Then P0 is a
product of r copies of CN , which is identified with CrN and therefore with
PrN \ {z0 = 0}, where z0, . . . , zrN are the homogeneous coordinates on PrN .
Let W ⊂ P × PrN be the closure of the graph of this birational correspon-
dence. If coordinates are chosen on PN such that H is the hyperplane x0 = 0,
and the homogeneous coordinates on the k-th copy of PN are xk0 , . . . , x
k
N ,
then a point (x1) × . . . × (xr) × (z) in P × PrN belongs to W if and only if
there are constants λ1, . . . , λr such that
(z0, z(k−1)N+1, . . . , zkN ) = λk(x
k
0 , . . . , x
k
N )
for all k = 1, . . . , r. So W is defined by the equations
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{
xkj z0 = x
k
0z(k−1)N+j 1 ≤ k ≤ r, 1 ≤ j ≤ N
xki z(k−1)N+j = x
k
j z(k−1)N+i 1 ≤ k ≤ r, 1 ≤ i < j ≤ N .
Let α : W → P, β : W → PrN be the two birational projections. Let L be
the N -dimensional linear subspace of PrN defined by the equations
z(k−1)N+j = zkN+j , 1 ≤ k ≤ r − 1, 1 ≤ j ≤ N.
Then it is easy to check that
α−1(∆) ⊃ β−1(L) and α−1(∆ ∩ P0) ⊂ β−1(L). (5.1)
Let X˜ be the irreducible component of the fiber product X ×PW that maps
onto X . Then there is a diagram
X˜
g−−−−→ W β−−−−→ PrN
π
y yα
X −−−−→
f
P
where the square commutes, and π is surjective. Then equations (5.1) imply
that
f−1(∆) ⊃ π(g−1β−1(L)), and f−1(∆ ∩ P0) ⊂ π(g−1β−1(L)). (5.2)
Now dimβg(X˜) = dim f(X) since f(X) meets the open set P0 which corre-
sponds isomorphically to an open set in PrN . Then by Theorem 5.1 we know
that (βg)−1(L) is connected. Therefore π((βg)−1(L)) is connected. But by
(5.2) π((βg)−1(L)) is then a connected subset of f−1(∆) which contains both
x and x′. Contradiction. ⊓⊔
Corollary 5.4 ([FH])
(a) Let Y be an irreducible subvariety of the projective space PN and let
f : X → PN be a morphism from an irreducible variety X to PN with
dim f(X) > codimPN Y . Then f
−1(Y ) is connected.
(b) If X and Y are irreducible subvarieties of PN with dimX + dimY > N
then X ∩ Y is connected.
Proof. (a) We apply Theorem 5.3 for the map F : X × Y → PN ×PN given
by F = (f, Id).
(b) Follows from (a). ⊓⊔
Corollary 5.5 ([FH])
(a) Let X be an irreducible variety of dimension n, f : X → PN an unram-
ified morphism, with N < 2n. Then f is a closed embedding.
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(b) Let X be an irreducible n-dimensional subvariety of PN with N < 2n.
Then the algebraic fundamental group of X is trivial (i.e. X has no non-
trivial e´tale coverings).
Proof. (a) If f : X → PN is unramified, consider the product mapping
f × f : X × X → PN × PN . The unramified assumption is equivalent to
the assertion that the diagonal ∆X in X × X is open as well as closed in
(f × f)−1(∆PN ). Since f is automatically finite, dim(f × f)(X × X) = 2n,
so (f × f)−1(∆PN ) is connected by the Theorem 5.3. Hence
∆X = (f × f)−1(∆PN ),
so f is one-to-one, and therefore a closed embedding.
(b) Follows from (a). ⊓⊔
5.2 Secant and Tangential Varieties
Definition 5.6 Suppose that X ⊂ PN is a smooth n-dimensional projective
variety. The tangential variety Tan(X) is the union of all (embedded) tangent
spaces to X
Tan(X) = ∪
x∈X
TˆxX.
The secant variety Sec(X) is the closure of the union of all secant lines to X
Sec(X) = ∪
x,y∈X
P1xy,
where P1xy is a line connecting x and y.
Clearly, Tan(X) and Sec(X) are closed irreducible subvarieties of PN ,
with Tan(X) ⊂ Sec(X), and
dimTan(X) ≤ 2n, dimSec(X) ≤ 2n+ 1.
Example 5.7 Let V = Ck+1 ⊗ Cl+1 denote the space of (k + 1) × (l + 1)
matrices. Let X ⊂ P(V ) be the projectivization of the variety of rank 1
matrices. Then X is isomorphic to Pk×Pl embedded into P(V ) via the Segre
embedding. It is easy to see that Sec(X) is equal to the projectivization of
the variety of matrices of rank at most 2.
Theorem 5.8 ([FH], [Z2]) Suppose that X ⊂ PN is a smooth projective
variety. Then either
dimTan(X) = 2n, dimSec(X) = 2n+ 1
or
Tan(X) = Sec(X).
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Proof. Indeed, suppose that Tan(X) 6= Sec(X). Since Sec(X) is irreducible,
it is sufficient to prove that in this case dimTan(X) = 2n. Suppose, on the
contrary, that dimTan(X) < 2n. Let L ⊂ PN be a linear subspace such that
L ∩ Tan(X) = ∅ and dimL = N − 1− dimTan(X) (since Tan(X) 6= Sec(X)
we obviously have dimTan(X) ≤ N − 1). Let π be the linear projection
PN → PdimTan(X) with center L. Since L ∩ Tan(X) = ∅, the restriction of
π on X is an unramified morphism. Since dimTan(X) < 2n, it follows by
Theorem 5.5 that the restriction of π on X is a closed embedding. Therefore,
L ∩ Sec(X) = ∅. Since dimL+ dimSec(X) ≥ N , this is a contradiction. ⊓⊔
It is possible to generalize this theorem in the following direction. Suppose
that Y ⊂ X ⊂ PN are arbitrary irreducible projective varieties. Then we can
define relative secant and tangential varieties as follows. The relative secant
variety Sec(Y,X) is the closure of the union of all secants P1x,y, where x ∈ X ,
y ∈ Y . The relative tangential variety Tan(Y,X) is the union of tangent stars
T ⋆yX for y ∈ Y , where the tangent star T ⋆xX for x ∈ X is the union of limit
positions of secants P1x′,x′′ , where x
′, x′′ ∈ X and x′, x′′ → x.
Example 5.9 Let V = Ck+1 ⊗ Cl+1 denote the space of (k + 1) × (l + 1)
matrices. Let Xr ⊂ P(V ) be the projectivization of the variety of matrices of
rank at most r. Then Xr ⊂ Xr+1 and for r < s we have
Sec(Xr, Xs) =
{
Xr+s if r + s ≤ min(k + 1, l+ 1)
P(V ) if r + s > min(k + 1, l+ 1).
The proof of the following theorem is analogous to the proof of Theo-
rem 5.8.
Theorem 5.10 ([Z2]) Suppose that Y ⊂ X ⊂ PN are irreducible projective
varieties. Then either
dimTan(Y,X) = dimX + dim Y, dimSec(Y,X) = dimX + dim Y + 1
or
Tan(Y,X) = Sec(Y,X).
One can go even further and define the join S(X,Y ) of any two subvari-
eties X,Y ⊂ P(V ),
S(X,Y ) = ∪
x∈X, y∈Y
P1xy,
where the closure is not necessary if the two varieties do not intersect. For
example, if X and Y are projective subspaces then
S(X,Y ) = P(Cone(X) + Cone(Y )).
An important result about joins is the following Terracini lemma.
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Lemma 5.11 ([Te]) Let X,Y ⊂ P(V ) be irreducible varieties and let
x ∈ X, y ∈ Y, z ∈ P1xy.
Then
TˆzS(X,Y ) ⊃ S(TˆxX, TˆyY ).
Moreover, if z is a generic point of S(X,Y ) then equality holds.
If an algebraic group G acts on PN with finitely many orbits, then for any
two orbits O1 and O2 the join of their closures S(O1,O2) is G-invariant there-
fore coincides with some orbit closure O. This gives an interesting associative
product on the set of G-orbits.
Example 5.12 Let L be a simple algebraic group and P a parabolic sub-
group with abelian unipotent radical. In this case l = LieL admits a short
Z-grading with only three non-zero parts:
l = l−1 ⊕ l0 ⊕ l1.
Here l0⊕l1 = LieP and exp(l1) is the abelian unipotent radical of P . Let G ⊂
L be a reductive subgroup with Lie algebra l0. Recall that by Theorem 2.17 G
has finitely many orbits in l1 naturally labeled by integers from the segment
[0, r]. Let Xi = P(Oi), i = 0, . . . , r. Then it is easy to see that
S(Xi, Xj) = Xmin(i+j,r).
Indeed, by associativity and induction it suffices to prove that S(Xi, X1) =
Xmin(i+1,r) and this easily follows from the results of Section 2.3.
5.3 Zak Theorems
The following theorem is called Zak Theorem on tangencies.
Theorem 5.13 ([Z2], [FL])
(a) Suppose that X ⊂ PN is a smooth nondegenerate projective variety,
dimX = n. If L is a k-plane in PN and k ≥ n then
dimSing(L ∩X) ≤ k − n.
(b) If X ⊂ PN is a non-linear smooth projective variety, then dimX∗ ≥ X∗.
Moreover, if X∗ is smooth, then dimX = dimX∗.
Proof. (a) Indeed, let Y = SingL ∩ X . Then x ∈ Y if and only if
TˆxX ⊂ L. Therefore, Tan(Y,X) ⊂ L. In particular, dimTan(Y,X) ≤ k. On
the over hand, since X is non-degenerate, X 6⊂ L. Therefore Sec(Y,X) 6⊂ L.
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In particular, Tan(Y,X) 6= Sec(Y,X). By Theorem 5.10 it follows that
dimTan(Y,X) = dimY + n. Finally, we have dimY ≤ k − n.
(b) Let H ⊂ X∗sm. Then the contact locus SingX ∩H is the projective
subspace of dimension def X . Therefore, by (a) we have
def X ≤ dimH − dimX = codimX − 1.
It follows that dimX ≤ dimX∗. IfX∗ is also smooth then using the reflexivity
theorem and the same argument as above we get dimX∗ ≤ dimX , therefore
dimX = dimX∗. ⊓⊔
To remove the condition of smoothness in Theorem 5.13 (a) we need
the notion of Gauss images. Let X ⊂ PN be an irreducible n-dimensional
projective variety.
Definition 5.14 For any k ≥ n the variety
γk(X) = ∪x∈Xsm{L ⊂ Gr(k,PN) |L ⊃ TˆxX} ⊂ Gr(k,PN )
is called the k-th Gauss image of X.
It is easy to see that Gauss images are irreducible varieties. For example,
γN−1(X) ⊂ Gr(N − 1,PN) = PN ∗ is equal to the dual variety X∗.
Example 5.15 One might expect that usually dimX = dim γn(X). Indeed,
suppose that dimX > dim γn(X). Then a generic fiber F of the map Xsm →
γn(X), x 7→ TˆxX has positive dimension dimX−dimγn(X). Therefore, if the
hyperplane H is tangent to Xsm at some point x ∈ F then H is tangent to X
at all points of F . It easily follows that def X > dimF = dimX−dim γn(X).
So X has a positive defect in this case.
The proof of the following theorem is analogous to the proof of Theo-
rem 5.13 (a).
Theorem 5.16 ([Z2]) Suppose that X ⊂ PN is a nondegenerate projective
variety. If L ⊂ γk(X) then
dim{x ∈ X TˆxX ⊂ L} ≤ k − n+ (dim SingX + 1),
where we set dimSingX = −1 if X is smooth.
The following theorem is called Zak’s Theorem on linear normality.
Theorem 5.17 ([Z4]) Suppose that X ⊂ PN is a smooth non-degenerate
projective variety, dimX = n. If
codimX <
N + 4
3
then Sec(X) = PN .
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Proof. By Theorem 5.8 either Tan(X) = Sec(X) or dimSec(X) = 2n + 1.
Suppose that Sec(X) 6= PN and dimSec(X) = 2n + 1. Then 2n + 1 < N ,
which contradicts codimX < N+43 .
Suppose now that Tan(X) = Sec(X) and Sec(X) 6= PN . Let z ∈ Sec(X)
be a generic point, L = Tˆz Sec(X), and Q = {x ∈ X | z ∈ TˆxX}. Then Q is
closed and an easy dimension count shows that dimQ = 2n−dimSec(X). For
any point x ∈ Q we have z ∈ TˆxX ⊂ Sec(X) therefore TˆxX ⊂ Tˆz Sec(X) = L.
It follows that Tan(Q,X) ⊂ L. However, Sec(Q,X) 6⊂ L because L is a proper
subspace and X is not degenerate. By Theorem 5.10 we have
dimSec(Q,X) = dimQ+ dimX + 1 = 3n− dim Sec(X) + 1.
Since Sec(Q,X) ⊂ Sec(X), we have dim Sec(Q,X) ≤ dimSec(X). Then
2 dimSecX ≥ 3n+ 1
Hence 2N > 3n+ 1. But this contradicts codimX < N+43 . ⊓⊔
Theorem 5.17 is called the theorem on linear normality due to the follow-
ing corollary first conjectured in [Ha2].
Corollary 5.18 Suppose that X ⊂ PN is a smooth non-degenerate projective
variety. If
codimX <
N + 2
3
then X is linearly normal.
Proof. Recall from Section 1.4 that if X is not linearly normal then there ex-
ists a subvariety X ′ ⊂ PN+1 and a point p ∈ PN+1 such that X is isomorphic
to X ′ via the linear projection with center p. In particular, Sec(X ′) 6= PN+1.
But this contradicts Theorem 5.17. ⊓⊔
Zak [Z2] has also classified the varieties in the borderline case
codimX =
N + 4
3
.
Theorem 5.19 ([Z4]) Suppose that X ⊂ PN is a smooth non-degenerate n-
dimensional projective variety such that codimX = N+43 . Then Sec(X) = P
N
except the 4 following cases:
– n = 2, X = P2, X ⊂ P5 is the Veronese embedding.
– n = 4, X = P2 × P2, X ⊂ P8 is the Segre embedding.
– n = 8, X = Gr(2,C6), X ⊂ P14 is the Plu¨cker embedding.
– n = 16, X ⊂ P26 is the projectivization of the highest weight vector orbit
in the 27-dimensional irreducible representation of E6.
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The varieties listed in Theorem 5.19 are called Severi varieties after Sev-
eri who proved that the unique 2-dimensional Severi variety is the Veronese
surface. Scorza and Fujita–Roberts [FR] have shown that the unique 4-
dimensional Severi variety is the Segre embedding of P2 × P2. It is also
shown in [FR] that n ≡ 0 mod 16 as n > 8. Finally, Tango [Tan] proved
that if n > 16 then either n = 2a or n = 3 · 2b, where a ≥ 7 and b ≥ 5.
The 16-dimensional Severi variety was discovered by Lazarsfeld [La]. In fact,
all Severi varieties (1)–(4) arise from Example 5.12. Another description of
Severi varieties can be found in Example 2.3.
80 5. Fulton–Hansen Theorem and Applications
6. Dual Varieties and Projective Differential
Geometry
Preliminaries
In sections 6.1 and 6.2 we review applications of the Katz dimension formula
expressing the codimension of the dual variety in terms of the rank of a
certain Hessian matrix. The section 6.3 contains results of Ein about the
contact locus. In the last section 6.4 we give a useful formalism for dealing
with dual varieties “under the microscope”.
6.1 The Katz Dimension Formula
Let X ⊂ Pn = P(V ) be an irreducible k-dimensional projective variety and
X∗ ⊂ Pn∗ = P(V ∗) be the projectively dual variety. The Katz dimension
formula expresses the defect def(X) = codimX∗ − 1 in terms of the rank of
a certain Hessian matrix.
For x ∈ P(V ) let x⊥ ⊂ V ∗ denote the annihilator of the line in V corre-
sponding to x. Let x0 be a smooth point of X . Then one can choose linear
functionals
T0 ∈ V ∗ \ x⊥0 , T1, . . . , Tk ∈ x⊥0
so that the functions
t1 = T1/T0, t2 = T2/T0, . . . , tk = Tk/T0
are local coordinates on X in the neighborhood of x0. For every U ∈ x⊥0 the
function u = U/T 0 on X near x0 is an analytic function of t1, . . . , tk such
that u(0, . . . , 0) = 0. Consider the Hessian matrix
Hes(u) = Hes(U ;T0, T1, . . . , Tk;x0) =
(
∂2u
∂ti∂tj
(0, . . . , 0)
)
i,j=1,...,k
.
Theorem 6.1 ([Ka]) Let def(X) = codimX∗ − 1 be the defect of X. Then
(a) We have
def(X) = min corankHes(u),
the minimum over all possible choices of x0 and U .
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(b) X∗ is a hypersurface if and only if for some choice of x0 and u the
Hessian matrix Hes(u) is invertible.
Proof. Let I0X ⊂ P(V )× P(V ∗) be a “smooth part” of the conormal variety
consisting of all pairs (x,H) such that x ∈ X is smooth andH is tangent toX
at x. Let π : I0X → P(V ∗) be the second projection. Then X∗ is the closure
of π(I0X). We shall compute the Jacobian matrix of π in appropriate local
coordinates and relate it to the Hessian matrices appearing in the Theorem.
Then we shall use an obvious fact that for any regular map π : Z → S of
algebraic varieties the dimension of the image is equal to the maximal rank
of the Jacobian matrix of π at smooth points of Z.
Let (x0, H0) ∈ I0X . Then one can choose
T0 ∈ V ∗ \ x⊥0 , T1, . . . , Tk ∈ x⊥0
so that the functions
t1 = T1/T0, t2 = T2/T0, . . . , tk = Tk/T0
are local coordinates on X in the neighborhood of x0. Extend T1, . . . , Tk to
a basis
{T1, . . . , Tk, U1, . . . , Un−k}
of x⊥0 . Then each of functions ui = Ui/T0 on X is an analytic function of
t1, . . . , tk near x0 = (0, . . . , 0), and we have
ui(0, . . . , 0) = 0 for i = 1, . . . , n− k.
Let x ∈ X be a point close to x0 with local coordinates (t1, . . . , tk), so in
homogeneous coordinates
x = (1 : t1 : . . . : tk : u1 : . . . : un−k).
Let H ⊂ P(V ∗) be the hyperplane defined by an equation
k∑
j=0
τjTj +
n−k∑
i=1
ηiUi = 0.
Then H is tangent to X at x if and only if the function
τ0 +
k∑
j=1
τjtj +
n−k∑
i=1
ηiui
vanishes at x together with all its first derivatives. Therefore, for a given x,
the hyperplanes tangent to X at x form a projective space of dimension
n− k − 1 with homogeneous coordinates (η1 : . . . : ηn−k), and the remaining
coordinates are given by
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τj = −
n−k∑
i=1
ηi
∂ui
∂tj
, j = 1, . . . , k,
τ0 = −
 k∑
j=1
τjtj +
n−k∑
i=1
ηiui
 = − n−k∑
i=1
ηiui +
k∑
j=1
n−k∑
i=1
ηitj
∂ui
∂tj
.
Without loss of generality we may assume that the hyperplane H0 has
coordinates
(η1 : . . . : ηn−k) = (0 : . . . : 0 : 1).
It follows that we can set ηn−k = 1 in above formulas, and use
(t1, . . . , tk, η1, . . . , ηn−k−1)
as local coordinates on I0X near (x0, H0). In these coordinates the projection
π : I0X → P(V ∗) has a form
(t1, . . . , tk, η1, . . . , ηn−k−1) 7→ (τ0, τ1, . . . , τk, η1, . . . , ηn−k−1),
where τi are given by formulas above with ηn−k = 1. Therefore, the Jacobian
matrix of π at the origin is the following matrix:
∂(τ0, τ1, . . . , τk, η1, . . . , ηn−k−1)
∂(t1, . . . , tk, η1, . . . , ηn−k−1)
(0, . . . , 0) =
=
 0 0−Hes(un−k) −(∂(u1,...,un−k)∂(t1,...,tk) (0, . . . , 0))t
0 Idn−k−1
 .
Here vertical sizes of the blocks are 1, k, n− k− 1, and horizontal sizes are k,
n− k − 1. Clearly, this matrix has rank
n− k − 1 + rkHes(un−k).
It follows that
dimX∗ = n− k − 1 + max rkHes(u),
and the Theorem is proved. ⊓⊔
If X ⊂ Pn is a hypersurface (or a complete intersection) then it is possible
to rewrite Hessian matrices in homogeneous coordinates. In case of hypersur-
faces the corresponding result was first formulated by B. Segre [Se]:
Theorem 6.2 Let f(x0, . . . , xn) be an irreducible homogeneous polynomial
and let X ⊂ Pn be the hypersurface with the equation f = 0. Let m be the
largest number with the following property: there exists (m × m)-minor of
the Hessian matrix
(
∂2f/∂xi∂xj
)
that is not divisible by f . Then dimX∗ =
m− 2.
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Example 6.3 An irreducible surface in P3 with equation f(x1, . . . , x3) = 0 is
projectively dual to a space curve if and only if the Hessian det
∣∣∂2f/∂xi∂xj∣∣
is divisible by f .
The Segre Theorem is applicable in the most common situation: the pro-
jectively dual variety is usually a hypersurface, therefore by taking duals of
hypersurfaces we can get a considerable amount of varieties that are not
hypersurfaces.
Example 6.4 The following remark belongs to Zak (unpublished). In no-
tations of Theorem 6.2, suppose that the Hessian H(f) =
∣∣∂2f/∂xi∂xj∣∣ is
not trivial.. Then H(f) is divisible by fn+1−m (this result can be easily ver-
ified by induction using the well-known fact that if any (p × p)-minor of a
(p+1)×(p+1)-matrix A over the UFD D is divisible by f l, where f is prime,
then detA is divisible by f l+1). Let deg f = d. We can compare degrees of
H(f) and fn+1−m and obtain the formula (n + 1)(d − 2) ≥ d(n + 1 − m),
i.e. d ≥ 2(n+ 1)
m
. In other words, if Y is a projective variety in Pn such that
Y ∗ is a hypersurface with the non-trivial Hessian, then
deg Y ∗ ≥ 2(n+ 1)
dimY + 2
.
Zak conjectures that the non-triviality of the Hessian can be substituted
for the non-degeneracy of Y and, moreover, that this inequality turns to
the equality if and only if Y is the projectivization of the variety of rank 1
elements in a simple Jordan algebra.
6.2 Product Theorem and Applications
6.2.A Product Theorem
Let X1 ⊂ Pn1 and X2 ⊂ Pn2 be two irreducible projective varieties. The
product X1 ×X2 is then naturally embedded in Pn1 × Pn2 and the latter is
embedded in Pn via the Segre embedding, where
n+ 1 = (n1 + 1)(n2 + 1).
Therefore we have an embedding X1 ×X2 ⊂ Pn. Let (X1 ×X2)∗ ⊂ Pn∗ be
the dual variety. It turns out that it is quite easy to calculate def X1 ×X2.
Theorem 6.5 ([WZ])
defX1 ×X2 = max(0, defX1 − dimX2, def X2 − dimX1).
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Proof. We shall use Theorem 6.1. Let k1 = dimX1, k2 = dimX2. Let
x0 = (x01, x02) be a smooth point of X1 ×X2. We choose local coordinates
t11, t21, . . . , tk11
of X1 near x01 and
t12, t22, . . . , tk22
of X2 near x02. So for ν = 1, 2, a point xν close to x0ν has homogeneous
coordinates
xν = (1 : t1ν : . . . : tkνν : u1ν : . . . : unν−kν ,ν),
where each u1ν is an analytic function of
t1ν , . . . , tkνν
vanishing at the origin.
By definition of the Segre embedding, a point (x1, x2) ∈ X1 ×X2 has as
homogeneous coordinates all pairwise products of homogeneous coordinates
of x1 and x2. Therefore, the set of homogeneous coordinates (near (x01, x02))
is given by
(1 : t1 : t2 : u1 : u2 : tt : tu : ut : uu),
where symbols
t1, t2, u1, u2, tt, tu, ut, uu
stand for the following sets of variables:
t1 = {tj1}, t2 = {tj2}, u1 = {ui1}, u2 = {ui2},
tt = {tj11tj22}, tu = {tj1ui2}, ut = {ui1tj2}, uu = {ui11ui22}.
The coordinates in sets t1 and t2 can be chosen as local coordinates onX1×X2
near (x01, x02). The coordinates from remaining sets are analytic functions
of these local coordinates vanishing at the origin.
To apply Theorem 6.1, we have to consider the Hessian matrix Hes(u),
where u is a linear combination of all the coordinates from the sets
t1, t2, u1, u2, tt, tu, ut, uu
regarded as a function of local coordinates from t1 and t2. We can write
Hes(u) as
Hes(u) =
(
A11 A12
A21 A22
)
,
where
Aαβ =
(
∂u
∂tiα∂tjβ
(0, . . . , 0)
)
1≤i≤kα, 1≤j≤kβ
.
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Then it is easy to see that A11 = Hes(u1), A22 = Hes(u2), and
Hes(u) =
(
Hes(u1) A
A⊥ Hes(u2)
)
,
where A can be any (k1×k2)-matrix. Therefore, by Theorem 6.1 it is sufficient
to use the following fact from linear algebra:
Lemma 6.6 For any integers k1 ≥ c1 ≥ 0, k2 ≥ c2 ≥ 0, let Bil(c1, k1; c2, k2)
denote the set of all bilinear forms on Ck1 ⊕ Ck2 such that their restric-
tions on Ck1 and Ck2 have coranks c1 and c2. Then a generic form ϕ ∈
Bil(c1, k1; c2, k2) has corank
corank(ϕ) = max(0, c1 − k2, c2 − k1).
Let us prove this lemma. The corank of a bilinear form is equal to the
dimension of its kernel. Let ϕ ∈ Bil(c1, k1; c2, k2), U = Kerϕ|Ck1 , dimU = c1.
The form ϕ induces a linear map ψ : U → (Ck2)∗. Let U0 = Kerψ. Then it
is clear that U0 ⊂ Kerϕ and dimU0 ≥ dimU − dim(Ck2)∗ = c1 − k2. This
argument shows that
corank(ϕ) ≥ max(0, c1 − k2, c2 − k1).
It remains to find a form such that this inequality turns to an equality. We
shall proceed by induction. Suppose first that c1 and c2 are positive. Take a
form ϕ′ ∈ Bil(c1 − 1, k1 − 1; c2 − 1, k2 − 1) such that
corank(ϕ′) = max(0, c1 − k2, c2 − k1).
We can define the form ϕ on
Ck1 ⊕ Ck2 = (Ck1−1 ⊕ 〈e〉)⊕ (Ck2−1 ⊕ 〈f〉)
such that its restriction on Ck1−1⊕Ck2−1 coincides with ϕ′, subspaces Ck1−1⊕
Ck2−1 and 〈e, f〉 are orthogonal, and ϕ(e, e) = ϕ(f, f) = 0, ϕ(e, f) = 1. Then
it is clear that ϕ ∈ Bil(c1, k1; c2, k2) and
corank(ϕ) = corank(ϕ′) = max(0, c1 − k2, c2 − k1).
Now we may assume that c1 = 0. Suppose that c2 and k1 are both positive.
Take a form ϕ′ ∈ Bil(0, k1 − 1; c2 − 1, k2 − 1) such that
corank(ϕ′) = max(0, c2 − k1).
We define the form ϕ on
Ck1 ⊕ Ck2 = (Ck1−1 ⊕ 〈e〉)⊕ (Ck2−1 ⊕ 〈f〉)
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such that the restriction of ϕ on Ck1−1 ⊕Ck2−1 coincides with ϕ′, subspaces
Ck1−1⊕Ck2−1 and 〈e, f〉 are orthogonal, and ϕ(e, e) = ϕ(e, f) = 1, ϕ(f, f) =
0. It is clear then that ϕ ∈ Bil(0, k1; c2, k2) and
corank(ϕ) = corank(ϕ′) = max(0, c2 − k1).
It remains to consider only cases when either k1 = 0 or c1 = c2 = 0. In
both cases lemma is obvious. ⊓⊔
It follows immediately from Theorem 6.5 that the same result holds for
the product of any number of factors. Let Xk ⊂ Pnk , k = 1 . . . , r be irre-
ducible projective varieties. The product X = X1× . . .×Xr is then naturally
embedded in Pn1 × . . .×Pnr and the latter is embedded in Pn via the Segre
embedding, where n + 1 = (n1 + 1) × . . . × (nr + 1). Therefore we have an
embedding X ⊂ Pn. Let X∗ ⊂ Pn∗ be the dual variety.
Theorem 6.7
def X + dimX = max(dimX, defX1 + dimX1, . . . , defXr + dimXr).
In particular, X∗ is a hypersurface if and only if
def Xk + dimXk ≤ dimX, k = 1 . . . , r.
6.2.B Hyperdeterminants
For i = 1, . . . , r consider a projective space Pli = P(Cli+1). The Segre em-
bedding Pl1 × . . . × Plr ⊂ Pl, Pl = P(Cli+1 ⊗ . . . ⊗ Clr+1), identifies the
affine cone Cone(Pl1 × . . . × Plr ) with a variety of decomposable tensors in
Cli+1 ⊗ . . . ⊗ Clr+1. The corresponding discriminant (if exists) is called a
hyperdeterminant for the matrix format (l1 + 1) × . . . × (lr + 1), cf. Exam-
ple 2.18. Theorem 6.5 allows to get a simple criterion for the existence of
hyperdeterminants:
Theorem 6.8 The dual variety (Pl1 × . . .× Plr )∗ is a hypersurface (and,
hence, defines a hyperdeterminant) if and only if
2lk ≤ l1 + . . .+ lr
for k = 1, . . . , r.
Proof. Since the dual variety of Pn∗ is an empty set, def Pn = n. Now
everything follows from Theorem 6.5. ⊓⊔
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6.2.C Associated Hypersurfaces
Let X ⊂ P(V ) be an irreducible subvariety, Pl = P(U). By Theorem 6.5, the
dual variety (X × Pl)∗ is a hypersurface in P(V ⊗ U)∗ for defX ≤ l ≤ dimX .
Since we always have def X ≤ dimX , we obtain a system of hypersurfaces
naturally associated to X . Their interpretation was found in [WZ].
We can identify P(V ⊗ U)∗ with the projectivization of the space of linear
maps Hom(U, V ∗). By some abuse of notation we shall denote a non-zero
linear map and its projectivization by the same letter. Let P(V ⊗ U)∗0 be an
open subset consisting of operators having maximal possible rank l + 1. For
any f ∈ P(V ⊗ U)∗0 we can associate two projective subspaces
U(f) = P(Im(f)) ⊂ P(V )∗
and the orthogonal subspace U(f)⊥ ⊂ P(V ). Recall that I0X ⊂ P(V )×P(V )∗
is an open part of the conormal variety consisting of pairs (x,H) such that
x ∈ Xsm and H is the hyperplane tangent to X at x.
Theorem 6.9 ([WZ]) The dual variety (X × Pl)∗ is the closure of the set
of points f ∈ P(V ⊗ U)∗0 such that(
U(f)⊥ × U(f)) ∩ I0X 6= ∅.
In two extreme cases l = dimX or l = def X this result can be made more
precise. To go further, we need a notion of an associated hypersurface. Let
X ⊂ Pn be a k-dimensional irreducible subvariety. Consider the set Z(X)
of all (n − k − 1)-dimensional projective subspaces in Pn that intersect X .
This is a subvariety in the Grassmanian Gr(n − k, n + 1) parametrizing all
(n− k − 1)-dimensional projective subspaces in Pn.
Theorem 6.10 The subvariety Z(X) is an irreducible hypersurface, called
an associated hypersurface of X.
Proof. Let B(X) ⊂ X × Z(X) be an incidence variety consisting of pairs
(x, L) such that x ∈ X , L ∈ Gr(n − k, n + 1), and x ∈ L. We have two
projections p : B(X)→ X and q : B(X)→ Z(X). Then p is a Grassmannian
fibration, any fiber of p is isomorphic to Gr(n−k−1, n). In particular, B(X)
(and hence Z(X)) is irreducible. On the other hand, q is birational, because
a generic (n − k − 1)-dimensional projective subspace intersecting X meets
X in exactly one point. Now an easy dimension count shows that Z(X) is a
hypersurface. ⊓⊔
Now we can relate associated hypersurfaces and dual varieties. We con-
tinue to use the notation of Theorem 6.9. The following theorem is sometimes
called a Cayley trick:
Theorem 6.11 ([WZ]) Let k = dimX, k∗ = dimX∗. Then
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(a) Let l = dimX, and p1 : P(V ⊗ U)∗0 → Gr(n − k − 1, n+ 1) be the map
f 7→ U(f)⊥. Then
(X × Pl)∗ = p−11 (Z(X)).
(b) Let l = def X, and p2 : P(V ⊗ U)∗0 → Gr(n − k∗ − 1, n+ 1) be the map
f 7→ U(f). Then
(X × Pl)∗ = p−12 (Z(X∗)).
We refer the reader to [GKZ2] for further results on associated varieties
and Chow forms.
6.3 Ein Theorems
Suppose that X ⊂ PN is a non-degenerate smooth projective variety,
dimX = n. For any hyperplane H ⊂ PN the contact locus SingX ∩ H
is a subvariety of X consisting of all points x ∈ X such that the embed-
ded tangent space TˆxX is contained in H . One can use the Jacobian ideal of
X∩H to define a scheme structure on the contact locus, however this scheme
could be not reduced. Clearly the contact locus is non-empty if and only if
H belongs to the dual variety X∗. By Theorem 1.12 if def X = d then for
any H ∈ X∗sm the contact locus Sing(H ∩ X) is a projective subspace of
dimension d and a union of this projective subspaces is dense in X . In this
section we study further properties of the contact locus, most results here
belong to L. Ein.
Theorem 6.12 ([E1]) Suppose that q is a generic point of X and H is
generic tangent hyperplane of X at q, L = Pd is the contact locus of H with
X. Then
(a) if p is a point in Pd, then the tangent cone of the hyperplane section
H ∩X at p is a quadric hypersurface of rank n− d in Tˆp(X).
(b) Let sh be the section of OX ⊗ OX(1) defining H ∩ X. Then sh factors
through I2L, where IL ⊂ OX is the ideal sheaf of L in X.
(c) Let th be the section of I
2
L/I
3
L⊗OL(1) ∼= S2(N∗LX)⊗OL(1) induced by sh.
Then th defines a nonsingular quadric hypersurface in P(N∗LX |p).
Proof. (a) This follows from the proof of Theorem 6.1 using Sard’s Lemma
for algebraic varieties.
(b) We choose a local coordinate system {x1, . . . , xn} of X near p. We
may assume that IL is generated by x1, . . . , xn−d. Since L ⊂ H ∩X , we can
write the power series of sh in the following form:
sh = x1f1 + . . .+ xn−dfn−d +
n−d∑
i=1
n−d∑
j=1
xixjgij ,
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where f1, . . . , fn−d are power series in variables xn−d+1, . . . , xn only. But
SingH ∩X = L, therefore ∂sh
∂xi
∣∣∣∣
L
= 0 for i = 1, . . . , n− d. Hence
f1 = . . . , fn−d = 0
and
sh =
n−d∑
i=1
n−d∑
j=1
xixjgij .
Thus sh factors through I
2
L.
(c) We can write gij = aij + hij , where aij ’s are constants and hij ’s are
power series without the constant term. Now
sh =
n−d∑
i=1
n−d∑
j=1
xixj(aij + hij).
By (a),
n−d∑
i=1
n−d∑
j=1
xixjaij is a quadratic form of rank n− d. But this is also the
equation for the quadric hypersurface in P(IL/I2L) induced by sh. ⊓⊔
Recall that any vector bundle on P1 has a form ⊕iO(ai) for some inte-
gers ai (see e.g. [Ha1]).
Definition 6.13 A vector bundle E on a projective space PN is called uni-
form if for any line T ⊂ PN the restriction E|T is a fixed vector bundle
⊕iO(ai).
The following theorem is the main result of this section.
Theorem 6.14 ([E1]) Suppose that X is a nonlinear smooth projective va-
riety in PN , def X = d > 0, q is a generic point of X and H is generic
tangent hyperplane of X at q, L = Pd is the contact locus of H with X. Then
(a) NLX ∼= (NLX)∗(1).
(b) If T = P1 is a line in L = Pd, then
NLX |T ∼= O⊕(n−d)/2T ⊕OT (1)⊕(n−d)/2
(in particular NLX is a uniform vector bundle) and
NTX ∼= O⊕(n−d)/2T ⊕OT (1)⊕(n+d−2)/2.
(c) There is an irreducible
3n+ d− 4
2
-dimensional family of lines in X. If
p is a generic point in X, then there is an
n+ d− 2
2
-dimensional family
of lines in X through p.
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Proof. (a) We continue to use the notation of Theorem 6.12. By this theorem,
the section sh gives a section of
I2L/I
3
L(1) = S
2(N∗LX)(1) ⊂ Hom(NLX,N∗LX(1)).
Therefore sh induces a map from NL(X) to NLX(1). This map is an isomor-
phism by Theorem 6.12 (c).
(b) Consider the exact sequence
0→ NLX |T → NLPN |T → NXPN |T → 0,
where NLPN |T = (N − d)OT (1). Suppose that
NLX |T =
n−d⊕
i=1
OT (ai).
Then exactness implies that all ai ≤ 1. Using the isomorphism between NLX
and N∗LX(1) we observe that each ai ≥ 0. Therefore,
NLX |T ∼= O⊕(n−d)/2T ⊕OT (1)⊕(n−d)/2
and NLX is a uniform vector bundle. This implies that
NTX ∼= O⊕(n−d)/2T ⊕OT (1)⊕(n+d−2)/2.
The statement (c) is a consequence of the standard deformation theory.
Indeed, let p ∈ L and let T0 be a line in L through p. Since
NT0X
∼= O⊕(n−d)/2T0 ⊕OT0(1)⊕(n+d−2)/2,
we have
dimH0(T0, NT0X) =
n− d
2
+ 2
n+ d− 2
2
=
3n+ d− 4
2
and
H1(T0, NT0X) = 0.
Therefore, the Hilbert scheme of lines in X is smooth at the point T0 and
there is a unique irreducible component of the Hilbert scheme containing the
point T0. This component has dimension (3n + d − 4)/2. The proof of the
second statement of (c) is similar. ⊓⊔
As a quite formal consequence of Theorem 6.14 (b) we get the follow-
ing parity theorem that was first proved by A. Landman, using the Picard–
Lefschetz theory (unpublished):
Theorem 6.15 ([E1]) If defX > 0 then dimX ≡ def X mod 2.
92 6. Dual Varieties and Projective Differential Geometry
Example 6.16 ([GH]) Suppose that X ⊂ Pn is a smooth non-linear sur-
face. Then X∗ is a hypersurface. Indeed, if def X > 0 then defX is even by
Theorem 6.15. But X obviously can not contain an even-dimensional projec-
tive subspace PdefX .
Example 6.17 Suppose that X ⊂ PN is a smooth projective nonlinear
variety, dimX ≥ 2. Then def X ≤ dimX − 2. Indeed, it is clear that
def X ≤ dimX − 1. Therefore, by Theorem 6.15 we have def X ≤ dimX − 2.
Moreover, it can be shown [E1] that def X = dimX − 2 if and only if X is
a projective bundle over a curve C, X = PC(F ), where F is a rank n vector
bundle on C and all fibers are embedded into PN linearly (c.f. Theorem 4.6
and remarks after it).
Example 6.18 Suppose that X ⊂ PN is a smooth projective nonlinear va-
riety, dimX ≥ 3, N = 2n − 1, and dimX = dimX∗. Since def X = n − 2
in this case, by Example 6.17 we have that X is a projective bundle over a
curve C, X = PC(F ), where F is a rank n vector bundle on C and all fibers
are embedded into PN linearly. Moreover, by a theorem of S. Kleiman [Kl5]
in this case X is the Segre embedding of P1 × Pn−1.
It was first observed by Griffiths and Harris [GH] that any smooth pro-
jective variety with positive defect has the negative Kodaira dimension,
H0(X,K⊗mX ) = 0 for m > 0, where KX is the canonical line bundle. This
result will have important consequences in Chapter 9. Here is the detailed
story:
Theorem 6.19 ([E1]) Suppose that X is a nonlinear smooth projective va-
riety in PN , def X = d > 0, q is a generic point of X and H is a generic
tangent hyperplane of X at q, L = Pd is the contact locus of H with X. Then
(a) KX |L = OL
(−n− d− 2
2
)
.
(b) The Kodaira dimension of X is negative.
(c) If KX = OX(a), then a = −n− d− 22 .
(d) If n >
N
2
+ 1, then KX = OX
(−n− d− 2
2
)
.
Proof. (a) By Theorem 6.14 (b), if T = P1 is a line in L = Pd, then
NLX |T ∼= O⊕(n−d)/2T ⊕OT (1)⊕(n−d)/2.
It follows that Λn−dNLX |T = OT
(
n− d
2
)
and, hence, Λn−dNLX =
OL
(
n− d
2
)
. Therefore KX |L = OL
(−n− d− 2
2
)
by the adjunction for-
mula.
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(b) Since there is such a plane L through a generic point p ∈ X , the linear
system |KmX | is empty for m ≥ 0.
(c) follows from (a).
(d) follows from (c). Indeed, if dimX >
N
2
+ 1, then PicX = Z is gener-
ated by OX(1) by the Barth Theorem [Ba]. ⊓⊔
Example 6.20 ([E1]) Suppose that X is a nonlinear smooth projective va-
riety in PN , codimX = 2. Then X∗ is a hypersurface, unless X is the Segre
embedding of P1×P2 in P5. Indeed, assume first that dimX ≥ 4 and defX =
d > 0. Then by Theorem 6.19 (d) the canonical classKX = OX(−n− d− 2
2
).
However, it follows from results of [BC] that in this case X is automatically
a complete intersection. This contradicts Theorem 4.2. Now, if dimX = 1 or
dimX = 2 then X∗ is a hypersurface by Example 1.13 and Example 6.16.
The case dimX = 3 is ruled out by Example 6.18.
In case of not generic contact loci the following version of Theorem 6.19
holds:
Theorem 6.21 ([BFS1]) Suppose that X is a smooth n-dimensional pro-
jective variety in PN , def X = d > 0. Let H ⊂ X∗. Then SingH ∩X is the
union of projective subspaces Pd with KX |Pd = OPd
(−n− d− 2
2
)
.
Proof. Let IX ⊂ X × PN ∗ be the conormal variety, π : IX → PN∗ be
the projection. Then π(IX) = X
∗. Let p : IX → X be the first projection,
then p is a projective bundle. Clearly, IX is smooth and irreducible. The
general fibers F of π are isomorphic to the contact loci of X with generic
tangent hyperplanes, therefore, they are isomorphic to the projective sub-
spaces Pd and by Theorem 6.19 we have p∗(KX + ((n+ d)/2 + 1)L)F ≃ OF .
It thus follows that every fiber of π is a union of projective subspaces Pd with
p∗(KX + ((n+ d)/2 + 1)L)Pd ≃ OPd . ⊓⊔
Let X be a non-linear n-dimensional smooth projective variety in PN
such that def X = d > 0. Let H be a generic tangent hyperplane of X .
Then the contact locus SingH∩X of X with H is a d-dimensional projective
subspace L. Let X˜ be a blowing up of X along L. Let p : X˜ → X be the
corresponding map. Denote by E the exceptional divisor and denote by F
the proper transform of H ∩X . Therefore, we have a following diagram
P(NLX) = E ⊂ X˜ ⊃ F
↓ ↓ ↓
L ⊂ X ⊃ H ∩X.
We shall denote by OX˜(a, b) the line bundle p∗OX(a) ⊗ OX˜(−bE). For ex-
ample, OX˜(F ) = OX˜(1, 2).
The following vanishing theorem holds.
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Theorem 6.22 ([E1]) Assume that KX = OX(b) for some b ∈ Z. Then
(a) KX = OX
(−n− d− 2
2
)
.
(b) KX˜ = OX˜
(−n− d− 2
2
,−n+ d+ 1
)
.
(c) Hi(OX˜(a, 1)) = 0, if i > 0 and a ≥
n− 3d− 2
2
.
(d) Hi(OX˜(a, 2)) = 0, if i > 0 and a ≥
n− 3d
2
.
Assume further that
n− 3d− 2
2
≤ 0. Then
(e) H0(N∗LX(a)) = 0 for a ≤ 0.
(f) Hk(N∗LX(a)) = 0 for a ≥ −d.
(g) Hi(N∗LX(a)) = 0 if 0 < i < d and a ≥
n− 3d
2
.
(h) Hi(N∗LX(a)) = 0 if 0 < i < d and a ≤
d− n
2
.
Proof. (a) follows from Theorem 6.19 (a).
(b) follows from (a) and the fact that X˜ is the blowing up of X along L.
(c) Let f : X˜ → PN−1−d be the projection with center L. Let Y = f(X˜).
The hyperplane sectionH∩X will correspond to a hyperplane sectionD of Y .
Then f−1(D) = E+F and f∗OY (1) = OX˜(1, 1). Let y ∈ Y \D, Z = f−1(y).
Suppose that dimZ ≥ 1. Since Z ∩ (E ∪ F ) = ∅, p maps Z isomorphically
to a variety in X . Therefore, OX˜(0, 1)|Z is non-trivial. But OX˜(1, 1)|Z =
f∗OY (1)|Z is trivial. So OX˜(0, 1) is non-trivial. Hence Z ∩E 6= ∅, which is a
contradiction. Therefore, all positive-dimensional fibers of f belong to E∩F ,
in particular dim Y = dimX . Now,
OX˜(a, 1) = KX˜ ⊗ f∗OY (n− d)⊗OX˜
(
a− n− 3d− 2
2
, 0
)
.
It follows from the Grauert–Rimenschneider vanishing theorem [GR] that
Hi(OX˜(a, 1)) = 0 if i > 0 and a ≥
n− 3d− 2
2
.
(d) The proof is similar to (c).
(e) Consider the exact sequence
0 = H0(OX˜(0, 1))→ H0(OE(0, 1))→ H1(OX˜(0, 2)).
Now H1(OX˜(0, 2)) = 0 by (d). So
H0(OE(0, 1)) ≃ H0(N∗LX) = 0.
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Hence H0(N∗LX(a)) = 0 for a ≤ 0.
(f) Recall that NLX = N
∗
LX(1). So (f) follows from (e) and Serre duality.
(g) Consider the exact sequence
Hi(OX˜(a, 1))→ Hi(OE(a, 1))→ Hi+1(OX˜(a, 2)).
By (c) and (d), we conclude that
Hi(OE(a, 1)) ≃ Hi(N∗LX(a)) = 0
for a ≥ n− 3d
2
.
(h) follows from (g) and Serre duality. ⊓⊔
Theorem 6.23 ([E1]) Suppose that X is a nonlinear smooth projective va-
riety in PN , dimX = n ≥ 3. Assume that KX = OX(b) for some b ∈ Z.
Then
(a) def X ≤ n− 2
2
.
(b) If dimX = 4m+ 2 and defX = 2m > 0 then
N∗LX = H
m (N∗LX(−m))⊗ ΩmL (m),
and m ≤ 2.
Proof. Consider the Beilinson spectral sequence [OSS] with
Epq1 = H
q (N∗LX(p))⊗Ω−pL (−p),
which converges to
Ei =
{
N∗LX if i = 0
0 otherwise (i.e. Epq∞ = 0 if p+ q 6= 0).
(a) If k = defX ≥ n− 1
2
, then
n− 3k
2
− 1 ≤ k − n
2
. It follows from
Theorem 6.22 that Hq(N∗LX(p)) = 0 for −k ≤ p ≤ 0. It follows that N∗LX =
0. This is a contradiction.
(b) In this case Hq(N∗LX(p)) = 0 for −2m ≤ p ≤ 0 unless p = −m. This
implies that N∗LX = H
m(N∗LX(−m))⊗ΩmL (m). So
2m+ 2 = rankN∗LX ≥ rankΩmL (m) =
(
2m
m
)
.
It follows that m ≤ 2. ⊓⊔
We conclude this section with the following simple but very useful result
first appeared in [LS] (where it was attributed to the referee). It could be
called the monotonicity theorem.
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Theorem 6.24 ([LS]) Let X ⊂ PN be a smooth projective n-dimensional
variety. Suppose that through its generic point there passes a smooth sub-
variety Y of dimension h and defect θ. Then def X ≥ θ − k + h. In other
words,
dimX + def X ≥ dimY + def Y.
Proof. Suppose that x ∈ X is a generic point and H is a generic hyperplane
tangent to X at x. Let Y be an h-dimensional submanifold passing through x
such that def Y = θ. Since the defect is the dimension of a generic contact
locus, which is a projective subspace, there exists a θ-dimensional projective
subspace Z ⊂ Y containing x such that H is tangent to Y along Z (though
H is not a generic tangent hyperplane to Y ). Let f = 0 be a local equation
for H ∩ X at x. In a neighborhood U of x, the differential df annihilates
the tangent spaces TxX and TzY for every z ∈ Z ∩ U . Hence df defines on
Z ∩ U a section of the conormal bundle N∗YX |Z vanishing at x. Since N∗YX
is a (n − h)-dimensional vector bundle, it follows that this section in fact
vanishes on a subvariety Z ′ ⊂ Z ∩ U of codimension less then or equal to
n − h. Therefore, H is tangent to X along Z ′. But SingX ∩ H is (def X)-
dimensional, therefore def X ≥ θ − (n− h). ⊓⊔
6.4 The Projective Second Fundamental Form
6.4.A Gauss Map
Suppose that X ⊂ P(V ) is a smooth irreducible n-dimensional variety, not
necessarily closed. Therefore, for any x ∈ X we have an embedded tangent
space TˆxX . A natural way to keep track of the motion of TˆxX (while x moves
in X) is the Gauss map.
Definition 6.25 The Gauss map γ is defined as follows.
γ : X → Gr(n,P(V )), x 7→ TˆxX,
where Gr(n,P(V )) = Gr(n+ 1, V ) is the Grassmanian of n-dimensional pro-
jective subspaces in PN .
To measure how TˆxX moves to the first order, one calculates the differ-
ential of γ
(dγ)x : TxX → TTˆxX Gr(n,P(V )) = Hom(Cone(TxX), V/Cone(TxX)).
It is easy to see that Cone(x) ⊂ Ker(dγ)x(v) for any v ∈ TxX , therefore
d(γ)x factors to a map
FF2x : TxX → Hom(TxX,NXP(V )|x).
Moreover, FF2x is symmetric, essentially because the Gauss map is already
the derivative of a map and mixed partial derivatives commute. Finally, we
get the following definition.
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Definition 6.26 The section FF2 of the vector bundle S2T ∗X ⊗ NXP(V )
constructed above is called the projective second fundamental form of X .
If X ⊂ P(V ) is a singular variety then FF2 is still defined over the smooth
locus Xsm.
It is convenient to consider FF2 as a map FF2 : N∗XP(V ) → S2T ∗X
and to set |FF2| = P(FF2(N∗XP(V ))). One can think of |FF2|x as a linear
family of quadric hypersurfaces in P(TxX). The space P(N∗XP(V )|x) has the
geometric interpretation as the space of hyperplanes tangent to X at x, i.e.,
the hyperplanes H such that X∩H is singular at x. Then FF2x can be viewed
as the map that sends a hyperplane to the quadratic part of the singularity
of X ∩H at x.
Let Base |FF2|x ⊂ P(TxX) denote the variety of directions tangent to the
lines that osculate to order 2 at x (that is, X appears to contain these lines
to a second order). More precisely,
Base |FF2|x = P{v ∈ TxX |FF2x(v, v) = 0}
= {p ∈ P(TxX) | p ∈ Q, ∀Q ∈ |FF2|}. (6.1)
Let Sing |FF2|x denote the set of tangent directions such that the embed-
ded tangent space does not move to first order in these directions.
Sing |FF2|x = P{v ∈ TxX |FF2(v, w) = 0 ∀w ∈ TxX}
= {p ∈ P(TxX) | p ∈ Qsing ∀Q ∈ |FF2|}.
The following theorem may be called the smoothness principle.
Theorem 6.27 ([GH]) Let X ⊂ PN be an irreducible projective variety. If
X is smooth then Sing |FF2|x = ∅ for generic x ∈ X.
In other words, if X is smooth then the Gauss map γ is generically finite.
In fact, much more is true.
Theorem 6.28 ([Z3, E4, Ra3]) If X is smooth then the Gauss map is fi-
nite and birational.
These theorem do not imply that generic quadrics from the second fun-
damental form are not degenerate. Indeed, the following theorem is just a
reformulation of Theorem 6.1:
Theorem 6.29 If X is any projective variety and x ∈ Xsm then the pro-
jective second fundamental form |FF2|x of X at x is a system of quadrics of
rank bounded above by dimX − def X. Moreover, if x ∈ Xsm is a generic
point and Q ⊂ |FF2|x is a generic quadric then rankQ = dimX − def X.
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6.4.B Moving Frames
The most convenient formalism for dealing with second (and higher) funda-
mental forms is the language of moving frames. We shall recall it briefly here,
more details and applications can be found in [GH].
In PN a frame is denoted by {A0, . . . , AN}. It is given by a basis
A0, . . . , AN for CN+1. The set of all frames forms an algebraic variety F(Pn)
the principal homogeneous space of the general linear group GLN+1. Each of
the vectors Ai may be viewed as a mapping v : F(PN )→ CN+1. Expressing
the exterior derivative dv in terms of the basis {Ai} gives
dAi =
∑
j
ωijAj .
The (N+1)2 differential forms ωij are the Maurer–Cartan forms on the group
GLN+1, and by taking their exterior derivatives we obtain the Maurer–Cartan
equations
dωij =
∑
k
ωik ∧ ωkj .
Geometrically we may think of a frame {A0, . . . , AN} as defining a coordinate
simplex in PN , and then ωij gives the rotation matrix when this coordinate
simplex is infinitesimally displaced.
There is a fibering π : F(PN )→ PN given by
π{A0, . . . , AN} → A0.
If we set ωi = ω0i then these 1-forms are horizontal for the fibering π, i.e.,
they vanish at the fibers π−1(p), p ∈ PN . From dωi =
∑
j ωj ∧ ωji we see
that the forms {ωi} satisfy the Frobenius integrability condition. Thus we
may think of the fibration π as defined by the foliation
ω1 = . . . = ωN = 0.
The equation
dA0 =
N∑
i=0
ωiAi =
N∑
i=1
ωiAi mod A0
has the following geometric interpretation. For each choice of the frame
{A0, . . . , AN} lying over p ∈ PN the horizontal 1-forms ω1, . . . , ωN give a ba-
sis for the cotangent space T ∗pP
N . The corresponding basis v1, . . . , vN ∈ TpPN
for the tangent space has the property that vi is tangent to the line A0Ai.
Assume now that we are given a connected n-dimensional smooth subva-
riety M ⊂ PN , not necessarily closed. Associated to M is the submanifold
F(M) ⊂ F(PN ) of Darboux frames
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{A0;A1, . . . , An;An+1, . . . , AN}
defined by the conditions that A0 lies over some p ∈ M and A0, A1, . . . , An
span TˆpM , the embedded tangent space ofM at p. On F(M) we have the con-
dition that differential 1-forms ω1, . . . , ωn give a basis of T
∗
pM and ωi = 0 for
i > n. Therefore it is natural to think of the ω1, . . . , ωn as homogeneous coor-
dinates in the projectivized tangent spaces P(TpM). For example, a quadric
in P(TpM) is defined by an equation
∑n
i,j=1 qijωiωj = 0, qij = qji.
Since ωi = 0 for i > n, we also have dωi = 0 on F(M). On the over hand,
by the structure equations we have dωi =
∑N
j=1 ωj ∧ ωji. Therefore, for any
i > n we have
n∑
j=1
ωj ∧ ωji = 0.
Since ω1, . . . , ωn are linearly independent, an easy calculation (called Cartan
Lemma) shows that for any µ > n, for any i = 1, . . . , n we have
ωiµ =
n∑
j=1
qijµωj , qijµ = qjiµ.
We set for any µ = n+ 1, . . . , N
Qµ =
n∑
i,j=1
qijµωiωj .
The equation Qµ = 0 defines a quadric hypersurface in P(TpM).
Then an easy local calculation (see [GH1]) shows that we have
Proposition 6.30 The linear system of quadrics in P(TpM) spanned by Qµ,
µ = n+ 1, . . . , N is the projective second fundamental form |FF2|.
Thus, if we think of FF2 as of the map S2TpM → (NMPN )p and identify
(NMPN )p with CN+1/Cone(TˆpM) then for any vector v ∈ TpM the vector
FF2(v) is given in coordinates by
FF2(v) =
n∑
i,j=1
N∑
µ=n+1
ωi(v)ωj(v)Aµ,
where v =
∑n
i=1 ωi(v)vi ∈ TpM .
Another geometric interpretation of the second fundamental form is via
the classical Meusnier–Euler Theorem.
Definition 6.31 If {p(t)} is any holomorphic arc in PN described by a
vector–valued function A0(t), then the osculating sequence is the sequence
of linear spaces spanned by the following collection of vectors
{A0(t)}, {A0(t), A′0(t)}, {A0(t), A′0(t), A′′0 (t)}, . . .
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We then have the Meusnier–Euler Theorem
Theorem 6.32 ([GH1]) For a tangent vector v ∈ TpM , the normal vector
FF2(v, v) ∈ (NMPN )p gives the projection in Cn+1/Cone(TˆpM) of the second
osculating space to any curve p(t), p(0) = p with tangent v at t = 0
Proof. We choose an arbitrary field of Darboux frames {Ai(t)} along p(t)
and write
dA0
dt
=
n∑
i=1
(ωi
dt
)
Ai mod A0.
Recall that ωi is a 1-form on the frame manifold, so the expression
ωi
dt makes
sense and is equal to the value of this 1-form on the tangent vector to the
curve {Ai(t)} on the frame manifold. If we interpret {ω1, . . . , ωn} as a basis
in the cotangent space T ∗pM then this equation shows that
ωi
dt is equal to the
i-th coordinate of v ∈ TpM in the dual basis {v1, . . . , vn} of TpM (in fact,
vi = Ai mod A0).
Differentiating further, we get
d2A0
dt2
=
n∑
i=1
(ωi
dt
)(dAi
dt
)
mod A0, . . . , An
=
n∑
i,j=1
N∑
µ=n+1
qijµ
(ωi
dt
)(ωj
dt
)
mod Cone(TˆpM).
But we also have
FF2(v, v) =
n∑
i,j=1
N∑
µ=n+1
qijµ
(ωi
dt
)(ωj
dt
)
.
This finishes the proof. ⊓⊔
Finally, let us give a useful alternative coordinate description of the sec-
ond fundamental form of M in PN . This one will be absolutely identical to
the description implicitly used in the proofs of Theorems 6.1 and 6.12. For
p ∈ M , we choose a homogeneous coordinate system X0, . . . , XN for PN so
that p = (1 : 0 : . . . : 0) and TˆpM is spanned by the first n + 1 coordinate
vectors. If x1 = X1/X0, . . ., xN = XN/X0 is the corresponding affine coor-
dinate system for the affine chart of PN and (z1, . . . , zn) is any holomorphic
coordinate system for M centered at p, then for µ = n+1, . . . , N we have in
the neighborhood of p that xµ|M = xµ(z) vanishes to second order at z = 0.
Therefore,
xµ(z) =
n∑
i,j=1
qijµzizj + (higher order terms).
The second fundamental form is the linear system of quadrics generated by∑n
i,j=1 qijνdzidzj .
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6.4.C Fundamental Forms of Projective Homogeneous Spaces
It is interesting to explicitly compute the second fundamental form of some
familiar homogeneous spaces.
Example 6.33 ([GH1]) Suppose that Pm×Pn ⊂ Pnm+n+m is the Segre em-
bedding. Recall that if Pm = P(V ), Pn = P(W ) then the imageM of the Segre
variety is the image of the natural inclusion P(V )×P(W ) ⊂ P(V ⊗W ). Choos-
ing coordinates {Xα} in V and {Yµ} in W , this inclusion is given by map-
ping ({Xα}, {Yµ})→ {XαYµ}. We denote by {A0, . . . , Am} and {B0, . . . , Bn}
frames for P(V ) and P(W ). We shall use the range of indices 1 ≤ i, j ≤ m,
1 ≤ α, β ≤ n. If A0 lies over v0 ∈ P(V ) and B0 over w0 ∈ P(W ), then the
frame
{A0 ⊗B0, A0 ⊗Bα, Ai ⊗B0, Ai ⊗Bα} (6.2)
in P(V ⊗W ) lies over v0 ⊗ w0. If we write
dA0 =
∑
i
φiAi mod A0, dB0 =
∑
α
ψαBα mod B0,
then
d(A0 ⊗B0) =
∑
α
ψαA0 ⊗Bα +
∑
i
φiAi ⊗B0 mod A0 ⊗B0.
Therefore, (6.2) is a Darboux frame for M and
Tˆv0⊗w0M = P(V ⊗ w0 + v0 ⊗W ),
so that
(NM )v0⊗w0 = (V ⊗W )/(V ⊗ w0 + v0 ⊗W ).
Differentiating further, we get
d2(A0 ⊗B0) = 2
∑
i,α
φiψαAi ⊗Bα mod {A0 ⊗B0, Ai ⊗B0, A0 ⊗Bα}.
Therefore, the second fundamental form is given by
FF2(v0 ⊗ w + v ⊗ w0, v0 ⊗ w + v ⊗ w0) = 2v ⊗ w mod V ⊗ w0 + v0 ⊗W.
In terms of homogeneous coordinates {φi} for Tv0Pm and {ψα} for Tw0Pn,
|FF2| is the linear system of quadrics∑
i,α
qiαφiψα
for any matrix qiα. In other words, matrices of quadrics from this linear
system have the form
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(
0 Q
Qt 0
)
,
where Q is an arbitrary matrix.
Summarizing, we see that the projectivization of the tangent space at any
point x ∈M is Pn+m−1 and |FF2|x is the complete linear system of quadrics
having as a base locus the union Pm−1 ∩ Pn−1 of two skew linear subspaces.
Example 6.34 ([GH1]) Suppose that Pn = P(V ) ⊂ P(SdV ) is the d-th
Veronese embedding. In terms of homogeneous coordinates {X0, . . . , Xn} for
P(V ) the embedding is given by
(. . . : Xα : . . .) 7→ (Xd0 : Xd−10 X1 : . . . : Xd−10 Xn : . . . : Fλ(X) : . . .),
where Fλ varies over a basis for the homogeneous forms of degree d. Given a
point v0 ∈ Pn, e.g., v0 = (1 : . . . : 0), v0 maps to (1 : . . . : 0); the projectiviza-
tion of the tangent space at v0 is Pn−1 spanned by first n coordinate vectors
in P(SdV ). The affine coordinate system in the affine chart containing v0
is given by Fλ(X)/X
d
0 = Fλ(X1/X0, . . . , Xn/X0). Therefore, |FF2|v0 is the
linear system of all quadrics.
Example 6.35 ([GH1]) Let Gr(k, V ) ⊂ P(ΛkV ) be the Grassmanian in
the Plu¨cker embedding, dimV = n. Then the projectivization of the tangent
space at any point x is P(Matk,n−k) and an easy calculation (see [GH1])
shows that |FF2|x generated by (2 × 2)-minors of this matrix. Using this
description, it is quite straightforward to find the defect of the Grassmanian
in the Plu¨cker embedding. All we need to do is to find the maximal possible
rank of a quadric generated by (2 × 2)-minors of a rectangular matrix. The
answer is as follows. We may suppose that k ≤ n/2. Then the dual variety is
always a hypersurface except the case k = 1 (when the dual variety is empty)
and the case k = 2, n is odd (when the defect is equal to 2).
Example 6.36 ([Lan4]) Let Sm ⊂ P(ΛevCm) be the spinor variety (c.f. Ex-
ample 2.2). Then calculating the tangent space at the point v0 = 1 it is
easy to see that Tv0Sm = Λ
2Cm. Let Gr(2,Cm) ⊂ P(Λ2Cm) be the Plu¨cker
embedding then the linear system |FF2| consists of all quadrics containing
Gr(2,Cm).
Example 6.37 ([Lan4]) Consider the Severi variety, c.f. Example 2.3. Let
DR denote one of four division algebras over R: real numbers R, complex
numbers C, quaternions H, or octonions O. Let D = DR ⊗R C denotes its
complexification, therefore D is either C, C⊕C, Mat2(C), or Ca (the algebra
of Cayley numbers). All these algebras have the standard involution. Let
H3(D) denote the 3 × 3 Hermitian matrices over D. If x ∈ H3(D) then we
may write
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x =
 c1 u1 u2u1 c2 u3
u2 u3 c3
 , ci ∈ C, ui ∈ D.
The projectivization of the highest weight vector orbit with respect to the
group of norm similarities is called the Severi variety corresponding to D.
One may think of Severi varieties as of complexifications of projective planes
over DR. Take a point p of the Severi variety of the form
p =
 1 0 00 0 0
0 0 0
 .
Choose the affine coordinates u1, u2, u3 ∈ D, c2, c3 ∈ C of H3(D) centered
at p. Then the tangent space at p is {u1, u2} and the second fundamental
form is generated by quadrics
u1u1 = 0, u2u2 = 0, u2u1 = 0.
For example, if D = Ca then the base locus of this linear system is the spinor
variety S5 (c.f. Example 2.21).
The higher fundamental forms are defined similar to the second funda-
mental form FF2. The most geometric way is to utilize the Euler–Meusnier
Theorem 6.32 as the definition.
Recall that if {p(t)} is any holomorphic arc in PN described by a vector–
valued function A0(t), then the osculating sequence at p = p(0) is the se-
quence of linear spaces spanned by the following collection of vectors
{A0(t)}, {A0(t), A′0(t)}, {A0(t), A′0(t), A′′0 (t)}, . . .
Suppose now that M ⊂ PN = P(V ) is a smooth variety, p ∈ M , T˜pM ⊂
V is the cone over the embedded tangent space TˆpM . Then the sequence
of osculated spaces T
(0)
p M = Cp, T
(1)
p M = T˜pM , T
(2)
p M , . . . is defined as
follows. The osculating space T
(k)
p M is the linear span of k-th osculating
spaces for smooth curves p(t) ⊂M , p(0) = p. The k-th normal space N (k)p M
is defined as V/T
(k)
p M , so we have N
(1)
p M = (NMPN)p. Suppose that v ∈
TpM = T
(1)
p M/T
(0)
p M is any tangent vector, {p(t)} is any holomorphic arc
in PN with tangent vector v at t = 0. Let A(t) ⊂ V be a curve projected to
p(t). Then it is easy to see that the vector
FFk(v) =
dkA(t)
dtk
mod T (k−1)p M ∈ N (k−1)p M
depends only on v. This construction gives a map
FFk : SkTpM → N (k−1)p M
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called the k-th projective fundamental form. Of course, it can be also de-
scribed via moving frames, in coordinates, by differentiating Gauss map, etc.,
see e.g. [GH1, Lan4]. The sequence of dimensions of osculating spaces T
(k)
p M
can, of course, depend on p ∈M . This will not be very essential, first, because
we can restrict ourselves to an open subset of M where these dimensions are
fixed. Secondly, we shall be interested only in projective homogeneous va-
rieties in equivariant embeddings, in which case all points have the same
rights.
Example 6.38 It is easy to see that ifM ⊂ PN is a hypersurface of degree d,
p ∈M is a smooth point, and l ⊂ P(T (d)p M) is a line passing through p then
l ⊂M . More generally, ifM ⊂ PN is a projective variety whose homogeneous
ideal is generated by elements of degree at most d, p ∈ M is a smooth
point, and l ⊂ P(T (d)p M) is a line passing through p then l ⊂ M . If V is
an irreducible module of a simple group G and M = G/P ⊂ P(V ) is the
projectivization of the orbit of the highest weight then its ideal is generated
in degree two (see e.g. [Li]). In particular, for any p ∈ M Base |FF2|p is
the set of tangent directions to lines on M through p. Using this idea, in
[LM] the thorough study of varieties of lines and linear subspaces on minimal
equivariant projective embeddings of minimal flag varieties was undertaken.
Let G be a connected semisimple complex Lie group, g its Lie algebra,
Ug the universal enveloping algebra of g. Ug has a natural filtration Ug(k)
such that the associated graded algebra is the symmetric algebra Sg of g.
Let Vλ be an irreducible G-module with highest weight λ, and vλ ∈ Vλ
a highest weight vector. The action of Ug on Vλ induces a filtration of Vλ
whose k-th term is V
(k)
λ = Ug
(k)vλ.
Let x = [vλ] ∈ P(Vλ) be the line in Vλ generated by vλ, and let X =
G/P ⊂ P(Vλ) be the projectivization of the orbit of the highest weight vector.
Here P ⊂ G is a parabolic subgroup, namely, the stabilizer of x. Let p be the
Lie algebra of P . The tangent bundle TX is a homogeneous vector bundle
and we can canonically identify TxX with g/p as a P -module. Then it is easy
to verify that the osculating spaces and the fundamental forms of X have a
following simple representation-theoretic interpretation.
Proposition 6.39 Let X = G/P ⊂ P(Vλ) be a polarized flag variety and
let x = eP ∈ X. Then the k-th osculating space T (k)x X = V (k)λ , therefore
N
(k)
x X = Vλ/V
(k)
λ . Moreover, there is a commutative diagram
Skg Ug(k)/Ug(k−1)
π1
y yπ2
Sk(TxX) =S
k(g/p) −−−−→
FFk
Vλ/V
(k)
λ = N
(k−1)
x X
where π1 is induced by the projection g → g/p and π2 is the map given by
u 7→ u · vλ.
7. The Degree of a Dual Variety
Preliminaries
Let X ⊂ P(V ) be a smooth projective variety, L = OX(1). In this chapter we
review several approaches for finding the degree of the dual variety X∗. In
Section 7.1 we give several applications of the Katz–Kleiman Holme formula.
In Section 7.2 we collect various calculations of degrees of discriminants of po-
larized flag varieties. In final sections we study the degree of the discriminant
of a polarized variety as a function at polarization and express the degree in
terms of Hilbert polynomials.
7.1 Katz–Kleiman–Holme Formula
For any vector bundle E on X we denote by ci(E) its i-th Chern class (see
e.g. [Fu1]). For example, c1(L) = H , the hyperplane section divisor of X in
P(V ). For any 0-dimensional cycle Z on X we denote its degree (‘the number
of points’ in Z) by
∫
X Z. Let J(L) be the first jet bundle of L. Let dimX = n.
Theorem 7.1 ([BFS1])
(a) deg∆X =
∫
X cn(J(L)). In particular, X∗ is a hypersurface if and only if
cn(J(L)) 6= 0.
(b) Moreover, defX = k if and only if cr(J(L)) = 0 for r ≥ n− k + 1, and
cn−k(J(L)) 6= 0. In this case
degX∗ =
∫
X
cn−k(J(L)) ·Hk.
Sketch of the proof. Suppose that def X = k. Notice that jets j(f), f ∈ V ∗,
span J(L). We choose generic elements f1, . . . , fv ∈ V ∗, where v = dimV ∗.
Using the classical representation of a Chern class of a spanned vector bundle
(see e.g. [Fu1]), we have that cn−k+1(J(L)) is represented by the set
{x ∈ X | j(f1)(x), . . . , j(fk+1)(x) are linearly dependent}.
Since codimP(V ∗)X
∗ = k + 1, generic k-dimensional projective subspace in
P(V ∗) does not meet X∗. Therefore, any non-trivial linear combination of
f1, . . . , fk+1 does not belong to the Cone(X
∗). But this is equivalent to
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dim Span{j(f1)(x), . . . , j(fk+1)(x)} = k + 1
for any x ∈ X . This implies by the above representation that cn−k+1(J(L) =
0 and moreover that cr(J(L)) = 0 for r ≥ n − k + 2. Now, the Chern class
cn−k(J(L)) is represented by the set
{x ∈ X | j(f1)(x), . . . , j(fk+2)(x) are linearly dependent}.
This set is a union of the singular loci of the hyperplane sections H ∩ X ,
where H ∈ X∗ ∩ L for a generic (k + 1)-dimensional subspace L ⊂ P(V ∗).
Notice that the number of these hyperplane sections is equal to the degree
of the dual variety degX∗. Moreover, by dimension reasons we may sup-
pose that X∗ ∩ L ⊂ X∗sm. By Theorem 1.12 these singular loci are pro-
jective subspaces of dimension k. Therefore cn−k(J(L)) is represented by
degX∗ k-dimensional projective subspaces. In particular, cn−k(J(L)) 6= 0
and degX∗ =
∫
X
cn−k(J(L)) ·Hk. ⊓⊔
Using the exact sequence (3.1) it is possible to substitute Chern classes
of the jet bundle by Chern classes of the cotangent bundle Ω1X = T
∗
X . The
resulting formula was found by N. Katz and S. Kleiman [Ka, Kl1] in the case
where X∗ is a hypersurface and by A. Holme [Ho1, Ho2] in the general case.
Consider the Chern polynomial of X with respect to the given projective
embedding
cX(q) =
n∑
i=0
qi+1
∫
X
cn−i(Ω
1
X) ·Hi.
Theorem 7.2
(a) deg∆X = c
′
X(1) =
∑n
i=0(i+ 1)
∫
X
cn−i(Ω
1
X) ·Hi.
(b) The codimension of X∗ equals the order of the zero at q = 1 of the
polynomial cX(q)− cX(1). If this order is µ then degX∗ = c(µ)X (1)/µ!.
The formula in (a) can be rewritten in a numerous number of ways, some-
times more convenient for calculations. The proofs of the following formulas
can be found in [Kl1].
Example 7.3 ([Kl1])
deg∆X =
∫
X
sn(NXP
N (−1)),
where sn is the n-th Segre class (see e.g. [Fu1]).
Example 7.4 ([Kl1])
deg∆X =
∫
X
1
c(N∗XP
N (1))
.
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For example, if X is a hypersurface of degree d in PN , then N∗XP
N (1) =
OX(1− d) and
deg∆X =
∫
X
1
1− (d− 1)H =
∫
X
(d− 1)nHn = d(d − 1)n.
In particular, X∗ is a hypersurface (if X is not a hyperplane). In the same
way one can show that X∗ is a hypersurface if X is a non-degenerate smooth
complete intersection (c.f. Theorem 4.2).
Example 7.5 ([Kl1, Lam]) The following non-trivial consequence of The-
orem 7.2 is called the class formula.
deg∆X = (−1)n [χ(X)− 2χ(X ∩H) + χ(X ∩H ∩H ′)] ,
where H and H ′ are generic hyperplanes (such that X∩H and X∩H∩H ′ are
smooth) and χ is a topological Euler characteristic. This formula is the main
ingredient in the proof of the following Landman formula (see [Lan, Kl3]):
deg∆X =
(
bn(X)− bn−2(X)
)
+ 2
(
bn−1(X ∩H)− bn−1(X)
)
+
(
bn−2(X ∩H ∩H ′)− bn−2(X)
)
,
where bi is the i-th Betti number. All three summands are nonnegative num-
bers due to the strong and weak Lefschetz theorems. Hence the characteristic
condition for the positive defect is
bn(X) = bn−2(X), bn−1(X ∩H) = bn−1(X), bn−2(X ∩H ∩H ′) = bn−2(X).
Example 7.6 ([Kl1]) Let X ⊂ P2 be a smooth plane curve of degree d.
Consider the Veronese embedding P2 ⊂ PN , N + 1 = (r+22 ), and the corre-
sponding embedding X ⊂ PN . Then the dual variety X∗ ⊂ PN ∗ parametrizes
plane curves of degree r tangent to X at some point. It is easy to see that
deg∆X = d(d+ 2r − 3).
For example, the variety of conics tangent to a given conic is a hypersurface
in P5 of degree 6.
Example 7.7 Suppose that X ⊂ PN is a smooth projective curve of genus g
and degree d. Let H ⊂ X be a hyperplane section. Then X∗ is a hypersurface
by Example 1.13, and its degree is given by
deg∆X = degKX + 2degH = 2g − 2 + 2d,
where KX denotes the canonical divisor.
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Example 7.8 Let X ⊂ PN be a smooth projective surface, H ⊂ X be a
smooth hyperplane section. Then X∗ is a hypersurface by Example 6.16, and
its degree is given by
deg∆X = deg c2(Ω
1
X) + 2KX ·H + 3H ·H = χ(X)− 2χ(H) +H ·H,
where χ is the topological Euler characteristic.
Example 7.9 Suppose thatX = Pn = P(Cn+1) is embedded into P(SdCn+1)
via the Veronese embedding. Then elements of X∗ parametrize hypersurfaces
with singularities of degree d in Pn, therefore ∆X is the classical discriminant
of homogeneous forms of degree d in n+ 1 variables. Let us find its degree.
The Chow ring (or the cohomology ring) of X is equal to Z(t)/tn+1, the el-
ement t being the class of the hyperplane. The first Chern class of the line
bundle corresponding to the Veronese embedding is equal to dt. The total
Chern class
∑
i ci(Ω
1
Pn) equals (1 − t)n+1, therefore ci(Ω1Pn) = (−1)i
(
n+1
i
)
ti.
Clearly
∫
X
tn = 1. So we have
cX(q) =
n∑
i=0
qi+1(−1)n−i
(
n+ 1
i+ 1
)
di =
(qd− 1)n+1 − (−1)n+1
d
.
Therefore, deg∆X = c
′
X(1) = (n + 1)(d − 1)n. This formula is known as a
Boole formula.
A little bit more explicit form of Theorem 7.2 can be given as follows.
Definition 7.10 Let X be a n-dimensional smooth projective variety in PN ,
L = OX(1). Then the s-th rank of X with respect to the projective embedding
is defined as
δs =
n∑
i=s
(
i+ 1
s+ 1
)
en−i,
where ej denotes the degree of cj(T
∗X) with respect to the given projective
embedding.
Then Theorem 7.2 can be reformulated as follows
Corollary 7.11 The defect def X is the smallest integer r ≥ 0 such that
δr 6= 0, and for r = defX the degree of the dual variety X∗ equals δr.
7.2 Degrees of Discriminants of Polarized Flag Varieties
7.2.A The Degree of the Dual Variety to G/B
We follow the notation of Section 2.1. Let G be a simple algebraic group of
rank r with Borel subgroupB. The minimal equivariant projective embedding
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of G/B corresponds to the line bundle Lρ, where ρ = ω1 + . . .+ ωr is a half
sum of positive roots. We shall follow [CW] here and calculate the degree of
the corresponding discriminant (in fact, in most cases the dual variety will
be a hypersurface, see precise statements in Section 9.3).
Let {β1, . . . , βN} = ∆+ be the collection of all positive roots and let
{β∨1 , . . . , β∨N} = ∆∨+ be the collection of all positive coroots. We consider the
matrix
M =
(
(β∨i , βj)
(β∨i , ρ)
)
i,j=1,...,N
.
Let Ps(M) be the sum of all permanents of s × s submatrices of M . Recall
that the permanent of a n× n matrix (aij) is equal to
∑
σ∈Sn
n∏
i=1
ai,σ(i).
Theorem 7.12 ([CW])
deg∆(G/B,Lρ) =
N∑
s=0
(s+ 1)!PN−s(M).
Proof. Recall that by the Kleiman formula 7.2 we have
deg∆(G/B,Lρ) =
N∑
i=0
(i+ 1)
∫
G/B
cn−i(Ω
1
G/B) · c1(Lρ)i.
Therefore we need to calculate these integrals. The correspondence λ 7→ Lλ
identifies PQ (the character lattice tensored by Q) with Pic(G/B)⊗Q. There-
fore, we have a homomorphism of commutative algebras
c : S•(PQ)→ A•(G/B),
where S•(PQ) is the symmetric algebra of PQ and A•(G/B) is the rational
Chow ring. It is well-known (see e.g. [BGG]) that this homomorphism is
surjective and its kernel is generated as an ideal by W -invariants (S•(PQ))W+
of positive degree, where W is the Weyl group. For example,
c1(Lρ) = c(ρ).
Using an appropriate filtration of the cotangent bundle Ω1G/B and ‘the split-
ting principle’ it is easy to see that
cn−i(Ω
1
G/B) = c(Xi), Xi =
∑
Γ⊂∆+
#Γ=n−i
∏
α∈Γ
α.
Therefore, it is sufficient to compute c(ρiXi).
For any coroot α∨ ∈ P∗Q we define a linear function
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Dα∨(λ) = 〈α∨, λ〉.
This linear function extends by a Leibniz rule to the differential operator on
S•PQ. We consider now the differential operator D on S•PQ given by
D =
∏
α>0Dα∨∏
α>0(α
∨, ρ)
.
The operator D decreases the degree by N , so in particular we get a linear
form
D : SNPQ → Q.
One can show (see [CW]) that for any x ∈ SNPQ we have
D(x) =
∫
G/B
c(x).
Now the claim of the theorem follows by an easy calculation. ⊓⊔
7.2.B Degrees of Hyperdeterminants
Consider the flag variety Pk1 × . . . × Pkr of the group SLk1 × . . . × SLkr .
The projectively dual variety of its ‘minimal’ equivariant projective embed-
ding corresponds to a nice theory of hyperdeterminants that was initiated by
Cayley and Schla¨ffli [Ca1, Ca2, Schl].
Let r ≥ 2 be an integer, and A = (ai1...ir ), 0 ≤ ij ≤ kj be an r-dimensional
complex matrix of format (k1+1)×. . .×(kr+1). The hyperdeterminant of A is
defined as follows, c.f. 6.2.B. Consider the product X = Pk1× . . .×Pkr of sev-
eral projective spaces embedded into the projective space P(k1+1)×...×(kr+1)−1
via the Segre embedding. Let X∗ be the projectively dual variety. If X∗ is a
hypersurface then it is defined by a corresponding discriminant ∆X , which in
this case is called the hyperdeterminant (of format (k1 +1)× . . .× (kr +1)),
denoted by Det. Clearly Det(A) is a polynomial function in matrix entries of
A invariant under the action of he group SLk1+1× . . .×SLkr+1. If X∗ is not a
hypersurface then we set Det = 1. Theorem 6.8 shows that X∗ is a hypersur-
face (and, hence, defines a hyperdeterminant) if and only if 2kj ≤ k1+. . .+kr
for j = 1, . . . , r. If for one of j we have an equality 2kj = k1 + . . .+ kr then
the format is called boundary. Let N(k1, . . . , kr) be the degree of the hyper-
determinant of format (k1 + 1) × . . . × (kr + 1). The proof of the following
theorem can be found in [GKZ2] or [GKZ3].
Theorem 7.13
(a) The generating function for the degrees N(k1, . . . , kr) is given by∑
k1,...,kr≥0
N(k1, . . . , kr)z
k1
1 . . . z
kr
r =
1(
1−
r∑
i=2
(i− 1)ei(z1, . . . , zr)
)2 ,
where ei(z1, . . . , zr) is the i-th elementary symmetric polynomial.
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(b) The degree N(k1, . . . , kr) of the boundary format is (assuming that k1 =
k2 + . . .+ kr)
N(k2 + . . .+ kr, k2, . . . , kr) =
(k2 + . . .+ kr + 1)!
k2! . . . kr!
.
(c) The degree of the hyperdeterminant of the cubic format is given by
N(k, k, k) =
∑
0≤j≤k/2
(j + k + 1)!
(j!)3(k − 2j)! · 2
k−2j .
(d) The exponential generating function for the degree Nr of the hyperdeter-
minant of format 2× 2× . . .× 2 (r times) is given by
∑
r≥0
Nr
zr
r!
=
e−2z
(1 − z)2 .
7.2.C One Calculation
In most circumstances, known formulas for the degree of the discriminant
depend on the certain set of discrete parameters. There are two possibilities
for these parameters. First, we may fix a projective variety and vary its po-
larizations. The degree of the discriminant as a function in polarization is
studied in the next section. Second possibility is to change a variety and to
fix a polarization (in a certain sense). For example, consider the irreducible
representation of SLn0 with the highest weight λ Then this weight can be
considered as a highest weight of SLn for any n ≥ n0 with respect to the nat-
ural embedding SLn ⊂ SLn+1 ⊂ . . .. As a result, we shall obtain a tower of
flag varieties with “the same” polarization. The degree of the corresponding
discriminants will be a function in n. This function can be very complicated.
For example, in [Las] a very involved combinatorial formula for this degree
was found in the case λ is a fundamental weight (i.e. for the degree of a dual
variety of the Grassmanian Gr(k, n) in the Plu¨cker embedding). However,
sometimes this function has a closed expression. For example, the Boole for-
mula 7.9 is a formula of this kind. Another simple example is the formula 2.20
for the degree of the dual variety to Gr(2, n) in the Plu¨cker embedding. The
following theorem is the mixture of these two cases. We are not aware of any
other similar formulas.
Theorem 7.14 ([T1]) Let V be an irreducible SLn-module with the highest
weight (a− 1)ϕ1 +ϕ2, a ≥ 2. Then the variety X∗ ⊂ P(V ∗) projectively dual
to the projectivization X of the orbit of the highest vector is a hypersurface
of degree
(n2 − n)an+1 − (n2 + n)an−1 − 2n(−1)n
(a+ 1)2
.
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Proof. We have to calculate the degree of ∆X . We use Kleiman’s formula 7.2
for the degree of the dual variety. In the present case X = G/P , where
G = SLn and P ⊂ G is the parabolic subgroup of matrices
∗ 0 0 . . . 0
∗ ∗ 0 . . . 0
∗ ∗ ∗ . . . ∗
...
...
...
. . .
...
∗ ∗ ∗ . . . ∗
 . (7.1)
Assume that T ⊂ G is the diagonal torus, B is the Borel subgroup of lower-
triangular matrices, x1, . . . , xn are the weights of the tautological representa-
tion,X(T ) is the lattice of characters of T , S is the symmetric algebra ofX(T )
(over Q), W ≃ Sn is the Weil group of G, and WP ≃ Sn−2 is the Weil group
of P . It is well known (see [BGG]) that the map c : X(T )→ Pic(G/B) that
assigns to λ the first Chern class of the invertible sheaf Lλ can be extended
to a surjective homomorphism c : S → A∗(G/B) in the (rational) Chow ring,
and its kernel coincides with SW+ S. The projection α : G/B → G/P induces
an embedding α∗ : A∗(G/P ) → A∗(G/B). The image coincides with the
subalgebra of WP -invariants. Hence, A
∗(G/P ) = SWP /SW+ S
WP . We denote
the homomorphism SWP → A∗(G/P ) by the same letter c.
To apply Kleiman’s formula we need c1(L) (which is equal to c(ax1+x2))
and the total Chern class of Ω1Z , which is equal to
c(Ω1Z) = c
(1− x1 + x2) ∏
i=3,...,n
(1 − x1 + xi)
∏
i=3,...,n
(1 − x2 + xi)
 .
(This can be shown by standard arguments using the filtration of Ω1Z and
splitting principle.)
Let α1, . . . , αn−2 be the elementary symmetric polynomials in x3, . . . , xn.
Then SWP = Q[x1, x2, α1, . . . , αn−2], and the ideal SW+ S
WP is generated by
x1 + x2 + α1, x1x2 + x1α1 + x2α1 + α2,
x1x2α1 + x1α2 + x2α2 + α3, . . . , x1x2αn−4 + x1αn−3 + x2αn−3 + αn−2,
x1x2αn−3 + x1αn−2 + x2αn−2, x1x2αn−2.
Hence, αi = (−1)i(xi1 + xi−11 x2 + . . . + xi2) mod SW+ SWP , and A∗(G/P ) is
isomorphic to the quotient ringQ[x1, x2]/〈f1, f2〉, where f1 = xn−11 +xn−21 x2+
. . . + xn−12 and f2 = x
n
1 . Note that f1, f2 is the Gro¨bner basis of the ideal
〈f1, f2〉 with respect to the ordering x2 > x1 (see [Berg]). Hence, the set of
X iY j , where X = x1 mod 〈f1, f2〉, Y = x2 mod 〈f1, f2〉, i = 1, . . . , n − 1,
j = 1, . . . , n− 2, is a basis of the quotient algebra.
To calculate the degree of the discriminant by Kleiman’s formula, we have
to calculate
∫
Z c(X
n−1Y n−2). Let w˜0 be the longest element in W , and let
w0 be the shortest element in w˜0WP with the reduced factorization
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w0 =
(
1 2 3 4 . . . n
n n− 1 1 2 . . . n− 2
)
= (n− 1, n)(n− 2, n− 1) . . . (12) · (n− 1, n)(n− 2, n− 1) . . . (23).
Let
Aw0 = A(n−1,n)A(n−2,n−1) . . . A(12)A(n−1,n)A(n−2,n−1) . . . A(23)
be the corresponding endomorphism of degree −(2n− 3) in S, where
A(ij) =
id− s(ij)
xi − xj ,
and s(ij) is the reflection that transposes xi and xj . Then∫
Z
c(Xn−1Y n−2) = Aw0(x
n−1
1 x
n−2
2 )
(see [BGG]). It is obvious that
Aw0(x
n−1
1 x
n−2
2 ) = Aρ1Aρ2(x
n−1
1 x
n−2
2 )
= Aρ1(x
n−1
1 Aρ2 (x
n−2
2 )) = Aρ1(x1)Aρ2 (x2),
where ρk = (n − 1, n)(n − 2, n − 1) . . . (k, k + 1). These factors are both
equal to 1, since they are equal to
∫
Pn−1
c1(O(1))n−1 and
∫
Pn−2
c1(O(1))n−2,
respectively, and it is obvious that these integrals are equal to 1. We finally
obtain that
∫
Z
c(Xn−1Y n−2) = 1.
It remains to calculate the polynomial
2n−3∑
i=0
(i+ 1)c2n−3−i(aX + Y )
i, (7.2)
in the ring Q[X,Y ] (with the basisX iY j , i = 1, . . . , n−1, j = 1, . . . , n−2, and
relationsXn−1+Xn−2Y +. . .+Y n−1 = 0, Y n = 0, andXn = 0, which follows
from the preceding relations), where ck is the kth homogeneous component
of the polynomial
(1−X + Y )
n∏
i=3
(1−X + xi)
n∏
i=3
(1− Y + xi),
in which the ith symmetric function of x3, . . . , xn must be replaced by
(−1)i(X i + X i−1Y + . . . + Y i). By the previous discussion, the result of
this calculation will be deg(∆X)X
n−1Y n−2.
Note that the polynomial 7.2 is equal to
F ′(T )|T=2X+Y = (F1F2F3F4)′(T )|T=2X+Y ,
where
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F1 = T, F2 = T −X + Y,
F3 =
n∏
i=3
(T −X + xi) =
n−2∑
i=0
(T −X)n−2−i(−1)i(X i + . . .+ Y i),
F4 =
n∏
i=3
(T − Y + xi) =
n−2∑
i=0
(T − Y )n−2−i(−1)i(X i + . . .+ Y i).
We have, further,
F3(T ) =
(
n−2∑
i=0
(T −X)n−2−i(−1)iX
i+1 − Y i+1
X − Y
)
=
X(T −X)n−2
X − Y
(
n−2∑
i=0
(T −X)−i(−1)iX i
)
−
Y (T −X)n−2
X − Y
(
n−2∑
i=0
(T −X)−i(−1)iY i
)
=
X
(
(T −X)n−1 − (−X)n−1)
T (X − Y ) −
Y
(
(T −X)n−1 − (−Y )n−1)
(T −X + Y )(X − Y ) .
We obtain, likewise, that
F4(T ) =
(
n−2∑
i=0
(T − Y )n−2−i(−1)iX
i+1 − Y i+1
X − Y
)
=
X(T − Y )n−2
X − Y
(
n−2∑
i=0
(T − Y )−i(−1)iX i
)
−
Y (T − Y )n−2
X − Y
(
n−2∑
i=0
(T − Y )−i(−1)iY i
)
=
X
(
(T − Y )n−1 − (−X)n−1)
(T +X − Y )(X − Y ) −
Y
(
(T − Y )n−1 − (−Y )n−1)
T (X − Y ) .
We deduce from the latest formula that
F ′(T ) =
n(X − Y )(T −X)n−1 + (−X)n − (−Y )n
X − Y ×
(X − Y )(T − Y )n + T (−X)n − (T +X − Y )(−Y )n
T (T +X − Y )(X − Y ) +
(X − Y )(T −X)n + (T −X + Y )(−X)n − T (−Y )n
T (X − Y ) ×(
n(T +X − Y )− (T − Y )
)
(T − Y )n−1 + (−X)n
(T +X − Y )2 −
(X − Y )(T −X)n + (T −X + Y )(−X)n − T (−Y )n
T (X − Y ) ×
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(X − Y )(T − Y )n + T (−X)n − (T +X − Y )(−Y )n
T (T +X − Y )(X − Y ) .
Using the elementary formulae
αn(γ − β) + βn(α− γ) + γn(β − α)
(α− β)(β − γ)(γ − α) =
∑
i+j+k=n−2
αiβjγk,
αn(γ − β) + βn(α− γ) + γn(β − α)
(α− β)(γ − β) =
n−2∑
i=0
βi(αn−1−i − γn−1−i),
(n(α− β)− α)αn−1 + βn
(α − β)2 =
n−2∑
i=0
(n− 1− i)αn−2−iβi,
we obtain
F ′(T ) =
(
n(T −X)n−1 + (−1)n
n−1∑
i=0
Xn−1−iY i
)
×
( ∑
i+j+k=n−2
(T − Y )i(−X)j(−Y )k
)
+
(n−2∑
i=0
(−X)i((T −X)n−1−i − (−Y )n−1−i)
)
×
(n−2∑
i=0
(n− 1− i)(T − Y )n−2−i(−X)i
)
−(n−2∑
i=0
(−X)i((T −X)n−1−i − (−Y )n−1−i)
)
×
( ∑
i+j+k=n−2
(T − Y )i(−X)j(−Y )k
)
.
Putting T = aX + bY in the latest formula, we obtain
(n−1∑
i=0
(
1 + (−1)nn(a− 1)n−1−ibi
(
n− 1
i
))
Xn−1−iY i
)
×
(n−2∑
i=0
[
n− 2
i
]
a,b−1
X iY n−2−i
)
−(n−1∑
i=0
([n− 1
i
]
a−1,b
−
[
n− 2
i− 1
]
a−1,b
− 1)Xn−1−iY i)
×
(n−2∑
i=0
({n− 2
i
}
a,b−1
−
{
n− 3
i
}
a,b−1
)
Xn−2−iY i
)
+(n−1∑
i=0
([n− 1
i
]
a−1,b
−
[
n− 2
i− 1
]
a−1,b
− 1)X iY n−1−i)
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×
(n−2∑
i=0
[
n− 2
i
]
a,b−1
X iY n−2−i
)
,
where [
n
k
]
xy
=
k∑
p=0
n−k∑
q=0
(−1)p+qxpyq
(
p+ q
p
)
,
{
n
k
}
xy
=
k∑
p=0
n−k∑
q=0
(p+ q + 1)(−1)p+qxpyq
(
p+ q
p
)
.
It remains to calculate the degree of the discriminant, that is, the differ-
ence between the coefficients of Xn−1Y n−2 and Xn−2Y n−1 in the expression
for F ′(aX + bY ). After some transformations we obtain
n−1∑
i=0
(
(−1)nn(a− 1)n−1−ibi
(
n− 1
i
)
+Wi
)
×([
n− 2
i
]
a,b−1
−
[
n− 2
i− 1
]
a,b−1
)
−
n−1∑
i=0
(Wi − 1)×({
n− 2
i
}
a,b−1
−
{
n− 3
i
}
a,b−1
−
{
n− 2
i− 1
}
a,b−1
+
{
n− 3
i− 1
}
a,b−1
)
,
where
Wi =
[
n− 1
n− 1− i
]
a−1,b
−
[
n− 2
n− 1− i
]
a−1,b
.
This is the degree of the discriminant of the irreducible SLn-module with the
highest weight (a− b)ϕ1 + bϕ2.
Substituting b = 1 in the last formula, we obtain
(n2 − n)an+1 − (n2 + n)an−1 − 2n(−1)n
(a+ 1)2
.
⊓⊔
7.3 Degree of the Discriminant as a Function in L
Suppose that X is a smooth projective variety. If L is a very ample line
bundle on X then we call the pair (X,L) a polarized variety. Any polarized
variety admits a canonical embedding X ⊂ P(H0(X,L)∗). Let (X,L)∗ ⊂
P(H0(X,L)) be the corresponding dual variety, which parametrises singular
divisors in the linear system |L|. If (X,L)∗ is a hypersurface then the dis-
criminant ∆(X,L) is a unique (up to a scalar) polynomial defining (X,L)∗. If
def(X,L) > 0 then we set ∆(X,L) = 1.
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7.3.A General Positivity Theorem
We start with the following simple but very useful observation
Theorem 7.15 . Suppose that L, M are very ample line bundles on X.
Then def(X,L⊗M) = 0.
Proof. Indeed, we have deg∆(X,L⊗M) =
∫
X
cn(J(L ⊗M) by Theorem 7.1.
Therefore,
deg∆(X,L⊗M) =
∫
X
cn(J(L) ⊗M) =
n∑
i=0
(i+ 1)
∫
X
c1(M)i · cn−i(J(L)).
Since J(L) is spanned, all summands are non-negative. Since ∫
X
c1(M)n > 0
(being equal to the degree of X in the embedding determined by M), the
whole sum is positive. ⊓⊔
For example, if X is embedded in P(V ) and then re-embedded in P(SdV )
via the Veronese embedding then the dual variety X∗ of this re-embedding
is a hypersurface.
Suppose now that L1, . . . ,Lr are line bundles on X such that the corre-
sponding linear systems |Li| have no base points and such that for each i there
is a representative of the linear system |Li| which is a smooth divisor on X .
Suppose further that any line bundle L of the form L = L⊗n11 ⊗ . . . ⊗ L⊗nrr
is very ample for positive ni. Then the degree deg∆(X,L) is a function in
n1, . . . , nr. Let us introduce new non-negative integers mi = ni − 1. Then
deg∆(X,L) = f(m1, . . . ,mr).
Theorem 7.16 ([CW])
(a) The function f is a non-trivial polynomial with non-negative coefficients.
(b) If each ni ≥ 2 then (X,L)∗ is a hypersurface.
Proof. Let n = dimX . Recall that by Kleiman–Katz–Holme formula 7.2 we
have
deg∆(X,L) =
n∑
i=0
(i+ 1)
∫
X
cn−i(Ω
1
X) · Li = P ′(L),
where
P (t) =
n∑
i=0
cn−i(Ω
1
X)t
i+1.
This clearly implies that f is a polynomial in ni and, hence, in mi. This poly-
nomial is non-trivial by Theorem 7.15. Therefore, we need to check positivity
only. Using the Taylor expansion, it suffices to check the following claim. For
each j = 1, . . . , n and for each collection of nonnegative integers u1, . . . , ur
such that u1 + . . .+ ur = j − 1, we have∫
X
P (j)(L) · Lu11 . . .Lurr ≥ 0.
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The conditions imposed on Li imply that any intersection of the form
Lu11 . . .Lurr (as an element of a Chow ring) is represented by a smooth sub-
variety of codimension j − 1. Therefore, it suffices to check that for any such
subvariety Y ⊂ X of codimension j − 1 we have∫
X
P (j)(L) · [Y ] ≥ 0.
Using exact sequence 3.1 it is easy to see that
P (j)(L) = j!cn+1−j(J(L)).
Therefore it remains to show that∫
X
cn+1−j(J(L)) · [Y ] ≥ 0.
This follows from the fact that J(L) is spanned by its global sections
(see [Fu1]). ⊓⊔
7.3.B Applications to Polarized Flag Varieties
The conditions of Theorem 7.16 are perfectly well satisfied if X is a flag
variety G/P . We shall use notations from 2.1. The fundamental weights
ω1, . . . ωk dual to the simple roots in ΠG/P generate the lattice PG/P iso-
morphic to Pic(G/P ). We shall denote the line bundle Lωi by Li. Then any
line bundle on G/P have a form L = L⊗n11 ⊗ . . . ⊗ L⊗nrr . L is very am-
ple if and only if all ni > 0. Then the degree deg∆(X,L) is a function in
n1, . . . , nr. Let us introduce new non-negative integers mi = ni − 1. Then
deg∆(X,L) = f(m1, . . . ,mr). All conditions of Theorem 7.16 are clearly sat-
isfied, therefore f is a non-trivial polynomial with non-negative coefficients.
Example 7.17 Let V = Cr,G = SL(V ) and let P be the stabiliser of the line
in V . Then G/P = P(V ). Take λ = nω1, n > 0. Then L1 = O(n). The degree
of ∆(G/P,λ) is the degree of the classical discriminant of a homogeneous form
of degree n in r variables. Therefore by Example 7.9 we have deg∆(G/P,λ) =
r(n − 1)r−1. Therefore the polynomial f in this case has a form f = rmr−1,
so it is a polynomial with nonnegative coefficients.
Example 7.18 Let G = SL3 and let P = B be the Borel subgroup. The
weight λ can be written as λ = m1ω1 + m2ω2. One can check using the
Kleiman formula that
deg∆(G/B,λ) = 12(m
2
1m2+m1m
2
2)−6(m21+4m1m2+m22)+12(m1+m2)−6.
Substituting n1 = m1 − 1, n2 = m2 − 1 we see that
deg∆(G/B,λ) = 12(n
2
1n2 + n1n
2
2) + 6(n
2
1 + 4n1n2 + n
2
2) + 12(n1 + n2) + 6.
Again, we get a polynomial with nonnegative coefficients.
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Example 7.19 Assume that the weight λ satisfies the conditions mi ≥ 2 (is
very strictly dominant). Then the results of this section clearly imply that
the dual variety (G/P, λ)
∗
is a hypersurface.
7.4 Gelfand–Kapranov Formula
Theorem 3.9 identifies ∆X with the determinant of any of the discriminant
complexes C∗±(X,M), provided the complex is stably twisted. By Corol-
lary 3.6 this implies a formula for deg∆X .
Theorem 7.20 ([GKZ2]) If the complex C∗−(X,M) is stably twisted then
deg∆X =
0∑
i=− dimX−1
(−1)i · i · dimCi−(X,M).
If the complex C∗+(X,M) is stably twisted then
deg∆X = (−1)dimX+1
dimX+1∑
i=0
(−1)i · i · dimCi+(X,M).
Thus deg∆X can be expressed through the dimensions of vector spaces
H0
(
X,Λ−iJ(L)∗ ⊗M) or H0 (X,ΛiJ(L) ⊗M) .
It is possible to rewrite these dimensions using simpler quantities associated
with X , at least in case M = OX(l), l≫ 0. For any coherent sheaf F on X ,
we write
F(l) = F ⊗OX(l), hi(F) = dimHi(X,F), χ(F) =
∑
(−1)ihi(F).
The number χ(F) is called the Euler characteristic of F . It follows from the
Riemann-Roch-Hirzebruch theorem [Hir] that χ(F(l)) is a polynomial in l.
This polynomial is called the Hilbert polynomial of F and denoted by hF(l).
For l ≫ 0, the higher cohomology of F(l) vanish and we have
hF(l) = χ(F(l) = h0(F(l)).
This is a more usual definition of Hilbert polynomials, see [Ha1]. Simple cal-
culations show that Theorem 7.20 can be reformulated as follows. Recall that
TX is the tangent bundle of X and Ω
i
X = Λ
iT ∗X is the bundle of differential
i-forms on X .
Theorem 7.21 ([GKZ2]) For any l ∈ Z we have
deg∆X =
0∑
i=− dimX−1
(−1)i · i · (hΛ−iTX (i+ l) + hΛ−i−1TX (i+ l)) ,
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deg∆X = (−1)dimX+1
dimX+1∑
i=0
(−1)i · i ·
(
hΩiX (i+ l) + hΩi−1X
(i+ l)
)
.
This theorem was generalized in [GK] to handle the case of the positive
def X . For any l ∈ Z consider the polynomial fl(q) in a formal variable q
fl(q) =
dimX+1∑
i=0
(−1)i (hΛiTX (i+ l) + hΛi−1TX (i+ l)) qi,
where all polynomials that have no sense are supposed to be equal to 0.
Clearly fl(q) is also a polynomial in l.
Theorem 7.22 ([GK, GKZ2]) Let l ∈ Z+ be any non-negative integer.
The codimension of X∗ equals the order of the zero of fl(q) at q = 1. Let
this order be µ and let fl(q) = aµ(l)(1 − q)µ + O((1 − q)µ+1). Then aµ(l) =(
µ+l−1
µ−1
) · degX∗.
8. Milnor Classes and Multiplicities of
Discriminants
Preliminaries
The notion of the Milnor class was introduced in [Al] generalizing Milnor
numbers of isolated singularities [Mi] and Parusin`ski µ-numbers [Pa1]. We
review some applications of this technique to dual varieties, in particular for
the description of their singularities. We also give other results in this direc-
tion. In this chapter we assume that the reader is more familiar with modern
intersection theory than is necessary for other chapters of this book. But to
illustrate how the topology can be used for study of dual varieties, we give an
elementary proof of the class formula in the first section (cf. Example 7.5).
8.1 Class Formula
Suppose that X ⊂ PN is a smooth projective n-dimensional variety with the
dual variety X∗ ⊂ (PN )∗. Consider a generic line L ⊂ (PN )∗ such that the
intersection L∩X∗ consists of d smooth on X∗ points if def X = 0, where d
is the degree of X∗. If defX > 0 then this intersection is empty and we set
d = 0.
L can be considered as a pencil (one-dimensional linear system) of divisors
on X , therefore it defines a rational map F : X → P1. More precisely, if L is
spanned by hyperplanes H1 and H2 with equations f1 = 0 and f2 = 0 then
F has a form x 7→ (f1(x) : f2(x)) for any x ∈ X . Thus F is not defined along
the subvariety X ∩H1∩H2 of codimension 2. We shall blow it up and get the
variety X˜ and the regular morphism F˜ : X˜ → P1. Let D ⊂ X˜ be a preimage
of X ∩H1 ∩H2.
Now let us calculate the topological Euler characteristic χ(X˜) in two ways.
First,
χ(X˜) = χ(X˜ \D) + χ(D) = χ(X \X ∩H1 ∩H2) + χ(D) =
χ(X \X ∩H1 ∩H2) + 2χ(X ∩H1 ∩H2) = χ(X) + χ(X ∩H1 ∩H2).
Here we use the fact that D is a P1-bundle over X ∩ H1 ∩ H2, therefore
χ(D) = 2χ(X∩H1∩H2). Notice that the blowing up is an isomorphism on the
complement of the exceptional divisor, hence χ(X˜ \D) = χ(X \X∩H1∩H2).
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On the other hand, we may use F˜ to calculate χ(X˜). For x ∈ P1, we have
χ(F˜−1(x)) = χ(X ∩Hx), where Hx is a hyperplane corresponding to x. Let
x1, . . . , xd ∈ P1 be points that correspond to the intersection of L with X∗.
Then for any x ∈ P1 \ {x1, . . . , xd}, X ∩Hx is a smooth divisor. For any x ∈
{x1, . . . , xd}, X ∩Hx has a simple quadratic singularity (see Theorem 6.12).
It is clear then that χ(X ∩ Hx) = χ(X ∩ Hy) = χ(X ∩ H), where x, y ∈
P1 \ {x1, . . . , xd} and H is a generic hyperplane. For x ∈ {x1, . . . , xd}, near
the simple quadratic singularity of X ∩ Hx, the family of divisors X ∩ Hy,
y → x, looks like the family of smooth (n− 1)-dimensional quadrics Qε with
equations T 21 + . . .+T
2
n−1 = εT
2
n near the unique singular point (0 : . . . : 0 : 1)
of the quadric Q0 with the equation T
2
1 + . . .+ T
2
n−1 = 0. Therefore,
χ(X˜) = χ(P1)χ(X∩H)+d(χ(Q0)−χ(Q1)) = 2χ(X∩H)+d(χ(Q0)−χ(Q1)).
Combining two formulas for χ(X˜), we get
χ(X) + χ(X ∩H1 ∩H2) = 2χ(X ∩H) + d(χ(Q0)− χ(Q1)).
The Euler charachteristic of k-dimensional smooth quadric is equal to k + 2
for k even and to k+1 for k odd. The Euler charachteristic of a k-dimensional
quadric with a unique singularity is equal to k+1 for k even and to k+2 for
k odd, since it is a cone over (k − 1)-dimensional quadric. Finally, we obtain
the class formula
d = (−1)n [χ(X)− 2χ(X ∩H) + χ(X ∩H ∩H ′)] .
This formula has a large number of applications, see Example 7.5, 7.6, 7.7, 7.8,
etc. In this chapter we consider various attempts to generalise this formula
in different directions.
8.2 Milnor Classes
Suppose that M is a smooth n-dimensional algebraic variety, L is a line
bundle on M , and X is the zero-scheme of a section of L. The singular
scheme of X , SingX , is the scheme supported on the singular locus of X ,
and defined locally by the Jacobian ideal
(
∂F
x1
, . . . , ∂Fxn
)
, where x1, . . . , xn are
local parameters for M , and F is the section of L defining X .
Definition 8.1 Let Y be the singular scheme of a section of a line bundle L
on a smooth variety M . The Milnor class of Y with respect to L is the class
µL(Y ) = c(T
∗M ⊗ L) ∩ s(Y,M)
in the Chow group A∗Y of Y .
8.2 Milnor Classes 123
Here c denotes the total Chern class and s is the Segre class (in the sense of
[Fu1]). The following theorem summarizes the main properties of the Milnor
class. The reader may consult [Al] for proofs and further details.
Theorem 8.2 ([Al])
(a) The Milnor class µL(Y ) only depends on Y and L|Y . That is, the defini-
tion of the Milnor class is independent on the choice of a smooth ambient
variety M in which Y is realized as the singular scheme of a section of
a line bundle restricting to L|Y .
(b) Suppose that L is generated by global sections and let Xg be a generic
section of L. Then
µL(Y ∩Xg) = c1(L) ∩ µL(Y ).
(c) Suppose that Y is non-singular. Then
µL(Y ) = c(T
∗Y ⊗ L) ∩ [Y ].
Example 8.3 If Y is supported on a point P , then µL(Y ) = m[P ], where
m is the Milnor number of X at P . Indeed, in this case µL(Y ) = s(Y,M), so
m is the coefficient of [P ] in s(Y,M), which agrees with the definition of the
Milnor number (see [Fu1]).
Example 8.4 Even if dimY > 0, let |Y | be the support variety of Y , as-
sume that Y is complete. Then in [Pa1] there is introduced an invariant, the
µ-number of X at |Y |, agreeing with the ordinary Milnor number in case
|Y | is a point. We claim that in fact this number equals the degree of the
0-dimensional component of µL(Y ). Namely, the differential of the local equa-
tions of X in M determines a section of (T ∗M ⊗L)|X . This can be extended
to a holomorphic section sX of T
∗M ⊗ L over the whole of M . Then the
µ-number is defined in [Pa1] as the contribution of |Y | to the intersection of
sX with the zero section of T
∗M ⊗ L. In the neighborhood of |Y | we have
the fiber diagram
Y −−−−→ My ysX
M
s0−−−−→ T ∗M ⊗ L
that is, Y is the scheme-theoretic intersection of the two sections, so the
contribution of |Y | to the intersection number of the sections is equal (see
[Fu1]) the degree of the 0-dimensional component of
c(T ∗M ⊗ L) ∩ s(Y,M),
which is the claim. In fact, in view of Theorem 8.3, the numerical information
carried by the Milnor class of Y (when Y is complete) is essentially equivalent
to µ-numbers of |Y | and its generic sections |Y ∩Xg|, |X ∩Xg1 ∩Xg2 |, . . ..
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8.3 Applications to Multiplicities of Discriminants
We shall now apply the machinery of the previous section to our usual sit-
uation. Suppose that X ⊂ PN is a smooth projective variety, L = OX(1),
X∗ ⊂ PN ∗ is the dual variety parametrizing hyperplanes H such that the
singular scheme (or the contact scheme in this case) SingX ∩ H is not
empty. Then according to the previous section we have the Milnor class
µL(SingX ∩ H) ∈ A∗(SingX ∩ H). The problem that we address here is
how to calculate the multiplicity of X∗ at H in terms of the Milnor class.
Theorem 8.5 ([Al, AC, Di1, N, Pa2]) Let X ∩H be any singular hyper-
plane section of X. Then
(a) The defect of the dual variety X∗ is the smallest integer r ≥ 0 such that∫
c1(L)rc(L) ∩ µL(SingX ∩H) 6= 0;
and for r = def X this number equals the multiplicity mHX
∗ of X∗ at H.
(b) If def X = r then mHX
∗ is equal to∫
(−1)rµL(SingX ∩H) + c1(L)r+1 ∩ µL(SingX ∩H).
Proof. (a) Induction on r. If r = 0 then the integral is equal to∫
c(L) ∩ µL(SingX ∩H) =
∫
c(L)c(T ∗X ⊗ L) ∩ s(SingX ∩H,X)
=
∫
c((T ∗X ⊕O)⊗ L) ∩ s(SingX ∩H,X).
Thinking of H as a point of X∗, we have s(H,X∗) = (mHX
∗)X∗, thus
mHX
∗ = deg s(H,X∗).
The dual variety is the projection from the conormal variety IX , X
∗ = π(IX).
Since r = 0, the degree of this projection is equal to 1. The fiber Y of π over
H is identified with the contact locus SingH ∩X (as a scheme). Therefore,
we have s(H,X∗) = π∗(Y, IX). Taking degrees, we get
mHX
∗ = deg s(Y, IX).
Now using the second projection IX → X , which is the projective bundle, it
is quite easy to see that
s(Y, IX) = c(J(L)) ∩ s(SingX ∩H,X),
where J(L) is the jet bundle of L. It remains to notice that c(J(L)) =
c((T ∗X ⊕O)⊗ L) by the exact sequence (3.1).
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Now let r > 0. By the similar argument as above, we have
∫
c(L) ∩
µL(SingX ∩H) = 0. By Theorem 1.30, if X∗ is not a hypersurface then the
dual variety X ′
∗
of a generic hyperplane section X ′ = X ∩ Hg is the cone
over X∗ with Hg as a vertex. The multiplicity of X
∗ at H then evidently
equals the multiplicity of X ′
∗
at H ; but defX ′ = defX−1, so the statement
follows by induction because∫
c1(L)rc(L) ∩ µL(SingX ∩H)
=
∫
c1(L)r−1c(L) ∩ (c1(L) ∩ µL(SingX ∩H))
=
∫
c1(L)r−1c(L) ∩ µL(SingX ′ ∩H),
where we used Theorem 8.2 in the last equality.
(b) By (a) we see that defX ≥ r if and only if the components of dimen-
sion i, 0 ≤ i < r of c(L)∩ µL(SingX ∩H) vanish, for all hyperplane sections
X ∩H . That is, if defX ≥ r, then for all hyperplane sections X ∩H
c(L) ∩ µL(SingX ∩H) = AdimSingX∩H + . . .+Ar
with Aj a class in dimension j, j = r, . . . , dimSingX ∩H (depending on H).
Therefore,
µL(SingX ∩H) = c(L)−1 ∩ (AdimSingX∩H + . . .+Ar)
(with Ar 6= 0), and∫
(−1)rµL(SingX ∩H) =
dimSingX∩H∑
i=r
(−1)i−rc1(L)i ∩Ai
while ∫
c1(L)r+1µL(SingX ∩H) =
dimSingX∩H∑
i=r+1
(−1)i−r+1c1(L)i ∩ Ai.
Hence,∫
(−1)rµL(SingX ∩H) + c(L)r+1 ∩ µL(SingX ∩H) =
∫
c1(L)r ∩ Ar,
which coincides with the formula in (a). ⊓⊔
In case def X = 0 and SingX ∩ H is finite, the theorem takes the most
simple form:
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Corollary 8.6 ([Di1, N]) If def X = 0, H ∈ X∗, and SingX ∩H is finite
we have
mHX
∗ =
∑
p∈SingX∩H
µ(X ∩H, p),
the sum over ordinary Milnor numbers. In particular, if SingX ∩H is finite
then H is smooth on X∗ if and only if SingX ∩H = {p0} and the Hessian
of the function f defining X ∩H is non-zero at p0.
Remark 8.7 An easy Chern class computation shows that ranks (see Sec-
tion 7.1) could be expressed via Milnor classes as follows:
δi =
∫
X
c1(L)ic(L) ∩ µL(X).
Moreover, Theorem 7.11 can be viewed as a particular case of Theorem 8.5
applied to the zero-section of H0(X,L).
8.4 Multiplicities of the Dual Variety of a Surface
Let X be a smooth projective algebraic surface, L a very ample line bundle
on X , X∗ ⊂ |L| the dual variety, consisting of singular members of |L|. By
Example 6.16, X∗ is a hypersurface. We want to determine, for each D ∈ |L|,
the multiplicity mDX
∗ of the hypersurface X∗ at the point D. Suppose that
the divisor
D =
r∑
i=1
niDi,
where any divisor Di is reduced and irreducible. Then we have Dred =
∑
Di.
Theorem 8.8 ([Al]) With notation as above, we have
mDX
∗ = (D −Dred) · (KX + 2D +Dred) +
∑
p∈Dred
µ(Dred, p),
where KX is the canonical divisor of X and µ stands for the ordinary Milnor
number.
Proof. Take a general H ∈ |L| (i.e. a H intersecting Dred transversally) and
denote by L ⊂ |L| the pencil containing D and H . Then
mDX
∗ = degX∗ − s, (8.1)
where s is the number of singular members of L different from D (each of this
singular members has one node as a singular locus). In order to determine s we
shall blow up X to construct a family parametrized by L and use Lefschetz’s
formula [GH1].
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For each i (1 ≤ i ≤ r) denote by pij (1 ≤ j ≤ H · Di) the points of
intersection of H and Di. Let Xˆ denote the surface obtained from X by
blowing up each point pij ni times (in the direction of H). The induced
pencil Lˆ on Xˆ is base point free and gives a map f : Xˆ → P1. If Ekij ,
k = 1, . . . , ni are the exceptional divisors at pij then the fiber of f at the
point 0 (corresponding to D) is
f∗(0) = D +
∑
i,j
∑
1≤k≤ni−1
(ni − k)Ekij .
In other words, the special fiber is isomorphic to D with strings of P1’s (each
P1 with a certain multiplicity) attached at the points pij ; each string has
ni − 1 components.
We now denote
D′ = (f∗(0))red = Dred +
∑
i,j
Tij
the reduced fiber of f at 0, where Tij =
∑
1≤k≤ni−1
Ekij is the reduced string
attached at pij . Then the standard argument involving Lefschetz’s formula
(see [GH1]) gives
χ(X) = 2χ(H)−H ·H + (χ(D′)− χ(H)) +
∑
1≤λ≤s
(χ(Hλ)− χ(H)),
where χ denotes the topological Euler characteristic and Hλ are the singular
fibers of f for λ 6= 0. Since χ(Hλ)−χ(H) = 1 (see (8.4) below) and degX∗ =
χ(X)− 2χ(H) +H ·H (Example 7.8), we can rewrite (8.1) as
mDX
∗ = χ(D′)− χ(H). (8.2)
In order to compute χ(D′), denoting T = ∩i,jTij we have
χ(D′) = χ(Dred ∩ T ) = χ(Dred) + χ(T )− χ(Dred ∩ T ) (8.3)
= χ(Dred) +
∑
i,j
χ(Tij)−
∑
i,j
χ({pij})
= χ(Dred) +
∑
i,j
ni −
∑
i,j
1 = χ(Dred) +D · (D −Dred).
Now we compute χ(Dred). Let Z =
∑
1≤i≤r Zi be a reduced connected curve
with normalization
ρ : Z˜ = ⊔
1≤i≤r
Z˜i → Z.
If p ∈ Z is a singular point, denote B(p) = ρ−1(p) the set of branches at p.
Topologically, Z is obtained from the smooth real surface Z˜ by identifying
each of the sets B(p) to a point p. Therefore, we have
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χ(Z˜)− χ(Z) =
∑
p∈Z
(b(Z, p)− 1), (8.4)
where b(Z, p) is the number of branches of Z at p. Also, from the exact
sequence of sheaves
0→ OZ → ρ∗OZ˜ → ρ∗OZ˜/OZ → 0
we obtain
1− r +
∑
p∈Z
δ(Z, p)− h1(OZ) + h1(OZ˜) = 0,
where we set δ(Z, p) = lengthp(ρ∗OZ˜/OZ), Combining this with (8.4) we
obtain
χ(Z) = 2− 2pa(Z) +
∑
p∈Z
µ(Z, p), (8.5)
where
µ(Z, p) = 2δ(Z, p)− b(Z, p) + 1
is the Milnor number of (Z, p). Now writing together (8.2), (8.3), and (8.5)
we get
mDX
∗ = χ(Dred)− χ(H) +D × (D −Dred)
= (2− 2pa(Dred))− (2 − 2pa(H) +D · (D −Dred) +
∑
p∈Dred
µ(Dred, p)
= −(KX +Dred) ·Dred + (KX +H) ·H
+D · (D −Dred) +
∑
p∈Dred
µ(Dred, p).
After rearranging we finally obtain the claim of the Theorem. ⊓⊔
Example 8.9 Suppose that X = P2, L = OX(d). Then X∗ parametrizes
plane singular curves of degree d. If C is such curve then applying Theorem 8.8
we get
mCX
∗ = (3(d− 1)− d′) d′ + µ,
where d′ is the degree of C − Cred and µ is the sum of the Milnor numbers
of the singularities of Cred. For example, the multiplicity of the discriminant
of plane conics at a double line is 2.
8.5 Further Applications to Dual Varieties
Theorem 6.15 shows that if def X > 0 then the defect and the dimension
have the same parity. Since the defect equals the dimension of a contact
locus with a generic tangent hyperplane, this can be reformulated by saying
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that if the generic contact locus is positive-dimensional then it has the same
parity as dimX . It is possible to generalize this result for not necessarily
generic contact loci using the machinery of Milnor classes. The proof of the
following theorem can be found in [Al].
Theorem 8.10 ([Al]) Let X ⊂ PN be a smooth projective variety. Let H ∈
X∗ be such that the contact locus Y = SingX ∩H is pure-dimensional and
non-singular in a neighborhood of some complete curve C ⊂ Y of odd degree.
Then
dimY ≡ dimX mod 2.
For example, if Y is a generic contact locus then Y = PdefX . Therefore,
if Y is not a point then it contains a line C and we get Theorem 6.15.
The following result follows quite immediately from Theorem 8.5:
Theorem 8.11 ([Al]) Let X ⊂ PN be a smooth projective variety. Suppose
that the contact scheme SingX ∩H of a hyperplane H with X is a projective
space Pr. Then the defect defX is equal to r and the dual variety X∗ is
smooth at H.
Recall that by the contact scheme we mean the contact locus endowed of
the scheme structure defined by the Jacobian ideal. The surprising element
of this result is that we are not assuming the hyperplane to be generic. The
dimension of the contact scheme of the hyperplane need not be equal the
dimension of the contact locus of the general hyperplane. The claim, however,
is that it is so if the contact scheme is a projective subspace as a scheme.
Moreover, it can be shown (also using Theorem 8.5) that if the contact scheme
of a variety with a given hyperplane is smooth then the defect of the variety
equals the defect of the contact scheme. This ‘explains’ the previous theorem,
because the defect of a projective subspace equals its dimension.
In case defX = 0 Theorem 8.11 can be formulated a little bit more
explicitly. Let X ⊂ Pn be a smooth variety with dual variety X∗ being a
hypersurface. Let IX ⊂ Pn × Pn∗ be an conormal variety. We denote by π
the projection IX → X∗. Let U ⊂ X∗ be the set of all points, where the
projection π is unramified. Clearly, U is non-empty and open in X∗. In other
words, H ⊂ U if the contact locus SingX ∩ H consists of a single point p
scheme-theoretically (the Hessian of the function f defining X∩H is non-zero
at p). Then we have the following
Theorem 8.12 ([Ka]) Suppose that X ⊂ PN is smooth and X∗ is a hyper-
surface. U consists of smooth points of X∗ and is the biggest open set in X∗
for which the projection π : π−1(U)→ U is an isomorphism.
In fact, one may expect that U = Xsm. For example, this is so if X
∗ \ U
has codimension 1.
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Proposition 8.13 Suppose that X ⊂ PN is smooth and X∗ is a hyper-
surface. If Z = X∗ \ U is a hypersurface in X∗ (possibly reducible) then
Z = X∗sing .
Proof. By a previous theorem X∗sing ⊂ Z. We need to prove an oppo-
site inclusion. Let Y ⊂ X∗ be the variety of all points x ∈ X∗ such that
dim π−1(x) > 0. Then Y ∩ U = ∅, therefore codimX∗ Y ≥ 2. Therefore, if
Z0 ⊂ Z is an irreducible component then for generic point H ∈ Z0 the con-
tact locus SingH∩X consists of finitely many points. Therefore, H ∈ X∗sing
by Corollary 8.6. ⊓⊔
The description of the singular locus of the dual variety X∗ is known
only in some special cases. The most detailed study was performed for hy-
perdeterminants in [WZ]. To formulate this result, we’ll need the following
notations. Suppose first that X ⊂ PN is a smooth variety. We shall define two
subvarieties X∗cusp and X
∗
node in X
∗. The variety X∗node is the closure of
the set of hyperplanes H such that H is tangent to X at two distinct points.
In other words, X∗node = pr1(I
2
X), where
I2X = {(H,x, y) ∈ X∗ ×X ×X |x 6= y, TˆxX, TˆyX ∈ H}.
The variety X∗cusp consists of all hyperplanes H such that there exists a
point x ∈ SingX ∩H that is not a simple quadratic singularity. That is, the
Hessian of the function f defining X ∩H is equal to zero at x. Suppose now
that X = Pk1 × . . .Pkr in the Segre embedding. By Theorem 6.8 X∗ is a
hypersurface if and only if
kj ≤
∑
i6=j
ki, j = 1, . . . , r.
In this case the defining equation of X∗ is called the hyperdeterminant of the
matrix format (k1 + 1) × . . . × (kr + 1). Without loss of generality we may
suppose that k1 ≥ k2 ≥ . . . ≥ kr. Then in fact we have only one inequality,
namely k1 ≤ k2 + . . . + kr. We call the format (k1 + 1) × . . . × (kr + 1)
boundary if k1 = k2 + . . . + kr and interior if k1 < k2 + . . . + kr. For the
hyperdeterminants, the variety X∗node can be decomposed further. Namely,
for any subset J ⊂ {1, . . . , r} we set X∗node(J) = pr1(I2X(J)), where
I2X(J) = {(H,x, y) ∈ I2X |x(j) = y(j) if and only if j ∈ J}.
The proof of the following theorem can be found in [WZ].
Theorem 8.14 ([WZ]) Suppose that k1 ≤ k2 + . . .+ kr, k1 ≥ . . . ≥ kr.
(a) If the format is boundary then X∗sing is an irreducible hypersurface in
X∗. Furthermore, we have X∗sing = X
∗
node(∅) if the format is different
from 4× 2× 2. In this exceptional case X∗sing = X∗node(1).
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(b) If the format is interior and does not belong to the following list of excep-
tions, then X∗sing has two irreducible components X
∗
cusp and X
∗
node(∅),
both having codimension 1 in X∗. The list of exceptional cases consists
of the following 3- and 4-dimensional formats:
(1) For 2 × 2 × 2 matrices X∗sing = X∗cusp and has three irreducible
components, all of codimension 2 in X∗.
(2) For 3× 2× 2 matrices X∗sing = X∗cusp and is irreducible.
(3) For 3×3×3 matrices X∗sing has five irreducible components X∗cusp,
X∗node(∅), X∗node(1), X∗node(2), X∗node(3).
(4) For m × m × 3 matrices with m > 3 X∗sing has three irreducible
components X∗cusp, X
∗
node(∅), and X∗node(3).
(5) For 2 × 2 × 2 × 2 matrices X∗sing has eight irreducible components
X∗cusp, X
∗
node(∅), and X∗node(i, j) for 1 ≤ i < j ≤ 4.
(6) For m×m× 2× 2 matrices with m > 2 X∗sing has three irreducible
components X∗cusp, X
∗
node(∅), and X∗node(3, 4).
In each of the cases (2) to (6) all irreducible components of X∗sing have
codimension 1.
132 8. Milnor Classes and Multiplicities of Discriminants
9. Mori Theory and Dual Varieties
Preliminaries
One of the basic ideas of the minimal model program (see e.g. [CKM, KMM,
Ko, Wi]) is to study projective varieties and their morphisms by understand-
ing the behaviour of rational curves on these varieties. Since projective va-
rieties with positive defect are covered by projective lines, it is not very
surprising that the machinery of the minimal model program can be used to
study them. This approach was implemented in a remarkable serie of papers
by several authors, starting from [BSW]. In this chapter we give a survey of
these results. In section 9.1 we give all necessary definitions and facts from
the minimal model program. In section 9.2 we explain how to apply this ma-
chinery to study projective varieties with positive defect. Most results of this
section are due to [BSW, BFS1, Sn]. We also give a list of smooth projective
varieties X with positive defect such that dimX ≤ 10. The study of these
varieties was initiated in [E1, E2], continued in [LS] and finished in [BFS1],
with many contributions of other people. Though the natural framework for
this theory is the class of smooth projective varieties, recently [LPS] many of
these results where extended to projective varieties with mild singularities,
say with smooth normalization.
Polarized flag varieties with positive defect were first classified in [KM]
using Theorem 6.1. Later a much more quicker approach was suggested in
[Sn]. The idea is to use the machinery of the minimal model program. In
Section 9.3 we give the classification of polarized flag varieties with positive
defect.
9.1 Some Results From Mori Theory
Divisors. Let X be a smooth projective variety. If H is a very ample Cartier
divisor on X (hyperplane section of some projective embedding) then a pair
(X,H) will be called a polarized variety. A divisor D on X is called semi-
ample if the linear system |mD| is base-point-free for some m ≫ 0. Let KX
denote a canonical divisor.
We denote by Div(X) a free abelian group of Cartier divisors on X . If
two divisors are linearly equivalent (differ by a principal divisor) it will be
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denoted by D1 ∼ D2. Pic(X) is the group of algebraic linear bundles on X . It
is naturally isomorphic to a factorgroup of Div(X) modulo principal divisors.
For any D ∈ Div(X) the corresponding line bundle will be denoted by O(D).
1-cycles. A 1-cycle on X is a finite sum
Z =
∑
niCi
of irreducible curves Ci ⊂ X with integer multiplicities ni. A 1-cycle Z is
called effective if all ni ≥ 0.
The intersection product. If D is a Cartier divisor on X and C ⊂ X
is an irreducible curve then we define an intersection product D · C ∈ Z
as deg g∗O(D)|C , where g : C¯ → C is a normalisation. This product can be
extended by linearity to a Z-valued pairing of free abelian groups Div(X) and
a group of 1-cycles. This pairing is degenerate. A 1-cycle C (resp. a Cartier
divisor D) is called numerically trivial if D ·C = 0 for any Cartier divisor D
(resp. for any 1-cycle C). Two 1-cycles are numerically equivalent, Z1 ≡ Z2,
if Z1−Z2 is numerically trivial. Dually, two Cartier divisors are numerically
equivalent, D1 ≡ D2, if D1 −D2 is numerically trivial. The group N1Z(X) of
Cartier divisors modulo numerical equivalence is a factorgroup of the Neron–
Severi group NS(X) of Cartier divisors modulo algebraic equivalence, which
is in turn isomorphic to a subgroup of H2(X,Z) by a standard argument
involving the exponential exact sequence of sheaves
0→ Z→ OX → O∗X → 0.
Since H2(X,Z) is a finitely generated abelian group it follows that N1Z(X) is
a free abelian group of finite rank ρ(X), this rank is called a Picard number
of X . Therefore, the group NZ1 (X) of 1-cycles modulo numerical equivalence
is also a free abelian group of rank ρ(X).
The cone of effective 1-cycles. We consider two real vector spaces of
dimension ρ(X):
N1(X) = N
Z
1 (X)⊗ R, N1(X) = N1Z(X)⊗ R.
These vector spaces are naturally dual to each other by means of the intersec-
tion product. The main combinatorial object of the minimal model program
is defined as follows:
Definition 9.1
– The cone of effective 1-cycles NE1(X) ⊂ N1(X) is a cone generated by
classes of effective 1-cycles.
– NE1(X) is its closure in N1(X).
– The positive part NE+(X) of NE1(X) is defined as
NE+(X) = {Z ∈ NE1(X) |KX · Z ≥ 0}.
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Nef divisors. ForD ∈ N1(X), we say thatD is nef (or numerically effective)
if D · Z ≥ 0 for any Z ∈ NE1(X) (or equivalently for any Z ∈ NE1(X)).
Therefore, nef vectors form a closed cone NE1(X) in N1(X), dual to the cone
NE1(X). For example, if D is an ample divisor then for any curve C ⊂ X
the intersection number C ·D > 0. Therefore, D is nef. In fact, we have the
following Kleiman criterion:
Theorem 9.2 ([Kl6]) D is ample iff D · Z > 0 for any Z ∈ NE1(X),
Z 6= 0.
Therefore, ample divisors correspond to the interior of the cone NE1(X).
Clearly, all introduced cones are non-degenerate (are not contained in any
hyperplane).
Q-divisors. We define Q-Cartier divisors as elements of a Q-vector space
Div(X)⊗Q. The Q-Cartier divisor is called nef if the corresponding element
in N1(X) is nef. The Q-Cartier divisor is called ample if some multiple of it
is ample in a usual sense. In the sequel we shall call Q-Cartier divisors simply
divisors. This will not lead to any confusion.
Extremal rays. An extremal ray is a half line R in NE1(X) such that
– KX · R < 0 (KX · Z < 0 for any non-zero Z ∈ R);
– R is a face of NE1(X), i.e. for any Z1, Z2 ∈ NE1(X) if Z1 + Z2 ∈ R then
Z1 and Z2 are in R.
An extremal rational curve C is a rational curve on X such that R+[C] is
an extremal ray and −KX · C ≤ dimX + 1. The following is a fundamental
result of Mori Theory, usually referred to as the Mori Cone Theorem:
Theorem 9.3 ([Mor]) The cone NE1(X) is the smallest convex cone con-
taining NE+(X) and all the extremal rays. For any open convex cone U
containing NE+(X) \ {0} there are finitely many extremal rays that do not
lie in U ∪ {0}. Every extremal ray is spanned by an extremal rational curve.
Another fundamental result in Mori theory is the Kawamata–Shokurov
Contraction Theorem:
Theorem 9.4 ([Kaw]) Let D be a numerically effective divisor on X. If,
for some a ≥ 1, the divisor aD −KX is nef and big (i.e. (aD −KX)n > 0),
then D is semi-ample.
One of the most useful forms of the Contraction Theorem is the following
Theorem 9.5 Let R be an extremal ray in NE1(X). Then there exists a
normal projective variety Y and a surjective morphism with connected fibers
contrR : X → Y with connected fibers such that for any curve C on X,
contrR contracts C to a point if and only if [C] ∈ R.
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Proof. Indeed, let D ∈ NE1(X) be such that D · R = 0 and D · Z > 0 for
any Z ∈ NE1(X) \ R. It follows from the Mori Cone Theorem that we may
assume D is a divisor. (In fact, usually this theorem is proved as a part of the
proof of the Mori Cone Theorem. Then the fact that D can be chosen to be
a divisor is deduced from the Rationality Theorem, see below.) The Kleiman
Criterion applies that for a≫ 0 the divisor aD−KX is ample. Therefore, D
is semi-ample by the Contraction Theorem. ⊓⊔
The nef value and the nef morphism. Suppose that (X,H) is a smooth
polarized projective variety. Assume that KX is not nef.
Definition 9.6
τ = min{t ∈ R |KX + tH is nef}
is called a nef value of (X,H).
If X is fixed then τ will be called a nef value of H , or a nef value of L,
where L is a line bundle corresponding to H . Clearly 0 < t <∞. Notice also
that τ is a nef value of (X,H) if and only if KX + τH is nef, but not ample.
The following theorem is known as the Kawamata Rationality Theorem:
Theorem 9.7 ([Kaw]) The nef value τ is a rational number.
The next theorem is a particular case of the Kawamata–Shokurov Con-
traction Theorem
Theorem 9.8 Suppose that τ is a nef value of (X,H). The linear system
|m(KX + τH)| is base point free for m ≫ 0. It defines a regular morphism
Φ : X → Y onto a normal variety Y with connected fibers. Φ is called a nef
value morphism.
Length of extremal rays. If R is an extremal ray, then its length l(R) is
defined as follows
l(R) = min{−KX · C |C is a rational curve with [C] ∈ R}.
The motivation for this definition is to give an estimate of the dimension of
locus of extremal rational curves in an extremal ray. The idea of the proof of
the following theorem is, basically, due to Mori [Mor1]. In the sequel we shall
need the similar argument at least 4 times (!), but the details will be left to
the reader.
Theorem 9.9 ([Wis]) Let C be a rational curve with its class in an ex-
tremal ray R, such that −KX · C = l(R). If Q is a smooth point on C then
the dimension of locus of points of curves that belong to R and pass through
the point Q is at least l(R)− 1.
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Proof. By the local deformation theory the space of deformations of the
morphism f : P1 → X , f(P1) = C, has dimension at least
h0(C, f∗TX)−h1(C, f∗TX) = −C ·KX+(1−g(C)) dimX = dimX−C ·KX .
Since we want to fix the point Q, we have dimX more restrictions. Therefore,
the space of deformations of the morphism f : P1 → X fixing the point Q
has dimension at least
−KX · C = l(R).
The group of automorphisms of P1 fixing a point x ∈ P1 has dimension 2,
therefore, there exists a family of rational curves on X passing through Q of
dimension at least l(R)− 2. All these curves are deformations of C, therefore
their numerical classes belong to R. To finish the proof it remains to verify
that for a generic point P in the locus of curves from our family, there exists
only finitely many curves from the family passing through P . Suppose, on
the contrary, that there exists a family of rational curves passing through P
and Q, parametrized by some affine curve D with smooth compactification
D. Passing to infinite points D\D, we get limit positions of these curves, that
are irreducible and reduced, since otherwise we shall obtain a contradiction
with minimality of −KX · C for rational curves from the ray R.
Therefore, there exists a ruled surface S and a morphism F : S → X
such that C1 = F
−1(P ) and C2 = F
−1(Q) are one-dimensional sections of
this ruled surface over its base. Moreover, dimF (S) = 2, otherwise all curves
in our pencil represent the same 1-cycle. It follows that
C21 < 0, C
2
2 < 0, and C1 · C2 = 0, (9.1)
the last equality is satisfied because C1 and C2 do not intersect. But this is
impossible, (9.1) can not hold on a ruled surface, see e.g. [Ha1]. ⊓⊔
Fano varieties. A smooth variety X is called a Fano variety if its anti-
canonical divisor −KX is ample. Its index is defined as follows:
r(X) = max{m > 0 |mH ∼ −KX for some H ∈ Pic(X)}.
It is well-known that r(X) ≤ dimX + 1. Indeed, suppose that KX = mH ,
where −H is ample, let dimX = n. The Poincare polynomial χ(vH) has at
most n zeros, therefore χ(vH) 6= 0 for some 1 ≤ v ≤ n + 1. But χ(vH) =
±hn(X, vH) by the Kodaira vanishing theorem and hn(X, vH) = h0(X,KX−
vH) by the Serre duality. Therefore, m ≤ n+ 1. The following theorem was
conjectured by Mukai and proved in [Wis1] using the Mori theory.
Theorem 9.10 [Wis1] Let X be a n-dimensional Fano variety of index
r(X). If r(X) > 12 dimX + 1 then Pic(X) = Z.
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9.2 Mori Theory and Dual Varieties
9.2.A The Nef Value and the Defect
Suppose that (X,H) is a smooth polarized variety. Then the linear system
|H | defines an embedding X ⊂ PN . Recall that X∗ ⊂ (PN )∗ is the dual
variety and
def(X,H) = codimX∗ − 1
is the defect of (X,H).
Theorem 9.11 If def(X,H) > 0 then KX is not nef.
Proof. By Theorem 1.12 X is covered by lines. It is well-known that if a
smooth projective variety is covered by rational curves then KX is not nef.
In our case it also follows directly from Theorem 6.19 (a). ⊓⊔
It follows that if def(X,H) is positive, we can apply the technique of the
previous section. It turns out that the nef value and the defect of (X,H) are
connected in a very simple way.
Theorem 9.12 ([BSW, BFS1]) Assume that def(X) > 0. Then
(a) The nef value τ of X is equal to
τ =
dimX + def(X,H)
2
+ 1.
(b) If SingX ∩ H, H ∈ X∗, is a generic contact locus (hence a projective
subspace) and l ∈ SingX ∩H is any line then R = R+[l] is an extremal
ray in NE1(X) and contrR coincides with the nef value morphism Φ. In
particular, Φ contracts SingX ∩H to a point.
(c) If F is a generic fiber of the nef value morphism Φ then PicF = Z.
(d)
dimΦ(X) ≤ dimX − def(X,H)
2
.
Notice that since
dimX ≡ def(X,H) mod 2
by Theorem 6.15, the nef value in this case is an integer. Theorem 9.12 can
be used to show that the defect of a polarized variety is equal to 0. One needs
to calculate the nef value first and then to obtain a contradiction using this
Theorem. Some examples will be discussed in next sections.
Proof. We denote n = dimX and k = def(X).
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Step 1. Let Pk = SingX ∩ H , H ∈ X∗, be a generic contact locus and
l ∈ SingX ∩ H be any line. Since (−KX) · l = n+ k2 + 1 by Theorem 6.19
(a), it follows that
τ ≥ n+ k
2
+ 1. (9.2)
Step 2. Let Φ be the nef value morphism. Since Φ is not ample, it follows
from the Kleiman Criterion and the Mori Cone Theorem that there exists an
extremal rational curve C contracted by Φ, (KX + τH) · C = 0. We claim
that C ·H = 1, i.e. C is a projective line. Indeed, if C ·H ≥ 2 then
τ ≤ 1
2
τH · C = 1
2
(−KX) · C ≤ 1
2
(n+ 1).
This contradicts (9.2). Therefore,
τ = (−KX) · C = l(R),
where R = R+[C] is an extremal ray. Applying Theorem 9.9, wee see that if
F is a positive-dimensional fiber of Φ then
dimF ≥ τ − 1. (9.3)
Step 3. Suppose that τ >
n+ k
2
+ 1. Let F be a positive dimensional fiber
of Φ, x ∈ F . By Theorem 6.21 there exists a line l ⊂ X passing through x
and such that (−KX) · l = n+ k
2
+1. Therefore, Φ does not contract l, hence
l 6⊂ F . Let y ∈ l, y 6∈ F . Arguing as in the proof of Theorem 9.9, we see
that there exists a
n+ k
2
-dimensional subvariety Y ⊂ X covered by rational
curves passing through y that are deformations of l. Applying the similar
argument with ruled surfaces once again, it is easy to see that dimY ∩F = 0.
However, using (9.3) we get that
dimY ∩ F ≥ dimY + dimF − dimX ≥ n+ k
2
+
n+ k
2
− n > 0.
Contradiction. This proves (a).
Step 4. Clearly, Φ contracts any generic contact locus SingX ∩H , H ∈ X∗.
Moreover, arguing as above (or using Theorem 6.14 (d)), we see that any fiber
of Φ is at least
n+ k
2
-dimensional, therefore dimY ≤ n − n+ k
2
=
n− k
2
.
This proves (d). Let F be a generic fiber. Then KF = KX |F = −τH |F .
Therefore, F is a Fano variety of index at least
τ =
n+ k
2
+ 1 >
dimF
2
+ 1.
Therefore, PicF = Z by Theorem 9.10. This proves (c).
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Step 5. It remains to prove that Φ is a contraction of an extremal ray R+[l].
Suppose, on the contrary, that there exists an extremal ray R such that
l 6∈ R and Φ contracts any curve from R. Let C be an extremal rational curve
from R. Arguing as in Step 2, we see that l(R) = (−KX) · C = τ . Consider
the morphism Ψ = contrR. By Theorem 9.9, there exists a fiber F of Ψ such
that dimF ≥ τ − 1, let x ∈ F . By Theorem 6.21 there exists a line l ⊂ X
passing through x and such that (−KX) · l = τ . This line is either a line in
a generic contact locus or its limit position, therefore Ψ does not contract
l. Hence l 6⊂ F . Let y ∈ l, y 6∈ F . Arguing as in the proof of Theorem 9.9,
we see that there exists a (τ − 1)-dimensional subvariety Y ⊂ X covered by
rational curves passing through y that are deformations of l. Applying the
similar argument once again, it is easy to see that dimY ∩ F = 0. But
dimY ∩ F ≥ dim Y + dimF − dimX ≥ 2τ − 2− n = k > 0.
Contradiction. ⊓⊔
9.2.B The Defect of Fibers of the Nef Value Morphism
Suppose now that (X,H) is a smooth polarized variety and KX is not nef.
Let Φ : X → Y denote a nef value morphism. Then its generic fiber F is
a smooth irreducible variety. It has a canonical polarization (F,HF ), where
HF is a hyperplane section of F in the embedding F ⊂ X ⊂ PN .
Theorem 9.13 ([BFS1]) The following conditions are equivalent:
(i) def(X,H) > 0;
(ii) def(F,HF ) > dimY ;
(iii) def(X,H) = def(F,HF )− dimY > 0.
Proof. It follows from Theorem 6.24 that
dimX + def(X,H) ≥ dimF + def(F,HF ).
Therefore, (i) follows from (ii). Obviously (ii) follows from (iii). Therefore, it
is sufficient to prove that (iii) follows from (i).
Since def(X,H) > 0 we have
τ(X,H) =
dimX + def(X,H)
2
+ 1
by Theorem 9.12. Since F is a generic fiber of Φ we have
O(KF + τHF ) = O(KX + τH)|F
is a trivial bundle. Therefore, KF is not nef and τ(F,HF ) = τ(X,H). If
def(F,HF ) > 0 then again by Theorem 9.12
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def(F,HF ) =
dimF + def(F,HF )
2
+ 1
and, therefore,
0 < def(X,H) = − dimX + dimF + def(F,HF ) = def(F,HF )− dim Y.
It remains to show that if def(X,H) > 0 then def(F,HF ) > 0 as well.
Let L = O(H), LF = O(HF ). Recall that for any line bundle L on a smooth
variety X we denote by J1(X,L) the vector bundle of 1-jets of L; for any
vector bundle V we denote by cr(V ) its r Chern class. By Theorem 7.1 we
need to show that cdimF (J1(F,LF )) = 0. From the exact sequence
0→ T ∗F (X)⊗ LF → J1(X,L)|F → J1(F,LF )→ 0
we see that the total Chern class
c(J1(X,L)|F ) = c(T ∗F (X)⊗ LF ) · c(J1(F,LF )).
Since F is a generic fiber of Φ, T ∗F (X)⊗LF = LF + . . .+LF (dimY copies).
Therefore, c(T ∗F (X)⊗ LF ) = (1 +HF )dimY . In particular,
cdimF (J1(X,L)|F ) =
cdimF (J1(F,LF )) +
dimY∑
i=1
(
dimY
i
)
cdimF−i(J1(F,LF )) ·HiF .
All summands on the right are nonnegative since HF is very ample and
J1(F,LF ) is spanned. Therefore in order to prove that cdimF (J1(F,LF )) = 0
it remains to prove that cdimF (J1(X,L)|F ) = 0.
It will be easier to prove a more general statement that ck(J1(X,L)|F ) = 0
for k ≥ dimF−def(X,H)+1. By the classical representation of a Chern class
of a spanned vector bundle [Fu1] we see that ck(J1(X,L)) = 0 is represented
by a set Ck ⊂ X of all points where dimX − k + 2 generic sections of
H0(X, J1(X,L)) are not linearly independent. We may suppose that these
sections have a form j1(s1), . . . , j1(sdimX−k+2), where s1, . . . , sdimX−k+2 are
generic sections of H0(X,L) and j1 is a natural map sending a germ of a
section to its 1-jet. It suffices to prove that for k ≥ dimF −def(X,H)+ 1 we
have Ck ∩ F = ∅. Since Ck ⊃ Ck+1, we only need to prove that C ∩ F = ∅,
where C = CdimF−def(X,H)+1. Suppose that this intersection is non-empty.
Therefore, the restriction map ΦC : C → Y is surjective. Since dimC =
dim Y + def(X,H) − 1, it follows that a generic fiber of ΦC has dimension
def(X,H)− 1.
Suppose that x ∈ C∩F . There exist λi for 1 ≤ i ≤ dimY +def(X,H)−1,
not all zero, such that
∑
i λij1(si(x)) = 0. Therefore s =
∑
i λisi is a non-
trivial global section of L vanishing at x with its 1-jet. Hence the divisorHs is
singular at x. By Theorem 6.21 there exists a linear subspace Pdef(X,H) ⊂ X
containing x, contained in SingHs, and such thatO(KX+τ(X,H)H)|Pdef(X,H)
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is a trivial bundle. Since this is a trivial bundle, Pdef(X,H) is contracted by Φ
to a point and, therefore, Pdef(X,H) ⊂ F . On the other hand, since Pdef(X,H)
is contained in SingHs it is also contained in C. Therefore, a generic fiber of
ΦC has dimension greater or equal to def(X,H). Contradiction. ⊓⊔
9.2.C Varieties With Small Dual Varieties
In this section we describe without proofs smooth polarized varieties (X,H)
with positive defect for dimX ≤ 10. First we need a couple of definitions.
Definition 9.14 A smooth polarized variety (X,H) is called a Pd-bundle
over a normal variety Y if there exists a surjective morphism p : X → Y such
that all the fibers F of p are projective subspaces Pd of PN , where X ⊂ PN is
an embedding corresponding to H.
Definition 9.15 A smooth polarized variety (X,H) is called a scroll (resp. a
quadric, Del Pezzo, or Mukai fibration) over a normal variety Y if there
exists a surjective morphism p : X → Y with connected fibers such that
KX+(dimX−dimY +1)H ∼ p∗H ′ (resp. KX+(dimX−dimY )H ∼ p∗H ′,
KX+(dimX−dimY −1)H ∼ p∗H ′, or KX+(dimX−dimY −2)H ∼ p∗H ′)
for some ample Cartier divisor H ′ on Y .
To adjust this definition we need to note that it easily follows from the
Kobayashi–Ochiai characterisation of projective spaces and quadrics [KO]
that if (X,H) is a scroll over Y then a generic fiber F of p is a projective
subspace Pd of PN , where X ⊂ PN is an embedding corresponding to H . If
(X,H) is a quadric fibration then a generic fiber F is isomorphic to a quadric
hypersurface Q in some projective space and the line bundle corresponding
to this embedding is O(H)|F . In fact, quadric fibrations will not appear in
the classification because if (X,H) is a quadric fibration then def(X,H) = 0
by [BFS1].
dimX ≤ 2. If dimX ≤ 2 then def(X,H) = 0.
dimX = 3. Suppose that dimX = 3. Then def(X,H) > 0 if an only if
(X,H) is a P2-bundle over a smooth curve. In this case def(X,H) = 1.
dimX = 4. Suppose that dimX = 4. Then def(X,H) > 0 if an only if
(X,H) is a P3-bundle over a smooth curve. In this case def(X,H) = 2.
dimX = 5. Let dimX = 5 and def(X,H) > 0. Then we have the following
possibilities:
(a) X is a hyperplane section of the Plu¨cker embedding of the Grassmanian
Gr(2, 5) in P9, def(X,H) = 1.
(b) (X,H) is a P4-bundle over a smooth curve, def(X,H) = 3.
(c) (X,H) is a P3-bundle over a smooth surface, def(X,H) = 1.
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dimX = 6. Let dimX = 6 and def(X,H) > 0. Then either:
(a) (X,H) is the Plu¨cker embedding of the Grassmanian Gr(2, 5) in P9,
def(X,H) = 2.
(b) (X,H) is a P5-bundle over a smooth curve, def(X,H) = 4.
(c) (X,H) is a P4-bundle over a smooth surface, def(X,H) = 2.
dimX = 7. Let dimX = 7 and def(X,H) > 0. Then we have the following
possibilities:
(a) (X,H) is a P6-bundle over a smooth curve, def(X,H) = 5.
(b) (X,H) is a P5-bundle over a smooth surface, def(X,H) = 3.
(c) X is a 7-dimensional Fano variety with PicX = Z and KX ∼ −5H .
In this case def(X,H) = 1. An example of such variety is the section
of 10-dimensional spinor variety S in P15 by three generic hyperplanes
[Mu, LS].
(d) (X,H) is a Del Pezzo fibration over a smooth curve such that the general
fiber F is isomorphic to Gr(2, 5) and the embedding corresponding to
O(H)|F is the Plu¨cker embedding in P9. In this case def(X,H) = 1.
(e) (X,H) is a scroll over a 3-dimensional variety, def(X,H) = 1.
dimX = 8. Let dimX = 8 and def(X,H) > 0. Then either:
(a) (X,H) is a P7-bundle over a smooth curve, def(X,H) = 6.
(b) (X,H) is a P6-bundle over a smooth surface, def(X,H) = 4.
(c) X is is a 8-dimensional Fano variety with PicX = Z and KX ∼ −6H . In
this case def(X,H) = 2.
(d) (X,H) is a scroll over a 3-dimensional variety, def(X,H) = 2.
dimX = 9. Let dimX = 9 and def(X,H) > 0. Then either:
(a) (X,H) is a P8-bundle over a smooth curve, def(X,H) = 7.
(b) (X,H) is a P7-bundle over a smooth surface, def(X,H) = 5.
(c) X is a 9-dimensional Fano variety with PicX = Z and KX ∼ −7H . In
this case def(X,H) = 3.
(d) (X,H) is a scroll over a 3-dimensional variety, def(X,H) = 3.
(e) X is a Fano 9-dimensional variety with KX ∼ −6H and and PicX = Z,
def(X,H) = 1.
(f) (X,H) is a Mukai fibration over a smooth curve with PicF = Z for a
generic fiber F , def(X,H) = 1.
(g) (X,H) is a scroll over a 4-dimensional variety, def(X,H) = 1.
dimX = 10. Let dimX = 10 and def(X,H) > 0. Then we have the
following possibilities:
(a) (X,H) is a P9-bundle over a smooth curve, def(X,H) = 8.
(b) (X,H) is a P8-bundle over a smooth surface, def(X,H) = 6.
(c) X is a 10-dimensional Fano variety with PicX = Z and KX ∼ −8H . In
this case def(X,H) = 4.
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(d) (X,H) is a scroll over a 3-dimensional variety, def(X,H) = 4.
(e) X is a Fano 10-dimensional variety with KX ∼ −7H and PicX = Z,
def(X,H) = 2;
(f) (X,H) is a Mukai fibration over a smooth curve with PicF = Z for a
generic fiber F , def(X,H) = 2.
(g) (X,H) is a scroll over a 4-dimensional variety, def(X,H) = 2.
9.3 Polarized Flag Varieties With Positive Defect
9.3.A Nef Value of Polarized Flag Varieties
We continue to use the notation from Section 2.1. Let G be a connected
simply-connected semisimple complex algebraic group with a Borel subgroup
B and a maximal torus T ⊂ B. Let P be a character group of T (the weight
lattice). Let ∆ ⊂ P be a set of roots of G relative to T . To every root α ∈ ∆
we can assign the 1-dimensional unipotent subgroup Uα ⊂ G. We define the
negative roots ∆− as those roots α such that Uα ⊂ B. Let Π ⊂ ∆+ be simple
roots, Π = {α1, . . . , αn}, where n = rankG = dimT . The root lattice Q ⊂ P
is a sublattice spanned by ∆. For any simple root αi ∈ Π we can associate a
smooth curve Cαi ⊂ G/B, namely Cαi = π(Uαi), where π : G → G/B is a
factorization map. By linearity to any element α =
∑
niαi ∈ Q we assign a
1-cycle Cα =
∑
niCαi in G/B. Clearly this cycle is effective if α ∈ Q+, the
semigroup generated by simple roots.
P is generated as a Z-module by fundamental weights ω1, . . . , ωn dual to
the simple roots under the Killing form. We denote the dominant weights by
P+ and the strictly dominant weights by P++.
The character group of B is identified with a character group of T . There-
fore, for any λ ∈ P we can assign a 1-dimensional B-module Cλ, where B
acts on Cλ by a character λ. Now we can define the twisted product G×BCλ
to be the quotient of G× E by the diagonal action B:
b · (g, z) = (gb−1, b · z).
Projection onto the first factor induces a map G×BCλ → G/B, which realizes
the twisted product as an equivariant line bundle Lλ on G/B with fiber Cλ.
The following theorem is well-known:
Theorem 9.16
(1) The correspondence α→ Cα is an isomorphism of Q and NZ1 (G/B), the
group of 1-cycles modulo numerical equivalence.
(2) The correspondence λ→ Lλ is an isomorphism of P and Pic(G/B). The
latter group is, in turn, isomorphic to N1Z(G/B), the group of Cartier
divisors modulo numerical equivalence.
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(3) The pairing P × Q → Z given by duality corresponds to the intersection
product on N1Z(G/B)×NZ1 (G/B).
(4) Lλ is nef if and only if λ ∈ P+. Lλ is ample if and only if Lλ is very
ample if and only if λ ∈ P++.
From this theorem it is easy to derive the corresponding description for
flag varieties G/P , where P ⊂ G is an arbitrary parabolic subgroup. Let
ΠP ⊂ Π be some subset of simple roots. Let ∆+P ⊂ ∆+ denote the positive
roots that are linear combinations of the roots in ΠP . Then we may suppose
that P is generated by B and by the root groups Uα for α ∈ ∆+P . We denote
Π \ΠP by ΠG/P and ∆+ \∆+P by ∆+G/P . A parabolic subgroup is maximal if
and only if ΠG/P is a single simple root. We denote by QG/P the sublattice
of Q generated by ΠG/P and by Q+G/P the corresponding subsemigroup.
For any αi ∈ ΠG/P we can associate a smooth curve Cαi ⊂ G/P , namely
Cαi = π(Uαi), where π : G → G/P is a factorization map. By linearity to
any element α =
∑
niαi ∈ QG/P we assign a 1-cycle Cα =
∑
niCαi in G/P .
Clearly this cycle is effective if α ∈ Q+G/P .
The fundamental weights ωi1 , . . . ωik dual to the simple roots in ΠG/P
generate the sublattice PG/P of P . We denote P+ ∩ PG/P by P+G/P . The
subset P++G/P ⊂ P+G/P consists of all weights λ =
∑
nkωik such that all
nk > 0. Any weight λ ∈ PG/P defines a character of P , and, therefore, a line
bundle Lλ on G/P .
Theorem 9.17
(1) The correspondence α→ Cα is an isomorphism of QG/P and NZ1 (G/P ).
(2) The correspondence λ→ Lα is an isomorphism of PG/P and Pic(G/P ).
The latter group is, in turn, isomorphic to N1Z(G/P ). In particular,
Pic(G/P ) = Z if and only if P is maximal.
(3) The pairing PG/P × QG/P → Z given by duality corresponds to the in-
tersection product on N1Z(G/P )×NZ1 (G/P ).
(4) Lλ is nef if and only if λ ∈ P+G/P . Lλ is ample if and only if Lλ is very
ample if and only if λ ∈ P++G/P .
(5) If λ ∈ P+G/P then the linear system corresponding to Lλ is base–point free.
The corresponding map given by sections is a factorization G/P → G/Q,
where Q is a parabolic subgroup such that ΠQ is a union of ΠP and all
simple roots in ΠG/P orthogonal to λ.
Now it is quite straightforward to find nef values of ample line bundles.
Theorem 9.18
(1) The anticanonical bundle K∗G/P corresponds to the dominant weight
ρG/P =
∑
α∈∆+
G/P
α, ρG/P ∈ P++G/P . Canonical line bundle KG/P is not
nef.
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(2) The nef value of an ample line bundle Lλ given by the weight λ ∈ P++G/P
is equal to
τ = max
α∈ΠG/P
(ρG/P , α)
(λ, α)
.
(3) The nef value morphism Φ is a homogeneous fiber bundle Φ : G/P →
G/Q, where Q is the parabolic subgroup defined by ΠQ = ΠP ∪Π ′, where
Π ′ ⊂ ΠG/P is a set of simple roots for which the above maximum occurs.
Proof. The tangent bundle T (G/P ) is an equivariant vector bundle such that
its fiber over the identity coset is isomorphic to the quotient of Lie algebras
LieG/LieP on which P acts via an adjoint representation on LieG projected
to the quotient. The T -weights of this representation consist of ∆+G/P . There-
fore the anticanonical bundle K∗G/P = Λ
dimG/PT (G/P ) corresponds to the
weight ρG/P . Notice that for any α ∈ ΠG/P
(ρG/P , α) =
 ∑
β∈∆+
β, α
 −
 ∑
β∈∆+P
β, α
 .
The first product is equal to 2, the second one is non-positive, because any
root from ∆+P is a linear combination of simple roots from ΠP with non-
negative coefficients and the scalar product of two distinct simple roots is
non-positive. Therefore, ρG/P ∈ P++G/P and KG/P is not nef.
Let
ρG/P =
∑
αi∈ΠG/P
niωi, λG/P =
∑
αi∈ΠG/P
miωi.
Then, clearly, the nef value τ of L is given by
τ = max
αi∈ΠG/P
ni
mi
= max
α∈ΠG/P
(ρG/P , α)
(λ, α)
.
Part (3) follows from Theorem 9.17, part (5). ⊓⊔
Using this theorem, it is straightforward to calculate nef values in par-
ticular cases. Suppose that G is a simple group, P is a maximal parabolic
subgroup such that ΠG/P = {αi} is a single simple root. Suppose further
that L is a generator of PicG/P , that is, L corresponds to the fundamental
weight ωi. In the following tables we give for each G and i (in the Bourbaki
numbering of fundamental weights) the dimension dimG/P and the nef value
τ of L.
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G = Al
i 1, . . . , l
dimG/P i(l + 1− i)
τ l + 1
G = Bl
i 1, . . . , l − 1 l
dimG/P i(4l+ 1− 3i)/2 l(l + 1)/2
τ 2l − i 2l
G = Cl
i 1, . . . , l
dimG/P i(4l+ 1− 3i)/2
τ 2l− i+ 1
G = Dl
i 1, . . . , l − 2 l − 1, l
dimG/P i(4l− 1− 3i)/2 l(l − 1)/2
τ 2l− i− 1 2l− 2
G = E6
i 1, 5 2, 4 3 6
dimG/P 16 25 29 21
τ 12 9 7 11
G = E7
i 1 2 3 4 5 6 7
dimG/P 27 42 50 53 47 33 42
τ 18 13 10 8 11 17 14
G = E8
i 1 2 3 4 5 6 7 8
dimG/P 57 83 97 104 106 98 78 92
τ 29 19 14 11 9 13 23 17
G = F4
i 1 2 3 4
dimG/P 15 20 20 15
τ 8 5 7 11
G = G2
i 1 2
dimG/P 5 5
τ 5 3
9.3.B Classification
In this section we use the calculations from the previous section and Theo-
rems 9.12, 9.13 to classify all polarized flag varieties with positive defect. We
continue to use notations from the previous section.
Suppose first that G is a simple group, P ⊂ G is a maximal parabolic sub-
group corresponding to a simple root αi. Then all very ample linear bundles
on G/P have a form L⊗k for k > 0, where L corresponds to the fundamen-
tal weight ωi. If k > 1 then by Theorem 7.15 we have def(G/P,L
⊗k) = 0.
Therefore it suffices to find def(G/P,L). By Theorem 9.12 if def(G/P,L) > 0
the def(G/P,L) = 2τ(G/P,L) − 2 − dimG/P . Therefore we may look
through the table of the previous section and pick all entries such that
dP = 2τ(G/P,L) − 2 − dimG/P > 0. The following table contains all these
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entries. Therefore all polarized flag varieties with positive defect (such that
P is a maximal parabolic subgroup) are contained in this table.
No. G i τ(G/P,L) dimG/P dP
1 Al 1, l l + 1 l l
2 Al, l even 2, l − 1 l + 1 2l− 2 2
3 Cl 1 2l 2l− 1 2l− 1
4 B2 2 4 3 3
5 B4 4 8 10 4
6 D5 4, 5 8 10 4
7 Al, l odd 2, l − 1 l + 1 2l− 2 2
8 A5 3 6 9 1
9 Bl 1 2l − 1 2l− 1 2l− 3
10 B3 3 6 6 4
11 D4 3, 4 6 6 4
12 B5 5 10 15 3
13 D6 5, 6 10 15 3
14 B6 6 12 21 1
15 D7 6, 7 12 21 1
16 Cl 2 2l − 1 4l− 5 1
17 Dl 1 2l − 2 2l− 2 2l− 4
18 E6 1, 5 12 16 6
19 E7 1 18 27 7
20 F4 4 11 15 5
21 G2 1 5 5 3
In fact, only first 6 entries of this table correspond to polarized flag vari-
eties with positive defect, and entry 4 is a particular case of entry 3. This can
be done case-by-case (see [Sn]). Therefore, we have the following theorem
Theorem 9.19 Suppose that Pi is a maximal parabolic subgroup of a simple
algebraic group corresponding to the simple root αi. Let L be a very ample
line bundle on G/Pi corresponding to the fundamental weight ωi. Then
(1) def(G/Pi, L
⊗k) = 0 for k > 1.
(2) def(G/Pi, L) > 0 if and only if G/Pi is one of the following:
– Al/P1, Al/Pl. def(G/P ) = dim(G/P ) = l.
– Al/P2, Al/Pl−1, l ≥ 4 even. def(G/P ) = 2, dim(G/P ) = 2l− 2.
– Cl/P1. def(G/P ) = dim(G/P ) = 2l− 1.
– B4/P4, D5/P4, D5/B5. def(G/P ) = 4, dim(G/P ) = 10.
Notice that we do not follow the usual tradition and consider isomor-
phic polarized varieties with different group actions as distinct varieties. The
next step is to consider flag varieties corresponding to arbitrary parabolic
subgroups in simple group.
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Theorem 9.20 Suppose that (G/P,L) is a polarized flag variety of a simple
algebraic group G, where P ⊂ G is a non-maximal parabolic subgroup. Then
def(G/P,L) = 0.
Proof. Suppose that def(G/P,L) > 0. By Theorem 9.18 the nef value mor-
phism is a homogeneous fiber bundle Φ : G/P → G/Q, where Q ⊂ G is
another parabolic subgroup. The fiber F of Φ is isomorphic to Q/P .
By Theorem 9.12 we have PicF = Z, therefore F is isomorphic to a
quotient of a simple group by a maximal parabolic subgroup andQ is a proper
subgroup of G. By Theorem 9.13 def(F,L) > dimG/Q > 0. Therefore, the
polarized flag variety (F,L) is one of the varieties from Theorem 9.19. Let us
consider 3 cases.
If F is equal to Al/P2 or Al/Pl−1, l ≥ 4 even, then def(F,L) = 2. There-
fore, dimG/Q = 1. It follows that G = SL2, Q is a Borel subgroup, and there
are no possibilities for P .
If F is equal to B4/P4, D5/P4, or D5/B5 then def(F,L) = 4. Therefore,
dimG/Q is equal to 1, 2, or 3. It follows that G is equal to SL2, SL3, SL4, or
Sp4. Again none of these groups contain B4 or D5 as a simple component of
a Levi subgroup.
Finally, let F be Al/P1, Al/Pl, or C l+1
2
/P1, so F is isomorphic to Pl. We
want to show that dimG/Q > k, which will be a contradiction. The set of
simple roots ΠQ contains a subset Ψ with Dynkin diagram of type Al or
C l+1
2
. Moreover, there exists a simple root α ∈ Π such that α 6∈ ΠQ and the
Dynkin diagram of Ψ ′ = Ψ∪{α} is connected. Then Ψ ′ is a set of simple roots
of a simple subgroup G′ ⊂ G and dimG/Q ≥ dimG′/Q′, where Q′ = G′ ∩Q
is a maximal parabolic subgroup defined by Ψ . It is easy to check that in all
arising cases dimG′/Q′ > k. ⊓⊔
Now we can handle the case of an arbitrary semisimple group and its
arbitrary parabolic subgroup.
Theorem 9.21 Suppose that (G/P,L) is a polarized flag variety of a com-
plex semisimple algebraic group G. Then def(G/P,L) > 0 if and only if either
(G/P,L) is one of polarized varieties described in Theorem 9.19 or the fol-
lowing conditions hold:
– G = G1 ×G2, P = P1 × P2, where P1 ⊂ G1, P2 ⊂ G2.
– L = pr∗1 L1 ⊗ pr∗2 L2, where pri : G/P → Gi/Pi are projections and Li are
very ample line bundles on Gi/Pi.
– (G1/P1, L1) is one of polarized varieties described in Theorem 9.19.
– def(G1/P1, L1) > dimG2/P2.
In this case def(G/P,L) = def(G1/P1, L1)− dimG2/P2.
Proof. This Theorem easily follows from Theorem 6.5. ⊓⊔
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10. Some Applications of the Duality
Preliminaries
In this chapter we collect several applications, variations, and illustrations of
the projective duality.
10.1 Discriminants and Automorphisms
10.1.A Matsumura–Monsky Theorem
Let D ⊂ Pn be a smooth hypersurface of degree d. It was first proved in [MM]
that the group of projective automorphisms preserving D is finite if d > 2.
In fact, it was also proved that the group of biregular automorphisms of D is
finite if d > 2 (except the cases d = 3, n = 2 and d = 4, n = 3). Though this
generalization looks much stronger, actually it is an easy consequence of the
“projective” version and the Bart Theorem [Ba].
More generally, let G/P be a flag variety of a simple Lie group and D ⊂
G/P be a smooth ample divisor. Let Lλ = O(D) be the corresponding ample
line bundle, where λ ∈ P+ is a dominant weight. Then one might expect that
the normalizer NG(D) of D in G is finite if λ is big enough. Indeed, if NG(D)
(or actually any linear algebraic group of transformations of D) contains a
one-parameter subgroup of automorphisms ofD thenD is covered by rational
curves. However, if λ is big enough then the canonical class KD is nef by the
adjunction formula, and, therefore, D can not be covered by rational curves.
Unfortunately, this transparent approach does not give strong estimates on λ.
Much better estimates can be obtained using an original proof of Matsumura-
Monsky theorem.
The problem can be reformulated as follows. Suppose that Vλ is an ir-
reducible G-module with highest weight λ. Let D ⊂ Vλ be the discriminant
variety (the dual variety to the orbit of the highest weight vector in V ∗λ , see
Section 9.3 for further details). We shall show that if λ is big enough then
any point x ∈ Vλ \ D has a finite stabilizer Gx and the orbit of x is closed,
Gx = Gx (therefore x is a stable point of Vλ in the sense of Geometric In-
variant Theory, see [MFK]). This result can be compared with the results of
[AVE], where all irreducible modules of simple algebraic groups with infinite
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stabilizers of generic points were found (this classification was extended later
in [El1] and [El2] to handle irreducible representations of semisimple groups
and any representations of simple groups as well).
If D is not a hypersurface then an easy inspection using Theorem 9.21
shows that the stabilizer of any point is infinite. So from now on we shall
assume that D is a hypersurface defined by vanishing of the discriminant ∆.
Recall that a dominant weight λ is called self-dual if Vλ is isomorphic
to V ∗λ as a G-module. Let P+S ⊂ P+ be the subcone of self-dual dominant
weights. Let γ be the highest root.
Theorem 10.1 Let Vλ be an irreducible representation of a simple algebraic
group G with highest weight λ such that D is a hypersurface. Suppose that
(λ − γ, µ) > 0 for any µ ∈ P+S . Let x ∈ Vλ \ D. Then Gx is finite and
Gx = Gx. Moreover, G[x] is also finite, where [x] is the line spanned by x.
Proof. If Gx is finite and G[x] is infinite then [x] \ {0} ⊂ Gx. Therefore,
0 ∈ Gx and ∆(x) = ∆(0) = 0, hence, x ∈ D. The same argument shows that
if x ∈ Vλ \ D then Gx ⊂ Vλ \ D. If Gx is not closed then Gy is infinite for
any point y ∈ Gx \Gx. Therefore, in order to prove the Theorem it suffices
to prove that for any x ∈ Vλ \ D the stabilizer Gx is finite.
Suppose that Gx is infinite. Then Gy is infinite and reductive (see
e.g. [PV]) for any point y from the closed orbit in Gx. Therefore, it suf-
fices to prove that if S ⊂ G is a one-dimensional torus and Sx = x then
x ∈ D.
Without loss of generality we may assume that S ⊂ T , where T is the fixed
maximal torus, and t = LieT is the Cartan subalgebra. Let x =
∑
π∈P xπ
be the weight decomposition of x. Let Supp(x) = {π ∈ P |xπ 6= 0} be
the support of x. For any µ ∈ P let Hµ denote the hyperplane of weights
perpendicular to µ. Then there exists µ ∈ P such that Supp(x) ⊂ Hµ. Using
the action of the Weil group we may assume that µ ∈ P+.
For any λ ∈ P+ let λ∗ be the highest weight of the dual module V ∗λ . Then
λ∗ = −w0(λ), where w0 is the longest element of the Weil group.
Suppose that (µ, λ∗ − γ) > 0. Then for any positive root α we have
(µ, λ∗ − α) > 0. Therefore, x is perpendicular to [g, vλ∗ ], where vλ∗ is the
highest weight vector of V ∗λ . It follows that x ∈ D.
Suppose that (µ∗, λ∗ − γ) > 0. Then for any positive root α we have
(µ∗, λ∗−α) > 0. Therefore, w0(x) is perpendicular to [g, vλ∗ ]. It follows that
w0(x) ∈ D. Therefore, It follows that x ∈ D as well.
Suppose now that (µ, λ∗ − γ) ≤ 0 and (µ∗, λ∗ − γ) ≤ 0. Then
(µ+ µ∗, λ∗ − γ) ≤ 0.
But µ + µ∗ is a self-dual weight, hence this contradicts assumptions of the
Theorem. ⊓⊔
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Example 10.2 If G = SLn and λ =
∑
niωi, where ω1, . . . , ωn are the fun-
damental weights, then the assumptions of the Theorem are satisfied if and
only if
∑
ni > 2, for example if λ = nω1, n > 2. In particular, we recover the
original Matsumura–Monsky Theorem.
10.1.B Quasiderivations of Commutative Algebras
Commutative algebras without identities. Let V = Cn. Consider the
vector space A = S2V ∗ ⊗ V parametrizing bilinear commutative multipli-
cations in V . In the sequel we identify points of A with the corresponding
commutative algebras.
Definition 10.3 Let A ∈ A. A non-zero element v ∈ A is called a quadratic
nilpotent if v2 = 0. Let D1 ⊂ A be a subset of all algebras containing
quadratic nilpotents. A one-dimensional subalgebra U ⊂ A is called singular
if there exists linear independent vectors u ∈ U and v ∈ A such that
u2 = αu, uv =
α
2
v, where α ∈ C.
Let D2 ⊂ A be a subset of all algebras containing singular subalgebras.
Then the following theorem holds.
Theorem 10.4 ([T6])
(1) D1 and D2 are irreducible hypersurfaces.
(2) Let A ∈ A. Then A contains a one-dimensional subalgebra.
(3) Let A ∈ A \ (D1 ∪D2). Then A contains exactly 2n − 1 one-dimensional
subalgebras; all these subalgebras are spanned by idempotents.
Proof. Clearly A can be identified with a set of at most n-dimensional linear
systems of quadrics in V . Namely, any linear function f ∈ V ∗ defines a
homogeneous quadratic function
v → f(v2).
Then D1 corresponds to the set of linear systems of quadrics with zero resul-
tant. This proves that D1 is an irreducible hypersurface.
There exists, however, another useful identification. Any algebra A deter-
mines the n-dimensional linear system of affine quadrics in V . Namely, any
linear form f ∈ V ∗ defines an affine quadratic form
v → f(v − v2).
We can embed V into a projective space P as an affine chart. Then this
linear system is naturally identified with a n-dimensional linear system of
quadrics in P. Clearly, the base points of this linear system that do not lie
on the infinity coincide with idempotents of A. Infinite base points are the
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projectivizations of lines spanned by quadratic nilpotents. It is easy to see
that quadrics from our linear system intersect transversally at 0. Moreover,
quadrics intersect non-transversally at some point v 6= 0 if and only if the
subalgebra spanned by v (if v is finite) or the subalgebra with the projec-
tivization v (if v is infinite) is singular. Therefore, (3) follows from the Bezout
theorem.
D2 is irreducible since D2 = GLn ·D′2, where D′2 ⊂ A is the linear subset
of all algebras that have a fixed singular subalgebra and a fixed line spanned
by the vector v from the definition of a singular subalgebra. It is also quite
easy to check that D2 is actually a closed hypersurface.
Since quadrics of our linear system intersect transversally at 0, it follows
that there exist other base points, i.e. there exists at least one 1-dimensional
subalgebra. ⊓⊔
The algebras A ∈ A that do not belong to discriminant varieties D1 and
D2 will be called regular. Of course, both hypersurfaces D1 and D2 can be
interpreted as ordinary discriminants. First, we can enlarge the symmetry
group and consider S2(Cn)∗⊗Cn as SLn× SLn-module. Then this module is
irreducible and its discriminant variety (the dual variety of the projectiviza-
tion of the highest weight vector orbit) coincides with D1. Now, consider
A = S2V ∗⊗V as SL(V )-module. Then this module is reducible, A = A0+A˜,
where A0 is a set of algebras with zero trace and A˜ is isomorphic to V ∗ as
SL(V )-module. Consider the discriminant of A0 as a function on A (forget-
ting other coordinates). Then the corresponding hypersurface is exactly D2.
If we consider the set of linear operators Hom(V, V ) = V ∗ ⊗ V instead of A,
then this construction will give us the determinant and the discriminant of
the linear operator (see Example 2.18, Theorem 2.5).
Quasiderivations. Let g be a Lie algebra with representation ρ : g →
End(V ). Consider any v ∈ V . Then subalgebra
gv = {g ∈ g | ρ(g)v = 0}
is called the annihilator of v. The subset
Qgv = {g ∈ g | ρ(g)2v = 0}
is called the quasi-annihilator of v. Clearly, gv ⊂ Qgv. Of course, the quasi-
annihilator is not a linear subspace in general, However, we have the following
version of a Jordan decomposition:
Lemma 10.5 Suppose that ρ is the differential of the representation of an
algebraic group. Let g ∈ Qgv. Consider the Jordan decomposition in g, g =
gs+gn, where gs is semisimple and gn is nilpotent, [gs, gn] = 0. Then gs ∈ gv
and gn ∈ Qgv.
The proof is obvious.
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For example, suppose that g = gln and ρ is the natural representation
in the vector space V ∗ ⊗ V ∗ ⊗ V that parametrizes bilinear multiplications
in V . Let A be any algebra. Then the annihilator gA is identified with the
Lie algebra of derivations Der(A). OperatorsD ∈ QgA are called quasideriva-
tions. Of course, it is possible to write down explicit equations that determine
QDer(A) = QgA in End(A), but this formula is quite useless (see [Vi1]). We
shall use its particular case that is quite easy to verify:
Lemma 10.6 Let A be an algebra, D ∈ End(A), D2 = 0. Then D ∈
QDer(A) if and only if for any x, y ∈ A we have
D(x)D(y) = D(D(x)y) +D(xD(y)). (10.1)
Example 10.7 It was conjectured in [Vi1] that all quasiderivations of the
algebra of matrices Matn have the formD(x) = ax+xb, where (a+b)
2 = [a, b].
Let us give an example of a different quasiderivation. Consider the linear
operator D(x) = exe, where e2 = 0, e 6= 0. Then it is to check using (10.1)
that D is a quasiderivation. However, D of course can not be written in the
form ax+ xb.
Quasiderivations can be used to define naive deformations. Namely, sup-
pose that A is any algebra with the multiplication u·v andD is its quasideriva-
tion. Consider the algebra AD with the same underlying vector space and
with the multiplication given by u ⋆ v = u ·D(v) +D(u) · v −D(u · v). Then
if A satisfies any polynomial identity then AD satisfies this identity as well.
More generally, let ρ : g → End(V ) be the differential of a representation
of an algebraic group G, v ∈ V , D ∈ Qgv. Suppose that H ⊂ V is a closed
conical G-equivariant hypersurface (the vanishing set of a homogeneous G-
semiinvariant) and v ∈ H . Then ρ(D)v also belongs to H . Indeed, since
H is equivariant, exp(λρ(D))v belongs to H for any λ ∈ C. Since D is a
quasiderivation, exp(λρ(D))v = v+λρ(D)v. Since H is conical, v/λ+ ρ(D)v
belongs to H . Since H is closed, ρ(D)v also belongs to H .
Now suppose that A is a regular commutative algebra. Then we claim
that QDer(A) = 0.
Theorem 10.8 Let A ∈ A, A 6∈ D1 ∪ D2. Then QDer(A) = 0.
Proof. By Lemma 10.5 it is sufficient to check that A has no semisimple
derivations and no nilpotent quasiderivations. Suppose that Der(A) con-
tains a non-zero semisimple element. Then the group Aut(A) contains a one-
dimensional algebraic torus T . Let t be its Lie algebra, H ∈ t, H 6= 0. We
way assume that the spectrum of H in A is integer-valued. Let An ⊂ A be
a weight space of weight n. Then A = ⊕An is a Z-grading. Let v ∈ A be
a homogeneous element of a maximal positive (or minimal negative) degree.
Then v2 = 0, hence A ∈ D1.
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Suppose now that E is a non-zero nilpotent quasiderivation. We can em-
bed E in an sl2-triple 〈F,H,E〉 ⊂ End(A). Let
A = ⊕mdRd
be an sl2-module decomposition, here Rd is an irreducible (d+1)-dimensional
module. Consider also the weight decomposition
A = ⊕An and A = ⊕An
with respect to H . Let
Jn = An +An+1 +An+2 + . . . .
To avoid the abuse of notations denote by α ∈ A the point corresponding
to the algebra A. Let Supp α be the support of α (i.e. all n ∈ Z such that
αn 6= 0, where α =
∑
αn, αn ∈ An). Since E2α = 0, the vector Eα is a linear
combination of highest weight vectors, therefore Supp α ⊂ {−1, 0, 1, 2, . . .}.
This is equivalent to JnJm ⊂ Jn+m−1. In particular, if v ∈ A is a weight
vector of the weight n then v2 = 0 as n > 1. Since A is regular, it follows
that
A = m0R0 ⊕m1R1 = A−1 ⊕A0 ⊕A1.
Since A1 = J1, A1 is a subalgebra in A. By Theorem 10.4 (2), A1 has a
one-dimensional subalgebra U spanned by an idempotent u (since A has no
quadratic nilpotents). Let v ∈ A−1 be a unique vector such that Ev = u.
Since E2 = 0, we can apply formula (10.1) with x = y = v. We get E(v)2 =
2E(E(v)v), hence u = 2E(uv). Therefore, uv − 12v ∈ J0. Notice that the
operator of left multiplication by u preserves J0. Since this operator has an
eigenvector in A/J0 with eigenvector 1/2, it has such an eigenvector in A.
Therefore, U is a singular subalgebra in A. ⊓⊔
The following Corollary was first proved in [An] using combinatorial meth-
ods.
Corollary 10.9 ([An]) Let A be an n-dimensional semisimple commutative
algebra, i.e. A is a direct sum of n copies of C, that is A is the algebra of
diagonal n× n matrices. Then A has no nonzero quasiderivations.
Proof. It is sufficient to check that A 6∈ D1 ∪ D2. Clearly, A has no nilpo-
tents. Suppose that U ⊂ A is a one-dimensional subalgebra spanned by an
idempotent e ∈ U . Since the spectrum of the operator of left multiplication
by e is integer-valued (actually consists of 0 and 1), it follows that U is not
singular. ⊓⊔
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10.2 Discriminants of Anticommutative Algebras
If the set of certain objects is parametrized by an algebraic variety X (for
example, by a vector space) then it makes sense to speak about generic ob-
jects. Namely, we say that a generic object satisfies some property if there
exists a dense Zariski-open subset X0 ⊂ X such that all objects parametrized
by points from X0 share this property. However, sometimes it is possible to
find some discriminant-type closed subvariety Y ⊂ X and then to study
properties of ‘regular’ objects parametrized by points from X \Y . For exam-
ple, instead of studying generic hypersurfaces it is usually worthy to study
smooth hypersurfaces. In this section we implement this program for the
study of some quite non-classical object, namely anticommutative algebras,
with the multiplication depending on a number of arguments.
Generic anticommutative algebras. Let V = Cn. We fix an integer k,
1 < k < n − 1. Let An,k = ΛkV ∗ ⊗ V be the vector space of k-linear
anticommutative maps from V to V . We identify the points of An,k with
the corresponding algebras, that is, we assume that A ∈ An,k is the space
V equipped with the structure of a k-argument anticommutative algebra.
Subalgebras in generic algebras with k = 2 were studied in [T2]. The following
theorem is a generalization of these results.
Theorem 10.10 ([T1]) Let A ∈ An,k be a generic algebra. Then
(i) Every m-dimensional subspace is a subalgebra if m < k.
(ii) A contains no m-dimensional subalgebras with k + 1 < m < n.
(iii) The set of k-dimensional subalgebras is a smooth irreducible (k−1)(n−k)-
dimensional subvariety in the Grassmanian Gr(k,A).
(iv) There are finitely many (k+1)-dimensional subalgebras, and their number
is ∑
n−k−1≥µ1≥...≥µk+1≥0
n−k−1≥λ1≥...≥λk+1≥0
µ1≤λ1,...,µk+1≤λk+1
(−1)|µ| (λ1 + k)!(λ2 + k − 1)! . . . λk+1!
(µ1 + k)!(µ2 + k − 1)! . . . µk+1! (|λ| − |µ|)!×
×
∣∣∣∣ 1(i− j + λj − µi)!
∣∣∣∣2
i,j=1,...,k+1
,
where |λ| = λ1 + . . .+ λk+1, |µ| = µ1 + . . .+ µk+1, 1/N ! = 0 if N < 0.
(v) A contains a (k + 1)-dimensional subalgebra.
(vi) If k = n− 2, then the number of (k+1)-dimensional subalgebras is equal
to
2n − (−1)n
3.
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Proof. The GLn-module An,k is a sum of two irreducible submodules:
An,k = A0n,k ⊕ A˜n,k. (10.2)
Here A˜n,k is isomorphic to Λk−1V ∗: we assign to every (k − 1)-form ω the
algebra with multiplication
[v1, . . . , vk] =
k∑
i=1
(−1)i−1ω(v1, . . . , vˆi, . . . , vk)vi.
Note that every subspace of this algebra is a subalgebra. Hence, the lattice
of subalgebras of A ∈ An,k coincides with the lattice of subalgebras of A0,
where A 7→ A0 is the GLn-equivariant projector on the first summand in
(10.2). Algebras in A0n,k will be called zero trace algebras , since A ∈ A0n,k
if and only if the (k − 1)-form Tr[v1, . . . , vk−1, ·] is equal to zero. Hence, the
theorem will be proved once we have proved it for generic algebras in A0n,k.
We choose a basis {e1, . . . , en} in V , identify GLn with the group of
matrices, consider the standard diagonal maximal torus T , and take for B
and B− the subgroups of upper- and lower-triangular matrices. We fix an
m ≥ k. Consider the parabolic subgroup of matrices
P =
(
A 0
∗ B
)
,
where B is an m ×m-matrix and A is an (n −m) × (n −m)-matrix. Then
G/P coincides with Gr(m,V ). Consider the vector bundle
L = ΛkS∗ ⊗ V/S
on G/P , where S is the tautological bundle and V/S is the factor-tautological
bundle. Then the assumptions of Theorem 4.8 are fulfilled, since L = Lλ,
where λ is the highest weight of A0n,k. Therefore,
A0n,k = H0(Gr(m,V ), ΛkS∗ ⊗ V/S).
Let A ∈ A0n,k, and let sA be the corresponding global section. Then the
scheme of zeros (ZsA)red coincides with the variety of m-dimensional subal-
gebras of A.
Let us return to the theorem. Statement (i) is obvious. (ii) follows from
Theorem 4.8 (i). Theorem 4.8 (ii) implies that if every k-argument anti-
commutative algebra A contains a k-dimensional subalgebra, then the vari-
ety of k-dimensional subalgebras of a generic algebra is a smooth unmixed
(k−1)(n−k)-dimensional subvariety in Gr(k,A). We claim that any (k−1)-
dimensional subspace U can be included in a k-dimensional subalgebra. The
multiplication in the algebra defines a linear map from V/U to V/U . Let
v+U be a non-zero eigenvector. It is obvious that Cv⊕U is a k-dimensional
subalgebra.
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We have only to prove that the variety of k-dimensional subalgebras is
irreducible. Assume that a section s of the bundle L = ΛkS∗ ⊗ V/S over
Gr(k, V ) corresponding to A has transversal intersection with the zero sec-
tion. Then the Koszul complex
0→ Λn−kL∗ s→ . . . s→ Λ2L∗ s→ L∗ s→ O → OZ(s) → 0
is exact by Theorem 3.3.
Note that ΛpL∗ is isomorphic to the bundle SpΛkS ⊗ Λp(V/S)∗. This is
a homogeneous bundle over G/P of the form Lµ, where
µ = −ε1 − . . .− εp + εn−k+1 + . . .+ εn
and εi are the weights of the diagonal torus in the tautological representation.
Note that the weight µ+ ρ (where ρ is the half-sum of the positive roots) is
singular (belongs to the wall of the Weil chamber) for any p, 1 ≤ p ≤ n− k.
By the Borel–Weil–Bott theorem, H∗(Gr(k, V ), ΛpL∗) = 0 for 1 ≤ p ≤ n−k.
Hence, H0(Z(s),OZ(s)) = H0(Gr(k, V ),O) = C, as was to be shown.
We postpone the proof of assertion (v) till the end of this section and
consider assertions (iv) and (vi), that is, we shall calculate the highest Chern
class of the bundle ΛkS∗ ⊗ V/S over Gr(k + 1, V ).
We use the standard notation, facts, and formulae from the Schubert
calculus (cf. [Fu1]. The letters λ and µ always denote Young diagrams in the
rectangle with k + 1 rows and n− k − 1 columns. It is well known that such
diagrams parametrize the basis of the Chow ring of Gr(k + 1, V ). The cycle
corresponding to λ is denoted by σλ, σλ ∈ A|λ|(Gr(k+1, V )). (We grade the
Chow ring by the codimension, |λ| = λ1 + . . .+ λk+1, where λi is the length
of the ith row of λ.) We need the total Chern class of the bundles S and V/S:
c(S) = 1− σ1 + σ1,1 − . . .+ (−1)k+1σ1,...,1,
c(V/S) = 1 + σ1 + σ2 + . . .+ σn−k−1.
We begin by calculating the total Chern class of S ⊗ V/S. The standard
formula for the total Chern class of the tensor products of two bundles implies
that
c(S ⊗ V/S) =
∑
µ⊂λ
dλµ∆µ˜(c(S))∆λ′ (c(V/S)), (10.3)
where
dλµ =
∣∣∣∣(λi + k + 1− iµj + k + 1− j
)∣∣∣∣
1≤i,j≤k+1
, ∆λ(c) = |cλi+j−i|,
λ′ = (n − k − 1 − λk+1, n − k − 1 − λk, . . . , n − k − 1 − λ1), and µ˜ is
the diagram obtained from µ by transposition. We shall use the fact that
∆µ˜(c(S)) = ∆µ(s(S)), where s(E) is the Segre class of E. Another fact is
that ∆λ(c(V/S)) = σλ, ∆λ(s(S)) = (−1)|λ|σλ (since s(S) = 1 − σ1 + σ2 +
. . .+ (−1)n−k−1σn−k−1). Therefore, (10.3) can be written as
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c(S ⊗ V/S) =
∑
µ⊂λ
dλµ(−1)|µ|σµσλ′ . (10.4)
To calculate the highest Chern class of L = ΛkS∗ ⊗V/S, we use the formula
L = Λk+1S∗⊗ (S ⊗V/S). The total Chern class of the first factor is equal to
c(Λk+1S∗) = 1 + σ1. The total Chern class of the second is given by (10.4).
Hence, the highest Chern class of L is
ctop(L) =
∑
µ⊂λ
dλµ(−1)|µ|σµσλ′σ|λ|−|µ|1 . (10.5)
The last result of the Schubert calculus that we need is the exact formula for
the degree of a product of two cycles. In our case this can be written as
σµσλ′σ
|λ|−|µ|
1 = deg(σµσλ′ ) = (|λ| − |µ|)!
∣∣∣∣ 1(i − j + λj − µi)!
∣∣∣∣
i,j=1,...,n
,
(10.6)
where 1/N ! = 0 if N < 0. The formula in assertion (iv) of the Theorem can be
obtained from (10.5) and (10.6) by a slight modification of the determinant
in the formula for dλµ.
It remains to verify the formula in the assertion (vi) of the Theorem. Let
k = n− 2. Then the formula in the assertion (iv) can be written as∑
0≤i≤j≤k+1
(−1)i (k + 1)!k! . . . (k − j + 2)!(k − j)! . . . 0!
(k + 1)!k! . . . (k − i+ 2)!(k − i)! . . . 0! (j − i)! det
2A, (10.7)
where
A =
X 0 0∗ Y 0
∗ ∗ Z
 ,
X is an i× i-matrix, Y is a (j − i)× (j − i)-matrix, and the format of Z is a
(k + 1 − j) × (k + 1 − j). X and Z are lower-triangular matrices with 1s on
the diagonal and Y is given by
Y =

1 1 0 0 · · · 0
1/2! 1 1 0 · · · 0
1/3! 1/2! 1 1 · · · 0
1/4! 1/3! 1/2! 1 · · · 0
...
...
...
...
. . .
...
1/(j − i)! 1/(j − i− 1)! 1/(j − i− 2)! 1/(j − 3)! · · · 1
 .
It is easy to verify that detY = 1/(j− i)!, which enables us to rewrite (10.7)
as ∑
i≤j
(−1)i (1 + (k − i))! . . . (1 + (k − j + 1))!
(k − i)! . . . (k − j + 1)! /(j − i)! =
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∑
i≤j
(−1)i
(
k + 1− i
j − i
)
=
∑
i
(−1)i2k+1−i = 2
k+2 − (−1)k+2
3
=
2n − (−1)n
3
,
as was to be shown.
It remains to prove assertion (v) of the Theorem.We have to prove that ev-
ery A ∈ An,k has a (k+1)-dimensional subalgebra. We fix a basis {e1, . . . , en}
in V and consider the subspace U = 〈en−k, . . . , en〉. Let M ⊂ An,k be the
subspace that consists of the algebras for which U is a (k + 1)-dimensional
subalgebra. We claim that An,k = GLn ·M . It is sufficient to prove that the
differential of the canonical morphism φ : GLn×M → An,k is surjective at a
point (e, A). Consider the algebra A ∈M in which [en−k, . . . , eˆi, . . . , en] = ei
for all n − k ≤ i ≤ n and the other products are zero. We claim that dφ is
surjective at (e, A). Consider the map π : An,k → An,k/M . It is sufficient to
verify that π ◦ dφ(e,A)(gln, 0) = An,k/M ≃ ΛkU∗⊗ V/U . But this is obvious,
since multiplication in dφ(e,A)(Eji, 0) for n − k ≤ i ≤ n, 1 ≤ j ≤ n − k − 1
(Eji is the matrix identity) is given by [en−k, . . . , eˆi, . . . , en] = ej with the
other products equal to zero. This completes the proof of the theorem. ⊓⊔
D-regular algebras. An essential drawback of Theorem 10.10 is the fact
that it does not enable us to study the structure of subalgebras of any par-
ticular algebra. To correct this, we shall need to introduce some explicit class
of ‘regular’ algebras instead of implicit class of generic algebras. The natural
way to remove degeneracies is to consider discriminants.
Let A0n,k∗ be the GLn-module dual to A0n,k, and let SD be the closure
of the orbit of the highest vector, SD ⊂ A0n,k∗. Let PSD ⊂ PA0n,k∗ be its
projectivization, let PD ⊂ PA0n,k be the subvariety projectively dual to the
subvariety PSD, and let D ⊂ A0n,k be the cone over it. We shall call D the
D-discriminant subvariety. The algebras A ∈ D are said to be D-singular.
The algebras A 6∈ D are said to be D-regular.
Theorem 10.11 ([T1])
(i) D is a hypersurface.
(ii) Let A be a D-regular algebra. Then the set of k-dimensional subalgebras
of A is a smooth irreducible (k − 1)(n − k)-dimensional subvariety in
Gr(k,A).
(iii) Let k = n− 2. Then the degree of D is equal to
(3n2 − 5n)2n − 4n(−1)n
18.
(10.8)
Hence, the D-singularity of A is determined by the vanishing of the SLn-
invariant polynomial D that defines D. This polynomial is called the D-
discriminant.
Proof. The fact that D is a hypersurface follows immediately from the results
of Section 9.3. Assertion (ii) can be deduced from the corresponding assertion
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of Theorem 10.10 by an easy calculation with differentials. Namely, let A be
a D-regular algebra. We use the arguments in the proof of Theorem 4.8 (ii)
and Theorem 10.10 (iii). According to these calculations, it is sufficient to
verify that if U is a k-dimensional subalgebra of A, then the map
ψ : gln → ΛkU ⊗A/U,
ψ(g)(v1 ∧ . . . ∧ vk) = g[v1, . . . , vk]− [gv1, . . . , vk]− . . .− [v1, v2, . . . , gvk] + U
is surjective. Assume the contrary. Then there is a hyperplane H ⊃ U such
that the image of ψ lies in ΛkU ⊗ H/U . Consider a non-zero algebra A˜ in
SD ⊂ A0n,k∗ such that [U⊥, V ∗, . . . , V ∗] = 0, [V ∗, . . . , V ∗] ⊂ H⊥, where U⊥
and H⊥ are the annihilators of U and H in A0n,k∗. (Such an algebra is unique
up to a scalar.) Then A˜ annihilates [gln, A], which is equivalent to the fact
that A annihilates [gln, A˜], that is, the tangent space to SD at A˜. This means
that A lies in D, that is, it is a D-singular algebra.
Finally, assertion (iii) follows from Theorem 7.14. ⊓⊔
E-regular algebras. We define the E-discriminant and E-regularity only
for (n − 2)-argument n-dimensional anticommutative algebras. Let A =
A0n,n−2. Consider the projection π : Gr(n − 1, V ) × PA → PA on the sec-
ond summand and the incidence subvariety Z ⊂ Gr(n − 1, V ) × PA that
consists of pairs S ⊂ PA, where S is a subalgebra in A. Let π˜ = π|Z . By
Theorem 10.10, we have π˜(Z) = A. Let E˜ ⊂ Z be the set of critical points of
π˜, let PE = π˜(E˜) be the set of critical values of π˜, and let E ⊂ A be the cone
over PE . Then E is called the E-discriminant subvariety. The algebras A ∈ E
are said to be E-singular. The algebras A 6∈ E are said to be E-regular.
Theorem 10.12 ([T1])
(i) E is an irreducible hypersurface.
(ii) Let A be an E-regular algebra. Then A has precisely
2n − (−1)n
3
(n− 1)-dimensional subalgebras.
(iii) The map π˜ : E˜ → PE is birational.
Hence, the E-singularity of A is determined by the vanishing of the
SLn-invariant polynomial that defines E . This polynomial is called the E-
discriminant. Assertion (iii) can be formulated as follows: a genericE-singular
algebra has precisely one “critical” (n− 1)-dimensional subalgebra.
Proof. The proof of assertion (ii) is similar to the proof of Theorem 10.10 (iv).
We claim that statement (i) follows from statement (iii). We choose in V ∗ a
basis {f1, . . . , fn} dual to the basis {e1, . . . , en} in V . Let U ∈ Gr(n−1, V ) be
the hyperplane f1 = 0. It is clear that E˜ = GLn ·M0, whereM0 = E˜∩(U, PA).
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Moreover, M = Z ∩ (U, PA) is the linear subspace of the algebras for which
U is an (n− 1)-dimensional subalgebra. Let P be the parabolic subgroup of
matrices
(
A 0
∗ B
)
, and let u be the Lie algebra of matrices
(
0 X
0 0
)
, where
B is an (n−1)× (n−1)-matrix and X is an 1× (n−1)-matrix. Every algebra
A ∈ M defines a linear map u → Λn−1U∗ ⊗ V/U . Since A ∈ M0 if and only
if this map is degenerate, we have codimM M0 = 1. It is obvious that M0 is
irreducible, since M0 is the spreading of the subspace
M10 = {A ∈M0 | the algebra E12A has a subalgebra U}
by the group P . Hence, E˜ is an irreducible divisor in Z, and assertion (i)
follows from assertion (iii).
We prove (iii). We shall say that an (n− 1)-dimensional subalgebra U ′ of
A ∈ E is critical if (U ′, A) lies in E˜ . In this case there is an (n−2)-dimensional
subspace W ′ ⊂ U ′ such that if V = U ′ ⊕ Ce and v ∈ gln is a non-zero linear
operator such that v(V ) ⊂ Ce and v(W ′) = 0, then U ′ is a subalgebra of
vA. To prove assertion (iii) it is sufficient to prove that in generic algebras in
M10 the subalgebra U is the unique critical subalgebra. Let N ⊂ M10 be the
subvariety of all algebras that have another critical subalgebra.
Note that M10 is normalized by the parabolic subgroup
Q =

∗ 0 0 . . . 0
∗ ∗ 0 . . . 0
∗ ∗ ∗ . . . ∗
...
...
...
. . .
...
∗ ∗ ∗ . . . ∗
 .
Then N is the spreading of the subvarieties N2 and N3 by the group Q, where
A ∈ Ni if and only if the hyperplane fi = 0 is a critical subalgebra. In turn,
N2 is the spreading of the vector spaces N
1
2 and N
3
2 , and N3 is the spreading
of the subspaces N13 , N
2
3 , and N
4
3 , where N
j
i ⊂ Ni is the subspace of all
algebras such that the (n − 2)-dimensional subspace W ′ (mentioned above)
is given by fi = fj = 0. Let Q
j
i ⊂ Q be the subgroup that normalizes the flag
fi ⊂ 〈fi, fj〉. It is easy to verify that
codimQQ
1
2 = 1, codimQQ
3
2 = n− 1, codimQQ13 = n− 1,
codimQQ
2
3 = n, codimQQ
4
3 = 2n− 3.
On the other hand,
codimM10 N
1
2 = n,
codimM10 N
3
2 = codimM10 N
1
3 = codimM10 N
2
3 = codimM10 N
4
3 = 2n− 2.
Hence, codimM10 QN
j
i ≥ 1 in all cases, which completes the proof of the
theorem. ⊓⊔
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Regular 4-dimensional anticommutative algebras. An (n − 2)-argu-
ment n-dimensional anticommutative algebra is said to be regular if it
is D-regular and E-regular. In this subsection we consider 2-argument 4-
dimensional algebras. The corresponding generic algebras were studied in
[T2].
Theorem 10.13 ([T1]) Let A be a 4-dimensional regular anticommutative
algebra. Then
(i) A has precisely five 3-dimensional subalgebras. The set of these subal-
gebras is a generic configuration of five hyperplanes. In particular, A
has a pentahedral normal form, that is, it can be reduced by a transfor-
mation that belongs to GL4 to an algebra such that the set of its five
subalgebras is a Sylvester pentahedron x1 = 0, x2 = 0, x3 = 0, x4 = 0,
x1 + x2 + x3 + x4 = 0.
(ii) A has neither one- nor two-dimensional ideals.
(iii) The set of two-dimensional subalgebras of A is a del Pezzo surface of
degree 5 (a blowing up of P2 at four generic points).
(iv) A has precisely 10 fans, that is, flags V1 ⊂ V3 of 1-dimensional and 3-
dimensional subspaces such that every intermediate subspace U , V1 ⊂
U ⊂ V3, is a two-dimensional subalgebra.
Proof. We begin with assertion (i). We have to prove that if A is a 4-
dimensional regular anticommutative algebra with zero trace, then the set of
its three-dimensional subalgebras S1, S2, . . . , S5 is a generic configuration of
hyperplanes, that is, the intersection of any three of them is one-dimensional
and the intersection of any four of them is zero-dimensional. Indeed, assume,
for example, that U = S1 ∩S2 ∩S3 is two-dimensional. Let v ∈ U and v 6= 0.
Then [v, ·] induces a linear operator on A/U , since U is a subalgebra. S1/U ,
S2/U , and S3/U are one-dimensional eigenspaces. Since dimA/U = 2, the
operator is a dilation. Since this is true for any v ∈ U , any three-dimensional
subspace that contains U is a three-dimensional subalgebra, which contradicts
the fact that there are precisely five such subalgebras.
Now assume that U = S1 ∩ S2 ∩ S3 ∩ S4 is one-dimensional, and let
v ∈ U , v 6= 0. Then the operator [v, ·] induces an operator on A/U . This
operator has four two-dimensional eigenspaces S1/U, . . . , S4/U of which any
three have zero intersection. Hence, this operator is a dilation. Let W ⊃ U
be an arbitrary two-dimensional subspace, and let w ∈W be a vector that is
not proportional to v. Then the operator [w, ·] induces a linear operator on
A/W . Let z be a non-zero eigenvector. Then 〈v, w, z〉 is a three-dimensional
subalgebra. Therefore, every vector can be included in a three-dimensional
subalgebra, which contradicts the fact that there are only five such subalge-
bras.
This argument also shows that A has no one-dimensional ideals. Since
every three-dimensional subspace that contains a two-dimensional ideal is a
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subalgebra, there are no two-dimensional ideals, which completes the proof
of assertion (ii).
To prove assertion (iii), we consider the subvariety X of two-dimensional
subalgebras in A. Then X ⊂ Gr(2, 4). Consider the Plu¨cker embedding
Gr(2, 4) ⊂ P5 = P (Λ2C4). First we claim that the embedding X ⊂ P5 is non-
degenerate, that is, the image is contained in no hyperplane. Let S1, S2, S3, S4
be four three-dimensional subalgebras. Since it is a generic configuration, we
can choose a basis {e1, e2, e3, e4} in A such that Si = 〈e1, . . . , eˆi, . . . , e4〉.
Since the intersection of three-dimensional subalgebras is a two-dimensional
subalgebra, A has six subalgebras 〈ei, ej〉, i 6= j. The set of corresponding
bivectors ei ∧ ej is a basis in Λ2C4. Therefore, they can lie in no hyper-
plane. Simple calculation with Koszul complexes (cf. Theorem 3.3) shows
that H0(X,OX(1))∗ = Λ2C4.
To prove that X is a del Pezzo surface of degree five, we have only to
verify that OX(1) coincides with the anticanonical sheaf (see [Ma]). Since
Y = Gr(2, 4) is a quadric in P5, we have
ωY = OY (2− 5− 1) = OY (−4).
The set X is a non-singular subvariety of codimension 2 in Y . Therefore,
ωX = ωY ⊗ Λ2NX/Y , where NX/Y is the normal sheaf. Further, X is the
scheme of zeros of a regular section of the vector bundle L = Λ2S∗ ⊗ V/S,
whence NX/Y = L|Y and Λ2NX/Y = OX(3), since c1(L) = 3H . We obtain
that ωX = OX(−4)⊗OX(3) = OX(−1), as was to be shown.
It remains to prove assertion (iv). Since X is a del Pezzo surface of degree
five, it contains ten straight lines. Since the embedding X ⊂ P (Λ2C4) is
anticanonical, these straight lines are ordinary straight lines in P (Λ2C4) that
lie in Gr(2, 4). It remains to establish a bijection between these straight lines
and fans. If b ∈ Λ2C4, then b belongs to the cone over Gr(2, 4) if and only if
b ∧ b = 0. If b1 and b2 belong to this cone, then the straight line that joins
them belongs to this cone if and only if b1 ∧ b2 = 0, which coincides with the
fan condition. ⊓⊔
Dodecahedral section. Let us start with some definitions. Let X be an
irreducible G-variety (a variety with an action of algebraic group G), S ⊂ X
be an irreducible subvariety. Then S is called a section of X if G · S = X .
The section S is called a relative section if the following condition holds: there
exists a dense Zariski-open subset U ⊂ S such that if x ∈ U and gx ∈ S then
g ∈ H , where H = NG(S) = {g ∈ G | gS ⊂ S} is the normalizer of S in G
(see [PV]). In this case for any invariant function f ∈ C(X)G the restriction
f |S is well-defined and the map
C(X)G → C(S)H , f 7→ f |S,
is an isomorphism. Any relative section defines a G-equivariant rational map
ψ : X → G/H : if g−1x ∈ S then x 7→ gH . Conversely, any G-equivariant
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rational map ψ : X → G/H with irreducible fibers defines the relative section
ψ−1(eH).
We are going to apply Theorem 10.13 and to construct a relative section in
the SL4-module A0 (the module of 4-dimensional anticommutative algebras
with zero trace). The action of SL4 on ‘Sylvester pentahedrons’ is transitive
with finite stabilizer H (which is the central extension of the permutation
group S5). In the sequel the Sylvester pentahedron will always mean the
standard configuration formed by the hyperplanes
x1 = 0, x2 = 0, x3 = 0, x4 = 0, x1 + x2 + x3 + x4 = 0.
Let S ⊂ A0 be a linear subspace formed by all algebras such that the hyper-
planes of Sylvester pentahedron are their subalgebras. Then Theorem 10.13
implies that S is a 5-dimensional linear relative section of SL4-module A0.
It is easy to see that the multiplication in algebras from S is given by
formulas
[ei , ej ] = aijei + bijej (1 ≤ i < j ≤ 4),
where aij and bij satisfy the certain set of linear conditions. Consider 6 alge-
bras A1, . . . , A6 with the following structure constants
A1 A2 A3 A4 A5 A6
a12 0 1 −1 1 0 −1
b12 1 0 1 −1 −1 0
a13 1 1 −1 0 −1 0
b13 0 −1 0 1 1 −1
a14 1 0 0 1 −1 −1
b14 −1 1 −1 0 0 1
a23 −1 −1 0 1 0 1
b23 1 0 −1 0 1 −1
a24 0 −1 −1 0 1 1
b24 −1 1 0 1 −1 0
a34 −1 1 1 −1 0 0
b34 0 0 −1 1 −1 1
Then it is easy to see that Ai ∈ S for any i. Moreover, algebras Ai satisfy
the unique linear relation A1 + . . . + A6 = 0. It follows that any A ∈ S can
be written uniquely in the form α1A1 + . . .+α6A6, where α1 + . . .+α6 = 0.
The coordinates αi are called dodecahedral coordinates and S is called the
dodecahedral section (this name will be clear later).
The stabilizer of the standard Sylvester pentahedron in PGL4 is isomor-
phic to S5 represented by permutations of its hyperplanes. The group S5 is
generated by the transposition (12) and the cycle (12345). The preimages of
these elements in GL4 are given by matrices
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σ =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 τ =

−1 −1 −1 −1
1 0 0 0
0 1 0 0
0 0 1 0
 .
The preimage of S5 in SL4 is the groupH of 480 elements. The representation
of H in S induces the projective representation of S5 in P4. We have the
following
Proposition 10.14 This projective representation is the projectivization of
the 5-dimensional irreducible representation of S5 (any of two possible).
Proof. Recall certain ‘folklore’ facts about the representation theory of S5. It
is well-known that S5 admits exactly two embeddings in S6 up to conjugacy.
One is standard via permutations of the first five elements of the six-element
set permuted by S6. The second one can be obtained from the first one by tak-
ing the composition with the unique (up to conjugacy) outer involution of S6.
S5 has exactly two irreducible 5-dimensional representations, which have the
same projectivizations. One of these representations has the following model.
One takes the tautological 5-dimensional irreducible representation of S6 and
consider its composition with the non-standard embedding S5 ⊂ S6.
Now let us return to our projective representation. The action of σ and τ
on algebras Ai is given by formulas
σA1
σA2
σA3
σA4
σA5
σA6
 =

−A2
−A1
−A4
−A3
−A6
−A5
 and

τA1
τA2
τA3
τA4
τA5
τA6
 =

A1
A6
A2
A3
A4
A5
 . (10.9)
Therefore, S5 permutes the lines spanned by Ai. Moreover, the induced
embedding is clearly non-standard: transposition in S5 maps to the compo-
sition of 3 independent transpositions in S6. It is clear that that the corre-
sponding projective representation of S5 is isomorphic to the projectivization
of the 5-dimensional irreducible representation in the model described above.
⊓⊔
Remark 10.15 The section S is called dodecahedral by the following reason.
Though the surjection H → S5 does not split, the alternating group A5 can
be embedded in H . The induced representation of A5 in S has the following
description. A5 can be realised as a group of rotations of dodecahedron. Let
{Γ1, . . . , Γ6} be the set of pairs of opposite faces of dodecahedron. Consider
the vector space of functions
f : {Γ1, . . . , Γ6} → C,
6∑
i=1
f(Γi) = 0.
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Then this vector space is an A5-module. It is easy to see that this module is
isomorphic to S via the identification Ai 7→ fi, where fi(Γi) = 5, fi(Γj) = −1,
j 6= i.
The following proposition follows from the discussion above
Theorem 10.16 The restriction of invariants induces an isomorphism of
invariant fields
C(A0)GL4 ≃ C(C5)C∗×S5 ,
where C∗ acts on C5 by homotheties and S5 acts via any of two 5-dimensional
irreducible representations.
Remark 10.17 The Sylvester pentahedron also naturally arises in the the-
ory of cubic surfaces. The SL4-module of cubic forms S
3(C4)∗ admits the
relative section (the so-called Sylvester section, or Sylvester normal form).
Namely, a generic cubic form in a suitable system of homogeneous coordi-
nates x1, . . . , x5, x1 + . . . + x5 = 0, can be written as a sum of 5 cubes
x31 + . . . + x
3
5. The Sylvester pentahedron can be recovered from a generic
cubic form f in a very interesting way: its 10 vertices coincide with 10 singu-
lar points of a quartic surface detHes(f). The Sylvester section has the same
normalizer H as our dodecahedral section. It can be proved [Bek] that in this
case the restriction of invariants induces an isomorphism
C(S3(C4)∗)GL4 ≃ C(C5)C∗×S5 ,
where C∗ acts via homotheties and S5 via permutations of coordinates
(i.e. via the reducible 5-dimensional representation). Other applications of
the Sylvester pentahedron to moduli varieties can be found in [Bar].
These results were used in [T2] in order to prove that the field of invariant
functions of the 5-dimensional irreducible representation of S5 is rational (is
isomorphic to the field of invariant functions of a vector space). From this
result it is easy to deduce that in fact the field of invariant functions of any
representation of S5 is rational (see [T5]).
10.3 Self–dual Varieties
10.3.A Self–dual Polarized Flag Varieties
A projective variety X ⊂ Pn is called self-dual if X is isomorphic to X∗ as
an embedded projective variety, i.e. there exists an isomorphism f : PN →
Pn∗ such that f(X) = X∗. A lot of examples is provided by the Pyasetskii
pairing 2.9. Indeed, if G is a connected reductive algebraic group acting on
a vector space V then the dual action G : V ∗ can be described as follows.
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Having passed to a finite covering of G, one may assume that there is an
involution θ ∈ Aut(G) (a so-called involution of maximal rank) such that
θ(t) = t−1 for any t ∈ T , where T is the fixed maximal torus in G. Along
with the action of G on V we may consider the twisted action given by
g ⋆ v = ω(g)v. Then it is easy to see that the twisted action is isomorphic
to the dual action G : V ∗. Therefore, we may canonically identify G-orbits
in V and in V ∗. In particular, if G acts on V with finitely many orbits
then we may consider the Pyasetskii pairing (hence the projective duality of
projectivizations) as pairing between G-orbits in V .
For example, let L be a simple algebraic group and P a parabolic subgroup
with Abelian unipotent radical. In this case l = LieL admits a short Z-
grading with only three non-zero parts:
l = l−1 ⊕ l0 ⊕ l1.
Here l0⊕l1 = LieP and exp(l1) is the Abelian unipotent radical of P . Let G ⊂
L be a reductive subgroup with Lie algebra l0. Recall that by Theorem 2.17 G
has finitely many orbits in l1 naturally labelled by integers from the segment
[0, r] such that Ok corresponds to Or−k via Pyasetskii pairing (here we use
the above identifications of G-orbits in l1 and l−1). Therefore, if r is even
then the closure of the projectivization of O r
2
is a self-dual projective variety.
However, it is well-known that the closure of the projectivization of Oi
is smooth if and only if i = 1 or i = r (in the last case P(Or) = P(l1)), see
e.g. [Pan] for the equivariant resolution of singularities of Oi. Therefore, the
construction above gives a smooth self-dual projective variety if and only if
r = 2. It is worthy to write down all arising cases. We use the notation from
Section 2.3.
Example 10.18 Consider the short gradings of l = sln+2. Then O1 is the
variety of n × 2-matrices of rank 1. The projectivization of O1 is identified
with X = Pn−1 × P1 in the Segre embedding.
Example 10.19 Consider the short grading of l = son+2 that corresponds
to β being the first simple root. The projectivization of O1 is identified with
the quadric hypersurface in Pn−1. The quadric hypersurface in P5 also arises
from the short grading of l = so8 = D4 that corresponds to β = α1, β = α3,
or β = α4 (Plu¨cker quadric).
Example 10.20 Consider the short grading of l = so10 = D5 that corre-
sponds to β = α4 or β = α5. The projectivization of O1 is identified with
X = Gr(2, 5) in the Plu¨cker embedding.
Example 10.21 The short grading of E6 gives the spinor variety S5.
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Remarkably, there are no other known examples of smooth non-linear
self-dual varieties. Moreover, it is widely expected that this list is complete.
At least, this is true for polarized flag varieties:
Theorem 10.22 ([Sn]) Let X = G/P ⊂ PN be a non-linear polarized flag
variety. If dimX = dimX∗ the X is one of the following
– A quadric hypersurface.
– The Segre embedding of Pn × P1.
– The Plu¨cker embedding of Gr(2, 5).
– The 10-dimensional spinor variety S5.
Proof. If dimX = dimX∗ then either X is a hypersurface or defX > 0.
In the first case X is necessarily a quadric hypersurface. Indeed, let Y ⊂
PN
∗
be the projectivization of the highest weight vector orbit of the dual
representation. Then Y is isomorphic toX as an embedded projective variety.
The intersection Y ∗ ∩ X is non-empty and G-invariant, therefore, Y ∗ = X
and X is a self-dual smooth hypersurface. Then X is a quadric hypersurface
by Example 7.4. An alternative proof follows from the fact that the closure
of the highest weight vector orbit is always cut out by quadrics [Li].
If def X > 0 then the claim easily follows from Theorem 9.21. ⊓⊔
Theorem 10.22 was used in [Sn] to recover the classification of homoge-
neous real hypersurface in a complex projective space due to [Ta].
Theorem 10.23 ([Ta, Sn]) Let M be a homogeneous complete real hyper-
surface embedded equivariantly in PN . Then M is a tube over a linear pro-
jective space or one of the 4 self-dual homogeneous spaces X ⊂ PN listed in
Theorem 10.22.
Sketch of the proof. Let M = K/L, where K is a compact Lie group.
The main idea is to use the fact that M is necessarily a tube over a complex
submanifold X ⊂ PN called a focal submanifold, see e.g. [CR]. Then X is
easily seen to be homogeneous, therefore X is a flag variety, X = G/P ,
where G is the complexification of K. Moreover, G acts transitively on the
normal directions to X . It follows that the conormal variety P(NXPN ) is also
homogeneous, therefore the dual variety X∗ is also homogeneous being the
image of the conormal variety. Hence X∗ is smooth and therefore dimX =
dimX∗ by Theorem 5.13. Now we can apply Theorem 10.22. ⊓⊔
10.3.B Around Hartshorne Conjecture
In [Ha2] R. Hartshorne has suggested a number of conjectures related to
the geometry of projective varieties of small codimension. This work has
stimulated a serie of remarkable researches, for example the Zak’s proofs
of Theorem 5.17 on linear normality and Theorem 5.19 on Severi varieties.
Undoubtfully, the most famous conjecture from this paper is the so-called
Hartshorne conjecture on complete intersections:
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Conjecture 10.24 ([Ha2]) If X is a smooth n-dimensional projective va-
riety in PN and codimX < N/3, then X is a complete intersection.
This conjecture is still very far from being solved. Only partial results are
known, for example the following Landsberg’s theorem on complete intersec-
tions. The proof is based on the technique of Section 6.4.
Theorem 10.25 ([Lan1]) Let X ⊂ P(V ) = PN be an irreducible projective
variety cut out by quadrics, that is, the homogeneous ideal ICone(X) in C[V ] is
generated by its second homogeneous component I2Cone(X). Let b = dimSingX
(set b = −1 if X is smooth). If codimX < N − (b+ 1) + 3
4
, then X is a
complete intersection.
If Hartshorne conjecture is true then any smooth projective variety X
in PN such that codimX < N/3 is a complete intersection. Therefore, X∗
should be a hypersurface by Theorem 4.2. It is not known whether it is true
or not. In particular, if X is a smooth self-dual variety then, up to Hartshorne
Conjecture, either X is a quadric hypersurface or codimX ≥ N/3. In par-
ticular, the following theorem should give a complete list of smooth self-dual
varieties:
Theorem 10.26 ([E1]) Let X be a nonlinear smooth projective variety in
PN . Assume that codimX ≥ N/3. Suppose that dimX = dimX∗. Then X
is one of the following varieties:
(i) X is a hypersurface in P2 or P3.
(ii) X is the Segre embedding of P1 × Pn−1 in P2n−1.
(iii) X is the Plu¨cker embedding of Gr(2, 5) in P9.
(iv) X is the 10-dimensional spinor variety S5 in P15.
Sketch of the proof. Let dimX = n. We may assume that n ≥ 3 by
Example 1.13 and Example 6.16. Now defX = N − 1 − n. Since def X ≤
n − 2 by Example 6.17, we conclude that n ≥ N + 1
2
. If n =
N + 1
2
, then
def X = n − 2 and, therefore, we have case (ii) by Example 6.18. So we
may assume that n ≥ N/2 + 1. Then KX = OX(−N − 1
2
) by Theorem 6.19
(d). We conclude that def X = N − 1 − n ≤ n− 2
2
by Theorem 6.23 (a).
Hence n ≥ 2N/3. By our assumption n ≤ 2N/3. Therefore, n = 2N/3. Now
def X = N − 1 − n = 12n − 1. Therefore n is even. Since def X ≡ n mod 2
by Theorem 6.15, we conclude that n = 4m + 2 and def X = 2m. It follows
that m ≤ 2 by Theorem 6.23 (b). This leaves two cases: X is either a 6-
dimensional variety in P9 or a 10-dimensional variety in P15. A very delicate
treatment of both cases can be found in [E1]. ⊓⊔
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10.3.C Self–dual Nilpotent Orbits
If X ⊂ Pn is a smooth projective variety then X is almost never self-dual.
Moreover, up to Hartshorne conjecture Theorem 10.26 provides a complete
list of them. However, there are a lot of non-smooth self-dual varieties. Many
equivariant self-dual varieties are provided by Pyasetskii Theorem 2.9. Per-
haps, the most interesting examples of self-dual varieties are the Kummer
surface in P3 [GH1] and the Coble quartic in P7 [Pau].
Another interesting examples were found in [Pop]. Let G be a connected
reductive group acting linearly on a vector space V . Suppose that there exists
a G-invariant non-degenerate scalar product (·, ·) on V , in particular we have
a natural isomorphism V ≃ V ∗. Finally, suppose that G acts on the null-cone
R(V ) = {v ∈ V |G · v ∋ 0}
with finitely many orbits. In particular, any G-orbit O ⊂ R(V ) is conical.
Theorem 10.27 ([Pop]) Let O = G · v ⊂ R(V ) be a non-zero orbit, X =
P(O) be the closure of its projectivization. Then X = X∗ if and only if
(g · v)⊥ ⊂ R(V ).
Proof. Since O is conical, v ∈ g · v. Therefore, g · v is the affine cone
Cone(Tˆ[v]X) over the embedded tangent space Tˆ[v]X . Hence, X
∗ is equal
to P(G · (g · v)⊥). Since (·, ·) is G-invariant, we have v ∈ (g · v)⊥, there-
fore, X ⊂ X∗. If X = X∗ then, obviously, (g · v)⊥ ⊂ R(V ). Suppose that
(g · v)⊥ ⊂ R(V ). Then X∗ ⊂ P(R(V )). Therefore, X∗ = P(O′) for some
orbit O′ ⊂ R(V ). Applying the same arguments we get that X∗ ⊂ X∗∗. By
Reflexivity Theorem, we finally obtain X = X∗. ⊓⊔
Let G be semisimple, V = g be the adjoint representation. Then the
Killing form (·, ·) is G-invariant, R(g) is the cone of nilpotent elements. Since
there are finitely many nilpotent orbits, we can apply the previous Theorem.
For any x ∈ g the orthogonal complement (ad(g)x)⊥ is identified with the
centralizer gx of x in g. Therefore, a nilpotent orbit O = Ad(G)x has a self-
dual projectivization if and only if the centralizer gx belongs to R(g), i.e. has
no semi-simple elements. These orbits are called the distinguished nilpotent
orbits. For example, the regular nilpotent orbit (the orbit dense in R(g)) is
distinguished, hence the null-cone R(g) itself has a self-dual projectivization.
The distinguished nilpotent orbits are, in a sense, the building blocks for
the set of all nilpotent orbits. Namely, due to the Bala–Carter correspon-
dence [BCa1, BCa2] the set of all nilpotent orbits in a semisimple Lie algebra
g is in the natural bijection with the set of isoclasses of pairs (l,O), where
l ⊂ g is a Levi subalgebra and O ⊂ l is a distinguished nilpotent orbit in [l, l].
10.4 Linear Systems of Quadrics of Constant Rank
10.4 Linear Systems of Quadrics of Constant Rank 173
Theorem 10.28 ([IL]) Let X ⊂ PN be a smooth n-dimensional variety.
If H ∈ X∗sm then the projective second fundamental form |II|H of X∗ at
H is a system of quadrics of projective dimension def X and constant rank
n− defX.
This Theorem (analogous to Theorem 6.12) leads to the examination of
linear systems of quadrics of constant rank.
More generally, let V = Cm, W = Cn and let A ⊂ Hom(V,W ) (resp. A ⊂
S2V ∗, resp. A ⊂ Λ2V ∗) be a linear subspace.
Definition 10.29 A is said to be of bounded rank r if for all f ∈ A, rank f ≤
r. A is said to be of constant rank r if for all non-zero f ∈ A, rank f = r. A is
said to be of rank bounded below by r if for all non-zero f ∈ A, rank f ≥ r.
We define the numbers
l(r,m, n) = max{dimA |A ⊂ Hom(V,W ) is of constant rank r}
l(r,m, n) = max{dimA |A ⊂ Hom(V,W ) is of bounded rank r}
l(r,m, n) = max{dimA |A ⊂ Hom(V,W ) is of rank bounded below by r}
Similarly, define c(r,m), c(r,m), and c(r,m) in the symmetric case and
λ(r,m), λ(r,m), and λ(r,m) in the skew-symmetric case. Recall that any
skew-symmetric matrix has even rank.
Proposition 10.30 ([IL]) The upper bounds for dimensions of linear sub-
spaces of matrices of rank bounded below by r are as follows.
(a) l(r,m, n) = (m− r)(n − r);
(b) c(r,m) =
(
m−r+1
2
)
;
(c) λ(r,m) =
(
m−r
2
)
, r even.
Proof. Let
Xr = {f ∈ P(Hom(V,W )) | rank f ≤ r}
and similarly for Xcr ⊂ P(S2V ) and Xλr ⊂ P(Λ2V ). Clearly, l(r,m, n) =
codimXr, c(r,m) = codimX
c
r , and λ(r,m) = codimX
λ
r . Now the theorem
follows by an easy dimension count. ⊓⊔
Given a linear subspace A ⊂ Hom(V,W ) we can also consider A as a
linear subspace Ac of S2(V ∗⊕W ) or a linear subspace Aλ of Λ2(V ∗⊕W ). In
matrix form, for any matrix a ∈ A we associate a symmetric matrix ac ∈ Ac
or skew-symmetric matrix aλ ∈ Aλ of the form
ac =
(
0 a
at 0
)
, aλ =
(
0 a
−at 0
)
.
If A has constant rank r (resp. bounded rank r, resp. rank bounded below by
r) then Ac and Aλ have constant rank 2r (resp. bounded rank 2r, resp. rank
bounded below by 2r). Ac and Aλ are called doublings of A.
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Proposition 10.31 ([IL]) The lower bounds for dimensions of linear sub-
spaces of matrices of constant rank are as follows.
(a) If 0 < r ≤ m ≤ n then l(r,m, n) ≥ n− r + 1.
(b) If r ≥ 2 is even then c(r,m) ≥ m− r + 1 and λ(r,m) ≥ m− r + 1.
Proof. Xr−1 ⊂ P(Hom(Cr,Cn) has codimension n− r+1. Thus we can find
an (n−r+1)-dimensional subspace A ⊂ Hom(Cr,Cn) of constant rank r and
(a) follows. The doublings of A produce (n − r + 1)-dimensional subspaces
Ac ⊂ S2Cr+n and Aλ ⊂ Λ2Cr+n of constant rank 2r. This implies (b). ⊓⊔
Any linear map ψ : A→ Hom(V,W ) can be viewed as an element of
A∗ ⊗Hom(V,W ) = H0(P(A),OP(A)(1))⊗Hom(V,W )
= H0(P(A),OP(A)(1)⊗Hom(V,W )).
Thus to give a linear map A→ Hom(V,W ) (say, embedding) is the same as
to give a vector bundle map
ψ : V ⊗OP(A) →W ⊗OP(A)(1)
on P(A). Let K, N , and E be the kernel, the cokernel, and the image of
ψ. Then it is easy to see that ψ is an embedding of constant rank r if and
only if all K, N , and E are vector bundles of ranks dim V − r, dimW − r,
and r if and only if any of K, N , and E is a vector bundle of rank as above.
Therefore, all embeddings A ⊂ Hom(V,W ) of constant rank are in one-one
correspondence with exact sequences of vector bundles
0→ K → OP(A) ⊗ V → E → 0 and 0→ E → OP(A)(1)⊗W → N → 0.
Similarly, all embeddings A ⊂ S2V (resp. A ⊂ Λ2V ) of constant rank are in
one-one correspondence with exact sequences of vector bundles
0→ K → OP(A) ⊗ V ∗ → E → 0,
where E is a rank r vector bundle such that E ≃ E∗(1) and this isomorphism
is symmetric (resp. skew-symmetric).
Theorem 10.32 ([IL])
(a) Let A ⊂ S2V or A ⊂ Λ2V be a constant rank r subspace, dimA ≥ 2.
Then E is a uniform vector bundle of splitting type Or/2
P1
⊕ Or/2
P1
(1). In
particular, r is even.
(b) If r is odd then c(r,m) = λ(r,m) = 1.
Proof. (a) The proof is by the same argument as in the proof of Theorem 6.14
(b).
(b) This follows from (a). However, in the symmetric case it was also
known classically as a consequence of the Kronecker–Weierstrass theory
giving a normal form for pencils of symmetric matrices of bounded rank,
see [Gan, HP, Me]. ⊓⊔
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Theorem 10.33 ([E1, IL]) A smooth n-dimensional projective variety X ⊂
PN with positive defect def X determines a (def X + 1)-dimensional linear
subspace A ⊂ S2CN−1−defX with associated short exact sequence
0→ N∗XH(1)|L → OL ⊗ CN−1−defX → NLX → 0,
where H ∈ X∗sm and L = SingX ∩H is the contact locus.
Proof. Recall that L is a projective subspace of dimension def X . We have
the following exact sequence
0→ NLX → NLH → NXH |L → 0
which holds because H is tangent to X along L. Dualising and twisting by
OL(1) we get
0→ N∗XH(1)|L → N∗LH(1)→ N∗LX(1)→ 0.
It remains to use the fact that NLH ≃ OL(1) ⊗ CN−1−defX and, most im-
portantly, that NLX ≃ N∗LX(1) by Theorem 6.14 (a). ⊓⊔
The following theorem is a consequence of the general theory of uniform
vector bundles [Sa].
Theorem 10.34 ([E1, IL])
(a) Suppose that A ⊂ S2V is a linear (l+1)-dimensional subspace of constant
rank r. Let 0 → K → OP(A) ⊗ V ∗ → E → 0 be the corresponding exact
sequence of vector bundles. If r ≤ l then E ≃ Or/2
P(A) ⊕ Or/2P(A)(1) unless
r = l = 2 and E = TP2(−1).
(b) Suppose that X ⊂ PN is a smooth projective variety. Let L be a contact
locus with a generic tangent hyperplane. If def X ≥ N/2, then
NLX = O(dimX−defX)/2L ⊕O(dimX−defX)/2L (1).
Proof. (a) Indeed, E is uniform by Theorem 10.32 (a). Therefore, if r ≤ l
then E either splits into a direct sum of line bundles or E is isomorphic to
TPl(a) or T ∗Pl(a) by [Sa]. If E splits then E ≃ Or/2
P(A) ⊕ Or/2P(A)(1) by Theo-
rem 10.32 (a). Suppose now that E is isomorphic to TPl(a) or T ∗Pl(a). Since
E ≃ E∗(1), the first Chern class c1(E) is equal to (l/2)H , where H is the
class of the hyperplane section. Taking first Chern classes we conclude that
E is isomorphic either to TP2(−1) or to T ∗P2(2), but these last two bundles
are isomorphic.
(b) Let dimX = n and def X = k. By (a) and by Theorem10.33 we
see that NLX is isomorphic to either O(n−k)/2L ⊕ O(n−k)/2L (1) or TP2(−1).
However, in the last case n = 4, k = 2, therefore X is a projective bundle
PC(F ) over a curve C by Example 6.17. Then L is embedded as a 2-plane in
a fibre f of PC(F ). Consider the exact sequence
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0→ NLf → NLX → NfX |L → 0.
Since NLf = OL(1) and NfX = Of , this exact sequence reduces to
0→ OL(1)→ NLX → OL → 0.
It follows that NLX = OL ⊕OL(1). ⊓⊔
The following theorem was proved in [W]. Weaker results (but similar
arguments) first appeared in [Sy].
Theorem 10.35 ([W]) Suppose 2 ≤ r ≤ m ≤ n. Then
(a) l(r,m, n) ≤ m+ n− 2r + 1.
(b) l(r,m, n) = n− r + 1 if n− r + 1 does not divide (m− 1)!/(r − 1)!.
(c) l(r, r + 1, 2r − 1) = r + 1.
Sketch of the proof. Let A ⊂ Hom(V,W ) be an l-dimensional linear sub-
space of constant rank r, dimV = m, dimW = n, m ≥ n. Let
0→ K → OP(A) ⊗ V → E → 0 and 0→ E → OP(A)(1)⊗W → N → 0
be the corresponding exact sequences of vector bundles. Then we have the
following equations of Chern classes c(K)c(E) = 1 and c(E)c(N) = (1+H)n,
where H is the class of the hyperplane section. Thus, c(K)(1 +H)n = c(N).
If n − r + 1 ≤ i ≤ l − 1 then ci(N) = 0 and looking at the coefficient of Hi
we get
m−r∑
j=0
(
n
i− j
)
kj = 0,
where cj(K) = kjH
j and we use the convention that
(
n
i
)
= 0 if i < 0 or
i > n. The coefficient matrix of this system of linear equations is((
n
i− j
))
0≤j≤m−r, n−r+1≤i≤l−1
.
If l = m+ n− 2r + 2 then this is square invertible matrix with determinant∏m−r
j=0 j!. Thus k0 = 0 which is a contradiction since k0 = 1. This proves (a).
Proofs of (b) and (c) can be found in [W]. Notice that by Proposition 10.31
(a) we have l(r,m, n) ≥ n− r + 1, so only the opposite inequality should be
proved. ⊓⊔
Another possible way of proving Theorem 10.35 (a) is to use the following
theorem of R. Lazarsfeld (its application is immediate):
Theorem 10.36 ([La1]) Let X be l-dimensional projective variety. Let E
and F be vector bundles of ranks m and n, respectively. Suppose that E∗⊗F
is ample and there is a constant rank r vector bundle map E → F . Then
l ≤ m+ n− 2r.
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The (partial) symmetric analogue of this theorem was found in [IL]. The-
orems 10.36 and 10.37 (and their proofs) are analogous to results related to
the problem of the non-emptiness and the connectedness of degeneracy loci,
see [La1, FL1, HT, HT1, Tu, IL].
Theorem 10.37 ([IL]) Let X be a smooth simply connected m-dimensional
variety. Let E be a rank n vector bundle on X, and L a line bundle on X.
Suppose that S2E∗⊗L is an ample vector bundle and that there is a constant
even rank r symmetric bundle map E → E∗ ⊗ L. Then m ≤ n− r.
Proof. Consider the projective bundle π : P(E)→ X . The symmetric bun-
dle map E → E∗ ⊗ L defines a section s ∈ H0(X,S2E∗ ⊗ L) which pulls
back to give a section π∗s ∈ H0(P(E), π∗(S2E∗ ⊗ L)). There is a natural
map π∗π∗OP(E)(2) → OP(E)(2). Since π∗OP(E)(2) ≃ S2E∗ this gives af-
ter tensoring with π∗L a map u : π∗(S2E∗ ⊗ L) → OP(E)(2) ⊗ π∗L. Let
t = u ◦ π∗s ∈ H0(P(E),OP(E)(2) ⊗ π∗L). Let Y ⊂ P(E) be the zero locus
of t.
Let x ∈ X . The section t at [v] ∈ P(E(x)) is the linear map λ →
s(x)(v, v)λ and so vanishes if and only if s(x)(v, v) = 0. But by the hy-
pothesis, this defines a rank r quadric hypersurface in P(E(x)). Therefore,
the fiber of πY : Y → X over each x ∈ X is a rank r quadric hypersurface
in P(E(x)).
We claim thatOP(E)(2)⊗π∗(L) is ample on P(E). Indeed, since S2E∗⊗L is
ample on X , OP(S2E∗⊗L)(1) is ample on P(S2E∗⊗L). Clearly, P(S2E∗⊗L) ≃
P(S2E∗) and OP(S2E∗⊗L)(1) ≃ OP(S2E∗)(1)⊗ σ∗L, where σ : P(S2E∗)→ X
is the natural projection. Therefore, OP(S2E∗)(1)⊗σ∗L is ample on P(S2E∗).
The second Veronese map gives an inclusion i : P(E) ⊂ P(S2E∗) such that
π = i ◦ σ. Then i∗OP(S2E∗)(1) = OP(E)(2). So i∗(OP(S2E∗)(1) ⊗ σ∗L) ≃
OP(E)(2) ⊗ π∗L is ample on P(E) as required. In particular, P(E) \ Y is
an affine variety and its homology vanishes above its middle dimension:
Hi(P(E) \ Y,C) = 0 for i ≥ m+ n.
Let K denote the kernel and F denote the image of the map E → E∗⊗L.
Then since the map has constant rank r, K and F are vector bundles on X of
ranks n−r and r respectively. Since the map is symmetric, there is a symmet-
ric isomorphism F ≃ F ∗⊗L. We have a natural map p : P(E)\P(K)→ P(F )
given on the fibers by the linear projection centered at P(K(x)) ⊂ P(E(x)).
Then p is a Cn−r-fiber bundle.
The isomorphism F ≃ F ⊗ L determines a hypersurface Z ⊂ P(F )
such that if ρ : P(F ) → X is the natural projection then the fiber of
ρ|Z : Z → X over each x ∈ X is a smooth quadric in P(F (x)). Now
P(K) ⊂ Y and so p restricts to a Cn−r-fiber bundle P(E) \ Y → P(F ) \ Z.
Thus, Hi(P(E) \ Y,C) ≃ Hi(P(F ) \ Z,C) and by Lefschetz duality this
is isomorphic to H2(m+r−1)−i(P(F ), Z,C). Hence Hi(P(F ), Z,C) = 0 for
i ≤ 2r + m − n − 2 and then using the long exact sequence of the pair
(P(F ), Z) we conclude that Hi(Z,C) ≃ Hi(P(F ),C) for i ≤ 2r +m− n− 3.
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Both bundles ρ : P(F ) → X and ρ|Z : Z → X have smooth fibers and
are defined over smooth simply-connected variety. Therefore, by Deligne’
theorem [GH1], the Leray spectral sequence for ρ and ρ|Z degenerates at
the E2 term. It follows that H
∗(P(F ),C) = H∗(X,C) ⊗ H∗(Pr−1,C) and
H∗(Z,C) = H∗(X,C)⊗H∗(Q,C), where Q ⊂ Pr−1 is a smooth quadric. Let
bj(B) = dimH
j(B,C be the Betti numbers. Then it is well-known that
bi(P
r−1) =
{
1 for even i, 0 ≤ i ≤ 2(r − 1)
0 otherwise.
Since r is even, we have
bi(Q) =
{
1 for even i, 0 ≤ i ≤ 2(r − 2)
2 i = r − 2
0 otherwise.
It follows that br−2(P(F ) 6= br−2(Z). Since bi(P(F ) = bi(Z) for i ≤ 2r+m−
n− 3, we finally obtain r− 2 > 2r+m− n− 3. Equivalently, m ≤ n− r. ⊓⊔
As an easy application of Theorem 10.37 we have the following theorem.
Theorem 10.38 ([IL]) Let V be an m-dimensional vector space, let r > 0
be an even number
max{dimA |A ⊂ P(S2V ∗) is of constant rank r} = m− r.
Example 10.39 Theorems 10.28 and 10.38 combined furnish a new proof
of the formula dimX∗ ≥ dimX (Theorem 5.13 (b)).
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