Opinion formation in time-varying social networks: The case of the
  naming game by Maity, Suman Kalyan et al.
ar
X
iv
:1
20
4.
11
60
v2
  [
ph
ys
ics
.so
c-p
h]
  1
9 S
ep
 20
18
Opinion formation in time-varying social networks:
The case of naming game
Suman Kalyan Maity,∗ T. Venkat Manoj,† and Animesh Mukherjee‡
Department of Computer Science and Engineering,
Indian Institute of Technology, Kharagpur, India – 721302
We study the dynamics of the naming game as an opinion formation model on time-varying social
networks. This agent-based model captures the essential features of the agreement dynamics by
means of a memory-based negotiation process. Our study focuses on the impact of time-varying
properties of the social network of the agents on the naming game dynamics. In particular, we
perform a computational exploration of this model using simulations on top of real networks. We
investigate the outcomes of the dynamics on two different types of time-varying data - (i) the
networks vary on a day-to-day basis and (ii) the networks vary within very short intervals of time
(20 seconds). In the first case, we find that networks with strong community structure hinder
the system from reaching global agreement; the evolution of the naming game in these networks
maintains clusters of coexisting opinions indefinitely leading to metastability. In the second case,
we investigate the evolution of the naming game in perfect synchronization with the time evolution
of the underlying social network shedding new light on the traditional emergent properties of the
game that differ largely from what has been reported in the existing literature.
PACS numbers: 89.75.-k, 05.65.+b, 89.65.Ef
I. INTRODUCTION
Social networks are inherently dynamic. Social inter-
actions and human activities are intermittent, the neigh-
borhood of individuals moving over a geographic space
evolves over time, links appear and disappear in the
World-Wide-Web. The essence of social network lies
in its time-varying nature. Links may exist for a cer-
tain time period and may be recurrent. In summary, as
time progresses, the societal structure keeps changing.
Similarly, with the evolution of time, social conventions,
shared cultural and linguistic patterns reshape them-
selves. Opinions spread, some get trapped into communi-
ties, some cross the barrier of local groups/communities
and become accepted globally among different commu-
nities and some die competing with others. Most of
these social phenomena can be modeled and analyzed
in a time-varying framework. Almost all previous work
is limited to the analysis of the naming game dynam-
ics on static networks [1–9]. Therefore, in this paper,
we focus on the competing opinion formation over time-
varying real-world social networks. One way of viewing
at time-varying networks is as a series of static graphs ac-
cumulated over a fixed time interval; however these kind
of networks do not always perfectly capture the tempo-
ral ordering of the links appearing in the system which
may sometimes lead to over/under-estimation of network
topologies. Thus, we plan to investigate the opinion for-
mation process on both the accumulated static graphs as
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well as on its detailed time-resolved counterpart.
In this paper, we focus on the basic Naming Game
model (NG) [1] to study how opinions spread with time
and how societies move towards consensus in the adop-
tion of a single opinion through negotiation or agree upon
multiple opinions due to non-uniform interaction pattern
among different communities. The evolution of the sys-
tem in this model takes place through the usual local
pairwise interactions among artificial agents that neces-
sarily capture the generic and essential features of an
agreement process. This model was expressly conceived
to explore the role of self-organization in the evolution
of languages [10, 11] and has acquired a paradigmatic
role in semiotic dynamics that studies evolution of lan-
guages through invention of new words, grammatical con-
structions and more specifically, through adoption of new
meaning for different words. NG finds wide applications
in various fields ranging from artificial sensor network as
a leader election model [12] to the social media as an
opinion formation model.
The minimal naming game consists of a population of
N agents observing a single object in the environment
(may be a discussion on a particular topic) and opining
for that by means of communication with one another
through pairwise interactions, in order to reach a global
agreement. The agents have at their disposal an internal
inventory, in which they can store an unlimited num-
ber of different words or opinions. At the beginning, all
the individuals have empty inventories. At each time
step, the dynamics consists of a pairwise interaction be-
tween randomly chosen individuals. The chosen individ-
uals can take part in the interaction as a “speaker” or as
a “hearer.” The speaker voices to the hearer a possible
opinion for the object under consideration; if the speaker
does not have one, i.e., his inventory is empty, he invents
2an opinion. In case where he already has many opinions
stored in his inventory, he chooses one of them randomly.
The hearer’s move is deterministic: if she possesses the
opinion pronounced by the speaker, the interaction is a
“success”, and in this case both speaker and hearer retain
that opinion as the right one, removing all other compet-
ing opinions/words from their inventories; otherwise, the
new opinion is included in the inventory of the hearer,
without any cancellation of opinions in which case the
interaction is termed as a “failure” (see fig 1). The game
is played on a fully connected network, i.e., every agent
can, in principle, communicate with every other agents,
and makes the following assumption. It is assumed that
there can be potentially huge number of opinions for a
particular topic so that the probability that two players
will ever invent the same opinion at two different times is
practically negligible and that the environment consists
of a single topic of discussion.
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FIG. 1: (Color online) Agent’s interaction rules in basic NG.
Suppose there is a topic on which a discussion is going on,
say “Who is the greatest tennis player?”. (Top) The speaker
chosen at random, opines for “Federer” (also chosen randomly
from his inventory of opinions). Now, the hearer (again chosen
at random) does not have this opinion in her inventory, and
therefore she adds the opinion “Federer” in her inventory and
the interaction is a failure . (Bottom) The speaker opines
for “McEnroe” and in this case the opinion is present in the
hearer’s inventory. Therefore, they delete all other opinions
except “McEnroe”. The interaction this time is a success.
Although the system reaches a global consensus
through the invention and decay of opinions, it is in-
teresting to note the important differences from other
opinion formation models. In Axelrods model [13], each
agent is endowed with a vector of opinions, and can inter-
act with other agents only if their opinions are already
close enough; in Sznajds model [14] and in the Voter
model [15], the opinion can take only two discrete val-
ues, and an agent takes deterministically the opinion of
one of its neighbors. Further in [16], opinion is modeled
as a unique variable and the evolution of two interacting
agents is deterministic. In the naming game model on
the other hand, each agent can potentially have an un-
limited number of possible discrete states (or opinions)
at the same time, accumulating in his/her memory differ-
ent possible opinions; the agents are able to “wait” before
reaching a decision. Moreover, each dynamical step can
be seen as a negotiation between a speaker and a hearer,
with a certain degree of stochasticity.
Most previous studies of the NG model in semi-
otic/opinion dynamics have focused on populations of
agents in which all pairwise interactions are allowed,
i.e., the agents are placed on the vertices of a fully
connected graph [1, 17]. Apart from this mean-field
case, the model has also been studied on regular lat-
tices [2, 3]; small world networks [3–6]; random geometric
graphs [3, 18, 19]; static [7–9], dynamic and adaptive [20]
and empirical [21] complex networks.
In this paper, we consider the NG dynamics on two
different types of time-varying data; one varying on a
day-to-day basis while another varying over very short
intervals of time (20 seconds). In the first case, we ob-
serve that networks with strong community structures
delay the convergence due to co-existence of competing
and long-lasting clusters of opinions. In the second case,
the games are played in perfect synchronization with the
time-evolution of the network. In this case, we observe
that the global observables are markedly different from
the case where the games are played on the static (and
composite) version of the same network as well as from
the traditional results reported in the literature.
The rest of the paper is organized as follows. In Section
2, we describe the datasets on which we investigate the
naming game dynamics in a time-varying social scenario.
Section 3 provides the elaborate model description. In
Section 4, we present the results and provide explanations
for our findings. Finally, conclusions are drawn in section
5.
II. DATASETS
For the purpose of the investigation of the NG
dynamics on time-varying networks, we consider two
specific real-world face-to-face contact datasets and
present our results on each of them. Both the
datasets are obtained from SocioPatterns Collaboration
(http://www.sociopatterns.org/datasets/). The data
collection infrastructure uses active RFID devices embed-
ded in conference badges to detect and store face-to-face
proximity relations of persons wearing the badges. These
devices can detect face-to-face proximity (1-1.5 meter) of
individuals wearing the badge with a temporal resolution
of 20 seconds. A detailed description of the datasets on
which we conduct our experiments are as follows:
SCIENCE GALLERY: The dataset comprises of
face-to-face interaction data of visitors of the Science
Gallery in Dublin, Ireland during the spring of 2009 at
the event of art-science exhibition “INFECTIOUS: STAY
AWAY” [22].
3a) Cumulative data per day (SGDAY ): This comprises
of 69 weighted networks of the visitors of the Science
Gallery each representing a cumulative static aggrega-
tion network of a single day. Each of these daily inter-
action networks are obtained by aggregating the contact
sequences for a period of 24 hours. The nodes in these
networks represent visitors of the Science Gallery while
an edge is drawn between two nodes if at least one con-
tact was detected between those nodes during the inter-
val of aggregation. Thus, every edge is weighted by the
number of 20 seconds intervals during which the corre-
sponding individuals have been in close-range proximity.
In other words, if i and j remain in contact form number
of 20s interval then the weight wij = m.
b) Time resolved data (SGSECS): This dataset con-
sists of time-varying versions of the networks for each
of the 69 days. On each day, the evolution of the face-
to-face interactions of the agents is captured by varying
snapshots of the interaction network obtained after every
20 second time interval.
HYPERTEXT, 2009 (HTSECS): The face-to-face
interaction data of the conference attendees of ACM Hy-
pertext 2009 held in Institute for Scientific Interchange
Foundation in Turin, Italy, from June 29th to July 1st,
2009, where the SocioPatterns project deployed the Live
Social Semantics application. The dataset contains the
dynamical network of face-to-face proximity of 113 con-
ference attendees over about 2.5 days.
III. THE MODEL DESCRIPTION
The basic NG Model can be summarized as follows.
At each time step (t = 1, 2, ..) two agents are randomly
selected to interact: one of them plays the role of speaker,
the other one that of hearer. The interactions obey the
following rules
• The speaker voices an opinion from his list of opin-
ions to the hearer. (If the speaker has more than
one opinion on his list, he randomly chooses one; if
he has none, he invents a brand new opinion [30])
• If the hearer has this opinion, the communication
is termed “successful”, and both players delete all
other opinions, i.e., collapse their list of opinions
to this one opinion. Therefore, they meet a local
agreement.
• If the hearer does not have the opinion transmitted
by the speaker (termed “unsuccessful” communica-
tion), she adds the opinion to her list of opinions
without any deletion.
Note that in this model any agent is free to interact with
any other agent, i.e., the underlying social structure is
assumed to be fully connected. For the purpose of our
analysis however, we assume that the agents are embed-
ded on realistic social networks (i.e., SG and HT) that
are continuously varying over time. In this case, although
the basic rules of the game remain exactly same, the only
issue is to devise a strategy for the speaker-hearer selec-
tion. We consider two variants of this selection, the first
one being suitable for the SGDAY dataset and the second
one for the SGSECS and HTSECS dataset.
Strategy I (weighted version): Here we randomly
select a speaker and preferentially choose a hearer among
his neighbors. Our intention is to simulate an important
criterion: we talk most preferably to those with whom we
had already met before. This is implemented as follows:
• The speaker i is selected randomly.
• The hearer j is chosen from among the neighbors
of i such that it is more likely that i shares a high-
weighted link with j, i.e., the choice is according to
the probability
pij =
wij∑k
j=1 wij
where wij (see section II for definition) is the edge
weight between the pair i and j while k is the num-
ber of neighbors of i.
Strategy II (unweighted version): This variant is
quite straight-forward. We choose a random speaker and
a random hearer among his neighbors to impart equal
importance to each pair of connections.
The main quantities of interest which describe the
emergent properties of the system are
• the total number Nw(t) of words/opinions in the
system at the time t (i.e., the total size of the mem-
ory);
• the number of different words/opinionsNd(t) in the
system at the time t;
• the average success rate S(t), i.e., the probabil-
ity, computed averaging over many simulation runs,
that the chosen agent gets involved in a successful
interaction at a given time t.
From a global perspective, the quantities which are
of interest are the time to reach the global consensus
(tconv), the maximum memory required by the agents
during the process (Nmaxw ) and the time required to reach
this memory peak (tmax).
IV. RESULTS AND DISCUSSIONS
In this section, we present the results of the analysis
of the NG dynamics on the SGDAY , SGSECS and the
HTSECS datasets.
A. Analysis on day-wise SGDAY dataset
We have studied the opinion formation process on the
69 days of close interactions among the visitors for the
4SGDAY dataset. We play the naming game on each of
the composite daily networks of 69 days seperately fol-
lowing Strategy I until we reach consensus. Note that we
are still playing NG on static and composite versions of
the networks obtained at the end of each of the 69 days
seperately. The primary focus of this study is to find
the day-to-day differences in the behavior of the global
quantities obtained by playing the NG until consensus is
reached on the top of each of the 69 instances individ-
ually. These composite instances can be thought of as
69 different societal structures (with a certain amount of
overlap in the nodes between any two consecutive days)
and the objective here is to investigate how the day-to-
day variability of this structure affect the opinion for-
mation in terms of the global quantities of interest. The
sizes of the giant component in these networks are not al-
ways O(N). Therefore, for such disconnected networks,
the NG will never reach consensus on only one opinion
because the network is inherently broken into several con-
nected components with no links among them to propel
opinion shift. In particular, Nd(t) never converges to 1.
Therefore, in such cases we redefine tconv as the time to
reach the following state: Nw(t) = N and Nd(t) = c
where c is the number of disconnected components (sig-
nifying one opinion per component as the convergence
criteria). In the rest of this section, we shall analyze how
the opinion dynamics gets affected as the underlying net-
work structure varies on a day-to-day basis.
1. Analysis of Nmaxw
One of the important observables for the NG dynamics
is the memory peak, i.e., the maximum memory required
by the system during the course of the dynamics. It is in-
teresting to note how this memory peakNmaxw varies with
the population size N (see fig 2(a) [31]) over the days.
In particular, this quantity has a linear scaling with the
population size N (see fig 2(b)). This relationship is in
agreement with what has been observed in the literature
for small-world, scale-free and random networks [6, 7]
where Nmaxw scales as O(N).
2. Analysis of tmax
Another important global quantity of the dynamics is
the time required by the population of agents to reach the
memory peak (i.e., Nmaxw ). Fig 2(c) once again shows a
strong correlation of tmax with the population size N .
The relationship is further explored in fig 2(d) where a
linear scaling is observed between them. This observation
is also in perfect agreement with the existing literature.
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FIG. 2: (Color online) Scaling relation of Nmaxw and tmax
with population size N . (a) Temporal behavior of Nmaxw and
the population size N for each of the 69 instances. Data
are smoothed by taking sliding window moving average with
window size of 7. (b) Scaling of Nmaxw with N which is linearly
fitted. The inset shows the scaling of Nmaxw in networks where
the edges with weights below values 1, 2 and 5 respectively are
filtered out. All these curves are linearly fitted. (c) Variation
of tmax and population size N with time. Data are smoothed
taking sliding window moving average with window size of 7.
(d) Scaling of tmax with N which is linearly fitted. The inset
shows the scaling of tmax in networks where the edges with
weights below values 1, 2 and 5 respectively are filtered out.
All these curves are linearly fitted.
3. Analysis of tconv
The most important observable for the NG dynamics
is the time to reach the global agreement tconv. Unlike
the other observables, tconv does not show a direct cor-
respondence with the population size N (see fig 3(a) and
(b)). This behavior of tconv is not in lines of the exist-
ing literature where it is usually noted that tconv ∼ N
1.4.
Therefore the natural question that needs to be addressed
is that what is (are) the property(s) of the underlying
network that leads to such a non-conforming behavior of
tconv.
In fact, the answer to this question lies in the com-
mon behavior of real-world social networks. These net-
works typically consist of a number of communities;
nodes within communities are more densely connected,
while links bridging communities are sparse. The ef-
fect of the community structure plays a dominant role
with the emergence of long-lasting multi-opinion states
at the late stage of the dynamics which has also been
observed in [7] and [21]. We observe that each com-
munity reaches internal consensus fast but the weak con-
nections between communities are not sufficient for opin-
ions to propagate from one community to the other lead-
ing to long multi-opinion states which are also known as
“metastable states” in the statistical physics literature.
Formally, a metastable state is a state of the dynamics
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FIG. 3: (Color online) (a) Temporal behavior of tconv and
the population size N . Data are smoothed by taking sliding
window moving average with window size 7. (b) Scatter plot
of tconv versus N . Each datapoint is the average of 100 simu-
lation runs. The standard error for each datapoint is plotted
as errorbars. (c) Variation of sp(s) vs s at t = 105 (represen-
tative) for day 9 where s is the community size and sp(s) is
the fraction of times the agents belonging to a community of
size s are chosen as speakers. (d) Temporal behavior of SS(t),
BB(t) and BS(t) for day 9 data. (e) Correlation of tconv with
variance of community sizes var(s) detected by various com-
munity detection algorithms NGR, NCM and EV. The curves
are smoothed by taking sliding window moving average with
window size 20.
where global shifts are always possible but progressively
more unlikely and the response properties depend on the
age of the system [23]. Community structures are essen-
tially authentic signatures of metastability that inhibits
the dynamics leading to very slow convergence.
Presence of community structures slows down the dy-
namics, however, what renders the system even slower
is the presence of different-sized communities. The rea-
son for this is quite straight-forward: the agents that are
part of a larger size community have a higher probabil-
ity of being chosen for a game than those belonging to
a smaller size community. This is a reminiscent of the
fact that the speakers are always chosen randomly which
automatically increases the chances of landing in a larger
size community simply because a larger bulk of the pop-
ulation is confined within this community (see fig 3(c)).
Therefore, even after consensus is reached in a large com-
munity, the system keeps on choosing agents from this
community itself mostly resulting in “success with no
outcome”. Further, since the inter-community links are
weak, and agents from smaller communities are rarely
chosen the overall state of the system hardly changes,
thereby, always keeping the agents away from the global
consensus. This is also supported by the fig 3(d) where
we propose three metrics SS(t), BB(t), BS(t) represent-
ing the fraction of games upto time t played by a pair
of agents both belonging to smaller communities, both
belonging to bigger communities and one belonging to
the bigger and other to the smaller community respec-
tively. We see that the games are played mostly by agents
both belonging to larger communities followed by agents
both belonging to smaller community whereas the games
which involve one agent from a large community and the
other from a small community are the least in number.
This phenomenon is reflected throughout the game dy-
namics. Further, we report in fig 3(e) the correlation of
tconv with the variance of the community sizes. The basic
idea is as follows: if a network gets decomposed into m
communities each of size s1, s2, ..., sm then we calculate
the statistical variance of this size distribution and plot
it against tconv. For the purpose of community analysis,
we use three standard algorithms - Newman and Girvan
(NGR) [24], Newman, Clauset and Moore (NCM) [25]
and community detection by eigen vector (EV) [26] and
in each case we observe that tconv has a strong positive
correlation with the variance of the community sizes (see
fig 3 (e)).
4. Effect of edge weights
We observe that the naming game dynamics exhibits
very similar behavior irrespective of the fact whether
the underlying network is weighted or unweighted (see
fig 4(a), (b) and (c)). We conjecture that this is because
various topological properties of the weighted and un-
weighted versions of the same network are correlated to
a significant extent. For instance, there is a strong corre-
lation between the average degree 〈k〉 (unweighted net-
work) and the average strength 〈s〉 (weighted network)
(fig 4(d)). The weighted clustering coefficient Cw is al-
most perfectly correlated to the unweighted clustering
coefficient C (see fig 4(e)). Further, the weighted average
nearest neighbor degree 〈kwnn〉 and the unweighted aver-
age nearest neighbor degree 〈knn〉 are perfectly correlated
with linear dependency in between them (see fig 4(f)).
All these observations can be possibly attributed to the
fact that a huge majority of the links in the weighted
networks have very low weights [32] (on an average 67
% of the edges have weights below 5) which make them
roughly equivalent in structure to their unweighted coun-
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FIG. 4: (Color online) Effect of edge weights on the dynamics.
Temporal evolution of (a) Nmaxw , (b) tmax and (c) tconv for
NG on the weighted and the unweighted network respectively.
Data are smoothed by taking sliding window moving average
with window size 7 . (d) Variation of 〈k〉 with 〈s〉. (e) Vari-
ation of Cw with C. The curve is linearly fitted (R2 = 0.85).
(f) Variation of 〈kwnn〉 with 〈knn〉. The curve is linearly fitted
(R2 = 1).
terparts. However, a deeper analysis on this issue re-
mains a part of our future scope.
5. Examples of individual instances
In this subsection, we dig deeper into the individual
snapshots to have a more clear understanding of the on-
going dynamics. From the 69 instances, we present four
representative cases that roughly capture all the differ-
ent characteristics found across the instances. The degree
and the strength (i.e., weighted degree) distributions of
these networks are shown in fig 5. Note that the degree
and the strength distributions exhibit very similar behav-
ior for all the four networks - this is in correspondence
with the observations made in the previous subsection.
Both these distributions roughly indicate a small initial
power-law regime followed by a cut-off. Although these
statistical distributions look fairly similar, the outcome
of the naming game dynamics as we shall see, is largely
different across these networks.
Two among these, consist of disconnected components
while the other two are single connected components.
Further, two of them (one connected and the other dis-
connected) show fast convergence while the other two
(again one connected and the other disconnected) show
slow convergence triggered by the presence of community
structures leading to metastability. Here we propose two
metrics to capture the two distinct behaviors of the con-
vergence time. The first one is the average number of
unique words per community which is denoted by U(t)
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FIG. 5: (Color online) (a) Cumulative Degree distribution
(greater than type) (b) Cumulative strength distribution
(greater than type) for four representative networks.
and defined as follows:
U(t) =
∑C
i=1 |Ai|
C
where C is the number of communities and Ai is the list
of unique words in community i.
The second metric we propose is the average overlap
of unique words across communities which is denoted by
Oc(t) and defined as follows:
Oc(t) =
2
C(C − 1)
∑
i>j
2(|Ai
⋂
Aj |)√
2(|Ai|2 + |Aj |2)
We consider the daily networks of 9th, 20th, 22nd and
102 104 106 108 1010t
101.5
101.8
102.1
102.4
N w
(t) day 9
day 20
day 22
day 26
100 102 104 106 108 1010t
1
4
16
64
N d
(t)
day 9
day 20
day 22
day 26
104 106 108 1010t
1
2
U
(t)
day 9
day 20
day 22
day 26
104 106 108 1010t
0.1
0.2
0.5
1
O c
(t) day 9
day 20
day 22
day 26
(a) (b)
(c) (d)
FIG. 6: (Color online) Comparison of the evolution of the
(a) total number of words Nw(t) and (b) number of different
words Nd(t) with time on four representative networks. (c)
Average number of unique words per community U(t) evolv-
ing over time. (d) Temporal evolution of average overlap of
words across communities Oc(t). Each point in the above
curves represents the average value obtained over 100 realiza-
tions of NG on top of each of the four networks.
726th day. The 9th and 22nd day network structures con-
sist of a single connected component with 200 and 240
nodes respectively while the 20th and 26th day network
consist of multiple disconnected components with 96 and
156 nodes respectively. The evolution of Nw(t) shows a
steady growth signifying inventions of new opinions cou-
pled with a series of failure interactions until the maxima
is reached (see fig 6(a)). From this point onward, the re-
organization phase commences and the players encounter
mostly successful interaction resulting in the drop of
Nw(t) (fig 6(a)). While for the 20
th (disconnected net-
work) and 22nd (connected network) day consensus is
reached fast, for the 9th (connected network) and the 26th
(disconnected network) day the system gets arrested in a
long plateau indicating the presence of metastability and
strong community structures. The growth of Nd(t) also
signifies similar pattern, steady rise followed by steady
fall and a plateau (signifying a strong community struc-
ture) in case of the 9th and 26th day (see fig 6(b)). To
explore the flat plateau region further we report U(t) and
Oc(t) in fig 6(c) and 6(d) respectively. It is interesting to
note that both U(t) and Oc(t) show a plateau in case of
the 9th and 26th day which is a signature of the fact that
the games played in the plateau region predominantly
produce success with no deletion of opinions leading to
the emergence of metastability. It should be remarked
here that one can analyze these two metrices U(t) and
Oc(t) for the NG dynamics to find signatures of commu-
nity structures across different social networks.
B. Analysis on the time-resolved dataset
In this section, we consider the datasets containing
dynamic face-to-face interactions. We play the naming
game on these time-varying networks in complete syn-
chronization with the real time i.e., at each time step t
= 1, 2 . . . , (the elementary unit of time being second)
a game is played among those agents that are alive (hav-
ing degree atleast 1) at that particular instant of time in
the network. In other words, at every time step (i.e., one
second) one iteration of the game is played choosing a
couple according to Strategy II (a random speaker from
the active agents and a random hearer among his neigh-
bors). When the system moves from a given network,
say at time t, to the next one, at t+1, the portion of the
old link structure that still prevails at t+1 as well as the
opinion states of all the agents are retained.
1. Results from SGSECS dataset
In this section, we present the results of the naming
game dynamics on the time-resolved 9th day network
from the SGSECS dataset. Note that the results that
we present in the following are very robust and perfectly
representative of the results that one would obtain in case
of the time-resolved data for any other day.
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FIG. 7: (Color online) The temporal evolution of (a) Nw(t)
and (b) Nd(t) for day 9 (SGSECS dataset). The data are
averaged over 100 simulation runs. (c) The number of inven-
tions of opinions Ni(t) over time. (d) Comparison of ∆Nw(t)
with success rate S(t). (e) Comparison of temporal evolu-
tion of ∆Nw(t) and number of new connections smoothed by
taking sliding window moving average with window size 20.
(f) Comparison of ∆Nw(t) with the variance of community
sizes (found by NGR, NCM and EV algorithm) evolving over
time (the curves are suitably scaled by some constant for the
purpose of better visualization). The data are smoothed by
taking sliding window moving average with window size 20.
The time evolution of Nw(t) and Nd(t) on the time-
varying graph of day 9 (see fig 7(a) and (b)) show a
drastically different behavior from the case where these
quantities are measured on the static (and composite)
counterpart (see fig 6(a) and (b)). The temporal graph
shows a slow growth regime followed by a sharp transi-
tion, whereas the static counterpart shows steady growth
regime followed by a steady fall and finally a long-lasting
metastable state (see fig 6(a)). This difference in be-
havior is due to the fact that in the time-varying case
inventions of opinions prevail throughout the dynamics
(see fig 7(c)) which prevents the disposal of opinions from
the system and hence the memory sizes do not decrease.
Further, in fig 7(d) we show how the absolute change in
Nw is driven by the success rate; ∆Nw(t) increases with
a decrease in S(t) while it decreases with an increase
in S(t). Fig 7(e) shows the direct dependence of ∆Nw
on the number of new connections. Another interesting
property which has an impact on the dynamics is the
community size. Indeed the variance of the community
sizes are in correspondence with ∆Nw (see fig 7(f)). For
community analysis, we consider each of the snapshots
at 20 seconds interval and apply NGR, NCM and EV in-
dividually on these snapshots. Further, we consider only
the active nodes (having degree atleast 1) for the purpose
of community detection.
Therefore, in a nutshell, the continuous inventions, the
influx of new connections (causing more failures) and the
fact that the opinions get trapped within local neighbor-
hoods together contribute to the steeply rising memory
8size over the time evolution of the dynamics.
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FIG. 8: Comparison of mean similarity with edge weights for
9th day (SGSECS dataset). The mean similarity of opinions
with the edge weights are shown at four different instances
of time - t = T/4, t = T/2, t = 3T/4 and t = T where T
is the total time. The curves are smoothed by taking sliding
window moving average with window size of 10.
As an additional objective, in fig 8, we show how the
frequency of interaction between a pair of individuals pre-
dicts the similarity of the opinions among the individuals
over different instants of time. We measure the similar-
ity of opinions between a pair of individuals by Jaccard
Coefficient (JC) of their inventories. It is formally de-
fined as the size of the intersection divided by the size
of the union of the inventories i.e., JC(Ai, Aj) =
|Ai∩Aj |
|Ai∪Aj |
where Ai is i
th agent’s inventory. From all the graphs, it
is evident that there is a trend of having higher similarity
in opinions between agents showing higher edge-weights
where edge-weight reflects the frequency of interactions
between an agent pair till that particular instant of time.
Thus, with frequent meetings, individuals tend to share
similar opinion. This usually also happens in real-life
scenarios where more we meet more is the alignment be-
tween us on different opinions.
Control experiments: For the purpose of control exper-
iment, we create simulated versions of the time-varying
snapshots of the 9th day network. We randomize the link
structure of the empirical real networks at each 20s time
interval preserving the average degree of the network.
Note that, this method destroys the temporal correla-
tions of successive contact sequences. There have been
already some studies as to how to generate synthetic ver-
sions of time-varying networks. Starnini et al. [27] have
put forward three different approaches for synthetic ex-
tension of contact sequences preserving certain statisti-
cal properties of the real network. The first approach
is sequence replication where the contact sequences are
extended by repeating them periodically. The second ap-
proach is sequence randomization which randomizes the
time ordering of the contact sequences. The third ap-
proach is statistically extended sequence which generates
the sequence by choosing the average number of new con-
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FIG. 9: (Color online) The temporal evolution of (a) Nw(t)
and (b) Nd(t) for SGSECS 9
th day network (both real and
synthetic). The datapoints on the curve are averaged over
100 realizations. The number of network realizations for the
synthetic case is also 100. The insets show Nw(t) and Nd(t)
behavior for control experiment keeping degree sequence same
at each time instance.
nections starting at that time step, randomly from all the
conversations. Our method is to some extent similar in
spirit to the third approach. We also perform the control
experiments preserving the exact degree sequence at each
time instant while randomizing the agent ids of the agent
who take part in the game at that time instant; never-
theless, the behavior of the observables tend to remain
very similar to the previous method (see fig 9 insets). We
remark that a detailed analysis of the naming game dy-
namics on the different variants of synthetic networks is
an interesting direction of future research.
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FIG. 10: (Color online) (a) Cumulative degree distribution
at different time instants: t = T/4, t = T/2, t = 3T/4 and
t = T for the real network of day 9 (b) Cumulative degree
distribution at different time instants: t = T/4, t = T/2,
t = 3T/4 and t = T for the corresponding synthetic networks.
The inset shows the degree distribution for control experiment
keeping degree sequence same at each time instant.
9The behavior of the Nw(t) and Nd(t) (see fig 9) are not
in the lines of what we observe in the real counterparts.
In all the simulated networks, the Nw(t) and Nd(t) be-
have similarly as in case of static Erdo˝s-Re´nyi graphs [7].
This differences in the NG dynamics is due to the fact
that the link structure and the time correlation gets com-
pletely lost in synthetic network. This is well supported
by the differences in degree distribution at different time
instances (t = T/4, t = T/2, t = 3T/4 and t = T ) for the
real and synthetic network (see fig 10).
2. Results from the HTSECS dataset
In this section, we consider the second dataset contain-
ing dynamic face-to-face interactions among 113 confer-
ence attendees. We first study the global behavior of
the system through the temporal evolution of three main
quantities: the total number Nw(t) of opinions in the
system, the number of different opinions Nd(t), and the
rate of success S(t).
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FIG. 11: (Color online) The temporal evolution of (a) Nw(t)
and (b) Nd(t) on time-varying conference network respec-
tively. The insets show the evolution of Nw(t) and Nd(t)
on the static and composite version. The data are averaged
over 1000 simulation runs. (c) The number of inventions of
opinions Ni(t) over time. (d) Comparison of ∆Nw(t) with
success rate S(t).
The curve corresponding to Nw(t) shows an initial slow
growth followed by a sharp transition and finally reaching
a steady growth regime (see fig 11(a)). Note that this re-
sult is markedly in contrast to what would have been ob-
served if the games were played on the composite network
constructed at the end of the conference (see fig 11(a) in-
set). In fact, this result is in contrast to most of the other
results that have been reported in the literature so far in-
dicating that the time-varying nature of the underlying
societal structure has a strong impact on the emergent
pattern of opinion formation. Similar trends are also ob-
served for Nd(t) - initially a slow growth followed by a
sharp transition reaching a peak and finally a steady de-
scent. However, note that the value of Nd(t) does not be-
come one (i.e., convergence criteria is not reached) even
after 105 games have been played (see fig 11(b)). This is
strikingly in contrast with the case of composite network
(see fig 11(b) inset) where Nd(t) becomes one as early as
within 104 games.
Initially, as time proceeds, new individuals join the net-
work that increases the number of inventions of new opin-
ions (see fig 11(c)) thus causing a rise in both Nw(t) and
Nd(t). However, later on new inventions stop (fig 11(c))
as the players joining late are less compared to the num-
ber that have already joined and are therefore rarely cho-
sen as speakers thus inhibiting new inventions. Hence,
Nd(t) is found to drop in the later stage of the dynamics
although pointing to a clear existence of multiple opin-
ions. In contrast, Nw(t) doesn’t drop because although
new opinions are not formed, old opinions trapped in dif-
ferent groups do not get disposed off the system.
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FIG. 12: (Color online) (a) Evolution of inventory sizes n
(n = 0, 1...). fn(t) is the fraction of agents whose inventory
size is n at time t. (b) Comparison of temporal evolution
of ∆Nw(t) and the number of new connections smoothed by
taking sliding window moving average with window size 20.
(c) Comparison of ∆Nw(t) with the variance of community
sizes (found by NGR, NCM and EV algorithm) evolving over
time (the curves are suitably scaled by some constant for the
purpose of better visualization). The data are smoothed by
taking sliding window moving average with window size 20.
Further, in fig 11(d) we show how the absolute change
in Nw(t) is driven by the rate of success of agents;
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∆Nw(t) increases with a decrease in S(t) while it de-
creases with an increase in S(t). Finally, an important
analysis that is required to complete the picture centers
around the precise reason for the steady growth in Nw(t)
in the final regime of the dynamics. We attempt to pro-
vide a plausible explanation for this through a series of
results reported in fig 12.
In fig 12(a), we present the fraction of agents having
0, 1, 2 and more opinions in their inventories. Clearly,
with the evolution of system, the fraction of agents with
inventory size 0 diminishes; fraction of agents with size
1 increase steadily while that with size 2 is roughly sta-
ble; even larger size inventories appear only rarely in the
course of the evolution. In addition, we observe that
∆Nw(t) has a direct correspondence with the number of
new connections acquired by the network at each time
step (see fig 12(b)). These new connections trigger an
increase in failure events, thereby increasing Nw(t); at
the same time success events cannot reduce Nw(t) since
in most cases the inventory sizes of the agents are al-
ready very low (∼ 1) indicating that most of these suc-
cess events are actually again “success with no outcome”.
This last observation points to the fact that there should
be an inherent community structure in the time-varying
network and this is made apparent through fig 12(c)
where we report the variance of the size of the commu-
nities (using three different algorithms as in the previous
cases) and show that this is highly correlated to ∆Nw(t).
In summary, the presence of community structure cou-
pled with a continuous influx of new connections (leading
to late-stage failures in the system) together lead to the
steady growth of Nw(t) in its final regime of evolution.
In fig 13, we present mean similarity of opinions among
individuals with edge weights at different time instances.
In all the instances, there is a positive correlation between
similarity of opinions and the frequency of interactions
(edge-weights).
Control experiments : For the HTSECS dataset also,
we create synthetic networks using the method outlined
previously. We study the two most important observ-
ables Nw(t) and Nd(t) by playing naming game on these
simulated networks. Both these quantities show a dif-
ferent behavior from their real counterpart. The Nw(t)
and Nd(t) in the simulated networks show two distinct
two regions - a steady growth and then a fall whereas
the Nw(t) curve in the real network show a slow growth
zone followed by a sharp transition and finally a zone of
steady growth. The simulated networks tend to behave
as standard Erdo˝s-Re´nyi graphs. The difference in the
behavior can be precisely attributed to the loss of the
link structure and time correlations as in the previous
case.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we studied the Naming Game as a model
of opinion formation on the time-varying social networks.
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FIG. 13: Comparison of mean similarity with edge weights for
HTSECS dataset. The mean similarity of opinions with edge
weights are shown at different instances of time - t = T/4,
t = T/2, t = 3T/4 and t = T where T is the total time.
The curves are smoothed by taking sliding window moving
average with window size 40.
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FIG. 14: (Color online) Comparison of the global quantities
in the real and the simulated networks. Temporal evolution of
(a) Nw(t), (b) Nd(t) for HTSECS real and synthetic networks.
The datapoints on the curve are averaged over 100 simulation
runs. Number of the network realizations for the synthetic
case is also 100. The insets show Nw(t) and Nd(t) behavior
for control experiment keeping degree sequence same at each
time instant.
While considering composite snapshots accumulated over
a certain period (e.g., 69 instances of SGDAY dataset)
both the maximum memory (Nmaxw ) and the time to
reach this memory peak (tmax) scale as O(N); how-
ever, the time to reach the consensus strongly depends
on the presence of community structure (rather than a
straight-forward N1.4 scaling). We also considered the
time-evolution of the network in perfect synchronization
with the steps of the game (e.g., SGSECS and HTSECS
dataset) and found that the emergent behavior of the
most important observables (i.e., Nw(t) and Nd(t)) have
a nature that is markedly in contrast to what has been
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reported so far in the literature thus indicating the strong
influence of the underlying societal structure on the dy-
namics of opinion formation. While in case of SGSECS,
we observe that new inventions along with a continu-
ous influx of new agents keeps both Nw(t) and Nd(t)
sharply growing, in case of HTSECS, successful interac-
tions among older agents cause inventions to stop (hence
a fall in Nd(t)) although late-stage failures continue to
exist due to influx of new agents thus contributing to
a steady growth of Nw(t) in the final phase of the dy-
namics. The fall of Nd(t) curve is not observed in case
of SGSECS possibly because in this case the games are
played over a shorter span of time (1 day) in comparison
to HTSECS where the games are played over 2.5 days so
that enough successful interactions could be realized.
There are quite a few interesting directions that can
be explored in the future. One such direction could be
to incorporate the dominance index of the agents into
the model. Not all actors in a society are equally domi-
nant; while some of the actors are more opinionated and
dominant the others might be more passive. This char-
acteristic property can be incorporated into the model
by ranking those agents that are more successful in their
past interactions as more dominant. In this setting, it
would be interesting to investigate the scaling relations
most naturally under the constraints that the dominant
agents are allowed to speak more. Another direction
could be to investigate the effect of the flexibility of the
agents in adapting to new opinions (traditionally mod-
eled by a system parameter β that encodes the probabil-
ity with which the agents update their inventories in case
of successful interactions [28]) when they are embedded
on time-varying networks. Finally, a thorough analytical
estimate of the important dynamical quantities reported
only through empirical evidence here is needed to have
a “clear-cut” understanding of the emergent behavior of
the system. In fact, there has been some progress already
made in this direction in the form of the study that fo-
cuses on the consensus of mobile agents using naming
game dynamics with local broadcasts [29]. Our approach
differs with this model in the following way: real world
networks are formed by interactions with agents arriving
and leaving at different points in time whereas the mo-
bile agents of [29] moving on the two-dimensional plane
always remain within the system throughout. The net-
works that are built from these randomly moving agents
are very much different from real world networks which
show different topological properties that are well distin-
guished from random networks. Nevertheless, coupling
the concept of mobility of agents in the form suggested
in [29] on top of the time-varying structure presented
here can lead to novel and interesting insights and is a
part of future investigation.
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