Abstract A method is described for quantitatively identifying ground motions containing strong velocity pulses, such as those caused by near-fault directivity. The approach uses wavelet analysis to extract the largest velocity pulse from a given ground motion. The size of the extracted pulse relative to the original ground motion is used to develop a quantitative criterion for classifying a ground motion as "pulselike." The criterion is calibrated by using a training data set of manually classified ground motions. To identify the subset of these pulselike records of greatest engineering interest, two additional criteria are applied: the pulse arrives early in the ground motion and the absolute amplitude of the velocity pulse is large. The period of the velocity pulse (a quantity of interest to engineers) is easily determined as part of the procedure, using the pseudoperiods of the basis wavelets. This classification approach is useful for a variety of seismology and engineering topics where pulselike ground motions are of interest, such as probabilistic seismic hazard analysis, groundmotion prediction ("attenuation") models, and nonlinear dynamic analysis of structures. The Next Generation Attenuation (NGA) project ground motion library was processed using this approach, and 91 large-velocity pulses were found in the faultnormal components of the approximately 3500 strong ground motion recordings considered. It is believed that many of the identified pulses are caused by near-fault directivity effects. The procedure can be used as a stand-alone classification criterion or as a filter to identify ground motions deserving more careful study.
Introduction
Near-fault ground motions containing strong velocity pulses are of interest in the fields of seismology and earthquake engineering. A quantitative approach for identifying these ground motions is proposed here and used to perform a variety of basic studies of their properties. These ground motions, which are here referred to as "pulselike ground motions," have been identified as imposing extreme demands on structures to an extent not predicted by typical measures such as response spectra (e.g., Bertero et al., 1978; Anderson and Bertero, 1987; Hall et al., 1995; Iwan, 1997; Alavi and Krawinkler, 2001; Menun and Fu, 2002; Makris and Black, 2003; Mavroeidis et al., 2004; Akkar et al., 2005; Luco and Cornell, 2007) . Theoretical considerations also provide an indication of seismological conditions that may result in occurrence of velocity pulses due to, for example, directivity effects (Somerville et al., 1997; Somerville, 2003; Spudich et al., 2004) . While the effect is relatively well studied, a hindrance to incorporating these effects in probabilistic seismic hazard analysis and engineering building codes is that a quantitative method for identifying these velocity pulses does not yet exist. This means that a variety of researchers have assembled sets of pulselike or near-fault ground motions, but these classifications are not easily reproducible (e.g., Mavroeidis and Papageorgiou, 2003; Somerville, 2003; Fu and Menun, 2004; Akkar et al., 2005) .
The ground motions identified in past studies are typically selected because the velocity time history of the ground motion is dominated by a large pulse, as seen, for example, in Figure 1a , and/or because source-site geometry suggests that a directivity pulse might be likely to occur at the site where the motion was recorded. Selection of pulselike ground motions using these approaches requires some level of judgment, and for many ground motions, such as those shown in Figure 1b and c, the classification may not be obvious. Identification of non-pulselike motions at near-fault locations (such as the one shown in Fig. 1d ) is also challenging for the same reasons, although it has not received as much attention.
The lack of a quantitative classification scheme for recorded ground motions has hindered progress toward obtaining results such as the probability that a ground motion with a given earthquake magnitude, distance, and sourcesite geometry will contain a velocity pulse. Knowledge of this probability is useful for applications such as probabilis- Figure 1 . Example fault-normal near-fault ground motions. (The pulse indicator values for these four ground motions, from top to bottom, are 1. 00, 0.39, 0.27, and 0.00.) tic seismic hazard analysis (I. Iervolino and C. A. Cornell, unpublished manuscript, 2007; Tothong et al., 2007) . The lack of quantitative classifications also means that electronic libraries of recorded ground motions do not list any statistics indicating whether a given ground motion contains a velocity pulse, and this limits the ability of the science and engineering communities to access these ground motions and study their effects for research or practical applications.
In this article, an approach for detecting pulses in ground motions is proposed and investigated. The procedure uses wavelet-based signal processing to identify and extract the largest velocity pulse from a ground motion; if the extracted pulse is "large" relative to the remaining features in the ground motion, the ground motion is classified as pulselike. The period of a detected velocity pulse, a parameter of interest to engineers, is also easily determined. The classification algorithm is computationally inexpensive, so large libraries of recorded ground motions can be (and have been) analyzed. Although some of the identified pulses are likely not caused by directivity effects, the approach is useful for identifying a set of records potentially exhibiting directivity effects, which can then be manually considered more carefully. Alternatively, the ground motions could be used (without further classification) for structural response calculations, under the assumption that pulses will cause similar effects regardless of their causal mechanism.
Causes of Velocity Pulses
For the purposes of this study, a pulselike ground motion is considered to be a record with a short-duration pulse that occurs early in the velocity time history and has large amplitude (as defined precisely subsequently). One cause of these velocity pulses is forward-directivity effects in the near-fault region. Forward directivity results when the fault rupture propagates toward the site at a velocity nearly equal to the propagation velocity of the shear waves and the direction of fault slip is aligned with the site. This causes the wavefront to arrive as a single large pulse. A more detailed description of this phenomenon is given by, for example, Somerville et al. (1997) . For both strike-slip and dip-slip faults, forward directivity typically occurs in the faultnormal direction. For this reason, results from the faultnormal components of ground motions are emphasized here. Another near-fault effect, fling step, is mentioned for completeness but not considered in depth here. This permanent displacement of the ground resulting from fault rupture, in general, is not detected by the procedure because the residual displacements are not detected by the pulse model used in the following text.
Directivity effects are a major concern for researchers studying velocity pulses, and many of the pulses identified in the following text were likely caused by directivity effects (as judged by considering their source-site geometry). Other phenomena, however, may also cause velocity pulses. If a site is located near an asperity in the fault rupture, the waves caused by that asperity may produce a pulse at the site. Constructive interference of seismic waves passing through a complicated earth structure such as the edge of a geologic basin might also result in velocity pulses. Although directivity effects are the presumed cause of many near-fault pulses, the signal-processing approach described here is not able to distinguish between the potential causal mechanisms. More careful analysis would be needed to incorporate knowledge of the site location and the fault geometry and slip.
Choice of a Classification Procedure
When selecting a classification procedure, several criteria were deemed to be important. Most critically, the procedure should be able to distinguish between a pulse and a nonpulse. As will be seen subsequently, this distinction is not intrinsically binary, but it is straightforward to rank the records and determine some threshold at which to make a binary classification. The classification procedure should require minimal intervention or judgment from the analyst and should produce a consistent and reproducible result, so that classifications of a given ground motion are consistent from analyst to analyst. A computationally inexpensive procedure is also preferable, because thousands of recorded ground motions will be processed.
These goals are best met by using a relatively simple pulse classification. Others have developed detailed models to describe the shape of velocity pulses (Mavroeidis and Papageorgiou, 2003; Fu and Menun, 2004) . Those models are very useful for other applications but here a simple classification is more useful for automated screening and classification of large numbers of ground motions. An analogy with soil-type classifications may be useful: local soil geology can be quite complex and so detailed models are sometimes developed, but for practical applications simplified classifications are often used (e.g., several common criteria classify all site conditions into four or five groups).
A type of signal processing known as wavelet analysis is well suited for this classification task. It is computationally inexpensive and outputs quantitative and reproducible results. Velocity pulses can be easily identified and extracted, and these extracted pulses can be used both for classification and for other parametric studies.
Wavelet Analysis
Wavelet analysis has undergone rapid theoretical and application-oriented development in the past 20 years, as its usefulness for a range of problems has been explored. There is a wide literature available regarding theoretical features of the approach as well as algorithmic details (e.g., Mallat, 1999) , so only a brief overview of the most relevant features is provided here. A basic understanding can be gained through comparison with Fourier analysis. Fourier analysis represents a signal using a linear combination of sine waves, each representing a signal of infinite length and a single frequency. In contrast, wavelet analysis decomposes a signal into wavelets that are localized in time and that represent a narrow range of frequencies. For nonstationary signals such as earthquake ground motions, it can be advantageous to represent the signal as a summation of wavelets rather than a summation of stationary sine waves.
Wavelets are basis functions that satisfy a certain set of mathematical requirements. Many wavelet prototypes can be used to decompose a signal (see Fig. 2 for examples). The prototype function is referred to as a mother wavelet, and this function is scaled and translated in time to form a set of basis functions. A variety of theoretical considerations regarding the choice of a useful mother wavelet function include: orthogonality, compactness, number of derivatives, symmetry, etc. (Mallat, 1999) . The wavelets shown in Figure  2 are all widely used and suitable for application here.
The wavelet basis function at time t is defined mathematically by 
To analyze digital signals such as the ground-motion velocity time histories considered here, equation (2) is discretized into a summation rather than an integral, but the principle remains the same. There are two classes of wavelet transforms used to analyze a signal, depending on the number of scales and locations for which coefficients are computed. The continuous wavelet transform computes the wavelet coefficients associated with every integer value of the scale and location parameters. This provides detailed information about the timefrequency characteristics of the signal. But a digital signal of length n can be fully described using a reduced number of coefficients. If the wavelets are orthogonal, then only n wavelets are needed to completely describe any discrete time signal of length n. The discrete wavelet transform provides the n coefficients describing the amplitude of the n wavelets at various scales and locations. If n is a power of 2, then an extremely efficient algorithm exists to perform the calculations (analogous to the fast Fourier transform). Coefficients from continuous and discrete wavelet transforms of an example ground motion are shown in Figure 3 to illustrate the difference between these two approaches.
Further, if the mother wavelet closely represents the shape of the features of interest, then even fewer than n coefficients are needed to closely represent the signal. A few coefficients will be large and their associated wavelets will represent major features of the signal. Many other coefficients will be close to zero because the associated wavelet represents relatively small features. This phenomenon forms the basis of many signal denoising and data compression applications. Here it will be used for a different purpose: if a significant portion of a ground-motion time history is described by one or a few wavelets with large coefficients, then this will be used to indicate the presence of a pulse.
Both the continuous and discrete wavelet transforms have features that make them potentially useful for this application. Whereas the continuous transform has greater computational expense and produces many more coefficients than are needed to describe the signal, its higher resolution is useful for precisely identifying the largest coefficient, which will here indicate the period and location of the nearfault pulse. Further, unlike the discrete wavelet transform, the coefficients obtained from the continuous wavelet transform do not change if the beginning or end of the signal is padded with additional zeros. This is helpful because it is undesirable to work with coefficients that depend on irrelevant features such as when the ground-motion instrument started and stopped recording. For these reasons, the continuous wavelet transform is used in the classification criterion described next.
Classification of Signals
The procedure described in this section utilizes wavelet analysis to identify near-fault ground motions containing velocity pulses. The largest pulse in the ground motion is extracted to determine whether it represents a significant portion of the signal. Two additional optional criteria are also useful for identifying those pulselike ground motions most likely to be caused by directivity effects; checks are performed to verify that the identified pulse arrives early in the ground motion (indicating that it is likely due to directivity effects) and that the ground motion has a high peak velocity (to eliminate, for example, ground motions from small earthquakes that might appear pulselike only because the time history is simple).
Extraction of the Velocity Pulse
For each ground motion under consideration, the largest velocity pulse was extracted using the wavelet decomposition described briefly previously. The Daubechies wavelet of order 4, shown in Figure 2c , is used as the mother wavelet here because it approximates the shape of many velocity pulses and it was seen to perform well relative to the other candidate mother wavelets. To evaluate a ground motion, first the continuous wavelet transform of the velocity time history is computed, and the coefficient with the largest absolute value is identified. The wavelet associated with this coefficient identifies the period and location of the pulse, as illustrated in Figure 4a . (Note that a wavelet coefficient is equal to the energy of the associated wavelet, so the selected pulse is also the one with the largest energy.) This wavelet is subtracted from the ground motion, and the continuous wavelet transform is computed for the residual ground motion. Because the location and period of the pulse have been identified, only wavelets having the same period and located at nearby times (within ‫ע‬ one-half of the width of the original wavelet signal, s) are considered at this step. The largest of these coefficients is identified, as illustrated in Figure 4b . Often only one or two coefficients are needed to describe the pulse, but a total of ten coefficients in the identified period and location window are extracted in the algorithm to ensure that the pulse is represented in a detailed manner. An extracted pulse using ten coefficients is illustrated in Figure  4c , and the residual ground motion after the pulse has been removed is shown in Figure 4d . An example of the acceleration, velocity, and displacement time histories associated with an extracted pulse are shown in Figure 5 . The extracted pulse clearly captures the velocity and displacement pulses, while ignoring the high-frequency motion that dominates the acceleration time history of the original ground motion. As mentioned earlier, the wavelet basis functions used for this extraction have by definition zero residual displacement, so fling effects will not be detected.
By using this procedure, a pulse can be extracted from any ground motion, whether a significant directivity pulse exists or not. For non-pulselike records, however, the extracted pulse is typically a minor feature of the ground motion and the residual ground motion is nearly identical with the original motion. To classify the records, it is thus necessary to identify properties of the extracted pulses that can be used for automated classification.
Determination of the Significance of the Extracted Pulse
The original ground motions and residuals after pulse extraction can be used to predict whether the given ground motion is pulselike. To perform this classification, a variety of potential predictor variables were computed and evaluated to determine whether they were useful indicators of the presence of a pulse. A difficulty arises, however, because there is no existing classification of a large dataset to use for calibrating the prediction algorithm. The challenges relating to classifications were discussed in the introduction and illustrated in Figure 1 .
The approach used here is to first manually classify a set of records and then build a statistical predictive model that is able to closely reproduce the classifications of this training data. To build a training set of classifications, all fault-normal ground motions in the Next Generation Attenuation (NGA) ground motion library (http://peer.berkeley. edu/nga) with magnitudes greater than 5.5 and recorded within 30 km of an event were selected (note that the records available online were rotated to fault-normal orientations). The 398 selected records were then manually classified by the author based on visual inspections to identify pulses in their velocity time histories. Records with obvious pulselike or non-pulselike characteristics, such as the records in Figure  1a and d, were classified appropriately. Records with no clear classification, such as those in Figure 1b and c, were classified as ambiguous and treated separately when evaluating the effectiveness of wavelet criteria. The classifications were performed using only visual inspections of the velocity time histories; no additional seismological information was used, and no attempt was made at this stage to eliminate late-arriving pulses or simple low-amplitude ground motions that look pulselike. This manual classification produced 124 potentially pulselike ground motions, 190 non-pulselike ground motions, and 84 ambiguous ground motions. Once manual classifications of these ground motions were determined, statistical prediction tools were used to reproduce the manual classifications based on automated predictions using outputs from the wavelet analysis.
Linear discriminant analysis was used to evaluate the ability of potential predictors to distinguish between pulselike motions having large extracted pulses and non-pulselike ground motions having insignificant extracted pulses. A variety of predictor variables were considered, including the size of coefficients obtained from the wavelet decomposition, response spectral values, peak ground velocities, and energy-based values. Sets of one, two, and three predictors were used simultaneously to replicate the manual classifications of the records. Two predictor variables were identified that were easy to compute, were intuitive, and provided good predictive ability: the peak ground velocity (PGV) of the residual record divided by the original record's PGV, and the energy of the residual record divided by the original record's energy (where energy can be computed as the cumulative squared velocity of the signal, or, equivalently, as the sum of the squared discrete wavelet coefficients). These variables will be referred to as the "PGV ratio" and the "energy ratio." A scatter plot of the PGV ratio versus energy ratio for the manually classified records is shown in Figure  6 , indicating that the classifications can be reasonably reproduced using these two predictor variables.
Logistic regression was then used to classify the records based on these two predictors to compute their accuracy (Agresti, 2002) . The logistic regression provides the following predictive equation:
‫(6.41ם3.32מ‬PGV ratio) ‫ם‬ 20.5(energy ratio)
1 ‫ם‬ e where pulse indicator is a predictor of the likelihood that a given record is pulselike, based on the fraction of records with the same characteristics that were manually classified as pulselike. Pulse indicator takes values between 0 and 1, with high values providing a strong indication that the ground motion is pulselike. The predictions are continuous, which raises the question of how to use them if a discrete classification is desired. Here, records with scores above 0.85 and below 0.15 are classified as pulses and nonpulses, respectively, based on inspection of the results shown in Figure 6 . The ranges of PGV ratio and energy ratio corresponding to these classifications are labeled in Figure 6 . Note that the ground motions manually classified as ambiguous are omitted from Figure 6 for clarity, but they mostly fall in the region labeled as ambiguous.
Of the ground motions manually classified as pulselike or non-pulselike, 88% were classified in the same manner by the automated procedure, 11% were classified as ambiguous, and 1% were misclassified. When the records whose classifications were not reproduced were examined more closely, the automatic classifications were generally found to be reasonable. The classification algorithm actually identified three ground motions whose initial manual classifications were clearly incorrect due to human error by the author (which to some extent is inevitable when hundreds of records are being studied). The 1% of misclassified records consist of two records whose pulses were not detected by the automatic pulse extraction scheme (i.e., the pulse extracted because it had the largest energy differed in frequency or location from the pulse an analyst would identify visually). While the pulse extraction criterion could be modified so that the two missed pulses are detected, the conceptual simplicity of the proposed approach (which selects the pulse having the largest energy) is appealing to an extent that modifying the approach to address a 1% misclassification rate did not seem reasonable. Further, the manual classifications of the two misclassified ground motions were debatable. Thus, although the manual classifications were useful for initially calibrating the procedure, the automatic classification approach may be at least as accurate and is certainly more convenient and reproducible.
Although the continuous pulse indicator values of equation (3) were used here to produce binary ground-motion classification, this discretization may not be necessary in all situations. For example, one can use the pulse indicator to rank ground motions according to their "pulsivity" and to study the relationship between the pulse indicator and structural response. One could also use only the ground motions with the largest pulse indicator values if only a few strongly pulselike ground motions are needed for a given application.
Exclusion of Late-Arriving Pulses
Although the ground motions classified as pulselike in the previous section all have significant pulselike features, these features are likely caused by a variety of effects. If directivity effects are of primary interest, an additional criterion would be useful for identifying pulses arriving early in the velocity time history, where theoretical seismology predicts that directivity pulses will occur.
Late-arriving pulses can be identified by computing the cumulative squared velocity of both the original record and the extracted pulse. At time t, the cumulative squared velocity (CSV) would be computed as
Ύ 0 where CSV(t) denotes the cumulative squared velocity at time t and V(u) is the ground-motion velocity at time u. By evaluating this CSV(t) function for the original ground motion and extracted pulse, the times at which each reaches x% of its total CSV are determined. These times are denoted t x%,orig and t x%,pulse , for the original ground motion and extracted pulse, respectively. By adjusting the percentage criteria for the two ground motions, it was determined that early-arriving pulses have t 20%,orig values that are greater than t 10%,pulse (i.e., for the extracted pulse to be at the beginning of the ground motion, it should reach 10% of its total CSV before the original ground motion reaches 20% of its CSV). Loosely, this ensures that the pulse starts before a significant portion of the original ground motion's CSV is observed. Examples an earlyarriving and a late-arriving pulse are shown in Figures 7 and  8 , respectively. Whereas late-arriving pulses can be excluded in an effort to identify only ground motions with directivity effects, some applications may not require this criterion. Future research is planned to study the question of whether late-arriving pulses affect structures in the same manner as early-arriving pulses.
Exclusion of Ground Motions with PGV Ͻ 30 cm/sec
A final situation considered here is that some relatively low-intensity ground motions appear pulselike merely because the velocity time history is simple. This is observed in some low-magnitude events that have a small source area and consequent brief duration of the far-field S-wave pulse. For example, the ground motion shown in Figure 9 came from a magnitude 5.1 earthquake. Although the apparent pulselike feature may or may not be caused by directivity effects, in general, it is of no interest in engineering practice because it does not have the potential to damage structures.
To exclude these low-amplitude records, ground motions with PGVs less than some threshold can be excluded. Several threshold levels of PGV were considered, and a 30 cm/sec level was seen to eliminate nearly all smallmagnitude and large-distance ground motions, while retaining the damaging pulselike ground motions (which are also more likely to be caused by directivity effects).
The three criteria described earlier can be combined in various manners to select some subset of pulselike ground motions. To provide example results, all fault-normal ground motions from the NGA ground-motion library were analyzed, and 91 were found to meet all three of the potential criteria:
1. The pulse indicator value, as defined in equation (3), is greater than 0.85. 2. The pulse arrives early in the time history, as indicated by t 20%,orig values that are greater than t 10%,pulse . 3. The original ground motion has a PGV of greater than 30 cm/sec.
The ground motions satisfying all three criteria are listed in Table 1 . Although these three criteria identify ground motions of engineering interest because of their large amplitude and potential directivity effects, ground motions satisfying less than three may also be of interest. The cause of the late-arriving pulses (i.e., those satisfying criterion 1, but not satisfying criterion 2) has yet to be determined. Those late-arriving pulses may be of interest to engineers interested in the effects of pulses in ground motions but may not be of interest to researchers trying to empirically identify the circumstances under which directivity pulses are observed. Alternatively, one could add additional criteria (based on, e.g., source-site geometry or source inversions) to further ensure that the identified pulses are due to directivity effects. Thus, the preceding criteria might be modified depending on the specific goals of individual scientists and engineers, but the tools described here should provide a useful foundation for a range of further research activities.
Identification of Pulse Period
The period of the velocity pulse is an important parameter for structural engineers, as the ratio of the pulse period to the fundamental period of the structure can greatly affect the structure's response (Anderson and Bertero, 1987; Alavi and Krawinkler, 2001; Mavroeidis et al., 2004) . By examining the dominant frequency of the wavelet used to identify a ground motion's velocity pulse, it is straightforward to compute a pulse period as part of this analysis.
No well-defined concept of periods exists for wavelets such as there is for sine waves in Fourier analysis, but the Figure 9 . A ground motion that appears to be pulselike, but that could be excluded because of its small PGV value (the LLN recording from a magnitude 5.1 aftershock of the 1983 Coalinga earthquake). period associated with the maximum Fourier amplitude of a wavelet can be used to define a pseudoperiod. To illustrate, an example wavelet and the sine wave with period equal to the wavelet's maximum Fourier amplitude are shown in Figure 10 . The pseudoperiod of the largest wavelet coefficient is used here as the ground motion's pulse period. These periods are tabulated in Table 1 for the identified pulselike ground motions. (Note that, with any pulse period measurement approach, the presence and shape of pulses may be affected by filtering of the ground motions at periods near the pulse period. None of the pulse periods reported in Table  1 fall outside the range of usable periods, as determined by low-pass filter frequencies used when processing the ground motions.)
Several other methods have been proposed for determining the period of a velocity pulse. Some methods count zero crossings or use nonlinear optimization to fit a truncated sine wave to the pulse (e.g., Menun and Fu, 2002; Mavroeidis and Papageorgiou, 2003; Bray and Rodríguez-Marek, 2004; Akkar et al., 2005) . These methods also provide accurate pulse periods, but have the slight disadvantage of requiring at least a minor degree of user judgment (to judge zero crossings in the presence of noise or to select reasonable starting points so that the optimization converges). Pulse periods obtained from these methods were not reproduced here, but it is expected that they would be very similar to the periods obtained using wavelet analysis.
The primary fully automated alternative for determining a pulse period is to select the period associated with the peak of the original ground motion's velocity response spectrum. A plot of pulse-period values from the wavelet and spectral velocity approaches is shown in Figure 11 for the 91 pulselike ground motions from Table 1 . The periods obtained using the two approaches are usually similar, with the waveletbased T p being slightly larger, in general, than the spectral-velocity-based T p . (Note that Bray and Rodríguez-Marek [2004] , also observe T p values slightly larger than spectral-velocity-based T p when fitting pulse periods in the time domain.) In cases where the periods obtained from the wavelet and the velocity spectrum methods differ significantly, the wavelet period appears to be the more robust measure of pulse period. In these cases, the period with maximum spectral velocity is associated, in general, with a high-frequency oscillatory portion of the ground motion, whereas the wavelet pulse period is associated with the visible velocity pulse. An example of this is shown in Figure 12 . The primary zero crossings associated with this ground motion's pulse are located 7.3 sec apart. The peak spectral velocity of this record occurs at a period of 1.4 sec, whereas the wavelet pseudoperiod of 7.5 sec closely matches the period of the pulse identified visually.
Because the wavelet pseudoperiod is identified automatically without a need for user judgment, and because it provides a more consistent identification of the pulse period than the alternative automated method based on the period with peak spectral velocity, this approach appears to be an ideal method for determining the period of velocity pulses in ground motions.
Considering More than One Dimension of Motion
The primary focus in this article is on the fault-normal components of ground motions, but the proposed procedure can also be applied to two-component ground motions. The velocity time history of the Chi-Chi, Taiwan, Tsaotun (TCU075) ground motion is shown in Figure 13 . There is a clear velocity pulse in the fault-normal component, and no pulse in the fault-parallel component, as indicated by their pulse indicator scores of 0.999 and 0.001, respectively. By rotating the two-component ground motions, one can compute pulse indicator scores for arbitrary orientations. These pulse scores are shown for the TCU075 ground motion in Figure 14 . A pulse is indicated for more than one-half of the range of angles, suggesting that near-fault pulses can affect structures in a variety of directions. This is because the velocity pulse, even when observed at an angle other than its primary direction, can still be large relative to the smaller motions associated with the nonpulse portion of the record. Further, other ground motions indicate that the velocity pulse sometimes occurs at an orientation that differs greatly from the fault-normal orientation. These phenomena have been observed before (Mavroeidis and Papageorgiou, 2002; Howard et al., 2005) , and the proposed pulse indicator provides a method to quantify the range of angles for which velocity pulses are of concern. By performing this 3D analysis for a large record set, trends between record orientation and the strength of pulses can be investigated. These results will have useful applications for engineering design situations where the fault orientations of potential future earthquakes are known and it must be determined for which orientations pulselike ground motions may be present. 
Observed Pulses as a Function of Seismological Parameters
The proposed classification criteria do not include seismological parameters such as station location relative to the fault rupture. Theoretical seismology indicates, however, that some station locations are more likely than others to experience near-fault velocity pulses caused by directivity effects (i.e., sites with small source-site distances located such that the fault rupture is propagating toward the site). Because this classification procedure does not depend on those parameters, it presents an opportunity to compare empirical observations with theoretical models for observed directivity effects. To illustrate, the locations of recorded pulselike and non-pulselike ground motions from the 1979 Imperial Valley earthquake are shown in Figure 15 . Velocity pulses in general are observed at locations near the fault where the rupture propagates toward the recording station. Note that the late-arriving pulse and PGV Ͼ 30 cm/sec criteria do not influence any of the classifications shown in this figure, so the presence of pulses (rather than, e.g., attenuation of PGV with distance from the fault) is the sole source of the classifications shown.
Many individual ground-motion parameters can also be compared with the observed occurrence of velocity pulses. One simple result is shown in Figure 16 , where a logistic regression prediction and a windowed average calculation both indicate that the probability of occurrence of a velocity pulse is high for small source-site distances and decreases to nearly zero for distances of greater than 30 km.
A frequently investigated relationship for pulselike ground motions is that between pulse period and earthquake magnitude (Mavroeidis and Papageorgiou, 2003; Somerville 2003; Bray and Rodríguez-Marek, 2004) . A plot of magnitude versus pulse period for the ground motions and pulse periods identified here is shown in Figure 17 . Using linear regression analysis, the following predictive relationship was obtained
(5) p Equation (5) is similar to the equations obtained by other authors. The standard deviation of ln T p determined from this regression is 0.55; this is smaller than the equivalent result (0.70) obtained when T p is determined using peak spectral velocity. This suggests that the proposed T p measure may be more closely correlated with magnitude than the T p values determined using peaks of velocity spectra. Iervolino and Cornell (unpublished manuscript, 2007 ) have performed a more extensive statistical analysis of this type and have also compared pulselike data sets defined by several different authors. Interesting predictor variables include the earthquake's magnitude and distance, the groundmotion orientation relative to the fault, and seismological parameters such as those proposed by Somerville et al. (1997) and Spudich et al. (2004) . The outputs from these predictive relationships are directly applicable for probabilistic seismic hazard analysis and for applications where analysts are trying to select representative ground motions for a site that may experience directivity effects.
Software
The algorithms described are currently implemented in the Matlab programming environment, utilizing the Matlab Wavelet Toolbox. Source code and associated documentation are available on a dedicated web site at www.stanford. edu/ϳbakerjw/pulse-classification/. The web site also contains pulse indicator scores, pulse periods, and other relevant information for the entire NGA ground-motion library. The current algorithm requires less than 5 sec on a desktop computer to analyze a ground motion consisting of 5000 data points. A fully open-source implementation of this algorithm is planned to facilitate more widespread adoption of the approach. Summary A procedure has been described for quantitatively identifying velocity pulses in near-fault ground motions. The approach uses the wavelet transform to extract pulselike signals from a ground-motion time history and then classifies the ground motion by comparing the original ground motion with the residual ground motion after the pulse has been extracted. The ratios of PGV and energy between the original and residual ground motions were found to be effective predictor variables for this classification. If pulselike ground motions caused by directivity effects are of primary concern, two additional criteria are proposed to exclude ground motions with pulses arriving late in the record and low-intensity ground motions with simple time histories that coincidentally appear to be pulselike.
The procedure is based purely on signal-processing techniques; the ground motion's source-site geometry is not used when making a classification. This offers an opportunity to compare empirical observations of velocity pulse occurrence with theoretical predictions of directivity-induced pulse occurrence. Alternatively, source-site geometry constraints could be added to the classification approach to identify, for example, pulses resulting from directivity effects.
Comparisons of the classifications with other predictor variables indicate that ground motions exhibiting near-fault directivity effects can be identified fairly consistently. Some manual postprocessing may be needed, however, if one wants to ensure that all identified ground motions are, in fact, caused by directivity effects. A table of fault-normal ground motions potentially containing directivity pulses was reported.
Multicomponent ground motions were also considered. By performing the classification at several orientations, it is possible to determine the range of orientations over which a horizontal ground motion appears to be pulselike. Results indicate that directivity effects are observed at a large range of orientations. Statistical analysis of these data obtained from large libraries of ground motions will allow for prediction of pulse occurrence at arbitrary fault orientations rather than only fault-normal and fault-parallel orientations.
The classifications obtained are useful for determining the probability of observing a pulse as a function of earthquake magnitude, distance, source-site geometry, etc. This computation can be obtained using statistical analysis and is a required result for probabilistic seismic hazard analysis that incorporates the possibility of pulse occurrence. Previous collections of pulselike ground motions were not sufficient for computing occurrence probabilities because the ground motions classified as non-pulselike were not reported, so it was not possible to identify the relative fraction of ground motions identified as pulselike.
The procedure is automated and fully quantitative, so classifications can be reproduced exactly by multiple researchers. It is feasible to process thousands of groundmotion time histories in an automated manner with reasonable computational expense, making this a useful tool for parametric studies of pulse occurrence and the relationship between velocity pulses and structural response. The specific criteria used here for classification can modified or supplemented depending on the specific goals of individual scientists and engineers, but the proposed tools and approach should provide a useful foundation for a range of further research activities. during the development of this article. Thanks to Kara Demsey for editing the final manuscript. This work was supported in part by the Earthquake Engineering Research Centers Program of the National Science Foundation, under award number EEC-9701568 through the Pacific Earthquake Engineering Research Center (PEER). Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author and do not necessarily reflect those of the National Science Foundation.
