1. Introduction and summary of the results. By the Wiener process we shall mean a Gaussian stochastic process {x (t), 0 ^ t ;£ T} with mean function £{x(i) }=0 and covariance function E{x(s)x(t)} = min {s, t} for which the sample points x(/) are the continuous functions defined over the interval [0, T] and vanishing at i = 0.
Lebesgue measure on the interval [0, T] is denoted by tti( • • • ).
The famous arcsine law of Erdös and Kac [2] states that 2 P{m(s E [0, T]: x(s) > 0) i t} = -aresin (t/T)"2.
x Below, a generalization of this result is obtained by evaluating the distribution function of m(sE [0, T]: x(s)>as) for any non-negative number a. Also there is evaluated the probability density in T representing the first time T that the functional tw(s£[0, T]: x(s)>as) has a given value /. Finally, the case in which T is infinite is considered. It is shown that the strong law of large numbers for the Wiener process is actually implied by a weak probability law. To demonstrate the equality we point out that the finite dimensional distribution functions of the process {x(t), O^t^T} conditioned by the event x(T)=b are exactly equal to the finite dimensional distribution functions of the process {y The strong law of large numbers for the Wiener process states that for any a>0 with probability one the s-set for which x(s)>as is bounded. In other words with probability one the functional ot(sG[0, u]: x(s)>as) remains constant for all u sufficiently large. This so-called strong law result is clearly implied by the weak probability law in (8). Moreover, (8) gives an exact estimate of the probability that x(s) >as for no s greater than a fixed value of u. It seems the weak law is stronger than the strong law. From (7) it is also possible to calculate the density function of m(sE[0, oo): x(s)>as).
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