In this paper we are presenting a simple simulation of the Internet
Introduction
The aim of this paper is to present a simple simulation of the structure of the WorldWide Web (from hereon referred as the 'web') of the Internet. The web is composed of linked hyper-documents, i.e., web pages possessing links to other web pages and constituting a huge directed graph. Each web page belongs to a web site and covers a number of different thematic topics. Internet statistics in general reports that the distribution of web pages follows Lotka type power laws.
The goal of our simulation is to reproduce the structure of the observed web and the dynamics of its growth. We are attempting to do this by using a small number of simple assumptions. This is a short description of how our simulation proceeds: First, we start with a random number of web pages and we equip each one of them with a topic concerning its contents. Second, links between web pages are established according to whether web pages share or do not share common topics. Next, new web pages are randomly generated and subsequently they are equipped with a topic and they are assigned to web sites.
What we obtain after repeated applications of the previous rules in our simulation appears to preserve the observed structure and characteristics of the Internet WorldWide Web. In particular, the simulated web obeys a power law type of growth as the real web does too. We are visualising the simulated network of web pages through N. Gilbert's (1997) methodology of a scientometric simulation, in which we are assuming that web pages are represented by points in the plane. Furthermore, we have found that the simulated graph possesses the property of small worlds (Watts & Strogatz, 1998; Watts, 1999) , as it happens indeed with a large number of other complex networks.
The Web Simulation
The underlying basic assumption of our simulation is that the World-Wide Web of the Internet is a huge database consisting of millions of interlinked web pages. The physical location of web pages is inside certain computer hosts (all interconnected through the Internet), which are called web servers, and each of which may include a large number of web pages. Without loss of generality, each web server can be considered as part of a web site (Bray, 1996) . In our simulation we are going to model the generation of web pages hosted in web sites.
The way we would like to see the relationship between web pages and web sites is by an analogy to the couple of (scientific) papers and authors. Of course, papers and web pages are of the same modality (physical or electronic documents) but authors and web sites appear to be heterogeneous, the former being humane and the latter nonhumane (artefacts). However, conceiving socio-technical change as a complex process involving a whole network of humane, social and technical resources makes appealing the idea that agency can be performed by both humans and machines. 1 Furthermore, the relation between a web page and the human who has possibly constructed it is quite weaker than the relationship between a (scientific) paper and its author. It might be the case that a web page is constructed by somebody who has not written its contents (copy-right issues are very perplexing on cyberspace) and not all web pages necessarily contain information about their authors (or constructors). Not to mention that there are web pages automatically produced by some software programs (scripts, autonomous intelligent agents etc.). Hence, releasing a web page from its 'authors' and assigning it to its virtual location, the web site where it 'lives,' fixes a more stable association to it and makes perfect sense in cyberspace.
Furthermore, independently of where they are physically located, web pages are distinguished by their content, their format and their associations (links) to/from other web pages. In fact, the geographic allocation of web pages is not practically and experientially sensed by Internet users ('web surfers') because by a simple click they may virtually travel across the web universe. As far as the network bandwidth is sufficiently high, instantaneous retrieving (downloading) a web page withholds the geographical origin of its physical storage. Everything on the web is directly reachable, possibly a few clicks away.
As for the content of web pages, for the purposes of this simulation, we are going to isolate two of its attributes, topics and links.
The topic of a web page is an issue, about which the web page includes information. For simplicity we assume that each web page refers to a single topic. For instance, a web page topic could be scientific, educational, financial, political, social, cultural, religious, philosophical, artistic, recreational, athletic or related to computers, science and technology, health, business, entertainment, news and media, sports etc. (or any finer thematic subcategory of the previous).
Because of the architecture of the World-Wide Web, web pages are hyper-linked documents containing not only a variety of media (text, image, audio, video, animation etc.) but also links to other web pages. Usually there is a relation between topics and existing links in a web page. The tendency is that web pages on a certain topic to be linked with other pages in the same (or related) topic(s). Also, sometimes by tracing the existing links in a web page, one could clarify the topic of the page.
In order to visualise a geometrical positioning of web pages we follow a technique applied by Nigel Gilbert (Gilbert, 1997) in a simulation of scientometric structures. By analogy to the idea that each (scientific) paper captures some quantum of knowledge, a 'kene,' to use Gilbert's neologism, we might say each web page contains a quantum of information. We are tempted to call 'infene' this quantum of information captured by web pages in analogy with Gilbert's neologism. Similarly with kenes, in order to be able to display them graphically on a two-dimensional plane, we require that each infene is composed of two sub-sequences of equal length, and we treat each sub-sequence as a representation of a coordinate on a plane. In this way, every infene can be assigned a position on the plane. In our simulation, each infene is composed of two coordinates, each 16 bits in length, giving a total 'web universe' of 4,294,967,296 potential infenes, which is an essentially infinite number compared with the number of web pages generated during one run of the simulation.
However, infenes differ from kenes with respect to correspondences with what they display. On the one side, each web page possesses a certain content of information and so it corresponds to a certain infene, the way each (scientific) paper corresponds to a kene. On the other side, although kenes uniquely determine papers, containing the knowledge represented by kenes, the situation with infenes might be different. It is possible that two web pages (located in two different web sites) contain similar information, which is represented by the same infene. This is the case with mirrored web pages and other strong redundancies often met on the Internet. In other words, cyberspace seems to disregard the restriction on publication in science that no two papers may be published when they contain the same or similar knowledge.
Description of Simulation
In the first step of our simulation we select the initial population of web pages together with their corresponding topics, links and web sites in the following way:
?? The process starts with a random selection of an initial population of web pages, which is going to generate new web pages in the subsequent steps.
?? We randomly assign a topic from a finite list of topics to each web page.
?? To equip web pages with links we proceed as follows. For each web page, we consider the set of other web pages with which it shares the same topic and the set of other web pages having different topics. The original web page can be potentially linked to each page in the former set, although it is possible to have links also towards pages in the latter set. In our simulation, linking is done randomly, according to a probability p 1 for pages of the same topic and probability p 2 for pages of different topics, assuming that p 1 is much greater than p 2 ; apparently, this is a sort of a 'preferential attachment' linking.
?? Furthermore, each web page is assigned to a web site in the same way as Gilbert (1997) was assigning authors to papers: Select a random number from a uniform distribution from 0 to 1. If this number is less than a (which is fixed as a parameter of the simulation), assign the web page to a new web site. Otherwise, select randomly a web site among the already assigned.
?? To visualise the initial population of web pages by positioning them on the plane, we randomly select the same number of two-dimensional points, i.e., infenes, representing the web pages of the initial population. Note that in this selection not necessarily all points (infenes) are distinct, because it is possible to select two or more web pages corresponding to the same infene.
In the second step we are going to generate more web pages from the ones already selected in the initial step. We assume that each initial web page can potentially generate per se a new web page independently of the web site to which it (the initial web page) belongs. This means that the new generated web pages can be assigned to different web sites from the ones they were spawned. To do this we proceed as follows:
?? First, a 'generator' web page is selected at random among the population of the initial web pages. Automatically, this page is going to generate a new web page.
?? To associate a topic to the new generated web page, select a random number from a uniform distribution from 0 to 1. If this number is less than ß, associate the web page to the topic of its generator. Otherwise, select randomly a topic from the list of topics excluding the topic of the generator. Apparently, the smaller this parameter ß is, the more possible is to change topics.
?? To equip the generated web page with links we proceed as in the first step. We randomly choose links from the list of web pages with which the generated one has the same topic with probability p 1 and from all the other web pages with probability p 2 .
?? Again as in the first step, we assign the generated web page to a web site by selecting a random number from a uniform distribution from 0 to 1 and, if this number is less than a, assigning the generated web page to a new web site; otherwise, we select randomly a web site among the ones already assigned.
?? Finally, at this step, we have to decide how many new web pages are going to be generated in the following step. For this purpose, we select randomly a number from a uniform distribution from 0 to 1 and, if this number is less than ? (which is fixed as a parameter of the simulation), then in the next step the generated new web pages should be increased by one (i.e., in the third step, they become 2). Otherwise, we keep the same number of the generated new web pages in the next step (i.e., in the third step, they are still 1).
?? To position the new generated web pages on the plane, we proceed as follows (Gilbert, 1997) . Suppose that the generator web page is represented by the point X on the plane (i.e., the infene of the generator) and X lnk are the points of the web pages with which X has links. Then the generated web page is the point X' produced as:
where m is a value between zero and one, which increases randomly but monotonically for each successive link.
The next step repeats the above rules acting on the original population of web pages increased by one and the purpose is to generate one or two new web pages. Continuing in this way, at the step k (k ? 2), the initial web pages might increase up to k(k -1)/2.
Results
To simulate the expansion of the World Wide Web we have written a program in Matlab. In our simulation we have used the values of parameters as shown in A sensitivity analysis has shown that variations in the values of these parameters of less than a factor of 2 make little difference to the form of the output.
An animation of a two-dimensional display of our simulation is shown in Animation 1. The square is the surface on which the infenes are located. The simulation has been run for 1000 time steps. Each dot represents a web page and the position of a dot is given by the x and y coordinates of the web page's infene. Blue dots denote the randomly selected 500 web pages at the initial step. Red dots denote the generated new web pages in the subsequent steps. The total number of simulated web pages created in the simulation was 2844 and the number of the web sites that hosted these web pages was 541. Furthermore, we should say that in this animation, each frame corresponds to 25 steps of the simulation.
Animation 1: Web pages generation every 25 time units
The positioning of all the web pages on the plane at the final step of the simulation is given in the following figure: Figure 6 displays the number of web pages hosted in each of the 541 simulated web sites. We expect this distribution to follow Lotka's Law and Table 2 compares the distribution obtained from the simulation and plotted in Figure 7 with the distribution predicted from the exponentially truncated power law. 1  105  106  2  85  83  3  66  66  4  56  53  5  34  43  6  40  35  7  31  29  8  16  23  9  23  19  10  13  16  11  18  13  12  7  16  13  10  13  14  13  10  15  5  9  16  3  7  17  3  6  18 or more  13  19   Table 2 : Web pages per web site from the simulation compared with the exponentially truncated power law distribution Lotka's Law is one of the most powerful laws in scientometrics. In general, this is a power law, in which the number of authors of n papers follows an 1/n 2 distribution. However, the data of our simulation are better fitted by an exponentially truncated power law 3 of the form:
where a, k, g are the parameters. In our simulation, we have used a least square optimisation in order to evaluate these parameters and we have found them to take the following values: a = 128.4421 k = 0.0783 g = 5.1872
Figure 7: Web pages per web site
In the above figure 7, blue line represents the distribution p n that has been derived through the least square optimisation and red dots represent the actual values which have been obtained in the simulation.
As the web is a directed graph, each web page can be characterised by the number of in-coming, k in , and out-going, k out , links. Barabási & Albert (1999) have investigated the probability distributions, P(k), that a randomly selected web page has exactly k in or k out links, respectively, and they found that P(k) decayed via a power law of the form P(k) ˜ k -? at large k. Indeed, Barabási & Albert found that ? = 2.45 for out-going links and ? = 2.1 for in-coming links, a result that was confirmed in a parallel study by Ravi Kumar and co-workers. In the present simulation, we have computed that ? = 2.3637 for out-going links and ? = 2.3641 for in-coming links, which verifies that our simulation produces a scale-free network such as the real World-Wide Web.
Figure 8. Probability distribution of links
During the last few years, it has been recognised that the Internet and the World-Wide Web are best described as complex systems together with a very wide range of other natural, biological, social, scientometric etc. systems (Albert & Barabási, 2001) . A common future that is shared by all these complex systems is the so called small world property (Watts & Strogatz, 1998; Watts, 1999) . Patterns of small worlds can be detected from two basic statistical quantities, the clustering coefficient C and the average path length d.
To give the definitions of the above quantities, we consider a directed graph G = (V,L), where V is the set of N nodes and L is the set of links among the nodes. Two nodes are called adjacent if they are linked. Then, the clustering coefficient C of the graph G is defined as follows: Fix a node u and consider the set A u of all the adjacent nodes to u; let C u be the ratio of the number of all the existing links among the nodes of A u divided by the number of all possible links among these nodes; then C is the average over all nodes, i.e., C = N -1 S u?V C u .
The second quantity is defined as follows: Fix two nodes u and w and consider the shortest path length d (u,w) between these nodes, i.e., the minimum number of links that must be traversed in order to reach node w starting from node u; the average path length of the node u is defined as Let us now consider the case that the graph G is a random graph. In their classic definition, Erdös and Rényi define a random graph as consisting of N nodes, each of which has a probability p of being connected to another link (Erdös & Rényi, 1959 (Watts & Strogatz, 1998 ). In the above simulation of the web that we have performed, for N = 2844 and <k> = 4.8256, we have computed that (i) C = 0.1998, while, C rand = 0.0017, and (ii) d = 5.4892, while d rand = 5.0529. Therefore, our simulated web is indeed a small world as it happens with the real World-Wide Web. As a matter of fact, studying the web at the level of web pages and as a directed graph, Albert, Jeong & Barabási (1999) found for a sample of N = 325,729 that d = 11.2 and predicted, using finite size scaling, that for the full web of 800 million nodes d would be around 19. Adamic has computed for the web at the site level and as an undirected graph that N = 153,127, <k> = 35.21, C rand = 0.00023, C = 0. 
