We present a simplex-type algorithm for linear programming that works with primal-feasible and dual-feasible points associated with bases that dier by only one column. We propose an algorithm that maintains two basic solutions for (P ). One is primal feasible and the other dual feasible, and the bases dier by only one column. Some preliminary computational results have been obtained (see Section 8), showing promise for the algorithm relative to the primal simplex method.
Introduction
Consider the following linear programming problem:
maxfc T x j Ax = b; x 0g; where A 2 R m2n (m n) and the vectors b, c, x have appropriate dimension. Let B be a basis in A, so that AQ = ( B N ) for some permutation Q, and let Bx B = b, B T B = c B and r = c 0 A T . An iteration of the primal simplex method [Dan63] can be briey described as:
Given B such that x B 0, if r 0, then stop; otherwise, update B.
The dual simplex method is:
Given B such that r 0, if x B 0, then stop; otherwise, update B.
The solution in both cases is given by x B and x N = 0.
The Aim
We propose an algorithm that maintains two basic solutions for (P ). One is primal feasible and the other dual feasible, and the bases dier by only one column. Some preliminary computational results have been obtained (see Section 8), showing promise for the algorithm relative to the primal simplex method. Many pivot rules are known for simplex-type algorithms. For example, a large number are described in [TZ92] . Under certain circumstances the proposed algorithm is equivalent to Lemke's method [Lem65] , as discussed in Section 6, but otherwise the algorithm appears to be new.
The Main Feature
For problem (P ), let B P and B D be bases in the primal and dual simplex methods respectively. Consider the special case in which B P and B D dier in exactly one column. Let d in B D be the column of A that distinguishes B P and B D . Also let x P and x D be the associated primal-feasible and dual-feasible vertices of (P ). Proof. Consider a modied problem (P 0 ) in which all variables that are in neither the primal basis nor the dual basis are xed at zero. It is easy to see that x P and x D are also primal-feasible and dual-feasible vertices of (P 0 ). In this case, the variable corresponding to d is the only nonbasic variable (for B P ). By denition of optimality, if x P is not an optimal vertex for (P 0 ), d can enter B P in order to improve the primal objective value. Otherwise, if x D is not an optimal vertex for (P 0 ), d can leave B D in order to improve the dual objective value.
Since all the data A, b, c, B P and B D are the same in (P 0 ) and (P ), the result also applies to (P ).
Initialization is discussed later. To show that the algorithm continues, we must show that the new bases dier by one column in the next iteration. The algorithm therefore proceeds in this way: the leaving column in a primal pivot is a candidate leaving column in the next dual pivot, and the entering column in a dual pivot is a candidate entering column in the next primal pivot.
Remarks
There is no pricing step in the simplex algorithm with this pivot rule. The algorithm may be interpreted as a primal simplex method that uses a related dual simplex procedure to do pricing.
Since B 01
D is closely related to B 01 P , we don't have to keep both of them. (We can maintain a factorization of just B P .) Moreover, since there is no pricing step, we don't have to compute shadow prices () in the primal method. Similarly, we don't have to compute B 01 D b in the dual method. Therefore, the computational eort is the same as in the ordinary simplex method. If B 01 P or B 01 P A is sparse, as for example in network problems, the algorithm needs to compute only part of B 01 P b. Also, since there is no pricing step, only some of the shadow prices have to be computed (to determine the entering column in the dual simplex step). In contrast, with minimum-cost network ow problems (for example), although only the ow values in the augmented path need to be updated at each iteration, conventional methods have to compute all the shadow prices (except with partial pricing).
3.
An Example
Figure 1 provides a two-dimensional example. The superscript indicates the order in which vertices are visited in the algorithm: x 1
Note that the algorithm updates both primal-feasible and dual-feasible solutions at each iteration. Therefore, it takes three iterations to solve the example. In fact, any primal simplex method starting from x 1 P will solve this example in exactly three iterations.
A Variation
A vertex is adjacent to another vertex if the associated bases dier by one column. Here we suggest a possible variation of the algorithm:
Given a primal-feasible vertex, move to the adjacent dual-feasible vertex with the minimal dual objective value. Then move to the best adjacent primal-feasible vertex, and so on.
The path of this variation algorithm in the example will be x 1 P ! x 0 ! x 3 .
To implement the variation, we must be able to nd the appropriate adjacent vertices. Suppose that B is a basis for (P ). LetÂ, x B , and r be dened by BÂ = A, Bx B = b, B T = c B and r = c 0 A T . Let S + = fj j j is nonbasic and r j > 0g and S 0 = fj j j is nonbasic and r j 0g. If there exists some nonbasic variable j with l l l l l l l l l l l l l l l l l l l l l l l l l l l Now it is time to say something about initialization. Suppose that a nonsingular basis B of (P ) is given. There is a similarity between the new algorithm and Lemke's [Lem65] . If the initial nonsingular basis B corresponds to a primal-feasible vertex of (P ), then both algorithms are exactly the same (they follow the same path from that vertex to the solution). The two algorithms dier in the following aspects:
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Lemke's method works on a larger dimension matrix (involving A and A T ). When B does not correspond to a primal feasible vertex of (P ) the new algorithm uses two articial variables instead of one as in Lemke's.
In Lemke's method, the primal and dual variable pairs are \almost comple- There is only one path to the optimal solution in Lemke's method, but the new algorithm is exible (for example the variation mentioned above).
Summary of the Algorithm
We now summarize the algorithm. We assume that a nonsingular basis B P is given.
1. Solve B P x B = b.
2. If B P is not primal feasible (x B 6 0), nd another initial B P .
(a) Add a P = 0Be to A as an articial column, where e is a columns of 1s. Set the corresponding entry in c to be 0M, for some large number M. Two forms of partial pricing are also possible. First, columns with the most negative r j could be temporarily ignored (keeping x j = 0). The bases B P will remain primal feasible. When the columns are reconsidered, we have to check that the current basis B D is dual feasible. If so, the algorithm continues; otherwise, a new dual-feasible vertex must be constructed as in 4(a){4(f).
Alternatively, rows with the most positive (x B ) i could be temporarily ignored. When they are reconsidered, we have to check that B P is primal feasible. If not, a new vertex must be constructed as in 2(a){2(c).
Experimental Results
The algorithms (original and variational) have been coded in MATLAB [MLB87] and compared with the simplex method with least-reduced-cost pivot rule (also coded in MATLAB). Full pricing was used in all methods. Some random test problems were generated with the following properties. All constraints (except for non-negativity) are tangent to a unit ball. None of the constraints is redundant. The center of the unit ball is either at the origin or at a point within two units of the origin. The initial vertex was taken to be the origin. The position of the center therefore determines whether the initial vertex is (primal) feasible or not. Table 1 lists results for 20 test problems with varying dimensions and center. The iteration numbers for the three algorithms are shown for each problem. Note that for the least-reduced-cost simplex method (LP) and our original algorithm (PDO), the iteration number is the number of primal vertices visited. For our variational algorithm (PDV), it is the number of primal and dual vertices visited. Hence, the iteration numbers reect the relative computation times for the three algorithms. The preliminary computational tests suggest that our original primal and dual algorithm (PDO) performs increasingly well as the problem size increases, compared to the traditional simplex method (LP). They also suggest that PDO is generally better than the variational algorithm (PDV), though other test problems may reveal dierent performances. We believe that further computational tests are justied for both new algorithms.
