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Introduction.
Esophageal cancer is the eighth most common cancer in the world, with over 16,000 new cases annually in the United States [Torre et al. (2015) ]. For patients whose disease cannot be removed by surgical resection, concurrent chemo-radiation therapy (CRT) is the established standard treatment. While survival time for these patients has increased over the years with advances in CRT delivery, the treatment process may take many weeks or months, and late onset toxicities remain a serious problem. One of the most troubling adverse events associated with esophageal RT is abnormal accumulation of fluid around the heart (percardial effusion) or lungs (pleural effusion). A patient may experience effusions for many months or possibly several years from the start of RT, and some patients suffer multiple occurrences. While effusion events are not immediately fatal, it is believed that a higher overall effusion rate may increase the risk of death by impairing heart or lung function.
The RT modality used most commonly worldwide is three-dimensional conformal radiation therapy (3DCRT), which uses computed tomography for anatomic visualization so that the radiation may be targeted to reduce exposure of normal anatomical structures, especially the heart and lungs, located near the tumor. A newer modality is intensity modulated radiation therapy (IMRT), which uses multiple radiation beams designed to focus the delivered radiation more closely to the targeted cancer, and reduce exposure to surrounding organs. Recent comparisons of IMRT to 3DCRT have focused on overall survival (OS), local recurrence, and distant recurrence [Lin et al. (2012) ], and the semi-competing risks (SCR) structure of the times to first effusion and death, since death may censor first effusion time but not conversely. The analyses reported by He et al. (2016) applied the SCR regression model of Lee et al. (2015) , which includes three hazard functions, one for time to a given nonfatal event, one for time to death following the nonfatal event, and one for time to death without the nonfatal event. Chapple et al. (2017) refined the analyses of He et al. (2016) by performing Bayesian variable selection in the linear component of each hazard function. He et al. (2016) and Chapple et al. (2017) found that IMRT decreased the hazards of time to first effusion, time to death without effusions, and time to death after first effusion, compared to 3DCRT, under their semi-competing risks models.
Our motivating dataset includes 468 esophageal cancer patients who received either 3DCRT or IMRT. The patients were followed from the start of RT to the time of death or administrative right censoring. Since the overall occurrence rate of each type of effusion, pericardial or pleural, was low, and moreover some patients experienced both types of effusions, to obtain reasonably reliable inferences we combine them, and hereafter refer to either type as "effusion." A key difference between our analyses of the esophageal cancer dataset and those reported by He et al. (2016) and Chapple et al. (2017) is that we account for the occurrence times of all effusions experienced by each patient, rather than only the first effusion time. Figures 1(a) and (b) illustrate the observed recurrent effusion event processes for each RT modality. Each line ends with either the symbol • at the time of death or • at the time of administrative right censoring. The plots show that, for some patients, effusions continued to recur for many years, while a substantial number of patients died or were right censored without any effusions. Empirical intensities of recurrent effusion events are plotted in Figure 1 (c) for each RT modality group (3DRT in black and IMRT in red) . The plot shows that the effusion rate decreased over time, and was slightly lower for IMRT. Figure 1(d) gives Kaplan-Meier curves of survival times for the RT modality groups, with 95% confidence bands. In this dataset, patients were not randomized between the two RT modalities. Consequently, apparent differences in the plots may be due to actual differences between the RT modalities, or imbalances in known covariates or unknown latent variables related to effusion or survival. Thus, possible bias may arise for any posterior comparison of the RT modalities, and must be accounted for in the analyses. FIG. 1. Esophageal cancer. (a) and (b) give plots of counts of recurrent effusion events over time with the two radiation therapy modalities for the esophageal cancer patients, with • and • representing patients with observed and censored survival outcomes, respectively. For the two radiation therapy modalities, 3DCRT (black) and IMRT (red), empirical intensities of effusion events for each modality are plotted in (c), and Kaplan-Meier curves are given in (d) with 95% confidence intervals. Observed T i,j and N i,j are jittered for better presentation. Initially, the methodology described here was motivated by the desire to compare the two RT modality effects on both the effusion process and survival in the esophageal cancer dataset, while accounting for effects of patient baseline prognostic covariates, including age, body mass index (BMI), performance status, tumor histology, and disease stage. After formulating a robust model, described below, for the frailties that induce association between the recurrent effusion event process and survival, we were further motivated to compare the performance of this new model to established joint recurrent event-survival models, and to simpler marginal regression models for either the recurrent event process or survival time.
A central methodological issue is that, if the effusion process and the risk of death are related, then death informatively censors the effusion process. In this sense, the effusion point process plays a role similar to that of a longitudinal realvalued process observed with the possibility of termination by death or informative drop-out, a data structure that has received a great deal of attention. Joint models for a longitudinal process with an informative terminating event have been proposed by De Gruttola and Tu (1994) , Faucett (1996) , Henderson, Diggle and Dobson (2000) , Song, Davidian and Tsiatis (2002) , Wulfsohn and Tsiatis (1997) , Ye, Lin and Taylor (2008) , among many others. The four chapters in Part IV of Fitzmaurice et al. (2009) provide reviews of a variety of joint longitudinal-survival models. Bayesian approaches for joint modeling of longitudinal outcomes and survival time have been proposed by Brown and Ibrahim (2003) , Hatfield, Boye and Carlin (2011) , and Hatfield, Hodges and Carlin (2014) . While a stochastic point process is structurally different from a real-valued longitudinal process, since both types of processes may be right censored informatively by death, or some other terminal event such as drop out, in general a given method for constructing a joint longitudinal-survival time model may be adapted for constructing a joint point process-survival model, or conversely.
Various frequentist and Bayesian joint models for a recurrent event process and a terminal event also have been proposed. A common approach, which we take here, is to assume i.i.d. subject-specific random effects (frailties) {γ 1 , . . . , γ n }, with γ i appearing in both the intensity function of the recurrent event process and the survival distribution of the ith subject. Conditional on γ i , a point process model is assumed for the recurrent event process hazard, and a hazard function is assumed for survival time. See, for example, Ghosh and Lin (2000) , Huang and Wang (2004) , Kalbfleisch et al. (2013) , Liu and Huang (2009) , Liu, Wolfe and Huang (2004) , Ouyang et al. (2013) , Sinha et al. (2008) , Wen et al. (2016) for examples. Cook and Lawless (2002) gave a thorough account of models and methods for nonfatal recurrent events. Liu, Wolfe and Huang (2004) developed a likelihoodbased, semiparametric joint model by assuming nonparametric baseline intensity and hazard functions for the recurrent event process and survival time, assuming a gamma distribution for shared frailties and incorporating covariates through a Coxtype model. Xu et al. (2017) developed a general likelihood-based, semiparametric joint model by allowing an arbitrary distribution for the frailties and nonparametric baseline functions. They assumed accelerated failure time (AFT)-type models to estimate covariate effects for recurrent psychiatric admissions and survival times of patients with schizophrenia. Sinha et al. (2008) provided an extensive review of Bayesian approaches for joint modeling. Ouyang et al. (2013) investigated a set of Bayesian models by assuming different combinations of prior distributions for the baseline intensity and hazard functions, with a gamma frailty distribution. One case assumes a gamma process on the baseline cumulative intensity and a Weibull for the baseline hazard function, with gamma frailties in the recurrent event intensity function and survival time hazard function. Wen et al. (2016) developed a Bayesian joint model for multivariate recurrent events with a terminal event, assuming a bivariate normal distribution for the frailties.
In this paper, motivated by the esophageal cancer dataset, we propose a Bayesian semiparametric approach to jointly model recurrent events and survival, accounting for baseline covariates. Like many existing methods, our modeling framework assumes i.i.d. frailties that appear in both the recurrent event intensity and survival hazard. For each subject, we assume conditional independence of the recurrent event process and survival time, given the subject's frailty. The main departure from existing Bayesian approaches is that we assume a Bayesian nonparametric (BNP) prior distribution, specifically a Dirichlet process (DP), for the patient-specific frailties. We call this a Joint-DP model. Since the patients in our motivating dataset were not randomized between the two RT modalities, adjustment for possible bias is needed. Our approach is to view patient frailties as latent variables that may account for such biasing effects, as well as heterogeneity between patients. The DP prior relaxes commonly used distributional assumptions on the frailty distribution, and allows the frailty distribution to have features, such as skewness or multimodality, that may not be captured by particular parametric forms, such as a gamma or lognormal distribution. Accommodating such irregular features may help with bias correction due to lack of randomization in treatment assignment, and also may improve estimation of covariate effects and the baseline functions.
From our exploratory analysis of the esophageal cancer dataset, it was observed that patients had on average 0.82 recurrent events, and 1.93 and 4.88 years, respectively, for observed and censored survival times. Due to sparse information on recurrent events in the motivating data, our model formulation is intended to provide simplicity and flexibility. Each patient's recurrent event time sequence is assumed to be a realization of a nonhomogeneous Poisson process having intensity function that is stochastic due to the patient-specific frailties. This is an example of a Cox process [Cox (1955) ], also known as a doubly stochastic Poisson process [Grandell (1976) ]. We model covariate effects on the Poisson process through a regression structure in the log intensity process [Lawless (1987) ]. We assume an accelerated failure time (AFT) model to describe the regression of survival time on covariates and the frailty, with the particular AFT survival distribution chosen through preliminary goodness-of-fit analyses. Using this approach, the Joint-DP model is applied to analyze the esophageal cancer data. For this dataset, assuming these parametric baseline functions helps with practical estimation issues due to the limited amount of recurrent event information.
The remainder of the paper is organized as follows. Section 2 describes the proposed Bayesian semiparametric joint model. Section 3 reports simulation studies to evaluate the Joint-DP model and compare it to simpler Bayesian regression models and to the likelihood-based joint model of Xu et al. (2017) . Section 4 summarizes analyses of the esophageal cancer dataset, and we close with a discussion in Section 5.
Probability model.
2.1. Sampling model. For subjects i = 1, . . . , n, let N i (t) denote the number of recurrent events in the time interval (0, t], denote survival time by D i , and let C i denote the right censoring time. The final follow up time isD i = min{D i , C i }, and we denote the binary indicator of censoring by δ i = 1 ifD i = C i < D i , and δ i = 0 ifD i = D i . Censoring is assumed to be independent of the recurrent events, survival, and covariates. Denote the vector of baseline covariates and treatment variables by Z i , with Z Ri = (Z Ri1 , . . . , Z Rip ) and Z Di = (Z Di1 , . . . , Z Diq ) the subvectors of Z i that affect the recurrent event process and survival, respectively.
For the recurrent event data, let T i,j denote the time of j th occurrence for patient i. Note that {N i (t), t > 0} and {T i,1 , T i,2 , . . .} carry equivalent information about the recurrent event process. A time-varying pattern in the empirical intensity is suggested by Figure 1(c) , and we assume a nonhomogeneous Poisson process (NHPP) with power law intensity (also known as a Weibull process) for the recurrent effusions. The power law intensity function has been used widely to flexibly accommodate time-varying patterns of recurrent events [Guida, Calabria and Pulcini (1989) , Kuo and Yang (1996) ]. Let γ 1 , . . . , γ n denote i.i.d. patient-specific random frailties that characterize intrinsic patient variability not explained by the observed covariates. For patient i, the time-varying conditional intensity (hazard) function of the Poisson recurrent event process [N i (t) | γ i , Z Ri , β R , ξ] is given by
The parameter ξ describes the time-varying pattern of the intensity function. If ξ < 1 (> 1), the intensity decreases (increases) over time. The latent frailty γ i plays the role of a baseline intensity that varies from patient to patient, but it is assumed to be independent of time and the covariate parameter vector β R . Under the model in (1), the cumulative intensity function is
, which implies that the covariate effects are multiplicative in the cumulative intensity. The Poisson process assumption implies that, given γ i , time gaps between recurrent events for each patient are independent. If this assumption is believed to be violated, alternative models may be considered, such as a Poisson cluster process or Markovian process. Note that a scale parameter for the intensity function is omitted due to potential identifiabilty issues. This is further discussed in Section 2.2.
For brevity, we denote
Assuming independence between patients given ψ R , the likelihood of the observed recurrent event process given the latent frailties γ 1 , . . . , γ n and the truncation timesD is
We assume conditional independence of N i (t) and D i given γ i , and assume an accelerated failure-time (AFT) model for the failure time distribution given γ i . Specifically, denoting η i = log(γ i ), we assume that
where the W i 's are i.i.d. following a distribution with c.d.f. F W . Any tractable parametric or nonparametric model can be used for F W , for example, see Ghosh and Ghosal (2006) , Walker and Mallick (1999) 
For each subject i = 1, . . . , n, the random patient frailty, γ i , is the key element that creates the Bayesian joint model from its two main components, the recurrent event process intensity function ψ R (t, Z Ri , γ i , β R , ξ) in (1) and the survival process hazard function ψ D (t, Z Di , γ i , μ, ζ, β D ) in (4). The hazard function ψ D has a common factor exp(−μ/σ ) and subject specific factors γ −ζ /σ i . Compared to the intensity function ψ R in (1) that is proportional to γ i , the effect of γ i on D i is adjusted through the term γ −ζ /σ i . This allows γ i to have different effect sizes on the recurrent event intensity and the survival distribution hazard. Another way to view γ i is that the patient's survival data is used to adjust for possible informative censoring in the intensity of the recurrent event process. For example, if ζ < 0, then a small value ofD i for a patient with larger frailty γ i implies, on average, larger N i (t) (more recurrent events). Additionally, from the practical viewpoint of obtaining a fitted joint model, the conditional independence of N i (t) and D i given γ i greatly simplifies the MCMC computations required for posterior inference.
2.2. Prior. As described in Section 1, we utilize random frailties to account for between-patient heterogeneity and to adjust for potential biasing effects due to the lack of randomization in treatments as in our motivating dataset. We do not attempt to model possible systematic differences in patients between the two treatment groups due to the lack of randomization, as is done with propensity score based methods such as inverse probability of treatment weighting (IPTW) [Austin (2013) , Robins, Hernan and Brumback (2000) ] or doubly robust (augmented) IPTW [Bang and Robins (2005) , Robins, Hernan and Brumback (2000) ]. Instead, we account for possible bias through a flexible modeling strategy for the distribution of the γ i 's. To do this, we take a BNP approach by assuming a Dirichlet process (DP) [Ferguson (1973) ] for the distribution of γ i in equations (1) and (3). This adjusts for possible biases in the posterior estimates of the covariate effects, β R and β D , which quantify covariate and treatment effects on the recurrent event process and survival time, respectively. The basic idea is that, accounting robustly for irregular effects, possibly due to treatment selection bias, in the underlying patient-specific baseline recurrent event intensity and survival hazard avoids or mitigates these effects being reflected incorrectly in the estimates of β R and β D .
BNP models, including the DP or its many variants, have been applied successfully to capture nearly any pattern in data for a wide variety of applications. They express a full range of uncertainty about the form of the distribution function for parameters in a model by defining a distribution on the space of probability distribution functions. This enables one to obtain consistent estimation of essentially any distribution. See Müller and Rodriguez (2013) for a recent review of DP models and computational methods. For our application, because the DP provides a general form for the distribution of the γ i 's, it allows us to focus on the distribution from which the random effects are drawn, instead of the individual random effects themselves. Bush and MacEachern (1996) used a BNP model for randomized block designs in a similar way. Recalling that η i = log(γ i ), we assume
where α is the total mass parameter and G 0 is the baseline distribution of the DP. We assume G 0 = N(η, v 2 ). G 0 determines the features of G such as shape, spread, and location, and α expresses the prior strength of belief in G 0 . The DP prior in (5) does not hold the mean of G at zero even withη = 0, but does not create an idetifiability issue. A scale parameter is omitted in (1), and no fixed effect is paired with the random effect, while ζ and μ are common for all subjects in (3) [Li, Müller and Lin (2011) ]. Following [Escobar and West (1995) ], we assume that α is random with prior α ∼ Ga(a α , b α ) Using the stick-breaking representation [Sethuraman (1994) ], G can be expressed as an infinite mixture,
∼ G 0 and δ(η ) is a unit point mass at η . As equation (6) shows, G is almost surely discrete and it allows ties in the η i 's with positive probabilities, resulting in clustering of the η i 's into a random number of subgroups. The following remark describes the dependence structure between recurrent events and survival time induced under the proposed model given by (1), (4), and (5).
denote the recurrent event history and the number of recurrent events in time interval (0, t). Assume a NHPP for the recurrent events with the conditional intensity in (1). Let ψ Ri 
where the expectations are taken with respect to the distribution G of γ i in (5).
Remark 2.1 is an extension of the results in Sinha et al. (2008) for a random frailty distribution. Similar to their results, the shared frailty model with the NHPP in (1) implies that given D i > t the conditional risks of a new recurrent event and survival depend on the recurrent event history through the number N(t − ) of past recurrent events. The value ζ = 0 implies independence of the recurrent event process and survival time. For given σ , ζ moderates the effect of survival time.
In contrast with Sinha et al. (2008) , who assume a gamma frailty distribution, our model in (5) assumes the frailty distribution itself to be random and the dependence structure between the recurrent event process and survival time remains unspecified.
Our use of a BNP prior for the random effects is similar in spirit to the approach of Xu et al. (2016) who used a BNP model for transition time distributions in a setting involving multi-stage dynamic treatment regimes and nonrandomized data. Their BNP model, dubbed a "dependent Dirichlet process with a Gaussian Process (DDP-GP)" assumed a GP prior on the means of the Gaussian mixture components of the DDP. They showed, by simulation, that the DDP-GP model yielded substantially better bias correction and better reliability for estimating overall mean survival, compared with conventional frequentist IPTW and augmented IPTW. Aside from the fact that our data structure is very different from that considered by Xu et al. (2016) , our modeling approach differs from theirs in that we assume a DP prior for the distribution of the patient random frailties, which in our setting are included primarily to obtain a joint model for the recurrent event process and survival time. Our simulation study, reported in Section 3, below, shows that this approach does a good job of reliably correcting for bias in the posterior estimates of both β R and β D .
For priors on β R , β D , ξ , μ, and ζ , we assume
We complete the prior model specification by assuming σ ∼ IG(a σ , b σ ). Specification of numerical hyperparameter values is discussed in Section 3.
We use standard Markov chain Monte Carlo (MCMC) methods to implement posterior inference on the parameters β R , β D , {η i } (equivalently, {γ i }), ξ , μ, ζ , and σ . Usual MCMC posterior simulation proceeds by iteratively updating each of the parameters conditional on the currently computed values of all other parameters. It is possible to improve the mixing of the Markov chain, however, by jointly updating some parameters by means of a Metropolis-Hastings transition probability that proposes changes in those parameters. For our model, joint updating of ζ and μ may greatly improve the mixing. For updating γ i , the algorithm in MacEachern and is implemented to speed convergence of the Markov chain. Details of posterior computation are described in the Supplementary Material [Lee, Thall and Lin (2019) ]. We diagnose convergence and mixing of the described posterior MCMC simulation using trace plots and autocorrelation plots of imputed parameters. For both the upcoming simulation examples and the data analysis, we found no evidence of practical convergence problems. The posterior simulation is implemented in R and C and for the esophageal cancer data in Section 4 simulation of 17,000 Monte Carlo samples takes less than one minute on a 3.33 GHz CPU. An R package of the code used for simulations and the analysis of the esophageal cancer dataset in the following sections is available from the authors' website https://users.soe.ucsc.edu/~juheelee/.
2.3. Comparators. For comparison, we include five different Bayesian models, and also the frequentist joint scale-change model (JSCM) proposed by Xu et al. (2017) . We first consider a Bayesian joint model with log-normal distributions for frailties, γ i
∼ logNormal(0,ũ 2 ) with fixedũ 2 while assuming the same baseline functions in (1) and (4), called the "Joint-logNormal" model. We also consider alternative marginal models, for the recurrent event data while treating death as independent right censoring, called "R" models, or for survival time while ignoring the recurrent event data entirely, called "S" models. For each marginal Bayesian model, we either model frailty distributions nonparametrically through the DP or parametrically through a lognormal distribution. This gives four different models, "R-logNormal", "R-DP", "S-logNormal", and "S-DP." For the "S" models, we assume that survival time follows an AFT distribution, given by (7) log
That is, the "S" models include a component with both a subject-specific frailty and covariate effects, similar to (3). We assume either μ S
with fixedμ S and (ν S ) 2 . We assume the same prior distributions for β D and σ as those under the Joint-DP model. Similarly, we define the "R" models for the recurrent event process only, that assume the likelihood (2). The R-logNormal model assumes a lognormal prior for γ i , and the R-DP model assumes a DP in (5) for the prior distribution of η i = log(γ i ). Both R models treatD i as a censoring time that is independent of N i , and ignore the possibility that death informatively censors the recurrent event process.
Lastly, we include as a comparator the JSCM given by Xu et al. (2017) implemented in a R function, reReg, in the library reReg. The JSCM assumes AFT models for both recurrent events and failure times and relates recurrent events and survival to covariates through the regressions log(T i,j ) ∝ −β R Z Ri and log(D i ) ∝ −β D Z Di , respectively. In particular, the intensity of the recurrent events takes the form λ i (t) = γ i λ 0 (t exp(β R Z Ri )) exp(β R Z Ri ) and the hazard function of the survival time h i (t) = γ i h 0 (t exp(β D Z Di )) exp(β D Z Di ) for patient i at time t. λ 0 and h 0 are arbitrary but absolutely continuous baseline intensity and hazard functions, respectively. While the models for survival time are similar, the AFT model for recurrent events in JSCM differs from the Poisson process model assumed in our proposed models. Under the AFT model, the covariate effects in the original time scale change the time scale by a factor exp(β R Z Ri ), that is, for a patient with covariate Z Ri , the cumulative intensity is
The AFT model for recurrent events includes a homogenous Poisson process as a special case, that is, the model in (1) with ξ = 1, but does not accommodate NHPP with ξ = 1 in (1). Importantly, in contrast with (4), in the JSCM the frailty γ i appears multiplicatively in h i (t) without any adjustment, and the distribution of γ i is unspecified, with E(γ | Z, β D ) = m γ . The parameter β D in the JSCM has the opposite sign of the parameter β D in (3) and (7), so to facilitate fair comparison, negative values of the JSCM-based estimates are used for the illustration in Sections 3 and 4. The JSCM computes parameter estimates for the two processes sequentially, first estimating parameters for the recurrent event process including the frailties, then plugging in the frailty estimates and estimating the covariate effects on survival, similarly to Huang and Wang (2004) . A resampling method is used to estimate the variances of the estimates, and asymptotic normality is used as a basis for a test and confidence intervals.
While we use a parameteric distribution of W i in (3) to keep the model simple due to sparse recurrent event information in the motivating dataset, we empirically select a distribution of W i for the Joint-DP model that better fits the data using the S-DP model. In particular, we fit the S-DP model to the survival data, using each of several distributions for W , and choose the distribution that gives the best fit in terms of smallest deviance information criterion (DIC). For the esophageal cancer data, we fit the survival data in Section 4 with each of the standard extreme value, normal, and logistic distributions for W , which correspond to Weibull, lognormal, and log-logistic distributions for F D , respectively. Comparison of the three distributions based on DIC values showed that the extreme value distribution for W gave the best fit to the survival data in Section 4. In general, one may choose a distribution of W i based on some other reasonable model comparison procedures using either the survival data only or the entire data [e.g., see Chapter 7 of Robert (2007) ], or use a nonparametric model for W i similar to the models in Sinha et al. (2008) and Ouyang et al. (2013) . The Joint-DP model can be extended by including this model selection procedure to choose a distribution for W i . We examined robustness of this extended approach empirically through simulation studies in Section 2.3 of the Supplementary Material.
Simulation study.
In this section, we assess the performance of the Joint-DP model and compare it to the alternative models described above through a simulation study. For each dataset, we simulated a sample of n = 500 patients with three covariates in both the recurrent event intensity and survival distribution (p R = p D = 3, Z Ri = Z Di = Z i ). We simulated each patient's covariates by let-
. We introduced bias in the treatment assignment by simulating the treatment indicator Z 3i ∈ {0, 1} using the probability
We assigned each patient to treatment Z 3i = 0 with probability w i and treatment Z 3i = 1 with probability 1 − w i . This randomization mimics physician behavior in which Z 1i is used for choosing treatment, with a stochastic component to reflect between-physician variability in this covariate-based treatment selection process. For example, w = 0.26 if Z 1 = −0.5, and w = 0.73 if Z 1 = 0.5. Since w i is increasing in Z 1i , patients with larger Z 1i are more likely to be given treatment Z 3i = 0. We simulated patient frailties η TR = log(γ TR ) from a mixture distribu-
is the normal distribution with mean η and variance v 2 . We fixed the mixture component means (η TR 1 , . . . , η TR 5 ) = (−1.5, −0.4, 0.0, 0.4, 0.6) and simulated the component weights from π = (π 1 , . . . , π 5 ) ∼ Dir(3, 3, 3, 3, 3), where Dir(a) denotes the Dirichlet distribution with parameter a. We set the covariate effects β TR R = (0.30, 0.25, −0.30) , β TR D = (−0.30, −0.25, 0.30) , ξ TR = 0.8, ζ TR = −1.2, μ TR = 0.5 and σ TR = 0.7. We simulated the death time D i from (3) under a Weibull model with the above assumed true parameter values. We let δ i = 0 (the survival outcome is observed) or 1 (the survival outcome is censored) with probabilities 0.75 and 0.25, respectively, setD i = D i for patients with δ i = 0, and for patients with δ i = 1 we assumed uniform censoring timeD i ∼ Unif(0, D i ). N i (t) was simulated from a nonhomogeneous Poisson process with intensity func-
and censored at t =D i . A total of 1000 datasets were simulated under this set-up.
For the Joint-DP model prior hyperparameters, we used large values for prior variances to express weak prior information. We setβ R =β D =η =μ = 0, with R = D = diag(10 2 ) and τ 2 = 10 2 , a σ = b σ = 1. We fixed a α = b α = 3 for the DP total mass parameter α, which implies prior mean 6.79 and standard deviation 3.74 for the number of clusters. We did this using the R function DPelicit of DPpackage [Jara et al. (2018) ]. We let v 2 = 1 for the base distribution G 0 . For the priors of ξ and ζ , we set a ξ = b ξ = 1,ζ = 0, and ω 2 = 10 2 . To run the MCMC simulation, we initialized the parameters at their prior means. For η i , we let each η i have its own cluster and η k be a random draw from G 0 . We then implemented posterior inference using MCMC simulation over 10,000 iterations, discarding the first 4000 iterations as burn-in and choosing every other sample as thinning.
The simulation results are summarized for β in Table 1 and for ξ and σ in Table 2 . For each of the 1000 simulated datasets, we computed estimates of posterior means and 95% credible intervals (CIs) of the parameters, and used them to evaluate four quantities, average of the posterior means (Mean), average difference between each posterior mean and the truth (Bias), average lengths of the CIs (Ave. CI length), and proportion of the CIs containing the truth (Coverage). For all β's, the Joint-DP model produces very small biases and the CIs capture their true values with proportions close to 95%, but slightly less than 95%. Although bias is introduced by using X 1 to assign X 3 to either of the values 0 and 1, the model yields estimation biases close to zero, and their coefficients are well estimated with tight intervals. The model also provides reasonable inference for the power parameter of the baseline intensity function ξ and the shape parameter of the baseline hazards function σ .
For comparison, we fit each of the five models described in Section 2.3. Under the Bayesian models, we specified their hyperparameters and ran MCMC posterior simulations similarly to the Joint-DP model. The results under the comparators also are summarized in Tables 1 and 2. In the tables, the fitted joint models utilizing both the recurrent event data and the survival time data are given on the top, followed by fits of the models for recurrent event outcomes only (R models) and the models for survival time only (S models). We first compare the three joint models, Joint-DP, Joint-logNormal, and JSCM, given in the top three boxes in each of Tables 1 and 2. Compared to the Joint-DP model, the Joint-logNormal model yields larger Bias, wider CIs, and smaller Coverage for all β, especially for treatment effects β R3 and β D3 . For exam-ple, (Bias, Ave. CI length, Coverage) are (−0.322, 0.392, 28.8%) for β R3 and (0.216, 0.509, 60 .6%) for β D3 under the Joint-logNormal model. This comparatively poor performance in estimation of β 1 and β 3 for both recurrent events and survival may be due to the simulated treatment assignment bias, and also possibly mis-specification of the frailty distribution. The Joint-logNormal model also produces poor estimation of the baseline function parameters ξ and σ compared to the Joint-DP model. The JSCM produces larger bias and larger confidence intervals for both β R and β D , although the estimates of β R1 and β R3 are better than those under the Joint-logNormal model. Since the JSCM assumes AFT models for recurrent events and survival times, the assumption under the JSCM is satisfied only for survival times in the simulation truth and their estimates of β D only are comparable to the simulation truth. The coverage probabilities of the confidence intervals under JSCM are above 99% for β D , possibly leading to the conclusion of no significant effect on survival for truly significant variables. This may be due to the violation of the assumption for recurrent events, the two-step estimation method, or the modeling assumption that the frailties appear in the hazard functions without adjustment.
Another interesting comparison is between the joint models and the models with only one outcome. Table 1 shows that improvement in inference about β R and β D through combining information from two sources via the Joint-DP model is minimal. In contrast, Table 2 shows that the Joint-DP model greatly improves estimation of the baseline intensity and hazard function parameters ξ and σ compared to the R-DP and S-DP models. Although the performance of the Joint-logNormal is inferior to that of the Joint-DP model, the Joint-logNormal model gives much more reliable estimates of β R and β D compared to the R-logNormal and S-logNormal models. Considered together, these results imply that combining the two sources of information through joint modeling improves covariate effect estimation, and greatly improves estimation of the baseline intensity and hazard functions, compared to fitting separate models for the recurrent event process and survival. Moreover, the latter improvement is largest when a BNP model is assumed for the frailty distribution.
We further examined the performance of the Joint-DP model through additional simulation studies, Simulations 2-8 in Section 2 of the Supplementary Material. In these simulations, we kept most of the simulation set-up used in Simulation 1, including biased generation of Z 3 , and focused on comparisons of the Joint-DP model to particular sets of models. In Simulations 2 and 3, we simulated the frailties from a lognormal distribution, that is, the frailty distribution is parametric in the simulation truth and from a mixture of gamma distributions, respectively. The performance of the models with the DP for the frailty distribution is almost the same as in Simulation 1, or is slightly improved, with posterior coverage probabilities closer to 95%. Interestingly, the models with lognormal frailty distribution perform poorly in Simulation 2, especially for β 1 and β 3 estimation for the recurrent events. This comparison implies that, even when the frailty distribution is correctly specified, biased treatment assignment may severely deteriorate inference, especially for parameters related to treatment and treatment assignment. In Simulations 4 and 5, we generated recurrent events from a homogeneous Poisson process and a Poisson cluster process, respectively, for further comparisons of the Joint-DP to JSCM. Recall that JSCM assumes an AFT model for recurrent events, and the NHPP in Simulation 1 violates the assumptions under JSCM. From Simulation 4, when the assumption under JSCM is not violated, JSCM yields on average unbiased estimates, but with larger interval estimates and larger coverage probabilities than the Joint-DP model. Simulation 5 shows that the Joint-DP produces reasonable inference on β R and β D even when the recurrent event model is not correctly specified. Simulation 6 is conducted to study robustness of the extended Joint-DP that includes the model selection procedure to misspecification of the distribution of W i . In this simulation, inference on β under the extended model is minimally affected compared to the Joint-DP that assumes the true distribution of W i known, and is better than JSCM that assumes a nonparametric distribution for W i . Lastly, in Simulation 6, we further compared the Joint-DP model to the single outcome R-DP and S-DP models. The results show that when survival times are more heavily censored, the Joint-DP significantly improves inference by borrowing strength between the recurrent event and survival time outcomes. A more detailed summary of the additional simulations is given in Section 2 of the Supplementary Material.
Analysis of the esophageal cancer data.
In this section, we summarize our analyses of the esophageal cancer dataset described in Section 1. Recall that the primary goal is to compare effects of the RT modalities, 3DRT and IMRT, on recurrent effusion occurrences and survival, while accounting for effects of age, BMI, KPS score, histology, and cancer stage. The continuous variables age and BMI were standardized to have mean 0 and variance 1. The variables RT modality, KPS score, histology, and cancer stage are binary, with RT modality = 1 for IMRT, KPS score = 1 for good, histology = 1 for adenocarcinoma, and cancer stage = 1 for stage 3-4 (advanced) cancer. The RT modality and covariate parameter vectors thus have dimension p R = p D = 6.
We specified hyperparameters similar to those in the simulations for the Bayesian models. The MCMC simulation was run over 17,000 iterations, with the first 8000 iterations discarded as burn-in and every third sample kept as thinning and used for inference. Posterior inferences are summarized in Tables 3  and 4 . When interpreting the numerical parameter estimates in Table 3 , it is important to bear in mind that β Rj < 0 corresponds to a lower recurrent effusion rate, while β Dj > 0 corresponds to a lower death rate, that is, longer survival. Under the Joint-DP model, the posterior means of the coefficients for the RT modality IMRT areβ R1 = −0.82 andβ D1 = 0.45, with respective 95% credible intervals (−1.07, −0.56) and (0.21, 0.69). On average, IMRT decreases the effusion rate by a multiplicative factor of exp(−0.82) = 0.442, and decreases the hazard of death by a multiplicative factor of 0.468. One may infer that IMRT provides both a significantly lower rate of effusion occurrences and longer survival compared to 3DRT. These inferences agree with previous findings in Chuong et al. (2016) that IMRT is significantly associated with better clinical outcomes, such as decreased toxicity in the lungs and heart and longer survival. Higher BMI, higher KPS score, and lower cancer stage also were significantly associated with longer survival, while no other covariate besides RT modality had a significant effect on the effusion occurrence intensity. While our inference that higher BMI is positively associated with longer survival in RT patients may seem spurious or counterintuitive, it agrees with previously published results [e.g., Ji et al. (2016) , Zhang et al. (2013) ].
Recalling the forms (1) of the effusion intensity function and (4) of the hazard of death, Table 4 shows that the effusion intensity decreased over time (ξ = 0.84) and the hazard of death increased over time (σ = 0.60). It is also reflected in the posterior estimates of the functions t ξ and t 1/σ −1 that are proportional to the cumulative baseline intensity and hazard functions t Figure 3 shows a kernel density estimate of the posterior meansγ i of γ i . A very interesting result is that the posterior distribution of γ i is bimodal, which is revealed by the DP distribution due to its flexibility. This suggests that, because a simpler, unimodal assumed distribution for the γ i 's would miss this bimodality, this in turn would affect the posterior estimates of β R and β D . Posterior inferences on β R and β D under the comparators also are summarized in Tables 3, 5, and 4. Table 3 shows that the two joint models Joint-logNormal and JSCM identify different sets of significant covariates. For example, the Joint-logNormal model concludes that all covariates but Age are statistically significant for survival. The Joint-logNormal model gives slightly largerξ and smallerσ compared to the estimates under the Joint-DP model, which is similar to the comparison in Simulation 1. We compared the posterior frailty estimates under the models Joint-DP and Joint-logNormal graphically, shown in Figure 3(b) . The figure shows that frailty estimates are similar under the two models when they are small, but the Joint-logNormal model tends to produce much more extreme estimates than Joint-DP for larger frailties. We also compare the Joint-DP and Joint-logNormal based on model assessment metrics, DIC ] and the logpseudo marginal likelihood statistic [LPML, , deviance penalized by model complexity. LPML is a metric based on cross validated posterior predictive probability, and is defined as the sum of the logarithms of subject specific conditional predictive ordinates [CPOs, Geisser (1993) ]. Sinha et al. (2008) and Ouyang et al. (2013) used CPO for model comparison and diagnostics for their Bayesian shared frailty models. We integrate out subject level latent parameters (frailties) and compute DIC and LPML based on the partially marginalized likelihoods for more reliable comparison , ]. Details of the DIC and LPML computation are discussed in Section 3 of the Supplementary Material. Table 6 provides DIC and LPML for the mode fits. Note that a model with a smaller DIC and/or a larger LPML indicates a model for a better fit of the data. Both criteria indicate that the Joint-DP gives a substantially better fit to the data. JSCM produces larger confidence intervals, especially for β D . estimated patterns in the baseline functions between the Joint-DP and JSCM are closer than those between the Joint-logNormal and JSCM. The separate models with DP in Table 5 identify the same set of significant covariates as the Joint-DP model, although their point estimates are slightly different. The estimates of the baseline function parameters are compared in Table 4 . The posterior estimates of ξ are considerably different under the Joint-DP and R-DP models, with much smallerξ under the R-DP model. The estimates of the γ i 's under the Joint-DP and R-DP models are compared graphically in Figure 3 the Joint-DP model [see a band of small black circles below the 45-degree line in panel (c)]. This illustrates that the Joint-DP model properly accounts for informative censoring on effusion events by death and yieldsγ i values different from those obtained under the R-DP model. The patterns of the estimated cumulative baseline intensity and hazard functions under the joint models and the single outcome models are compared in Figure 2(a) and (d) where the back and red colors are for the joint models and the single outcome models, respectively. While the estimates are not directly comparable, the difference between the joint model and the single outcome models is smaller under the models with DP than those with log normal. Similar to comparison of the Joint-DP to the Joint-logNormal, DIC and LPML indicate that the single outcome models with DP provide a better fit to the data than those with lognormal as shown in Table 6 .
Discussion.
We have presented a semiparametric Bayesian approach to jointly model recurrent events and a terminal event through shared latent frailties. An empirical Bayes approach is used to establish numerical prior hyperparameter values. All parameters in the proposed joint model are estimated simultaneously based on both the recurrent events and terminal events, through Bayesian hierarchical modeling. By assuming that the patient-specific random effects follow a DP prior, the proposed model propagates uncertainties at all levels and provides valid statistical inferences on covariate effects.
Our simulation studies and analysis of the esophageal cancer show that utilizing all sources of information in the data to estimate patient frailities yields good performance in posterior inferences for covariate and treatment effects on both the recurrent event process and survival. In the simulations, our proposed Joint-DP model shows robustness to a mild violation of the modeling assumption on the shared frailties. The Joint-DP model compared quite favorably to either of two BNP models that consider one outcome only, and to the likelihood-based method of Xu et al. (2017) . Based on our simulations, the joint model and a similarly constructed survival (S-only) model appear to reliably estimate treatment effects in the absence of randomization, when treatment assignment is covariate-dependent. That is, the joint model and R-only model including latent patient-specific frailties assumed to follow a DP distribution both do a good job of bias correction, provided that the covariates used for treatment assignment are available.
The proposed joint model may be extended to accommodate more complex data structures, such as time-varying covariates or multivariate recurrent event processes. Also, different baseline intensity functions for the Poisson process of recurrent events may be assumed. This may be done, for example, by considering the set of time-varying intensity functions that have been applied successfully under various Bayesian frameworks [Kuo and Yang (1996) ]. These are potential areas for future research.
SUPPLEMENTARY MATERIAL
Supplement to "Bayesian semiparametric joint regression analysis of recurrent adverse events and survival in esophageal cancer patients" (DOI: 10.1214/18-AOAS1182SUPP; .pdf). Joint Bayesian semiparametric regression analysis of recurrent adverse events and survival in esophageal cancer patients are available under the paper information link at the Journal website. ZHANG, S. S., YANG, H., LUO, K. J., HUANG, Q. Y., CHEN, J. Y., YANG, F., CAI, X. L., XIE, X., LIU, Q. W., BELLA, A. E. et al. (2013) . 
In (5) of the main text, we defined a probability distribution η i iid ∼ G for η i = log(γ i ), and let G ∼ DP(αG 0 ) where G 0 = N(η, v 2 ). We use the Gibbs sampling scheme in MacEachern and to simulate η = log(γ). The random measure G in the assumed model is a.s. discrete and yields a positive probability of ties among the η i 's. We let η k , k = 1, . . . , K, denote the K ≤ n unique values among the η i 's. We also introduced a n−dimensional cluster membership vector s = (s 1 , . . . , s n ) by letting s i = k if and only if η i = η k . Given partition s, c k denotes the size of cluster k, and we denote c = (c 1 , . . . , c K ) for the sizes of the K clusters. The distributions of s and η = (η 1 , . . . , η K ) implied by the Dirichlet process (DP) are
(1) and given s, η k | s iid ∼ G 0 = N(η, v 2 ), k = 1, . . . , K. The Pólya urn can be defined as the distribution of s in (1) (Blackwell and MacQueen, 1973) . Assuming the exchangeability of subjects, the complete conditional prior probability of s i can be described using the Pólya urn scheme as follows: let s − , c − and K − denote s, c and K without subject i. The prior probability that subject i joins in existing cluster k, k = 1, . . . , K − is p(s i = k | s − ) = c − k /(α + n − 1) and the conditional prior probability of subject i being in a new singleton cluster,
From the relationship between η, η , and s, sampling η i is equivalent to sampling η and s. We denote θ = (ξ, η , s, β R , µ, ζ, β D , σ). The parameters are estimated by iteratively drawing samples from the full conditional posterior distributions given the data and the other parameters.
Update η k .
Recall γ k = exp(η k ). Let θ −γ = (ξ, β R , µ, ζ, β D , σ) be all unknown parameters except γ. For k = 1, . . . , K,
We use a random-walk Metropolis-Hastings algorithm to simulate η k from the full conditional. For the esophageal cancer data analysis, we generated a proposal η , k = η k + , ∼ N(0, 0.2 2 ). 2. Update s.
We sequentially updated a cluster label for subject i, i = 1, . . . , n as follows:
where g 0 is the probability density function of G 0 . The integral can be evaluated numerically . We sample k from {1, . . . , K − , K − + 1} with probabilities proportional to p(
We used a random-walk Metropolis-Hastings algorithm to simulate ξ from the full conditional. For the esophageal cancer data analysis, we generated a proposal ξ = ξ+ , ∼ N(0, 0.2 2 ).
We used a random-walk Metropolis-Hastings algorithm to simulate β R from the full conditional. For better acceptance, we updated an element of β R at a time given the others in β R . Alternatively, the entire vector β D can be updated with a Metropolis-Hastings jump in a block. For the esophageal cancer data analysis, we generated a proposal β Rp = β Rp + , ∼ N(0, 0.5 2 ).
Update β
We used a random-walk Metropolis-Hastings algorithm to simulate β D from the full conditional. We may update one element of β D at a time given the others in β D . Alternatively, the entire vector β D can be updated with a Metropolis-Hastings jump in a block. For the esophageal cancer data analysis, we generated a proposal β Dp = β Dp + , ∼ N(0, 0.5 2 ).
6. Update µ.
We used a random-walk Metropolis-Hastings algorithm to simulate µ from the full conditional. For the esophageal cancer data analysis, we generated a proposal µ = µ + , ∼ N(0, 0.8 2 ).
7. Update ζ.
We used a random-walk Metropolis-Hastings algorithm to simulate ζ from the full conditional. For the esophageal cancer data analysis, we generated a proposal ζ = ζ+ , ∼ N(0, 0.5 2 ).
8. Update σ.
We used a random-walk Metropolis-Hastings algorithm to simulate σ from the full conditional. For the esophageal cancer data analysis, we generated a proposal σ = σ + , ∼ N(0, 0.3 2 ).
Additional Simulations

Frailty Distribution: Simulations 2 and 3
We conducted simulations for further examination of the proposed joint model with the DP for the frailty distribution, the Joint-DP model. We compared the Joint-DP model to the | a, b) is the gamma distribution with mean a/b and variance a/b 2 . We fixed the mixture component means (b TR 1 , · · · , b TR 5 ) = (64. 0, 21.3, 14.3, 9.6, 7.8) and simulated the component weights from π = (π 1 , . . . , π 5 ) ∼ Dir(3, 3, 3, 3, 3) , where Dir(a) denotes the Dirichlet distribution with parameter a. We specified the hyperparameters and initialized the parameters for the Bayesian models as in Simulation 1.
The results from Simulation 2 are summarized in Tables 1 and 2 . The Joint-DP model performs very well for estimation of β, ξ and σ. The bias due to the treatment assignment using Z 3 is well corrected and the model produces very tiny biases in the estimation of all β. Surprisingly, the Joint-logNormal model does not produce good inference for β, despite the fact that the assumed model for the frailties is the same as that used for the simulation. In particular, estimates of β 1 and β 3 under the Joint-logNormal model have larger biases and wider intervals with smaller coverage probabilities than those under the Joint-DP model. For example, Bias, Ave. CI length and Coverage for β R3 are (-0.004, 0.383, 93.6%) under the Joint-DP model versus (-0.355, 0.404, 3.1%) under the Joint-logNormal model. Similar to the results in Simulation 1, the JSCM produces slightly biased estimates with wider confidence intervals, especially for β D . This possibly is due to the two-step estimation method for β and γ, or the assumption that frailties are included in the two hazard functions, of the recurrent event process and the survival time distribution, without any adjustment to allow their effects to have different magnitudes. Comparisons of the Joint-DP model to the R-DP and S-DP models show that the performance of each one outcome model with DP is very close to that of the Joint-DP model. On the other hand, the improvement by joint modeling remains critical for the models with lognormal frailty distribution, although the frailty model is correctly specified. In particular, the estimates of β 1 and β 3 are significantly improved under the Joint-logNormal model compared to the R-logNormal and S-logNormal models.
Tables 3 and 4 summarize the results from Simulation 3. The Joint-DP model yields on average unbiased estimates of β R and β D . Comparing to the results from Simulation 1, where the true frailties are simulated from a mixture of lognormal distributions, the performance of the Joint-DP model remains approximately the same, implying that the model captures the pattern in the true frailty distribution reasonably well. Similarly, the performance of the single outcome models with DP is about the same as in Simulation 1. Estimates of β R and β D under the single outcome models tend to be slightly more biased with wider interval estimates than those under the Joint-DP model. The Joint-DP model produces great improvements in estimation of ξ and σ compared to the R-DP and S-DP models. The models with lognormal frailty distributions, the Joint-logNormal, R-logNormal and S-logNormal models do not perform well, especially for estimation of coefficients related to treatment and prognostic factor, β R1 , β R3 , β D1 and β D3 and produce large biases. The JSCM also produces large biases, wider interval estimates, and coverage probabilities greater than 95%, even for β D although the assumption under the JSCM for survival times is satisfied in the simulation truth. 
Recurrent Events
Survival Parameters β R1 β R2 β R3 β D1 β D2 β D3 Simulation
Point Processes for Recurrent Events: Simulations 4 & 5
We simulated recurrent events from point processes different from the processes used in Simulations 1-3, and compared the performance of the proposed Joint-DP to that of the JSCM. In particular, recurrent events were simulated under a homogeneous Poisson process (that is, ξ TR = 1 in (2) of the main text) and under a Poisson cluster process for Simulations 4 and 5, respectively. The Joint-DP model and JSCM include homogeneous Poisson processes as a special case and for Simulation 4, both models are expected to produce on average unbiased estimates of β. Poisson cluster processes may be generated by first simulating a Poisson or non-homogeneous Poisson process of parent points, also called immigrants, and then for each parent point generating a random number of offspring points, also called children, that are distributed in some random fashion around the parent point. This may be done in one-dimensional real time or more generally in a suitable space of any finite dimension. However, in general it is not known whether an observed point is an immigrant or offspring. A key point is that, in real time, the time gaps between successive observed points (event times) of a Poisson cluster process are not independent. The remaining simulation set-up is kept the same as in Simulation 1 for both simulations. Note that survival times were simulated from a Weibull distribution, which is the model assumed for the Joint-DP model, and is also a special case under the JSCM. For Simulation 4, the results of estimation of β are summarized in Table 5 (a). Biases are close to zero under both models, implying that on average both models recover the true values of β. However, the average lengths of interval estimates under the JSCM are greater for both β R and β D than those under the Joint-DP model. Most notably, interval estimates of β D under the JSCM are approximately four times wider and their coverage probabilities are greater than 95% . This possibly is due to the assumption under the JSCM that frailties have the same effect on the baseline intensity and survival hazard functions. Table 5(b) illustrates estimation of ξ and σ, the time-varying parameters for the intensity and hazard functions, respectively, for the Joint-DP model. Both ξ and σ are estimated reasonably, while the coverage probability for ξ is less than 95%.
For Simulation 5, we generated recurrent event times T i,j using a nonhomogeneous Poisson cluster process. Specifically, we used a branch structure representation of a Poisson cluster process and simulated T i,j as follows:
1. Given observed survival timeD i , we generated immigrants (parent points) N i and T i,j , j = 1, . . . , N i from the Poisson process with intensity λ TR i (t) = γ TR i ξ TR t ξ TR −1 exp(β TR, R Z i ). Frailties γ TR i and covariates Z i were simulated the same as in Simulation 1, with ξ TR and β TR R fixed at the same values.
2. For subjects with N i > 0, we generated offspring (children points) for immigrants, N i,j , j = 1, . . . , N i from a uniform distribution over the integers {1, 2, 3} and let
3. We then let the number of recurrent event occurrences N (D i ) i = N i j =1 N i,j and their occurrence times T i,j = {T i,j ,m , j = 1, . . . , N i , m = 1, . . . , N i,j }. and coverage probabilities are less than 95% for β R2 and greater than 95% for β D . Estimation of ξ and σ under the Joint-DP model is illustrated in 
Survival Distributions: Simulations 6A-6C
We next examined robustness of the proposed approach for joint analysis to misspecification of the distribution F W of W i . For the esophageal cancer data, we chose a distribution for survival time based on empirical model fit comparison. Specifically, we considered AFT models with three different distributions, the standard extreme, normal and logistic distributions for W i in (3) of the main text. The three distributions correspond to Weibull, log-normal, loglogistic distributions for D i , respectively. We fit the S-DP model and chose the distribution that produced the smallest DIC for joint analysis. To assess robustness of the above proce- In Simulation 6A, we used the same simulation set up for recurrent events and frailties as in Simulation 1. For survival times, we fixed µ TR = 1.8, ζ TR = −0.5, σ TR = 0.9. We simulated W i from the standard extreme distribution and let log(D i ) = µ TR + ζγ TR i + Z i β TR D + σW i . We used the same censoring procedure used in Simulation 1 to generate censored timeD i . For Simulations 6B and 6C, we kept the same simulation set up used in Simulation 6A except the distribution for W i . We used the standard normal and logistic distributions for Simulations 6B and 6C, respectively. Figure 1(a) illustrates the assumed hazard functions under the distributions of W i . Figure 1(b)-(d) illustrates Kaplan-Meier curves for datasets simulated under the standard extreme, normal and logistic distributions, respectively. For each simulation, we fit the following models for comparison: (1) the Joint-DP model that assumes the true distribution F W of W i is known, (2) Joint-DP with Model Selection and (3) JSCM.
The results of estimation of β R and β D under 6A-6C are summarized in Tables 7-9. distribution of W i is chosen most of time, as shown in Table 10 . The JSCM assumes an arbitrary distribution for W i in an AFT framework and accommodates all three distributions used for Simulation 6 as special cases. Since the NHPP is not nested in the JSCM, we focus on the estimation of β D . The JSCM performs poorly compared to both the Joint-DP model and Joint-DP with Model Selection. The JSCM produces larger biases with larger interval estimates for β D than the Joint-DP with Model Selection. The performance for Simulation 6C is worse under all models, but the JSCM is affected more severely than either the Joint-DP model or Joint-DP with Model Selection.
Additional Comparisons to Single Outcome Models: Simulations 7 & 8
We performed simulation studies, Simulations 7 and 8 to focus specifically on how the Joint-DP model may improve inferences compared to the single outcome models, R-DP and S-DP models. For Simulation 7, we kept the simulation set up as in Simulation 1, but increased the probability of censoring; we let D i be censored with probability 0.8. Note that the probability of censoring is 0.25 in Simulation 1. Due to the larger probability of censoring, observed survival or censoring timeD i and the number of observed recurrent events N i (D i ) are smaller than those in Simulation 1. Thus, inference in Simulation 7 is more challenging than that in Simulation 1. The simulation results under the three models are summarized in Table 11 . Comparing of the Joint-DP model to the R-DP model, biases and average CI lengths are larger under the R-DP for the estimation of β R . Inference on ξ, the parameter that captures the time-varying pattern in the baseline intensity function is very different under the Joint-DP and R-DP models. The Joint-DP model provides more reasonable inference on ξ. Most notably, the Joint-DP model clearly outperforms the S-DP model even when the recurrent event is rarely occurred (the average number of recurrent events per subject in the simulated dataset is less than one for most of simulated datasets). The performance of the S-DP model is greatly affected by larger prevalence of censoring. Recall that Z 1i is used as a prognostic factor to determine treatment Z 3i ∈ {0, 1} to reflect a physician's covariate-based treatment selection process in the simulation. The table shows that while estimation of β D2 under the S-DP model is comparable to that under the Joint-DP model, estimation of β D1 and β D3 is much worsened under the S-DP model for all criteria, bias, average CI length and coverage. For Simulation 8, we simulated recurrent events from a NHPP with larger intensities, that is, larger η TR k , while keeping a large probability for survival times being censored similar to Simulation 7. We simulated patient frailties η TR = log(γ TR ) from a mixture distribution with K = 5 components, p(η TR i ) = K k=1 π k φ(η TR i | η TR k , 0.25), where the mixture component means (η TR 1 , · · · , η TR 5 ) = (0.0, 1.1, 1.5, 2.1, 2.5). The component weights are simulated from a Dirichlet distribution π = (π 1 , . . . , π 5 ) ∼ Dir(3, 3, 3, 3, 3). The distribution used to simulate γ TR i has a larger variance than those used in the other simulations, such as Simulations 1 and 7. We set the covariate effects β TR R = (0.30, 0.25, −0.30) , β TR D = (−0.30, −0.25, 0.30) , ξ TR = 0.8, ζ TR = −1.2 and σ TR = 0.7, the same as in Simulation 1. But we fixed, µ TR = 2.5. We simulated the death time D i from a Weibull model in Eq (4) of the main text with the above assumed true parameter values. We let δ i = 0 (the survival outcome is observed) or 1 (the survival outcome is censored) with probabilities 0.25 and 0.75, respectively, setD i = D i for patients with δ i = 0, and for patients with δ i = 1 we assumed uniform censoring timẽ D i ∼ Unif(0, D i ). Table 12 summarizes the results of Simulation 8. Similar to the results of Simulation 7, the Joint-DP model improves estimation of all parameters including β R and β D compared to those under the single outcome models. Especially for β D , β R1 and β R2 that are related to biased treatment assignment and treatment, we observe better performance of the Joint-DP. Due to larger γ i , estimation of ξ is improved but estimation of σ is deteriorated under the Joint-DP and S-DP models. For both parameters, the Joint-DP model produces better inference on average. Figure 2 illustrates histograms of variances of the posterior means of random frailties in simulated datasets. For each simulated dataset, we computed variances of posterior means of γ i for the Joint-DP and R-DP models and of µ i for the S-DP model. Note that γ i under the Joint-DP model and µ i under the S-DP model are not directly comparable, while γ i 's under the Joint-DP and R-DP models are comparable.
Additional Results of the Esophageal Cancer Data Analysis
We illustrate the posterior distributions of parameters including regression coefficients β R and β D in Figure 3 . The vertical dashed lines represents the posterior means with 95% variance of gamma_hat credible intervals. Posterior means and 95% credible interval estimates of β R , β D , ξ and σ are also summarized in Tables 3 and 4 of the main text.
In §4 of the main text, we compute the deviance information criterion (DIC, Spiegelhalter et al. (2002) ) and the log-pseudo marginal likelihood statistic (LPML, ; ). Since β R and β D are the parameters of primary interest, we calculate the metrics using the partially marginalized likelihood by integrating out subject level latent variables γ i for more reliable model comparison ;
where D = {N ,D, δ} is all data, and θ all parameters but frailties γ. The corresponding DIC is
where D(θ ) = n i=1 −2 log(D i | θ ) with D i = {N i ,D i , δ i } andθ is the posterior mean of θ . The effective sample size is p D =D(θ ) − D(θ ), whereD(θ ) denotes the posterior mean of D(θ ). The partially marginalized density in (2) is not available in closed form and we use numerical approximation using the posterior distribution G of η = log(γ). We evaluate DIC using posterior simulation of θ and select the model with the smallest value of DIC. To compute LPML, we compute the conditional predictive ordinate (CPO) of D i given the data with the observation of subject i deleted D −i = {N ,D, δ} −i ;
Larger values of CPO indicate a better fit of the model to the data. A Monte Carlo estimate of p(D i | D −i ) can be obtained based on the MCMC samples of θ from p(θ | D) (Chen et al., 2012) . We evaluate the LPML defined as n i=1 log p(D i | D −i ) and select the model with the largest value of LPML. 
