Abstract. We investigate characteristics of the Hamilton-Jacobi-Bellman equation arising in nonlinear optimal control and their relationship with weak and strong local minima. This leads to an extension of the Jacobi conjugate points theory to the Bolza control problem. Necessary and sufficient optimality conditions for weak and strong local minima are stated in terms of the existence of a solution to a corresponding matrix Riccati differential equation.
Introduction
Consider the Hamilton-Jacobi equation
It is well known that in general it does not have smooth solutions even when the data are smooth. The classical method of characteristics applied to this equation exhibits shocks, which justify that solutions should be nonsmooth. Then different criteria are used to get continuous (or even discontinuous) solutions, by eliminating some "pieces" of characteristics (cf. the entropy and Rankine-Hugoniot conditions [26] or the properties of one sided limits [14] ). Smooth solutions to (1) were studied (under quite strong assumptions) in [12] using the Bolza problem of the classical calculus of variations. In this paper we shall consider the Hamiltonian H associated to the Bolza problem in optimal control theory. Then, in the same way as [12] , the solution to (1) is the value function of the Bolza problem, which may be nonsmooth. Solutions in this case can be described using extensions of the notion of gradient to nonsmooth functions (see [13] ). The idea of viscosity solutions consists in taking super and subdifferentials ∂ + V and ∂ − V respectively instead of the gradient and to use them to define super and subsolutions to (1) is uniquely defined and is the value function of an associated Mayer optimal control problem (see [4, 17, 18] ). The Hamiltonians which are convex in the last variable arise in optimal control problems. To study characteristics of (1) in the context of optimal control is particularly rewarding because the characteristic system below
is Pontryagin's first order necessary condition for optimality, which performs in the optimal control theory the same role as the Euler-Lagrange equation in the calculus of variations.
As long as there is no shock the value function remains smooth and characteristics are the optimal state-costate pairs. What happens when a shock does occur? This paper provides an answer based on the use of conjugate point along a solution (x, p) to (2) . The conjugate point, as we explain later, is the lower bound of the time interval ]t c , T ] on which a solution to the associated Riccati matrix differential equation does exist. Then, for all t c < t 0 < T , x is at least locally optimal on [t 0 , T ] and it is not even weakly locally optimal on the time interval [t 0 , T ] for t 0 < t c . This also brings some information about solutions to (1) by eliminating characteristics, which are no longer related to the gradient of V . Further analysis of characteristics and their relationships with the value function can be found in [9] .
To be more precise consider the Bolza problem arising in optimal control
over trajectory-control pairs (x, u) of the control system
Under appropriate smoothness hypothesis, it can be shown that any optimal trajectory-control pair (x, u) of the above problem satisfies the maximum principle: There exists an absolutely continuous function p :
where
We would like to underline that, thanks to Proposition 3.2 below, the above system may be rewritten in a more familiar form of the Pontryagin principle involving an adjoint equation and a maximum condition. This fact under several additional assumptions was already observed in [21] .
It may happen that even for smooth f, L the Hamiltonian H is non differentiable. In Section 2 we provide examples of smooth and nonsmooth Hamiltonians. Since our aim is to link characteristics of (1) to necessary and sufficient conditions for optimality, we shall assume in all results that H is smooth enough around a reference trajectory. It is an interesting question to get an extension of results of Sections 4 and 5 to problems with nonsmooth Hamiltonians.
In general, the system (5) does not have a unique solution because the initial condition for p(·) at t 0 is not known. For this very reason, the necessary condition for optimality given by the maximum principle is not sufficient. In other words, (x, p) solves the characteristic system (2) for x T = x(T ). But since only the initial condition for x at t 0 is fixed and since a shock may happen, i.e. two different characteristics (x i , p i ), i = 1, 2, may verify x i (t 0 ) = x 0 , so that the necessary condition (5) is not sufficient.
It can, however, be shown that p(·) may be chosen in such way that −p(t 0 ) is equal to the gradient with respect to x of the cost function V : [0, T ] × R n → R associated to the above problem provided ∂V ∂x (t 0 , x 0 ) does exist. We may consider then the Cauchy problem
When ∇H is locally Lipschitz, it has at most one solution and, in this way, the necessary condition (5) becomes a sufficient one. When V (t 0 , ·) is not differentiable at x 0 , the gradient of V has to be replaced by any element from the Painlevé-Kuratowski upper limit Limsup x→x0,t→t0 ∂V ∂x (t, x) to express sufficient conditions for optimality (see [9] ). An easy consequence of the above is the following interesting behavior of solutions to (1): V (t 0 , ·) is differentiable at x 0 if and only if the optimal trajectory of the Bolza problem (3), (4) is unique.
Optimal solutions help to distinguish between "the good and the bad" characteristics. Indeed, when H is strictly convex in the last variable and V is locally Lipschitz, then for all t > t 0 , V is differentiable at (t, x(t)), i.e. the optimal trajectory enters immediately into the domain of differentiability of V (see for instance [7] ). Consequently, for all t > t 0 , p(t) = − ∂V ∂x (t, x(t)). The simplest situation occurs in the most investigated linear-convex control problems, i.e., when f (t, x, u) = Ax + Bu, U is a subspace and L, ϕ are convex continuously differentiable functions. Then it can be checked that whenever the Hamiltonian H is smooth enough, then (2) has no shock and, consequently, necessary conditions (5) are also sufficient. Furthermore, in this case, the value function is C 1 and convex. This result has only a slight extension to the nonlinear case, when the Hamiltonian is concave with respect to x, as it is shown in [6] . The most one may expect is a local result, saying that under appropriate boundedness conditions on the data, the value function V is C 1 on [t, T ]×R n for some t < T (see [3] ). When one investigates nonlinear and nonconvex problems, then the shocks may arise immediately.
In this paper we go beyond the necessary condition (5), by further investigating characteristics of (2) . Namely, we associate to a given solution (x, p) of (2) the matrix Riccati differential equation
whose solution P (·) may escape to infinity in a finite time t < T . This equation was used in [6] to investigate the global regularity of the value function and sufficiency of (5) to provide global minimum to the Bolza problem. We define the conjugate point (to T ) along (x, p) by
The conjugate point performs an identical role to the Jacobi conjugate point in the calculus of variations [19, 20] . Namely, we introduce the notion of weak (respectively strong) local minimum of (3), (4) by saying that a trajectory-control pair (x, u) is a weak (resp. strong) local minimum if and only if there exists ε > 0 such that for every trajectory-control pair (x, u) of the control system (4) satisfying
We underline that our notion of weak local minimum is different from those used in [22, 23, 33, 34] . We prefer it for several reasons. On one hand the maximum principle in this case is exactly (5), while in the above papers other (localized) necessary conditions, not related to characteristics, are given and convexity of the control set U is often required. On the other hand it allows us to avoid the distinction between "interior" and "boundary" controls (see the "Important Remark" [36, p.1277] and [22] ). Also in [33, 36] a different Hamiltonian is considered to state necessary conditions, while here we are interested by characteristics and, consequently, by the Hamiltonian defined by (6) . But at the same time, we restrict ourselves to the free end point problems and we have to assume that the Hamiltonian is smooth enough to state our results.
We then show that if
∂p 2 is positively defined (which is the strengthened Legendre condition adapted to optimal control theory) and if a solution (x, p) of (2) is a weakly locally optimal state-costate pair for the problem (3), (4), then there is no point conjugate to T in ]t 0 , T ] along (x, p). In this way we get the Jacobi type necessary condition for optimality. Furthermore, this condition allows us to conclude, that if a characteristic (x, p) of (1) is so that some 0 < t c < T is conjugate to T along (x, p), then for all t < t c , −p(t) is not the gradient of V (t, ·) at x(t) and even more
The second result of the same nature states that if a characteristic (x, p) has no conjugate point in the time interval [t 0 , T ], then x restricted to [t 0 , T ] provides a strong local minimum to the problem (3), (4) . In this way we recover an analogue of the Jacobi sufficient condition. This result may be also deduced from [29, Corollary 4.1] but our proof is quite classical, based on construction of a local solution to (1) via characteristics (see, for instance, [21] for a similar result under a different set of assumptions). Observe that the solution to (7) is always defined on some time interval [t 0 , T ] with t 0 < T . Hence every characteristic (x, p) enjoys the property, that x is strongly locally optimal on some time interval [t 0 , T ], where t 0 < T . In contrast with the classical calculus of variations, our results rely on the dynamic programming principle rather than the computation of second order variations (with respect to controls) and consideration of a Jacobi equation, as it was done in [22, 23, 33, 34] , where the interested reader can also get a further bibliography on this subject. Let us finally underline that the above Jacobi type sufficient conditions cannot distinguish between local and global minima. For this very reason further comparison, using the cost, is needed to pick up optimal solutions in the family of locally optimal ones. Some (quite restrictive) sufficient conditions for global minima can be found in [5, 6, 22, 23, 32] .
The matrix Riccati equation (7) is related to the value function V by the equality
is twice differentiable at x(t). Roughly speaking, the first emergence of a conjugate point corresponds to the first time when ∂V ∂x (t, ·) stops to be locally Lipschitz. Relations between properties of solutions to the Jacobi and Riccati equations were often observed both in the calculus of variations and optimal control (see for instance [20, 22, 32] ). However the global existence of a solution to the Riccati equation here is rather related to the preservation of regularity of the value function along optimal solutions, than with the Jacobi equation. Let us finally mention that for the well investigated in the literature linear quadratic regulator problem the second derivatives of the Hamiltonian in (7) do not depend on (x(t), p(t)). For this very reason in this case P (t) does not depend on x(t) and
This allows us to get an explicit expression for V using P and to solve as well the optimal synthesis problem in this case. However in general
depends on x and solution to the synthesis problem is not as straightforward.
The outline of the paper is as follows. Section 2 is devoted to the relationship between the matrix Riccati differential equations and shocks of characteristics. Section 3 concerns some preliminaries on local minima of the Bolza problem. In Section 4 we prove a sufficient condition for the strong local minimum and in Section 5 a necessary one for the weak local minimum.
Matrix Riccati Equations and Shocks
In this section we relate the absence of shocks of the Hamilton-Jacobi-Bellman equation with the existence of solutions to matrix Riccati differential equations. For this aim we shall use the following tool:
where Limsup denotes the upper set-valued limit (see for instance [2] ).
In general H(t, ·, ·) may be non differentiable. Solutions (x, p) :
to (8) are understood in the usual way, assuming in addition that (
where U is a finite dimensional space and let R(t, x) ∈ L(U, U ) be self-adjoint and positive for every (t,
Then it is not difficult to check that
Consider the same data as in Example 1 and let B denote the closed unit ball in U . Define
The system (8) has a shock at time t 0 if there exist two solutions (8) such that
Theorem 2.3. Assume that ψ is locally Lipschitz on an open set Ω, that for all
Define the sets
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We assume moreover that H is measurable with respect to the first variable and for
is open and M t (Ω) is the graph of a locally Lipschitz function.
ii
has a solution on
is the graph of a differentiable function. To prove the above theorem, the following technical result is needed.
Lemma 2.5. Under all the assumptions of Theorem 2.3 consider a compact K ⊂ Ω and the subsets
M t (K), t ∈ [0, T ] defined by M t (K) = {(x(t), p(t)) | (x, p) solves (8), x T ∈ K}.
Then there exists
Proof. Let r > 0 be such that K ⊂ B r (0). Set k = γ r . We proceed by a contradiction argument. Assume for a moment that there exist 
Since for every s ∈ [t i , T ] we have
the Gronwall lemma implies that for some C > 0 independent from i and for all s ∈ [t i , T ]
Hence for some C 1 > 0 and all i large enough and s ∈ [t i , T ],
From the Gronwall lemma we deduce that for some L > 0 independent from i and all s ∈ [t i , T ],
This implies that
converge to zero. (11) We next observe that for all s ∈ [t i , T ],
Applying again the Gronwall lemma and taking i large enough we get
for some L 1 independent from i. Hence for all large i
and therefore, by (11),
→ +∞ which contradicts the Lipschitz continuity of ψ on K.
Proof of Theorem 2.3. Assume first that for all t ∈ [0, T ], M t (Ω)
is the graph of a locally Lipschitz function. Consider x T ∈ Ω, the solution (x, p) of (8) and the linear system
are matrix functions and P T ∈ ∂ ψ(x(T )). Let (x n , p n ) be solutions to (8) 
By our assumptions, (x n , p n ) converge uniformly to (x, p).
The variational equation implies that for any (w(·), q(·)) solving
and
satisfying w(T ) = w T , q(T) = ψ (x n (T ))w T we have (w(t), q(t)) ∈ T Mt(Ω) (x n (t), p n (t)) (contingent cone to M t (Ω) at (x n (t), p n (t)). See for instance [2, Chapter 4] for the definition of contingent cones). Because M t (Ω) is the graph of a locally Lipschitz function, for some l t independent from n, q(t) ≤ l t w(t)
. Taking the limit in (13) we deduce that the solution (w, q) of (13) with (x n , p n ) replaced by (x, p) and
q(T) = P T w T satisfies q(t) ≤ l t w(t) . Thus, by uniqueness of solution, if w T = 0, then w(·) never vanishes. Since w(t) = U(t)w T and q(t) = V (t)w T this implies that U (t) is not singular for all t ∈ [0, T ]. Setting P (t) = V (t)U(t)
−1 , we check that P solves (10). Conversely let (10) 
Then t < T and Π i t
is not the graph of a Lipschitz function, because otherwise, using Lemma 2.5, we could make t smaller which would contradict its choice. Define the bounded sets 
tn is differentiable at x n , using variational equation, we deduce that ψ is differentiable at x n (T ). Taking a subsequence and keeping the same notations, we may assume that (x n , p n ) converge uniformly to a solution (x, p) of (8), v n → v and ψ (x n (T )) → P T ∈ ∂ ψ(x(T )). Consider next the solutions (w n , q n ) to (13) such that w n (t n ) = u n , q n (t n ) = v n . The variational equation yields q n (T ) = ψ (x n (T ))w n (T ). Passing to the limit we deduce that the Hamiltonian system
has a solution (w, q) satisfying w(t) = 0, q(t) = 0, q(T) = P T w(T ). In particular w(T ) = 0 and U(t)w(T ) = 0. On the other hand, by the first part of the proof,
If P is well defined on [t, T ], then V (t) = P (t)U(t) and q(t) = V (t)w(T ) = 0, which leads to a contradiction and proves our claim.
Define next the open sets
Since {Π 
L(t, x(t), u(t))dt + ϕ(x(T )) (P )
over solution-control pairs (x, u) of the control system
where t 0 ∈ [0, T ], x 0 ∈ R n , U is a complete separable metric space, and
are continuous functions. We denote by U the set of all measurable controls u : [0, T ] → U and by x(·; t 0 , x 0 , u) the solution to (15) starting at time t 0 from the initial condition x 0 and corresponding to the control u(·) ∈ U (the assumptions we shall impose below imply that it is at most unique). In general not to every u ∈ U corresponds such a solution.
if this expression is well defined and Φ(t 0 , x 0 , u) = +∞ otherwise. The value function associated to the Bolza problem (P ) is given by
Definition 3.1. A trajectory-control pair (x, u) of (15) is called weakly locally optimal for the problem (P ) if there exists ε > 0 such that for every trajectory-control pair (x, u) of (15)
It is called strongly locally optimal if there exists ε > 0 such that for every trajectorycontrol pair (x, u) of (15)
It is optimal if ε can be taken equal to +∞.
To express necessary conditions for optimality we use the maximum principle in its Hamiltonian form with the Hamiltonian H defined by (6).
Proposition 3.2. Assume that H(t, ·, ·) is differentiable. Then
The proof is comparable to the one given in [16] and is omitted.
Remark 1. In general even for smooth data H(t, ·, ·) is merely locally Lipschitz and H(t, x, ·) is convex. In particular, H(t, x, ·) is differentiable at some p if and only if the set ) ) is a singleton. In Example 1 of Section 2 the Hamiltonian is smooth. In Example 2 it is smooth outside of a set described in this example.
Throughout the paper we will have call for the following (global) hypothesis concerning the dynamics, although in all the results below such assumptions are needed only around a reference trajectory. 
Proof. We introduce the set-valued map
It is k r (t)-Lipschitz on B r (0) for all r > 0 and, by H 3 ), it has closed convex images. Furthermore, the mapping
L(s, x(s), u(s))ds
provides the weak local minimum to the Mayer problem minimize ϕ(x(T )) + x 0 (T ) (17) over absolutely continuous solutions y(·) = (x, x 0 )(·) of the differential inclusion
i.e. for some ε > 0 and all
x(t), u(t)) + r)}
and consider the linearized control system
By [2, p.193] we know that for almost all t and all (w,
where D y F (t; x, y)(·) denotes the adjacent derivative of F (t, ·) at (x, y) ∈ Graph(F (t, ·)) (see [2, p.189] for the definition and properties). Let (w, w 0 ) be a solution to (19) . By the variational inclusion from [2, p.404] there exist solutions (x h , x 0 h ) to (18) 
Since y is weakly locally optimal for the problem (17), (18) we deduce that
Denote by Y the fundamental solution to
Then for every integrable selection v(t) ∈ V (t) the solution (w, w 0 )(·) to (19) satis-
f(t, x(t), u(t)) − L(t, x(t), u(t)) = H(t, x(t), p(t))
for almost all t ∈ [t 0 , T ] and that p solves the system (16). Proposition 3.2 ends the proof.
Jacobi Sufficient Condition for Strong Local Minimum
From now on we restrict our attention to the Hamiltonian defined in Section 3. We first introduce the notion of conjugate point. Definition 4.1. Let (x, p) be a solution to the Hamiltonian system (2) and P be the solution to the matrix Riccati differential equation (7) 
Thus the cost associated to (x, p) does not depend on the choice of the corresponding control. 
If there is no conjugate to T along (x, p) in the time interval [t 0 , T ], then (x, u) provides a strong local minimum to the problem (P ).
Let h > 0 be so small that the interval [x(t), x(t + h)] ⊂ D t+h . By the mean value theorem, for some Θ h ∈ [0, 1],
x(s), p(s))) ds
Dividing by h = 0 and taking the limit, using (22), we get
This implies (21) and, by (22) , that
Consider any solution-control pair (y(·), u(·)) to the control system (15) such that x − y ∞ < ε.
Then t → ψ(t) := W (t, y(t)) is absolutely continuous and for every t ∈ [t 0 , T ] such that y (t) = f(t, y(t), u(t)) we have
ψ (t) = ∂W ∂t (t, y(t)) + ∂W ∂x (t, y(t)), y (t) = H t, y(t), − ∂W ∂x (t, y(t)) + ∂W ∂x (t, y(t)), y (t) ≥ −L(t, y(t), u(t)). Hence ψ(T ) ≥ ψ(t 0 ) − T t0
L(t, y(t), u(t))dt
and therefore, using Proposition 3.2, we obtain
The above result and [25] yield 
Jacobi Necessary Condition for Weak Local Minimum
Since a trajectory-control pair providing a strong local minimum is a weak local minimum as well, the sufficient condition of Section 4 can be applied to study weak local minima. In this section we give a necessary condition for a trajectory-control pair to be a weak local minimum, which (of course) is also necessary for strong local minima.
By the Gronwall lemma and assumptions of theorem, there exists M 1 independent from t such that for all small h > 0 ( w(t) + q(t) ) . (24) From Proposition 3.2 there exists u h ∈ U such that x h solves the system y = f (s, y, u h (s)) (25) and p h solves the linear system
Denote by p h the solution to (26) satisfying p h (T ) = −∇ϕ(x h (T )).
Lemma 5.3. There exists M 2 ≥ 0 independent from t such that for all small h > 0
and v h be the solution to v = ∂f ∂x (s, x h (s), u h (s))v, v(t) = −hw(t).
Then v h (s) = −hX h (s)w(t). From the Gronwall lemma and (27), it is not difficult to deduce that there exists c 1 independent from t such that for all small h > 0
Then for a constant c 2 independent from t and for all small h > 0 we have To end the proof we proceed by a contradiction argument. Assume for a moment that (x, u) provides a weak local minimum to (P ). Then for all small h > 0 we have ϕ(x(T )) + Hence, from Lemma 5.2 we obtain −γ ≥ −2c 2 w(t) . Since w(t c ) = 0, taking t sufficiently close to t c we derive a contradiction.
q(t), w(t) + h p(t) + hq(t), w(t)
+
