The zero-shot paradigm exploits vector-based word representations extracted from text corpora with unsupervised methods to learn general mapping functions from other feature spaces onto word space, where the words associated to the nearest neighbours of the mapped vectors are used as their linguistic labels. We show that the neighbourhoods of the mapped elements are strongly polluted by hubs, vectors that tend to be near a high proportion of items, pushing their correct labels down the neighbour list. After illustrating the problem empirically, we propose a simple method to correct it by taking the proximity distribution of potential neighbours across many mapped vectors into account. We show that this correction leads to consistent improvements in realistic zero-shot experiments in the cross-lingual, image labeling and image retrieval domains.
INTRODUCTION
Extensive research in computational linguistics and neural language modeling has shown that contextual co-occurrence patterns of words in corpora can be effectively exploited to learn high-quality vector-based representations of their meaning in an unsupervised manner (Collobert et al., 2011; Clark, 2015; Turney & Pantel, 2010) . This has in turn led to the development of the so-called zeroshot learning paradigm as a way to address the manual annotation bottleneck in domains where other vector-based representations (e.g., images or brain signals) must be associated to word labels (Palatucci et al., 2009 ). The idea is to use the limited training data available to learn a general mapping function from vectors in the domain of interest to word vectors, and then apply the induced function to map vectors representing new entities (that were not seen in training) onto word space, retrieving the nearest neighbour words as their labels. This approach has originally been tested in neural decoding (Mitchell et al., 2008; Palatucci et al., 2009) , where the task consists in learning a regression function from fMRI activation vectors to word representations, and then applying it to the brain signal of a concept outside the training set, in order to "read the mind" of subjects. In computer vision, zero-shot mapping of image vectors onto word space has been applied to the task of retrieving words to label images of objects outside the training inventory (Frome et al., 2013; Socher et al., 2013) , as well as using the inverse language-to-vision mapping for image retrieval (Lazaridou et al., 2014a) . Finally, the same approach has been applied in a multilingual context, using translation pair vectors to learn a cross-language mapping, that is then exploited to translate new words (Mikolov et al., 2013b) .
Zero-shot learning is a very promising and general technique to reduce manual supervision. However, while all experiments above report very encouraging results, performance is generally quite low in absolute terms. For example, the system of Frome et al. (2013) returns the correct image label as top hit in less than 1% of cases in all zero-shot experiments (see their Table 2 ). Performance is always above chance, but clearly not of practical utility.
In this paper, we study one specific problem affecting the quality of zero-shot labeling, following up on an observation that we made, qualitatively, in our experiments: The neighbourhoods surrounding mapped vectors contain many items that are "universal" neighbours, that is, they are neighbours of a large number of different mapped vectors. The presence of such vectors, known as hubs, is an intrinsic problem of high-dimensional spaces (Radovanović et al., 2010b Under review as a conference paper at ICLR 2015 been shown to be an issue for word-based vectors (Radovanović et al., 2010a) .
1 However, as we show in Section 2, the problem is much more severe for neighbourhoods of vectors that are mapped onto a high-dimensional space from elsewhere through a regression algorithm. We leave a theoretical understanding of why hubness affects regression-based mappings to further work. Our current contributions are to demonstrate the hubness problem in the zero-shot setup, to present a simple and efficient method to get rid of it by adjusting the similarity matrix after mapping, and to show how this brings consistent performance improvements across different tasks. While one could address the problem by directly designing hubness-repellent mapping functions, we find our post-processing solution more attractive as it allows us to use very simple and general least-squares regression methods to train and perform the mapping.
We use use the term pivots to stand for a set of vectors we retrieve neighbours for (these comprise at least, in our setting, the zero-shot-mapped vectors) and targets for the subspace of vectors we retrieve the neighbours from (often, corresponding to the whole space of interest). Then, we can phrase our proposal as follows. Standard nearest neighbour queries rank the targets independently for each pivot. A single target is allowed to be the nearest neighbour, or among the top k nearest neighbours, of a large proportion of pivots: and this is exactly what happens empirically (the hubness problem). We can greatly mitigate the problem by taking the global distribution of targets across pivots into account. In particular, we use the very straightforward and effective strategy of inverting the query: we convert the similarity scores of a target with all pivots to the corresponding ranks, and then retrieve the nearest neighbours of a pivot based on such ranks, instead of the original similarity scores. We will empirically show that with this method high-hubness targets are down-ranked for many pivots, and will kept as neighbours only when semantically appropriate.
HUBNESS IN ZERO-SHOT MAPPING
The Zero-shot setup In zero-shot learning, training data consist of vector representations in the source domain (e.g., source language for translation, image vectors for image annotation) paired with language labels (the target domain):
, where x i ∈ R u and y i ∈ T tr , a vocabulary containing training labels. At test time, the task is to label vectors which have a novel label:
, y i ∈ T ts , with T ts ∩ T tr = ∅. This is possible because labels y have vector representations y ∈ R v . 2 Training is cast as a multivariate regression problem, learning a function which maps the source domain vectors to their corresponding target (linguistic-space) vectors. A straightforward and performant choice (Lazaridou et al., 2014a; Mikolov et al., 2013b) is to assume the mapping function is a linear map W, and use a l2-regularized least-squares error objective:Ŵ = arg min
where X and Y are matrices obtained through the concatenation of train source vectors and the target vectors of the corresponding labels.
Once the linear function has been estimated, any source vector x ∈ R u can be mapped into the target domain through x T W.
Target space label retrieval Given a source element x ∈ S and its vector x, the standard way to retrieve a target space label (T ) is by returning the nearest neighbour (according to some similarity measure) of mapped x from the set of vector representations of T . Following common practice, we use the cosine as our similarity measure.
We denote by Rank x,T (y) the rank of an element y ∈ T w.r.t. its similarity to x and assuming a query space T . More precisely, this is the position of y in the (decreasingly) sorted list of similarities:
. This is an integer from 1 to |T | (assuming distinct cosine values). Under this notation, the standard nearest neighbour of x is given by:
1 Radovanović et al. (2010a) propose a supervised hubness-reducing method for document vectors that is not extensible to the zero-shot scenario, as it assumes a binary relevance classification setup. 2 We use x and x to stand for a label and its corresponding vector. We will use NN k (x, T ) to stand for the set of k-nearest neighbours in T , omitting the T argument for brevity.
Hubness We can measure how hubby an item y ∈ T is with respect to a set of pivot vectors P (where T is the search space) by counting the number of times it occurs in the k-nearest neighbour lists of elements in P :
An item with a large N k value (we will omit the set subscript when it is clear from the context) occurs in the NN k set of many elements and is therefore a hub.
Hubness has been shown to be an intrinsic problem of high-dimensional spaces: as we increase the dimensionality of the space, a number of elements, which are, by all means, not similar to all other items, become hubs. As a results nearest neighbour queries return the hubs at top 1, harming accuracy. It is known that the problem of hubness is related to concentration, the tendency of pairwise similarities between elements in a set to converge to a constant as the dimensionality of the space increases (Radovanović et al., 2010b) . Radovanović et al. (2010a) show that this also holds for cosine similarity (which is used almost exclusively in linguistic applications): the expectation of pairwise similarities becomes constant and the standard deviation converges to 0. This, in turn, is known to cause an increase in hubness.
Original vs. mapped vectors In previous work we have (qualitatively) observed a tendency of the hubness problem to become worse when we query a target space in which some elements have been mapped from a different source space. In order to investigate this more closely, we compare the properties of mapped elements versus original ones. We consider word translation as an application and use 300-dimensional vectors of English words as source and vectors of Italian words as target. We have, in total, vocabularies of 200,000 English and Italian words, which we denote S and T . We use a set of 5,000 translation pairs as training data and learn a linear map.
We then pick a random test set T s of 1,500 English words that have not been seen in training and map them to Italian using the learned training function (full details in Section 3.1 below). We compute the hubness of all elements in T using the test set items as pivots, and considering all 200, 000 items in the target space as potential neighbours (as any of them could be the right translation of a test word). In the first setting (original), we use target space items: for the test instance car → auto, we use the true Italian auto vector. In the second and third settings (mapped) we use the mapped vectors (our predicted translation vector of car into Italian), mapped through a matrix learned without and with regularization, respectively. Figure 1 plots the distribution of the N 20,T s (y) scores in these three settings.
As the plots show, the hubness problem is indeed greatly exacerbated. When using the original T s elements, target space hubs reach a N 20 level of at most 11, meaning they occur in the NN 20 sets of 11 test elements. On the other hand, when using mapped elements the maximum N 20 values are above 40 (note that the x axes are on different scales in the plots!). Moreover, regularization does not significantly mitigate hubness, suggesting that it is not just a matter of overfitting, such that the mapping function projects everything near vectors it sees during training.
A GLOBALLY CORRECTED NEIGHBOUR RETRIEVAL METHOD
One way to correct for the increase in hubness caused by mapping is to compute hubness scores for all target space elements. Then, given a test set item, we re-rank its nearest neighbours by downplaying the importance of elements that have a high hubness score. Methods for this have been proposed and evaluated, for example, by Radovanović et al. (2010a) and Tomasev et al. (2011a) . We adopt a much simpler approach (similar in spirit to Tomasev et al., 2011b , but greatly simplified), which takes advantage of the fact that we almost always have access not to just 1 test instance, but more vectors in the source domain (these do not need to be labeled instances). We map these additional pivot elements and conjecture that we can use the topology of the subspace where the mapped pivot set lives to correct nearest neighbour retrieval. We consider first the most straightforward way to achieve this effect. A hub is an element which appears in many NN k lists because it has high similarity with many items. A simple way to correct for this is to normalize the vector of similarities of each target item to the mapped pivots to length 1, prior to performing NN queries. This way, a vector with very high similarities to many pivots will be penalized. We denote this method NN nrm .
We propose a second corrected measure, which does not re-weight the similarity scores, but ranks target elements using NN statistics for the entire mapped pivot set. Instead of the nearest neighbour retrieval method in Equation (2), we use a following globally-corrected (GC) approach, that could be straightforwardly implemented as:
To put it simply, this method reverses the querying: instead of returning the nearest neighbour of pivot x as a solution, it returns the target element y which has x ranked highest. Intuitively, a hub may still occur in the NN lists of some elements, but only if not better alternatives are present. The formulation of GC in Equation (4) can however lead to many tied ranks: For example, we want to translate car, but both Italian auto and macchina have car as their second nearest neighbour (so both rank 2) and no Italian word has car as first neighbour (no rank 1 value). We use the cosine scores to break ties, therefore car will be translated with auto if the latter has a higher cosine with the mapped car vector, with macchina otherwise. Note that when only one source vector is available, the GC method becomes equivalent to a standard NN query. As the cosine is smaller than 1 and ranks larger or equal to 1, the following equation implements GC with cosine-based tie breaking:
ENGLISH TO ITALIAN WORD TRANSLATION
We first test our methods on bilingual lexicon induction. As the amount of parallel data is limited, there has been a lot of work on acquiring translation dictionaries by using vector-space methods on monolingual corpora, together with a small seed lexicon (Haghighi et al., 2008; Klementiev et al., 2012; Koehn & Knight, 2002; Rapp, 1999) . One of the most straightforward and effective methods is to represent words as high-dimensional vectors that encode co-occurrence only with the words in the seed lexicon and are therefore comparable cross-lingually (Klementiev et al., 2012; Rapp, 1999) . However, this method is limited to vector spaces that use words as context features, and does not extend to vector-based word representations relying on other kinds of dimensions, such as those neural language models that have recently been shown to greatly outperform context-word-based representations . The zero-shot approach, that induces a function from one space to the other based on paired seed element vectors, and then applies it to new data, works irrespective of the choice of vector representation. This method has been shown to be effective for bilingual lexicon construction by Mikolov et al. (2013b) , with reporting overall better performance than with the seed-word-dimension method. We set up a similar evaluation on the task of finding Italian translations of English words.
Word representations
The cbow method introduced by Mikolov et al. (2013a) induces vectorbased word representations by trying to predict a target word from the words surrounding it within a neural network architecture. We use the word2vec toolkit 3 to learn 300-dimensional representations of 200,000 words with cbow. We consider a context window of 5 words to either side of the target, we set the sub-sampling option to 1e-05 and estimate the probability of a target word with the negative sampling method, drawing 10 samples from the noise distribution (Mikolov et al., 2013a) . We use 2.8 billion tokens as input (ukWaC + Wikipedia + BNC) for English and the 1.6 billion itWaC tokens for Italian.
4
Training and testing Both train and test translation pairs are extracted from a dictionary built from Europarl, available at http://opus.lingfil.uu.se/ (Europarl, en-it) (Tiedemann, 2012) . We use 1,500 English words split into 5 frequency bins as test set (300 randomly chosen in each bin). The bins are defined in terms of rank in the (frequency-sorted) lexicon: -200K] . The bilingual lexicon acquisition literature generally tests on very frequent words only. Translating medium or low frequency words is however both more challenging and useful. We also sample the training translation pairs by frequency, using the top 1K, 5K, 10K and 20K most frequent translation pairs from our dictionary (by English frequency), while making sure there is no overlap with test elements.
For each test element we query the entire (200,000) target space and report translation accuracies. An English word may occur with more than one Italian translation (1.2 on average in the entire data): in evaluation, an instance is considered correct if any of these is predicted. We test the standard method (regular NN querying) as well as the two corrected methods: NN nrm and GC. As previously discussed, the latter benefit from more mapped data, in addition to an individual test instance, to be used as pivots. In addition to the 1,500 test elements, we report performance when mapping other 20,000 randomly chosen English words (their Italian translations are not needed). We actually observed improvements also when using solely the 1,500 mapped test elements as pivots, but increasing the size with arbitrary additional data (that can simply be sampled from the source space without any need for supervision) helps performance.
Results Results are given in Figure 2 . We report results without regularization as well as with the regularization parameter λ estimated by generalized cross-validation (GCV) (Hastie et al., 2009, p. 244) . Both corrected methods achieve significant improvements over standard NN, ranging from 7% to 14%. For the standard method, the performance decreases as the training data size increases beyond 5K, probably due to the noise added by lower-frequency words. The corrected measures are robust against this effect: adding more training data does not help, but it does not harm them either. Regularization does not improve, and actually hampers the standard method, whereas it benefits the corrected measures when using a small amount of training data (1K), and does not affect performance otherwise. The results by frequency bin show that most of the improvements are brought about for the all-important medium-and low-frequency words. Although not directly comparable, the absolute numbers we obtain are in the range of those reported by Mikolov et al. (2013b) , whose test data correspond, in terms of frequency, to those in our first 2 bins. Furthermore, we observe, similarly to them, that the accuracy scores underestimate the actual performance, as many translations are in fact correct but not present in our gold dictionary.
The elements with the largest hub score are shown in Figure 3 (left). As can be seen, they tend to be "garbage" low-frequency words. However, in any realistic setting such low-frequency terms should not be filtered out, as good translations might also have low frequency. As pointed out by Radovanović et al. (2010b) , hubness correlates with proximity to the test-set mean vector (the average of all test vectors). Hubness level is plotted against cosine-to-mean in Figure 3 (right). Table 1 presents some cases where wrong translation are "corrected" by the GC measure. The latter consistently pushes high-hubness elements down the neighbour lists. For example, 11/09/2002, that was originally returned as the translation of backwardness, can be found in the N 20 list of 110 English words. With the corrected method, the right translation, arretratezza, is obtained. 11/09/2002 is returned as the translation, this time, of only two other English pivot words: orthodoxies and ku- Table 1 : En→It translation. Examples of GC "correcting" NN. The wrong NN translation is always a polluting hub. For these NN hubs, we also report their hubness scores before and after correction (N 20 , over the whole pivot set) and examples of words they are nearest neighbour of (x|Hub = NN 1 (x)) for NN and GC. In this section we test our proposed method in a cross-modal setting, mapping images to word labels and vice-versa.
Experimental setting We use the data set of Lazaridou et al. (2014b) containing 5,000 word labels, each associated to 100 ImageNet pictures (Deng et al., 2009) . Word representations are extracted from Wikipedia with word2vec in skip-gram mode. Images are represented by 4096-dimensional vectors extracted using the Caffe toolkit (Jia et al., 2014) together with the pre-trained convolutional neural network of Krizhevsky et al. (2012) . We use a random 4/1 train/test split.
Results We consider both the usual image labeling setting (Vision→Language) and the image retrieval setting (Language→Vision). For the Vision→Language task, we use as pivot set the 100K test images (1,000 labels x 100 images/label) and an additional randomly chosen 100K images. The search space is the entire label set of 5,000 words. For Language→Vision, we use as pivot set the entire word list (5,000) and the target set is the entire set of images (500,000). The objects depicted in the images form a set of 5,000 distinct elements, therefore, for the word cat, for example, returning any of the 100 cat images is correct. Chance accuracy in both settings is thus at 1/5,000. Table 2 reports accuracy scores. 6 We observe that, differently from the translation case, correcting by normalizing the cosine scores of the elements in the target domain (NN nrm ) leads to poorer results than no correction. On the other hand, the GC method is consistent across domains, and it improves significantly on the standard NN method in both settings. Note that, while there are differences between the setups, Frome et al. (2013) report accuracy results below 1% in all their zero-shot experiments, including those with chance levels comparable to ours.
In order to investigate the hubness of the corrected solution, we plot similar figures as in Section 2, computing the N 20 distribution of the target space elements w.r.t the pivots in the test set.
7 Figure 4 shows this distribution 1) for the vectors of the gold word labels in language space, 2) the corresponding Vision→Language mapped test vectors, as well as 3) N 20 values computed using GC correction. 8 Similarly to the translation case, the maximum hubness values increase significantly from the original target space vectors to the mapped items. When adjusting the rank with the GC method, hubness decreases to a level that is now below that of the original items. We observe 5 Prompted by a reviewer, we also performed preliminary experiments with a margin-based ranking objective similar to the one in WSABIE Weston et al. (2011) and DeViSE Frome et al. (2013) which is typically reported to outperform the l2 objective in Equation 1 (Socher et al. (2014) ). Given a pair of training items (xi, yi) and the corresponding predictionŷi = Wxi, the error is given by: k j=1,j =i max{0, γ+dist(ŷi, yi)−dist(ŷi, yj)}, where dist is a distance measure, which we take to be inverse cosine, and γ and k are the margin and the number of negative examples, respectively. We tune γ-the margin and k-the number of negative samples on a held-out set containing 25% of the training data. We estimate W using stochastic gradient descent where per-parameter learning rates are tuned with Adagrad Duchi et al. (2011) . Results on the En→It task are at 38.4 (NN) and further improved to 40.6 (GC retrieval), confirming that GC is not limited to least-squares error estimation settings. 6 The non-regularized objective led to very low results in both directions and for all methods, and we omit these results. 7 In order to facilitate these computations, we use "aggregated" visual vectors corresponding to each word label (e.g., we obtain a single cat vector in image space by averaging the vectors of 100 cat pictures). 8 We abuse notation here, as N20 is defined as in Equation 3 for 1) and 2) and as |{y ∈ GC k (x, T )|x ∈ P }| for 3). the same trend in the Language→Vision direction (as well as in the translation experiments in the previous section), the specifics of which we however leave out for brevity.
CONCLUSION
In this paper we have shown that the basic setup in zero-shot experiments (use multivariate linear regression with a regularized least-squares error objective to learn a mapping across representational vectors spaces) is negatively affected by strong hubness effects. We proposed a simple way to correct for this by replacing the traditional nearest neighbour queries with globally adjusted ones. The method only requires the availability of more, unlabeled source space data, in addition to the test instances. While more advanced ways for learning the mapping could be employed (e.g., incorporating hubness avoidance strategies into non-linear functions or different learning objectives), we have shown that consistent improvements can be obtained, in very different domains, already with our query-time correction of the basic learning setup, which is a popular and attractive one, given its simplicity, generality and high performance. In future work we plan to investigate whether the hubness effect carries through to other setups: For example, to what extent different kinds of word representations and other learning objectives are affected by it. This empirical work should pose a solid basis for a better theoretical understanding of the causes of hubness increase in cross-space mapping.
