Abstract. We prove a version for motivic cohomology of Thomason's theorem on Bott-periodic K-theory, namely, that for a field k containing the nth roots of unity, the mod n motivic cohomology of a smooth k-scheme agrees with mod nétale cohomology, after inverting the element in H 0 (k, Z/n(1)) corresponding to a primitive nth root of unity.
Introduction
In his landmark paper [12] , Thomason showed that the mod nétale K-theory of a scheme X could be described purely from the mod n algebraic K-theory of X, by simply inverting a canonical element β n of K 2 (X; Z/n) (this is assuming that the ring of functions on X contains a primitive nth root of unity, and that n is either odd, divisible by 4, or that ring of functions on X contains a square root of -1). In this paper we prove an analogous result relating theétale cohomology and the motivic cohomology of X. The main idea of the proof is the same as Thomason' s, but the argument becomes much simpler: We avoid some of the technical difficulties by passing from spectra to complexes, and make additional simplifications by using the graded nature of motivic cohomology to weed out the rather more complicated mixing of the different levels in the gamma filtration inherent in K-theory. We also work in a somewhat less general setting than Thomason, restricting our attention to smooth schemes over a field.
The main player in this story is the (mod n) motivic cohomology of a smooth scheme X over a field k, defined via Bloch's cycle complex z q (X, * ) (see [1] ) by H p (X, Z(q)) := H 2q−p (z q (X, * )), H p (X, Z/n(q)) := H 2q−p (z q (X, * ) ⊗ Z/n).
For the field k, we have
The universal coefficient sequence for H 0 (Spec k, Z/n(1)) thus gives the isomorphism H 0 (Spec k, Z/n(1)) ∼ = µ n (k).
If k contains a primitive nth root of unity ζ, we therefore have the corresponding motivic Bott element β n ∈ H 0 (Spec k, Z/n(1)), and we may invert β n in the mod n motivic cohomology ring of X, forming the bi-graded ring H * (X, Z/n( * ))[β Our main result is Theorem 1.1. Suppose that X is the localization of a smooth k-scheme, and that k contains a primitive nth root of unity. Suppose further that either n is odd, 4 | n, or that k contains a square root of -1. Then the map (1.0.1) is an isomorphism.
The proof of Thereom 1.1 is, as mentioned above, essentially that used by Thomason. We use the Tate isomorphism to show that the Bott element admits a family of inductors for a field extension of cohomological dimension one, which then implies that the Bott-inverted motivic cohomology satisfiesétale descent. This allows us to reduce to the case of an algebraically closed field, where the result follows from the theorem of Suslin-Voevodsky [11] (extended in characteristic p > 0 by work of de Jong [6] ) which computes the mod n motivic cohomology in terms ofétale cohomology for smooth schemes over an algebraically closed field.
We actually prove a stronger version of Theorem 1.1 which asserts an isomorphism of objects in the derived category. We have as well a version of Theorem 1.1 in case k does not contain a primitive nth root of unity (but still with the requirement that k contains a square root of -1) where we invert a "power" of the Bott element. For details on this extension of Theorem 1.1, see § 6.
Motivic cohomology
2.1. We use Bloch's higher Chow groups to define motivic cohomology.
Let k be a field, and X a smooth quasi-projective variety over k. We have the cosimplicial scheme ∆ * , with
A face of ∆ n is a subscheme defined by equations of the form t i1 = . . . = t ir = 0. Bloch [1] has defined complexes z q (X, * ) with z q (X, p) the subgroup of the group of codimension q algebraic cycles on X × k ∆ p generated by those irreducible sub-
is the alternating sum of the restriction to the faces t i = 0. The higher Chow group CH q (X, p) is defined by
We reindex the homological complex z q (X, * ), forming the cohomological complex Z q (X, * ) with Z q (X, p) := z q (X, 2q − p). The motivic cohomology of X is then given by
The mod n motivic cohomology is similarly defined by
where we write M/n for M ⊗ Z/n. There are several alternative definitions of motivic cohomology and mod n motivic cohomology via categorical means; the definitions of [8] agree with the ones given above, while the definitions of [13] agree with the above in case char k = 0. [4] . A quick description of the construction of cl p,q X,n is as follows: For a closed codimension ≥ q subscheme W of a smooth k-scheme Y , purity forétale cohomology gives rise to a canonical isomorphism of theétale cohomology with supports, H 2q W (Y, µ ⊗q n ), with the free Z/n-module on the irreducible codimension q subschemes of Y contained in W . This gives us the class cyc
Applying this to the cosimplicial scheme X ×∆ * and forgetting the support gives the natural map of complexes
, where G * et is the total complex associated to the Godement resolution of theétale sheaf µ ⊗q n on the cosimplicial scheme X × ∆ * . By the homotopy property forétale cohomology, the map
⊗q n ) induced by the augmentation X is a quasi-isomorphism, giving us the natural map in the derived category
Taking cohomology gives the desired cycle class map 
3. Transfers and inductors 3.1. We have the additive category C(Ab) of complexes of abelian groups; let C b (Ab) denote the full sub-category of complexes with bounded cohomology. Similarly, we have the full sub-categories C + (Ab) and C − (Ab) of complexes with cohomology bounded below (resp. bounded above).
3.2. Let G be a profinite group, and M a complex of continuous G-modules. Define the complex H * (G; M ) as the extended total complex of the double complex
where
chains, we define the complex H * (G; M ) to be the usual total complex of the double complex
i.e., we use the direct sum instead of the product used above. The G-hypercohomology and hyperhomology of M are then given by
We note that the complexes H * (G; M ) and H * (G; M ) take quasi-isomorphisms in M to quasi-isomorphisms of complexes of abelian groups, even for unbounded M .
We may also form the complexes H 0 (G; M ) and H 0 (G; M ) by applying H 0 (G; −) and H 0 (G; −) termwise. We have the canonical projections and inclusions
the category of subextensions L /L, with maps homomorphisms of fields over the identity on L. We denote
In order to describe the Galois equivariance properties required of a transfer map, we need to introduce the following technical construction. Let σ :
with a and b isomorphisms. Taking the domain and range of the embedding τ gives the functors
where the fiber product is over the diagram
be the derived category, where is quasi-isomorphism F → G is a map which is a point-wise quasiisomorphism of complexes. Note that
− is a boundedness condition. A transfer for F , with boundedness condition * , is a collection of maps
with L /L finite, with the following additional conditions:
Suppose in addition that we have a transfer Tr for a functor
. Similarly, we have the functoriality
Example 3.6. Let X be a variety over a field k. Sending a field extension L/k to the complex
which defines a (bounded above) transfer for the functor Z q (X).
Suppose that a functor
We supppose that F takes direct limits to direct limits. We have the extension of
One sees this is well-defined using Remark 3.5. If L and L are Galois over L, we have the map
in the derived category, defined as the composition
Using Remark 3.5 again, one sees that these extended transfers are well-defined, functorial in the (bounded above) derived category, and for L = L, we have
be a functor with bounded above transfer Tr. Suppose F takes direct limits to direct limits. Let x be an element of H −n (F (L)). A family of inductors for x is a collection of elements
For each tower of finite Galois subextensions
3.9. The Tate isomorphism. We recall some of the material of [9, Annexe] . Let G be a profinite group, let U be a normal subgroup of finite index, and let M be a continuous G-module of cohomological dimension ≤ n. Then M has Ucohomological dimension ≤ n, and we have the canonical quasi-isomorphism
This is gotten by first truncating the standard G-free resolution of M
at degree n, yielding the resolution
with Z n having G-cohomological dimension 0. One then takes U -invariants, giving the complex
canonically isomorphic to H * (U ; M ) in the derived category. Since the X i and Z n have cohomological dimension 0, it follows from [9, Annexe, Lemme 1] that the Y j have G/U -cohomological dimension 0, and that the trace induces isomorphisms
This readily implies that the complex
is canonically isomorphic to H * (G/U ; H * (U ; M )) in the derived category, and that the complex
is canonically isomorphic to H * (G/U ; H * (U ; M )) in the derived category. As we have the canonical isomorphism (3.3.1)
the isomorphisms (3.9.2) induce the isomorphism (3.9.1). The isomorphism (3.9.1) together with the standard E 2 spectral sequence for the composition of two functors gives the Tate spectral sequence
3.10. The Tate isomorphism gives us a method of constructing families of inductors. Let M be an abelian group, which we consider as a trivial G-module for all groups G. We suppose that M has finite Gal(L * /L)-cohomological dimension. Let F be the functor
with the functoriality required to define a (bounded) transfer. If we have an element
, the isomorphism (3.9.1) defines the elements
for all L α /L finite Galois, by taking the element corresponding to x. It follows from the definition of the isomorphism (3.9.1) via the trace that this indeed defines a family of inductors for x.
Descent for motivic cohomology
4.1. The motivic Bott element. We fix a prime l, and an integer ν ≥ 1. For a field F , we have [1, Theorem 6.1]
This gives us the computation of the mod n motivic cohomology as
where µ n (F ) is the group of nth roots of 1 in F . From this it follows that the cycle class induces a quasi-isomorphism
for all n prime to char F . In particular, if F contains a primitive l ν th root of unity, then the choice of one such defines an element β l ν of H 0 (Spec F, Z/l ν (1)), which we call the motivic Bott element. Proposition 4.2. Let L be a field of characteristic prime to l, and containing
Proof. Let ζ be the root of unity corresponding to β l ν . By the construction of §3.10, the element ζ of H 0 (L * /L, µ l ν ) admits a family of inductors
/L finite and Galois. Thus, the canonical map
is a quasi-isomorphism for all such L α , hence we have the family of inductors x α for ζ for the functor
to the family {x α } gives the family of inductors
Taking the image of the family {y α } via the inverse of the natural quasi-isomorphisms (4.1.1),
gives the desired family of inductors for β l ν .
Corollary 4.3. Let L be a field of characteristic prime to l, and containing µ l ν , let p : X → Spec L be a smooth quasi-projective L-scheme, and let L * /L be a Galois extension of l-cohomological dimension one. Let x be an element of
} be the family of inductors for β l ν given by Proposition 4.2. One easily verifies the projection formula
forms a family of inductors for x.
Lemma 4.4. Let L be a field of characteristic prime to l, and containing µ l ν , let p : X → Spec L be a smooth quasi-projective L-scheme, and let L * /L be a Galois extension of l-cohomological dimension one. Then there is a commutative diagram in D − (Ab),
Here η is the canonical map.
Proof. Let L /L be a finite extension, and take
ν be a representing cocycle, we have the map
defined by the composition
In the homotopy category K − (Ab), this map is independent of the choice ofz. Using the cap product action of cohomology on homology, this extends to the map of complexes
Let {x α } be the family of inductors for β l ν , and take
As
with the limit over L α /L finite Galois, we may represent y by some
and take ψ α (y α )(x α ) ∈ τ ≥−N Z q+1 (X, * )/l ν . It follows from Corollary 4.3 and the contruction of § 7.7 that this gives a well-defined map
In addition the maps φ(L * /L) N are all compatible in N , which gives the map
Since L * /L has finite l-cohomological dimension, we have
for all N sufficiently large. Since
it follows from Lemma 7.6 that the natural maps
and
Lemma 7.6 and Lemma 7.4 imply that the map
is a quasi-isomorphism. Thus, the map (4.4.2) gives us the desired map φ(L * /L; X), which clearly has the desired naturality.
The commutativity of the left-hand triangle in (4.4.1) follows by taking L α = L in the construction of φ(L * /L; X)(x) for x ∈ Z q (X, * )/l ν . For the commutativity of the right-hand triangle in (4.4.1), we first note that the contruction of φ(L * /L; X) extends in the obvious way to arbitrary simplicial schemes
We then have the quasi-isomorphisms
and the commutative diagrams
Since the left-hand triangle of (4.4.1) commutes with X replaced by X α , this gives the commutativity of the right-hand triangle in (4.4.1).
Proposition 4.5. Let L be a field of characteristic prime to l, and containing µ l ν , let p : X → Spec L be a smooth quasi-projective L-scheme, and let L * /L be a Galois extension of l-cohomological dimension one. Then the natural map
Proof. This follows directly from the commutativity of the diagram in Lemma 4.4 Theorem 4.6. Let k be a field containing a primitive l ν th root of unity, where l is a prime with (l, char k) = 1. If l = 2, we assume that k contains a square root of -1. Let X be a smooth quasi-projective variety over k. Then the natural map
Proof. Since X is quasi-projective over k, X is defined over a subfield k of k which is finitely generated over the prime field. If we have proved the theorem for all k finitely generated over the prime field, then the general result follows by taking limits; we may therefore assume that k is finitely generated over the prime field.
Let L 0 = k. If we construct a finite tower of fields
has l-cohomological dimension ≤ 1, the result follows by induction on N , Proposition 4.5 and the quasi-isomorphism (3.3.1)
. To construct such a tower, let k 0 denote the algebraic closure of the prime field in L 0 . Let k 1 = k 0 (µ l ∞ ), and let k 2 be the the algebraic closure of k 1 . Then k 1 /k 0 has l-cohomological dimension 1, and k 2 /k 1 has l-cohomological dimension ≤ 1. We may then take , and that the fibers of p are geometrically irreducible. Letting k 3 be the separable closure of k 2 (C), the extension k 3 /k 2 has l-cohomological dimension 1, hence we may take
we may continue in this fashion, giving the tower
with L N −1 separably generated and of transcendence degree 1 over a separably closed subfield k N −1 . We may then take L N to be the separable closure of L N −1 , completing the construction of the desired tower.
5. The proof of Theorem 1.1 Theorem 5.1 (Suslin-Voevodsky). Suppose k is a separably closed field, n > 0 an integer prime to char k, and X an essentially smooth k-scheme. Then the cycle class map (2.2.1) is an isomorphism for all q ≥ dim k X.
Proof. We have the result of Suslin [10] comparing Suslin homology and Bloch's higher Chow groups of a quasi-projective variety X of dimension d over k:
(in the derived category). The map η is a quasi-isomorphism (3.3.1) and the maps ι X and ιX are quasi-isomorphisms. Theorem 1.1 follows from this, Lemma 5.2 and Theorem 4.6. We have actually proved the following refined version of Theorem 1.1:
If g is injective, we have the isomorphism {1 < . . . < a} < {1 < . . . < b} (g) −−→ {1 < . . . < a + b} determined by sending i ∈ {1 < . . . < a} to j if g 1 (i − 1) < g 1 (i) = j, and sending i ∈ {1 < . . . < b} to j if g 2 (i − 1) < g 2 (i) = j. We let
where the sum is over injective, order-preserving maps g, and the sign sgn(g) ∈ {±1} is the sign of the permutation {1 < . . . < a + b} ∼ = {1 < . . . < a} < {1 < . . . < b} , (a, b) ) defines a bisimplicial abelian group. Taking the product of cycles defines the map of complexes 
is a quasi-isomorphism. The exterior product is the map on cohomology induced by the composition
Using Jouanolou's trick, we may suppose that X is affine; replacing X with X × A max(q,q ) , we may assume that dim k X ≥ max(q, q ). By Suslin's result [10] , we may take A and B with A equidimensional over ∆ p and B equidimensional over ∆ b . Thus, the product A × B is in z q+q (X × X, (p, p )) T . The desired Leibniz rule is now a consequence of the formal identity satisfied by the triangulation T which makes T a map of complexes. Now suppose that k contains µ l , and fix some integer ν > 1. By Lemma 6.1,
it is easily seen that Z * (X, * )/l ν [β −1 ] is independent (in the derived category) of the choice of lifting x.
Cup product with cl(x) onétale cohomology is an isomorphism, and the cycle class map extends as in (5.1.1) to the map
If k does not contain µ l , (which, by our assumption on k means l > 2), we have the extension k ⊂ k l := k(µ l ) of degree prime to l. We may then define the complex Z * (X k l , * )/l ν [β −1 ] as above, and take the Gal(k /k) invariants to define
Theorem 6.2. Let k be a field, l a prime not dividing char k, and assume that if l = 2, then k contains √ −1. Then the map (6.1.1) is an isomorphism in the derived category.
Proof. We may assume that k contains µ l . The filtration of Z * (X, * )/l ν [β −1 ] by powers of l gives a sequence of exact triangles
We have the similarly defined sequence for localizedétale cohomology; the maps (6.1.1) give maps of exact triangles. From Theorem 1.1, the cycle class map for i = 1 is an isomorphism, so the five lemma implies that the cycle class map for i = 1, . . . , ν are also isomorphisms.
Remark 6.3. Both Theorem 1.1 and Theorem 6.2 remain true without the hypothosis that k contain √ −1. This follows the Milnor conjecture (proved by Voevodsky in [14] , which, together with [11] (in case char k = 0) or [5] (in general) implies that the cycle class map
2 ν ) induces an isomorphism in cohomology in degrees ≤ q.
Some homological algebra
For the reader's convenience, we collect a few basic facts and definitions on homotopy limits and colimits.
be a double complex (of abelian groups), i.e., d
The extended total complex ( TotC, d) is defined by
2 .
Tot and Tot obviously define functors from the category of double complexes to the category of complexes. Given a double complex C * * , we may take cohomology with respect to d 1 , forming for each a the complex (H is a quasi-isomorphism.
(ii) Suppose that, for each n, there is an integer M n such that C a,b = 0 for a+b = n and a ≤ M n . Then the map
is a quasi-isomorphism.
Proof. The proof is an elementary diagram chase, which we leave to the reader. 7.3. Homotopy limits and colimits of complexes. . Let I be a small category, We have the nerve of I, N (I), being the simplicial set with n-simplices the set of composable sequences of maps
The face map δ n j : N (I) n → N (I) n−1 is given by composing s j+1 and s j (for 0 < j < n), or by deleting i j (for j = 0, n). The degeneracy map σ Proof. This follows directly from Lemma 7.2, the definitions of holim and hocolim, and the fact that both direct sums and products take families of quasi-isomorphisms to quasi-isomorphisms.
We have the partially ordered set N of natural numbers n ≥ 1, with the usual order. This gives us the category N with the set of objects N and with unique morphism i → j if and only if i ≤ j. 
