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Abstract 
 
Numerous organizations perform data analytics using relational databases by executing data mining 
queries. These queries include complex joins and aggregate functions. However, due to an explosion 
of data in terms of volume, variety, veracity, velocity, and value, known as Big Data [1], many 
organizations such as Foursquare, Adobe, and Bosch have migrated to NoSQL databases [2] such as 
MongoDB [3] and Cassandra [4]. We intend to demonstrate the performance impact an organization 
can expect for analytical queries on a NoSQL document store. In this thesis, we benchmark the 
performance of MongoDB [3], a cross-platform document-oriented database for datasets of sizes 
1GB and 5GB in a stand-alone environment and a sharded environment. The stand-alone MongoDB 
environment for all the datasets is the same whereas the configurations of the MongoDB cluster vary 
based on the dataset size. The TPC-DS benchmark [5] is used to generate data of different scales and 
selected data mining queries are executed in both the environments. Our experimental results show 
that along with choosing the environment, data modeling in MongoDB also has a significant impact 
on query execution times. MongoDB is an appropriate choice when the data has a flexible structure 
and analytical query performance is best when data is stored in a denormalized fashion. When the 
data is sharded, due to multiple query predicates in an analytical query, aggregating data from a few 
or all nodes proves to be an expensive process and hence performs poorly when compared to the 
alternative process of executing the same in a stand-alone environment. 
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Chapter 1 
Introduction 
Relational database systems have been the foundation for enterprise data management for over 30 years. 
Many organizations use a relational platform to perform data analysis by running data mining queries 
against a database. With an estimated growth in enterprise data to 35ZB by 2020 [6] along with growing 
user loads, organizations are adopting newer technologies such as NoSQL databases to store data. 
Among the 5 types of NoSQL databases [7] namely, key-value store, column-oriented, document store, 
graph, and object-oriented, we have chosen MongoDB, a cross-platform document-oriented database 
against which we execute data mining queries. It provides features such as aggregation, secondary 
indexing, sharding and replication. Parker et al. [8] compare the runtime performance of MongoDB with 
SQL Server for a modest-sized database and conclude that the former performs equally well or better 
than SQL Server except when aggregation is utilized. However, the impact of data modeling and 
deployment environments for aggregation operations were not explored in detail. 
In this thesis, we investigate the performance of complex data mining queries against datasets of 
different sizes. We use a stand-alone and distributed data organization known as sharding [9]. In a 
sharded database, data is split into chunks and distributed across the cluster nodes. A query run against 
such a system can target either one, a few, or all the nodes and the result from each of the nodes is 
aggregated and displayed to the user. 
1.1 General Research Objective 
Our general research objective is to identify whether data mining queries run against a sharded 
environment result in better performance than on a stand-alone system. 
1.2 Specific Research Objectives 
In order to achieve our general research objective, our specific research objectives are as follows: 
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i. To understand the concepts of MongoDB in detail and identify pros and cons in comparison 
with a relational database system. 
ii. To deploy MongoDB on a stand-alone system and on a cloud platform. 
iii. To identify a benchmark that is capable of generating data of increasing scales and provides 
data mining queries of varying complexity. 
iv. To develop algorithms to load data into MongoDB and execute data mining queries. 
v. To assess the performance of the stand-alone MongoDB system with the MongoDB sharded 
system for all the datasets and conclude which is better. 
1.3 Research Methodology 
We adopt the following research methodology to achieve the above mentioned objectives:  
i. Conduct a literature survey of the popular document store databases [10] available in the 
market. We investigate and compare the features of Apache CouchDB [11] and MongoDB 
[12] and select a database based on the following criteria, 
a. It should be an open source software. 
b. It should be one among the popular databases of that category as per the DB-Engines 
Ranking listing [10].  
c. The documentation should cover topics in detail and be user friendly. 
d. It should support dynamic querying in cases where the full query text is unknown until 
runtime, indexing, and sharding. 
e. It should support operating systems such as Windows, Linux, and Mac OS. 
f. It should support programming languages such as Java, C#, and Node.js. 
ii. Acquire required hardware and software to deploy the chosen database on a stand-alone 
environment and sharded environment. 
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iii. Conduct a literature survey and identify a benchmarking standard that can generate large 
volumes of data and data mining queries of various complexities. 
iv. Develop algorithms for data loading and query execution. 
v. Run the selected queries using the algorithms on the stand-alone and sharded environment for 
datasets of different sizes. 
vi. Examine the results from both environments and conclude which scenario is best suited for 
complex data mining queries. 
1.4 Contributions of the Research 
On completion of the research, the following contributions are expected: 
a. Algorithms to load data into MongoDB and translate SQL queries to Mongo queries in Java. 
b. A study of the performance of a MongoDB stand-alone system to a sharded system for a set of 
data mining queries on datasets of varying sizes. 
1.5 Overview 
In Chapter 2, we outline the features of MongoDB such as data modeling, indexing, sharding, and 
aggregation. In Chapter 3, we discuss the TPC-DS benchmarking standard that is used to generate 
datasets of varying sizes and queries. We describe the query selection process used to select the 4 
data mining queries among the TPC-DS query set. In Chapter 4, we describe the hardware and 
software configurations of the systems used to conduct the experiment. In Chapter 5, we outline the 
experimental procedures implemented on the stand-alone and sharded environments and discuss our 
findings. In Chapter 6, we give a synopsis of the contributions and future work. 
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Chapter 2 
MongoDB and Big Data Benchmarking 
In this chapter, we give a brief overview of MongoDB concepts we employ in this thesis. At the end of 
this chapter we discuss different benchmarking standards and reasons for choosing TPC-DS as our 
benchmarking standard. 
2.1 MongoDB 
MongoDB is a cross-platform document-oriented database classified under the aegis of the NoSQL 
databases. It is coined from the term huMONGOus for its support of big data management. Key 
features of MongoDB include high performance, high availability, and automatic scaling [12]. It is 
schema-less or has a flexible schema. Unlike SQL where the structure of the data is defined prior to 
loading into the database, MongoDB does not enforce any rigid structure. The flexible structure is 
achieved by storing data in BSON format [13], which is a binary-encoded serialization of JSON-like 
[14] key and value pairs. 
A document is composed of key-value pairs, and is the basic unit of data in MongoDB. The value of 
these fields can be another document, array, and array of documents. A stack of documents is called a 
collection. Since documents do not dictate a specific format, a collection can have documents with 
each having a varying number of fields and types of values, thereby giving it a flexible schema. Table 
2.1 presents an analogy between MongoDB and SQL terminology and concepts. 
Table 2.1: An Analogy between MongoDB and SQL Terms and Concepts [12] 
MongoDB Terms/Concepts SQL Terms/Concepts 
database database  
collection  table  
document  row  
table joins embedded documents and 
linking 
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An example of a document is given in Figure 2.1. Every document in a collection has a unique _id 
field that acts as the primary key. Unless explicitly specified by the application, MongoDB uses a 
special 12-byte BSON type, called ObjectId, as the default value for the _id field. The ObjectId is 
generated from the timestamp, machine ID, process ID, and a process-local incremental counter that 
guarantees uniqueness [12]. 
Figure 2.1: Document Structure 
{ 
_id: ObjectId (“5480abb8986c9d3197f6682c”), 
customer_id: 23, 
customer_address: { 
apartment_number: 26, 
street_name: “Whitfield”, 
state: “CA”, 
country: “United States” 
} 
customer_name: “Earl Garrison”, 
birth_date: “9/25/1979”, 
email_id: earl.garrison@G3sM4P.com 
} 
 
2.1.1 Data Modeling 
An application that uses a relational database management system models data by declaring a 
table’s structure and its relationships to other tables prior to inserting data into it. Similar to SQL, 
data modeling in MongoDB focuses on the document structure and relationships between data. 
Since MongoDB does not support joins, the two concepts that facilitate data modeling are 
embedding and referencing [12]. 
We illustrate data modeling techniques in MongoDB through an example. Consider an Entity-
Relationship diagram [15] consisting of two entities, Book and Publisher and a one-to-many 
relationship between them. Figure 2.2 depicts the one-to-many relationship between Publisher and 
Book where one instance of the Publisher entity can be associated with more than one instance of 
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the Book entity, but a Book has only one Publisher. This can be modeled in MongoDB using 
embedding and referencing.  
Figure 2.2: One-to-many Relationship 
 
 1                                                   N 
 
 
Figure 2.3: Embedded Data Model 
{ 
_id: ObjectId("53feg3cd85242f4g5h68cf89"), 
publisher: “O’Reilly Media”, 
founded: 1978, 
location: “California” 
books: [ 
       { 
       title: “MongoDB”, 
       author: “Dirolf Chodorow”, 
  published:  ISODate(“2010-09-24”), 
       pages: 216 
                  }, 
      { 
       title: “Java in a Nutshell”, 
       author: [”Benjamin J Evans”,”David Flanagan”], 
               published:  ISODate(“2014-11-6”), 
       pages: 418 
       } 
] 
} 
Figure 2.3 illustrates the embedded data model design for the one-to-many relationship between 
Publisher and Book entities. Embedding represents a relationship by encapsulating related 
information in a single document or structure. It depicts a contains relationship between entities 
since related pieces of information is stored in the same database record. The one-to-many 
relationship between a Publisher and a Book can be modeled by embedding the book data entities 
Publisher  Relationship 
 
Book 
Embedded sub-document 
Embedded sub-document 
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in the publisher data. This provides good performance for read operations as related data can be 
retrieved in a single database operation. For example, an application can retrieve complete 
publisher information in one query. It can also be observed that new books published by the 
publisher can be added as embedded sub-documents to the books array. This ensures no repetition 
of the publisher details per book, thereby reducing redundant data. However, if number of books 
increases dramatically and the size of the document exceeds the 16 MB limit, data has to be split 
and stored in separate documents. In such cases, the referenced data model can be adopted. 
Figure 2.4: Referenced Data Model 
        Book document 
 
 
     Publisher document 
 
 
 
Figure 2.4 illustrates the referenced data model design for the one-to-many relationship between 
publisher and book entities. References represent relationships between data by associating or 
referencing one document to another. This is achieved by storing the _id field value of one 
document as the value for another field in the other document. The one-to-many relationship 
{ 
 _id: ObjectId("52ffc33cd85242f436000001"),  
 title: “MongoDB”, 
 author: “Dirolf Chodorow”, 
 publisher_id: ObjectId("53feg3cd85242f4g5h68cf89"), 
 published:  ISODate(“2010-09-24”), 
 pages: 216 
} 
 
{ 
 _id: ObjectId("556ca2a7e4b09e8a087cfc30"),  
 title: “Java in a Nutshell”, 
 author: [”Benjamin J Evans”,”David Flanagan”], 
 publisher_id: ObjectId("53feg3cd85242f4g5h68cf89"), 
 published:  ISODate(“2014-11-6”), 
 pages: 418 
 } 
 
{ 
_id: ObjectId("53feg3cd85242f4g5h68cf89"), 
publisher: “O’Reilly Media”, 
founded: 1978, 
location: “California” 
} 
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between Publisher and Book can be modeled by keeping the publisher and book information in 
two separate collections and the relationship can be enforced by storing the publisher reference 
inside the book document. In doing so, a query to retrieve complete publisher information would 
have to make multiple requests to the server as follow-up queries are necessary to resolve the 
references. However, it is a suitable choice to model entities that are independent of each other. 
Also, if two or more entities are related but complex, then the complexity can be reduced by 
breaking down the data into multiple documents. 
Therefore, to model a 1-N relationship, either embedded or referenced data model can be used. If 
N is a small or not too large a number, embedded data model can be chosen. If N is a considerably 
large number with chances of document size exceeding 16 MB, referenced data model is a suitable 
option. So the choice of the data model requires consideration of the application needs and query 
patterns. Table 2.2 provides a comparison between the two data models. 
Table 2.2: Comparison between Embedded and Referenced Data Model 
 Embedded Data Model Referenced Data Model 
Normalization Denormalized  Normalized 
Definition All related data is encapsulated in 
a single document resulting in 
fewer queries to complete 
operations. 
Related data is stored in separate 
collections and relationship is enforced 
by referencing one document to another. 
When to use? To model contains and one-to-
many relationships between 
entities. 
To model many-to-many relationships 
and for large hierarchical data sets. 
Read 
Operation 
Retrieve data in a single database 
operation. 
Multiple requests to server to resolve 
references. 
Write 
Operation 
Atomic as single write operation 
can write or update the document. 
Since data is being split, multiple write 
operations are required that are not 
atomic collectively. 
Data Growth Updating or inserting fields can 
increase the document size 
resulting in relocation on the disk.  
Updating and inserting fields is done in 
separate collections. 
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An appropriate data model ensures readability and accessibility of information. However, for fast 
and efficient data access, indexes can be created to locate data quickly and perform random 
lookups.  
2.1.2 Indexing 
An index is a special on-disk data structure that allows the database application to retrieve data 
faster by not scanning the entire collection. It uses keys built from one or more fields in a 
document. MongoDB implements indexing by storing the keys in a B-Tree data structure [16] 
which helps in finding rows associated with the keys quickly and efficiently. Indexes in MongoDB 
are defined at the collection level on any field or sub-field of the document. MongoDB supports 7 
different types of indexes [12]. 
i. Default _id: All collections are indexed on the _id field by default. 
ii. Single field: In addition to the _id field, indexes can be created on a single field of a 
document in ascending or descending order. 
iii. Compound index: It is created on multiple fields of a document with a specific sort order 
for each field. If a collection has a compound index on PersonID and Age, the index sorts 
first by PersonID and then within each PersonID value, sorts by Age. Therefore, the order 
of the fields in the compound index should be declared appropriately based on the 
application needs. 
iv. Multikey index: If a document contains a field with an array of documents as its value, then 
a multikey index is used to sort the documents based on a specific field present within each 
document.  
v. Geospatial index: Index for fields containing geospatial coordinate data. 
vi. Text index: Text indexes support searching for string contents in a collection. 
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vii. Hashed index: It indexes the hash of the value of a field. 
Index prefix [12] is the starting subsets of the fields specified in a compound index. For example, 
if a compound index is created over the FirstName, LastName and Gender fields of a document in 
a collection, then this index can be used for lookups in the following query conditions: 
i. a query specifying only the FirstName field, 
ii. a query specifying  the FirstName and LastName fields, or 
iii. a query specifying FirstName, LastName, and Gender fields. 
MongoDB uses a combination of multiple indexes to resolve queries. For example, if a collection 
specifies a single index on the ItemID field and a compound index on the ItemPrice and 
ItemQuantity fields, then these indexes can be used for queries specifying the single indexed field 
and prefix of the compound indexed fields, that is,  
i. a query specifying the ItemID field and ItemPrice field, or 
ii. a query specifying ItemID, and ItemPrice, and ItemQuantity fields. 
2.1.3 Sharding 
A database system deployed on a single server can experience heavy loading due to high query 
rates or large datasets that exceed the disk space of the server. When the demand on the server 
spikes drastically, alternate means should be identified to keep the system online and robust. This 
scaling issue is addressed in database systems by implementing vertical scaling or horizontal 
scaling [17]. Vertical scaling is process of deploying the database system on a bigger server, 
which makes the process cost intensive. Two problems with this approach are the capability to 
outgrow the capacity of the server and unavailability of service during a server crash. A second 
approach is horizontal scaling, where the database is partitioned across multiple machines which 
are added dynamically. This overcomes the problems of the monolithic server by being cost-
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effective, and it ensures availability even if all servers except one fails. Horizontal scaling 
addresses scalability demands by either removing or adding servers on the fly. 
MongoDB addresses scaling issues by implementing horizontal scaling, or sharding [12]. It is the 
process of splitting data into chunks and distributing the chunks across multiple servers, known as 
shards. The data is partitioned at a collection level and stored on multiple shards such that all 
shards put together make up a single logical database. In the following sections we discuss the 
sharded cluster components, calculating the number of shards, and considerations for selecting 
shard keys. 
2.1.3.1 Sharded Cluster Components 
A sharded cluster in MongoDB [12] has 3 components, discussed below. 
i. Shards: A shard is either a single mongod instance or a replica set [12] that stores data. The 
mongod is a daemon process that starts the MongoDB server and handles data requests and 
other background operations. Replica set is a feature of MongoDB that ensure redundancy 
by storing the same data on multiple servers.  
ii. Config servers: A config server is a mongod instance that stores the metadata of the cluster. 
It maintains a mapping of the chunks to the shards.  
iii. Query routers: A query router is a mongos instance that is responsible for directing read and 
write operations from the client application layer to the specific shard or shards. The 
mongos is a routing service to which the application queries are directed internally, which 
then makes used of the metadata information stored in the config server to locate the target 
shard or shards and consolidates all the information returned from the various shards before 
displaying it to the user. 
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Figure 2.5 illustrates a typical sharded cluster architecture in the production environment. The 
cluster has 2 application servers running on different machines with two query routers on each 
machine. The application data is stored on 2 shards and replicated across multiple servers to 
ensure redundancy and data availability. The 3 config servers store the metadata of the cluster. A 
query from either of the application servers gets directed to their respective query routers. The 
query router internally directs the query to the config server, which makes use of the metadata to 
target the shard containing the appropriate information. 
Figure 2.5: MongoDB Sharded Cluster Architecture [12] 
 
2.1.3.2 Calculating Number of Shards  
While deploying the sharded cluster for this thesis research we encounter issues that affect the 
application and cluster performance. Most issues are caused by the number of instances of each of 
the components deployed in the cluster. We discuss the issues faced and methods adopted to avoid 
them. 
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In a sharded environment the number of instances of each of the components determines the 
robustness of the cluster. For read intensive applications, having multiple query routers helps 
balance the application needs rather than having a single query router that can be easily 
overloaded due to high frequency of read operations. Based on the cluster and application needs, 
query routers can be added to the cluster on the fly by establishing connections to the config 
servers and the shards.  
 Greater importance has to be laid on the number of config servers and shards since they perform 
all the application critical operations. A cluster with a single config server creates a single point of 
failure. If the server crashes, the cluster will be inaccessible. Therefore, deploying a cluster with 
multiple config servers enables data accessibility and avoids single point of failure.  
Similar to config servers, number of shards can also cause potential problems if they are not in 
accordance with the application needs. For write intensive applications, shards can easily exceed 
their capacity and its resources can be exhausted quickly if data is continually written to it.  
Therefore the capacity of a shard should be decided well before deploying the cluster, based on the 
amount of the data to be stored on them. If the number of shards are too few, data resides on just a 
few shards leading to exhaustion problems. Having more shards reduces the amount of data on 
each shard and resources such as RAM and CPU can be utilized effectively. In this section we 
discuss the factors based on which the number of shards can be calculated [18]. Factors can be 
chosen that best suit the application needs. The number of shards in a cluster can be calculated 
based on the following factors. 
i. Disk storage: Sum of disk storage space across shards should be greater than the required 
storage size. For example, if the application data is 1.5TB and the disk storage available per 
server is 256GB, then the number of shards needed can be calculated as follows: 
14 
 
Storage size = 1.5TB 
  Shard disk storage = 256GB 
  Number of shards = 1.5TB/256GB ~ 6 shards 
ii. RAM: Sum of RAM across shards should be greater than the working set of the sharded 
cluster. Working set is the segment of client data that is accessed most frequently by the 
application. For read intensive applications, storing the entire working set in the RAM 
results in faster read operations. If the working set memory requirement is more than the 
available RAM, the operating system needs to perform frequent IO operations to the disk to 
retrieve the information, thereby drastically slowing down the system. 
Working Set size = Index size of each collection + Set of documents accessed often  
Example: Working set = 200GB 
  Server RAM = 64GB 
  Number of shards = 200GB/64GB ~ 4 shards 
iii. Disk throughput: Sum of Input/output Operations per Second (IOPS) across shards should 
be greater than the required IOPS. 
Example: Required IOPS = 12000 
  Shard disk IOPS = 5000 
  Number of shards = 12000/5000 ~ 3 shards 
iv. Operations Per Second (OPS):  
Example: S = Single server OPS 
  G = Required OPS 
  N = Number of shards 
  G = N * S * 0.7 where 0.7 is the sharding overhead 
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  N = G/(S * 0.7) 
For this thesis research, we calculate the number of shards needed in the cluster based on disk 
storage and RAM. Since the data load is a write intensive process, each server needs to have 
sufficient amount of disk space to the store the data that is continually written. In doing so the 
server resources such as CPU, memory, and disk are utilized effectively without being overloaded. 
Also, this thesis focuses on analytical query performance, so read operations should be optimized 
to achieve best results. For fast read operations, all the collections and indexes related to the query 
should reside in the RAM to avoid disk IO operations. For this purpose, along with disk storage, 
we also take the server RAM into consideration for calculating the number of shards. 
2.1.3.3 Considerations for Selecting a Shard Key 
The performance of analytical queries in a sharded environment is contingent on the cluster 
architecture and the data distribution across the shards. In section 2.1.3.2 we discuss the factors 
that should be taken into consideration while creating the cluster. In this section we study the 
MongoDB concept of shard key [12] which is used to distribute data across the sharded cluster.  
Data distribution effects the application read and write performance. If a considerable amount of 
data resides on a single shard, it can lead to a server crash or latency issues. Similarly, if too little 
data resides on each shard, the server resources are not fully utilized. In order to avert these 
circumstances, data distribution techniques should be employed. In MongoDB, distribution of data 
across multiple cluster members is determined by the shard key.  
A shard key [12] is either an indexed field or an indexed compound field that is present in all 
documents of a collection. MongoDB uses the shard key to divide a collection into small non-
overlapping ranges called chunks and the default chunk size is 64 MB. MongoDB uses range-
based partitioning and hash-based partitioning for dividing shard key values into chunks. 
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If the shard key is a numeric value, MongoDB can use range-based partitioning [12], where 
documents with nearby shard key values reside in the same chunk and therefore on the same 
shard. We illustrate the advantages and disadvantages of range-based partitioning through the 
following two examples. 
1. Consider a collection that has 600 documents sharded over a shard key k, whose values 
range from 100 to 700. Assume all the documents have a unique value of the shard key. 
Then chunks can be created as follows:  
 Chunk 1: 100 to 256, 
 Chunk 2: 257 to 410, 
 Chunk 3: 411 to 579, and 
 Chunk 4: 580 to 700. 
Figure 2.6: Chunks in MongoDB - I 
 Range of shard key (k)  
 
 
 
Here the documents are distributed evenly across the 4 chunks and each chunk can reside on 
any of the shards. This partitioning procedure is useful for range queries. If the application 
issues a query for finding documents whose shard key values lie between 426 and 510, the 
query router can easily find the chunk having these values and direct the query specifically to 
the shard containing the chunk rather than directing the query to all the shards in the cluster.  
k = 100      k = 257             k = 411                        k = 580  k = 700 
            Chunk 1             Chunk 2  Chunk 3        Chunk 4 
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2. Consider a collection that has 600 documents sharded over a shard key k, whose values 
range from 21 to 36. Assume there are multiple documents having the same shard key value  
with uneven distribution. Then chunks can be created as follows, 
 Chunk 1: 21 to 24, 
 Chunk 2: 25 to 29, 
 Chunk 3: 29 to 35, and 
 Chunk 4: 36. 
Figure 2.7: Chunks in MongoDB - II 
 Range of shard key (k)  
 
 
  
Here the documents are distributed unevenly with chunk 4 having highest density. If the 
application inserts documents with shard key value of 36, then all the documents reside on 
chunk 4. In such cases, there is a possibility of the chunk exceeding the limit of 64 MB. In 
normal circumstances, if a chunk exceeds the size limit, MongoDB will split the chunk into two 
halves and distribute the documents among the two chunks. However, in this case, if the chunk 
exceeds 64 MB, MongoDB cannot split the chunk due constraint of having non-overlapping 
ranges of chunks, i.e., since all the documents in this chunk have the same shard key value it 
cannot be split. Such chunks are labeled as jumbo. Therefore, the cluster is left with an uneven 
distribution of data. 
MongoDB also supports hash-based partitioning [12], where a hash is computed on the shard key 
value. Documents with nearby shard key values are likely to reside in different chunks and 
k = 21     k = 25  k = 29       k = 36     k = 36 
    Chunk 1  Chunk 2 Chunk 3        Chunk 4 
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therefore in different shards. This distributes data evenly with an overhead for efficient range 
queries. 
MongoDB outlines the following strategies for selecting a shard key, 
i. High cardinality: The cardinality of a shard key refers to the number of different values 
associated to it. A shard key with high cardinality has low probability of creating jumbo 
chunks. 
ii. Compound shard key: If a collection does not have a field which can serve as an optimal 
shard key, additional fields can be added to produce a more ideal key. 
iii. Hashed shard key: For a shard key with high cardinality, a hashed index on the field can 
ensure even distribution of data across the shards. 
In Section 2.2 we discuss the available big data benchmarks that suit our thesis requirements and 
provide an explanation for choosing TPC-DS as our benchmarking standard. 
2.2 Big Data Benchmarking 
Among the many definitions for big data, we adopt the definition given by Edd Dumbill: “Big data is 
data that exceeds the processing capacity of conventional database systems. The data is too big, 
moves too fast, or doesn’t fit the strictures of your database architectures.” [1] Big data is typically 
characterized by 4V properties (i.e., volume, velocity, variety and veracity [19]). Therefore in order 
to benchmark big data, a standard should be chosen that satisfies all the 4V properties at least 
partially, if not completely. The synthetic data generator should meet the following criteria. 
i. Volume: Volume refers to the ability to generate data of various scaling factors as inputs of 
typical workloads. The volume of data generated can range from GBs to PBs. 
ii. Velocity: Velocity refers to either data generation rates, data updating frequency or data 
processing speeds. 
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iii. Variety: Variety refers to the support for generating diverse data types, which include 
structured data, unstructured data, and semi-structured data. 
iv. Veracity: Veracity is the ability to keep the synthetic data generated aligned with the 
characteristics of real world data. The credibility of the benchmark is dependent on how well 
the raw data features are preserved in the generated data. 
Han et al. [19] compare big data benchmarks such as TPC-DS [20] , BigBench[21], and Hibench [22] 
in terms of data generation and benchmarking techniques. We use this paper as a reference to choose 
our benchmarking standard for generating data sets of various scale factors and data mining queries 
of varying complexities. We briefly discuss the state-of-the-art which includes terms introduced in 
relation to each of the 4V properties in order to compare and categorize the existing big data 
benchmarks. Table 2.3 gives basic definitions of the terminology used in the paper. 
Table 2.3: Terms Used to Categorize Big Data Benchmarks based on 4V Properties [19] 
Property Terms Definition 
Volume 
Scalable 
Generate data sets of variable sizes or scale 
factors 
Partially scalable Generate fixed-size data as inputs 
Velocity 
Semi-controllable 
Data generation rate is controlled, however data 
updating frequency is not considered 
Uncontrollable 
Both data generation rate and updating frequency 
are not considered 
Variety 
Structured data Tables 
Unstructured data Texts, graphs and videos 
Semi-structured data Web logs and resumes 
Veracity 
Partially considered 
Data is generated by using both traditional 
synthetic distributions such as a Gaussian 
distribution and a realistic distribution obtained 
from real world data 
Un-considered 
Data is randomly generated using statistical 
distributions 
 
In this thesis we conduct a performance evaluation of MongoDB by executing analytical queries 
on datasets of two different sizes. Therefore, we need a benchmark that can generate scalable 
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datasets, and real world data in order to achieve a realistic result. MongoDB is an appropriate 
choice of database for unstructured data rather than tabular data. However, we are interested in the 
performance of MongoDB when tabular data is denormalized and modeled in a way that better 
suits MongoDB; we compare the performance of analytical queries against a normalized and 
denormalized data model. 
Therefore, among the big data benchmarks [19], we choose a benchmark that satisfies a scalable 
volume, semi-controllable velocity, structured variety, and partially considers veracity. The 3 
benchmarks that satisfy our needs are TPC-DS [20], BigBench [21] and Bigdatabench [23]. Since 
we are studying the performance evaluation of analytical queries, we need the benchmark to be 
able to generate data that supports joins between entities and queries containing varying aggregate 
functions. BigBench benchmark provides a limited number of data mining queries and 
Bigdatabench provides a dataset consisting of only two tables, whereas TPC-DS provides a dataset 
of 24 tables and a query set of 100 queries, most of which support aggregate functions. Therefore, 
we choose TPC-DS as our big data benchmark. 
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Chapter 3 
Hardware and Software Settings 
This thesis conducts a performance evaluation of analytical queries on MongoDB deployed on a stand-
alone system and a sharded system. For setting up the two environments, the Amazon Web Services 
(AWS), a cloud-computing platform that provides on-demand delivery of IT resources [24], is used. We 
rent virtual computers through the Amazon Elastic Compute Cloud (EC2) web service for application 
deployment and experimental set-up. We boot the Red Hat Enterprise Linux AMI (Amazon Machine 
Image) to create our virtual machines [24]. AWS provides the capability of starting, stopping, and 
terminating instances as needed, whereby active servers are charged by the hour.  
TPC-DS is chosen as our benchmark for generating data and analytical queries. We use datasets of sizes 
1GB and 5GB for conducting our research. However, the 1GB and 5GB text data when migrated to 
MongoDB increases to 9.94GB and 41.93GB respectively, an increase by a factor of nearly nine 
compared to the original dataset size. Therefore, we need machine(s) that can accommodate datasets 
with a minimum size of 10GB. Hence, an EC2 instance is chosen such that the RAM is greater than the 
working set, the portion of data that is accessed often by the application server [12]. A RAM that fits all 
the indexes and working set ensures faster processing there by reducing random disk IO.  
The MongoDB stand-alone environment uses the m4.4xlarge* instance that is capable of storing both the 
9.94GB and 41.93GB datasets. The MongoDB sharded environment is a 5 node cluster where every 
machine/instance has the same configuration. For application deployment on the MongoDB cluster we 
use the t2.large* instance for the 9.94GB dataset and the m4.xlarge* instance for the 41.93GB dataset. 
The configurations of all machines/instances used for this thesis are described in Sections 3.1 and 3.2. 
* AWS machine nomenclature 
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In Section 3.3 we discuss the MongoDB cluster architecture and deployment of different cluster 
components on different machines. In Section 3.4 we discuss the TPC-DS schema and features of the 
chosen data mining queries.  
3.1 Hardware Configuration 
This section discusses the hardware configurations of all the AWS machines utilized for the 
deployment of the stand-alone and sharded environments. Table 3.1 illustrates the machine 
configurations for the MongoDB sharded environment. Two different MongoDB sharded 
environments are created for the 9.94GB and 41.93GB datasets. Each of the sharded environments 
have 5 machines. Since each sharded environment supports a dataset of specific size, the machine 
configurations for both the environments differ. For example, the 41.93GB sharded environment has 
more powerful machines than the 9.94GB sharded environment since it has more data. Table 3.2 
illustrates the machine configuration for the MongoDB stand-alone environment. Only one stand-
alone system is setup for both the 9.94GB and 41.93GB datasets. 
Table 3.1: Machine Hardware Configurations for MongoDB Sharded Environments 
 
9.94GB sharded 
environment 
41.93GB sharded 
environment 
Number of machines 5 5 
Instance Type t2.large m4.xlarge 
vCPUs 2 4 
RAM 8 GB 16GB 
Storage EBS-Only EBS-Only 
Processor Intel Xenon Processor 
2.4 GHz Intel Xeon®      
E5-2676 v3 (Haswell)    
processors 
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Table 3.2: Machine Hardware Configuration for MongoDB Stand-alone Environment 
Number of machine(s) 1 
Instance Type m4.4xlarge 
vCPUs 16 
RAM 64GB 
Storage EBS-Only 
Processor 
2.4 GHz Intel Xeon®      
E5-2676 v3 (Haswell)    
processors 
 
3.2 Software Configuration 
All the AWS machines have the same software configurations. Table 3.3 illustrates the operating 
system version and MongoDB version deployed on all the AWS instances.  
Table 3.3: Machine Software Configuration 
Operating System 
Red Hat Enterprise 
Linux 7.1 
MongoDB version 3.0.2 
 
3.3 MongoDB Cluster Architecture 
A MongoDB sharded system consists of 3 components: shards, config servers, and query routers. We 
determine the number of instances of each component by taking the 9.94GB dataset as an example. 
The MongoDB sharded cluster test architecture [12] is used as a reference for creating our sharded 
system. The test architecture uses 1 config server, 1 query router, and 1 or more shards based on the 
application needs. The MongoDB sharded system for the purpose of this thesis employs 1 config 
server and 1 query router similar to the test architecture. However, the number of shards is decided 
taking into consideration the data to be stored on it, which in this case is 9.94 GB. 
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As mentioned in Chapter 2 Section 2.1.3.2, we use the disk storage and RAM as factors for deciding 
the number of shards in the cluster. Among the two factors, RAM is given priority as it reduces 
random disk IO thereby improving read performance. Therefore, a system that is capable of 
accommodating data, indexes, and other running applications in the RAM is chosen. Among the 
available AWS machines, those with a RAM storage of either 4GB or 8GB best suit our application 
needs. A machine with lesser RAM would require deploying more systems in the cluster increasing 
operational costs and a machine with RAM higher than 8GB would make sharding insignificant for 
the 9.94GB dataset.  
The RAM consumption of the operating system and other applications typically does not exceed 
2GB. If an AWS machine with 4GB RAM is chosen, only 2GB space would be available for storing 
data and indexes, hence requiring 5 machines (9.94GB/2GB). On the other hand, if an AWS machine 
with 8GB RAM is chosen, 6GB space would be available for storing data and indexes, thus requiring 
2 machines (9.94GB/6GB). However, we use 3 machines with 8GB RAM as shards to accommodate 
not only the data but also indexes and the intermediate and final query collections. Therefore, the 
MongoDB sharded system deployed on AWS has 3 shards, 1 config server, and 1 query router.  
Figure 3.1 illustrates the organization of the sharded system and Table 3.4 lists the different processes 
running on each component of the sharded system. Each node in the sharded system is named after 
their functionality namely, Shard1, Shard2, Shard3, ConfigServer, and AppServer/QueryRouter. 
Since each node has a specific functionality, the processes running on them differ. The 3 shards are 
responsible for storing data and therefore run the mongod instance. The config server stores the 
metadata of the cluster and runs a mongod instance. The query router is a mongos instance, a routing 
service to which the application queries are directed to. It internally makes use of the config server 
metadata to direct queries to the appropriate shards. We use PuTTY, a lightweight SSH client for 
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Windows to establish secure connections to the MongoDB sharded system. The application server 
and query router are deployed on the same AWS machine because the query router is a lightweight 
process and does not utilize much of the server resources. The two segmented lines represent the 
actual flow path of query or any related read operation and the continuous line indicates the observed 
flow path. 
Table 3.4: List of Processes Running on Each Node 
Node Name Type of component List of processes 
Shard1 Shard mongod 
Shard2 Shard mongod 
Shard3 Shard mongod 
ConfigServer Config server mongod  
App Server/ 
QueryRouter 
App Server/ 
QueryRouter 
Mongos, eclipse, java 
 
Figure 3.1 MongoDB Cluster Architecture 
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3.4 TPC-DS Schema and Query Features 
The underlying business model of the TPC-DS schema is a retail product supplier that follows a 
snowflake schema [20]. It is a database architecture, where a central table called fact table is linked to 
multiple other tables called dimension tables. A fact table typically has two types of columns, the 
foreign key columns and measures columns. The foreign key columns reference the primary key of 
the dimension tables, and the measures columns hold data used for calculations and analysis. The 
TPC-DS benchmark has a total of 7 fact tables and 17 dimension tables. Among the 24 tables, the 
queries we use utilize 3 fact tables and 9 dimension tables. Figures 3.2, 3.3, and 3.4 illustrate the 
schemas of the 3 fact tables and their relationship with multiple dimension tables. The shaded blocks 
represent the fact tables and the unshaded blocks represent the dimension tables. An arrow between a 
fact table and a dimension table indicates the foreign key constraint on them. Similarly, an arrow 
between two dimension tables indicates dependency in the direction of the arrow.  
Figure 3.2: Store Sales ER Diagram [5] 
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Figure 3.3: Store Returns ER Diagram [5] 
 
Figure 3.4: Inventory ER Diagram [5] 
 
This thesis focuses on studying the performance of analytical queries on MongoDB. Among the 4 
query classes supported by TPC-DS we choose the data mining class. Queries in the data mining 
class include joins and aggregations. Among the 23 queries available in that class, we pick 4 queries 
which meet 3 or more of the criteria: 
i. join of 4 or more tables, 
ii. aggregation functions such as sum() and avg(), 
iii. group by and order by clause, 
iv. conditional constructs such as case, and 
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v. correlated subquery using from clause. 
TPC-DS supports a total of 100 queries, we select 4 queries that satisfy the criteria: Query 7, Query 
21, Query 46, and Query 50. Table 3.5 summarizes the criteria and lists the criteria met by each 
query. Figures 3.5, 3.6, 3.7, and 3.8 illustrate the queries 7, 21, 46, and 50, respectively, for the 1GB 
dataset. The query format is unchanged for the 5GB dataset, however the query predicate values are 
modified due to the change in scale of the dataset. Table 3.6 lists the number of records in the tables 
for datasets of sizes 1GB and 5GB. 
Table 3.5: Query Features 
Features/Queries Query 7 Query 21 Query 46 Query 50 
Number of tables 5 4 6 5 
Number of aggregation functions 4 2 2 5 
Number of group by/order by clauses 1 1 1 1 
Number of conditional constructs 0 3 0 5 
Number of correlated subquery(s) 0 0 1 0 
Figure 3.5: SQL Query 7 
select i_item_id,  
        avg(ss_quantity) agg1, 
        avg(ss_list_price) agg2, 
        avg(ss_coupon_amt) agg3, 
        avg(ss_sales_price) agg4  
 from store_sales, customer_demographics, date_dim, item, promotion 
 where ss_sold_date_sk = d_date_sk and 
       ss_item_sk = i_item_sk and 
       ss_cdemo_sk = cd_demo_sk and 
       ss_promo_sk = p_promo_sk and 
       cd_gender = 'M' and  
       cd_marital_status = 'M' and 
       cd_education_status = '4 yr Degree' and 
       (p_channel_email = 'N' or p_channel_event = 'N') and 
       d_year = 2001  
 group by i_item_id 
 order by i_item_id 
 
Figure 3.6: SQL Query 21 
select * 
 from(select w_warehouse_name 
            ,i_item_id 
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            ,sum(case when (cast(d_date as date) < cast ('2002-05-29' as date)) 
                 then inv_quantity_on_hand  
                      else 0 end) as inv_before 
            ,sum(case when (cast(d_date as date) >= cast ('2002-05-29' as 
date)) 
                      then inv_quantity_on_hand  
                      else 0 end) as inv_after 
   from inventory 
       ,warehouse 
       ,item 
       ,date_dim 
   where i_current_price between 0.99 and 1.49 
     and i_item_sk          = inv_item_sk 
     and inv_warehouse_sk   = w_warehouse_sk 
     and inv_date_sk    = d_date_sk 
     and d_date between (cast ('2002-05-29' as date) - 30 days) 
                    and (cast ('2002-05-29' as date) + 30 days) 
   group by w_warehouse_name, i_item_id) x 
 where (case when inv_before > 0  
             then inv_after / inv_before  
             else null 
             end) between 2.0/3.0 and 3.0/2.0 
 order by w_warehouse_name 
         ,i_item_id 
 
Figure 3.7: SQL Query 46 
select c_last_name 
       ,c_first_name 
       ,ca_city 
       ,bought_city 
       ,ss_ticket_number 
       ,amt,profit  
 from 
   (select ss_ticket_number 
          ,ss_customer_sk 
          ,ca_city bought_city 
          ,sum(ss_coupon_amt) amt 
          ,sum(ss_net_profit) profit 
    from store_sales,date_dim,store,household_demographics,customer_address  
    where store_sales.ss_sold_date_sk = date_dim.d_date_sk 
    and store_sales.ss_store_sk = store.s_store_sk   
    and store_sales.ss_hdemo_sk = household_demographics.hd_demo_sk 
    and store_sales.ss_addr_sk = customer_address.ca_address_sk 
    and (household_demographics.hd_dep_count = 2 or 
         household_demographics.hd_vehicle_count= 3) 
    and date_dim.d_dow in (6,0) 
    and date_dim.d_year in (1998,1998+1,1998+2)  
    and store.s_city in ('Midway','Fairview','Fairview','Fairview','Fairview')  
    group by ss_ticket_number,ss_customer_sk,ss_addr_sk,ca_city) 
dn,customer,customer_address current_addr 
    where ss_customer_sk = c_customer_sk 
      and customer.c_current_addr_sk = current_addr.ca_address_sk 
      and current_addr.ca_city <> bought_city 
  order by c_last_name 
          ,c_first_name 
          ,ca_city 
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          ,bought_city 
          ,ss_ticket_number 
   
Figure 3.8: SQL Query 50 
select 
   s_store_name 
  ,s_company_id 
  ,s_street_number 
  ,s_street_name 
  ,s_street_type 
  ,s_suite_number 
  ,s_city 
  ,s_county 
  ,s_state 
  ,s_zip 
  ,sum(case when (sr_returned_date_sk - ss_sold_date_sk <= 30 ) then 1 else 0 
end)  as "30 days"  
  ,sum(case when (sr_returned_date_sk - ss_sold_date_sk > 30) and  
                 (sr_returned_date_sk - ss_sold_date_sk <= 60) then 1 else 0 
end )  as "31-60 days"  
  ,sum(case when (sr_returned_date_sk - ss_sold_date_sk > 60) and  
                 (sr_returned_date_sk - ss_sold_date_sk <= 90) then 1 else 0 
end)  as "61-90 days"  
  ,sum(case when (sr_returned_date_sk - ss_sold_date_sk > 90) and 
                 (sr_returned_date_sk - ss_sold_date_sk <= 120) then 1 else 0 
end)  as "91-120 days"  
  ,sum(case when (sr_returned_date_sk - ss_sold_date_sk  > 120) then 1 else 0 
end)  as ">120 days"  
from 
   store_sales 
  ,store_returns 
  ,store 
  ,date_dim d1 
  ,date_dim d2 
where 
    d2.d_year = 1998 
and d2.d_moy  = 10 
and ss_ticket_number = sr_ticket_number 
and ss_item_sk = sr_item_sk 
and ss_sold_date_sk   = d1.d_date_sk 
and sr_returned_date_sk   = d2.d_date_sk 
and ss_customer_sk = sr_customer_sk 
and ss_store_sk = s_store_sk 
group by 
   s_store_name 
  ,s_company_id 
  ,s_street_number 
  ,s_street_name 
  ,s_street_type 
  ,s_suite_number 
  ,s_city 
  ,s_county 
  ,s_state 
  ,s_zip 
order by s_store_name 
        ,s_company_id 
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        ,s_street_number 
        ,s_street_name 
        ,s_street_type 
        ,s_suite_number 
        ,s_city 
Table 3.6: Table Details for Datasets 1GB and 5GB 
Table 
Number of Records 
1GB 5GB 
Call_center 6 14 
Catalog_page 11,718 11,718 
Catalog_returns 144,067 720,174 
Catalog_sales 1,441,548 7,199,490 
Customer 100,000 27,7000 
Customer_address 50,000 138,000 
Customer_demographics 1,920,800 1,920,800 
Date_dim 73,049 73,049 
Household_demographics 7,200 7,200 
Income_band 20 20 
Inventory 11,745,000 49,329,000 
Item 18,000 54,000 
Promotion 300 388 
Reason 35 39 
Ship_mode 20 20 
Store 12 52 
Store_returns 287,514 1,437,911 
Store_sales 2,880,404 14,400,052 
Time_dim 86,400 86,400 
Warehouse 5 7 
Web_page 60 122 
Web_returns 71,763 359,991 
Web_sales 719,384 3,599,503 
Web_site 30 34 
 
In Chapter 4 we discuss the experimental setup to run the selected queries along with the data 
migration algorithm and query translation algorithms. The runtimes for each of the experiments are 
analyzed as well. 
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Chapter 4 
Experimental Setup and Results 
4.1 Experimental Procedure 
Chapter 2 discusses the features of MongoDB and different benchmarking standards and how TPC-
DS best suits our requirements. Chapter 3 illustrates the MongoDB cluster set up and query features. 
To conduct the experimental procedure we use Queries 7, 21, 46, and 50 from the TPC-DS query set, 
all of which support aggregation functions and complex SQL constructs. We deploy MongoDB in a 
stand-alone environment and a sharded environment and compare the performance of the chosen 
analytical queries against both the environments. In this chapter, we describe the algorithms 
developed for data loading and translation of a SQL query to a Mongo query using Java as the 
programming language. We describe the experimental setup and analyze the results obtained from the 
experiments. Table 4.1 illustrates the different experimental setups based on the choice of dataset 
sizes, data models, and deployment environments. The experiments are conducted by taking into 
consideration the two dataset sizes, two data models, and two deployment environments. Experiments 
are numbered based on the factors taken into consideration. 
Table 4.1: Experimental Setups 
Dataset Size Data Model Deployment Environment Experiment Number 
9.94GB 
Normalized 
Sharded system Experiment 1 
Stand-alone system Experiment 2 
Denormalized Stand-alone system Experiment 3 
41.93GB 
Normalized 
Sharded system Experiment 4 
Stand-alone system Experiment 5 
Denormalized Stand-alone system Experiment 6 
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A brief description of each experiment is given below. 
i. Experiment 1 – Queries are executed against the 9.94GB normalized dataset deployed on a 
sharded system. 
ii. Experiment 2 – Queries are executed against the 9.94GB normalized dataset deployed on a 
stand-alone system. 
iii. Experiment 3 – Queries are executed against the 9.94GB denormalized dataset deployed on a 
stand-alone system. 
iv. Experiment 4 – Queries are executed against the 41.93GB normalized dataset deployed on a 
sharded system. 
v. Experiment 5 – Queries are executed against the 41.93GB normalized dataset deployed on a 
stand-alone system. 
vi. Experiment 6 – Queries are executed against the 41.93GB denormalized dataset deployed on a 
stand-alone system. 
In the following sections we discuss the steps to generate data using the TPC-DS benchmark, 
algorithm to migrate the generated data into MongoDB, algorithm to translate a SQL query into its 
corresponding MongoDB query and results obtained from all the experiments. We call the fact table a 
fact collection and a dimension table a dimension collection in the MongoDB environment. 
4.1.1 Generating TPC-DS Data and Queries 
Prior to conducting the experiments, data is generated using the TPC-DS benchmark. The process 
to download and run the TPC-DS tools is in Appendix A. These tools generate datasets and their 
respective query sets. For the purpose of this thesis we generate 1GB and 5GB datasets. Creation 
of each dataset generates 24 .dat files (data files), representing the 7 fact tables and 17 dimension 
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tables. Data in the files correspond to the table records and columns values. Each column value for 
every record is delimited by the ‘|’ operator.  
TPC-DS generates different query sets per dataset. The queries in the query set for each dataset 
differ only in terms of the query predicate values. The query format such as number of query 
predicates, aggregate functions, and join operations are unchanged. This is done to keep the 
queries in accordance with the change in scale of the dataset sizes.  
4.1.2 Algorithm to Migrate Data into MongoDB 
In this section we develop an algorithm to migrate the TPC-DS generated data files into 
MongoDB in the JSON format. In Section 4.1.2.1 we explain each step in the algorithm through 
an example and in Section 4.1.2.2 we calculate the time complexity of the algorithm. The same 
algorithm is used to load datasets of sizes 1GB and 5GB, which translate to 9.94GB and 41.93GB, 
respectively, when loaded into MongoDB. The increase in size is due to the data storage in JSON 
format. Figures 4.1 and 4.2 illustrate the data storage mechanisms in MS SQL and MongoDB, 
respectively. It can be observed that each document has key-value pairs where the key corresponds 
to the table column. Each key is repeated in every document in the collection, hence drastically 
increasing the size of the dataset. The following points summarize the flow of data starting with its 
creation using the TPC-DS benchmark up to its migration into MongoDB, 
i. TPC-DS generates a .dat file for each table. The column values are delimited by the ‘|’ 
operator. 
ii. The databases in MongoDB for 1GB and 5GB TPC-DS datasets are called Dataset_1GB 
and Dataset_5GB, respectively. Steps iii and iv correspond to the Dataset_1GB database, 
however they work analogously for the Dataset_5GB database. 
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iii. Each table in the TPC-DS schema corresponds to a separate collection in the Dataset_1GB 
database. Hence, the Dataset_1GB contains a total of 24 collections, representing the 7 fact 
tables and 17 dimension tables. The records in each table correspond to the documents in 
the respective collections.  
iv. Since data in MongoDB in stored in the JSON format, the column names of the table 
correspond to the keys in the JSON document and the column values of the table 
correspond to the respective key values in the document.  
Figure 4.1 gives an excerpt of a table in SQL for the customer_address data. The first row 
specifies the table headers or columns and the subsequent rows describe the data per column. The 
customer_address table has 13 columns. 
Figure 4.1: Example Relational Table 
 
Figure 4.2 represents the data storage mechanism for the same customer_address table in 
MongoDB. After its migration into MongoDB, we refer to the customer_address table as 
customer_address collection. It can be observed that the keys are repeated in every document 
leading to an increase in the dataset size. Also, in addition to the 13 keys, MongoDB assigns an 
_id field to a document on insertion. As mentioned in Section 2.1, the _id field acts as the primary 
key for the collection and is indexed by default. If a column value is null in the table, we omit the 
key-value entry in the document.  
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Figure 4.2: Data Storage in MongoDB 
 
The migration of data from TPC-DS data files into MongoDB collections is described in the data 
migration algorithm. The pseudocode of the data migration algorithm is illustrated in Figure 4.3. It 
takes a data file as input and generates the MongoDB collection as output. The algorithm makes 
use of the HashMap data structure in Java [25], a tabular structure that maps keys to values. It uses 
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hashing to generate a hashcode for every key, which determines the object location in the table. A 
HashMap has O(1) complexity in the best case scenario, when a unique hash code is generated for 
every key and the object can retrieved in one lookup operation [26]. However, if the same hash 
code is generated for every key, a lookup operation has O(n) complexity leading to the worst case 
scenario. 
Figure 4.3: Data Migration Algorithm 
Algorithm: SQL to MongoDB Data Migration 
 
Input: data file: T 
Output: MongoDB collection 
1: BEGIN 
2: Create a new collection collection 
3: Create a HashMap H<k,v> = {(k, v) | 0 ≤ k ≤ n Ʌ v=column name} where n = number of table columns 
4: for each line l in T till EOF do 
5:  Create a new MongoDB document document (k, v) where k = key and v = value 
6: Split l on the ‘|’ delimiter and store returned array of strings in A. 
7:  for element Ai in array A do 
8:  documentk = Hv where Hk = i 
9:  documentv = Ai 
10: end for 
11: Insert document (k, v) in collection 
12: end for 
13: END 
 
4.1.2.1 Example for Data Migration Algorithm 
We illustrate the algorithm steps through an example by considering the customer_address table. 
Input: Data file customer_address.dat delimited by ‘|’ operator illustrated in Figure 4.4. 
Figure 4.4: An Excerpt of a TPC-DS Generated Data File 
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Output: Creation of customer_address collection illustrated in Figure 4.2 
Step1: Start data migration process. 
Step 2: Create a new MongoDB collection customer_address using the MongoDB java driver [27] 
Step 3: Since the data file does not contain table headers, we create a HashMap to store the      
column names starting with index 0. It offers an average time complexity of O(n). Create 
HashMap H<k,v> where k = integer values 0 to 12 and v = table column. Hence, HashMap H is, 
Key Value 
0 ca_address_sk 
1 ca_address_id 
2 ca_street_number 
3 ca_street_name 
4 ca_street_type 
… … 
  
Step 4: Iterate through each line l in the customer_address data file. 
Step 5: Create a MongoDB document document(k,v) using the MongoDB java driver [27]. The 
document k and v are not related to the HashMap k and v. 
Step 6: Spilt line l on the ‘|’ operator and store the values in an array A. Consider the first line of 
the customer_address data file, hence array A is, 
Index Array element 
0 1 
1 “AAAAAAAABAAAAAAA” 
2 18 
3 “Jackson” 
4 “Parkway” 
… … 
  
Step 7: Iterate through each element Ai in A, say i = 0 
Step 8: Retrieve HashMap value v when key k = i. Therefore, when 
i = 0 => H[k] = H[0] => v = “ca_address_sk” 
Store v as key of the document. Hence, documentk  = “ca_address_sk” 
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Step 9: Store Ai as key of the document. Hence, documentv = 1. Therefore, 
document = { “ca_address_sk”: 1 } 
Step 10: Repeat this process until end of array A is reached and keep appending key-value pairs to 
document.  
If i = 5 then document will have a total of 5 key-value pairs as follows, 
 document = {  
“ca_address_sk”: 1, 
“ca_address_id”: “AAAAAAAABAAAAAAA”, 
“ca_street_number”: 18, 
“ca_street_name”: “Jackson”, 
“ca_street_type”: “Parkway “ 
       } 
Step 11: After iterating through the entire array A, insert document in the customer_address 
collection. 
Step 12: Repeat this process till EOF of data file T. 
Step 13: Stop data migration process. 
The above example illustrates data migration from the customer_address data file into the 
MongoDB customer_address collection. In order to load all the data files into MongoDB, the 
algorithm is replicated across all the data files and loaded into their respective MongoDB 
collections. Depending on the dataset size, the collections are stored in Dataset_1GB or 
Dataset_5GB. 
4.1.2.2 Time Complexity of Data Migration Algorithm 
The time complexity of the data migration algorithm is calculated using the big O notation [26]. It 
describes the algorithm performance relative to the growth in input size N. It omits all constant 
factors so the running time is estimated in relation to N.  
Consider the input data file has m lines and n column headers. Since the big O notation does not 
consider factors that do not change with input, steps 2, 3, 5, 6, 8, 9, and 11 are omitted. In step 4 
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we iterate through m lines in the data file and in step 6 we iterate through the n columns in the data 
file. Hence, the running time of the first loop is proportional to m and the running time of the 
second loop is proportional to n. Since the two loops are nested, the outer loop runs m times and 
the inner loop runs n times for each iteration of the outer loop, resulting in m*n iterations. 
Therefore, the time complexity of the data migration algorithm in m and n is O(mn). 
However, with an increase in dataset size, the number of lines in the data file increases 
dramatically in comparison to the number of column headers. Hence, m becomes a dominant 
variable over n. With m approaching infinity, the complexity function is based on the single 
variable m. Therefore, as the input gets arbitrarily large, n is eclipsed and the time complexity of 
the algorithm is on the order of the number of lines in the data file, O(m). 
4.1.3 Algorithms to Translate SQL Query to MongoDB Query 
The SQL queries in our study differ from one another in aspects such as numbers of joined tables, 
aggregate functions, where clauses, from clauses, group by and order by clauses, and correlated 
and uncorrelated subqueries. Manually translating each of these queries into a Mongo query can 
be tedious and error-prone. We create algorithms for translating an analytical SQL query to its 
equivalent Mongo query. These algorithms focus on executing the selected queries that support 
aggregate functions, where clauses, from clauses, group by, and order by clauses. 
Performance of queries or any read operation is greatly dependent on the data model that supports 
the application needs. In a relational database system, data models are broadly classified into 
normalized and denormalized data models. A normalized data model has higher number of foreign 
keys and hence higher number of joins. On the other hand, in a denormalized data model, data is 
consolidated into one or a few tables, resulting in fewer foreign keys and hence fewer joins. We 
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are interested in the query performance on MongoDB when run against both the normalized and 
denormalized data models.  
The algorithms to translate a SQL query to its equivalent MongoDB query are dependent only on 
the choice of the data model. It is independent of the choice of the deployment environment, as a 
deployment environment is an architectural choice given the application resource requirements 
and does not affect the complexity of the algorithm. Similarly, the algorithms are also independent 
of the dataset sizes. The different dataset sizes are a scalability factor and help us analyze the 
change in query performance for each dataset. Table 4.1 details the experimental setups taking into 
consideration the dataset sizes, data models, and deployment environments.  
Among the 6 experimental setups, Experiments 3 and 6 use the algorithm for a denormalized data 
model and Experiments 1, 2, 4, and 5 use the algorithm for a normalized data model. The 
algorithms for executing analytical queries against the denormalized and normalized data models 
are discussed in Sections 4.1.3.1 and 4.1.3.2, respectively. 
4.1.3.1 Query Translation Algorithm for Denormalized Data Model 
In this section we develop an algorithm to create a denormalized collection and calculate its time 
complexity. We also discuss the query execution process against a denormalized collection. 
Prior to executing analytical queries against a denormalized model, the collections in the 
MongoDB database should be denormalized. During data load the TPC-DS data files are migrated 
into individual collections, therefore on initial load the data is completely normalized. We develop 
an algorithm for creating a denormalized collection from a set of given fact collection and 
dimension collections. In this approach, all the dimension collections are joined to the fact 
collection based on their foreign key relationships. In MongoDB, joining a dimension collection to 
a fact collection is equivalent to embedding the dimension collection documents in the fact 
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collection. The embedding data model of MongoDB is discussed in Section 2.1.1. To understand 
the structure of a denormalized collection in MongoDB, consider the store_sales ER diagram as 
an example illustrated in Chapter 3 Figure 3.2. store_sales is a fact collection connected to 
multiple dimension collections such as time_dim, store, and item. Figure 4.5 illustrates the 
store_sales collection in MongoDB after denormalization. It can be observed that the foreign keys 
such as ss_sold_date_sk, ss_item_sk, and ss_cdemo_sk are replaced by the actual document in the 
document collection. 
Figure 4.5: An Excerpt of a Denormalized Fact Collection 
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Figures 4.6 and 4.7 describe the process of denormaliztion of a fact collection. Figure 4.6 
illustrates pseudocode for the algorithm to create a denormalized fact collection. It takes in a fact 
collection and a set of dimension collections as input and outputs the denormalized fact collection. 
An EmbedDocuments method is called on every dimension collection, which embeds the 
dimension collection documents in the fact collection illustrated in Figure 4.7. 
Figure 4.6: Denormalized Collection Creation Algorithm 
Algorithm: Create Denormalized Collection 
 
Input: Fact Collection and Dimension Collection(s) 
Output: Denormalized Fact Collection 
1: BEGIN 
2: Retrieve fact collection F and dimension collections D1, D2, D3, …, Dn 
3: for each dimension collection Di do 
4:  EmbedDocuments (F, Di) 
5: end for 
6: END 
 
Figure 4.7: Embedding Documents Algorithm 
Algorithm: EmbedDocuments (F, D) 
 
Input: Fact Collection F and Dimension Collection D 
Output: Embedded Fact Collection 
1: BEGIN 
2: Create an empty HashMap H<k,v> 
3: Retrieve all documents in D using find() and store returned cursor in cursor 
4: while cursor.hasNext() do 
5:  Create a copy called doc of cursor.next() 
6:  Remove _id field in doc   
7:  Insert into H = {(k, v) | k = primary key of D Ʌ v = doc} 
8: end while 
9: for each entry E in H.entrySet() do 
10:  Update F = {(query, update, upsert, multi) |  
     query = where primary key of D = E.getKey() Ʌ 
     update = set  primary key of D = E.getValue() Ʌ 
     upsert = false Ʌ 
     multi = true} 
11: end for 
12: END 
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Step 3 in Figure 4.7 performs a find() operation that retrieves all the documents in the collection. 
The find() operation returns a pointer to the result set of the query, called a cursor [12]. The 
resultant documents are retrieved by iterating through the cursor. Step 10 in Figure 4.7 illustrates a 
MongoDB update query. It has four parameters query, update, upsert and multi. The query 
parameter describes the query selection criteria, the update parameter modifies the data, the upsert 
parameter when set to true creates a new document if no document matches the query criteria and 
the multi parameter when set to true updates multiple documents that match the query criteria. 
After the creation of the denormalized fact collections, the selected analytical queries are executed 
against them. Section 3.4 discusses the 3 fact collections and their relationships with multiple 
dimension collections. Therefore, 3 denormalized fact collections store_sales, store_returns, and 
inventory are created. Each analytical query performs a read operation against a specific fact 
collection(s). For example, Queries 7 and 46 are executed against the store_sales denormalized 
fact collection, Query 21 is executed against the inventory denormalized fact collection and Query 
50 is executed against the store_sales and store_returns denormalized fact collections.  
The denormalization of a fact collection accounts for the join operations in the analytical queries. 
Therefore, only aggregation operations such as avg() and sum() and SQL constructs such as case, 
subqueries,  group by, order by, from, and where clauses have to be evaluated. In MongoDB, 
aggregation operations are performed through an aggregation framework that is based on data 
processing pipelines [12]. The aggregation pipeline consists of a series of stages that transform the 
documents that pass through it by either filtering out documents, creating new documents, sorting 
the documents, and grouping the documents at each stage. Table 4.2 gives an analogy between 
SQL and MongoDB aggregation operators. 
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Table 4.2: An Analogy between MongoDB and SQL Aggregation Operators [12] 
MongoDB Aggregation 
Operators 
SQL Aggregation 
Operators 
$project select  
$match where or having 
$limit limit  
$group group by 
$sort order by 
$sum sum or count 
 
Using the MongoDB aggregation framework the analytical queries are executed against a specific 
denormalized fact collection. The queries are written as scripts in JavaScript and executed in the 
mongo shell, an interactive JavaScript shell for MongoDB [12]. The mongo shell instance is 
specified with the JavaScript (.js) file to execute. The JavaScript queries executed against the 
denormalized fact collections are illustrated in Appendix B. 
4.1.3.1.1 Time Complexity of Embedding Documents Algorithm  
The time complexity of the embedding documents algorithm is calculated using the big O notation 
[26]. Consider a fact collection F with m documents and a dimension collection D with n 
documents. F contains a foreign key fk which references to the primary key pk of the dimension 
collection D. Assume F and D are indexed on fk and pk, respectively. MongoDB implements the 
B-tree data structure to store indexes, hence the time complexity of a lookup operation is O(log n) 
[12, 16]. Since big O notation does not consider factors that do not change with input, Steps 2, 4, 
and 5 are omitted. Although Steps 2 and 6 are dependent on the input, they are performed in 
constant time O(1). In Step 3 we iterate through the n documents in the dimension collection and 
hence the running time of the while loop is proportional to n. The HashMap H has n entries after 
the iteration of the while loop. Step 8 iterates through all the n entries in the HashMap and hence 
the running time of the for loop is proportional to n. For every iteration of the for loop, in Step 9, 
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the query operation performs a lookup on the indexed field fk of the fact collection. This operation 
has a time complexity of O(log n) since an index lookup is performed. 
Therefore, combining the complexities of steps 3, 8, and 9 gives the time complexity of the 
embedding documents algorithm in m and n as O(n) + O(n log m).  
4.1.3.2 Query Translation Algorithm for Normalized Data Model 
An analytical query against a normalized data model typically queries data from one or more 
tables. In SQL, this is accomplished through join operations. The SQL query optimizer plays a 
vital role in identifying an optimal query plan with low cost. For example, if a query contains 3 
join operations, 2 where clauses and 1 group by clause, the query optimizer decides the best 
possible permutation of the operations that yields a query plan that has a low cost and execution 
time. 
In MongoDB, query optimization is limited to the usage of indexes and efficient read operations. 
Join operations cannot be optimized as MongoDB does not support joins. To overcome this 
hurdle, we develop an algorithm that simulates join operations and executes queries on the fly. All 
the queries used for the purpose of this thesis implement the select-from-where template. 
Therefore, the algorithm is optimized for queries that follow this template. The algorithm does not 
take into consideration the details of the query predicates, aggregation operations, and sequence of 
join operations, but only follows a predetermined order of execution: 
i. Query all the dimension collections based on their respective where clauses. 
ii. Perform a semi-join of the fact collection with the filtered dimension collection documents 
i.e., obtain only those fact collection documents whose foreign keys are present in the 
filtered dimension collection documents. For example, a semi-join of the store_sales and 
customer_address collections would result in a collection containing only those store_sales 
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documents whose foreign key is referenced in the customer_address collection. Store the 
semi-joined fact collection in an intermediate collection. 
iii. Embed dimension collection documents in the intermediate collection documents. To 
improve performance embed only those dimension collection documents whose attributes 
are used in query aggregation.  
iv. Perform aggregation operations against the embedded intermediate collection and store the 
final query results in an output collection. 
We illustrate the pseudocode for the query translation algorithm against a normalized data model 
in Figure 4.8. It takes the fact collection(s) and dimension collections related to the query as input 
and outputs the final query collection. In addition to the final query collection, an intermediate 
collection is created which holds the semi-joined fact collection documents. The algorithm uses 
the ArrayList data structure in java [28], a dynamic array that can grow and shrink as needed. It is 
used in the process of performing a semi-join on the fact collection. The EmbedDocuments 
method illustrated in Figure 4.7 is called on the intermediate collection and a dimension collection 
during the embedding process. To improve performance, only those dimension collections whose 
attributes are used in query aggregation are embedded. After the embedding process, the 
MongoDB aggregation framework is used to execute the aggregation operations in the query.  
Figure 4.8: Query Translation Algorithm against Normalized Data Model 
Algorithm: Query Translation Algorithm against Normalized Data Model 
 
Input: Fact Collection and Dimension Collection(s) associated with query Q 
Output: Query output collection 
1: BEGIN 
2: Retrieve fact collection F and dimension collections D1, D2, D3, …, Dn 
3: Create an empty ArrayList for each dimension collection A1, A2, A3, …, An 
4: for each dimension collection Di do 
5: Filter Di based on its respective query where conditions and store the primary key of filtered 
 documents in Ai 
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6: end for 
7: Perform semi-join on F using MongoDB $in operator on the respective arrays. Store the filtered 
documents in an intermediate collection I. 
8: for each Di whose attributes are used in the query aggregation do 
9:  EmbedDocuments (I, Di) 
10: end for 
11: Perform aggregate operations, group by, and order by clauses on the embedded intermediate  
collection I 
12: Store the aggregated documents in a new collection 
13: END 
 
With the experiments setup and the query execution procedure defined for each of the experiments 
using the algorithms discussed above, we proceed to the analysis of the results in the following 
section. 
4.2 Results 
In this section, we present the results of the data load times for the 1GB and 5GB TPC-DS datasets 
into MongoDB. Table 4.3 summarizes the data load times for each table for both the dataset sizes. 
We also show query runtimes executed on each of the experimental setups. Section 4.1 and its 
subsequent sections detail the execution of the analytical queries on the different experimental setups.  
Table 4.4 illustrates the selectivity of the queries, i.e., the proportion of data retrieved for both the 
9.94GB and 41.93GB datasets. Table 4.5 summarizes the query execution runtimes for each of the 
experiments. Every query is run 5 times on each experimental setup. For each run data is cached in 
the memory. Among the 5 runtimes we obtain, Table 4.5 presents the best results. Hours are denoted 
by h, minutes by m, and seconds by s. 
Table 4.3: Data Load Times 
TPC-DS Data File 
1GB Dataset 
Load Times 
5GB Dataset 
Load Times 
Call_center 0.40s 0.50s 
Catalog_page 3.39s 3.41s 
Catalog_returns 27.51s 2m13.02s 
Catalog_sales 4m50.00s 24m50.00s 
Customer 16.07s 50.37s 
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Customer_address 7.87s 23.68s 
Customer_demographics 4m40.00s 5m3.35s 
Date_dim 14.34s 17.19s 
Household_demographics 1.02s 1.03s 
Income_band 0.04 x10-1s 0.06x10-1s 
Inventory 24m44.13s 1h53m51.00s 
Item 3.65s 11.45s 
Promotion 0.05s 0.08s 
Reason 0.06 x10-1s 0.02s 
Ship_mode 0.04 x10-1s 0.03 x10-1s 
Store 0.04 x10-1s 0.02s 
Store_returns 47s 4m19.23s 
Store_sales 8m18.03s 45m30.65s 
Time_dim 11.90s 13.16s 
Warehouse 0.03 x10-1s 0.02 x10-1s 
Web_page 0.01s 0.02s 
Web_returns 12.04s 1m8.15s 
Web_sales 2m22.80s 12m55.86s 
Web_site 0.008s 0.01s 
 47m20.14s 3h31m53.72s 
 
Table 4.4: Query Selectivity 
  Query 7 Query 21 Query 46 Query 50 
9.94GB 0.60MB 0.34MB 2.48MB 0.003MB 
41.93GB 2.28MB 1.55MB 11.84MB 0.003MB 
 
Table 4.5: Query Execution Runtimes 
 Query 7 Query 21 Query 46 Query 50 
Experiment 1 15.71s 33.77s 3m18.00s 26.08s 
Experiment 2 7.30s 26.84s 63.93s 52.61s 
Experiment 3 0.62s 0.17s 3.43s 1.25s 
Experiment 4 37.02s 2m39.00s 11m5.00s 1m57.00s 
Experiment 5 22.55s 1m47.00s 6m16.00s 4m36.00s 
Experiment 6 2.71s 0.52s 11.12s 5.12s 
 
A brief description of each experimental setup is given below. 
i. Experiment 1 – 9.94GB dataset / Normalized data model / Sharded system 
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ii. Experiment 2 – 9.94GB dataset / Normalized data model / Stand-alone system 
iii. Experiment 3 – 9.94GB dataset / Denormalized data model / Stand-alone system 
iv. Experiment 4 – 41.93GB dataset / Normalized data model / Sharded system 
v. Experiment 5 – 41.93GB dataset / Normalized data model / Stand-alone system 
vi. Experiment 6 – 41.93GB dataset / Denormalized data model / Stand-alone system 
4.3 Observations 
In this section we analyze the results of the data load times for the 1GB and 5GB datasets. Table 3.6 
lists the number of records per table in both the datasets. The data load times are analyzed below. 
i. For tables having the same number of records in both the datasets, the data load times are 
identical. This can be observed for tables catalog_page, customer_demographics, date_dim, 
household_demographics, income_band, ship_mode, and time_dim. 
ii. For tables with an unequal number of records in both the datasets, the ratio of the number of 
records is identical to the ratio of their load times. This can be observed for tables call_center, 
catalog_returns, catalog_sales, customer, customer_address, inventory, item, promotion, 
reason, store,  store_returns, store_sales, warehouse, web_page, web_returns, web_sales, and 
web_site. 
This section also analyzes the query execution runtimes. The details of the experiments listed in 
Table 4.5 are discussed in Section 4.1. We analyze the query execution runtimes below. 
i. Experiments 3 and 6 have the fastest query runtimes in their respective dataset sizes. It can be 
observed that the two experiments correspond to the denormalized data models running on 
stand-alone systems. This indicates that denormalized data models outperform their 
normalized counter parts. Also, the algorithm implemented to execute queries against a 
denormalized data model handles scaling effectively, for the scales used in our experiments. 
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ii. Among the experiments conducted against a normalized data model, stand-alone systems are 
observed to be faster than sharded systems. The runtimes for the Queries 7, 21, and 46 for 
Experiments 1, 2 and 4, 5 support this statement.  
iii. Query 50 for the same experiments in (ii) is observed to be faster on the sharded system. This 
does not indicate that the sharded system is slower or faster than a stand-alone system. It in 
turn depends on the type of the query sent to either of the systems. If a query includes a shard 
key, the mongos routes the query to a specific shard rather than broadcasting the query to all 
the shards in the cluster, enhancing the query performance, which is the case for Query 50. 
Thus, we can infer that Queries 7, 21, and 46 which are faster on a stand-alone system are 
being broadcasted on the sharded system, resulting in slower runtimes.  
The results presented in Section 4.2 are illustrated in Figures 4.9, 4.10, and 4.11. Figure 4.9 compares 
the data load times for the 1GB and 5GB datasets. Figures 4.10 and 4.11 illustrate the query 
performance on the 9.94GB and 41.93GB dataset taking into consideration the data models and 
deployment environments. 
Figure 4.9: Comparison of Data Load Times for 9.94GB Dataset and 41.93GB Dataset
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Figure 4.10: A Comparison of Query Execution Times for 9.94GB Dataset 
 
Figure 4.11: A Comparison of Query Execution Times for 41.93GB Dataset 
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There have been other studies that benchmarked the performance of MongoDB [8, 30, 31, 32, 33]. 
However, the majority of them performed the MongoDB benchmark against popular databases such 
as Oracle, Cassandra, HBase, and Couchbase but none of them study the performance of MongoDB 
based on the deployment environments, data modeling, and scalable datasets. We specifically focus 
on modeling relational data in a NoSQL environment and tune it in different ways and study why one 
data model outperforms the other. Also, we base our conclusions on running complex analytical 
queries on each of the data models. 
4.4 Conclusion 
Based on the results obtained from executing analytical queries on different experimental setups, we 
conclude that performance of queries on MongoDB is influenced by the data model and deployment 
environment. Given the two choices of normalized and denormalized data models, a decision has to 
be made based on the amount of data stored in each document. If the size of a document does not 
exceed 16MB, a denormalized data model should be chosen over a normalized data model. 
Experiments conducted in this thesis show that a denormalized data model results in faster query 
times than its normalized counterpart irrespective of the size of the dataset. Queries against a 
normalized data model are slower since join operations followed by the embedding procedure are 
expensive. It is also expensive in terms of storage consumption due to the creation of intermediate 
collections.  
Given the two choices of a stand-alone and sharded deployment environment, a decision has to be 
made based on application needs, available resources, and types of queries to be executed. A sharded 
system is an appropriate choice when an application deployed on stand-alone system becomes 
resource intensive resulting in an increase in data volumes and read/write throughput. Another 
scenario considers the high cost incurred from running a stand-alone system as compared to a sharded 
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system. When operating with a sharded system, we have to be mindful of the following aspects. 
Firstly, the shard key is immutable, i.e., it cannot be altered after the collection is sharded. Secondly, 
queries have to be structured to use a shard key to prevent broadcasting across all the shards in the 
cluster. This allows the mongos to route the query to a specific shard providing better performance.  
On the other hand, if a stand-alone system is utilized within its resource limits, it can be equally 
effective at processing queries as compared to a sharded system with equivalent resources. Since it 
does not encounter the constraint of a shard key, indexing can be applied to any field and a wide 
variety of queries can be directed to the system. Based on the experimental results we can conclude 
that a stand-alone system is a suitable choice when queries with varying predicates are directed to the 
system and a sharded system is a suitable choice when specific queries containing the shard key are 
directed to the cluster. 
In the next chapter, we describe the contributions this thesis has made to research and describe how 
MongoDB can be improved in the future. We also discuss directions in which the thesis can be 
extended. 
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Chapter 5 
Contributions and Future Work 
In this chapter we summarize the contribution of our research and the possible future work indicated by 
the thesis results. 
5.1 Contributions 
This thesis addresses the performance impact organizations may face if they choose to run complex 
analytical queries on a stand-alone and sharded document store. The contributions made by this thesis 
are listed below. 
i. We highlight the importance of data modeling coupled with deployment environments. 
Different experimental setups are implemented to evaluate the combination of a data model 
and a deployment environment and its impact on query performance and scaling.  
ii. For conducting performance evaluation of analytical queries, we use TPC-DS as our chosen 
benchmark to generate data and analytical queries.  
iii. We develop a data loading algorithm to migrate data generated by the TPC-DS benchmark 
into MongoDB for performing query analysis.  
iv. TCP-DS generated SQL queries employ join operations and SQL operations. Since 
MongoDB does not support joins, we develop an algorithm to simulate join operations and 
perform aggregation operations. 
v. We assess the performance of stand-alone MongoDB system with a MongoDB sharded 
system and conclude that it is dependent on deployment environments, data models, dataset 
sizes, and query types. 
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5.2 Future Work 
 The research work of this thesis can be furthered in different aspects such as varying the dataset 
sizes, increasing the scalability, and using different benchmarks that are suited for schema-less data. 
The research can also be extended by implementing a denormalized data model on a sharded system 
and comparing its performance to a denormalized data model implemented on a stand-alone system. 
The performance of MongoDB can be tested further by employing a more varied dataset in terms of 
number of fields and datatypes, and also by using a different benchmark intended for a document 
store database. Also, the scalability of the dataset can be increased to hundreds of GBs and can be 
scrutinized further to identify if the trend in query performance is constant or changes with increased 
scalability. 
The scalability factor of MongoDB can be implemented on both a sharded and stand-alone system. 
For the case of a stand-alone system, MongoDB is thread safe; multi-threading is handled by the 
database on the client side. MongoDB allows operations to lock at either the collection level or 
database level. In a collection level lock, only a single thread is allowed to perform write operations 
to the collection. Aggregation queries usually involve 3-4 collections that are queried individually 
followed by the aggregation operations. Since MongoDB uses collection level locks, individual 
threads can be used to query each collection in parallel and then perform aggregation on a single 
thread that runs after the completion of the other threads. In this thesis, the entire query was 
performed on a single thread; using multithreading may reduce the query execution times. The same 
concept can be used in the sharded environment where individual collections reside on different 
shards and multiple threads can be issued to query each collection in parallel. Parallelizing can also 
be performed for aggregation over collection subsets using multiple threads on a sharded database. 
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Our results indicate that the denormalized data model is an appropriate choice for a document store 
and speeds up queries by a significant amount when deployed on a stand-alone environment. The 
denormalized data model can be deployed on the sharded cluster and its performance can be studied 
by varying the number of shards and the number of mongos instances, and implementing multi-
threading.  
With the help of the algorithms described in this thesis, a tool can be created that migrates SQL-like 
data into MongoDB. Since MongoDB lacks the support for join operations, the query translation 
algorithm employed in this thesis can be used as a basis to develop a coherent tool to streamline join 
and aggregation operations. 
We conclude this thesis by answering our research objective that data mining queries run on a stand-
alone system or a sharded system are dependent on the data model and query types. The trend in 
execution times remains the same with the increase in scalability we investigated. 
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Appendix A: Generating TPC-DS Data and Queries in Linux 
1. Download DSGEN from the TPC-DS home page. [32] 
2. Extract the compressed file and build it according to the instructions provided in 
DSGen_v1.1.0/tools/How_to_Guide.doc. 
3. The How_to_Guide instructs us to use dbgen2 and qgen2 to generate data and queries 
respectively. However, if it does not work, use dsdgen and dsqgen as mentioned in [33]. 
4. Create a directory called data to store the data files in tools directory. 
5. To generate data in Linux type the following the command prompt, 
$./dsdgen –scale 1 –dir data –force  
 
 
  
   
$./dsdgen –h        for help 
6. Before generating the queries, few keywords should be initialized in the .tpl files without which 
the execution can produce errors. The following shell script can be run from the /query-templates 
folder to resolve the issue, 
for file in que*.tpl 
do 
      echo -e "define _END=\"\";\n 
define ZIP=\"\";\n 
define STATE=\"\";\n 
define DMS=\"\";\n 
define SELECTCONE=\"\";\n 
define SELECTCTWO=\"\";\n 
define AGG=\"\";\n 
define AGGONE=\"\";\n 
define AGGTWO=\"\";\n 
define AGGTHREE=\"\";\n 
define MONTH=\"\";\n 
define YEAR=\"\";\n 
define IMID=\"\";\n 
define CLASS=\"\";\n 
define COLOR=\"\";\n 
define SALES_DATE=\"\";\n 
Scaling factor folder where generated (.dat) files 
are to be stored 
62 
 
define GMT=\"\";\n 
define MANUFACT=\"\";\n 
define ORDERC=\"\";\n 
    $(cat $file)" > $file 
done 
7. Before generating the queries, copy the query_templates folder into the tools folder along with 
the above shell script. 
8. To generate queries, run the following in the command prompt, 
$./dsqgen –input /query-templates/templates.lst 
  -directory query-templates 
  -scale 1 
  -dialect oracle 
Where 
templates.lst – Templates you want to convert to sql. Each .tpl file is          
  mentioned in one line. 
 directory – Folder where templates are present. 
 scale – Scale of data to which query is generated. 
 dialect – Exact SQL syntax into which .tpl file should be converted. Options  
      include Oracle, DB2, Neteeza, sqlserver etc. 
9. The generated query set will be saved as a .sql file with the name Query_0.sql in the tools folder. 
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 Appendix B: JavaScript Queries Executed Against Denormalized Fact Collection 
Query 7: 
db.storesales.aggregate([ 
 { $match:{$and:[ 
  {"ss_cdemo_sk.cd_gender":"M"}, 
  {"ss_cdemo_sk.cd_marital_status":"M"}, 
  {"ss_cdemo_sk.cd_education_status":"4 yr Degree"}, 
  {$or:[{"ss_promo_sk.p_channel_email":"N"}, {"ss_promo_sk.p_channel_event":"N"}]}, 
  {"ss_sold_date_sk.d_year":2001}, 
  {"ss_item_sk.i_item_sk":{$exists:true}} 
  ]} }, 
 { $group:{ 
  _id: "$ss_item_sk.i_item_id", 
  agg1: {$avg:"$ss_quantity"}, 
  agg2: {$avg:"$ss_list_price"}, 
  agg3: {$avg:"$ss_coupon_amt"}, 
  agg4: {$avg:"$ss_sales_price"} 
  } }, 
 { $sort: {"_id":1} }, 
 { $project:{ 
  i_item_id: "$_id"; 
  agg1: "$agg1"; 
  agg2: "$agg2", 
  agg3: "$agg3", 
  agg4: "$agg4" 
  } }, 
 { $out: "query7_output" } 
]) 
 
Query 21: 
db.inventory.aggregate([ 
 { $match:{$and:[ 
  {“inv_item_sk.i_current_price”:{$gte:0.99,$lte:1.49}}, 
  {“inv_warehouse_sk.w_warehouse_sk”:{$exists:true}}, 
  {“inv_date_sk.d_date”:{$gte:”2002-04-29”,$lte:”2002-06-28”}} 
  ]} }, 
 { $group:{ 
 
 _id:{w_name:”$inv_warehouse_sk.w_warehouse_name”,i_id:”$inv_item_sk.i_item_id”}, 
  inv_before:{$sum:{$cond:[{$lt:[“$inv_date_sk.d_date”,”2002-05-
29”]},”$inv_quantity_on_hand”,0]}}, 
  inv_after:{$sum:{$cond:[{$gte:[“$inv_date_sk.d_date”,”2002-05-
29”]},”$inv_quantity_on_hand”,0]}}} }, 
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 { $project:{ 
  _id:1, 
  temp:{$divide:[“inv_after”,”inv_before”]}, 
  inv_before:1, 
  inv_after:1} }, 
 { $match:{temp:{$gte:2.0/3.0,$lte:3.0/2.0}} }, 
 { $project:{ 
  _id:0, 
  w_warehouse_name:”$_id.w_name”, 
  i_item_id:”$_id.i_id”, 
  inv_before:1, 
  inv_after:1} }, 
 { $sort:{w_warehouse_name:1,i_item_id:1} }, 
 { $out:”query21_output” } 
]) 
 
Query 46: 
db.storesales.aggregate([ 
 { $match:{$and:[ 
  {"ss_store_sk.s_city":{$in:['Midway','Fairview']}}, 
  {"ss_sold_date_sk.d_dow":{$in:[6,0]}}, 
  {"ss_sold_date_sk.d_year":{$in:[1998,1998+1,1998+2]}}, 
  {$or:[{"ss_hdemo_sk.hd_dep_count":2},{"ss_hdemo_sk.hd_vehicle_count":3}]}, 
  {"ss_addr_sk.ca_address_sk":{$exists:true}}, 
  {"ss_customer_sk.c_customer_sk":{$exists:true}} 
  ]}  }, 
 { $project:  
  {value:{$ne:["$ss_customer_sk.c_current_addr_sk.ca_city","$ss_addr_sk.ca_city"]}, 
  c_last_name:"$ss_customer_sk.c_last_name", 
  c_first_name:"$ss_customer_sk.c_first_name", 
  bought_city:"$ss_addr_sk.ca_city", 
  ca_city:"$ss_customer_sk.c_current_addr_sk.ca_city", 
  ss_ticket_number:"$ss_ticket_number", 
  ss_customer_sk:"$ss_customer_sk.c_customer_sk", 
  ss_addr_sk:"$ss_addr_sk.ca_address_sk", 
  amt:"$ss_coupon_amt", 
  profit:"$ss_net_profit"} }, 
 { $match: {value:true} }, 
 { $group: 
  {_id:{ss_ticket_number:"$ss_ticket_number", 
  ss_customer_sk:"$ss_customer_sk", 
  ss_addr_sk:"$ss_addr_sk", 
  ca_city:"$ca_city", 
  bought_city:"$bought_city", 
  c_last_name:"$c_last_name", 
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  c_first_name:"$c_first_name"}, 
  amt:{$sum:"$amt"}, 
  profit:{$sum:"$profit"}} }, 
 { $project: 
  {_id:0, 
  c_last_name:"$_id.c_last_name", 
  c_first_name:"$_id.c_first_name", 
  ca_city:"$_id.ca_city", 
  bought_city:"$_id.bought_city", 
  ss_ticket_number:"$_id.ss_ticket_number", 
  amt:1, 
  profit:1} }, 
 { $sort:{ 
  c_last_name:1, 
  c_first_name:1, 
  ca_city:1, 
  bought_city:1, 
  ss_ticket_number:1} },  
 { $out:"query46_output" } 
]) 
 
Query 50: 
db.storesales.aggregate([ 
 { $match:{$and:[ 
  {"ss_ticket_number.sr_returned_date_sk.d_year":1998}, 
  {"ss_ticket_number.sr_returned_date_sk.d_moy":10}, 
  {"ss_ticket_number.sr_customer_sk.c_customer_sk":{$exists,true}}, 
  {"ss_item_sk.i_item_sk":{$exists:true}}, 
  {"ss_sold_date_sk.d_date_sk":{$exists:true}}, 
  {"ss_store_sk.s_store_sk":{$exists:true}}, 
  {"ss_ticket_number.sr_item_sk":{$exists:true}} 
  ]} }, 
 { $group:{ 
  _id:{store:"$ss_store_sk.s_store_name", 
     company:"$ss_store_sk.s_company_id", 
     str_num:"$ss_store_sk.s_street_number", 
     str_name:"$ss_store_sk.s_street_name", 
     str_type:"$ss_store_sk.s_street_type", 
     suite_num:"$ss_store_sk.s_suite_number", 
     city:"$ss_store_sk.s_city", 
     county:"$ss_store_sk.s_county", 
     state:"$ss_store_sk.s_state", 
     zip:"$ss_store_sk.s_zip"}, 
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  "30 
days":{$sum:{$cond:[{$lte:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},30]},1,0]
}}, 
  "31-60 
days":{$sum:{$cond:[{$and:[{$gt:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},3
0]}, 
         
{$lte:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},60]}]},1,0]}},  
  "61-90 
days":{$sum:{$cond:[{$and:[{$gt:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},6
0]}, 
         
{$lte:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},90]}]},1,0]}}, 
  "91-120 
days":{$sum:{$cond:[{$and:[{$gt:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},9
0]}, 
      
 {$lte:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},120]}]},1,0]}}, 
  ">120 
days":{$sum:{$cond:[{$gt:[{$subtract:["$ss_keys.sr_returned_date_sk","$ss_sold_date_sk"]},120]},1,0
]}}} 
 },  
 { $project:{ 
  _id:0, 
   s_store_name:"$_id.store", 
   s_company_id:"$_id.company", 
   s_street_number:"$_id.str_num", 
         s_street_name:"$_id.str_name", 
         s_street_type:"$_id.str_type", 
         s_suite_number:"$_id.suite_num", 
         s_city:"$_id.city", 
         s_county:"$_id.county", 
         s_state:"$_id.state", 
         s_zip:"$_id.zip", 
   "30 days":1, 
   "31-60 days":1, 
   "61-90 days":1, 
   "91-120 days":1, 
   ">120 days":1} }, 
 { $sort: { 
  s_store_name:1, 
  s_company_id:1, 
         s_street_number:1, 
         s_street_name:1, 
         s_street_type:1, 
         s_suite_number:1, 
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         s_city:1, 
         s_county:1, 
         s_state:1, 
         s_zip:1} }, 
 { $out:"query50_output" }  
]) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
