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1. Introduction
All kinds of probability limit theorems have revolutionized the way we think about the basic concepts in probability
theory. In particular, a new version of limit theorem called the almost sure central limit theorem (ASCLT) was discovered in
1988 and opened up a completely newwindow of the probability world. Limit theorems for Gaussian sequences such as the
weak convergence ofmaxima, point processes of exceedances and almost sure convergence theorems are determined by the
convergence rates of its correlations. For the weak convergence of point processes of exceedances and limit distributions of
order statistics of weakly or strongly dependent univariate Gaussian stationary sequences, we refer the reader to Leadbetter
et al. [1]. For the weak convergence of exceedances and order statistics formed by multivariate dependent Gaussian
sequences, see [2–4]. In the past twenty years, the ASCLT has prompted a good deal of attention such as the ASCLT for
sums of random variables; see [5–12]. Furthermore, Cheng et al. [13], Fahrner and Stadtmüller [14], Berkes and Csáki [15],
Stadtmüller [16], Peng andQi [17] andHörmann [18–20] studied the almost sure convergence theorems for order statistics of
random variables. In addition, Csáki and Gonchigdanzan [21] and Chen and Lin [22] considered the almost sure convergence
theorem for extremes of weakly dependent Gaussian sequences, and Chen et al. [23] studied the ASCLT for extremes of
weakly dependent stationary Gaussian vector sequence. Moreover, Lin [24] extended the result in [21] to a kind of strongly
dependent Gaussian sequence and obtained the following result.
Theorem A. Let {ξn} be a sequence of stationary standard Gaussian random variables with covariances rij = r|j−i| satisfying
|rn − r/ log n| log n(log log n)1+ε = O(1), for some r ≥ 0 (1.1)
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({ξn} is weakly dependent for r = 0 and strongly dependent for r > 0), where and in the sequel O(1) stands for a bounded
quantity.
If
an = (2 log n)1/2 (1.2)
and
bn = (2 log n)1/2 − 12 (2 log n)
−1/2(log log n+ log(4π)), (1.3)
then
lim
n→∞
1
log n
n
k=1
1
k
I

ak

max
1≤i≤k
ξi − bk

≤ x

=
 +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz, a.s., (1.4)
where φ(·) denotes the standard normal density function.
In the present paper, let η = {Xl, l ≥ 1} be a standard normal sequence of random vectors, i.e., Xl = (Xl1, Xl2, . . . , Xld)
with covariance coefficients ri,j(s, t) = Cov(Xsi, Xtj) for 1 ≤ i, j ≤ d, t, s ≥ 1. In the sequel, we suppose ri,j(s, t) satisfies
lim|t−s|→+∞ ri,j(s, t) log |t − s| = ρi,j ∈ (0,+∞), 1 ≤ i, j ≤ d, (1.5)
and
sup
1≤i,j≤d
t≠s≥1
|ri,j(s, t)| < 1. (1.6)
Remark A. When the covariance coefficients ri,j(s, t) =: ri,j(|s− t|), for all i, j and all s, t , we can call η a stationary sequence
and write (1.5) and (1.6) as
lim
n→+∞ ri,j(n) log n = ρi,j ∈ (0,+∞), 1 ≤ i, j ≤ d, (1.7)
and
sup
1≤i,j≤d
n≥1
|ri,j(n)| < 1, (1.8)
respectively. We denote by M(k)n the kth extreme-order statistics of {Xl, 1 ≤ l ≤ n}, i.e., M(k)n = (M(k)n1 ,M(k)n2 , . . . ,M(k)nd ),
where, for the fixed j ∈ {1, 2, . . . , d},M(k)nj denotes the kth order statistic of Xsj, 1 ≤ s ≤ n. SoM(1)n (usually written asMn)
andM(n)n stand for the vector maximum and the vector minimum, respectively. We use the classical normalization constant
vector
an = (an, an, . . . , an)  
d
, bn = (bn, bn, . . . , bn)  
d
,
where an and bn are defined by (1.2) and (1.3), respectively. Under the conditions (1.7) and (1.8), Wiśniewski [4] obtained
the limit distribution ofM(k)n andWeng et al. [25] considered the ASLT for the maxima by imposing extra restrictions on the
rate of convergence (1.7). The present work is mainly devoted to the extrapolation of the almost sure limit theorem for
an(Mn − bn)
under (1.5) and (1.6). In order to deduce the theorem, we will first prove the weak convergence of
an(M(k)n − bn).
The remainder of the paper is organized as follows. In Section 2, we consider theweak convergence of the kth extreme-order
statistics of the standard normal vector sequence {Xl, 1 ≤ l ≤ n} and the ASCLT for the maximum of this vector sequence.
The proofs will be given in Section 3. Throughout the paper, C denotes a constant, which may change from line to line, and
a(n)≪ b(n) stands for a(n) = O(b(n)), as n →∞.
2. Main results
In this section, we first introduce a very efficient tool, i.e., a d-variate point process of exceedances. A similar process
can be found in [2]. Let, for the fixed 1 ≤ i ≤ d,M(k)ni (B) stand for the kth extreme-order statistic of {Xli, l ≥ 1, l/n ∈ B},
where B ⊂ [0, 1]. As a natural extension from one-variate to multivariate case, we denote by {Nl, l ≥ 1} the sequence of the
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d-variate point processes of exceedances of {xi/an + bn, i = 1, 2, . . . , d} by η (its definition can be found in Section 1), i.e.,
Nn(∇, x) =
d
i=1

j:j/n∈βi
I{Xji>xi/an+bn}, x ∈ Rd, ∇ =
d
i=1
(βi × {i}),
where βi are Borel subsets of [0, 1] and IB denotes the indicator function of the event B. The one-dimensional case can be
found on p. 103 in [1]; it is the same as the marginal point process of Nn, i.e.,
Nni(βi, xi) =

j:j/n∈βi
I{Xji>xi/an+bn}, i = 1, 2, . . . , d.
Obviously, there is a relation between sub-vectors ofM(k)n and those of Nl, i.e.,
{M(k)ni (βi) ≤ xi/an + bn, i ∈ S} = {Nni(βi, xi) < k, i ∈ S},
where S ⊂ {1, 2, . . . , d}.
For convenience of writing, we define
FNn(∇) = P(Nni(βi, xi) = 0, 1 ≤ i ≤ d).
Then, we have the following results.
Theorem 2.1. Let η = {Xl, l ≥ 1} be a standard normal sequence of random vectors satisfying (1.5) and (1.6). Then
Nn(x)
D−→ N(x), as n →∞, x ∈ Rd,
where here and in the sequel ‘‘
D−→’’ denotes convergence in distribution, N is a simple d-variate Cox process with stochastic
intensity measure
d
i=1
exp(−xi − ρi,i +

2ρi,iZi)m(βi),
where m is a Lebesgue measure on [0, 1] and (Z1, Z2, . . . , Zd) is a standard normal vector with correlation coefficients
Cov(Zi, Zj) = ρi,j/√ρi,iρj,j.
Theorem 2.2. Under the conditions of Theorem 2.1, we have, for fixed k ≥ 1,
an(M(k)n − bn) D−→ M(k)ρ + ρZ, as n →∞,
where ρ = (2ρ1,1,2ρ2,2, . . . ,2ρd,d),M(k)ρ is independent of Z = (Z1, Z2, . . . , Zd) and satisfies
P(M(k)ρ ≤ x) =
d
i=1
exp(−e−xi−ρi,i)
k−1
h=0
(e−xi−ρi,i)h
h! .
To present further result, we first define two important matrices. For eachw ∈ (0,∞)d and v ∈ (0, 1)d, let
A(w) =
w
1/2
1 · · · 0
...
. . .
...
0 · · · w1/2d
 , B(v) =
(1− v1)
1/2 · · · 0
...
. . .
...
0 · · · (1− vd)1/2
 .
For k = 1, Theorem 2.2 implies the following corollary.
Corollary 2.1. Under the conditions of Theorem 2.1, we have
lim
n→∞ P(an(Mn − bn) ≤ x) = (Λρ ∗ Φρ)(x), for x ∈ R
d, (2.1)
where ρ = (ρ1,1, ρ2,2, . . . , ρd,d), ∗ stands for convolution, and
Λρ(x) = Λ(x+ ρ), Λ(x) =
d
i=1
exp(−e−xi), Φρ(x) = Φ(2−1/2xA−1(ρ)), (2.2)
where Φ represents the joint distribution function of a Gaussian vector Z0 with Cov(Z0) = (ρi,j/√ρi,iρj,j)d×d and E(Z0) = 0,
and A−1(w) is the inverse of A(w).
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The following result is the almost sure version of Corollary 2.1 and a generalization of Theorem A.
Theorem 2.3. Under the conditions of Theorem 2.1, the condition in (1.6) and the following condition (which is stronger
than (1.5))
|ri,j(s, t) log |t − s| − ρi,j|(log log |t − s|)1+ε = O(1), as |t − s| → ∞, (2.3)
we have, for 1 ≤ i, j ≤ d and x ∈ Rd,
lim
n→∞
1
log n
n
h=1
1
h
I(ah(Mh − bh) ≤ x) = (Λρ ∗ Φρ)(x) a.s., (2.4)
where (Λρ ∗ Φρ)(x) is the same as that in Corollary 2.1.
3. Auxiliary lemmas
The following results are needed for the proofs of our main results.
Lemma 3.1 ([1, Theorem 4.2.1, Normal Comparison Lemma]). Suppose X1, X2, . . . , Xn are standard normal variables with
covariance matrix Λ1 = (Λ1ij), and Y1, Y2, . . . , Yn similarly with covariance matrix Λ0 = (Λ0ij), and ρij = max(|Λ1ij|, |Λ0ij|),
assuming that maxi≠j ρij =: δ < 1. Furthermore, let u1, . . . , un be real numbers. Then
|P(Xj ≤ uj, j = 1, . . . , n)− P(Yj ≤ uj, j = 1, . . . , n)| ≤ K1

1≤i<j≤n
|Λ1ij −Λ0ij| exp

− u
2
i + u2j
2(1+ ρij)

(3.1)
with some positive constant K1 depending only on δ.
Lemma 3.2. Suppose that the conditions (1.5) and (1.6) hold and let un = x/an + bn. We have
lim
n→∞
d
i,j=1

1≤s,t≤n
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

= 0, (3.2)
where τi,j(n) = ρi,j/ log n andwi,j(s, t, n) = max{|ri,j(s, t)|, ρi,j/ log n}.
Proof. Obviously, we only need consider the case when 1 ≤ s < t ≤ n. Let, for i, j = 1, 2, . . . , d
θi,j(k) = sup
t−s>k
{wi,j(s, t, n)}, 0 ≤ θi,j(0) < 1, for sufficiently large n.
Suppose moreover that 0 < ϑi,j < (1− θi,j(0))/(1+ θi,j(0)). We have
d
i,j=1

1≤s<t≤n
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

=
d
i,j=1
 
t−s≤[nϑi,j ]
+

t−s>[nϑi,j ]
 |ri,j(s, t)− τi,j(n)| exp− u2ni + u2nj2(1+ wi,j(s, t, n))

=:
d
i,j=1
(I1(i, j)+ I2(i, j)). (3.3)
By the definitions of an and bn, we have
u2ni = 2 log n− log log n+ O(1), as n →∞.
Therefore, for any i
u2ni ≥ 2 log n− log log n− C, for n enough large.
Using the above inequality, we may write
I1(i, j) ≤ 2

t−s≤[nϑi,j ]
exp

− u
2
ni + u2nj
2(1+ θi,j(0))

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≤ 2

t−s≤[nϑi,j ]
(exp(−2 log n+ log log n+ C))
1
1+θi,j(0)
≤ Cnϑi,j+1(n−2 log n)
1
1+θi,j(0) ≤ Cnϑi,j+1−
2
1+θi,j(0) log n
−→ 0, as n →∞. (3.4)
The convergence in (3.4) follows from the fact that ϑi,j + 1− 21+θi,j(0) < 0. For I2(i, j), we write
I2(i, j) ≤

t−s>[nϑi,j ]
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

≤

n2
log n
exp

− u
2
ni + u2nj
2(1+ θi,j(nϑi,j))
 log n
n2

t−s>[nϑi,j ]
|ri,j(s, t)− τi,j(n)|
 .
Due to the bound for n(1− Φ(uni)) and the argument similar to that in the proof of Lemma 2.1 in [24], we have
n2
log n
exp

− u
2
ni + u2nj
2(1+ θi,j(nϑi,j))

≤ C(i, j)n(C(i, j)/ log nα)/(1+C(i, j)/ log nα) = O(1).
Hence,
I2(i, j) ≤ C
 log n
n2

t−s>[nϑi,j ]
|ri,j(s, t)− τi,j(n)|

≤ C
 log n
n2

t−s>[nϑi,j ]
ri,j(s, t)− ρi,jlog(t − s)
+ log nn2 
t−s>[nϑi,j ]
 ρi,jlog(t − s) − τi,j(n)


≤ C
 1
ϑi,jn2

t−s>[nϑi,j ]
|ri,j(s, t) log(t − s)− ρi,j| + ρi,jn2

t−s>[nϑi,j ]
 log nlog(t − s) − 1


=: C(J1(i, j)+ J2(i, j)).
The third inequality is due to the fact that log nϑi,j < log(t − s), if t − s > [nϑi,j ]. By
lim
t−s→∞ ri,j(s, t) log(t − s) = ρi,j,
we have
lim
n→∞
2
n(n− 1)

1≤s<t≤n
|ri,j(s, t) log(t − s)− ρi,j| = 0.
This implies that J1(i, j) −→ 0, as n →∞. Furthermore,
J2(i, j) ≤ C ρi,jlog nϑi,j

1≤s<t≤n
log t − sn
 1n2 ≪ 1log nϑi,j

0≤x<y≤1
| log(y− x)|dxdy
−→ 0, as n →∞.
So we have I2 −→ 0, as n →∞. Combining this with (3.3) and (3.4), we can complete the proof. 
Using Lemma 3.2, we can obtain the following result.
Corollary 3.1. Suppose that conditions (1.5) and (1.6) hold and let uni = xi/an + bn. We have
lim
n→∞

1≤s,t≤n
|ri,i(s, t)− τi,i(n)| exp

− u
2
ni
1+ wi,i(s, t, n)

= 0, (3.5)
where and in the sequel τi,i(n) = ρi,i/ log n andwi,i(s, t, n) = max{|ri,i(s, t)|, ρi,i/ log n}.
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Lemma 3.3. Suppose (2.3) holds. Let un = x/an + bn. Then, we have
d
i,j=1

1≤s,t≤n
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

≪ 1
(log log n)1+ε
,
where τi,j(n) = ρi,j/ log n andwi,j(s, t, n) = max{|ri,j(s, t)|, ρi,j/ log n}.
Proof. As previously, we may assume that s < t . Using the same notations as in the proof of Lemma 3.2, we have
d
i,j=1

1≤s<t≤n
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

=
d
i,j=1
 
t−s≤[nϑi,j ]
+

t−s>[nϑi,j ]
 |ri,j(s, t)− τi,j(n)| exp− u2ni + u2nj2(1+ wi,j(s, t, n))

=:
d
i,j=1
(T1(i, j)+ T2(i, j)). (3.6)
Using the argument similar to the proofs of Lemma 4.3 in [1] and Lemma 2.1 in [24], we have
T1(i, j) ≤ 2

t−s≤[nϑi,j ]
exp

− u
2
ni + u2nj
2(1+ θi,j(0))

≪ n1+ϑi,j
uniunj
n2
 1
1+θi,j(0) ≪ n1+ϑi,j−2/(1+θi,j(0))(log n)1/(1+θi,j(0)).
Since 1 + ϑi,j − 2/(1 + θi,j(0)) < 0, we have T1(i, j) ≪ n−δ for some δ > 0. By the same argument as in the proof of
Lemma 3.2, we can write that
T2(i, j) ≤ C
 1
ϑi,jn2

t−s>[nϑi,j ]
|ri,j(s, t) log(t − s)− ρi,j| + ρi,jn2

t−s>[nϑi,j ]
 log nlog(t − s) − 1


=: C(J1(i, j)+ J2(i, j)).
Using (2.3), we have
J1(i, j) ≤ 1
ϑi,jn2

t−s>[nϑi,j ]
1
(log log(t − s))1+ε ≪
1
(log log n)1+ε
,
and
J2(i, j) ≤ ρi,jlog nϑi,j

1≤s<t≤n
log t − sn
 1n2 ≪ 1log nϑi,j

0≤x<y≤1
| log(y− x)|dxdy
≪ C
(log log n)1+ε
.
Thus, T2(i, j)≪ 1/(log log n)1+ε . Combining this with T1(i, j)≪ n−δ and (3.6), we get the desired result. 
We define an auxiliary array of random vectors η∗ = {Yl, l ≥ 1} as a standard non-stationary normal sequence of
random vectors Yl = (Yl1, Yl2, . . . , Yld)with covariance coefficients
Cov(Ysi, Ysj) = ri,j(s, s) and Cov(Ysi, Ytj) = ρi,jlog n , for 1 ≤ i, j ≤ d, 1 ≤ s < t ≤ n, (3.7)
where ρi,j is as in (1.5). Using the previous notions on A(w) and B(v) in Section 2, we have the following results, whose
proofs can be found in [3].
Lemma 3.4. Suppose that the standard Gaussian array η∗ = {Yl, l ≥ 1} satisfies condition (3.7). Then
(Y1, . . . , Yn)
a.s.= (Z0A(τ )+ Z1B(τ ), . . . , Z0A(τ )+ ZnB(τ )),
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where τ(n) = (τ1,1(n), . . . , τd,d(n))with τi,j(n) = ρi,j/ log n and {Zn, n = 0, 1, . . .} is an independent Gaussian sequence with
covariance coefficients matrices
Cov(Z0) =

τi,j(n)
τi,i(n)τj,j(n)

1≤i,j≤d
and Cov(Zn) =

ri,j(n, n)− τi,j(n)
(1− τi,i(n))(1− τj,j(n))

1≤i,j≤d
and vectors of mean values EZn = 0, n = 0, 1, . . . .
Lemma 3.5. Let η1, η2, . . . be a sequence of bounded random variables. If Var(
n
k=1
1
kηk)≪ (log n)2(log log n)−(1+ε) for some
ε > 0, then
lim
n→∞
1
log n
n
k=1
1
k
(ηk − Eηk) = 0 a.s.
Proof. The proof can be found in [21]. 
Lemma 3.6. Suppose η = {Xl, l ≥ 1} and η∗ = {Yl, l ≥ 1} satisfy the assumptions of Theorem 2.3 and Lemma 3.4, respectively.
Let M∗n be the vector maximum of η∗ defined in the sense asMn in the Introduction and un = x/an + bn. Then, we have for j > i
E(I(Mi ≤ ui)− I(M∗i ≤ ui))(I(Mj ≤ uj)− I(M∗j ≤ uj))≪ (log log j)−(1+ε).
Proof. For i < j defineMi,j = max{Xl : i+ 1 ≤ l ≤ j} and similarly do forM∗i,j,M∗∗i,j as well. We can write
|E(I(Mi ≤ ui)− I(M∗i ≤ ui))(I(Mj ≤ uj)− I(M∗j ≤ uj))|
≤ |E((I(Mi ≤ ui)− I(M∗i ≤ ui))(I(Mj ≤ uj)− I(M∗j ≤ uj)
− (I(Mi,j ≤ uj)− I(M∗i,j ≤ uj))))| + |E(I(Mi ≤ ui)− I(M∗i ≤ ui))(I(Mi,j ≤ uj)− I(M∗i,j ≤ uj))|
=: K1 + K2.
By the definitions of η and η∗, the estimates for K1 + K2 are identical to those of P (1)i,j and P (2)i,j in the proof of Lemma 3.4
in [25], so we omit the proof. 
4. Proofs
Proof of Theorem 2.1. Obviously, Nn are simple point processes. Lemma 3.2 is crucial for the proof, although the main idea
and tools applied in the proof are similar to those used in [1,2].
We first prove
Nni(xi)
D−→ Ni(xi), as n →∞, i ∈ {1, . . . , d}. (4.1)
Using Theorem A.1 of Leadbetter et al. [1], we need to show
(a) ENni((a, b]) −→ ENi((a, b]), ∀0 < a < b < +∞,
(b) P

s
j=1
{Nni((aj, bj]) = 0}

−→ P

s
j=1
{Ni((aj, bj]) = 0}

,
∀0 < a1 < b1 ≤ a2 < b2 ≤ · · · ≤ as < bs < +∞.
According to the definitions of N and Nn, we have
ENi((a, b]) = E((b− a) exp(−xi − ρi,i +

2ρi,iZi)) = (b− a)e−xi ,
ENni((a, b]) = E
 
j: j/n∈(a,b]
I{Xji>xi/an+bn}

= ([nb] − [na])(1− Φ(uni))
→ (b− a)e−xi , as n →∞.
Thus, (a) follows immediately. Let ξ and {ξn} be independent standard normal variables and τi,i = ρi,i/ log n. DefineXji = (1− τi,i)1/2ξj + τ 1/2i,i ξ, j = 1, 2, . . . ,
Min(a, d] = max{Xji, [an] < j ≤ [dn]},
Mn(a, d] = max{ξj, [an] < j ≤ [dn]},Min(a, d] = max{Xji, [an] < j ≤ [dn]}
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where 0 < a < b < +∞. We have
P

s
j=1
{Nni((aj, bj]) = 0}

= P

s
j=1
{Min(aj, bj] ≤ uni}

.
Using Lemma 3.1 and Corollary 3.1, we deduceP

s
j=1
{Min(aj, bj] ≤ uni}

− P

s
j=1
{Min(aj, bj] ≤ uni}

≤ C

1≤s,t≤n
|ri,i(s, t)− τi,i(n)| exp

− u
2
ni
1+ ωi,i(s, t, n)

→ 0, as n →∞.
Thus, in order to prove (b), it is sufficient to show
P

s
j=1
{Min(aj, bj] ≤ uni}→ P  s
j=1
{Ni((aj, bj]) = 0}

, as n →∞.
We have
P

s
j=1
{Min(aj, bj] ≤ uni} = P  s
j=1
((1− τi,i)1/2Mn(aj, bj] + τ 1/2i,i ξ ≤ uni)

=
 +∞
−∞
P

s
j=1
(Mn(aj, bj] ≤ (1− τi,i)−1/2(uni − τ 1/2i,i z))

φ(z)dz.
Noting that τi,i(n) = ρi,i/ log n → 0, as n → ∞, we can use the Taylor expansions of (1 − τi,i(n))−1/2 on 0 and obtain
(1− τi,i(n))−1/2 = (1+ τi,i(n)/2+ o(τi,i(n))). Using the result and the definitions that uni = xi/an + bn, an = (2 log n)1/2,
and bn = an + O(a−1n log log n), we have
(1− τi,i(n))−1/2(uni − τ 1/2i,i (n)z) = (1+ τi,i(n)/2+ o(τi,i(n)))(xi/an + bn − τ 1/2i,i (n)z)
= xi + ρi,i −

2ρi,iz
an
+ bn + o(a−1n )
=: uni.
It is easy to show that n(1− Φ(uni))→ e−xi−ρi,i+√2ρi,iz , as n →∞. If we replace γ in the proof of Theorem 6.5.1 in [1] by
ρi,i, we have
P

s
j=1
{Mn(aj, bj] ≤uni}→ s
j=1
exp(−(bj − aj)e−xi−ρi,i+
√
2ρi,iz),
and by the dominated convergence theorem we have +∞
−∞
P

s
j=1
(Mn(aj, bj] ≤ (1− τi,i(n))−1/2(uni − τ 1/2i,i (n)z))

φ(z)dz
→
 +∞
−∞
s
j=1
exp(−(bj − aj)e−xi−ρi,i+
√
2ρi,iz)φ(z)dz
= P

s
j=1
{Ni((aj, bj]) = 0}

.
This proves (b). Thus, (4.1) holds. An argument similar to that in the proof of (4.1) can be found in [26] which considered the
weak convergence of point processes of exceedances of {x/an + bn} by a non-stationary Gaussian sequence. Using (4.1) and
the multivariate version of Kallenberg’s theorem in [2], we only need to show
lim
n→∞ FNn(∇) exists for all ∇ =
d
i=1
(βi × {i}),
where βi is any Borel subset of [0, 1]. We recall the auxiliary array of random vectors, which appears in Section 3. Namely,
let η∗ = {Yl, l ≥ 1} be a standard non-stationary normal sequence of random vectors, where Yl = (Yl1, Yl2, . . . , Yld) with
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covariance coefficients Cov(Ysi, Ysj) = ri,j(s, s) and Cov(Ysi, Ytj) = τi,j(s, t) = ρi,j/ log n for 1 ≤ i, j ≤ d, t > s ≥ 1. We
defineM∗n by the vector maximum of η∗, in the same manner asMn. Using Lemmas 3.1 and 3.2, we have
|P{Mni(βi) ≤ xi/an + bn, i ∈ S} − P{M∗ni(βi) ≤ xi/an + bn, i ∈ S}|
≤ C√
2π
d
i,j=1

1≤s,t≤n
|ri,j(s, t)− τi,j(n)| exp

− u
2
ni + u2nj
2(1+ wi,j(s, t, n))

→ 0, as n →∞,
where S ⊂ {1, 2, . . . , d}. The remainder of the proof is the same as in the proof of Theorem 1 in [4]. So the proof is
complete. 
Proof of Theorem 2.2. The proof is similar to the proof of Theorem 2 in [4] and we omit it. 
Proof of Theorem 2.3. Setuh = a−1h x+bh. By Lemma3.5 andCorollary 2.1,weneed to show that the condition in Lemma3.5
holds for I(Mh ≤ uh, h ≥ 1). Using the cr -inequality, we write
Var

n
h=1
1
h
I(Mh ≤ uh)

= Var

n
h=1
1
h
I(Mh ≤ uh)−
n
h=1
1
h
I(M∗h ≤ uh)+
n
h=1
1
h
I(M∗h ≤ uh)

≤ 2

Var

n
h=1
1
h
I(M∗h ≤ uh)

+ Var

n
h=1
1
h
I(Mh ≤ uh)−
n
h=1
1
h
I(M∗h ≤ uh)

=: 2(H1 + H2),
where the definition ofM∗h can be found in the proof of Theorem 2.1. We will show that Hi ≪ (log n)2(log log n)−(1+ε), i =
1, 2. Using Lemma 3.4, we have
H1 ≤ E

n
h=1
1
h
(I(M∗h ≤ uh)− P(M∗h ≤ uh))
2
= E

n
h=1
1
h
(I(M∗∗h ≤ (uh − Z0A(τ (h)))B−1(τ (h)))− P(M∗∗h ≤ (uh − Z0A(τ (h)))B−1(τ (h))))
2
=
 +∞
−∞
· · ·
 +∞
−∞
E

n
h=1
1
h
ξh
2
dΦ(z), (4.2)
where
M∗∗h = (max{Z11, . . . , Zh1}, . . . ,max{Z1d, . . . , Zhd})
(the definition of Zi = (Zi1, Zi2, . . . , Zid) can be found in Lemma 3.4), and
ξh = I(M∗∗h ≤ (uh − zA(τ (h)))B−1(τ (h)))− P(M∗∗h ≤ (uh − zA(τ (h)))B−1(τ (h))).
Obviously, we have
E

n
h=1
1
h
ξh
2
≤
n
h=1
1
h2
E|ξh|2 + 2

1≤h<j≤n
|E(ξhξj)|
hj
=: J1 + J2. (4.3)
Clearly, J1 ≪nh=1 1h2 <∞. In order to estimate J2, note that
|E(ξhξj)| = |Cov(I(M∗∗h ≤ (uh − zA(τ (h)))B−1(τ (h))), I(M∗∗j ≤ (uj − zA(τ (j)))B−1(τ (j))))
− I(M∗∗h,j ≤ (uj − zA(τ (j)))B−1(τ (j)))|
≪ E|I(M∗∗j ≤ (uj − zA(τ (j)))B−1(τ (j)))− I(M∗∗h,j ≤ (uj − zA(τ (j)))B−1(τ (j)))|
= P(M∗∗h,j ≤ (uj − zA(τ (j)))B−1(τ (j)))− P(M∗∗j ≤ (uj − zA(τ (j)))B−1(τ (j)))
=

d
i=1
Φ((uji − zi

τi,i(j))(1− τi,i(j))−1/2)
j−h
−

d
i=1
Φ((uji − zi

τi,i(j))(1− τi,i(j))−1/2)
j
≪ h
j
.
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Therefore, it is clear that
J2 ≪

1≤h<j≤n
1
hj

h
j

≪ log n ≪ (log n)2(log log n)−(1+ε), for any ε > 0.
Combining these with (4.2) and (4.3), we can show that H1 ≪ (log n)2(log log n)−(1+ε). In order to estimate H2, let us write
Var

n
h=1
1
h
I(Mh ≤ uh)−
n
h=1
1
h
I(M∗h ≤ uh)

= E

n
h=1
1
h2
(I(Mh ≤ uh)− I(M∗h ≤ uh))2

+ 2

1≤i<j≤n
1
ij
E(I(Mi ≤ ui)− I(M∗i ≤ ui))(I(Mj ≤ uj)− I(M∗j ≤ uj))
=: G1 + G2.
Obviously G1 <∞. Using Lemma 3.6, it is easy to deduce
G2 ≤

1≤i<j≤n
(log log j)−(1+ε)
ij
≪
n
j=3
1
j(log log j)1+ε
j−1
i=1
1
i
≪
n
j=3
log j
j(log log j)1+ε
≪ log n
n
j=3
1
j(log log j)1+ε
≪ (log n)2(log log n)−(1+ε).
This implies H2 ≪ (log n)2(log log n)−(1+ε) and the proof is completed. 
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