Abstract. In this paper, we consider the edge searching problem on cycle-disjoint graphs. We first improve the running time of the algorithm to compute the vertex separation and the optimal layout of a unicyclic graph, which is given by Ellis et al. (2004) , from O(n log n) to O(n). By a linear-time transformation, we can compute the edge search number of a unicyclic graph in linear time. We also propose an O(n) time algorithm to compute the edge search number and the optimal edge search strategy of a cycle-disjoint graph in which every cycle has at most three vertices with degree more than two. We show how to compute the search number for a k-ary cycle-disjoint graph. We also present some results on approximation algorithms.
Introduction
The edge searching problem is to find the minimum number of searchers to capture an intruder that is hiding on vertices or edges of a graph [10] . There are other searching models besides edge searching, but in this paper we mainly consider the edge searching problem. For this reason, we will use "search" instead of "edge search" for simplicity.
Let G be a graph without loops and multiple edges. Initially, all vertices and edges of G are contaminated, which means an intruder can hide on any vertices or anywhere along edges. There are three actions for searchers: (1) place a searcher on a vertex; (2) remove a searcher from a vertex; (3) slide a searcher along an edge from one end vertex to the other. A search strategy is a sequence of actions designed so that the final action leaves all edges of G cleared. An edge uv in G can be cleared in one of the following two ways by a sliding action: (1) two searchers are located on vertex u, and one of them slides along uv from u to v; or (2) a searcher is located on vertex u, where all edges incident with u, other than uv, are already cleared, and the searcher slides from u to v. The intruder can slide along a path that contains no searcher at a great speed at any time. The minimum number of searchers required to clear G is called the search number of G, denoted by s(G). A search strategy for G is optimal if this strategy clears G using s(G) searchers.
Let S be a search strategy for a graph G and let E(i) be the set of cleared edges just after action i. S is said to be monotonic if E(i) ⊆ E(i + 1) for each i. LaPaugh [11] proved that for any connected graph G, allowing recontamination cannot reduce the search number. Thus, throughout this paper, we only need to consider monotonic search strategies. For this reason, we will use "search strategy" instead of "monotonic search strategy" for simplicity.
Megiddo et al. [12] showed that determining the search number of a graph G is NP-complete. They also gave an O(n) time algorithm to compute the search number of a tree and an O(n log n) time algorithm to find the optimal search strategy, where n is the number of vertices in the tree. Peng et al. [14] proposed an O(n) time algorithm to compute the optimal search strategy of a tree.
Search numbers are closely related to several other important graph parameters. Ellis et al. [6] proved that for any connected undirected graph G and its 2-expansion G , the vertex operation of G equals the search number of G , which has the same search number as G. Kinnersley [9] showed that vertex separation is identical to pathwidth, an important measure of graph structure.
A layout of a connected graph G(V, E) is a one to one mapping L: V → {1, 2, . .
. , |V |}. Let V L (i) ={x : x ∈ V (G), and there exists y ∈ V (G) such that the edge xy ∈ E(G), L(x) ≤ i and L(y) > i}. The vertex separation of G with respect to L, denoted by vs L (G), is defined as vs L (G) = max{|V L (i)| : 1 ≤ i ≤ |V (G)|}. The vertex separation of G is defined as vs(G) = min{vs L (G) :
L is a layout of G}. We say that L is an optimal layout if vs L (G) = vs(G). Ellis et al. [6] proved that vs(G) ≤ s(G) ≤ vs(G) + 2 for any connected undirected graph G. They also proposed an algorithm to compute the vertex separation of a tree in O(n) time. Based on this algorithm, Ellis and Markov [7] gave an O(n log n) time algorithm to compute the vertex separation and the corresponding optimal layout of a unicyclic graph.
Bodlaender and Kloks [3] gave a polynomial time algorithm for computing the pathwidth of a graph with constant treewidth. Since the search number of a graph equals the pathwidth of its 2-expansion, we know that the search number of a graph with constant treewidth is polynomial time computable. However, the exponent in the running time of this algorithm is very large. Even for a graph with treewidth two, it takes Ω(n 11 ) time. Bodlaender and Fomin [4] introduced an O(n) time approximation algorithm to compute the pathwidth of an outerplanar graph, a class of graphs with treewidth two. The approximation ratio of their algorithm is 2. Finding efficient algorithms for computing the search number of a graph with constant treewidth continues to be a challenge.
All graphs in this paper are finite without loops and multiple edges. A graph G is called a cycle-disjoint graph (CDG) if it is connected and no pair of cycles in G share a vertex. If every cycle of a CDG G has at most three vertices with degree more than two, then we call G a 3-cycle-disjoint graph (3CDG). If a vertex or an edge is on a cycle of G, it is called, respectively, a cycle vertex or a cycle edge.
Our motivation is to find an efficient algorithm for computing the search number of a graph with treewidth at most two. We have successfully found an O(n) time algorithm for a unicyclic graph. Then we tried to extend this algorithm to CDGs. However, we found the necessary structural information of CDGs is much more complicated than that of unicyclic graphs. Finally, we managed to develop an O(n) time algorithm for 3CDGs. We also found the search numbers of k-ary CDGs that is a class of CDGs with well balanced structures.
This paper is organized as follows. In Section 2, we improve Ellis and Markov's algorithm in [7] from O(n log n) to O(n). In Section 3, we propose a linear time algorithm to compute the search number and the optimal search strategy of a 3-cycle-disjoint graph using the labeling method. In Section 4, we show how to compute the search number of a k-ary cycle-disjoint graph. In Section 5, we investigate approximation algorithms, and finally in Section 6, we discuss issues arising from these results.
Unicyclic graphs
Ellis and Markov [7] proposed an O(n log n) algorithm to compute the vertex separation and the optimal layout of a unicyclic graph using the labeling method. In this section we will give an improved algorithm that can do the same work in O(n) time. All definitions and notation in this section are from [7] . Their algorithm consists of three functions: main, vs uni and vs reduced uni (see Fig. 28 , 29 and 30 in [7] for their descriptions).
Let U be a unicyclic graph and e be a cycle edge of U . The function main, first computes the vertex separation of the tree U − e, and then invokes function vs uni to decide whether vs(U ) = vs(U − e). vs uni is a recursive function that has O(log n) depth, and in each iteration it computes the vertex separation of a reduced tree U − e and this takes O(n) time. Thus, the running time of vs uni is O(n log n). vs uni may invoke the function vs reduced uni to decide whether a unicyclic graph U is k-conforming. vs reduced uni is also a recursive function that has O(log n) depth, and in each iteration it may compute the vertex separation of T 1 [a] and T 1 [b] and this takes O(n) time. Hence, the running time of vs reduced uni is also O(n log n).
We will modify all three functions. The main improvement of our algorithm is to preprocess the input of both vs uni and vs reduced uni such that we can achieve O(n) time. Refer to [7] for the linear time algorithm to compute the vertex separation and the optimal layout of a tree. The following is our improved algorithm, which computes the vertex separation and the optimal layout of a unicyclic graph U . 
then output(α, the layout created by vs uni modified); else output(α + 1, X);
return (true). Case 3:
if both a 1 and 
. else /* (u = v and u is a cycle vertex) or (u = v) */ return (T 2 contains no k − 1 types other than NC constituents); The correctness of the modified algorithm follows from the analysis in Sections 4 and 5 in [7] . We now compare the two algorithms. In our main modified function, if the condition of the while-loop is satisfied, then by Lemma 2.1, U has a k-constituent tree of type Cb that contains v. Let T [u] be this constituent tree and u be the only cycle vertex in T [u] . The first element in the label of u in
by deleting the first element of each label, according to the definition of labels [7] . This work can be done in constant time. However, without choosing a cycle vertex as the root of T , their algorithm needs O(n) time to compute these two labels. Function vs uni in [7] can only invoke itself in Case 1 when U has a k-constituent tree of type Cb. Our main modified function invokes function vs uni modified only when the condition of the while-loop is not satisfied. By Lemma 2.1, in this case, U does not have a k-constituent tree of type Cb. Thus in Case 1 of vs uni modified, the tree must be of type C, and recursion is avoided. In their function vs reduced uni, vs(T 1 ) and vs(T 2 ) are computed using O(n) time. However, we compute them before invoking
respectively. All the information needed by vs reduced uni modified is these four labels. While recursion occurs, we can obtain new labels by simply deleting the first elements from the old ones, which requires only constant time. Hence, the time complexity of vs reduced uni modified can be reduced to O(1) if we do not count the recursive iterations.
We now analyze the running time of our modified algorithm. Since function vs reduced uni modified only ever invokes itself and the depth of the recursion is O(log n), its running time is O(log n). In function vs uni modified, Case 1 needs O(n); Cases 3, 4.2, 4.3, 5.2 and 5.3 need O(n) + O(log n); and other cases can be done in O (1) . Thus, the running time of vs uni modified is O(n) + O(log n). In the main modified function, all the work before invoking vs uni modified can be done in O(n) + O(log n). Therefore, the total running time of the modified algorithm is O(n). For a graph G, the 2-expansion of G is the graph obtained by replacing each edge of G by a path of length three. By Theorem 2.2 in [6] , the search number of G is equal to the vertex separation of the 2-expansion of G. From Theorem 2.2, we have the following result. 
3-cycle-disjoint graphs
The main work of this section is to propose an O(n) time algorithm to compute the search number and the corresponding optimal search strategy of a 3CDG. In this algorithm we extend the labeling method used in [6] . First of all, we introduce some notation and definitions. 
Notation and definitions
) and s 1 be the search number of G 1 . If G 1 has two edge disjoint subgraphs (they may share a vertex) such that each of them has search number s(G 1 ), then we say G 1 is critical and G 1 must be one of the five typical structures illustrated in Figure 1 and t 1 indicates which structure it is. If G 1 is not critical, then we say G 1 is non-critical and t 1 = 0. When G 1 is critical, according to its type of structure, we can obtain a corresponding reduced graph G 2 by deleting some vertices from G 1 . s 2 is the search number of G 2 and t 2 indicates the structure of G 2 . Continue this procedure until the reduced graph is non-critical or empty. The precise definition of a label is given as follows. 
Definition 3.1 Let G[r] be a rooted 3CDG, the label of a vertex v (resp. non-cycle edge e or cycle C) in
, then we have 
, z has two outgoing edges e 1 and e 2 such that s(G[e 1 ]) = s(G[e 2 ]) = s i . G i+1 is defined as the graph obtained by deleting all the vertices of G[C
i ] except z from G i . • if t i = 3, s(X ∪ Y ∪ {x 2 y 1 }) = s i and z has one outgoing edges e 1 such that s(G[e 1 ]) = s i . G i+1
is defined as the graph obtained by deleting all the vertices of G[C
i ] except z from G i . • if t i = 4, xG[x] except x from G i . • if t i = 5, s(X) = s(Y ) = s i . G i+1 is defined
s(G
• if t i = 2, z has two outgoing edges e 1 and e 2 such that s(
) is said to be s 1 -critical of type-t 1 , and the corresponding vertex v 1 or cycle C 1 is called the
Let S be a monotonic search strategy for a graph G and v be a vertex in G. During the procedure of performing S on G, if a searcher is placed on v and this searcher is never removed from v until G is cleared, then we say that S ends at v; if a searcher is placed on v in the first action of S and this searcher will never been removed from v until all the edges incident with v are cleared, then we say that S starts from v. If there is no optimal monotonic search strategy to clear G starting from or ending at v, then we call v a bad vertex of G.
For a graph G, let S be a search strategy of G that is represented by a sequence of actions, i.e., S = (a 1 , . . . , a k ). The reversal of S, denoted by S R , is defined as
, where each a i , 1 ≤ i ≤ k, is the converse of a i , which is defined as follows: the action "place a searcher on vertex v" and the action "remove a searcher from vertex v" are converse with each other; and the action "slide the searcher from v to u along the edge vu" and the action "slide the searcher from u to v along the edge uv" are converse with each other. It is easy to verify that if a search strategy S starts from a vertex v, then S R ends at v. S R also has the following property.
Lemma 3.2 If S is an optimal monotonic search strategy of a graph G, then S
R is also an optimal monotonic search strategy of G.
For two sequences of elements
For the sake of simplicity, we will use a normalized 3CDG as the input of our algorithm. For each cycle C in a 3CDG, let x, y and z be the three vertices with degree more than 2. Note that there may not be three vertices each of which has degree more than 2 and in this case, we will choose the degree-two cycle vertex. Recall that there are at least 3 vertices in each cycle since we require that all the graphs in this paper are finite without loops and multiple edges. Replace each of x ∼ y, y ∼ z and z ∼ x by a path of length three such that C = zz 1 x 1 xx 2 y 1 yy 2 z 2 z (see Figure 2 ). This procedure takes O(n) time. Notice that the search number of the normalized 3CDG equals the search number of the original graph. 
The main idea of the algorithm
The following algorithm SearchNumber-3CDG computes the labels of vertices, non-cycle edges and cycles in a rooted 3CDG G[r] by the labeling method. And later we will construct the corresponding optimal search strategy based on these labels.
Output: Labels of all vertices, cycles and non-cycle edges. 
If r is labeled, then return labels of all vertices, cycles and non-cycle edges in G[r].
3.
-For each vertex v whose all out-going edges have been labeled, compute the label L(v).
-For each cycle C in which all the vertices with degree more than two have been labeled, compute the label L(C).
-For each non-cycle edge (u, v), if v is on a labeled cycle or if v is a labeled non-cycle vertex, then compute the label L(uv).
-Go to Step 2.
It is easy to verify that the label of a pendant edge is (1 0 ) and the label of a pendant cycle is (2 0 ). Next we will introduce: (i) how to compute the label of a vertex if all its out-going edges have been labeled; (ii) how to compute the label of a cycle if all the three cycle vertices with degree more than 2 have been labeled; and (iii) how to compute the label of a non-cycle edge if its head is on a labeled cycle or its head is a labeled non-cycle vertex. 
Computing the label of a vertex
Proof. Assume that s(G) = k and let S be an arbitrary monotonic search strategy to clear G using k searchers. Let h i , 1 ≤ i ≤ 3, be the vertex in G i described in Lemma 3.3. W.l.o.g, let h 1 , h 2 , h 3 be the order in which S places searchers on them. Since G 1 , G 2 and G 3 are pairwise vertex-disjoint and there is a path between h 1 and h 3 containing no vertex of G 2 . At the moment after a searcher is placed on h 2 , all k searchers are in G 2 and there is no searcher can be used to protect the path between h 1 and h 3 from recontamination, which contradicts our initial assumption.
We now consider how to compute the label of a vertex v when the labels of all its outgoing edges are 
0 ). We can clear G 0 by p + 1 searchers ending at v using the following strategy. Place a searcher on v and use other p searchers to clear all the edge-branches of v one by one since each of them has search number at most p.
. We can clear G 0 by p searchers using the following strategy. Let X and Y be the two edge-branches with search number p. 
Set h ← the value of the last element in L;
else update L by deleting its last element; Set α ← (|α| + 1) 0 ; Go to Step 5. Figure 2) 
Computing the label of a cycle
be G[z] ∪ {zz 1 , zz 2 }. If s(X) = s(Y ) = k, s(Z) ≤ k and neither X[x] nor Y [y] is k-critical, then s(G) = k + 1 if and only if s(Z) = k. Proof. (⇐). If s(X) = s(Y ) = s(Z) = k, it
Proof. (⇒). Suppose s(G *
We now consider how to compute the label of a cycle C when we know the labels of all the three cycle vertices with degree more than 2.
Let C = zz 1 x 1 xx 2 y 1 yy 2 z 2 z be a cycle in a rooted 3CDG G[r] and z be the entrance-vertex of C. Suppose L(x), L(y) and L(z) are the labels of x, y and z respectively. Let X, Y and Z be the graphs defined as in Lemma 3.5. By using function MergeLabel-Vertex to merge L C = ((p + 1) 0 ). By Lemma 3.4, s(G 0 ) ≥ p + 1 and we can use p + 1 searchers to clear G 0 ending at vertex z by following strategy. First, we station one searcher on vertex x; clear X using p searchers since it has search number at most p. y has at most two edge-branches with search number p and none of them is p-critical. We clear one of the largest edge-branches of y using p searchers ending at y; use one searcher to clear the path xx 2 y 1 y; slide the searcher on x from x to z along the path xx 1 z 1 z and keep it on z; use one searcher to clear the path zz 2 y 2 y; clear all the other edge-branches of y except the second largest one using p − 1 searchers since each of them has search number at most p − 1; use p searchers to clear the second largest edge-branch of y starting from y; finally, clear Z using p searchers since it has search number at most p.
Case 2: Only one of a X , a Y and a Z is p-critical.
. By Lemma 3.6, s(G 0 ) = p and we can clear G 0 using p searchers.
We can use p + 1 searchers to clear G 0 ending at vertex z by a similar strategy described in case 1.
Case 2.2.1: 
We can clear G 0 by p + 1 searchers ending at vertex z using a similar strategy described in case 1.
Case 3: None of a X , a Y and a Z is p-critical.
We can clear G 0 by p + 1 searchers ending at vertex z using a similar strategy described in case 1. . y has at most two edge-branches with search number p − 1 and none of them is (p − 1)-critical. We clear one of the largest edge-branches of y using p − 1 searchers ending at y; use one searcher to clear the path xx 2 y 1 y; slide the searcher on x from x to z along the path xx 1 z 1 z and keep it on z; use one searcher to clear the path zz 2 y 2 y; clear all the other edge-branches of y except the second largest one using p − 2 searchers since each of them has search number at most p − 2; use p − 1 searchers to clear the second largest edge-branch of y starting from y; finally, clear the edge-branches of z using p − 1 searchers since each of them has search number at most p − 1. 
. We can clear G 0 by p searchers using the following strategy. First, use p searchers to clear X ending at x. y has at most two edge-branches with search number p − 1 and none of them is (p − 1)-critical. We clear one of the largest edge-branches of y using p − 1 searchers ending at y; use one searcher to clear the path xx 2 y 1 y; silde the searcher on x from x to z along the path xx 1 z 1 z and keep it on z; use one searcher to clear the path zz 2 y 2 y; clear all the other edge-branches of y except the second largest one using p − 2 searchers since each of them has search number at most p − 2; use p − 1 searchers to clear the second largest edge-branch of y starting from y; finally, we clear Z using p searchers starting from z.
. We can clear G 0 using p searchers ending at vertex z using the following strategy. First, use p searchers to clear the largest edge-branch of z ending at z and then keep one searcher on z; use p − 1 searchers to clear all the other edge-branches of z since each of them has search number less than p; finally, use p − 1 searchers to clear G * . 4. Let L be a sequence containing all the critical elements of Lx, Ly and Lz with value larger than or equal to |α|. 1. Let p be the last element of L.
Set h ← the value of the last element in L;
if h > |α| then if |α| = q then return L(v) • L C ; else return L(v) • (α);
if p is not critical, then return L.
3. if p is critical with value larger than 1, then return L • (1 0 ).
if p is critical with value 1, then q is the smallest positive integer such that no element in L has value q;
Update L by deleting all the elements with value less than q; return L • (q 0 ). Based on Lemma 3.7 and the discussion in Section 3.4, we have the following lemma.
Correctness and time complexity Lemma 3.7 Function MergeLabel-Vertex outputs the label of a vertex in G[r].

Proof. Let G[r] be a rooted 3CDG and v be a vertex in
G[r]. Let v 1 , . . . , v d be the d children of v. For 1 ≤ i ≤ d, let L i = (s t1,i 1,i , s t2,i 2,i , . . . s tm i ,i mi,i ) be the label of (v, v i ) in G[r]. From Definition 3.1, the last element of each L i is non-critical. Let L v be the label of v in G 0 [v], which is defined in Section 3.3. The input of function MergeLabel-Vertex is L 1 , L 2 , . . . , L d and L v .
Lemma 3.8 Function MergeLabel-Cycle outputs the label of a cycle in G[r].
Lemma 3.9 Function EdgeLabel outputs the label of a non-cycle edge in G[r].
Proof. Let G[r] be a rooted 3CDG, and (u, v) be a non-cycle edge in G [r] where v is on a labeled cycle or v is a labeled non-cycle vertex. Note that the label of (u, v) should be the same as the label of u if G [uv] is the only one edge-branch at u. In that case, G [u] has only one more edge (u, v) is on a labeled cycle C) . The work done by function EdgeLabel is to merge the label of v (resp. C) with a label (1 0 ) that is the label of a single edge. Thus, by Lemma 3.7, function EdgeLabel outputs the label of (u, v) 
From Lemmas 3.7, 3.8 and 3.9, SearchNumber-3CDG can compute the labels of each vertex, cycle and non-cycle edge. In the rest of this section we will analyze the time complexity of this algorithm.
We introduce a data structure used in [6] 0 ), we can obtain the result (10 0 ) in one step by using this compressed representation.
Lemma 3.10 The time complexity of function EdgeLabel is O(1) with the compressed label representation.
Proof. If the input label L is in the compressed label representation, we alter Lines 2, 3 and 4 of the function as follows.
It is easy to verify that these operations are equivalent to the original ones and each operation takes constant time.
Lemma 3.11 The time complexity of function
Proof. Lines 1 and 3 take constant time. Line 5 also takes O(1) time by using the same technique as in function EdgeLabel. We now consider the time complexity of Lines 2 and 4.
In order to achieve O(|L 2 | + d) time for MergeLabel-Vertex, we first merge part of L 1 with all the other labels and then merge the result with the rest of L 1 . Replace Line 2 by the following fragment. 
Proof. We use induction to show that f (n) ≤ c(3n − log n − 1). It is easy to verify that this is true for n = 1, 2. Assume the inequality is true for any n ≤ N − 1. Now let us consider n = N .
Case 1: k = 1.
i=3 log m i + log m 1 . Now we show that ∆ ≥ log N . Case 2.1: k 1 = 0. We have that k = k 2 = N − 1 and m 1 = 1. In this case, ∆ = 1 + N ≥ log N . Case 2.2:
In algorithm SearchNumber-3CDG, we use f (G [v] ) to denote the time used to compute the label of vertex v and use f (G[C]) to denote the time used to compute the label of cycle C. Then we have
where v has d edge-branches and G[vv 2 ] is the second largest edge-branch according to their search numbers.
where x, y and z are the three vertices on C with degree more than 2, and G * is one of G[x], G[y] and G[z] that has the second largest search number.
The search number of a tree is O(log n), where n is the number of vertices in that tree. And from Theorem 5.1, the search number of a 3CDG is also O(log n). Theorem 3.14 follows from Lemma 3.13. 3.7 Constructing an optimal search strategy /* Let x and y be the other two vertices on C with degree more than 2, assume s( path xx 2 y 1 y" , "slide the searcher on x to z along the path xx 1 z 1 z", "clear the path zz 2 y 2 y");
if r is on cycle C) be G 1 , and G 2 be defined in Definition 3.1. Let x, y and z be the three vertices on C 1 with degree more than 2 and z be the entrance-vertex of C 1 . */ Case 2.1: 
Modify S 3 by inserting the action "slide the searcher on x to y along path xx 2 y 1 y" after the action by which edge x 1 x is cleared;
The correctness of this algorithm follows from our discussion in Sections 3.3, 3.4 and 3.5. Notice that if L(r) contains only one element and this element is non-critical, algorithm Search3CDG will return an optimal search strategy of G[r] ending at r.
We now analyze the running time of this algorithm. The work done by this algorithm outside the recursive calls take O(1) time. Each time when the algorithm invokes itself, the input 3CDG will be divided into several non-empty edge disjoint subgraphs. Since a 3CDG has O(n) edges, where n is the number of vertices, this algorithm invokes itself for at most O(n) times. Therefore, the total running time of Search3CDG is O(n).
k-ary cycle-disjoint graphs
A complete k-ary tree T is a rooted k-ary tree in which all leaves have the same depth and every internal vertex has k children. If we replace each vertex of T with a (k + 1)-cycle such that each vertex of internal cycle has degree at most 3, then we obtain a cycle-disjoint graph G, which we call a k-ary cycle-disjoint graph (k-ary CDG). In T , we define the level of the root be 1 and the level of a leaf be the number of vertices in the path from the root to that leaf. We use T h k to denote a complete k-ary tree with level h and G h k to denote the k-ary CDG obtained from T h k (see Figure 3) . In this section, we will show how to compute the search numbers of k-ary CDGs. Similar to [7] , we have the following lemmas. 
From the above lemmas, we can prove the major result of this section. Proof. The search numbers of complete k-ary trees can be verified directly by SearchNumber-3CDG since a tree can be regarded as a 3CDG without any cycle. Thus, we will only consider the search numbers of k-ary CDGs.
(i) The search number of G h 2. T has an avenue p. Every edge-branch attached to p has search number at most k−1. By induction, the subgraph in G that corresponds to an edge-branch attached to p has search number at most 2(k − 1). Proof. Let G be a cycle-disjoint graph and S G be the search strategy described in the proof of Theorem 5.1. Recall that S G is constructed from S T that is the optimal search strategy for T , where T is the tree obtained by contracting each cycle of G into a vertex. Since it takes linear time to compute S T , it is easy to see that S G can also be found in linear time. Let κ(S G ) be the number of searchers required by S G . We have Proof. Let s(T ) = k and let S T be a monotonic search strategy to clear T using k searchers. We will show that G can be cleared using at most k + 1 searchers by constructing a new search strategy S G for G. S G is a subsequence of S T and contains some new actions that clear the cycle edges by an extra searcher λ.
Initially, let S G be the same as S T . Let C be a cycle of G and v be the corresponding vertex of T . In G, v i and u i are the two endpoints of e i , i = 1, 2, 3. In T , v and u i are the two endpoints of e i , i = 1, 2, 3. See Figure 4 . W.l.o.g., assume e 1 , e 2 and e 3 of T are cleared in the described order. First, we modify some actions of S G by the following operations: replace the action "place a searcher on v" by "place a searcher on v 1 "; replace the action "slide a searcher along the edge u i v from u i to v" by "slide a searcher along u i v i from u i to v i ", i = 1, 2, 3; replace the action "slide a searcher along the edge vu i from v to u i " by "slide a searcher along v i u i from v i to u i ", i = 1, 2, 3; replace the action "remove a searcher from v" by "remove a searcher from v 3 ".
Suppose e 2 is cleared in the i th action of S T . Then e 1 is cleared before the i th action and there is at least one searcher α on v and α remains on v in the i th action of S T since the edge e 3 is still contaminated. There are two possible actions to clear e 2 in S T .
Case 1 In S T , a searcher β slides from v to u 2 by the i th action. In this case, there is a corresponding β on v 1 in S G at this moment. In this case, we insert five new actions immediately before the corresponding i th action in S G . "slide α from v 1 to v 3 ", "slide β from v 1 to v 2 ", "place λ on v 2 ", "slide λ from v 2 to v 3 ", "remove λ from v 3 ". Case 2 In S T , a searcher β slides from u 2 to v by the i th action. In this case, there is a corresponding β on u 2 at this moment. In this case, we insert five new actions in S G immediately after the corresponding i th action in S G . "place λ on v 2 ", "slide λ from v 2 to v 1 ", "remove λ from v 1 ", "slide α from v 1 to v 3 ", "slide β from v 2 to v 3 ". Each time after we clear C by the new actions added in S G , λ is free. It is easy to verify that S G can clear G using no more than k + 1 searchers.
Lemma 5.4 Given a graph G, for any two vertices a and b of G, there is a search strategy that uses at most s(G) + 1 searchers to clear G starting from a and ending at b.
Proof. Let S be an optimal search strategy of G. It follows from Lemma 3.2 that S R is also an optimal search strategy of G. Vertex a is cleared before b either in S or in S R . We first place a searcher λ on a and keep it on a; then perform the search strategy on G in which a is cleared before b; at the moment a is cleared, remove λ from a and place it on b and keep it on b until G is cleared. Thus, we can clear G starting from a and ending at b with no more than s(G) + 1 searchers.
Definition 5.5 Let G be a connected graph and X 1 , X 2 , . . . , X m be an edge partition of G such that each X i is a connected subgraph and each pair of X i share at most one vertex. Let G * be a graph of m vertices such that each vertex of G * corresponds to a X i and there is an edge between two vertices of G * if and only if the corresponding two X i share a common vertex. Proof. We prove the result by induction on s(G * ). If s(G * ) = 1, G * is a single vertex or a path, ∆(G * )/2 = 1, the result can be verified directly from Theorem 5.6. Suppose this result holds for s(G * ) ≤ n, n ≥ 2. When s(G * ) = n + 1, we consider the following two cases. Case 1. G * has a hub v. Let X(v) be the subgraph of G that corresponds to v and S be an optimal search strategy of X(v). Each subgraph that corresponds to a neighbor of v in G * shares a vertex with X(v) in G. Divide these shared vertices into deg(v)/2 pairs such that for each pair of vertices a i and a i , a i is cleared before a i is cleared in S, 1 ≤ i ≤ deg(v)/2 . Let v i (resp. v i ) be the neighbor of v such that its corresponding subgraph of G, denoted by X(v i ) (resp. X(v i )), shares a i (resp. a i ) with X(v). Let v be the root of G * , let T i (resp. T i ) be the vertex-branch of v i (resp. v i ) and let X(T i ) (resp. X(T i )) be the subgraph of G that is the union of the subgraphs that correspond to all vertices in T i (resp. T i ). Obviously a i (resp. a i ) is the only vertex shared by X(v) and X(T i ) (resp. X(T i )). Since v is a hub of G * , we know that s(T i ) ≤ n. Thus In such a strategy we never need more than max i s(X i ) + ∆(G * )/2 (n + 1) searchers. In Theorem 5.7, if each X i is a unicyclic graph, then we have a linear time approximation algorithm for cycle-disjoint graphs. We can design a linear time approximation algorithm when each s(X i ) can be found in linear time.
Conclusions
Our work mainly involves four aspects. First, we establish a linear time algorithm to compute the search number and the optimal search strategy for a 3-cycle-disjoint graph using the labeling method. Second, we improve the running time of the algorithm for computing the vertex separation and the optimal layout of a unicyclic graph from O(n log n) to O(n). For a graph G, the search number of G equals the vertex separation of the 2-expansion of G. Thus, our improved algorithm can also compute the search number of a unicyclic graph. Third, we show how to compute the search number and the optimal search strategy of a k-ary cycle-disjoint graph. Finally, we prove several theorems that can be applied to design approximation algorithms for cycle-disjoint graphs and even more complicated graphs.
The results presented in the paper is a preliminary part of our research that will proceed to more complicated graphs with treewidth at most two. The roadmap we outlined was to find efficient algorithms to compute the search number of the following graphs one after another: trees, unicyclic graphs, CDGs and then outerplanar graphs. We have successfully found O(n) algorithms for trees and unicyclic graphs and some classes of CDGs. In the future, finding efficient algorithms for computing the search number of graphs with constant treewidth continues to be a challenge.
