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Abstract
For many practical applications, fully coupled three-dimensional models describing the be-
haviour of lithium-ion pouch cells are too computationally expensive. However, owing to the small
aspect ratio of typical pouch cell designs, such models are well approximated by splitting the
problem into a model for through-cell behaviour and a model for the transverse behaviour. In
this paper, we combine different simplifications to through-cell and transverse models to develop
a hierarchy of reduced-order pouch cell models. We give a critical numerical comparison of each
of these models in both isothermal and thermal settings, and also study their performance on
realistic drive cycle data. Finally, we make recommendations regarding model selection, taking
into account the available computational resource and the quantities of interest in a particular
study.
1 Introduction
Lithium-ion batteries are the most popular form of energy storage for many modern devices, with
applications ranging from portable electronics to electric vehicles [1, 2, 3]. Improving both the perfor-
mance and lifetime of these batteries by design changes that increase capacity, reduce losses and delay
degradation effects is a key engineering challenge. Mathematical models allow possible improvements
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to be explored in an efficient manner before expensive and time consuming physical experiments are
performed. However, a major hurdle is that existing battery models are computationally expensive,
especially when seeking to resolve space- and time-dependent coupled electrical, thermal, and degra-
dation effects within a battery. As a result, there is considerable interest in developing models that
account for the key physical behaviours, but at a significantly reduced computational cost. In this pa-
per, we derive a set of such simplified models, which are valid in various physically-relevant parameter
regimes, by systematically reducing a detailed coupled electrochemical–thermal model of a lithium-ion
pouch cell.
In [4], we introduced a detailed fully-coupled 3D Doyle–Fuller–Newman (DFN) model of a lithium-ion
pouch cell based upon the classical 1D DFN model developed by Newman and collaborators [5,6,7]. A
number of other similar higher-dimensional DFN-based models exist in the literature [8,9,10,11,12,13]).
This 3D DFN model allows for non-uniform behaviour in the current and temperature profiles in the
transverse dimensions of the pouch. Capturing these non-uniform effects is of great importance for
understanding how the cell may degrade in an uneven manner [14,15], which in turn adversely affects
cell performance and lifetime [8]. However, the full 3D DFN model is very computationally expensive,
motivating us to develop simpler models which still retain the essential physics. By exploiting the large
geometric aspect ratio of the cell, and the large ratio of the thermal voltage to the typical Ohmic drop
in the current collectors, we derived the simplified “2+1D” DFN model. The 2+1D DFN comprises a
collection of 1D DFN models describing the through-cell electrochemistry, coupled via a 2D electrical
problem in the current collectors and a 2D thermal problem. Similar 2+1D models, also referred
to as “potential pair” models, have been exploited in an ad-hoc way in many battery simulations.
Within the 2+1D structure, various models of have been employed to represent the 1D through-cell
electrochemistry, these include: the 1D DFN [16]; a nonlinear resistor fitted to an electrochemical
model [17]; and data [12]. In this paper, we begin from the 2+1D DFN model and, via asymptotic
methods, systematically derive a suite of computationally simpler models.
The models that we compare in this paper are displayed pictorially in Figure 1. The 2+1D DFN,
the most complex model we consider, is shown in the top-left panel. This model consists of a two-
dimensional problem for the potentials in each current collector and a two-dimensional thermal prob-
lem, coupled to a one-dimensional DFN model at each point representing the through-cell electrochem-
istry. Proceeding downwards in Figure 1, represents making simplifications to the transverse model
(i.e. the current collectors). The first simplification (the middle row) gives rise to a set of models we
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label ‘CC’. These models consist of a single ‘average’ through-cell electrochemical model and a second
decoupled two-dimensional problem for the current collector resistances (hence the name ‘CC’) which
can be solved ‘offline’ before solving the through-cell model. On the bottom row of Figure 1, the
effects of the current collectors are neglected entirely, with only a single representative through-cell
electrochemical model solved. We refer to these as 0D transverse models. The model equations asso-
ciated with each of these three transverse models are presented in §2. Moving to the right in Figure 1
represents making simplifications to the through-cell electrochemical model. The three through cell
models that we consider are the DFN model, the single particle model with electrolyte (SPMe), and
the single particle model (SPM). Formal derivations of the SPMe and SPM from the DFN can be found
in [18]. The DFN model comprises one-dimensional equations for the electrode potentials, the elec-
trolyte potentials, and the electrolyte concentrations that are posed on the macroscale (the thickness
of the electrode). At each point in the model there is a radial problem posed on the microscale (the
radius of an active particle) for the lithium concentrations in the particles. The DFN model is often
referred to as “pseudo two-dimensional” (P2D) since at each point in the one-dimensional macroscale
there is an additional one-dimensional microscale problem (i.e there is a particle at each point in the
electrode). The SPMe replaces the collection of problems for the particles with a single average particle
in each electrode. The equations for the average particles are coupled to a one-dimensional equation
for the electrolyte concentration, and the electrode and electrolyte potentials are then recovered via
algebraic expressions. Finally, the SPM discards the problem in the electrolyte, and consists of only
a single representative particle in each electrode. The model equations for each of these through-cell
electrochemical models are presented in §3. By combining any transverse model with any through-cell
electrochemical model, we arrive at one of the nine models in Figure 1. For example, by choosing the
‘CC’ transverse model and the SPMe for the through-cell model, we arrive at the SPMeCC model,
which consists of an ‘average’ SPMe model and decoupled current collector problem. Alternatively, by
choosing a 0D transverse model and the SPM through-cell model, we arrive at the standard 1D SPM
model. We shall compare each of the nine models in both the isothermal and thermal cases, and in
particular assess the predictions of key output variables from each model (e.g. the terminal voltage,
average temperature, etc.). By doing this, we aim to aid the reader in choosing the appropriate model
for a particular application with given requirements of computational speed and accuracy. Our results
are summarized in §5 and we particularly guide the reader’s attention to Table 4 for an overview of
the strengths and weaknesses of each model. An implementation of these models is also available in
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the open-source battery modelling software PyBaMM [19].
1.1 Notation
Before stating the governing equations we comment on our notation. We denote electric potentials by
φ, current densities by i, lithium concentrations1 by c, molar fluxes by N , and temperatures by T . To
distinguish potential, fluxes and concentrations in the electrolyte from those in the solid phase of the
electrode, we use a subscript e for electrolyte variables and a subscript s for solid phase variables. To
indicate the region within which each variable is defined, we include an additional subscript k, which
takes one of the following values: n (negative electrode), p (positive electrode), cn (negative current
collector), cp (positive current collector), or s (separator). For example, the notation φs,n refers to the
electric potential in the solid phase of the negative electrode. When stating the governing equations,
we take the region in which an equation holds to be implicitly defined by the subscript of the variables.
These regions are given by
Ωcn = [−Lcn, 0]× Ω, Ωn = [0, Ln]× Ω, Ωs = [Ln, Lx − Lp]× Ω,
Ωp = [Lx − Lp, Lx]× Ω, Ωcp = [Lx, Lx + Lcp]× Ω,
corresponding to the negative current collector, negative electrode, separator, positive electrode, and
positive current collector, respectively, where Ω = [0, Ly] × [0, Lz] is the projection of the cell onto
the (y, z)-plane. Here Lk (k ∈ {cn, n, s, p, cp}) are the thicknesses of each component of the cell,
Lx = Ln +Ls +Lp is the distance between the two current collectors, and Ly and Lz are the cell width
and height, respectively.
We also introduce the notation ∂Ωtab,k to refer to the negative and positive tabs (k ∈ {cn, cp}),
∂Ωext,k to refer to the external boundaries of region k ∈ {cn, n, s, p, cp}, and ∂Ωk1,k2 to refer to the
interface between regions k1 and k2. For instance, the notation ∂Ωn,s refers to the interface between
the negative electrode and the separator. Finally, for k ∈ {cn, cp} we use ∂Ωtab,k,⊥ to denote the
projection of the tabs onto the (y, z)-plane, and ∂Ωext,k,⊥ = ∂Ω \ ∂Ωtab,k,⊥ to denote the non-tab
region of the boundary of the projection.
Derivatives in x and r are written out explicitly, and we define the gradient in the transverse direction
1In the electrolyte c denotes the lithium-ion concentrations.
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2+1D DFN (P4D) 2+1D SPMe (P3D) 2+1D SPM (P3D)
DFNCC (P2D) SPMeCC (P1D) SPMCC (P1D)
DFN (P2D) SPMe (P1D) SPM (P1D)
Figure 1: Schematic diagram of the models we consider, and their complexity. DFN corresponds to
one-dimensional problem through the cell, at each point of which there is a radial problem for the
concentration of Li in the active material. Thus, such a model is pseudo-two-dimensional (P2D). In
2+1 DFN, at every point of the current collectors a one-dimensional DFN model is solved, leading to
a pseudo-four-dimensional (P4D) model. In the DFNCC, a single DFN model is solved, along with an
uncoupled two-dimensional problem in the current collectors. SPM considers a single active particle
in each electrode, leading to a one-dimensional model (P1D). In the SPMe, an extra one-dimensional
equation for the electrolyte is added; such a model is still P1D.
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as
∇⊥ ≡ ∂
∂y
e2 +
∂
∂z
e3. (1.1)
We use an overbar to denote an average in the x-direction, so that in each electrode
f¯n :=
1
Ln
∫ Ln
0
fn dx , f¯p :=
1
Lp
∫ Lx
Lx−Lp
fp dx . (1.2)
We use angled brackets to denote an average in the (y, z)-directions,
〈f〉 = 1
LyLz
∫
Ω
f dy dz . (1.3)
Quantities averaged over both the x-direction of an electrode and the y-z directions are then denoted
by 〈f¯k〉.
2 Transverse Models
Our starting point, the “2+1D DFN model”, is a set of through-cell one-dimensional models DFN
coupled to a two-dimensional problem for the boundary conditions. It was derived in [4] from a fully
three-dimensional DFN model in the limit of large current collector conductivity and small aspect
ratio. A further limit, in which the current collector conductivity is even larger, lead to a model in
which only a single through-cell one-dimensional problem needs to be solved, with an additional two-
dimensional problem needed to calculate an in-series resistance. We refer to this simpler model as the
“DFNCC”, where the “CC” stands for current collectors.
The reduced models in [4] were derived using the DFN model to describe the electrochemistry.
However the simplifications to the transverse behaviour are independent of the choice of model for the
through-cell behaviour. In the following we summarise the simplifications discussed in [4]. We then
show that, in the limit in which the current collector conductance is extremely large, the effect of the
current collectors can be neglected entirely, and we recover the standard one-dimensional description
of cell behaviour at the macroscale.
2.1 The 2+1D Model
In the limit in which the aspect ratio is small, the effective current collector conductance is large, and
the cell cooling is moderate, the full 3D pouch cell model reduces to a collection of through-cell models
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coupled via two-dimensional problems in the transverse direction for the distribution of potential in
the current collectors and the balance of energy. In terms of dimensional parameters, this model is
suitable in the regime
Lx
L⊥
 1, IappF
LcnσckRT∞
∼ 1, hfaceL
2
⊥
λeffL3x
∼ 1, hedgeL⊥
λeffL2x
∼ 1,
where L⊥ is a typical transverse dimension (e.g. Ly, Lz or (LyLz)1/2), σck is the current collector
conductivity (k ∈ {n,p}), R is the molar gas constant, T∞ the ambient temperature, Iapp is the applied
current, and λeff the effective thermal conductivity. The heat transfer coefficient h may in general be
a function of space (e.g. for tab cooling [20]), and we allow for the situation where the coefficient on
the edges hedge (which acts on an area of typical size LxL⊥) may be larger than that on the faces hface
(which acts on an area of typical size L2⊥).
In this limit the model is the two-dimensional pair-potential problem
Lcnσcn∇2⊥φs,cn = I, Lcpσcp∇2⊥φs,cp = −I, in Ω (2.1a)
with boundary conditions
φs,cn = 0 on ∂Ωtab,cn,⊥, ∇⊥φs,cn · n = 0 on ∂Ωext,cn,⊥ (2.1b)
−σcp∇⊥φs,cp · n = Iapp
Atab,cp
on ∂Ωtab,cp,⊥, ∇⊥φs,cp · n = 0 on ∂Ωext,cp,⊥, (2.1c)
where I(φs,cn, φs,cp, T ) is the through-cell current density, given by any one-dimensional electrochemical
model. This is coupled to the two-dimensional thermal problem
ρeff
∂T
∂t
= λeff∇2⊥T + Q¯−
(hcn + hcp)
L
(T − T∞), in Ω (2.1d)
−λeff∇⊥T · n = heff(T − T∞) on ∂Ω (2.1e)
with initial condition T = T0, where the x-averaged heat source is
Q¯ = Q¯+ Lcn
L
σcn|∇⊥φs,cn|2 + Lcp
L
σcp|∇⊥φs,cp|2, (2.1f)
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with Q¯ being the x-averaged heat source from the one-dimensional electrochemical model with the
current density given by I = Iapp/(LyLz). In the above Iapp is the applied current, Atab,cp is the
positive tab area, ρeff is the effective volumetric heat capacity, L is the total cell thickness (Lx +Lcn +
Lcp), heff the effective edge heat transfer coefficient, and hcn and hcp are the heat transfer coefficients on
the faces of the negative and positive current collectors, respectively. The effective edge heat transfer
coefficient is
heff =
1
(Lx + Lcn + Lcp)
∫ Lx+Lcp
−Lcn
hedge dx ,
and the effective volumetric heat capacity and thermal conductivity are
ρeff =
∑
k
ρkcp,kLk∑
k
Lk
, λeff =
∑
k
λkLk∑
k
Lk
, (2.1g)
respectively. Here ρk, cp,k and λk are the the density, specific heat capacity and thermal conductivity,
respectively, of each component.
2.2 The very large conductance limit: CC Model
In the limit where the current collector conductance is even larger, the potential in the current collectors
is approximately uniform, and it suffices to solve a single volume-averaged through-cell model, rather
than a collection of through-cell models. Further, if the edge heat transfer coefficient heff is suitably
small, and the face heat transfer coefficients hcn and hcp are uniform in space, the cell temperature is
approximately uniform. In terms of dimensional parameters, this simplified model is suitable when
Lx
L⊥
 1, IappF
LcnσckRT∞
 1, hfaceL
2
⊥
λeffL3x
∼ 1, hedgeL⊥
λeffL2x
 1,
The “CC” model consists of an algebraic expression for the terminal voltage and a single differential
equation for the average cell temperature
V = V (I, 〈T 〉)−RcpIapp −RcnIapp, (2.2a)
ρeff
∂〈T 〉
∂t
= Q¯ (I, 〈T 〉)− (hcn + hcp)
L
(〈T 〉 − T∞)− (〈T 〉 − T∞)
LyLz
∫
∂Ω
heff ds (2.2b)
+HcnI
2
app +HcpI
2
app in Ω,
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where V and Q¯ are the voltage and x-averaged heat source terms determined from the solution of a
single one-dimensional electrochemical model. The current collector resistances are computed as
Rcn =
〈fn〉
LyLzLcnσcn
, Rcp =
1
LyLzσcpAtab,cp
∫
∂Ωtab,cp,⊥
fp ds (2.2c)
and the coefficients related to Ohmic heating in the current collectors are
Hcn =
Lcn〈|∇⊥fn|2〉
L(LyLzLcn)2σcn
, Hcp =
Lcp〈|∇⊥fp|2〉
L(LyLzLcp)2σcp
, (2.2d)
where fn and fp satisfy the auxilliary equations
∇2⊥fn = −1, ∇2⊥fp = 1 in Ω, (2.2e)
fn = 0 on ∂Ωtab,cn,⊥, ∇⊥fn · n = 0 on ∂Ωext,cn,⊥, (2.2f)
∇⊥fp · n = LyLzLcp
Atab,cp
on ∂Ωtab,cp,⊥, ∇⊥fp · n = 0 on ∂Ωext,cp,⊥, 〈fp〉 = 0. (2.2g)
The potential distribution in the current collectors can be determined from fn and fp via
φs,cn = − Iappfn
LyLzLcnσcn
, φs,cp = V +
Iappfp
LyLzLcpσcp
. (2.2h)
An approach sometimes used in the literature is to retain the spatial derivatives in the energy
balance equation, but use heat source terms from the averaged one-dimensional electrochemical model
(see e.g. [11]). Such an approach corresponds to replacing Q¯(I, T ) with Q¯(I, 〈T 〉) and replaces (2.2b)
with
ρeff
∂T
∂t
= λeff∇2⊥T + Q¯(I, 〈T 〉)−
(hcn + hcp)
L
(T − T∞) (2.3a)
+
Lcn
L
σcn|∇⊥φs,cn|2 + Lcp
L
σcp|∇⊥φs,cp|2, in Ω
−λeff∇⊥T · n = heff(T − T∞) on ∂Ω (2.3b)
This model captures the variation due to Ohmic heating in the current collectors and cooling at the
boundaries, but neglects the spatial variation of the heat source within the cell. In the following results
we use (2.3) in favour of (2.2b).
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2.3 The extremely large conductance limit: 0D Model
In the CC model the conductivity of the current collectors is high enough that the potential is ap-
proximately uniform across them, and the resistances due to the current collectors are calculated as a
perturbation. If this perturbation is so small as to be negligible, these correction terms can be ignored.
In that case the potential in the current collectors is uniform
φs,cn = 0, φs,cp = V, (2.4)
and we arrive at a model in which the effects of the current collectors are ignored entirely. In this
model the cell behaviour is uniform in (y, z), and the temperature, which is now a function of time
only, is governed by the ODE
ρeff
∂T
∂t
= Q¯ (I, T )− (hcn + hcp)
L
(T − T∞)− (T − T∞)
LyLz
∫
∂Ω
heff ds in Ω, (2.5)
with initial condition T = T0. The CC model includes terms of order (IappF/LcnσckRT∞) but neglects
those of order (IappF/LcnσckRT∞)2 , while the 0D model neglects terms of order (IappF/LcnσckRT∞).
3 Through-cell models
Here we give the governing equations for the DFN, SPMe and SPM. In [18] it was shown that the SPM
and SPMe can be derived from the DFN via asymptotic analysis in the limit in which the electrical
conductivity in the electrodes and electrolyte is large and the timescale for the migration of lithium
ions in the electrolyte is small relative to the typical timescale of a discharge. For clarity, we outline
the requirements for the simplified models to be valid, but we omit the details of the derivation.
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3.1 DFN
The one-dimensional DFN model comprises equations for charge conservation
I − ie,k = −σk ∂φk
∂x
, k ∈ {n, p} (3.1a)
∂ie,k
∂x
=

akjk, k = n, p
0, k = s
, (3.1b)
ie,k = 
b
kκe(ce,k, T )
(
−∂φe,k
∂x
+ 2(1− t+)RT
F
∂
∂x
(log(ce,k))
)
, k ∈ {n, s, p}; (3.1c)
mass conservation
∂cs,k
∂t
= − 1
r2
∂
∂r
(
r2Ns,k
)
, Ns,k = −Ds,k(cs,k, Tk)∂cs,k
∂r
, k ∈ {n, p}, (3.1d)
k
∂ce,k
∂t
= −∂Ne,k
∂x
+
1
F
∂ie,k
∂x
, k ∈ {n, s, p}, (3.1e)
Ne,k = −bkDe(ce,k, Tk)
∂ce,k
∂x
+
t+
F
ie,k, k ∈ {n, s, p} (3.1f)
and electrochemical reactions
jk = j0,k sinh
(
Fηk
2RgTk
)
, k ∈ {n, p}, (3.1g)
j0,k = mk(Tk)(cs,k)
1/2(cs,k,max − cs,k)1/2(ce,k)1/2
∣∣
r=Rk
k ∈ {n, p}, (3.1h)
ηk = φs,k − φe,k − Uk(cs,k, T )
∣∣
rk=Rk
, k ∈ {n, p}; (3.1i)
along with boundary conditions relating to charge conservation
φs,n
∣∣
x=0
= φs,cn, φs,p
∣∣
x=Lx
= φs,cp, (3.1j)
ie,n
∣∣
x=0
= 0, ie,p
∣∣
x=Lx
= 0, (3.1k)
φe,n
∣∣
x=Ln
= φe,s
∣∣
x=Ln
, ie,n
∣∣
x=Ln
= ie,s
∣∣
x=Ln
, (3.1l)
φe,s
∣∣
x=Lx−Lp = φe,p
∣∣
x=Lx−Lp , ie,s
∣∣
x=Lx−Lp = ie,p
∣∣
x=Lx−Lp ; (3.1m)
11
mass conservation in the electrolyte
Ne,n
∣∣
x=0
= 0, Ne,p
∣∣
x=Lx
= 0, (3.1n)
ce,n
∣∣
x=Ln
= ce,s|x=Ln , Ne,n
∣∣
x=Ln
= Ne,s
∣∣
x=Ln
, (3.1o)
ce,s|x=Lx−Lp = ce,p|x=Lx−Lp , Ne,s
∣∣
x=Lx−Lp = Ne,p
∣∣
x=Lx−Lp ; (3.1p)
and mass conservation in the electrode active material
Ns,k
∣∣
rk=0
= 0, Ns,k
∣∣
rk=Rk
=
jk
F
, k ∈ {n, p}. (3.1q)
In addition, the following initial conditions are prescribed for the lithium concentrations in the solid
and electrolyte
cs,k(x, y, z, r, 0) = cs,k,0, k ∈ {n, p}, (3.2a)
ce,k(x, y, z, 0) = ce,0, k ∈ {n, s, p}. (3.2b)
The heat source term Qk is computed as
Qk = QOhm,k +Qrxn,k +Qrev,k, (3.3)
and accounts for Ohmic heating QOhm,k due to resistance in the solid and electrolyte, irreverisble
heating due to electrochemical reactions Qrxn,k, and reversible heating due to entropic changes in the
the electrode Qrev,k [21]. In the electrodes these terms are computed as
QOhm,k = −
(
is,k
∂φs,k
∂x
+ ie,k
∂φe,k
∂x
)
, k ∈ {n, p}, (3.4)
Qrxn,k = akjkηk, k ∈ {n, p}, (3.5)
Qrev,k = akjkT
∂Uk
∂T
∣∣∣∣
T=T∞
, k ∈ {n, p}. (3.6)
However, in the separator there is no heat generation due to electrochemical effects, and we need only
consider the Ohmic heat generation term given by
QOhm,s = −ie,s · ∂φe,s
∂x
. (3.7)
12
The x-averaged through-cell heat generation is given by
Q¯ = 1
L
∑
k
LkQk. (3.8)
3.2 SPMe
The one-dimensional single particle model with electrolyte (SPMe) was derived in [18] by employing
asymptotic methods. The limit taken is that of a short timescale for lithium-ion diffusion in the
electrolyte relative to the discharge timescale, alongside high electron conductivity in the electrodes
and high ion conductivity in the electrolyte. The conditions for application are summarised in Table 1.
The model includes terms of order Ce, but neglects those of order C2e , where Ce is defined in Table 1.
Parameter combination Required size Interpretation
Ce = ItypL/(De,typFcn,max)  1 Lithium-ion migration timescale
is small relative to typical dis-
charge timescale
RTσk/(FItypL)  1 Thermal voltage is large relative
to the typical potential drop in
electrode k
RTκe,typ/(FItypL)  1 Thermal voltage is large relative
to the typical potential drop in
the electrolyte
(Rk)
2Ityp/(Ds,kFcn,maxL)  1/Ce Solid diffusion occurs on a
shorter or similar timescale to a
discharge
Ityp/(mkak(ce,typ)1/2cn,maxL)  1/Ce Reactions occur on a shorter or
similar timescale to a discharge
Table 1: The key conditions to be satisfied for the application of the SPMe, with Ityp = Iapp/Ly/Lz. In
addition, it is required that Ce  Lk/L 1/Ce, Ce  cp,max/cn,max  1/Ce, and Ce  ce,typ/cn,max 
1/Ce, which are true in practical situations.
In this paper we use a slightly modified version of the SPMe from that introduced in [18]. These
modifications are discussed in Appendix B. The SPMe comprises equations for mass conservation in a
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single “average” particle in each electrode
∂cs,k
∂t
= − 1
r2
∂
∂r
(
r2Ns,k
)
, Ns,k = −Ds,k(cs,k, Tk)∂cs,k
∂r
, k ∈ {n, p}, (3.9)
Ns,k
∣∣
rk=0
= 0, k ∈ {n, p}, Ns,k
∣∣
rk=Rk
=

I
FanLn
, k = n,
− I
FapLp
, k = p,
, (3.10)
cs,k(y, z, r, 0) = cs,k,0, k ∈ {n, p}; (3.11)
and mass conservation in the electrolyte
k
∂ce,k
∂t
= −∂Ne,k
∂x
+

I
FLn
, k = n,
0, k = s,
− I
FLp
, k = p,
, (3.12)
Ne,k = −bkDe(ce,k, T )
∂ce,k
∂x
+

xt+I
FLn
, k = n,
t+I
F
, k = s,
(L− x)t+I
FLp
, k = p,
(3.13)
Ne,n
∣∣
x=0
= 0, Ne,p
∣∣
x=L
= 0, (3.14)
ce,n|x=Ln = ce,s|x=Ln , Ne,n
∣∣
x=Ln
= Ne,s
∣∣
x=Ln
, (3.15)
ce,s|x=L−Lp = ce,p|x=L−Lp , Ne,s
∣∣
x=L−Lp = Ne,p
∣∣
x=L−Lp (3.16)
ce,k(x, y, z, 0) = ce,0, k ∈ {n, s, p}. (3.17)
The through-cell current density, I, and local voltage V = φs,cp − φs,cn are related through
V = Ueq + ηr + ηc + ∆ΦElec + ∆ΦSolid, (3.18)
where Ueq is the electrode-averaged open-circuit voltage
Ueq = Up
(
cs,p
∣∣
r=Rp
, T
)
− Un
(
cs,n
∣∣
r=Rn
, T
)
, (3.19)
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ηr is the electrode-averaged reaction overpotential and is given by the difference of the average positive
and negative electrode reaction overpotentials as
ηr = ηp − ηn (3.20)
ηn =
2RT
F
sinh−1
( I
anj0,nLn
)
, (3.21)
ηp = −2RT
F
sinh−1
( I
apj0,pLp
)
, (3.22)
where j0,n and j0,p are the average negative and positive exchange current densities given by
j0,n =
1
Ln
∫ Ln
0
mn(T )(cs,n)
1/2(cs,n,max − cs,n)1/2(ce,n)1/2 dx, (3.23)
j0,p =
1
Lp
∫ L
L−Lp
mp(T )(cs,p)
1/2(cs,p,max − cs,p)1/2(ce,p)1/2 dx. (3.24)
The remaining terms in (3.18) are the electrolyte concentration overpotential
ηc = 2(1− t+)RT
F
log
(
ce,p
ce,n
)
, (3.25)
the electrolyte Ohmic losses
∆ΦElec = − I
κe(ce,0, T )
(
Ln
3bn
+
Ls
bs
+
Lp
3bp
)
, (3.26)
and the solid-phase Ohmic losses
∆ΦSolid = −I
3
(
Lp
σp
+
Ln
σn
)
. (3.27)
If the through-cell current I is provided then we can a-posteriori read V from (3.18). However, if
V is provided then (3.18) provides an algebraic constraint that must be enforced during the solution
process.
The remaining key variables are given by the following algebraic expressions. The negative and
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positive electrode potentials are given by
φs,n = φs,cn +
Ix
2σnLn
(2Ln − x), (3.28)
φs,p = φs,cp +
I(x− Lx)(Lx − 2Lp − x)
2σpLp
; (3.29)
the electrolyte potential is given by
φe,n = Φe + 2(1− t+)RT
F
log
(
ce,n
ce,n
)
− I
κe(ce,0, T )
(
x2 − L2n
2bnLn
+
Ln
bs
)
, (3.30)
φe,s = Φe + 2(1− t+)RT
F
log
(
ce,s
ce,n
)
− Ix
κe(ce,0, T )bs
, (3.31)
φe,n = Φe + 2(1− t+)RT
F
log
(
ce,p
ce,n
)
− I
κe(ce,0, T )
(
x(2Lx − x) + L2p − L2x
2bpLp
+
Lx − Lp
bs
)
, (3.32)
where
Φe = φs,n − ηn + ILn
κe(ce,0, T )
(
1
bn
− 1
bs
)
; (3.33)
and the average negative and positive interfacial current densities are given by
jn =
I
FanLn
, jp = − I
FapLp
. (3.34)
The heat source term Q is computed using (3.3)–(3.8).
3.3 SPM
The SPMe retains terms of order Ce but neglects terms of order C2e . If Ce is so small that the terms of
order Ce may themselves be neglected, the result is the one-dimensional single particle model (SPM)
[18]. Thus, the SPM is less accurate than the SPMe, but also slightly simpler. The SPM consists only
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of equations for mass conservation in an average particle in each electrode
∂cs,k
∂t
= − 1
r2
∂
∂r
(
r2Ns,k
)
, Ns,k = −Ds,k(cs,k, Tk)∂cs,k
∂r
, k ∈ {n, p}, (3.35)
Ns,k
∣∣
rk=0
= 0, k ∈ {n, p}, Ns,k
∣∣
rk=Rk
=

I
FanLn
, k = n,
− I
FapLp
, k = p,
(3.36)
cs,k(y, z, r, 0) = cs,k,0, k ∈ {n, p}. (3.37)
The through-cell current, I, and local voltage V are related through
V = Ueq + ηr, (3.38)
where Ueq and ηr are given by (3.19) and (3.20), respectively. The negative and positive electrode
potentials are given by
φs,n = φs,cn, φs,p = φs,cp, (3.39)
the electrolyte potential is given by
φe = φs,n − Un
(
cs,n
∣∣
r=Rn
, T
)
− ηn, (3.40)
and the electrolyte concentration is given by
ce,k = ce,0. (3.41)
Finally, the heat source term Q is computed using (3.3)–(3.8). However, since the potentials in the
SPM are all constant in space, the only non-zero contributions to the heating come from the terms
due to electrochemical reactions Qrxn,k and Qrev,k. The Ohmic heating terms appear at higher order,
and are included in the SPMe.
Although the SPM is simpler than the SPMe, we note that in terms of computational complexity
they are similar—the SPMe essentially comprises three uncoupled one-dimensional partial differential
equations in comparison to the two uncoupled one-dimensional partial differential equations of the
SPM. In contrast the DFN model, as already noted, is pseudo-two-dimensional.
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4 Critical Comparison of Isothermal 1+1D Models
In this section, we provide a numerical comparison of the models depicted in Figure 1. For ease
of exposition we consider the case in which all variables are uniform in y, so that each model has
one-dimensional current collectors (in z) (in the “extremely large conductance” limit the effects of
the current collectors are ignored). In total we consider 9 models: 1+1D DFN, 1+1D SPM, 1+1D
SPMe, DFNCC, SPMeCC, SPMCC, DFN, SPMe and SPM. Each model is implemented within the
open source battery modelling software PyBaMM (Python Battery Mathematical Modelling) [19].
PyBaMM is a modular open-source framework that allows users to build and solve physics-based
models of lithium-ion cells by selecting different physical effects for each component of the cell, so is
well-suited to comparing a suite of different models like those in Figure 1. The model equations are
discretised in space using the finite-volume method and integrated in time using an adaptive, variable-
order backward differentiation formula. For the spatial discretisation we use the following number of
grid points: Nz = 30 in the z-direction of the current collectors; Nrn = 20 and Nrp = 20 in r-direction
of the negative and positive particles, respectively; and Nxn = 35, Nxs = 20, and Nxp = 35 in the
x-direction negative electrode, separator and positive electrode, respectively. Unless otherwise stated,
results are presented for a 1C constant current discharge. To demonstrate the relative computational
complexity of each model we present the number of states in each model2 alongside the solve time
in Table 2. We observe a dramatic decrease in both memory requirements and solve times as the
complexity of the model is decreased. For example, the SPMeCC requires around 0.2% of the memory
required by the 1+1D DFN and is over 400 times faster to solve than the 1+1D DFN.
Model 1+1D DFN 1+1D SPMe 1+1D SPM DFN(CC) SPMe(CC) SPM(CC)
Number of states 49561 3961 1261 1651 131 41
Solve time [ms] 8308 1514 105 259 18 13
Table 2: The number of states required for the time integration component of the isothermal version
of each model and associated time integration solve time (i.e. excluding any initial time independent
solves) for a 1 C constant current disharge with Nz = 30, Nxn = 35, Nxs = 20, Nxp = 35, Nrn = 20,
and Nrp = 20. Since we have ignored the time-independent part of the problem, the results for the
“CC” and 1D (no current collector effects) models are the same.
Despite the clear computational benefits of employing a reduced-order model, modelling errors are
introduced and must be understood. To help quantify spatial and temporal errors, we use two measures.
2Here we refer to the number of states required by part of the model that is integrated in time. That is, we ignore
the states in the “CC” part of the problem which is solved “offline” and is separate from the time integration.
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The first is the maximum absolute error at each point in z defined for a variable Φ to be
z = max
t
|Φ1+1D DFN − ΦReduced| , (4.1)
where Φ1+1D DFN is the value of variable predicted by the 1+1D DFN model and ΦReduced is the value
of the variable predicted by relevant the reduced-order model. The other measure of the error that we
use is the maximum absolute error at each point in time in the discharge defined for each variable Φ
as
t = max
z
|Φ1+1D DFN − ΦReduced| . (4.2)
Both z and t automatically inherit the units of the variable, Φ, under study.
The results and conclusions presented below are specific to the parameter values in Tables 6 and 7,
and one should keep in mind that the most appropriate model is a function of the particular parameter
values being used. In Section 5, we will discuss changes to key parameters that are likely to have a
large impact upon the conclusions of this section.
4.1 Comparison of terminal voltage
The most commonly used output of lithium-ion battery models is typically the predicted terminal
voltage. In Figure 2 (a), and (b), we present the 1 C terminal voltage predicted by each model and the
associated errors between the reduced-order model and the 1+1D DFN. At a glance, with the exception
of the SPM, the reduced-order models are able to recover the behaviour predicted by the 1+1D DFN
at 1 C. However, in Figure 2 (b), we observe between a one and two order of magnitude decrease in the
error when using the DFN as the through-cell model, irrespective of the choice of transverse model.
This suggests that simplifications in the the through-cell electrochemistry result in a greater increase
in error than simplifications in transverse direction. In Figure 2 (c), the maximum absolute error in
the terminal voltage across the discharge is presented as a function of the C-rate. As expected, the
error increases with increasing C-rate for all of the models considered. Additionally, the error in the
models which use the SPM and SPMe increases more quickly with C-rate when compared with the
models that use the DFN. This suggests that at higher C-rates retaining a more complex through-cell
model becomes increasingly important.
If the terminal voltage is the only quantity of interest then our results suggest that employing a
reduced-order model that does not couple the current collector and electrochemical effects is the most
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appropriate model choice, in the sense the voltage can be accurately predicted at a greatly reduced
computational cost. In particular, if one has a larger computational budget and has access to efficient
differential algebraic equation (DAE) solvers then making use of the 1D DFN or DFNCC gives the
best prediction of the voltage. However, if the computational budget is more limited the 1D SPMe
or SPMeCC may be more appropriate. Finally, we note that the errors between experimental data
and more complex models (i.e. DFN) can be on the order of 10−1V [22], so in practice introducing
a modelling error on the order of 10−2V, such as in the SPMeCC, may not affect the ability of the
model to replicate experimental results.
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Figure 2: Comparison of the predicted terminal voltage: (a) 1 C discharge voltage profile predicted
by each model; (b) 1 C discharge voltage profile absolute error between each reduced-order model and
the 1+1D DFN at each time in the discharge; and (c) the maximum absolute error (across all times
during the discharge) between each reduced-order model and the 1+1D DFN at a range of C-rates.
The results for the 1+1D SPMe, SPMeCC, and SPMe are almost indistinguishable and the results for
the 1+1D SPM, SPMCC, and SPM are indistinguishable.
4.2 Comparison of particle concentrations
In Figure 3(a), we display the variation in z of the surface concentration of the through-cell averaged
(x-averaged) negative particle predicted by the 1+1D DFN throughout the full discharge. Initially the
surface concentration is uniform in z. However, as the discharge proceeds, the upper portion of the
cell near the tabs becomes more depleted than the lower portion of the cell. This is due to current
preferentially travelling through the upper portion of the cell as the path of least resistance. When
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the upper portion of the cell is almost fully depleted, the resistances associated with discharging the
upper portion of the cell increase (i.e. it becomes harder to remove more lithium from the negative
electrode and harder to insert lithium into the positive electrode) to a sufficient level such that current
preferentially travels through the less utilized portions of the cell, thus leading to the final uniform
particle surface concentration. The effect of this on the current can be observed in Figure 4(a).
In Figure 3(b), we plot the x-averaged negative particle surface concentration at 0.17 A h predicted by
the 1+1D DFN, the 1+1D SPM, the 1+1D SPM, and the average concentration which is predicted by
the models that do not include the z-dependence of the concentrations (i.e. the “CC” and 1D models).
Given that the variation in surface concentration is on the order of 15 mol m−3, employing a z-averaged
model recovers the surface concentrations to 0.1% accuracy. However, as shown in Figures 3(c) and
(d), an order of magnitude decrease in the error can be achieved when using a z-resolved model such
as the 1+1D SPM or 1+1D SPMe. For situations in which resolving the spatial inhomogenieties (in
z) in the surface concentration are crucial, a model at least as detailed as the 1+1D SPM should be
employed.
A further comparison of the surface concentration variables is provided in Table 3. Instead of
comparing the x-averaged surface concentration, we now compare the surface concentration at every
(x,z)-location in the cell. Here, we observe that the root mean square error (RMSE) in the particle
surface concentration is in fact larger for the 1+1D SPM(e) than the 1D DFN and DFNCC. This is
because 1+1D SPMe considers a single x-averaged particle in the through-cell direction, and in this
instance the through-cell variation in the particle surface concentration is more significant than the
z-direction variation. This highlights the fact that the best combination of through-cell and transverse
simplifications depends on which quantities are of interest: for the results here we find that the 1+1D
SPMe best recovers the through-cell averaged particle surface concentration, but the 1D DFN better
approximates the surface concentration at each (x,z) location.
4.3 Comparison of current distribution
In Figure 4(a), we present the through-cell current density predicted by the 1+1D DFN as a function
of z and discharge capacity. As discussed in our description of the particle surface concentration vari-
ation, we observe that the current preferentially travels through the top of the cell with the exception
of particular times where particle concentrations are such that the through-cell resistance makes it
preferential for the current to flow more uniformly through the cell (at 0.35 A h) and through the
21
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Figure 3: Comparison of the x-averaged negative particle surface concentration: (a) Variation in
the x-averaged negative particle surface concentration predicted by the 1+1D DFN; (b) Snapshot at
0.17[A.h]; (c) Maximum (over z) absolute error at each time in the discharge; (d) Maximum (over the
entire discharge) absolute error at each z location.
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bottom of the cell (at the end of discharge). In Figure 4(b), we show the through-cell current density
as a function of z at 0.17 A h through the discharge. We observe that the average current (as predicted
by the “CC” and 1D models) provides a good first approximation of the through-cell current density
which is reasonably uniform (only varying by about 0.04 A m−2). However, the 1+1D SPM and 1+1D
SPMe both provide an improved estimate of the spatial variation in the through-cell current density,
and can give an order of magnitude decrease in the error, as demonstrated in Figures 4(c) and (d).
In applications where accurately resolving the current distribution is a key objective and the compu-
tational budget is limited, the 1+1D SPMe is the best choice in terms of offering good accuracy at
low computational costs. One such application is in studying the effects of degradation, where deter-
mining the distribution of current and therefore the overpotentials is crucial for determining rates of
degradation.
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Figure 4: Comparison of the through-cell current: (a) Through-cell current predicted by the 1+1D
DFN; (b) Snapshot at 0.17 [A h]; (c) Maximum (over z) absolute error at each time in the discharge;
(d) Maximum (over the entire discharge) absolute error at each z location.
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4.4 Comparison of negative potentials
In Figure 5(a), we present the potential in the negative electrode at the point 0.17 A h in the discharge
(we display this instead of the current collector potential through time because the current collector
potential is approximately constant throughout a 1 C discharge). In the upper left corner of the
electrode, next to the tab, the potential takes values close to the reference value of zero. However, as
we move through the cell in the x-direction or down the current collector in the z-direction we observe
a drop in the potential. In particular, a greater potential drop is observed in the current collector
direction and so current collector Ohmic losses are of greater importance than through-cell electrode
Ohmic losses. In Figures 5(b), (c), and (d), we compare the negative current collector potential at
0.17 A h as predicted by the 1+1D and “CC” models. Note that the 1D models predict that the
potential will simply take on the reference value of 0 everywhere in the current collector. We observe
excellent agreement between all models.
4.5 Summary of Isothermal Comparison
In this section, we have provided a critical comparison of some of the key outputs predicted by the
1+1D DFN model and the reduced-order models introduced in this paper. In the interest of brevity,
we have only presented detailed results for a limited set of variables, but results for other key variables
are provided in Table 3 for reference.
The key result is that in the isothermal case, choosing a reduced-order model that simplifies the
z-direction behaviour (e.g. the DFNCC) instead of the x-direction behaviour (e.g. 1+1D SPMe)
provides a better allocation of computational resources. Only in situations where the z-direction
variation in variables, such as the surface concentrations and through-cell current, are essential should
simplifications to the through-cell model be made in favour of simplifications to the transverse model.
In such situations, the 1+1D SPMe typically provides a good balance of accuracy and computational
cost.
4.6 Critical Comparison of 1+1D Thermal Models
We now compare the thermal versions of the models under the conditions of a 3 C discharge and tab
cooling. Tab cooling is simulated by applying
λ∇T · n = −htab(T − T∞) (4.3)
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Figure 5: Comparison of negative potentials: (a) Snapshot at 0.17 [A.h] of the negative electrode
potential predicted by the 1+1D DFN; (b) Snapshot of the negative current collector potential at
0.17[A.h]; (c) Maximum (over z) absolute error in the negative current collector potential at each
time in the discharge; (d) Maximum (over the entire discharge) absolute error in the negative current
collector potential at each z location. The results of the DFNCC, SPMeCC, and SPMCC are all
represented by CC.
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Variable Units Typical values 1+1D SPMe 1+1D SPM DFNCC SPMeCC SPMCC DFN SPMe SPM
V V 3.4 – 3.8 3.25× 10−3 2.04× 10−2 1.29× 10−4 3.29× 10−3 2.05× 10−2 2.70× 10−4 3.33× 10−3 2.06× 10−2
φs, cn V −1.5× 10−4 – 0 1.44× 10−8 3.30× 10−8 6.75× 10−8 6.75× 10−8 6.75× 10−8 1.11× 10−4 1.11× 10−4 1.11× 10−4
φs,n V −1.7× 10−4 – 0 2.03× 10−6 1.53× 10−5 7.79× 10−8 2.00× 10−6 1.53× 10−5 1.11× 10−4 1.11× 10−4 1.24× 10−4
φe,k V −0.26 – −0.17 2.03× 10−3 1.20× 10−2 3.81× 10−5 2.03× 10−3 1.20× 10−2 1.04× 10−4 2.07× 10−3 1.20× 10−2
φs,p V 3.4 – 3.8 3.25× 10−3 2.02× 10−2 1.14× 10−4 3.25× 10−3 2.02× 10−2 1.22× 10−4 3.28× 10−3 2.03× 10−2
φs,cp V 3.4 – 3.8 3.25× 10−3 2.04× 10−2 7.55× 10−5 3.27× 10−3 2.04× 10−2 1.22× 10−4 3.28× 10−3 2.05× 10−2
I A m−2 23.7 – 24.1 6.11× 10−3 1.40× 10−2 2.87× 10−2 2.87× 10−2 2.87× 10−2 2.87× 10−2 2.87× 10−2 2.87× 10−2
cs,n
∣∣
r=Rn
mol m−3 4804 – 19404 9.28× 102 9.28× 102 6.77 9.28× 102 9.28× 102 6.77 9.28× 102 9.28× 102
cs,p
∣∣
r=Rp
mol m−3 31506 – 48316 4.14× 102 4.14× 102 7.33 4.14× 102 4.14× 102 7.33 4.14× 102 4.14× 102
ce,k mol m
−3 800 – 1200 1.08× 101 1.14× 102 1.41× 10−1 1.08× 101 1.14× 102 1.41× 10−1 1.08× 101 1.14× 102
ie,k A m
−2 0.9 – 24 1.65 1.65 2.11× 10−2 1.65 1.65 2.11× 10−2 1.65 1.65
jk A m
−2 −2.3 – 2.6 3.06× 10−1 3.06× 10−1 2.54× 10−3 3.06× 10−1 3.06× 10−1 2.54× 10−3 3.06× 10−1 3.06× 10−1
ηn V 0.0014 – 0.008 1.30× 10−3 1.34× 10−3 1.01× 10−5 1.30× 10−3 1.34× 10−3 1.01× 10−5 1.30× 10−3 1.34× 10−3
ηp V −0.12 – −0.06 4.20× 10−3 4.80× 10−3 7.14× 10−5 4.20× 10−3 4.80× 10−3 7.14× 10−5 4.20× 10−3 4.80× 10−3
Table 3: RMSE of key model variables in each of the reduced-order models vs. the 1+1D DFN for a
1 C constant current discharge.
on the tabs and
λ∇T · n = 0 (4.4)
on all other boundaries. For the purposes of this comparison, both tabs are placed at the top of the
cell and the value of htab is set to 1000 W m
−2 K−1 so that a temperature variation on the order of
a few degrees Kelvin is observed across the cell; this is in accordance with experimental results [20].
This approach was taken as a simple way to induce a variation in the temperature in the z-direction
that is similar to the variation seen in experiments. However, a proper treatment of tab cooling would
involve a more complete model of the tab which has been shown to be a major heat transfer bottle
neck [20].
Figure 6 we show the volume-averaged temperature predicted by each model. Owing to the effects
of tab cooling, it is important to account for the current collectors in order to accurately predict the
temperature. However, a large contribution to the error comes from ignoring electrolyte effects and
assuming uniform (in x) electrode potentials, as evidenced by the poor performance of all of the models
that use the SPM. For the parameters in Tables 6 and 7 it is better to include a more complex model
of the electrochemistry with a simpler model of the transverse behaviour in order to accurately predict
the temperature. For instance, it is a better use of computational resources to choose the DFNCC
rather than the 1+1D SPMe.
The DFN, SPMe and SPM employ a lumped thermal model with cooling proportional to the dif-
ference between the average temperature and the ambient temperature. Since the actual temperature
at the tab is lower than the average temperature, these models overpredict the cooling rate, giving a
lower volume-averaged cell temperature, as observed in Figure 6.
Figure 7 shows the temperature as a function of space and time throughout the discharge. Again
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Figure 6: Comparison of the volume-averaged cell temperature: (a) predicted volume-averaged cell
temperature; (b) absolute error between reduced model and 1+1D DFN at each time during discharge.
we observe that the DFNCC best predicts the temperature profile of the 1+1D DFN, and the greatest
error is introduced by using the SPM. Note that the error for the 1+1D and “CC” models is similar,
backing up the suggestion to use a simpler transverse model (that still retains some z dependence).
In Figure 8, we break down the volume-averaged heating into its individual components to help
diagnose where errors in the various reduced models arise. We observe that across all forms of heating,
the DFNCC is almost indistinguishable from the results of the 1+1D DFN. Whilst one might initially
think that the 1D DFN should produce the same irreversible and reversible reaction heating as the
DFNCC, this is not not the case because the temperature predicted by the 1D DFN is lower, as
mentioned in the discussion of Figure 6. The temperature dependence of the electrochemical reactions
then means that the 1D DFN actually overpredicts the reaction heating (an effect which increases
as the temperatures diverges further through the discharge). The SPMeCC and 2+1D SPMe both
capture the general behaviour of the Ohmic and irreversible reaction heating, however they fail to
capture fluctuations in this general behaviour, particularly in the Ohmic heating. This is a result of
failing to capture though-cell variations in the reaction overpotentials, as well as the more detailed
variations in the electrolyte potentials. Despite this, both the SPMeCC and 1+1D SPMe perform
reasonably well at recovering the total heating. The main failing of the SPM and 1+1D SPM is
that neither accounts for any though-cell Ohmic heating, with the 1+1D SPM only accounting for
current collector Ohmic heating. As a result, these models significantly under predict the cell heating.
Therefore it is recommended that a more complicated model than the SPM is used for the through-cell
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Figure 7: Comparison of temperature profiles: (a) x-averaged cell temperature variation through time
predicted by the 1+1D DFN; (b) x-averaged cell temperature at 0.17 [A h]; (c) Maximum (over z)
absolute error at each time in the discharge; (d) Maximum (over the entire discharge) absolute error
at each z location.
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model for thermal studies, unless the model parameters vary significantly from those in this study.
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Figure 8: Comparison of volume-averaged cell heating: (a) total heating; (b) Ohmic heating; (c)
reaction (irreversible) heating; (d) irreversible heating.
In Figure 9 (a), we present the total heating predicted by the 1+1D DFN as a function of z and the
discharge time. Initially the cell heats near the top, but as the discharge proceeds heating mainly occurs
near the bottom of the cell. This may seem in contrast to what we would expect given the isothermal
current profiles in Figure 4. However, as shown in Figure 10, the current profile can in fact be very
different for the tab cooling scenario considered here. We now see that the current now preferentially
travels through the bottom of the cell for most of the discharge, and the increased current leads to
increased heating. This is an effect of temperature dependence of the parameters in the through-cell
models: higher temperature leads to lower resistance. In Figures 7 (b), (c), and (d), we compare the
heat generation predicted by each reduced order model with that of the 1+1D DFN. We observe that
all reduced models give rise to around a 10% error in the total heating.
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Figure 9: Comparison of x-averaged total heating, Q¯tot: (a) The variation in the heat generation profile
throughout the discharge predicted by the 1+1D DFN; (b) x-averaged heat generation at 0.17[A.h];
(c) Maximum (over z) absolute error at each time in the discharge; (d) Maximum (over the entire
discharge) absolute error at each z location.
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Figure 10: Current distribution during discharge of tab-cooled cell.
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4.7 Drive cycle comparison
The constant current discharges that we have investigated throughout this paper are useful for com-
paring models. However, they are not fully representative of a realistic usage scenario. To give an
example of how the models perform in more realistic conditions, we compare the performance of each
model on a portion of the US06 drive cycle. Here, we just consider the measured terminal voltage and
the average temperature of the cell, as shown in Figure 11. We observe that similar to our previous
results, the main errors are introduced by making simplifications to the through-cell electrochemical
model. Therefore to most accurately capture the temperature rises, computational effort should be
placed upon using a more detailed through-cell model like the DFN with a CC or 0D transverse model,
rather than in using a detailed 1+1D transverse model and a simplified through-cell model like the
SPM.
5 Comparison Summary
In the previous sections, we have provided a detailed comparison of the nine models in Figure 1. In
Table 4, we have aimed to condense this information into a concise and clear format. Whilst our
recommendations presented in Table 4 are informed by the quantitative performance of the models in
each of the comparisons in the previous sections, they are to some degree qualitative in nature.
The first two columns in the table correspond to the solve time and the number of states required
to solve that model. The solve times should only be considered relative to one another, as one could
achieve speed ups by employing different numerical methods or hardware; they are representative of
the time complexitity of each model. Similarly, the number of states should only be considered as
representative of the spatial complexity of each model as different discretization methods may lead to
a different number of states. Solve times in green are on the order of 10ms, orange on the order of
100ms, and red on the order of 1000ms, so that a green model is approximately 100 times faster than a
red model. We similarly colour the states of each model so that a red model requires around 10 times
more memory than a orange model and around 100 times more memory than a green model.
The second set of columns summarises the ability of each model to accurately predict five key output
variables during a 1 C discharge: the terminal voltage, V ; the current distribution, I; the negative
current collector potential, φs,cn; the x-averaged negative particle surface concentration, c¯s,n; and the
average cell temperature, 〈T¯ 〉. We adopt a traffic light system for each of these variables as described
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Figure 11: Comparison of model performance on US06 drive cycle. Solve times were: 1+1D DFN
154s, 1+1D SPMe 83s, 1+1D SPM 11s, DFN(CC) 25s, SPMe(CC) 1s, SPM(CC) 0.23s
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in Table 5. The system is designed to divide the predictions of each variable into three categories,
where green is most accurate and red is least accurate. This is done with reference to the results
presented throughout this paper. Generally, moving from one color to the next represents an order of
magnitude difference in error, but this is not always the most appropriate division and we refer the
reader to Table 5 for precise details. To be clear, red does not indicate that the model should not be
used, but rather that this model performs poorly relative to the other models. Since we refer to the
1+1D DFN model for calculation of errors in models, the 1+1D DFN is always coloured green.
The third set of columns considers the ability of each model to predict the terminal voltage under
low current, medium current, and high current conditions. We again adopt a traffic light system where
a maximum absolute error of < 1× 103 V is coloured green, < 1× 10−1 V is coloured orange, and
< 1 V is colored red. The data used for these columns summarises that in Figure 2(c). Again, since we
refer to the 1+1D DFN model for calculation of errors in models, the 1+1D DFN is always coloured
green.
Model Solve time [ms] States
1 C 3 C V
I φs,cn c¯s,n 〈T¯ 〉 Iapp < 1 C 1 C < Iapp < 4 C Iapp > 4C
1+1D DFN 8377 49561
1+1D SPMe 1519 3961
1+1D SPM 102 1261
DFNCC 248 1651
SPMeCC 10 131
SPMCC 5 41
DFN 248 1651
SPMe 10 131
SPM 5 41
Table 4: Qualitative evaluation of model. In the variables, we employed the traffic light system
described in Table 5. For the final set of columns (current dependence), we make use of the results
in Figure 2(c) with the following traffic light system for the maximum absolute errors: < 1× 10−3 V
(green), < 1× 10−1 V (orange), < 1 V (red).
V [V] I [A m−2] φs,cn [V] c¯s,n [mol m−3] 〈T¯ 〉 [K]
< 10−3 < 5× 10−2 < 10−7 < 5 < 10−1
< 10−1 < 10−1 < 10−6 < 10 < 1
< 1 < 1 < 10−3 < 100 < 10
Table 5: Traffic light system key. The numbers refer to ranges in the absolute errors obtained for a
1 C discharge (3 C for temperature). For the variables, V , I, φs,cn, and c¯s,n these errors refer to the
isothermal case. For the variable T , the errors refer to the thermal case.
We now interpret the summary presented in Table 4. Firstly, by employing the 1+1D SPMe instead
of the 1+1D DFN, we can achieve similar performance in terms of predicting the current, current
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collector potential, and y-z concentration variation while reducing memory requirements by an order
of magnitude. This is achieved at the expense of a slight reduction in accuracy of the terminal voltage
prediction and average cell temperature. The model is most appropriate in the low to medium C-
rate range. Employing the 1+1D SPM sees a similar reduction in memory requirements, but with an
additional reduction in solve time by an order of magnitude. However, this is achieved at the expense
of less accurate predictions of all of the variables as well as being limited to low C-rates.
The DFNCC offers a reduction in both solve time and memory requirements by an order of magnitude
without loss of accuracy in both the terminal voltage and average cell temperature. Further, there is
only a small reduction in accuracy of the current collector potential. However, it achieves this reduction
in solve time and memory requirements at the expense of accuracy in the estimates of the through-cell
current density, and x-averaged negative particle concentration. The DFNCC remains applicable across
the range of C-rates we investigated. The SPMeCC drops the solve time and memory requirements
by a further order of magnitude relative to the DFNCC. To achieve this a small amount of accuracy
is sacrificed in the terminal voltage and average temperature estimates. Additionally, the SPMeCC
is limited to low and medium C-rates. The solve time and memory requirements of the SPMCC are
similar to that of the SPMeCC, but the predictions of the voltage and average temperature are less
accurate. Further, the SPMCC is limited to low C-rates.
The DFN, SPMe, and SPM all offer orders of magnitude reductions in solve time and memory
requirements compared to the models that account for current collector effects, but all do so at the
expense of accuracy in the predictions of through-cell current density, current collector potential,
x-averaged concentration, and average temperature. However, the DFN can accurately predict the
terminal voltage, and performs well across the full range of C-rates we considered. The SPMe performed
moderately at recovering the terminal voltage, and moderately well at low to medium C-rates. The
SPM was the worst performing model across all variables, and is best applied at low C-rates.
Table 4 highlights the trade-off that must be made between computational complexity and accuracy.
However, we see that through the appropriate choice of a model, one can choose where accuracy is
sacrificed in favour of reduced complexity. For example, in a study of spatially dependant degradation
within a lithium-ion pouch cell, it makes more sense to employ the 1+1D SPMe or the 1+1D SPM
instead of the DFN or DFNCC, because they retain greater accuracy in the y-z dependent variables for
a similar computational budget. Alternatively, in pack or module level simulations where one is only
interested in the average temperature and voltage outputs of a cell, the DFNCC or SPMeCC are more
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appropriate. Further, where computational constraints are really strict such as in model-based control,
simple models such as the SPM and SPMe are most appropriate (the SPMCC and the SPMeCC could
also be used in a limited form). In applying these models it is important to understand their limitations
so that they can be used appropriately. As a general rule, if integrated quantities, such as the terminal
voltage, are of most importance then the most detailed through-cell model that the budget can afford
should be used. On the other hand, if capturing variations in the transverse directions is important
then a 1+1D model is an appropriate choice.
6 Conclusions
In this paper we have presented a hierarchy of reduced-order models of a lithium-ion pouch cell of
varying fidelity and computational complexity. Simplifications to the transverse and through-cell be-
haviour, derived via asymptotic analysis [4, 18], have been combined in a consistent way, so that they
can be used in any combination to suit the particular application. In particular, we note that the
transverse and through-cell model can be selected independently, and the framework allows for ad-
ditional effects to be included in a straightforward manner. The asymptotic approach allows for a
priori estimates of the modelling error to be made so that the appropriateness of applying a partic-
ular reduced-order model can be assessed prior to implementation. In addition, we have provided a
numerical comparison of the reduced-order models and the full 1+1D DFN model.
Through a series of comparisons it was demonstrated that the choice of reduced-order model depends
on the variables of interest for a particular application. For instance, in many control or systems-level
applications, one is only concerned with obtaining integrated quantities, such as the terminal voltage
and volume-averaged cell temperature. In such cases it is best to select the highest fidelity through-
cell models the computational budget allows, combined with a simpler transverse model (e.g. the
SPMeCC). However, if distributed (in y-z) quantities are of interest, such as in trying to model non-
uniform degradation, then it is necessary to choose a more complicated transverse model (e.g. the
1+1D SPMe).
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A Parameter Values
Parameter Units Description cn n s p cp
Lk µm Region thickness 25 100 25 100 25
Ltab,ck mm Tab width - 40 - 40 -
ce,typ mol m
−3 Typical lithium concentration in electrolyte - 1× 103 1× 103 1× 103 -
De,typ m
2 s−1 Typical electrolyte diffusivity - 5.34× 10−10 5.34× 10−10 5.34× 10−10 -
k - Electrolyte volume fraction - 0.3 1 0.3 -
cs,k,max mol m
−3 Maximum lithium concentration in solid - 2.498× 104 - 5.122× 104 -
σk Ω
−1 m−1 Solid conductivity 5.96× 107 100 - 10 3.55× 107
Ds,k,typ m
2 s−1 Typical solid diffusivity - 3.9× 10−14 - 1× 10−13 -
Rk µm Particle radius - 10 - 10 -
ak µm−1 Electrode surface area density - 0.18 - 0.15 -
mk,typ A m
−2 (m3 mol−1)1.5 Typical reaction rate - 2× 10−5 - 6× 10−7 -
ρk kg m
−3 Density 8954 1657 397 3262 2707
cp,k J kg
−1 K−1 Specific heat capacity 385 700 700 700 897
λk W m
−1 K−1 Thermal conductivity 401 1.7 0.16 2.1 237
Emk J mol
−1 Activation energy for reaction rate - 3.748× 104 - 3.957× 104 -
EDe J mol
−1 Activation energy for electrolyte diffusivity 3.704× 104
Eκe J mol
−1 Activation energy for electrolyte conductivity 3.470× 104
ck,0 mol m
−3 Initial lithium concentration in solid - 1.999× 104 - 3.073× 104 -
T0 K Initial temperature 298.15
F C mol−1 Faraday’s constant 96487
Rg J mol
−1 K−1 Universal gas constant 8.314
T∞ K Reference temperature 298.15
b - Bruggeman coefficient 1.5
t+ - Transference number 0.4
Lx µm Cell thickness 225
Ly mm Cell width 207
Lz mm Cell height 137
Iapp A Applied current 0.681
h W m−2 K−1 Heat transfer coefficient 10
ρeff J K
−1 m−3 Lumped effective thermal density 1.812× 106
λeff W m
1−K−1 Effective thermal conductivity 59.396
Table 6: Typical dimensional parameter values taken from [23]. The parameters are for a carbon
negative current collector, graphite negative electrode, LiPF6 in EC:DMC electrolyte, LCO positive
electrode, and aluminium positive current collector.
B Modifications to the SPMe
The governing equations for the SPMe used here are slightly modified from the version stated in [18].
Firstly, we have extended the model to account for thermal effects. Secondly, in [18], a linear diffusion
equation for the electrolyte concentration is used by taking the lithium-ion flux in the electrolyte to
be of the form
Ne,k = −bkDe(ce,0, T )
∂ce,k
∂x
+

xt+I
FLn
, k = n,
t+I
F
, k = s,
(L− x)t+I
FLp
, k = p.
(B.1)
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Parameter Units Description
Uk = Uk,ref + (Tk − T∞)∂Uk∂Tk
∣∣∣∣
Tk=T∞
k ∈ {n, p} V Open circuit potential
Un,ref = 0.194 + 1.5 exp
(
−120.0 cncs,n,max
)
+ 0.0351 tanh
(
( cncs,n,max − 0.286)/0.083
)
−
0.0045 tanh
(
(
cs,n
cs,n,max
− 0.849)/0.119
)
− 0.035 tanh
(
(
cs,n
cs,n,max
− 0.9233)/0.05
)
− 0.0147 tanh
(
(
cs,n
cs,n,max
− 0.5)/0.034
)
−
0.102 tanh
(
(
cs,n
cs,n,max
− 0.194)/0.142
)
− 0.022 tanh
(
(
cs,n
cs,n,max
− 0.9)/0.0164
)
− 0.011 tanh
(
(
cs,n
cs,n,max
− 0.124)/0.0226
)
+
0.0155 tanh
(
(
cs,n
cs,n,max
− 0.105)/0.029
)
V Reference open circuit potential
Up,ref = 2.16216 + 0.07645 tanh
(
30.834− 54.4806 cs,pcs,p,max
)
+ 2.1581 tanh
(
52.294− 50.294 cs,pcs,p,max
)
−
0.14169 tanh
(
11.0923− 19.8543 cs,pcs,p,max
)
+0.2051 tanh
(
1.4684− 5.4888 cs,pcs,p,max
)
+0.2531 tanh
(
(− cs,pcs,p,max + 0.56478)/0.1316
)
−
0.02167 tanh
(
(
cs,p
cs,p,max
− 0.525)/0.006
)
V Reference open circuit potential
∂Un
∂Tn
∣∣∣∣
Tn=T∞
= −1.5(120.0/cs,n,max) exp
(
−120.0 cs,ncs,n,max
)
+(0.0351/(0.083cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.286)/0.083
)
)−2)−
(0.0045/(0.119cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.849)/0.119
)
)−2)−(0.035/(0.05cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.9233)/0.05
)
)−2)−
(0.0147/(0.034cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.5)/0.034
)
)−2)−(0.102/(0.142cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.194)/0.142
)
)−2)−
(0.022/(0.0164cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.9)/0.0164
)
)−2)−(0.011/(0.0226cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.124)/0.0226
)
)−2)+
(0.0155/(0.029cs,n,max))((cosh
(
(
cs,n
cs,n,max
− 0.105)/0.029
)
)−2)
V K−1 Entropic change
∂Up
∂Tp
∣∣∣∣
Tp=T∞
= 0.07645(−54.4806/cs,p,max)((1.0/ cosh
(
30.834− 54.4806 cs,pcs,p,max
)
)2) +
2.1581(−50.294/cs,p,max)((cosh
(
52.294− 50.294 cs,pcs,p,max
)
)−2)+0.14169(19.854/cs,p,max)((cosh
(
11.0923− 19.8543 cs,pcs,p,max
)
)−2)−
0.2051(5.4888/cs,p,max)((cosh
(
1.4684− 5.4888 cs,pcs,p,max
)
)−2)−(0.2531/0.1316/cs,p,max)((cosh
(
(− cs,pcs,p,max + 0.56478)/0.1316
)
)−2)−
(0.02167/0.006/cs,p,max)((cosh
(
(
cs,p
cs,p,max
− 0.525)/0.006
)
)−2)
V K−1 Entropic change
De = (5.34× 10−10)× exp
(−0.65ce × 10−3)× exp(EDeRg ( 1T∞ − 1Tk)) m2 s−1 Electrolyte diffusivity
Ds,k = Ds,k,typ k ∈ {n, p} m2 s−1 Solid diffusivity
κe =
(
0.0911 + 1.9101ce × 10−3 − 1.052(ce × 10−3)2 + 0.1554(ce × 10−3)3
)× exp(EκeRg ( 1T∞ − 1Tk)) Ω−1 m−1 Electrolyte conductivity
mk = mk,typ exp
(
Emk
Rg
(
1
T∞
− 1Tk
))
k ∈ {n, p} A m−2 (m3 mol−1)1.5 Nominal reaction rate
Table 7: Model coefficients taken from Scott Moura’s DFN model (based on DUELFOIL parameters).
The coefficients are for a graphite negative electrode, an LiPF6 in EC:DMC electrolyte, and a LCO
positive electrode.
in place of (3.13). The only difference is the dependence of the diffusion coefficient upon ce,0 instead
of ce,k. By asymptotically expanding (3.13) and (B.1) in powers of Ce (as defined in Table 1), it can be
seen that the two are asymptotically equivalent up to terms of size O(C2e ). This means that formally the
same order of error is introduced by using either version. However, through numerical experimentation,
we have found that in some situations, particularly at higher C-rates, utilizing (3.13) instead of (B.1)
more accurately recovers the electrolyte concentration and therefore other key variables in the model.
The other modification is to retain the ‘log’ terms in (3.25), (3.30), (3.31), and (3.32) instead of
linearising as in [18]. Therefore we convert as follows
1
ce,0
(ce,α − ce,β)→ log
(
ce,α
ce,β
)
. (B.2)
By making asymptotic expansions of these expressions in terms of powers of Ce, we can again show
that the two forms are asymptotically equivalent up to terms of size O(Ce).
In Figure 12, we present the electrolyte concentration predicted by the DFN, SPMe (linear) from [18],
and the SPMe (nonlinear) employed in this paper using the parameters in [22] and a C-rate of 5. We
observe that for this parameter set and C-rate the nonlinear version of the SPMe performs significantly
better at recovering the electrolyte concentration. However, if we examine Table 8, we observe that for
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RMSE (mV)
1C 2.5C 5C 7.5C
SPMe (Linear) 0.6898 2.767 5.109 -
SPMe (Nonlinear) 0.7080 2.8334 5.6791 12.2611
Table 8: RMSE for each version SPMe compared to the DFN at different C-rates. Note that the
error for SPMe (Linear) at 7.5C is omitted as the model breaks down before the discharge is complete.
These results are for the parameter set in [22].
lower C-rates both versions of the SPMe recover the terminal voltage to a similar degree of accuracy.
Therefore, in some circumstances the slightly simpler version of the SPMe as written [18] may be more
appropriate.
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Figure 12: Comparison of electrolyte concentration predicted by the DFN, SPMe (Linear) from [18],
and SPMe (Nonlinear) for a 5 C discharge using the parameter set in [22]: (a) electrolyte concentration
profile; (b) maximum absolute errors in electrolyte concentration at every time in discharge.
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