Quantitative games, where quantitative objectives are defined on weighted game arenas, provide natural tools for designing faithful models of embedded controllers. Instances of these games are the so called Energy Games. Starting from a sequential baseline implementation, we investigate the use of massively data computation capabilities supported by modern GPUs to solve the initial credit problem for Energy Games. We present different parallel implementations on multi-core CPU and GPU systems. Our solution outperforms the baseline implementation by up to 36x speedup and obtains a faster convergence time on real-world graphs.
ENERGY GAMES (EG )
Classic game theoretic-formulations of the control synthesis problem rely on two player 0-sum games on graphs, where the system is opposed to an antagonist environment. In this context, the modeling game arena is a graph, where the vertices are either owned by player 0 (the system) or by the antagonist player 1 (the environment). The two players move a pebble along the vertices of the graph, starting from an initial position. Whenever the pebble is on a vertex belonging to player 0 (resp. player 1), the latter decides where to move the pebble next, according to his strategy. The infinite path followed by the pebble is called a play and represents one possible behavior of the system. The winning objective for player 0 (a set of plays) encodes exactly the acceptable behaviors of the system. Therefore, the goal of player 0 is to ensure with his strategy-the synthesized controller-that the outcome of the game is an acceptable behavior of the system, whatever the strategy played by his adversary.
In energy games, introduced in [4, 6] for controller synthesis with resource constraints, edges are fitted with integer weights, modeling rewards or costs. The objective of player 0 is to maintain the sum of weights (i.e. the energy level) always positive along the play, given a fixed initial credit of energy.
Preliminaries and Notation. Formally, a game arena is a tuple Γ = ( , , , ⟨ 0, 1⟩) where ( , , ) is a weighted graph and ⟨ 0, 1⟩ is a partition of into the set 0 of player-0 vertices and the set 1 of player-1 vertices. A play in Γ is an infinite path ⊆ in ( , , ). An objective for player ( = 0, 1) is a set ⊆ : the play ∈ is said to be winning for player if ∈ . In this paper, we restrict our attention to energy games recalled in Def. 1.1.
The quantity + ∑︀ −1
=0
( , +1) within 0 in the above definition is called the energy level of the play prefix 0 1 . . . , given the initial credit . A (memoryless) strategy for player ( = 0, 1) is a function : → , such that for each ∈ , ( , ( )) ∈ . A play 0 1 . . . . . . is consistent with :
→ iff +1 = ( ) for each ≥ 0 with ∈ . The strategy :
→ is winning from (for player ) iff ∈ for each play starting in and consistent with . In the sequel, we denote by the set of winning vertices for player , ( = 0, 1). EG are memoryless determined [4] , i.e. ( 0, 1) is a partition of and memoryless strategies are sufficient. Next definitions introduce two notions extensively used in the rest of the paper. Definition 1.2. The initial credit problem on the EG = ⟨Γ, 0⟩ asks to determine ∀ ∈ :
(1) if is winning for player 0, i.e. if ∈ 0.
(2) in case ∈ 0, the minimum initial credit c( ) such that there is a winning strategy 0 for player 0 in .
Definition 1.3 ([5]). A function :
→ is an energy progress measure (EPM) for the EG = ⟨Γ, 0⟩ iff the following conditions hold:
∈ where ⪯ denotes the total order on = N∪{⊤} with ⪯ iff either ≤ or = ⊤, and ⊖ is the operator ⊖ : × Z → such that, for each ∈ and ∈ Z: 
Intuitively, the local conditions on the nodes in imposed by an energy progress measure (cf. Def. 1.3) guarantee the following: ∀ ∈ , if ( ) ̸ = ⊤, then player 0 has a strategy 0 to ensure that the energy level along each play compatible with 0 is not negative, provided initial credit ( ).
For a game , let ℱ be the set of functions : → , and consider the partial order ⊑⊆ ℱ × ℱ, defined as ⊑ iff for all ∈ , ( ) ⪯ ( ). The authors of [5] proved that admits a least energy progress measure w.r.t. ⊑, satisfying the following two crucial properties. First, for each node
. Given an EG , the initial energy credit algorithm in [5] computes exactly the least energy progress measure for :
:
More precisely, such an algorithm initializes to the constant function 0 and relies on the ⊑-monotone lifting operator (cf. Def. 1.4, below) to update , until a least fixpoint is reached. Alg. 1 finally reports the exact pseudo-code of the minimum initial credit algorithm in [5] .
AN OPENMP IMPLEMENTATION
Let us observe that each application of the lift operation in Def. 1.4 never decreases the value of ( ) for any vertex . Hence, processing all elements in in parallel is a sound procedure. Moreover, a bounded number | | · ℳ of lift operations suffices to determine a solution. Consequently, a simple way to parallelize the computation of the EPM consists in applying the lift operation in parallel for each vertex of the graph and in iterating this step until either a fixpoint or the theoretical bound on loops is reached. Alg. 2 
/* The node has be lifted */ /* Apply lift-operator until a fixpoint */ while
shows the skeleton of the resulting algorithm implemented exploiting OpenMP. In particular, the loops starting in lines 1 (initialization of ) and 6 (lift step), respectively, are executed in parallel by distributing the computation among the available OpenMP threads. The while-loop (line 4) iterates until an ending condition is achieved. We experimented with this implementation by using 1, 2, 4, and 8 threads, always mapped to different CPUs (see Sect. 4).
A CUDA-BASED SOLVER
This section describes the main design choices made in implementing a CUDA-based solution to the EG initial credit problem. As concerns data structures, the adjacency matrix of the input EG is represented in device memory in Compressed Sparse Row (CSR) format. The progress measure to be computed is stored in an array of | | elements. Various tasks in Alg. 1 could be executed in parallel. One is the initialization of the set of active nodes (those whose least energy progress measure needs to be lifted) and of the least progress measure (lines 1-3 in Alg. 3). The set is represented by an array of (at most) | | elements, A kernel function initializes using a 1-to-1 mapping (vertexparallelism [11] ) that assigns each node to one thread. Each thread determines whether the corresponding node has to be inserted in or not (line 3). The core of the sequential algorithm is in lines 7-15, where elements are extracted from , one at a time, and their progress measures are lifted. A kernel function computes, in parallel, the new values of ( ) for each in . In doing this, all elements ′ ∈ post( ) have to be considered. To better exploit GPU-parallelism, each node ∈ is assigned to a set of ℎ = 2 threads of the same warp. Such threads process in parallel all elements in post( ) and (conjunctively) compute the value of ( , ). Information between such threads is exchanged through warp-shuffle operations. The value ℎ can be heuristically chosen as (a fraction of) the average degree of nodes in . We experimented with different choices for the values of ℎ (the case ℎ = 1 clearly corresponds to vertex-parallelism, while for ℎ > 1 we have warp-centric parallelism). Thanks to the use of the CSR format, all members of post( ) are stored in consecutive locations, optimizing the access of the ℎ threads to the initially needed data. The first of the ℎ threads stores the new value of ( ), after the interaction between the ℎ threads is completed. Consider now that the computation of lifting operator involves the evaluation of either a min operation or a max operation of a set of values, depending on the player controlling the active node. To minimize thread divergence between threads of the same warp, the set is sorted so that all nodes in 0 (resp. 1) correspond to consecutive lines of the adjacency matrix of the EG. Consequently, in all warps (but at most one) all threads always execute the same sequence of instructions. Once the value ( ) for a node has been updated, the set of predecessors pre( ) of is processed in parallel by the ℎ threads that computed ( , ) to determine the portion of pre( ) to be added to . It might be the case that the same node becomes active because it is predecessor of different lifted nodes. Multiple insertions of elements in is avoided by marking each inserted node (a vector of flags is used for this purpose). To optimize the access patterns used to retrieve the needed data, the elements of pre( ) are stored in consecutive memory locations, representing the adjacency matrix of EG in Compressed Sparse Column (CSC) format too. With the differences described so far, the overall structure of the resulting CUDA implementation essentially reflects the one of the sequential Alg. 1. The computation starts on the CPU by reading the input arena and by transferring the EG to the device memory. Then, a conversion from CSR to CSC is executed by the device. The CPU controls the computation on the device: first the initialization of data is performed. Then, the device function which improves the progress measure is repeatedly called until an empty set of active nodes is obtained.
EXPERIMENTAL RESULTS
Experiments have been performed on a server equipped with an Intel Xeon E5-2640 v3 and four Nvidia K80 GPU. The code has been generated using the GNU C compiler vers. 4.8.2, CUDA C compiler vers. 7.5. A sequential solver, named "CPU EG1", following the pseudo-code in Alg. 1 has been implemented in C. To obtain a fair comparison with the GPU-based solution, we adopted in CPU EG1 the very same representation (using CSR and CSC formats) used in the CUDA solver. We refer to as "CPU EG2", "CPU EG4" and "CPU EG8" the implementations of Alg. 2 with 2,4,8 threads, respectively. The codenames "GPU-v" and "GPU-w" denote the CUDA-solvers based on vertex parallelism and warp parallelism, respectively. As a source for our benchmark, we consider the suite for games arena in [12] which includes a large database of games (over 1000 instances) that originate from different verification problems and are notable-for experimental purposes-in terms of their diversity and applicative coverability. 1 Such instances encode equivalence checking ( 0-33) and model-checking ( 0-36) problems into games with parity objectives [1] . Standard conversion from qualitative games to quantitative games with meanpayoff and energy objectives have been used to generate the final data set (cf. [14] )
Performance Analysis. First, we compared the performance of CPU-EG over the data set by increasing the number of threads (strong scaling). Due to slow convergence time, CPU-EG is not able to solve some instances within a given time-out (for our convenience we set up it to 900 seconds). Figures 1a and 1b only show the most representative results. In general, experiments show good scalability between 2 and 4 threads, after that threads do not have enough work to do. For some instances (i.e., M33), CPU-EG shows a better scalability since it takes advantage from the parallelism that a more complex structure exhibits. Other instances, like M28, on the contrary, do not have a significant benefit from multicore architectures. A second set of experiments compared the performance (time-to-solution) of GPU-v and GPU-w, using CPU-EG8 as a baseline. Figures 1c and 2 show the performance over the "equivalence checking" and the "model checking" data sets, respectively. In general, EG-GPUs is up to 5x faster than CPU-EG8 (36x faster than EG-CPU1), but on "easy" instances CPU-EG8 is faster and quickly converges in few iterations. The identification of "easy" instances is hard to do in advance because the convergence strongly depends on weights and structure of the graph. Concerning the comparison between GPU-v and GPU-w, we do not observe a significant difference in terms of performance except for a small number of instance. On average, GPU-w achieves better performance slightly up to a factor of 1.7x. As a final comment, the results of this initial experimentation seem to witness the advantages offered even by a plain parallelization of Alg. 1. Although our results are remarkable, a deeper investigation has to be conducted in order to identify (if any) those classes of EG where a specific approach may achieve the best performance. Again, it seems reasonable that particular topologies of the graph may reduce the gap between the sequential and the parallel algorithms. On the other hand, various optimizations and refinements can be introduced in the parallel solver. Among the ones under consideration we just mention here the possibility of partitioning the given arena w.r.t. the strongly connected components of the graph and processing them in parallel.
RELATED WORKS
Approaches similar to our exist for other kind of games used in the context of computer aided design and formal verification. The parallelization of Meanpayoff Games has been dealt with in [7, 9] . Whereas in [7] the target architecture is a common multi-core machine, [9] proposes an OpenCL implementation suitable to run on AMD devices. A proposal concerning Parity Games has been described in [14] , also based on OpenCL. Several solutions have been proposed to reduce the workload unbalancing among threads and alleviate the irregular memory access. Jia et al. [11] evaluated two different datathread mapping techniques vertex-parallel and edge-parallel. Due to the difference in the out-degree among vertices in scale-free networks, vertex-parallel suffers from load imbalance among threads. The edge-parallel approach solves that problem by assigning edges to threads during the frontier expansion. However, it is not suitable for graphs with a low average degree, as well as dense graphs [11] . Furthermore, the edge-based parallelism requires much memory and atomic operations [11] especially for Energy Games instances where an atomic min may be required. Two hybrid methods for the selection of the parallelization strategy are discussed in [13] , while [15] introduced a vertex virtualization technique based on a relabeling of the data structure (e.g., CSR). The technique replaces a high-degree vertex v with ⌈adj(v)⌉/∆ virtual vertices having at most ∆ neighbors. Vertex virtualization technique is not very effective for graphs with a low average degree, such as those of typical Energy Games instances, therefore a vertex-based parallelism would be more suitable for such instances. The pretty low average degree also makes other efficient data-thread mapping techniques, like active-edge parallelism [2, 3] , and warp-centric strategies [10] rather ineffective for Energy Games instances.
