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Abstract
We present a development of determinantal identities over commutative semirings. This
includes a generalization of the Cauchy–Binet and Laplace Theorems, as well as results on
compound matrices and adjoints. It is further shown that Laplace’s Theorem is a special case
of the grade-s-adjoint identity.
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1. Introduction
We recall that a semiring S is defined just like a ring with identity 1, except
that there is no additive inverse, and, as such, no negatives. On the other hand,
it is now assumed that the additive identity “0” satisfies, for all a ∈ S, the identi-
ties
a + 0 = 0 + a = a and 0 · a = a · 0 = 0.
The zero element is said to be absorbing, which has now become an axiom rather
than a theorem, as it is for rings. It is also assumed that 1 /= 0 to avoid the trivial case
where S = {0}. All semirings in this paper will be commutative.
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We shall mainly be interested in Sn×n, the semiring of all n × n matrices over S,
for which the usual operations of addition and multiplication are defined [2].
2. Positive and negative determinants
Given a matrix A ∈ Sn×n, we can view its determinant as a function of the entries
of the matrix. We may use this to introduce the positive and negative determinants
associated with A.
Definition 2.1. If A ∈ Sn×n, and σ is the permutation
(
1 2 · · · n
j1 j2 · · · jn
)
, then we
define the positive and negative determinants as
|A|+ =
∑
σ=even
a1,j1a2,j2 · · · an,jn and |A|− =
∑
σ=odd
a1,j1a2,j2 · · · an,jn .
(1)
As such we note that the permanent of A is given by per(A) = |A|+ + |A|−, while
the determinant of A (over a ring) takes the form: det(A) = |A|+ − |A|−. We shall
also need
Definition 2.2
(a) If n ∈ N then π(n) =
{+ if n is even,
− if n is odd.
(b) If σ is the permutation
(
1 2 · · · n
j1 j2 · · · jn
)
, then we define π(σ) =
{+ if σ is even,
− if σ is odd.
Moreover we shall use −π(σ) to denote the opposite of π(σ).
(c) If Q = [ej1 , . . . , ejn ] is the permutation matrix associated with σ , then π(Q) =
π(σ).
It is clear that π(Q) = π(σ) = π(σ−1) = π(QT). We note that π(·) is multipli-
cative, i.e. π(m + n) = π(m) · π(n). Throughout we denote the (i, j) entry in matrix
A by [A]ij and we shall also need
Definition 2.3. The diagonal and the “counter diagonal” of a string [a1, . . . , an] are
defined by
diag(a1, . . . , an) =


a1 0
a2
.
.
.
an−1
0 an


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and
cdiag(a1, . . . , an) =


0 an
an−1
q
a2
a1 0

 .
In particular we shall use the n × n “flip matrix” Fn = cdiag(1, . . . , 1). We note
that π(Fn) = π
( 1
2n(n − 1)
)
.
Because we have no minus signs, we cannot define cofactors of a given square
matrix A. To get around this, we define the (i, j)-minor matrix Aij , or (A)ij , to be the
submatrix obtained by deleting the ith row and the j th column from matrix A. On the
other hand we shall also need the notation Ai1...imj1...jm for the m × m submatrix obtained
by keeping only the entries situated in rows i1, . . . , im and columns j1, . . . , jm of
matrix A. Here, it is assumed that i1 < i2 < · · · < im and ji < j2 < · · · < jm. As
such
Ann = A1,2,...,n−11,2,...,n−1 and (FnA)ij = Fn−1An+1−i,j .
We may subsequently define the positive and negative minors |Aij |+ and |Aij |−,
which for convenience, we abbreviate to A+ij and A
−
ij , respectively. Let us now induce
the positive and negative adjoints as follows.
Definition 2.4. If A ∈ Sn×n, then the positive and negative adjoints of A are defined
as
adj+(A) =


A+11 A
−
21 A
+
31 · · ·
A−12 A
+
22 A
−
32 · · ·
A+13 A
+
23 A
+
33 · · ·
...
...
...
.
.
.


and
adj−(A) =


A−11 A
+
21 A
−
31 · · ·
A+12 A
−
22 A
+
32 · · ·
A−13 A
−
23 A
−
33 · · ·
...
...
...
.
.
.

 .
We shall frequently writeA+ for adj+(A), andA− for adj−(A). We also note in
passing that
[A+]ij = Aπ(i+j)j i and [A−]ij = Aπ(i+j−1)j i . (2)
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3. Determinantal identities
Many of the identities from the theory of matrices over rings can be generalized to
semirings as long as the zero element as well as the negative elements, are properly
managed.
Lemma 3.1. apq |A|+ = A
π(p+q)
pq .
Proof. Using the expansion of (1) with jp = q, we obtain
|A|+ =
∑
σ is even
a1j1 · · · ap−1,jp−1apqap+1,jp+1 · · · anjn
+{terms not containing apq}.
Assuming p > q without loss of generality, we see that
σ =
(
1 2 · · · q − 1 q q + 1 · · · p − 1 p p + 1 · · ·
j1 j2 · · · jq−1 jq jq+1 · · · jp−1 q jp+1 · · ·
)
,
in which we need p − q adjacent transpositions to move the bottom q underneath
the top q. This gives the permutation
ρ =
(
1 2 · · · q − 1 q q + 1 · · · p − 1 p p + 1 · · ·
j1 j2 · · · jq−1 q jq · · · jp−2 jp−1 jp+1 · · ·
)
.
Now since π(σ) = + it follows that π(ρ) = π(p − q) = π(p + q).
But the parity of ρ equals that of the smaller permutation τ obtained by deleting
q:
τ =
(
1 2 · · · q − 1 q + 1 · · · p − 1 p p + 1 · · ·
j1 j2 · · · jq−1 jq · · · jp−2 jp−1 jp+1 · · ·
)
and thus π(τ) = π(p + q). Hence on taking partials we obtain

apq
|A|+ =
∑
π(τ)=π(p+q)
a1j1 · · · ap−1,jp−1 · 1 · ap+1,jp+1 · · · anjn = Aπ(p+q)pq .

In particular if p = q = 1, then a11 |A|+ = A+11.
We are now ready for
Lemma 3.2 (Cofactor expansion). If A ∈ Mn(S), then
(row p+) |A|+ = ap1Aπ(p+1)p1 + ap2Aπ(p+2)p2 + · · · + apnAπ(p+n)pn , (3)
(row p−) |A|− = ap1Aπ(p)p1 + ap2Aπ(p+1)p2 + · · · + apnAπ(p+n−1)pn , (4)
(col q+) |A|+ = a1qAπ(q+1)1q + a2qAπ(q+2)2q + · · · + anqAπ(q+n)nq , (5)
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(col q−) |A|− = a1qAπ(q)1q + a2qAπ(q+1)2q + · · · + anqAπ(q+n−1)nq . (6)
In particular
(i) |A|+ = a11A+11 + a12A−12 + a13A+13 + · · ·
(ii) |A|− = a11A−11 + a12A+12 + a13A−13 + · · ·
and
(i) |A|+ = a11A+11 + a21A−21 + a31A+31 + · · ·
(ii) |A|− = a11A−11 + a21A+21 + a31A−31 + · · ·
Proof. We observe that
(i) the number of terms in the expansion of A+ik , k = 1, . . . , n, is (n − 1)!/2, and
each of these terms appears in the expansion of |A|+;
(ii) there is no overlap between the terms coming from aikA+ik and those coming
from airA+ir for k /= r .
As such we have n · (n − 1)!/2 = n!/2 distinct terms, say, in the sum a11A+11 +
a12A
−
12 + a13A+13 + · · · + a1nAπ(n+1)1n all of which appear in the expansion of |A|+.
This means that we must have equality. The same argument works for the other
cases. 
Using Definition 2.1, and the columns expansions from Lemma 3.2 we may give
the following:
Lemma 3.3∣∣Ai1...imj1...jm ∣∣+ = ∑
σ=even
aα1j1 · · · aαmjm =
∑
τ=even
ai1β1 · · · aimβm,
where σ =
(
i1 · · · im
α1 · · · αm
)
and τ =
(
β1 · · · βm
j1 · · · jm
)
.
For later use we give the special cases:
Corollary 3.4
(a)
∣∣Ai1...im1...m ∣∣+ = ∑
π
(
i1 · · · im
α1 · · · αm
)
=+
aα1,1 · · · aαm,m
(7)
(b)
∣∣A1...mj1...jm ∣∣− = ∑
π
(
β1 · · · βm
j1 · · · jm
)
=−
a1,β1 · · · am,βm.
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Let us now introduce the differentiation operator, which will serve as a counter in
determinantal identities. If we consider the entries in A as n2 functions of a parameter
λ, then we may partially differentiate in the usual manner.
Lemma 3.5 (Derivative)

λ
|A|+ =
∑
σ=even
( 
λ
a1,j1
)
a2,j2 · · · an,jn +
∑
σ=even
a1,j1
( 
λ
a2,j2
)
· · · an,jn
+ · · · +
∑
σ=even
a1,j1a2,j2 · · ·
( 
λ
an,jn
)
. (8)
Proof. This is just the product rule for differentiation. 
We next come to
Lemma 3.6 (Zero column/row). If A ∈ Sn×n and A has a zero row or column, then
|A|+ = |A|− = 0.
Proof. Expand by the zero row or column. 
Lemma 3.7 (Transpose). If A ∈ Sn×n then (i) |A|+ = |AT|+ and (ii) |A|− = |AT|−.
Proof. We shall prove this by induction on n. The result is clearly holds for n =
1. We then note that for any matrix A, Aji = [(AT)ij ]T. Now consider |A|+ =
a11A
+
11 + a12A−12 + a13A+13 + · · ·, which can be rewritten as
|A|+ = [AT]11|[(AT)11]T|+ + [AT]21|[(AT)21]T|− + · · ·
On account of the induction hypothesis, these can be reduced to [AT]11|(AT)11|+ +
[AT]21|(AT)21|− + · · ·, which is precisely the expansion of |AT|+ by column
one. 
Example 3.8. If
A =

a11 a12 a13a21 a22 a23
a31 a32 a33

 ,
then
AT =

a11 a21 a31a12 a22 a32
a13 a23 a33

 ,
and A+11 = a22a33, A−21 = a32a13, A−12 = a31a23, A+31 = a12a23, A+13 = a21a32.
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Hence |A|+ = a11A+11 + a12A−12 + a13A+13 = a11a22a33 + a12a23a31 + a13a21a32,
while |AT|+ = a11(AT)+11 + a12(AT)−12 + a13(AT)+13 = a11A+11 + a12A−21 + a13A+31= a11a22a33 + a12a23a31 + a13a21a32.
It follows from Lemma 3.7 that we can transfer any property of a determinant
involving rows, to a property involving columns.
Lemma 3.9 (Interchanging columns/rows). Let A ∈ Sn×n and suppose that B is
obtained from A by interchanging two rows (columns). Then
|A|+ = |B|− and |A|− = |B|+.
Proof. The proof follows by expanding each positive/negative-determinant by an-
other row (column), and by using induction on n. Indeed, suppose that column 3 is
not one of the column that has been interchanged. Then |A|+ = ∑ni=1 ai3Aπ(i+3)i3 . If
we now switch the two columns in A, then we must do the same in each Ai3. So if
we assume the result holds for matrices of size (n − 1) × (n − 1), then Aπ(i+3)i3 =
B
π(i+3−1)
i3 . Consequently, |B|− =
∑n
i=1 ai3B
π(i+3−1)
i3 =
∑n
i=1 ai3A
π(i+3)
i3 = |A|+.
A similar result holds if we interchange two rows. 
As a particular application we give
Corollary 3.10. Suppose P T = [ei1 , . . . , ein] and Q = [ej1 , . . . , ejn ] are permuta-
tion matrices associated with the permutations
σ =
(
1 2 · · · n
i1 i2 · · · in
)
and τ =
(
1 2 · · · n
j1 j2 · · · jn
)
.
Then
(a) |PA|+ = |A|π(P ), |AQ|+ = |A|π(Q) and |PA|− = |A|−π(P ), |AQ|− =
|A|−π(Q).
(b) If F is the n × n flip matrix, then
(i) |FA|+ = |AF |+ = |A|π( 12n(n−1)), (9)
(ii) |FA|− = |AF |− = |A|π( 12n(n−1)+1), (10)
(iii) |FAF |± = |A|±. (11)
In particular, if n = 4k or 4k + 1, then |FA|± = |A|± = |AF |± and if n = 4k + 2
or 4k + 3, then |FA|± = |A|∓ = |AF |±.
Lemma 3.11 (Equal columns/rows). If A ∈ Sn×n, and A has two equal columns
(rows), then
|A|+ = |A|−.
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Proof. If ap = aq , then switching these two columns produces a new matrix B. On
account of Lemma (3.9) it follows that |B|− = |A|+. But because B = A, we also
have |B|− = |A|−, as desired. A similar result holds if we have two equal rows. 
The last result is equivalent to A being singular, for the ring case.
Lemma 3.12 (Scalar times column/row). Suppose A = [a1, . . . , an].
(i) If B = [a1, . . . , ar−1, γ ar , . . . , an], then |B|± = γ |A|±.
(ii) If C =


T1
...
γ Tr
...
Tn


, then |C|± = γ |A|±.
Proof. (i) Expand by the particular column. For example when r = 1, then
|γ a1, a2, a3, . . . , an|+
= γ a11A+11 + γ a21A−21 + γ a31A+31 + · · · + γ an1Aπ(n+1)n1
= γ (a11A+11 + a21A−21 + a31A+31 + · · · + an1Aπ(n+1)n1 )
= γ |a1, a2, a3, . . . , an|+.
The proof of (ii) is similar, by expanding by row r . 
Lemma 3.13 (Sum of two columns/rows). If A = [a1, . . . , an] and ak = bk + ck,
then
|A|± = |a1, . . . , ak−1, bk, ak+1, . . . , an|±
+ |a1, . . . , ak−1, ck, ak+1, . . . , an|±.
Proof. If suffices to consider k = 1:
|b1 + c1, a2, . . . , an|+
= (b1 + c1)A+11 + (b2 + c2)A−21 + (b3 + c3)A+31 + · · ·
= b1A+11 + b2A−21 + b3A+31 + · · · + c1A+11 + c2A−21 + c3A+31 + · · ·
= |b1, a2, . . . , an|+ + |c1, a2, . . . , an|+.
A similar result holds for rows. 
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Lemma 3.14 (False cofactor expansion). Let p /= q. Then
n∑
k=1
apk A
π(q+k)
qk =
n∑
k=1
apkA
π(q+k−1)
qk .
That is, the sum of the products of the elements of one row multiplied by the alter-
nating cofactors of the corresponding elements of another row is equal to the sum of
the same products with opposite cofactors.
Proof. Consider the matrix B which is obtained from A by replacing row q by an-
other copy of row p. Now expand B by row q. This, on account of Lemma 3.2, gives
|B|+ = ∑nk=1 apk Aπ(q+k)qk . On the other hand, as B has two equal rows, we have
by Lemma 3.11 that |B|+ = |B|−, in which the latter equals ∑nk=1 apk Aπ(q+k−1)qk .

The following example shows how this works.
Example 3.15. Let A =

a11 a12 a13a21 a22 a23
a31 a32 a33


. Using the last row, we have
a31A
+
21 + a32A−22 + a33A+23
= a31
∣∣∣∣a12 a13a32 a33
∣∣∣∣
+
+ a32
∣∣∣∣a11 a13a31 a33
∣∣∣∣
−
+ a33
∣∣∣∣a11 a12a31 a32
∣∣∣∣
+
=
∣∣∣∣∣∣
a11 a12 a13
a31 a32 a33
a31 a32 a33
∣∣∣∣∣∣
+
=
∣∣∣∣∣∣
a11 a12 a13
a31 a32 a33
a31 a32 a33
∣∣∣∣∣∣
−
= a31
∣∣∣∣a12 a13a32 a33
∣∣∣∣
−
+ a32
∣∣∣∣a11 a13a31 a33
∣∣∣∣
+
+ a33
∣∣∣∣a11 a12a31 a32
∣∣∣∣
−
= a31A−21 + a32A+22 + a33A−23.
We may at once use the cofactor expansion to generalize the adjoint identities that
hold for matrices over a ring.
4. Adjoint matrix identities
We recall that
[A+]ij = Aπ(i+j)j i and [A−]ij = Aπ(i+j−1)j i .
Using this we now may state:
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Lemma 4.1. If A ∈ Sn×n, then
(a) [AA+]ii = |A|+ = [A+A]ii and [AA−]ii = |A|− = [A−A]ii .
(b) If i /= j, then [AA+]ij = [AA−]ij and [A+A]ij = [A−A]ij .
Proof. (a) From the expansion by rows (or columns) we recall |A|+ =∑n
k=1 aik A
π(i+k)
ik , which precisely equals [AA+]ii . Likewise expanding |A|− by
row i yields |A|− = ∑nk=1 aik Aπ(i+k−1)ik , which we recognize as [AA−]ii . On the
other hand [A+A]ii = ∑nr=1 Aπ(i+r)ri ari , and [A−A]ii = ∑nr=1 Aπ(i+r−1)ri ari ,
which is the expansion of |A|± by column i.
(b) For i /= j , [AA+]ij =∑nk=1 aikAπ(j+k)jk and [AA−]ij =∑nk=1 aik Aπ(j+k−1)jk .
These two sums are equal on account of the “false cofactor” expansions. 
What we have shown is that
(i) diag(AA+) = |A|+I = diag(A+A) and diag(AA−) = |A|−I = diag(A−A);
(ii) odiag(AA+) = odiag(AA−) and odiag(A+A) = odiag(A−A).
The latter says that the matrices AA+ and AA− have equal off-diagonal entries.
The following theorem is now a consequence of this observation.
Theorem 4.2. If A ∈ Sn×n, then
A+A + |A|−I =A−A + |A|+I and AA+ + |A|−I = AA− + |A|+I.
(12)
We shall next need a fact concerning the special types of polynomials that the
positive and negative determinant present.
Given two n × n matrices A = [aij ] and B = [bij ].
Definition 4.3. A polynomial P(A,B), in the 2n2 variables aij , bpq , is said to be
A–B pairable if it has the following properties:
(i) it is the sum of products∑πAπB , where πA contains exactly one element from
each row of A, and πB contains exactly one element from each column of B.
(ii) every variable aij appears in some product πA, and every variable bij appears
in some product πB .
We now may state
Lemma 4.4. Suppose P(A,B) and Q(A,B) are two A–B pairable polynomials.
Then P = Q iff
2P
aijbpq
= 
2Q
aijbpq
for all i, j, p and q.
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Proof. Consider P(A,B). Since a11 appears in P , we have P = a11f11 + R1,
where f11 does not contain any of the entries a1j of row(1) of A and R1 does not
contain a11. Since a12 must appear in P , and cannot appear in f11, it must appear in
R1. Thus P = a11f11 + a12f12 + R2, where f11 and f12 do not contain any of the
entries of row(1) of A and R2 does not contain a11 nor a12. Repeating this we see that
P = a11f11 + a12f12 + · · · + a1nf1n, where f1j does not contain any of the entries
a1j of row(l) of A.
This means that Pa1j = f1j for j = 1, . . . , n.
Next, consider a1j f1j . It may or may not contain bi1. If it contains bi1, then this
factor must be contained in f1j . As such we may express f1j = b11F 1j11 + b21F 1j21 +
· · · + bn1F 1jn1 , where either F 1ji1 = 0 when bi1 is absent, or F 1ji1 does not contain any
element of column (1) of B, when bi1 is present. Using this we have
2P
bi1a1j
= F 1ji1 .
Next we turn to the polynomial Q. As above we may express Q = a11g11 + a12g12 +
· · · + a1ng1n, where g1j does not contain any of the entries a1j of row(1) of A.
Likewise we may expand g1j = b11G1j11 + b21G1j21 + · · · + bn1G1jn1, where either
G
1j
i1 = 0 when bi1 is absent, or G1ji1 does not contain any element of column (1) of
B, when bi1 is present. As such we also have
2Q
bi1a1j
= G1ji1 .
If all second order partials of P and Q are equal, then we can conclude that F 1ji1 =
G
1j
i1 for all i, j = 1, 2, . . . , n. This in turn means that f1j = g1j and consequently
P = ∑nj=1 a1j f1j = ∑nj=1 a1j g1j = Q.
The converse is clear. 
It should be noted, that the A–B pairable property is additive.
We are now ready for the generalization of the product rule for determinants
over S.
Theorem 4.5. If A,B ∈ Sn×n, then
|AB|+ + |A|+|B|− + |A|−|B|+ = |AB|− + |A|+|B|+ + |A|−|B|−. (13)
Proof. We shall prove this by induction on the size of the matrix. For 2×2 matrices
A =
[
a1 a3
a2 a4
]
and B =
[
b1 b3
b2 b4
]
, we have AB =
[
a1b1 + a3b2 a1b3 + a3b4
a2b1 + a4b2 a2b3 + a4b4
]
.
So
|AB|+ + |A|+|B|− + |A|−|B|+
= (a1b1 + a3b2)(a2b3 + a4b4) + (a1a4)(b2b3) + (a2a3)(b1b4)
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= a1a2b1b3 + a2a3b2b3 + a1a4b1b4 + a3a4b2b4 + a1a4b2b3 + a2a3b1b4
= a1a2b1b3 + a2a3b1b4 + a1a4b2b3 + a3a4b2b4 + a1a4b1b4 + a2a3b2b3
= |AB|− + |A|+|B|+ + |A|−|B|−.
Next let us assume it holds for matrices up to size n − 1. We shall use Lemma 4.4
to show that Eq. (13) is true. To do this we shall consider Eq. (13) as an equation of
two polynomials in the 2n2 variables aij and bij .
Turning to the product we have
AB =


T1 b1 
T
1 b2 · · · T1 bn
T2 b1 
T
2 b2 · · · T2 bn
...
...
...
Tnb1 Tn b2 · · · Tnbn

 , (14)
which, by Lemma 3.5, we differentiate row by row to get

a11
|AB|+ =
rows
∣∣∣∣∣∣∣∣∣∣
b11 b12 · · · b1n
T2 b1
... Ti bj
Tn1b1
∣∣∣∣∣∣∣∣∣∣
+
. (15)
Next, we differentiate this column by column to arrive at
2
b11a11
|AB|+ =
cols
∣∣∣∣∣∣∣∣∣
1 b12 · · · b1n
a21
... pqT + CD
an1
∣∣∣∣∣∣∣∣∣
+
=
∣∣∣∣∣1 q
T
p pqT + CD
∣∣∣∣∣
+
, (16)
where C = A11 and D = B11.
We next consider the columns of the matrix in (16) as the sum of two columns
and write
2
b11a11
|AB|+ =
∣∣∣∣
[
1
p
]
,
[
q1
q1p
]
+
[
0
Cd1
]
,
[
q2
q2p
]
+
[
0
Cd2
]
, . . .
∣∣∣∣
+
.
This we can now split as∣∣∣∣1 0 0 · · · 0p Cd1 Cd2 · · · Cdn
∣∣∣∣
+
+ θ =
∣∣∣∣1 0Tp CD
∣∣∣∣
+
+ θ,
where θ contains a sum of positive determinants, say τ+, each with two proportional
columns. Consequently, each such determinant satisfies τ+ = τ−. On the other hand,
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2
b11a11
|A|+|B|− =
(

a11
|A|+
)(

b11
|B|−
)
= A+11B−11 = |C|+|D|−,
and similarly
2
b11a11
|A|−|B|+ = A−11B+11 = |C|−|D|+, etc.
Combining these we have shown that
2
b11a11
LHS = |CD|+ + θ + |C|+|D|− + |C|−|D|+,
while
2
b11a11
RHS = |CD|− + θ + |C|+ |D|+ + |C|−|D|−.
Now by the induction hypothesis we are given that
|CD|+ + |C|+|D|− + |C|−|D|+ = |CD|− + |C|+|D|+ + |C|−|D|−,
and hence it follows that
2
b11a11
(LHS) = 
2
b11a11
(RHS).
A similar result holds for any other combination of two partials, and hence we may
conclude, on account of Lemma 4.4, that (13) holds. 
It should be noted that the number of terms on each side of Eq. (13) is given
by f (n) = n!2 nn + 2 ·
(
n!
2
)2
. As an example we give the 3×3 case. Consider the
matrices:
A =

a11 a12 a13a21 a22 a23
a31 a32 a33

 , B =

b11 b12 b13b21 b22 b23
b31 b32 b33

 , and
AB =


T1 b1 
T
1 b2 
T
1 b3
T2 b1 
T
2 b2 
T
2 b3
T3 b1 
T
3 b2 
T
3 b3

 ,
and define
L = 
2
b21a13
(|AB|+ + |A|+|B|− + |A|−|B|+) and
R = 
2
b21a13
(|AB|− + |A|+|B|+ + |A|−|B|−).
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Then
2
b21a13
|AB|+ =
row1,col1
∣∣∣∣∣∣∣
0 b32 b33
a22 
T
2 b2 
T
2 b3
a32 T3 b2 
T
3 b3
∣∣∣∣∣∣∣
+
.
We also recall

a13
|A|+ =
∣∣∣∣∣∣
0 0 1
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣
+
= a21a32 and a13 |A|
− = a22a31,

b21
|B|+ =
∣∣∣∣∣∣
b11 b12 b13
1 0 0
b31 b32 b33
∣∣∣∣∣∣
+
= b13b32 and a21 |B|
− = b12b33.
Using these we have
L = (T2 b3)b32a32 + a22(T3 b2)b33 + (a21a32)(b12b33) + (a22a31)(b13b32),
and likewise
R = (T3 b3)a22b32 + a32b33(T2 b2)+ (a21a32)(b13b32) + (a22a31)(b12b33).
These are identically equal, as can be seen by either forming a21 , which gives in
both cases a32b13b32 + a32b12b33, or by expanding each side to get
L = R = a21a32b13b32 + a22a32b23b32 + a23a32b32b33 + a22a31b12b33
+a22a32b22b33 + a22a33b32b33 + a21a32b12b33 + a22a31b13b32.
As a special example we provide
Corollary 4.6. Suppose α = |A|+, β = |A|−, x = |X|+ and y = |X|−.
(i) If AX = I, then 1 + αy + βx = αx + βy.
(ii) If A2 = A, then α + 2αβ = β + α2 + β2.
(iii) If A2 = I, then 1 + 2αβ = α2 + β2.
(vi) If A2 = 0, then 2αβ = α2 + β2.
We remark that one can formally obtain these identities by taking determinants of
both sides of the matrix equation, replacing det(A) by α − β and det(X) by x − y,
and then eliminating the minus signs. It should further be noted that in the commu-
tative ring case, A is singular exactly when α = β.
Unlike the ring case, it is not possible over a semiring to immediately extend the
“product rule” for determinants, Theorem 4.5, from two factors to three factors and
beyond. For three factors the identity
|ABC|+ + |A|−|B|−|C|− + |A|+|B|+|C|−
+ |A|+|B|−|C|+ + |A|−|B|+|C|+
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= |ABC|− + |A|+|B|+|C|+ + |A|+|B|−|C|−
+ |A|−|B|+|C|− + |A|−|B|−|C|+ (17)
contains 2295 terms on each side, when n = 3, and can be verified directly by com-
puter. This suggests that indeed Theorem 4.5 may be extended beyond two terms
to
|A1A2 · · ·As |+ +
∑
i1<i2<···<is
ti=±∏
ti=−
|Ai1 |t1 |Ai2 |t2 · · · |Ais |ts
= |A1A2 · · ·As |− +
∑
i1<i2<···<is
ti=±∏
ti=+
|Ai1 |t1 |Ai2 |t2 · · · |Ais |ts . (18)
However, the above method of using differentiation becomes intractable and we shall
first need to extend the Cauchy–Binet Theorem, before we can address this gener-
alization. We note in passing that if AXA = A, then it follows from (17) that α +
2αβx + (α2 + β2)y = β + 2αβy + (α2 + β2)x.
5. Cauchy–Binet Theorem
Let us now turn to the Cauchy–Binet Theorem. We recall that, for matrices over
a ring R, the Cauchy–Binet Theorem takes the form:
Theorem 5.1 (Cauchy–Binet). Let A ∈ Rm×n, B ∈ Rn×m, and C = AB ∈ Rm×m.
Then
|Cαβ | =
∑
γ=(γi1 ,...,γim )
|Aαγ ||Bγβ |. (19)
To extend this to semirings, we introduce the tensor
Definition 5.2. For an ordered set of integers α1, α2, . . . , αm we define
ε(α1, α2, . . . , αm) =


+ if an even number of transpositions are needed
to get the αi’s in increasing order,
− otherwise.
We next recall the result of Corollary 3.4 which will be pivotal in the proof of the
generalization of the Cauchy–Binet Theorem.
Lemma 5.3. Let B ∈ Sm×n with m  n, and suppose that k = (k1, . . . , km) are in
increasing order. Also let Sk denote the group of all permutations of k. Then
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∣∣∣∣
+
=
∑
(α1,α2,...,αm)∈Sk
ε(α1,α2,...,αm)=+
bα11bα22 · · · bαmm. (20)
We are now ready to generalize Theorem 5.1 into the Cauchy–Binet Theorem
over semirings, which in turn includes Theorem 4.5.
Theorem 5.4 (Cauchy–Binet Theorem for semirings). Let A ∈ Sm×n, B ∈ Sn×m,
and C = AB ∈ Sm×m. Then∣∣Cαβ ∣∣+ +∑
γ
∣∣Aαγ ∣∣+∣∣Bγβ ∣∣− +∑
γ
∣∣Aαγ ∣∣−∣∣Bγβ ∣∣+
= ∣∣Cαβ ∣∣− +∑
γ
∣∣Aαγ ∣∣+∣∣Bγβ ∣∣+ +∑
γ
∣∣Aαγ ∣∣−∣∣Bγβ ∣∣−. (21)
Proof. We only need consider the case with m  n. Let
A = [a1, a2, . . . , an] and B =


b11 b12 · · · b1m
b21 b22 · · · b2m
...
...
...
bn1 bn2 · · · bnm

 .
Then we may express C as
C =
[
n∑
i=1
aibi1,
n∑
i=1
aibi2, · · · ,
n∑
i=1
aibim
]
.
Using Lemma 3.13, we may expand |C|+ by selecting m columns in all possible
nm ways, i.e. |C|+ = {pick m columns in all possible ways}. We now split these nm
terms
n∑
α1=1
· · ·
n∑
αm=1
|aα1aα2 · · · aαm |+ · bα11bα22 · · · bαmm
into those with distinct {α1, α2, . . . , αm}, and those with at least one repeated αi . The
latter will be combined to give a term N+ = N−, which will equally appear on the
RHS of |C|−.
Consider the terms in which all the {αi} are distinct. The number of terms is
(n)m = n · (n − 1) · · · (n − m + 1), with n  m. Needless to say, the {α1, α2, . . . ,
αm} are either in increasing order or they are not.
Fix a particular sequence say, 1  k1 < k2 < · · · < km  n and form all possible
m! permutations, say, (α1, α2, . . . , αm) of these m integers. We next extract out of
the total the following terms:∑
(α1,α2,...,αm)
ε(α1,α2,...,αm)=+
|aα1aα2 · · · aαm |+ · bα11bα22 · · · bαmm.
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Now in each of these positive determinants |aα1 , aα2 , . . . , aαm |+ the columns can
be permuted back to |ak1 , ak2 , . . . , akm |±. Each transposition changes | ∗ ∗ · · · ∗ ∗|+
to | ∗ ∗ · · · ∗ ∗|− and vice versa. Hence, as long as ε(α1, α2, . . . , αm) = +, we get
|aα1 , aα2 , . . . , aαm |+ = |ak1 , ak2 , . . . , akm |+. This ensures that∑
(α1,α2,...,αm)
ε(α1,α2,...,αm)=+
|aα1aα2 · · · aαm |+ · bα11bα22 · · · bαmm
=
∣∣∣∣A 1 2 · · · mk1 k2 · · · km
∣∣∣∣
+
·
∑
(α1,α2,...,αm)
ε(α1,α2,...,αm)=+
bα11bα22 · · · bαmm.
We now apply Lemma 5.3 to the fixed sequence k1 < k2 < · · · < km to give∑
(α1,α2,...,αm)
ε(α1,α2,...,αm)=+
|aα1aα2 · · · aαm |+ · bα11bα22 · · · bαmm
=
∣∣∣∣A 1 2 · · · mk1 k2 · · · km
∣∣∣∣
+
·
∣∣∣∣B k1 k2 · · · km1 2 · · · m
∣∣∣∣
+
. (22)
Likewise,∑
(α1,α2,...,αm)
ε(α1,α2,...,αm)=−
|aα1aα2 · · · aαm |+ · bα11bα22 · · · bαmm
=
∣∣∣∣A 1 2 · · · mk1 k2 · · · km
∣∣∣∣
−
·
∣∣∣∣B k1 k2 · · · km1 2 · · · m
∣∣∣∣
−
. (23)
As such we may write
|C|+ =
∑
1k1<k2<···<kmn
β=(k1k2 ···km)
∣∣A12···mβ ∣∣+ · ∣∣Bβ12···m∣∣+ + ∣∣A12···mβ ∣∣− · ∣∣Bβ12···m∣∣− + N+,
(24)
where N+ is a sum of terms for which |X|+ = |X|−. That is, terms which have the
form
|ak1ak1ak2 · · · akm |+ · (b11b22 · · · bmm) + · · ·
= |ak1ak1ak2 · · · akm |− · (b11b22 · · · bmm) + · · · (25)
By symmetry,
|C|− =
∑
1k1<k2<···<kmn
β=(k1k2 ···km)
∣∣A12···mβ ∣∣+ · ∣∣Bβ12···m∣∣− + ∣∣A12···mβ ∣∣− · ∣∣Bβ12···m∣∣+ + N−.
(26)
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We may abbreviate (24) and (26) to
|C|+ = S++ + S−− + N+, and (27)
|C|− = S+− + S−+ + N−. (28)
Now because N+ = N−, we may conclude that
|C|+ + S+− + S−+ = S++ + S−− + N+ + S+− + S−+ (29)
= S++ + S−− + N− + S+− + S−+ (30)
= S++ + S−− + |C|−, (31)
which concludes the proof of the Cauchy–Binet Identity with two terms. 
We may immediately extend this result to more than two factors. Indeed suppose
M = ABC . . . Z is square with s factors, and α = (a1, . . . , ak) and δ = (d1, . . . , dk),
then
Theorem 5.5
|(ABC . . . Z)αδ |+ +
∑
γi=(ci1,...,cik )
ti=±∏
ti=−
|Aαγ1 |t1 |Bγ1γ2 |t2 |Cγ2γ3 |t3 · · · |Z
γs−1
δ |ts
= |(ABC . . . Z)αδ |− +
∑
γi=(ci1,...,cik )
ti=±∏
ti=+
|Aαγ1 |t1 |Bγ1γ2 |t2 |Cγ2γ3 |t3 · · · |Z
γs−1
δ |ts . (32)
Proof. We shall only give the proof for the case where s = 3 and without loss
of generality assume that α = δ = ε = (1, 2, . . . , m). From (24) and (26) we have
that
|ABC|+ =
∑
β
|Aεβ |+|(BC)βε |+ + |Aεβ |−|(BC)|βε |− + N+1 , and (33)
|ABC|− =
∑
β
|Aεβ |+|(BC)βε |− + |Aεβ |−|(BC)βε |+ + N−1 , (34)
in which N+1 = N−1 . Likewise we also have from (24) and (26)
|(BC)βε |+ =
∑
γ
|Bβγ |+|Cγε |+ + |Bβγ |−|Cγε |− + N+2 and
|(BC)βε |− =
∑
γ
|Bβγ |+|Cγε |− + |Bβγ |−|Cγε |+ + N−2 ,
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in which N+2 = N−2 . Substituting the latter two into (33) we arrive at
|ABC|+ =
∑
β
∑
γ
(
|Aεβ |+|Bβγ |+|Cγε |+ + |Aεβ |+|Bβγ |−|Cγε |−
+ |Aεβ |−|Bβγ |+|Cγε |− + |Aεβ |−|Bβγ |−|Cγε |+
)
+
∑
β
∑
γ
(|Aεβ |+N+2 + |Aεβ |−N−2 ) + N+1 . (35)
We again may write this in short hand as
|ABC|+ = S+++ + S+−− + S−+− + S−−+
+
∑
β
∑
γ
(|Aεβ |+N+2 + |Aεβ |−N−2 )+ N+1 . (36)
By symmetry we also obtain
|ABC|− = S−−− + S++− + S+−+ + S−++
+
∑
β
∑
γ
(|Aεβ |+N−2 + |Aεβ |−N+2 )+ N−1 . (37)
Now because N+i = N−i we may conclude that
|ABC|+ + S−−− + S++− + S+−+ + S−++
= |ABC|− + S+++ + S+−− + S−+− + S−−+. (38)
as desired. 
Corollary 5.6. The product rule for determinants, Eq. (18), holds over a semiring.
The Cauchy–Binet Theorem is fundamentally a realization of the Inclusion–Ex-
clusion principle, and is itself the starting point for several fundamental identities.
In particular we shall now derive the compound (k = n) and adjoint (k = n − 1)
identities for the product of s matrices. It is also clear that we may “split” any mul-
tiplicative identity that is based on the Cauchy–Binet Theorem. That is, replace |A|
by |A|+ − |A|−, adj(A) byA+ −A−, or Ck(A) by C+k (A) − C−k (A).
6. Compound matrices
Definition 6.1. Given a matrix A ∈ Sm×n, we define the kth positive and negative
compound matrices of A to be the
(
m
k
)× (n
k
)
matrices with elements that are the
positive or negative determinants of the k × k minors of A, written in lexicographical
order with alternating signs.
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In other words the positive and negative determinants are “interlaced”.
Example 6.2. If
A =

a1 a4 a7a2 a5 a8
a3 a6 a9

 ,
then
C+2 (A) =


|A1212|+ |A1213|− |A1223|+
|A1312|− |A1313|+ |A1323|−
|A2312|+ |A2313|+ |A2323|+

 =

a1a5 a2a7 a4a8a3a4 a1a9 a6a7
a2a6 a3a8 a5a9


and
C−2 (A) =


|A1212|− |A1213|+ |A1223|−
|A1312|+ |A1313|− |A1323|+
|A2312|− |A2313|+ |A2323|−

 =

a2a4 a1a8 a5a7a1a6 a3a7 a4a9
a3a5 a2a9 a6a8

 .
If we examine the Cauchy–Binet Theorem, Theorem 5.5 with s = 3, then we see
that it may be considered as an identity between the (α, β) entries in the following
compound matrix identity over a semiring.
Theorem 6.3 (Compound matrices). If A ∈ Sm×n, B ∈ Sn×p and C ∈ Sp×m then
for 1  k  m
C+k (ABC) + C+k (A)C+k (B)C−k (C) + C+k (A)C−k (B)C+k (C)
+C−k (A)C+k (B)C+k (C) + C−k (A)C−k (B)C−k (C)
= C−k (ABC) + C+k (A)C−k (B)C−k (C) + C−k (A)C+k (B)C−k (C)
+C−k (A)C−k (B)C+k (C) + C+k (A)C−k (B)C+k (C)
+C+k (A)C+k (B)C+k (C). (39)
A similar result holds for more than three factors. Moreover, setting C = I gives
Corollary 6.4
C+k (AB) + C+k (A)C−k (B) + C−k (A)C+k (B)
= C−k (AB) + C+k (A)C+k (B) + C−k (A)C−k (B). (40)
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Again it is not possible to derive (39) from (40). For the sake of illustration let us
verify (40) for the case where k = 2.
Example 6.5. Let
A =

a1 a4 a7a2 a5 a8
a3 a6 a9

 and B =

b1 b4 b7b2 b5 b8
b3 b6 b9

 .
Then
C = AB
=

a1b1 + a4b2 + a7b3 a1b4 + a4b5 + a7b6 a1b7 + a4b8 + a7b9a2b1 + a5b2 + a8b3 a2b4 + a5b5 + a8b6 a2b7 + a5b8 + a8b9
a3b1 + a6b2 + a9b3 a3b4 + a6b5 + a9b6 a3b7 + a6b8 + a9b9

 .
Using the form C+2 (·) we arrive at
C+2 (C) =


|C1212 |+ |C1213 |− |C1223 |+
|C1312 |− |C1313 |+ |C1323 |−
|C2312 |+ |C2313 |− |C2323 |+

 =

c1c5 c2c7 c4c8c3c4 c1c9 c6c7
c2c6 c3c8 c5c9


=


(a1b1 + a4b2 + a7b3) (a2b1 + a5b2 + a8b3) (a1b4 + a4b5 + a7b6)
·(a2b4 + a5b5 + a8b6) ·(a1b7 + a4b8 + a7b9) ·(a2b7 + a5b8 + a8b9)
(a3b1 + a6b2 + a9b3) (a1b1 + a4b2 + a7b3) (a3b4 + a6b5 + a9b6)
·(a1b4 + a4b5 + a7b6) ·(a3b7 + a6b8 + a9b9) ·(a1b7 + a4b8 + a7b9)
(a2b1 + a5b2 + a8b3) (a3b1 + a6b2 + a9b3) (a2b4 + a5b5 + a8b6)
·(a3b4 + a6b5 + a9b6) ·(a2b7 + a5b8 + a8b9) ·(a3b7 + a6b8 + a9b9)


.
Likewise,
C−2 (C) =


|C1212 |− |C1213 |+ |C1223 |−
|C1312 |+ |C1313 |− |C1323 |+
|C2312 |− |C2313 |+ |C2323 |−

 =

c2c4 c1c8 c5c7c1c6 c3c7 c4c9
c3c5 c2c9 c6c8


=


(a2b1 + a5b2 + a8b3) (a1b1 + a4b2 + a7b3) (a2b4 + a5b5 + a8b6)
·(a1b4 + a4b5 + a7b6) ·(a2b7 + a5b8 + a8b9) ·(a1b7 + a4b8 + a7b9)
(a1b1 + a4b2 + a7b3) (a3b1 + a6b2 + a9b3) (a1b4 + a4b5 + a7b6)
·(a3b4 + a6b5 + a9b6) ·(a1b7 + a4b8 + a7b9) ·(a3b7 + a6b8 + a9b9)
(a3b1 + a6b2 + a9b3) (a2b1 + a5b2 + a8b3) (a3b4 + a6b5 + a9b6)
·(a2b4 + a5b5 + a8b6) ·(a3b7 + a6b8 + a9b9) ·(a2b7 + a5b8 + a8b9)


.
If we examine the (1,1)-element of the left-hand side of Eq. (39), we have[
C+k (AB) + C+k (A)C−k (B) + C−k (A)C+k (B)
]
(1,1)
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=


a1a2b1b4 + a1a5b1b5 + a1a8b1b6
+a2a4b2b4 + a4a5b2b5 + a4a8b2b6
+a2a7b3b4 + a5a7b3b5 + a7a8b3b6
+a1a5b2b4 + a2a7b1b6 + a4a8b3b5
+a2a4b1b5 + a1a8b3b4 + a5a7b2b6

 ,
while the (1,1)-element of the right-hand side of Eq. (39) gives
[
C−k (AB) + C+k (A)C+k (B) + C−k (A)C−k (B)
]
(1,1)
=


a1a2b1b4 + a2a4b1b5 + a2a7b1b6
+a1a5b2b4 + a4a5b2b5 + a5a7b2b6
+a1a8b3b4 + a4a8b3b5 + a7a8b3b6
+a1a5b1b5 + a2a7b3b4 + a4a8b2b6
+a2a4b2b4 + a1a8b1b6 + a5a7b3b5

 .
These two expressions are clearly equal. The other elements of the matrix are also
equal.
We now turn to our second application of the Cauchy–Binet Theorem, which is a
special case of the compound matrix identity (39) with k = n − 1.
Theorem 6.6 (Adjoint of a product). IfA = adj(A), B = adj(B) and C = adj(C),
then
adj+(ABC) + C−B−A− + C+B+A− + C+B−A+ + C−B+A+
= adj−(ABC) + C+B+A+ + C+B−A− + C−B+A− + C−B−A+.
(41)
Proof. The proof follows from Eq. (39) with k = n − 1. We first observe that A+
and C+n−1(A) are related via
A+ = F (C+n−1(A))TF = (FC+n−1(A)F )T and C+n−1(A) = (FA+F)T,
(42)
where F is the n × n flip matrix. As such, Eq. (39) becomes
C+n−1(ABC) + C+n−1(A)C+n−1(B)C−n−1(C) + C+n−1(A)C−n−1(B)C+n−1(C)
+C−n−1(A)C+n−1(B)C+n−1(C) + C−n−1(A)C−n−1(B)C−n−1(C)
= C−n−1(ABC) + C+n−1(A)C−n−1(B)C−n−1(C)
+C−n−1(A)C+n−1(B)C−n−1(C) + C−n−1(A)C−n−1(B)C+n−1(C)
+C+n−1(A)C+n−1(B)C+n−1(C). (43)
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This in turn can be written as
[F adj+(ABC)F ]T + [FA+F ]T[FB+F ]T[FC−F ]T
+[FA+F ]T[FB−F ]T[FC+F ]T + [FA−F ]T[FB+F ]T[FC+F ]T
+[FA−F ]T[FB+F ]T[FC+F ]T
= [F adj−(ABC)F ]T + [FA+F ]T[FB−F ]T[FC−F ]T
+[FA−F ]T[FB+F ]T[FC−F ]T + [FA−F ]T[FB−F ]T[FC+F ]T
+[FA+F ]T[FB+F ]T[FC+F ]T, (44)
which directly leads to Eq. (41). 
Again a similar result holds for a larger number of factors. If we set C = I then
we arrive at
Corollary 6.7. IfA = adj(A) and B = adj(B), then
adj+(AB) +B+A− +B−A+ = adj−(AB) +B+A+ +B−A−. (45)
Before turning to the Laplace expansion, let us extend some of the classic deter-
minantal identities to semirings.
7. Identities over semirings
There are many useful determinantal identities for matrices over a ring. Two types
of particular interest are perturbation results and permutation-adjoint results.
The former deal with determinants of row–column and rank-one perturbations,
while the latter deal with the permutation-product rule for adjoints and the corre-
sponding identities between their minors. Some of the latter identities will be needed
in the perturbation results.
We start by giving some of the analogous perturbation results over semirings.
7.1. Perturbation results
Proposition 7.1. If M =
[
A c
bT d
]
and N =
[
a cT
b D
]
, then
(i) |N |+ = a|D|+ + cTD−b and |N |− = a|D|− + cTD+b,
(ii) |M|+ = d|A|+ + bTA−c and |M|− = d|A|− + bTA+c.
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Proof. (i) Expanding by the first row we see that
|N |+ = a|D|+ +
∣∣∣∣0 cTb D
∣∣∣∣
= a|D|+ +
n∑
k=1
ck|b, d1, . . . ,dk−1, dk+1, . . . ,dn|π(k+1+1).
We then expand each of the summands to give |b, d1, . . . ,dk−1, dk+1, . . . ,
dn|π(k+1+1) = ∑nr=1 brDπ(2+k+r+1)rk . This yields ∑nk=1∑nr=1 brckDπ(k+r+1)rk =
cTD−b, because D−kr = Dπ(k+r+1)rk .
(ii) We can either prove this directly, but the row notation is not so convenient,
or we can use Lemma 7.11. Indeed, since FMF =
[
d bTF
F c FAF
]
we see by part (i)
that |M|+ = |FMF |+ = d|FAF |+ + bTF adj−(FAF)F c. Now by Lemmas 7.10
and 7.11, this reduces to d|A|+ + bTA−c. 
Proposition 7.2. Let ζ = A + cbT be square. Then
ζ+ + |A|− + bTA−c = ζ− + |A|+ + bTA+c.
Proof. If we expand ζ+ using Lemmas 3.13 and 3.12 we obtain ζ+ = |A|+ +∑n
j=1 bj |a1, . . . , aj−1, c, aj+1, . . . , an|+ + N+, where N+ = N− because N is
made up of a collection of positive determinants with two or more equal columns.
Expanding further by column j we arrive at ζ+ = |A|+ +∑nj=1∑ni=1 bjAπ(i+j)ij ci +
N+, which reduces to ζ+ = |A|+ + bTA−c + N+. By symmetry we also have
ζ− = |A|− + bTA+c + N−, from which the desired identity follows. 
Proposition 7.3. If M =
[
A C
0 D
]
, then
(i) |M|+ = |A|+|D|+ + |A|−|D|− and
(ii) |M|− = |A|+|D|− + |A|−|D|+.
Proof. (i) We shall simultaneously prove this by induction on the size of A. It is
clear from Lemma 3.2, when A = a, is a scalar. So assume both conditions holds
when A is (n − 1) × (n − 1). Expanding by the first column, we see that
|M|+ =
n∑
k=1
ak1
∣∣∣∣Ak,1 Ck0 D
∣∣∣∣
π(k+1)
.
Separating the even and odd terms, and by using the hypotheses this gives
|M|+ =
n∑
k=odd
ak1|Ak,1|+|D|+ + |Ak,1|−|D|−
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+
n∑
k=even
ak1|Ak,1|+|D|− + |Ak,1|−|D|+.
Recombining the terms then gives
|M|+ =
n∑
k=1
ak1|Ak,1|π(k+1) · |D|+ +
n∑
k=1
ak1|Ak,1|π(k) · |D|−
= |A|+|D|+ + |A|−|D|−
as desired. The proof of (ii) is similar. 
We may combine some of the above results to give
Proposition 7.4∣∣∣∣I QP CD + PQ
∣∣∣∣
+
+ |C|+|D|− + |C|−|D|+
=
∣∣∣∣I QP CD + PQ
∣∣∣∣
−
+ |C|+|D|+ + |C|−|D|−.
Proof. Observe that
M =
[
I Q
P CD + PQ
]
=
[
I 0
P C
] [
I Q
0 D
]
= KL.
From Theorem 4.5 we know that |M|+ + |K|+|L|− + |K|−|L|+ = |M|−
+ |K|+|L|+ + |K|−|L|−, in which on account of Lemma 7.3, we may substitute
|K|± = |C|± and |L|± = |D|±. 
7.2. Matrix identities
In matrix theory over rings one of the key aspects is that if a matrix satisfies a spe-
cial identity, such as A2 = A, then so does its determinant, adjoint or inverse. Indeed,
in this case det(A) satisfies x2 = x. Over semirings this fact no longer holds. We may
however, use Theorem 5.5 to prove the following for commutative semirings.
Proposition 7.5. Let α = |A|+, β = |A|−, x = |X|+ and y = |X|−. If Ak1Xt1Ak2
Xt2 · · ·AkpXtp = R, where k = k1 + · · · + kp and t = t1 + · · · + tp, and R = 0, I
or A, then
|R|+ +
∑
r+s=odd
(
k
r
)
αk−rβr
(
t
s
)
xt−sys
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= |R|− +
∑
r+s=even
(
k
r
)
αk−rβr
(
t
s
)
xt−sys .
These terms are obtained by forming (α + β)k(x + y)t and then extracting the
terms βrys with r + s = odd or even.
7.3. Minors and permutations
We have seen in Corollary 3.10 what happens to the positive and negative deter-
minants when we permute rows or columns. Let us now go one step further and
see what happens to the actual entries in the matrix. This allows us subsequently,
to investigate what happens to the permuted positive and negative adjoints. First we
present several permutation results.
Throughout, A is an n × n matrix, P = [ei1 , . . . , ein], Q = [ej1 , . . . , ejn ] are per-
mutation matrices and Fn is the n × n flip matrix.
Proposition 7.6
(i) Pir ,r (P TA)rs = Air ,s and (AQ)rsQTs,js = Ar,js .
(ii) Pir ,r (P TAQ)rsQTs,js = Air ,js . (46)
(iii) π(Pir ,r ) = π(P )π(ir + r) and π(Qs,js ) = π(Q)π(s + js).
Proof. (i) Recall that (M)i and (M)j are the submatrices obtained from M , by
deleting row(i) and column(j ) respectively. Then (AQ)s = [aj1 , . . . , ajn ], in which
vector ajs has been removed from column s. Likewise
(QT)s =


eTj1
...
eTjn

 ,
in which unit vector eTjs has been removed from row s. Multiplying these we obtain
(AQ)s(Q
T)s = ∑k /=s ajkeTjk . This equals matrixAwith column ajs , deleted. (ii) Com-
bine the result of (i). (iii) Shift column s in Q to column 1, then permute the remaining
columns to their natural order, followed by permuting column 1 to position s. 
As a special case we have
Corollary 7.7
(i) Fn−1(FnA)pq = An+1−p,q and (AFn)pqFn−1 = Ap,n+1−q .
(ii) Fn−1(FnAFn)pqFn−1 = An+1−p,n+1−q . (47)
(iii) π(Fn) = π(Fn−1)π(n + 1).
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We next may take positive/negative determinants throughout (i)–(ii) of Corollary
7.6 and substitute into part (iii) of the same result.
Proposition 7.8
(i) |(P TA)rs |± = |Air ,s |±π(P )π(r+ir ).
(ii) |(AQ)rs |± = |Ar,js |±π(Q)π(s+js ).
(iii) |(P TAQ)rs |± = |Air ,js |±π(P )π(Q)π(r+ir )π(s+js ). (48)
(iv) |(QTAQ)rs |± = |Ajr ,js |±π(r+jr )π(s+js ).
As a special case we may state
Corollary 7.9
(i) |(FA)rs |± = |An+1−r,s |±π(Fn)π(n+1) = |An+1−r,s |±π(Fn−1) and
(ii) |(AF)rs |± = |Ar,n+1−s |±π(Fn)π(n+1) = |Ar,n+1−s |±π(Fn−1). (49)
We next recall that:
(i) If n = 4k, then π(n + 1) = −, π(Fn−1) = (−) and π(Fn) = (+).
(ii) If n = 4k + 1, then π(n + 1) = +, π(Fn−1) = (+) and π(Fn) = (+).
(iii) If n = 4k + 2, then π(n + 1) = −, π(Fn−1) = (+) and π(Fn) = (−).
(iv) If n = 4k + 3, then π(n + 1) = +, π(Fn−1) = (−) and π(Fn) = (−).
This leads to the following:
(i) if n = 4k or n = 4k + 3, then
|(FA)rs |± = |An+1−r,s |∓ and |(AF)rs |± = |Ar,n+1−s |∓. (50)
(ii) if n = 4k + 1 or n = 4k + 2, then
|(FA)rs |± = |An+1−r,s |± and |(AF)rs |± = |Ar,n+1−s |±. (51)
Applying the above toA±, we obtain the following one-sided adjoint results
Proposition 7.10
(i) [P TA±]rs = |As,ir |±π(ir+s)
(ii) [A±Q]rs = |Ajs,r |±π(r+js )
(iii) [FA±]rs = |As,n+1−r |±π(r+s+1)π(n) (52)
(iv) [A±F ]rs = |An+1−s,r |±π(r+s+1)π(n).
Proof. For example, (ii) [A±Q]rs = eTr (A±Q)es = eTr (A±)ejs = |Ajs,r |±π(r+js ).

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Lastly, combining the last results with the definitions of A± we can further say
that
Proposition 7.11
(i) [adj±(P TA)]rs = |Ais,r |±π(P )π(r+is )
(ii) [adj±(AQ)]rs = |As,jr |±π(Q)π(s+jr )
(iii) [adj±(P TAQ)]rs = |Ais,jr |±π(P )π(Q)π(is+jr ) (53)
(iv) [adj±(QTAQ)]rs = |Ajs,jr |±π(js+jr )
(v) adj±(QTAQ) = QTA±Q.
As a special case of this we obtain
Corollary 7.12
(i) [adj±(FA)]rs = |An+1−s,r |±π(r+s)π(n+1)π(F )
(ii) [adj±(AF)]rs = |As,n+1−r |±π(r+s)π(n+1)π(F ).
These may be combined to give the one-sided “flipped” adjoint results
Corollary 7.13
(a) When n = 4k or n = 4k + 1, then adj±(FA) =A±F.
(b) When n = 4k + 2 or n = 4k + 3, then adj±(FA) =A∓F.
8. Laplace’s expansion over a semiring
We begin with a recap of Laplace’s expansion of a determinant over a ring with
unity. For emphasis, we shall use scripts to denote compound matrices.
We recall the notation that if Aαβ is a square submatrix in A then A
αc
βc is its com-
plementary submatrix in A, where α = (p1, . . . , ps) and αc = (ps+1, . . . , pn). The
signed complementary minor of Aαβ is now defined by |Aα
c
βc | = (−1)(|α|+|β|)|Aα
c
βc |,
where |α| = p1 + · · · + ps . Laplace’s Theorem now states that
Theorem 8.1. For fixed α = (p1, . . . , ps) and αc = (ps+1, . . . , pn) in increasing
order,
|A| =
∑
β=(q1,...,qs )
qi<qi+1
(−1)(|α|+|β|)|Aαβ ||Aα
c
βc | =
∑
β=(q1,...,qs )
qi<qi+1
|Aαβ ||Aα
c
βc |. (54)
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This fundamental theorem can actually be expressed very neatly in terms of com-
pound matrices. Indeed, suppose that the
(
n
s
) = N permutations have been listed in
lex-order as (β1, . . . , βN). This induces a unique lex-ordering of their complements
(βc1, . . . , β
c
N). It now follows that (Cs(A))pq = |A
βp
βq
|, where βq is the qth entry in
the string (β1, . . . , βN). We may now also define the grade-s-adjoint by
(As(A))pq = (−1)(|βp |+|βq |)
∣∣Aβcqβcp ∣∣
which reduces to the usual adjoint when s = 1. We may now restate (54) as
Cs(A) ·As(A) = |A|I(nk). (55)
Indeed, the entries in the rth column of As(A) are precisely the complementary
minors of the entries in the rth row of Cs(A) in the right order. This means that
the diagonal entries on the right-hand side of (54) precisely equal det(A). On the
other side, the off-diagonal entries on the left-hand side of (54) correspond to an
expansion of the form
∑
β |Aαβ |(−1)(|α|+|γ |)|Aα
c
γ | in which β ∩ γ /= ∅. As such it
corresponds to a Laplace expansion of a determinant with two or more equal rows
and thus vanishes.
We recall that the Cauchy–Binet Theorem, the Laplace expansion of det(A), and
the Jacobi identity are all closely related. In fact applying Laplace to the matrix[
A 0
−I B
]
yields the Cauchy–Binet theorem [3, p. 40].
On the other hand, the Jacobi identity over a commutative ring states that
|Aαβ | = (−1)(|α|+|β|)|A|s−1 ·
∣∣Aαcβc ∣∣ = |A|s−1 · ∣∣Aαcβc ∣∣, (56)
where α = (p1, . . . , ps), β = (q1, . . . , qs). This can be written using the sth com-
pound matrix and the grade-s-adjoint in the form
Cs(A
T) = |A|s−1 ·As(A) (57)
and can, for example, be proven by taking determinants throughout the product[
Aαα A
α
αc
0 I
][
(AT)αα (A
T)ααc
(AT)α
c
α (A
T)α
c
αc
]
=
[|A|Ik 0
? (AT)αcαc
]
. (58)
Needless to say, this method requires the cancellation of the term |A|, which needs
special consideration in a semiring.
We may proceed from the Cauchy–Binet to the Laplace expansion if we introduce
the map φ that sends each entry in the compound matrix Cs(A) into its complement
(without signs). That is let
φ[Cs(A)] = [φ(|Aαβ |)] = [|Aα
c
βc |],
where α = (i1, . . . , is), β = (j1, . . . , js). Next, if we apply the Cauchy–Binet The-
orem to the identity
AA = |A|I =A A (59)
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we obtain Cs(A)Cs(A) = Cs(|A|I ) = |A|sI . Substituting from (57) and using Jac-
obi’s identity, we arrive at
Cs(A)|A|s−1As(A) = |A|sI,
which on “cancelling” the term |A|s−1 again yields the Laplace expansion (54).
Let us now turn to the generalization of the Laplace expansion to semirings. First
a couple of preliminary results. If α = (p1, . . . , ps) and β = (q1, . . . , qs) are in
increasing order, then
π
(
1, 2, . . . , n
β, βc
)
= (−1)|β|+s(s+1)/2 and π
(
α, αc
β, βc
)
= (−1)|α|+|β|.
We now use this in the following.
Lemma 8.2. Fix α = (p1, . . . , ps) and αc = (ps+1, . . . , pn) in increasing order.
Then
(a) |A|+ =
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=+
(|Aαβ |+|Aαcβc |+ + |Aαβ |−|Aαcβc |−)
+
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=−
(|Aαβ |+|Aαcβc |− + |Aαβ |−|Aαcβc |+), (60)
(b) |A|− =
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=+
(|Aαβ |+|Aαcβc |− + |Aαβ |−|Aαcβc |+)
+
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=−
(|Aαβ |+|Aαcβc |+ + |Aαβ |−|Aαcβc |+). (61)
Proof. We shall do this by counting the number of terms on each side. We know
that |A|+ contains n!/2 terms. Now recall that∣∣Aαβ ∣∣+ = ∣∣Ap1,...,psq1,...,qs ∣∣+ = ∑
i=(i1,...,is )
π(
β
i )=+
ap1,i1 · · · aps,is ,
which contains s!/2 terms and likewise;
∣∣Aαcβc ∣∣+ = ∣∣Aps+1,...,pnqs+1,...,qn ∣∣+ = ∑
j=(js+1,...,jn)
π(
βc
j )=+
aps+1,js+1 · · · apn,jn ,
which contains (n − s)!/2 terms.
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This means that |Aαβ |+|Aα
c
βc |+ =
∑
π(βi)=+
∑
π(β
c
j )=+
ap1,i1 · · · aps,is · aps+1,js+1 · · ·
apn,jn has s!(n − s)!/4 terms. We now observe that if π
(
β
i
) = + and π(βcj ) = +,
then we also have π
(
β,βc
i,j
) = +. In other words |β| + |i| = even. Consequently when
|α| + |β| = even we may conclude that |α| + |i| = even, which says that all terms in
this product will be part of the expansion of |A|+! Needless to say there is no over-
lap among these terms. Likewise if π
(
β
i
) = − and (βcj ) = −, then again π(β,βci,j ) =
+, and |β| + |i| = even. This means that all the terms in |Aαβ |−|Aα
c
βc |− also pro-
duce |α| + |i| = even, and are also part of |A|+. Similarly if |α| + |β| =odd and
π
(
β
i
) = + and π(βcj ) = −, then π(β,βci,j ) = − and |β| + |i| =odd. Hence again |α| +
|i| =even and all the terms coming from |Aαβ |+|Aα
c
βc |− belong to |A|+. By sym-
metry the same can be said of the terms in |Aαβ |−|Aα
c
βc |+. we have thus demon-
strated that each of the sums in braces gives 2[ s!(n−s)!4 ] terms from the expansion
of |A|+. Now we let β vary. There are (n
s
)
ways of selecting β, each of which,
when used in increasing order will yield either a sum where |α| + |β| =even or
a sum where |α| + |β| =odd. In either case this gives a total number of terms in
(60) equal to (n
s
)
2[ s!(n−s)!4 ] = n!/2. This in turn ensures that we have equality in
part (a).
It is clear that part (b) follows by symmetry. 
Example 8.3. With n = 4, s = 2 and α = (1, 2) we have for example
|A|+ = |A1212|+|A3434|+ + |A1214|+|A3423|+ + |A1223|−|A3414|− + |A1234|−|A3412|−
+ |A1224|+|A3413|− + |A1213|−|A3424|+ + |A1223|+|A3414|+ + |A1234|+|A3412|+
+ |A1212|−|A3434|− + |A1214|−|A3434|− + |A1213|+|A3424|− + |A1224|−|A3413|+.
An immediate by-product of these identities is the generalization of Laplace’s
expansion to semirings.
Corollary 8.4 (Laplace)
|A|+ +
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=+
(|Aαβ |+|Aα
c
βc |− + |Aαβ |−|Aα
c
βc |+)
+
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=−
(|Aαβ |+|Aα
c
βc |+ + |Aαβ |−|Aα
c
βc |−)
= |A|− +
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=+
(|Aαβ |+|Aα
c
βc |+ + |Aαβ |−|Aα
c
βc |−)
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+
∑
β=(q1,...,qs )
qi<qi+1
π(|α|+|β|)=−
(|Aαβ |+|Aα
c
βc |− + |Aαβ |−|Aα
c
βc |+). (62)
In order to rewrite this in matrix form, let us introduce the positive and negative
compound matrices as well as the positive and negative grade-s-adjoints
(C+s (A))pq =
∣∣Aβpβq ∣∣π(p+q) and (A+s (A))pq = ∣∣Aβcqβcp ∣∣π(|βp |+|βq |+p+q) (63)
as well as
(C−s (A))pq =
∣∣Aβpβq ∣∣π(p+q+1) and (A−s (A))pq = ∣∣Aβcqβcp ∣∣π(|βp |+|βq |+p+q+1).
(64)
For example
A+2 (A) =


|A3434|+ |A2434|+ |A2334|+ |A1434|− |A1334|− |A1234|−
|A3424|+ |A2424|+ |A2324|+ |A1424|− |A1324|− |A1224|−
|A3423|+ |A2423|+ |A2323|+ |A1423|− |A1323|− |A1223|−
|A3414|− |A2414|− |A2314|− |A1414|+ |A1314|+ |A1214|+
|A3413|− |A2413|− |A2313|− |A1413|+ |A1313|+ |A1213|+
|A3412|− |A2412|− |A2312|− |A1412|+ |A1312|+ |A1212|+


. (65)
Exchanging all superscripts “+” with the superscript “−”, we also obtain A−2 (A).
We may now state
Lemma 8.5. If α = (α1, . . . , αs) = βr, then
(a) |A|+ = (C+s (A) ·A+s (A))rr + (C−s (A) ·A−s (A))rr . (66)
(b) |A|− = (C+s (A) ·A−s (A))rr + (C−s (A) ·A+s (A))rr . (67)
Proof. (a) Consider
(C+s (A) ·A+s (A))rr =
N∑
k=1
(C+s (A))rk(A+s (A))kr
=
N∑
k=1
∣∣Aβrβk ∣∣π(r+k)∣∣Aβcrβck ∣∣π(|βr |+|βk |+k+r).
We now split these terms according to whether |α| + |βk| is even or odd. This gives
(C+s (A) ·A+s (A))rr =
∑
|α|+|βk |=even
∣∣Aβrβk ∣∣π(r+k)∣∣Aβcrβck ∣∣π(k+r)
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+
∑
|α|+|βk |=odd
∣∣Aβrβk ∣∣π(r+k)∣∣Aβcrβck ∣∣π(k+r+1).
Next, we partition these terms further depending on whether k + r is even or odd.
We then arrive at
(C+s (A) ·A+s (A))rr =
∑
|α|+|βk |=even
k+r=even
∣∣Aβrβk ∣∣+∣∣Aβcrβck ∣∣+ +
∑
|α|+|βk |=even
k+r=odd
∣∣Aβrβk ∣∣−∣∣Aβcrβck ∣∣−
+
∑
|α|+|βk |=odd
k+r=even
∣∣Aβrβk ∣∣+∣∣Aβcrβck ∣∣− +
∑
|α|+|βk |=odd
k+r=odd
∣∣Aβrβk ∣∣−∣∣Aβcrβck ∣∣+.
(68)
We similarly obtain
(C−s (A) ·A−s (A))rr =
∑
|α|+|βk |=even
k+r=odd
∣∣Aβrβk ∣∣+∣∣Aβcrβck ∣∣+
∑
|α|+|βk |=even
k+r=even
∣∣Aβrβk ∣∣−∣∣Aβcrβck ∣∣−
+
∑
|α|+|βk |=odd
k+r=odd
∣∣Aβrβk ∣∣+∣∣Aβcrβck ∣∣− +
∑
|α|+|βk |=odd
k+r=even
∣∣Aβrβk ∣∣−∣∣Aβcrβck ∣∣+.
(69)
Combining the first sum in (68) with the first sum of (69) followed by combining
the second sums etc., we see that we precisely obtain the expression for |A|+, as
given in (60). Part (b) follows by symmetry. 
We lastly arrive at
C+s (A) ·A+s (A) + C−s (S) ·A−s (A) + |A|−I
= C+s (A) ·A−s (A) + C−s (A) ·A+s (A) + |A|+I. (70)
The diagonal terms are equal because of Lemma 8.5 while the off-diagonal entries
are the plus and minus determinants of matrices with two equal rows and thus are
equal in pairs.
The identities (55) and (70) have been verified for particular examples using a
computer algebra system.
9. Conclusion
We have demonstrated using the Inclusion–Exclusion Principle, that the usual
determinantal identities involving adjoint and compound matrices can be general-
ized to more basic combinatorial identities that do not involve negative elements. As
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such these immediately hold over commutative semirings. Needless to say numerous
problems of interest remain. For example when is |AB|+ = |A|+|B|+? or what is
adj+(A−1)?, or how are positive/negative determinants of |I + XY | related?
Indeed any of the classical determinantal identities over a commutative ring in-
vites an extension.
Lastly, the number of terms on each side in the general identity (18), with a prod-
uct of ‘s’ matrices, can be computed from:
h(s, n) = n!
2
(ns−1)n + 2s−1 ·
(
n!
2
)s
= n!
2
(ns−1)n + (n!)
s
2
= (n!)
2
(nn)s−1 + (n!)
s
2
.
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