Background: There are various approaches of modeling on time series data. Most of the studies
INTRODUCTION
Tourism can be categorized into two sorts on the basis of the country the tourist belongs to and travels to; viz. domestic and international. If a person moves within the territory of his/her country, it falls on domestic tourism and if he/she makes a travel outside of his/her country, it is international tourism. Tourism plays a vital role in economy of most of the countries in the world. World Economic Forum (2015) On the other hand, there is a variation in tourist arrivals month by month. This depicts that the number of tourist arrivals is highly affected by season. Generally, the number of tourist arrivals is seen higher during the season having medium weather neither too hot nor too cold such as during March-April and October-November and minimum during the rainy season. It portrays that the same kind of infrastructure and management system is not good enough for all seasons to develop tourism industry in well manner.
Being tourism a backbone for Nepalese economy; if the number of tourist arrivals for each month of a particular year can be estimated, it is hoped that it will play a significant role for proper management of tourism industry which aids benefit for the economy. Various researchers have used different types of methods and forecasting models for predicting the number of tourist arrivals. Most of them made the studies regarding annual data whereas only a few number of studies are found research was concluded that in high seasonal period can be used AR (2)-MLE, AR (2)-MLEbootstrapping, and AR (1)-ME-bootstrapping to predict the number of international tourist arrivals to Thailand for future years. However, in low seasonal period only AR (1)-ME-bootstrapping can be used to predict the number of international tourist arrival to Thailand for future years. Gurudeo, Victor and Seyed (2012) adopted ARIMA (2, 2, 2) model for predicting the tourist arrivals in Australia. Akuno et al. (2015) 
MATERIALS AND METHODS
To 
where,  is white noise.
Additionally, let, Yt (m) indicates number of tourist arrivals in m th month of particular year t. The AR model combined with biquadratic function can be written as 
RESULTS
This section reveals the results from data analysis using the data of monthly tourist arrivals in Nepal. Firstly, the annual trend of tourist arrivals in Nepal has been displayed in Fig. 1 . The figure shows that the tourist arrival has been increasing with some fluctuations through the years. compared to other study years whereas it met the peak at 2012 i.e. 803,092. In overall, the data reveals an increasing trend with rise and fall at various time points indicating that the data is nonstationary to some extent. The presence of non-stationarity on annual data has not been considered because of the reason that there is no such high degree of trend in one way which can be shown form correlogram as in Fig. 2 . whereas it is less in January, June, July and December. It can be clearly seen that the graph has altogether 3 bends which indicates that the monthly tourist arrivals follows biquadratic function.
Autoregressive model
One of the widely used models in time series data is Autoregressive (AR) model. The scatter plot displays that the residuals have higher density in the region having lower predicted values as compared to that of higher predicted values. Anyway, there is no such huge variation in variability indicating no such noticeable heteroscedasticity. Moreover, the test of normality of residuals has been made using Kolmogorov-Smirnov test which is shown in Table 1 . 
Alternative Model (AR combined with Polynomial Function)
An alternative approach of modeling in data having seasonal/monthly fluctuation has been fitted and described in this section. From the The result displayed in Table 2 indicates that the residuals are normally distributed at 5% level of significance and most extreme absolute difference is 0.045. As a result, the combination of AR (1) and biquadratic function can represent the monthly fluctuation incorporating annual trend meeting all the assumptions of regression model.
Comparison of two models
As it is already seen that both of the above discussed models have nearly same value of coefficient of determination (R 2 ) indicating that the alternative model is not so much inferior for While comparing the adequacy of the models regarding the assumptions about residuals, both the models reveal normal and homoscedastic residuals. More specifically, the scatter plots of residuals against predicted values displays that the model with polynomial function combined with AR deserves the assumption about homoscedasticity among the residuals more accurately compared to that of AR (12). Also, the most extreme difference is seen to be less among the residuals from alternative model compared to that from AR (12). It can also be compared using QQ-plots for normality for both the models as shown in Fig. 9 . Fig. 9 . Comparison of normality of residuals from two models.
The Fig. 9 shows that the plots of expected normal values of residuals are more closed to normal relatively in QQ-plot of model with polynomial function combined with AR as compared to that of AR (12) indicating that the alternative model reveals more normality among the residuals compared to that from AR (12). In addition, the plots of observed and predicted values show that both the fitted models reflect observed data and hence they can be used for forecasting. It shows that presence of some degree of serial correlation among the residuals may not lead mis-forecasting so it has been ignored. However, it does not mean that the presence of high degree serial correlation among residuals is not a serious problem. But it has not been tried in present context because of the reason that the main purpose of this paper is to provide an alternative approach of modeling in monthly time 
CONCLUSION
To put it in a nut shell, the discussion after the result of the study makes vibrant that the use of polynomial function combined with autoregressive model may be useful on time series data having seasonal fluctuation. The use of such approach on data of monthly tourist arrivals in Nepal is only an example of such kind. As our practice, we usually compare the results of different models and choose best one for modeling data. The model described in this paper may certainly be useful and it could be the best one for certain types of data as compared to other. Hence, it is suggested that this type of approach of modeling for a time series data with seasonal fluctuation could be useful.
