Abstract. Classification is one of the major problems solved by the artificial neural networks. The problem deals with the mapping of the input data into classes. Voice recognition, pattern matching, face recognition, character recognition etc. are these types of problems. In the past few years we have seen a great increase in the methods to solve these problems. In this paper we have proposed a new method for solving these problems. The method is inspired from the neuro-fuzzy logic approach to problem solving. Here we have proposed the various changes that may be made in various layers for the system to better handle classificatory problems. We first cluster the training data so that the rest of the algorithm works efficiently with limited data to handle. The clustering is based on class identification of various inputs given as training data. A sort of fuzzy logic approach serves as a means to classify the unknown input to a class based on the rules formed from inputs given in training data. Rules are in form of representative of every cluster and their matching class. The centre and power of the representative are the parameters that are optimized using a training algorithm similar to the backpropagation algorithm of the artificial neural networks. This algorithm is optimized by Genetic Algorithms. We tested the algorithm on the famous classificatory problem of picture learning. We got a good efficiency which proves the effectiveness of the algorithm.
Introduction
Classification problems have developed rapidly over the past few years. The problem is to classify the inputs into known number of classes as outputs. A good amount of work in these kinds of problems is by the help of artificial neural networks [4, 7 and 12] . The neural networks have a great power to approximate any unknown function. This power is used to approximate and hence classify the inputs to classes. Another good amount of work is using the Neuro-Fuzzy Networks [8, 14 and 21] . These involve the combined concept of fuzzy logic and neural networks to map the given input data into the output data. These systems may are optimized by the Genetic Algorithms [13, 6 and 11] which further improves the efficiency of the system. When applied to practical data, these systems give a good efficiency and are able to solve the various problems.
In Neuro-Fuzzy systems, we first cluster the input data by using a clustering algorithm like C-means clustering. The use of clustering is to reduce the training data into manageable number that can be solved efficiently in further steps. The fuzzy logic is used to form fuzzy rules that determine the relation between the input and output. Each cluster contributes to the fuzzy rules. The fuzzy rules involve many unknown parameters. These parameters may be varied to optimize the efficiency of the system. The various parameters of the fuzzy logic are optimized by the neural network training. We use steepest descend algorithm to vary each of the parameter to get the final output. We also use Genetic Algorithms for optimizations of the neural networks.
The backpropagation algorithm in the artificial neural networks is used to optimize the parameters of the fuzzy logic. The various parameters are determined by the steepest descend approach of the neural network. The neural network hence tries to find out the most efficient combination of the various parameters that gives the maximum efficiency. At every step the output is calculated and matched with the desired output. The error is used to modify the parameters. The genetic algorithms are used for optimization of the neural network.
Related Works
As discussed above, there are so many problems that are classificatory in nature. A lot of work has been done in each of the individual problems. Many of these problems use artificial neural networks to approximate the output. The neural networks with back propagation have been extensively used in almost all the problems. Genetic Algorithms have also been applied to the neural networks for optimized training. A lot of work is being done in the field of neural network for validating, generalizing and better training of the neural network [4, 7 and 12] .
The problems also employ the concept of Hidden Markov Models [9, 11 and 13] . These are statistical models that can be used to predict the consequence of the unknown input. These models have found a variety of use in handwriting recognition, speech recognition etc.
Instantaneously trained neural networks [10, 19] are a good approach for faster training with a smaller generalization capability. These networks require very less training time as the weights are decided just by seeing the inputs.
Neuro Fuzzy networks are relatively new. These systems emerged as a motivation for the combination of the powers of neural networks and fuzzy logic. These have been applied to variety of problems [8, 14 and 21] . A lot of work is going on for their application in various domains. These networks very optimally solve the problem. A lot of work is going on in the various parts of these algorithms like clustering, genetic optimizations, rule forming, parameter updating etc [5, 17 and 20] .
Classification is a major problem of study which finds immense interest because of its applicability. A lot of work is being done to adapt the neuro-fuzzy systems for the classification problems. The algorithms try to optimize the performance in clustering by designing various models based on the architecture of neuro-fuzzy systems [1, 2, 3, 16, 18 and 22] .
Self organizing maps have also been used extensively for the problem solving. Various other mathematical models have been proposed. These employ mathematical techniques like point to point matching for solving the problem.
Algorithm
In this section we study the various aspects of the algorithm. The algorithm works entirely on the principles of the neuro-fuzzy inference system. In this algorithm we first cluster the training inputs in to data clusters. This is done by the clustering algorithm. We use the fuzzy logic type approach to map the inputs to the output with the help of training data provided. We assume that each cluster can be approximated by just one representative. This representative affects the output of the unknown inputs. The output of any input is the cumulative effect firing of all the cluster representatives.
The fuzzy approach has parameters. These are the centre and firing power of each cluster representative. These parameters are adjusted using a training algorithm similar to the backpropagation algorithm of neural network approach. We also use Genetic Algorithms to optimize the data. The training algorithm and genetic algorithms are applied over the validating data which should be set aside for testing the algorithm. The whole process of the algorithm is shown in figure 1 . 
Clustering
The first step of the algorithm is to cluster the given input training data. The use of clustering is to reduce the number of points that participate in the neuro-fuzzy steps of the algorithm. The limited number of training data reduces the computation for the later steps. Also they filter out the irrelevant data.
The clustering of the training data is done keeping in mind that this is the classification problem. Here the output is not found in continuous patterns. Rather the output is the class to which the input belongs. Hence we keep in mind that for any cluster we make of the training data, all cluster members belong to the same class.
Clustering is done by the simple rule of finding groups of input data that all belong to the same class. We make sure that the closed region formed by these points should be occupied by members of this class only. This means that no member of any other class can lie in the region occupied by these clusters. For 2 input systems, this region would be a circle. This is shown in This is done because the basic philosophy of the algorithm is to make representatives of each cluster and position them onto the graph. These are made to fire by a certain power to give the output of the unknown input. Using this algorithm, we make sure that we may be able to comfortably replace a cluster by a representative. No other node would be found firing nearby this cluster. Hence the node representing this cluster would be free to dominate inside the cluster and in neighboring areas.
We also select a representative for every node. This is the centre of the entire region where a cluster is located in the n-dimensional input space. Let us assume that the training data in a cluster are <I 11 ,I 12 ,I 13 ,I 14 …I 1n >, <I 21 ,I 22 ,I 23 ,I 24 …I 2n >, <I 31 ,I 32 ,I 33 ,I 34 …I 3n >…..<I p1 ,I p2 ,I p3 ,I p4 …I pn >. The center for this data is given by (1)
(1) We define the radius of the cluster as the square of distance between the center of the cluster and the most distant point in the cluster. Hence the radius of the cluster can be written as given in (2) In order that this represents a valid cluster, we further have the condition that point of any other class must not lay in the region of this cluster. Hence for any point <I x1 ,I x2 ,I x3 ,I x4 …I xn > in the system, if this point is of a different class than the class of our input, then the equation (3) is always false.
2 <= R 2 (3) Here <C 1 ,C 2 ,C 3 ,C 4 …C n > is the center coordinates and R is the radius of the cluster This concept in a 2 input system is given in figure 2.
We also define firing power of every cluster. We assume that every such cluster would participate in the fuzzy system and would contribute an amount proportional to the power. The firing power of any cluster is directly proportional to the radius of the cluster. It is defined by (4) P=α R 2 (4) Here α is const R is radius of the graph P is the power The algorithm for the clustering is given by the following algorithm.
Cluster()
Step1: While all points are not clustered Step2:
Add any random point to a new cluster Step3:
While it is possible to add new points in this new cluster Step4:
Search for the point p that is closest to any point in the cluster Step5:
If cluster formed by adding p to this cluster is possible then add p to new cluster Step6:
Find center and initial power of this cluster
Fuzzy Logic
The fuzzy logic of the system is a concept that is used to map the outputs to the inputs. We have the cluster of inputs available from the previous step. Here we use a special type of fuzzy relation that deals with each and every output class separately. When the computation from all the class is over, the results are compared to get the final answer. This is the class to which the given input belonged. The fuzzy logic approach is used to drive the system by the various fuzzy rules made. Rules are one of the most essential parts of the system. In this system we make one rule per cluster of the inputs. As every cluster belongs to a separate class of output, every rule maps to a particular class in output. At any given input, this rule fires to get the output. The output of the rule is given by the relation (5).
Here O i is the individual rule output for cluster i P i is the firing power of the cluster i D i is the square of distance between the center of cluster i and given input Here P may be assumed as the weight of the rule which is an adjustable parameter. Aggregation in this system involves simple addition of all individual outputs. The final output for any specific class is hence given by relation (6) C j = ∑ O i (6) Where C j is the Output for any class j. O i is the output for individual rule i
We solve separately for every class that is possible. The class getting the maximum score of C i is declared the winner and the output is mapped to that particular class. Hence the class that the input maps to is given by the relation (7) Class = i such that C i > C j for all j ≠ I
Hence using and making a fuzzy system, we can know the class to which every known or unknown input belongs.
Training Algorithm
The training algorithm is used to further optimize the system. We had introduced two parameters in the system. The first was the firing power of the neuron. The second was the center of the cluster. We assumed that the clusters fire from the center with specific power. The most effective class of clusters win and corresponding output is believed to be the final answer.
In this system we use the validation data for the training through the neural network. This is not the same data that was used for the clustering purposes. The system may be trained by any data especially set aside for training. All the training data are applied one after the other repeatedly. Like in artificial neural network, we use the steepest descend approach. Training also does not guarantee that always the error would be reduced. It may be possible that the training increases the error.
The parameter modification modifies the center and the firing power of every cluster. The modification algorithm iterates through every cluster. It sees whether the class to which the cluster being considered belongs is same as the class of the training data being considered. If the two classes are same, the algorithm tries to increase the contribution of this cluster. On the other hand, if the classes do not match, the contribution is tried to be minimized.
The rate of increase or decrease of the contribution depends on the distance between the training data and the cluster being considered. The more the distance, the lesser would be the change made. Hence an input only affects the regions near it in the n-dimensional space.
The modification also depends upon the difference in contribution of the class being considered and the contribution of the desired class. If the class being considered is the same as that of the desired class, the difference with the next highest class is taken. If the difference is large, the change is small and vice versa. However if the condition is that the difference is negative the converse is true. This means that whenever the contribution of the class being considered is more than the contribution of the desired class, we try to make a large change, so that this difference can be reduced and eventually reversed.
We also have introduced the concept of learning rate. The learning rate determines the rate at which the changes are made. In the implementation, we assumed a constant learning rate. But the same may be changed with time.
The algorithm for the modification of the parameters is given as follows: With a probability of 0.5 increase its power by K percent Step6:
With a probability of 0.5 move center closer to the given input by C percent else Step7:
With a probability of 0.5 decrease its power by K percent Step8:
With a probability of 0.5 move center away from given input by C percent
The increase/decrease in percent in power is given by the relation (8)
K= ἠ 2 (a 1 -a 2 +c 2 )/ MD (else wise) Where K is the percent change in firing power, D is the distance between input and cluster being considered (c) M is the maximum distance between any two points in the n dimensional space ἠ 1 , ἠ 2 is the learning rate c 1 ,c 2 are constants
The percent increase/decrease in center is given by the relation (9) C = ἠ 3 / ((a 1 -a 2 +c 3 ) D) (If a1>a2) (9) C = ἠ 4 (a 2 -a 1 )+c 4 / MD (else wise) Where K is the percent change in firing power, D is the distance between input and cluster being considered (c) M is the maximum distance between any two points in the n dimensional space ἠ 3 , ἠ 4 is the learning rate c 3 ,c 4 are constants We use especially reserved points called the validating data for the testing of the system. The performance of the system is good if it gives good results on the validating data set. We retain the system that gives us the maximum efficiency in the validating data set.
Genetic Algorithm
The genetic algorithm is used for further optimizations. In this system also we use genetic algorithm to mix two possible set of values of parameters and obtain another set of values. The network may perform better with this set of values.
Results
The algorithm presented was coded to test the impact of the algorithm. We took a much generalized problem of classification as proposed in [10, 19] . This is the picture learning problem. In this problem, we are given an image consisting of two colors. We measure the ability of the neural network to predict this image. We train the network by giving it some of the points of the image and telling it the color of the image. Then we try to reconstruct the image by feeding all the coordinates as the input and getting the output.
We took the whole image. It was a collection of pixels of two colors. We then took training data as points on the pixels. The training data was a collection of arbitrary points from both the classes. We also took data separately for the validation of the system. This also was a collection of points from both the classes. We applied the algorithm and noted the result.
The efficiency of the algorithm in various phases is given in table 1(a)-(e). It can be easily seen that the efficiency improves as a result of each and every step that was discussed in the algorithm. It may again be noted that the efficiency of the algorithm would increase with the increase of the number of training data sets. Higher training data would give better results.
The same problem was also tried to be solved by neural network and conventional neuro-fuzzy system. The same training data was given to the two systems, as was given to our neuro-fuzzy system. The results are shown in table 1(f) and (g). The results clearly show that the neural network failed to give results to the problem with much computation.
Hence it can be easily inferred from the results that the neuro-fuzzy system that we have proposed here gives the best results as compared to the other systems. The system gave better results than both the conventional neuro-fuzzy system as well as the artificial neural networks. The problem that we had considered was a generalized problem. This algorithm hence very efficiently solves the classification problems and gives high results. 
Conclusion
In this paper we considered a general classificatory problem. The whole architecture of the solution of the problem was that is used in the conventional neuro-fuzzy systems. The algorithms of the neuro-fuzzy systems were modified in order to better adjust with the classification problems. When all this was done we got a good efficiency of 87% which shows the impact of the algorithm. In this paper we present a solution to the classificatory problem using neuro-fuzzy architecture. A better mathematical modeling might give ever better results. Also we had kept the learning rate constant. This rate can be modified according to time and input to give even better results. The more precise mathematical treatment of the approach may be done in future.
