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Abstract—Social network stores and disseminates a tremen-
dous amount of user shared images. Deep hashing is an efficient
indexing technique to support large-scale social image retrieval,
due to its deep representation capability, fast retrieval speed and
low storage cost. Particularly, unsupervised deep hashing has well
scalability as it does not require any manually labelled data for
training. However, owing to the lacking of label guidance, existing
methods suffer from severe semantic shortage when optimizing
a large amount of deep neural network parameters. Differently,
in this paper, we propose a Dual-level Semantic Transfer Deep
Hashing (DSTDH) method to alleviate this problem with a unified
deep hash learning framework. Our model targets at learning the
semantically enhanced deep hash codes by specially exploiting the
user-generated tags associated with the social images. Specifi-
cally, we design a complementary dual-level semantic transfer
mechanism to efficiently discover the potential semantics of
tags and seamlessly transfer them into binary hash codes. On
the one hand, instance-level semantics are directly preserved
into hash codes from the associated tags with adverse noise
removing. Besides, an image-concept hypergraph is constructed
for indirectly transferring the latent high-order semantic corre-
lations of images and tags into hash codes. Moreover, the hash
codes are obtained simultaneously with the deep representation
learning by the discrete hash optimization strategy. Extensive
experiments on two public social image retrieval datasets validate
the superior performance of our method compared with state-
of-the-art hashing methods. The source codes of our method can
be obtained at https://github.com/research2020-1/DSTDH
Index Terms—Social image retrieval; Unsupervised deep hash-
ing; Fast discrete optimization
I. INTRODUCTION
NOWADAYS, millions of individuals share their dailyphotos in the social networks. This trend leads to an
explosive increase of social images. It is important to develop
advanced indexing techniques to support efficient retrieval
from such large-scale social image databases.
Benefited by recent representation learning [1–13], hashing
becomes popular in large-scale image retrieval. The hashing
technique encodes the high-dimensional images into low-
dimensional binary codes. It has the advantages of fast Ham-
ming distance calculation and low storage cost, so it can
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greatly speed up the large-scale image retrieval. Generally,
existing hashing approaches can be divided into two fami-
lies: supervised and unsupervised hashing [14–20]. Supervised
hashing [15–17] learns hash codes by explicit semantic labels,
which can strengthen the discriminative semantics of hash
codes. However, the expensive annotation cost of semantic la-
bels significantly reduces its scalability. Unsupervised hashing
[18–20] only exploits the feature information of data without
relying on any supervised labels. Compared with supervised
hashing, it has more desirable scalability, because most images
in real-world large-scale retrieval scenarios may have no or
limited manually annotated labels. Nevertheless, without the
supervision of the explicit semantic labels, the unsupervised
hash codes could be subject to the limited semantics, which
reduces the hash performance. It is a challenge that how to
learn discriminative binary hash codes while maintaining the
well application scalability (reducing the label dependance).
Recent literature witness the birth and success of unsuper-
vised deep hashing [21–24], which enhances the representation
capability of hash codes via joint deep image representa-
tion and hash learning. Nevertheless, existing unsupervised
deep hashing methods still suffer from various shortcomings.
Several works train the deep neural network by directly
minimizing the quantization loss [21] or data reconstruction
errors [22]. They fail to preserve the similarities of images
into the hash codes. [23] learns the hash codes by considering
the visual relations in deep neural network framework. But,
the semantics of the learned hash codes are still insufficient.
Besides, it explicitly computes the graph for visual modeling,
which is time-consuming when optimizing the hash codes. [24]
employs the greedy principle to solve deep hash optimization
problem, which is also time-consuming.
Fortunately, social images are generally accompanied with
informative tags voluntarily provided by users [25]. These
freely provided tags are semantically relevant to the image
contents. Technically, they provide rich free semantic sources
to enhance the discriminative capability of hash codes. With
this motivation, several hashing works [25–27] have been
specifically developed for social image retrieval. [26] and [25]
are shallow hashing methods. They simply learn the hash
codes by hand-crafted features and social tags. However, the
hand-crafted features involve limited semantics of images.
In addition, these two methods directly exploit the social
tags for hash learning. They ignore the involved adverse
noises that may negatively affect the hashing performance.
[27] proposes a deep hashing framework consisting of the
weakly-supervised pre-training stage and the supervised fine-
tuning stage. Because it uses label information to assist hash
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Fig. 1. The basic framework of dual-level semantic transfer deep hashing method. The retrieval system consists of two parts. The offline part trains a deep hash
model, which can both generate image feature representations and project images into hash codes. The features of images assist in updating the image-concept
hypergraph and the similarity graph. The semantics of hash codes can be strengthened by image-concept hypergraph, similarity graph, and denoised tags.
Besides, the hash codes are directly learned based on the efficient discrete optimization with low computation and storage cost. The online part first obtains
the hash codes of a new query image by the hash functions learned at offline stage. Then, the Hamming distances between the hash codes of the query image
and those of database samples are calculated. Finally, the database samples are sorted in the ascending order of their corresponding Hamming distances.
code learning, it has the same label dependence as supervised
hashing.
Discrete optimization is important for generating hash
codes. It is very hard to handle the hash optimization problem
because of the binary constraints on hash codes. Two common
optimization strategies are adopted in existing methods. The
first is two-step relaxing+rounding optimization strategy (so-
cial hashing methods [26], [25] and [27] adopt this approach).
It relaxes the discrete constraints on hash codes firstly, and then
solves the finally hash codes by mean-thresholding. This hash
optimization method may produce significant quantization
errors, which will lead to suboptimal solutions. The other is the
bit-by-bit hash optimization based on Discrete Cyclic Coordi-
nate Descent (DCC) [17]. It is still time consuming because
each step only optimizes one bit and multiple iterations are
required to learn all hash bits.
Motivated by above analyses, in this paper, we propose a
Dual-level Semantic Transfer Deep Hashing (DSTDH) method
for efficient social image retrieval. The highlights of this paper
are summarized below:
• We develop a scalable weakly-supervised deep hash
learning framework that targets at learning semantically
enhanced hash codes via complementary dual-level se-
mantic transfer. Instance-level semantics are discovered
from the associated social tags with adverse noise re-
moval for direct semantic transfer. Besides, an image-
concept hypergraph is constructed to indirectly transfer
the complementary high-order semantic correlations of
images and tags into the hash codes. As far as we know,
there is still no similar work.
• To guarantee the transfer effectiveness, an Augmented
Lagrangian Multiplier (ALM) [28] based binary opti-
mization method is proposed to tackle the formulated
hash learning problem. The hash codes are directly and
efficiently solved to alleviate the relaxing quantization
loss by a simple operator rather than the iterative hash
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code-solving step.
• Experiments on two public social image retrieval bench-
marks demonstrate the superiority of our method. Ex-
tensive ablation analysis validate the advantages of our
model from various aspects.
Note that, our method is different from multi-modal fused
hashing [29–35] and cross-modal hashing methods [36–38]
that exploits heterogeneous modalities to learn compact hash
codes. Multi-modal fused hashing methods collaborate the
multi-modal features of the samples at both training and
query stages to learn the hash codes. Cross-modal hashing
methods are designed for the large-scale cross-modal retrieval
scenarios [39, 40] where the query and its retrieval results
are from different modality types. In contrast, our method
mainly aims at learning the image hash codes with the weak
supervision from the accompanied social tags, the training
setting and learning objective is different from them. Also,
our method is different from domain transfer learning methods
[41–46] that try to acquire knowledge from the source domain
to improve the learning performance in the target domain.
The source domain and target domain usually come from
different resources which may have the same or different data
distribution. Contrastively, in our paper, we devote to learning
compact image hash codes with the weak supervision from
the accompanied social tags. There is no hash learning task
on the source domain (social tags). Thus, the learning process
is different from the general domain transfer learning.
II. RELATED WORK
A. Supervised Hashing
The supervised hashing methods take advantage of the dis-
criminative semantic labels as supervised information to learn
the hash codes. Representation shallow hashing methods in-
clude: Iterative Quantization with Canonical Correlation Anal-
ysis (CCA-ITQ) [19], Supervised Discrete Hashing (SDH)
[17], Supervised Hashing with Kernels (KSH) [15], and Latent
Factor Hashing (LFH) [47]. Typical deep hashing methods in-
clude: Convolutional Neural Network Hashing (CNNH) [48],
Network In Network Hashing (NINH) [49], Deep Pairwise
Supervised Hashing (DPSH) [50], Deep Supervised Discrete
Hashing (DSDH) [51], Supervised Semantics-preserving Deep
Hashing (SSDH) [52] and Supervised Discrete Hashing with
Relaxation (SDHR) [53]. Under the supervision of explicit
semantic labels, the performance of the supervised hashing
methods is superior to the unsupervised approaches. Never-
theless, the heavy burden of manually annotating semantic
labels hinders the application of supervised hashing methods
in large-scale image retrieval.
B. Unsupervised Hashing
Unsupervised hashing does not utilize semantic labels to
learn hash functions during the training process. It tries
to preserve visual data structure into hash codes. Spectral
Hashing (SH) [18] first learns the principal directions of the
samples, and then solves the hash codes via spectral analysis.
Principal Component Analysis Hashing (PCAH) [54] directly
adopts the eigenvectors of principal component of the data
as the projection vectors to solve the hash codes. Iterative
Quantization (ITQ) [19] first learns the projected value by
principal component analysis, and then transforms them into
hash codes by finding a orthogonal rotation matrix. Scalable
Graph Hashing (SGH) [20] does not explicitly calculate the
similarity graph matrix. It uses a sequential learning method
to learn the hash codes in a bit-wise manner. Latent Semantic
Minimal Hashing (LSMH) [55] first learns latent semantic
feature based on matrix decomposition, and then explores the
refined latent semantic features embedding to generate hash
codes
Unsupervised deep hashing methods show promising per-
formance improvement compared to the shallow methods with
the joint image representation learning and hash coding. [22]
designs an Unsupervised Hashing with Binary Deep Neural
Network (UH-BDNN) which discards the binary constraints
and learns hash codes as the outputs of a binary auto-encoder.
In [21], DeepBit is proposed to enforce three losses at the last
layer of the neural network to learn the binary descriptors.
Despite the success, these two pioneering methods fail to
explicitly keep the similarities among data in the learned
hash codes, so they are far from satisfactory performance (as
shown in experiments). In Similarity-Adaptive Deep Hashing
(SADH) [23], the hash codes are learned by iteratively con-
structing similarity graph and performing hash optimization.
It progressively improves the hashing performance. Neverthe-
less, as only considering the visual information for image
retrieval, SADH still suffers from insufficient semantics. More-
over, it explicitly computes the visual graph, which is time-
consuming during the optimization process. In GreedyHash
[24], the cosine distances between data samples are minimized
in different space to preserve the data similarity. It uses a time-
consuming greedy principle to solve the hash optimization
problem.
C. Social Image Hashing
There are few hashing methods specially designed for social
image retrieval. Semantic-Aware Hashing (SAH) [26] employs
heterogeneous information such as textual (tag) and visual
(image) domains to obtain semantic enhanced binary hash
codes. Weakly-supervised Multi-modal Hashing (WMH) [25]
learns hash functions by exploring tag information, local
discriminative information and geometric structure in visual
space simultaneously. Both SAH and WMH strengthen the
discriminative semantics of hash codes by exploring the freely
available social tags. However, in these methods, the image
feature extraction process and hash function learning process
are performed separately. Thus, the features may be not fully
compatible with the hash learning. In addition, the linear hash
functions they adopted may limit the representation capability
of the learned hash codes. Moreover, they fail to alleviate the
noises from social tags that may negatively affect the hashing
performance. Finally, they adopt relaxed hash optimization
method that may produce significant quantization errors to
learn hash codes. [27] proposes a deep hash framework for
social image retrieval. It is mainly made up of two phases:
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weakly-supervised pre-training process and supervised fine-
tuning process. In this framework, the semantic embedding
vector is introduced for each image. The hashing learning
and the semantic vector learning are performed jointly. The
performance of this method is also dependent on supervised
labels, which limits its scalability.
Differently, we propose a social image hashing method
in this paper to generate discriminative binary hash codes
by simultaneously considering deep learning framework, the
denoised user-generated social tags, and complementary dual-
level semantic transfer.
III. OUR METHOD
A. Notations Definition
Throughout the paper, the vectors are represented as bold-
face lowercase characters and the matrices are represented
as boldface uppercase characters. For matrix A ∈ Rm×n,
the ith column and the (i, j)th element are represented by
ai and aij , respectively. Tr(A) denotes the trace of A.
AT is the transpose of A. The Frobenius norm and the
`2,1-norm of A are denoted by ‖A‖2F =
∑m
i=1
∑n
j=1 a
2
ij
and ‖A‖2,1 =
∑m
i=1
√∑n
j=1 a
2
ij , respectively. The diagonal
matrix operator is denoted as diag(·). The sign function is
represented by sgn(·), which returns 1 for positive, and −1
otherwise. In ∈ Rn×n is the identity matrix, and 1 denotes
the vector in which all the elements are 1.
Suppose that X = [x1, · · ·,xn] ∈ Rd×n is a social image
dataset, which contains n images. Each image xi ∈ Rd (d is
the dimensionality of image feature) is assigned with c non-
overlapping social tags by users. We denote the image-tag
relation as Y = [y1, · · ·,yn] ∈ Rc×n. The tag set of each
image as yi ∈ Rc, where yji = 1 if xi is associated with
jth tag and yji = 0 otherwise. Our objective is to learn
the hash function h(·), which can generate r-bits hash codes
Z = [z1, · · ·, zn] ∈ [−1, 1]r×n for social images. The main
notations and system overview are shown in Table I and Fig.1,
respectively.
B. The Proposed Model
TABLE I
SUMMARY OF MAIN NOTATIONS
Notation Explanation
n number of images
r hash code length
m number of anchors
a number of concepts
X visual feature matrix of images
Y image-tag relation matrix
Z hash codes matrix
P semantic transfer matrix
LG visual graph Laplacian matrix
LH hypergraph Laplacian matrix
A, B, EA, EB auxiliary matrices of ALM
H incidence matrix of hypergraph
Dv vertex degree matrix in hypergraph
De edge degree matrix in hypergraph
Dw edge weight matrix in hypergraph
1) Visual Similarity Preservation: The objective of social
image retrieval is to retrieve semantically similar images for
the query. Hence, mapping visually similar social images to the
binary codes with the short Hamming distance is significant
for the retrieval performance. In this paper, we resort to
graph model [20, 56, 57] to preserve semantic similarities of
images in binary hash codes. Specifically, heavy penalty will
be incurred if two similar images are mapped far apart. To this
end, we seek to minimize the weighted Hamming distance of
hash codes
min
Z∈{−1,1}r×n
n∑
i,j=1
sij ‖zi − zj‖2F,
⇔ min
Z∈{−1,1}r×n
Tr(ZLGZ
T),
(1)
where S ∈ Rn×n is the affinity matrix of visual graph, LG =
diag(S1)− S is the corresponding Laplacian matrix.
The calculation of S and LG will consume O(n2), which is
unacceptable in large-scale social image retrieval. In this paper,
we adopt anchor graph [58] to avoid this problem. Specifically,
we approximate the affinity matrix as S = VΛ−1VT, where
V ∈ Rn×m is a matrix which is obtained by computing the
similarities between images and m anchor points, and Λ =
diag(VT1) ∈ Rm×m. The resulted graph Laplacian matrix
can be represented as LG = In − VΛ−1VT. According to
above analysis, we rewrite Eq.(1) as the following equivalent
form:
min
Z∈{−1,1}r×n
Tr(Z(In −VΛVT)ZT)
⇒ min
Z∈{−1,1}r×n
−Tr(ZVΛ−1VTZT). (2)
2) Direct Semantic Transfer: Due to the semantic gap,
visual feature inherently has the limitation on representing
high-level semantics. As aforementioned above, social images
are usually associated with user-provided tags, which gener-
ally contain high-level semantics from users. Therefore, in
this paper, we exploit the auxiliary social tags and directly
transfer their semantics into hash codes. Specifically, we
directly correlate the hash codes with tags with a semantic
transfer matrix P, in order to directly transfer the involved
instance-level semantics into the hash codes. P is defined as
P = [p1, · · ·,pr] ∈ Rc×r, where pi ∈ Rc×1 is the semantic
transfer vector for the i-bits hash codes. Formally, we optimize
the following problem to learn P
min
P
‖Z−PTY‖2,1. (3)
Eq.(3) adopts `2,1-norm [59], which is designed to automat-
ically remove the noises from social tags. The tags with
stronger semantic discriminative capability are retained for
semantic transfer.
3) Indirect Semantic Transfer: Social images are stored
and disseminated in social networks. The latent semantic
correlations of images are important for social image retrieval.
However, the above visual graph and direct semantic transfer
fail to fully capture the semantic correlations, due to the
well-known semantic gap and instance-level semantic transfer.
Hence, it is promising to involve the semantic correlations
of images characterized by social tags into the hash codes.
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Intrinsically, the latent semantic correlations of images are
high-order. It is common that a single social image will be
described by multiple tags, and a tag may be shared by
multiple social images (as shown in Fig.1). Theoretically,
social images that share more tags are more likely to have
similar visual contents.
Inspired by this observation, in this paper, we propose to
construct an image-concept hypergraph for indirectly trans-
ferring the semantic correlations of images. We first pack
the visual feature matrix with the image-tag relation matrix,
and then detect a concepts by k-means [60] on the inte-
grated matrix. In this case, the images are transformed as
Xˆ = [xˆ1, · · ·, xˆn] ∈ R(d+c)×n. The detected concepts are
represented as E = [e1, · · ·, ea] ∈ R(d+c)×a. To model the la-
tent high-order semantic correlations of images, we determine
the images as vertices, and the concepts as hyperedges. They
jointly comprise the image-concept hypergraph. In this way,
an image represents several semantic concepts, and several
images may be latently included with more than one concept.
Under such circumstance, the high-order semantic correlations
are naturally modelled. Mathematically, the hypergraph can be
represented with a n × a incidence matrix H. The incidence
value between vertex xˆ ∈ Xˆ and hyperedge e ∈ E in H is
calculated as
h(xˆ, e) = exp(−‖xˆ− e‖2F /2σ2), (4)
where σ is bandwidth parameter. With H, the degree of
hyperedge e is calculated as
δ(e) =
∑
xˆ∈Xˆ
h(xˆ, e). (5)
We assume that the concepts are evenly distributed in database.
Thus, we set the weights of all hyperedges to 1, w(e) = 1.
Accordingly, the degree of vertex xˆ is calculated as
d(xˆ) =
∑
e∈E
w(e)h(xˆ, e) =
∑
e∈E
h(xˆ, e). (6)
Principally, images that belong to more identical hyperedges
will describe similar semantic concepts with greater probabil-
ity. Therefore, they should be mapped to similar binary codes
within a short Hamming distance. To achieve this aim, we
derive the following formula to learn hash codes:
min
Z∈{−1,1}r×n
1
2
∑
e∈E
∑
xˆi,xˆj∈Xˆ
h(xˆi, e)h(xˆj , e)
δ(e)
(
zi√
d(xˆi)
− zj√
d(xˆj)
)
2
(7)
⇒ min
Z∈{−1,1}r×n
Tr(ZLHZ
T), (8)
where LH denotes the Laplacian matrix of hypergraph. To
reduce the computation complexity, we avoid explicitly com-
puting the LH , and substitute it with the following form
LH = In −D−1/2v HDwD−1e HTD−1/2v , (9)
where Dv , De and Dw are diagonal matrices of vertex de-
grees, hyperedge degrees and hyperedge weights, respectively.
Eq.(8) can be transformed as
min
Z∈{−1,1}r×n
−Tr(ZD−1/2v HDwD−1e HTD−1/2v ZT). (10)
As shown in the optimization, this strategy can successfully
reduce the computation cost.
4) Deep Representation Learning: Shallow hashing meth-
ods with deep features as input still obtain sub-optimal per-
formance because the separately learned hash codes may not
be optimally compatible with the hash function learning. In
this paper, we propose to jointly perform feature learning
and hash function learning in a unified deep framework. We
adopt VGG-16 model [61] as our basic deep hash model and
the parameters are initialized with that are pre-trained on the
ImageNet dataset [61]. We modify the number of neurons in
the last fully connected layer as the hash code length and
choose tanh function as the activation function. Φ(xi; Θ) is
determined as the outputs of the last fully connected layer
with data xi, where Θ is the parameters of the deep network
model. Φˆ(xi; Θˆ) represents the feature representation model,
which is the outputs of the second fully connected layer
(FC7) associated with data xi, Θˆ denotes all the parameters
of previous layers before the last fully connected layer. By
encoding images with Φˆ(xi; Θˆ), we can obtain more powerful
deep image representations. Meanwhile, by minimizing the
quantization loss between the outputs of the deep model
Φ(xi; Θ) and the learned binary codes zi, the energy of the
learned compact features can be preserved into the binary
features, that is
min
Θ
‖Φ(X; Θ)− Z‖2F. (11)
5) Overall Objective Function: By comprehensively con-
sidering the above factors, we derive the following objective
formulation
min
Z∈{−1,1}r×n,P,Θ
‖Z−PTY‖2,1 − αTr(ZVΛ−1VTZT)
−βTr(ZD−1/2v HDwD−1e HTD−1/2v ZT)
+ν ‖Φ(X; Θ)− Z‖2F.
(12)
Here α, β and ν are used to balance the effect of different
terms. By joint learning, the visual similarity preservation and
dual-level semantic transfer can steer the feature representation
and hash function learning. On the other hand, the updated
deep representation and hash model can further benefit the
similarity preservation and semantic transfer.
C. Efficient Discrete Optimization
Optimizing the hash codes in Eq.(12) is actually NP-
hard problem due to the discrete constraint and `2,1-norm
imposed on the hash codes. Existing discrete optimization
methods cannot be directly applied for solving our problem.
In this paper, we propose an efficient discrete optimization
solution based on Augmented Lagrangian Multiplier (ALM)
[28], which keeps the binary constraints Z ∈ {−1, 1}r×n and
solves the hash codes directly. Our idea is introducing auxiliary
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variables to move the discrete constraints out of `2,1-norm, and
transform the optimization problem to an equivalent one that
can be tackled more easily. First, auxiliary variables A and B
are added as A = Z − PTY, B = Z. With the substitution
of variables, the objective function is then reformulated as
min
Z∈{−1,1}r×n,P,A,B,Θ
‖A‖2,1 + µ
2
‖Z−PTY −A + EA
µ
‖2F
+
µ
2
‖Z−B + EB
µ
‖2F − αTr(BVΛ−1VTZT)
− βTr(BD−1/2v HDwD−1e HTD−1/2v ZT)
+ ν ‖Φ(X; Θ)− Z‖2F,
(13)
where EA and EB measure the difference between the target
and auxiliary variables, µ adjusts the balance between the
regularization terms. With the transformation, we can drive
the following iterative optimization steps to solve Eq.(13).
-Update A. The optimization formula for A is
min
A
‖A‖2,1 + µ
2
‖Z−PTY −A + EA
µ
‖2F. (14)
The Eq.(14) can be written in the following form
min
A
1
2
‖A−T‖2F +
1
µ
‖A‖2,1, (15)
where T = Z−PTY + EAµ . The solution of A is
A (:, i) =
{ ‖ti‖− 1µ
‖ti‖ ti, if
1
µ < ‖ti‖
0, otherwise.
(16)
-Update P. Similarly, the optimization formula for P is
min
P
µ
2
‖Z−PTY −A + EA
µ
‖2F. (17)
By calculating the derivative of Eq.(17) w.r.t P and setting it
to 0, we can obtain that
P = (YYT)−1Y(ZT −AT + EA
µ
). (18)
-Update B. The optimization formula for B becomes
min
B
µ
2
‖Z−B + EB
µ
‖2F − αTr(BVΛ−1VTZT)
− βTr(BD−1/2v HDwD−1e HTD−1/2v ZT).
(19)
By calculating the derivative of Eq.(19) w.r.t B and setting it
to 0, we derive that
B = Z+
EB
µ
+
α
µ
ZVΛ−1VT+
β
µ
ZD−1/2v HDwD
−1
e H
TD−1/2v .
(20)
-Update Z and Θ. The optimization formula for Z is
min
Z∈{−1,1}r×n
µ
2
‖Z−PTY −A + EA
µ
‖2F
+
µ
2
‖Z−B + EB
µ
‖2F − αTr(BVΛ−1VTZT)
− βTr(BD−1/2v HDwD−1e HTD−1/2v ZT)
+ ν ‖Φ(X; Θ)− Z‖2F.
(21)
Algorithm 1 Key steps of DSTDH
Input: Training image matrix X ∈ Rd×n, image-tag relation
matrix Y ∈ Rc×n, the number of anchor points m, the
number of concepts a, hash code length r, parameter α, β
and ν.
Output: Deep hash function h(x).
1: Initialize the deep model parameters Θ by the pre-trained
VGG-16 model on ImageNet.
2: Randomly initialize Z = B as {−1, 1}r×n.
3: Initialize A, P, EA and EB as the matrices with all
elements as 0.
4: repeat
5: Update A by Eq.(16).
6: Update P by Eq.(18).
7: Update B by Eq.(20).
8: Update Z and Θ by Eq.(23) and Eq.(11).
9: Update EA,EB and µ by Eq.(24).
10: until convergence.
11: Return h(x) = sgn(Φ(X; Θ)).
Eq.(21) can be transformed to
min
Z∈{−1,1}r×n
−Tr(ZT(µA + µPTY + µB−EA −EB
+ αBVΛ−1VT + βBD−1/2v HDwD
−1
e H
TD−1/2v
+ 2νΦ(X; Θ))).
(22)
The solution of Z can be obtained by the following closed
form
Z = sgn(µA + µPTY + µB−EA −EB + αBVΛ−1VT
+βBD−1/2v HDwD
−1
e H
TD−1/2v + 2νΦ(X; Θ)).
(23)
As shown in Eq.(23), the hash codes Z are directly solved
with a single hash code-solving operation, which is faster than
iterative hash codes solving step in DCC.
After that, the learned Z is taken into the Subsection
III-B4. Deep Representation Learning to update the neural
network parameters Θ through the standard backpropagation
and stochastic gradient descent.
-Update EA, EB and µ. The ALM parameters are updated
by
EA = EA + µ(Z−PTY −A),
EB = EB + µ(Z−B),
µ = ρµ.
(24)
Here ρ controls the convergence speed.
The key steps of proposed DSTDH are illustrated in Algo-
rithm 1.
D. Discussions
1) Convergency Analysis: In the discrete optimization pro-
cess, when other variables are fixed, the objective function
Eq.(13) is convex for one variable. Therefore, the value of the
objective function will remain unchanged or monotonically
decrease in each iterative optimization processes, and finally
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TABLE II
STATISTICS OF THE EXPERIMENTAL DATASETS
Datasets MIR Flickr NUS-WIDE
#Categories 24 21
#Retrieval Set 17,749 193,749
#Query Set 2,266 2,085
#Training Set 5,325 5,000
Tag Feature (BOW) 1,386-D 1,000-D
Hand-crafted Image Feature 1,000-D 500-D
(BOVW) [62]
Deep Image Feature (VGG) 4,096-D 4,096-D
reaches the local minimum after several iterations. In addi-
tion, the experimental results in Section IV also validate the
convergence of our approach.
2) Computation Complexity Analysis: The computation
complexity of visual anchor graph construction and hyper-
graph construction are O(dmn) + O(dan). At each iteration
of discrete optimization, it takes O(rcn) for updating A,
O(c3 + rcn + 2c2n) for updating P, O((m + a)rn) for
updating B, and O((m + a)rn) for updating Z. Finally, the
computation complexity of the discrete optimization process
is O(tn), where t is the number of iterations and t n. Since
the computation complexity of our method is linearly related
to the number of images in the social image dataset, the fast
social image retrieval can be achieved.
IV. EXPERIMENTS
A. Datasets and Evaluation Metrics
We adopt two publicly available social image retrieval
datasets to conduct experiments, MIR Flickr [63] and NUS-
WIDE [64]. They are both downloaded from Flickr. Table II
summarizes the basic statistics of these two datasets.
We evaluate the social image retrieval performance by Mean
Average Precision (MAP) [65, 66] and precision-recall curve
[55]. The labels are adopted as the groundtruth for evaluation.
According to whether two images share at least one identical
label, they can be judged as semantically similar or not. For
the two evaluation protocols, the higher value indicates better
performance.
B. Evaluation Baselines
We compare DSTDH method and its linear variant DSTDH-
L with several state-of-the-art unsupervised hashing methods.
DSTDH-L employs the linear hash function h(x) = z =
sgn(WTl x). It learns the hash functions with linear regres-
sion model, which minimizes the differences between the
generated binary codes and the projected continuous ones by
min
Wl
‖Z−WTl X‖2F. Then we can get Wl = (XXT)−1XZT.
The baseline methods are divided into four categories:
• Eight unsupervised shallow hashing methods using the
handcrafted feature: Locality Sensitive Hashing (LSH)
[67], Locality-Sensitive Hashing with Shift-invariant Ker-
nels (SKLSH) [68], PCA Hashing (PCAH) [54], Spectral
Hashing (SH) [18], Scalable Graph Hashing (SGH) [20],
Iterative Quantization (ITQ) [19], Latent Semantic Mini-
mal Hashing (LSMH) [55] and Similarity-Adaptive Deep
Hashing with linear hash function (SADH-L) [23].
TABLE III
COMPARISON RESULTS WITH UNSUPERVISED HASHING ON MIR FLICKR.
THE BEST RESULT IN EACH COLUMN IS MARKED WITH BOLD. THE BELOW
IS THE SAME.
Methods Feature MAP
16 bits 32 bits 64 bits 128 bits
LSH BOVW 0.5830 0.5830 0.5827 0.5839
SKLSH BOVW 0.5791 0.5896 0.5895 0.5939
PCAH BOVW 0.5822 0.5825 0.5821 0.5832
SH BOVW 0.5806 0.5854 0.5878 0.5903
SGH BOVW 0.5871 0.5847 0.5844 0.5837
ITQ BOVW 0.5820 0.5826 0.5820 0.5824
LSMH BOVW 0.5821 0.5827 0.5815 0.5828
SADH-L BOVW 0.5823 0.5822 0.5825 0.5809
DSTDH-L BOVW 0.6111 0.6291 0.6355 0.6389
LSH VGG 0.6103 0.6372 0.6513 0.6736
SKLSH VGG 0.5823 0.5824 0.5826 0.5828
PCAH VGG 0.6603 0.6519 0.6418 0.6320
SH VGG 0.6510 0.6373 0.6292 0.6288
SGH VGG 0.5841 0.5850 0.5893 0.5958
ITQ VGG 0.7308 0.7392 0.7413 0.7445
LSMH VGG 0.7079 0.7054 0.6979 0.6739
SADH-L VGG 0.6182 0.6058 0.6019 0.5985
DSTDH-L VGG 0.7388 0.7436 0.7481 0.7515
UH-BDNN VGG 0.7215 0.7028 0.6854 0.6715
DeepBit Raw 0.6134 0.6328 0.6527 0.6722
SADH Raw 0.7477 0.7458 0.7565 0.7601
GreedyHash Raw 0.6780 0.6889 0.7131 0.7287
DSTDH Raw 0.7664 0.7769 0.7893 0.7980
TABLE IV
COMPARISON RESULTS WITH UNSUPERVISED HASHING ON NUS-WIDE.
Methods Feature MAP
16 bits 32 bits 64 bits 128 bits
LSH BOVW 0.3634 0.3642 0.3650 0.3648
SKLSH BOVW 0.3555 0.3560 0.3572 0.3567
PCAH BOVW 0.3642 0.3645 0.3647 0.3642
SH BOVW 0.3561 0.3573 0.3526 0.3524
SGH BOVW 0.3668 0.3662 0.3664 0.3657
ITQ BOVW 0.3640 0.3641 0.3643 0.3637
LSMH BOVW 0.3640 0.3640 0.3646 0.3635
SADH-L BOVW 0.3638 0.3639 0.3643 0.3649
DSTDH-L BOVW 0.4126 0.4272 0.4464 0.4604
LSH VGG 0.4242 0.4572 0.4862 0.5085
SKLSH VGG 0.3632 0.3637 0.3641 0.3644
PCAH VGG 0.5234 0.5053 0.4889 0.4821
SH VGG 0.4401 0.4674 0.4578 0.4980
SGH VGG 0.3652 0.3679 0.3722 0.3823
ITQ VGG 0.5808 0.5965 0.5998 0.6116
LSMH VGG 0.5607 0.5639 0.5526 0.5218
SADH-L VGG 0.4201 0.4152 0.4043 0.3988
DSTDH-L VGG 0.5843 0.6032 0.6099 0.6150
UH-BDNN VGG 0.5609 0.5445 0.5221 0.5180
DeepBit Raw 0.4209 0.4264 0.4587 0.5224
SADH Raw 0.5722 0.5919 0.6049 0.6002
GreedyHash Raw 0.4921 0.5463 0.5765 0.5914
DSTDH Raw 0.6324 0.6442 0.6526 0.6551
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Fig. 2. The precision-recall curves on MIR Flickr.
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Fig. 3. The precision-recall curves on NUS-WIDE.
• Aforementioned unsupervised shallow hashing methods
using 4,096-dimensional deep feature extracted by our
feature learning model (we denote it as VGG feature for
clarity).
• Four unsupervised deep hashing methods: Unsupervised
Deep Learning of Compact Binary Descriptors (DeepBit)
[21], Unsupervised Hashing with Binary Deep Neural
Network (UH-BDNN) [22], Similarity-Adaptive Deep
Hashing (SADH) [23], and GreedyHash [24]. Following
their original papers, UH-BDNN uses the VGG feature,
and the others use the raw images.
• Two social image hashing methods: Semantic-Aware
Hashing (SAH) [26] and Weakly-supervised Multimodal
Hashing (WMH) [25]. As SAH and WMH are shallow
hashing methods, we use VGG feature as the input in our
experiments to be fair.
C. Implementation Details
α, β and ν balance the effects of each regularization
term in the objective function. m and a are the number of
anchor points and concepts, respectively. ρ and µ are for
ALM method. In our experiments, the optimal performance of
DSTDH is achieved when {α = 0.01, β = 0.001, ν = 0.001,
m = 100, a = 500, ρ = 1.1, µ = 0.01} and {α = 10,
β = 0.0001, ν = 10, m = 700, a = 700, ρ = 2, µ = 1}
on MIR Flickr and NUS-WIDE, respectively. Our DSTDH is
implemented through the open source Caffe [69] framework.
Specifically, the mini-batch size is set as 15, the learning rate is
set as 0.01, the momentum is set as 0.9, and the weight decay
is set as 0.0005. We implement SAH and WMH according to
their corresponding papers since the codes of them are not
TABLE V
COMPARISON RESULTS WITH SOCIAL IMAGE HASHING.
Methods Feature MAP
16 bits 32 bits 64 bits 128 bits
MIR Flickr
SAH VGG 0.7360 0.7364 0.7355 0.7434
WMH VGG 0.6412 0.6686 0.6787 0.6951
DSTDH Raw 0.7664 0.7769 0.7893 0.7980
NUS-WIDE
SAH VGG 0.4398 0.4489 0.4664 0.4840
WMH VGG 0.4874 0.4806 0.4647 0.4427
DSTDH Raw 0.6324 0.6442 0.6526 0.6551
available. The parameters of the two social image hashing
methods are carefully tuned to fit the datasets. For other
baseline methods, we employ the codes provided by authors
for our comparison experiments.
D. Performance Comparison
We first present the comparison results of DSTDH and
its shallow variant DSTDH-L with the baselines in the first
three categories. Then, the comparison results with social
image hashing methods SAH and WMH are provided. All
the experiments are performed with 16, 32, 64 and 128 hash
code length on NUS-WIDE and MIR Flickr.
1) Comparison Results with Unsupervised Hashing: In
Table III and Table IV, we show the MAP comparison
results. In Fig. 3, we present the precision-recall curves of
the unsupervised shallow hashing methods (with VGG feature
as input) and the unsupervised deep hashing methods. Based
on these results, we have the following observations: (a) The
MAP values of our DSTDH method consistently outperform
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TABLE VI
ABLATION EXPERIMENT RESULTS ON MIR FLICKR.
Methods Feature MAP
16 bits 32 bits 64 bits 128 bits
DSTDH-D Raw 0.7537 0.7590 0.7710 0.7835
DSTDH-I Raw 0.7541 0.7751 0.7799 0.7939
DSTDH-NT Raw 0.7499 0.7583 0.7712 0.7843
DSTDH-T Raw 0.7472 0.7527 0.7657 0.7839
DSTDH-R Raw 0.6790 0.6851 0.7058 0.7319
DSTDH Raw 0.7664 0.7769 0.7893 0.7980
the compared methods in all cases. The DSTDH-L with linear
hash function achieves better values than all the shallow
methods with hand-crafted and VGG feature as input. Those
results clearly demonstrate the effectiveness of our methods
for hash function learning by exploiting the denoised social
tags and dual-level semantic transfer. (b) DSTDH achieves
higher MAP values than DSTDH-L. This is because DSTDH
jointly performs deep image representation learning and hash
function learning. The learned image feature representation
can be compatible with the hash function. (c) The MAP
values of DSTDH increase when the hash code length becomes
longer, while that of several methods (e.g. UH-BDNN with
the raw image, LSMH with deep feature) gradually decrease.
These results indicate that more discriminative semantics can
be obtained by our DSTDH method if longer hash codes are
adopted. (d) Our method using the shorter code length can
obtain better performance than the baseline methods using the
longer code length. For instance, on NUS-WIDE, the MAP
value of DSTDH is 0.6442 when the code length is 32 bits,
which is higher than 0.6002 obtained by SADH of 128 bits. (e)
In most cases, the MAP values of the shallow methods using
the VGG feature are significantly higher than those using the
BOVW feature. This is because the deep neural network has
better representation capability. (f) The precision-recall curves
show that, in most situations, the area of DSTDH is larger than
other competing approaches. This indicates that our DSTDH
method can return more semantically similar images to the
query at the top of the retrieval results compared with the
baselines.
2) Comparison Results with Social Image Hashing: The
MAP comparison results are presented in Table V. It shows
that the MAP values of DSTDH are higher than those of
SAH and WMH on all hash code lengths and datasets. The
superior performance is attributed to four reasons: 1) WMH
and SAH directly exploit the noisy social tags during the
hash learning process, which may pose negative impact on the
hashing performance. 2) With joint representation learning and
hash code learning, the hash codes generated by DSTDH are
empowered with better representation capability. 3) DSTDH
adopts discrete optimization strategy to efficiently solve hash
codes within a single code-solving operation, while SAH and
WMH use the relaxed optimization strategy, which may result
in significant quantization loss. 4) DSTDH jointly performs
the deep hash function and code learning. Besides, it adopts
an effective dual-level semantic transfer to fully exploit the
semantics of images and tags.
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Fig. 4. MAP value variations with parameters of DSTDH.
E. Ablation Analysis
We provide the ablation analysis on the five variant ap-
proaches. All the experiments are conducted on MIR Flickr
with different hash code lengths (16, 32, 64 and 128 bits) and
the experiment results are presented in Table VI. Note that
similar results can be found on NUS-WIDE. We omit them
due to the space limitation.
1) Effects of Dual-level Semantic Transfer: To validate
the effects of dual-level semantic transfer, we compare the
proposed DSTDH with its variants DSTDH-D and DSTDH-I
which remove the direct semantic transfer part and the indirect
semantic transfer part, respectively. From Table VI, we can
clearly find that DSTDH outperforms DSTDH-D and DSTDH-
I on all code lengths. These results demonstrate that the two-
levels of semantic transfer are complementary to each other,
and they are effective on transferring the semantics from the
social tags into the binary hash codes.
2) Effects of Tag Guidance: To evaluate the effects of
tag guidance on hash learning, we compare the performance
with the variant approach DSTDH-NT without any tags. The
experimental results in Table VI show that DSTDH performs
better than DSTDH-NT, which infer that using the tags (with
noise removal) can improve the hashing performance.
3) Effects of Noise Removal: To demonstrate the effects
of `2,1-norm on refining the user-generated tags, we compare
DSTDH with its variant method DSTDH-T which directly
correlates original tags with hash codes without removing
the noises. As can be seen in Table VI, DSTDH consistently
outperforms DSTDH-T on different hash code lengths. Thus,
we conclude that DSTDH can effectively alleviate the negative
effects of noisy semantics on the hash codes. Besides, we
can find that the MAP values of DSTDH-T are inferior to
DSTDH-NT. This phenomenon illustrates that the noises con-
tained in user-provided tags have adverse effects on hashing
performance.
4) Effects of Discrete Optimization: To demonstrate the
effectiveness of the proposed discrete optimization strategy,
we utilize the variant approach DSTDH-R for comparison. It
firstly relaxes the discrete constraints on hash codes, and then
obtains the final hash codes by mean-thresholding. In Table
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Fig. 5. (a) Objective function value variations with the number of iterations.
(b) Training time cost variations with the training size.
VI, the comparison results show that DSTDH is obviously
superior to DSTDH-R. This phenomenon reveals that discrete
optimization can effectively alleviate the binary quantization
loss and improve the retrieval performance.
F. convergence and Parameter Analysis
In this subsection, we first analyze the convergence of our
DSTDH method on MIR Flickr when the hash code length is
fixed as 32 bits. The convergence curve is shown in Fig. 4(a).
It can be seen that the objective function value first decreases
monotonically, and eventually reaches the local minimum
after several iterations (less than 10). These results verify
the convergence of our proposed discrete hash optimization
strategy.
Then, we conduct parameter sensitivity analysis experiments
to observe the variation of MAP values under different α, β, ν,
m and a. The experiments are performed on MIR Flickr when
the hash code length varying from 16 to 128 bits. We vary the
value of α, β, ν from {10−6, 10−4, 10−2, 0, 100, 101, 102},
while the others are fixed. Moreover, the number of an-
chor m and concept a are both varied from the range of
{100, 200, ..., 1000} by fixing other parameters.
From Fig. 4 (a) - (c), we can find that when α is in the
range of {10−6, 0}, β is in the range of {10−6, 0} and ν is in
the range of {10−6, 0}, the performance is relatively stable.
From Fig. 4 (d), we can find that the MAP values fluctuate in
several hash code lengths but the overall trend is decreasing
with the number of anchor points increasing. From Fig. 4 (e),
we can find that the MAP values are relatively stable when a
is varied from 100 to 1000 on all hash code lengths.
G. Time Cost with Training Size
In this subsection, we investigate the training time cost
variations with the training size. Specifically, we conduct
experiment on MIR Flickr and record time cost when the
training size is varied from 500 to 5,000 by fixing the
hash code length as 32. Fig. 5 (b) demonstrates the training
time increases linearly with the training size. It validates the
linear scalability of DSTDH, which is consistent with the
aforementioned theoretical analysis.
V. CONCLUSION
In this paper, we propose a Dual-level Semantic Transfer
Deep Hashing method for efficient social image retrieval. We
develop a weakly-supervised deep hash learning framework
that simultaneously learns powerful image representation and
discriminative hash codes by exploiting the social tags (with
noise removal) and considering dual-level semantic transfer.
Therefore, the semantics of tag can be efficiently discovered
and seamlessly transferred into the binary hash codes. More-
over, we directly solve the binary hash codes by a discrete
optimization strategy to alleviate the relaxing quantization
errors and thus guarantee the transfer effectiveness. Extensive
experiments on two public social image retrieval benchmarks
demonstrate the superiority of the proposed method.
In this work, we adopt `2,1-norm to remove the noises from
social tags, directly pack the visual feature matrix and the
image-tag relation matrix for hypergraph construction, and
choose simple Euclidean loss to optimize the model. In the
further, we will explore more effective denoising method,
hypergraph construction method, and loss function into our
framework to improve the performance further.
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