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Improving human resources cannot be achieved 
without adequate nutrition. To educate, strengthen 
and improve the achievements of Indonesian people, 
much depends on fulfilling good nutrition, especially 
animal protein such as meat, milk and eggs 
(Anonymous, 1990).Eggs are one product that can 
meet some of the nutritional needs of the community. 
These livestock products also have the potential to be 
developed optimally, because in addition to the price 
that is relatively cheap compared to other animal 
proteins, the business is also relatively easy and even 
though it is cultivated in small-scale businesses it can 
increase income and expand employment 
opportunities (Anonymous, 1994). The data used is 
data from the National Statistics Agency through the 
website www.bps.go.id. The data is data on the 
number of egg production of laying hens based on the 
provinces in 2010 to 2017. The algorithms used in this 
study are Artificial Neural Networks with the 
Backpropogation method. The input variables used 
are data for 2010 (X1), data for 2011 (X2), data for 
2012 (X3), data for 2013 (X4), data for 2014 (X5) 
data for 2015 (X6) and data in 2016 (X7) with a 
training and testing architecture model of 4 
architectures namely 7-4-1, 7-8-1, 7-16-1dan 7-32-1. 
Target data is taken from 2017 data. The output 
produced is the best pattern of ANN architecture. The 
best architectural model is 32-1 with MSE 0.0082336 
and an accuracy rate of 96.88%. From this model, the 
prediction of egg production of laying hens is based 
on the province of each province in Indonesia.   
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Abstrak 
Peningkatan sumber daya manusia tidak mungkin 
tercapai tanpa gizi yang cukup. Untuk mencerdaskan 
dan meningkatkan prestasi masyarakat di Indonesia, 
banyak bergantung pada pemenuhan gizi yang baik 
terutama protein hewani seperti daging, susu dan telur. 
Telur merupakan salah satu produk yang dapat 
memenuhi sebagian kebutuhan gizi masyarakat. 
Produk hasil ternak ini juga mempunyai potensi untuk 
dikembangkan secara optimal, karena disamping 
harganya yang relative murah dibanding protein 
hewani yang lainnya, pengusahannya juga relative 
mudah dan walaupun diusahakan dalam usaha skala 
kecil mampu meningkatkan pendapatan dan 
memperluas kesempatan kerja. Dengan menggunakan 
data dari Badan Pusat Statistik Nasional melalui 
website www.bps.go.id didapat data jumlah produksi 
telur ayam petelur berdasarkan provinsi tahun 2010 
sampai dengan tahun 2017. Algoritma yang digunakan 
pada penelitian ini adalah Jaringan Saraf Tiruan 
dengan metode Backpropogation. dengan model 
arsitektur pelatihan dan pengujian sebanyak 4 
arsitektur yakni 7-4-1, 7-8-1 ,7-16-1dan 7-32-1. Data 
target diambil dari data tahun 2017. Keluaran yang 
dihasilkan adalah pola terbaik dari arsitektur JST. 
Model arsitektur terbaik adalah 7-32-1 dengan MSE 
0,0082336 dan tingkat akurasi 96.88%. Dari model ini 
maka dihasilkan prediksi jumlah produksi telur ayam 
petelur berdasarkan provinsi dari masing-masing 
provinsi di Indonesia.  
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 Peningkatan sumber daya manusia tidak 
mungkin tercapai tanpa gizi yang cukup. Untuk 
mencerdaskan, memperkokoh dan meningkatkan 
prestasi manusia Indonesia, banyak bergantung pada 
pemenuhan gizi yang baik terutama protein hewani 
seperti daging, susu dan telur. Telur merupakan salah 
satu produk yang dapat memenuhi sebagian kebutuhan 
gizi masyarakat. Produk hasil ternak ini juga 
mempunyai potensi untuk dikembangkan secara 
optimal, karena disamping harganya yang relative 
murah dibanding protein hewani yang lainnya, 
pengusahannya juga relative mudah dan walaupun 
diusahakann dalam usaha skala kecil mampu 
meningkatkan pendapatan dan memperluas 






Pada penelitian terbaru telah ditemukan  bahwa 
lemak pada telur adalah jenis tidak jenuh 
(unsaturated), meskipun terdapat juga kolestrol jahat 
namun lebih banyak berisi kolestrol baik. Saat ini 
banyak ditemukan telur dengan stempel rendah 
kolestrol (telur renkoles). Pertimbangan pentingnya 
telur tersebut, Pemerintah selalu berupaya untuk 
meningkatkan ketahanan pangan terutama yang 
bersumber dari peningkatan produksi dalam negeri. 
Pertimbangan tersebut menjadi semakin penting bagi 
Indonesia karena jumlah penduduknya semakin besar 
dengan sebaran populasi yang luas dan cakupan 
geografis yang tersebar. Tercatat dari sejak tahun 2010 
hingga tahun 2017 produksi telur di Indonesia terus 
mengalami peningkatan. Tidak hanya dalam skala 
nasional tapi juga berdasarkan provinsi juga terlihat 
jelas bahwa produk telur terus mengalami 
peningkatan.  
Untuk menstabilkan persediaan dan harga 
Telur ayam, maka pemerintah harus mengetahui 
berapa produksi dalam negeri. Dengan mengetahui 
beberapa persediaan produksi telur ayam , hal ini akan 
mengurangi resiko kelebihan import telur ayam dari 
luar negeri sehingga dapat menghemat uang Negara. 
Melihat permasalahan yang cukup kompleks 
tersebut, tentunya dibutuhkan suatu metode yang 
dapat lebih efektif dalam memprediksi jumlah 
produksi telur ayam petelur berdasarkan provinsi 
dalam pemenuhan kebutuhan bahan masak pangan di 
Indonesia. Adapun metode yang akan digunakan 
dalam  m e m p r e d i k s i  jumlah produksi telur 
ayam petelur berdasarkan provinsi di Indonesia 
penelitian menggunakan metode Jaringan Syaraf 
Tiruan (JST) . Dan peneliti dalam penerapannya 
menggunakan sebuah  teknik peramalan yang dapat 
digunakan untuk melakukan prediksi yaitu 
backpropogation. Dengan menggunakan teknik ini 
dimaksudkan untuk membuat sebuah sistem yang 
dapat m e m p r e d i k s i  jumlah produksi telur 
ayam berdasarkan provinsi di Indonesia. Diharapka 
melalui sistem ini dapat membantu pemerintah dalam 
meningkatkan ketahanan pangan di Indonesia 
khususnya produksi telur ayam petelur .  
 
2. Metode 
2.1. Kecerdasan Buatan (Artificial Intelegent) 
Kecerdasan Buatan (Artificial Intelligence atau 
AI) didefinisikan sebagai kecerdasan yang 
ditunjukkan oleh suatu entitas buatan. Sistem seperti 
ini umumnya dianggap komputer. Kecerdasan 
diciptakan dan dimasukkan ke dalam suatu mesin 
(komputer) agar dapat melakukan pekerjaan seperti 
yang dapat dilakukan manusia. Kecerdasan Buatan 
(Artificial Intelligence atau AI) didefinisikan sebagai 
kecerdasan yang ditunjukkan oleh suatu entitas 
buatan. Sistem seperti ini umumnya dianggap 
komputer. Kecerdasan diciptakan dan dimasukkan ke 
dalam suatu mesin (komputer) agar dapat melakukan 
pekerjaan seperti yang dapat dilakukan manusia. AI 
adalah bidang studi berdasarkan pada premis bahwa 
pikiran cerdas dapat dianggap sebagai bentuk 
perhitungan  [1]. 
 
2.2. Jaringan Saraf Tiruan  
Jaringan syaraf tiruan (JST) adalah paradigm 
pemrosesan suatu informasi  Yang terinspirasi oleh 
sistem sel syaraf biologi. Jaringan ini biasanya 
menggunakan komponen elektronik atau 
disimulasikan pada aplikasi computer [2]. 
 
2.3. Algoritma Backpropogation  
Pendekatan jaringan saraf tiruan dapat 
meniru perilaku yang kompleks dan non-linear 
melalui neuron, dan telah banyak digunakan dalam 
prediksi. Model yang paling banyak digunakan pada 
kecerdasan buatan adalah model backpropagation. 
Ciri khas backpropagation melibatkan tiga lapisan : 
lapisan input, dimana data diperkenalkan ke jaringan; 
hidden layer, dimana data diproses; dan lapisan 
output, di mana hasil dari masukan yang diberikan 
oleh lapisan input [3]. 
 
2.4. Arsitektur Jaringan Backpropagation 
JST propagasi balik adalah JST dengan topologi 
multi-lapis (multilayer) dengan satu lapis masukan 
(lapis X), satu atau lebih lapis hidden atau 
tersembunyi (lapis Z) dan satu lapis keluaran (lapis 
Y). Setiap lapis memiliki neuron-neuron (unit-unit) 
yang dimodelkan dengan lingkaran (lihat Gambar 1). 
Di antara neuron pada satu lapis dengan neuron pada 
lapis berikutnya dihubungkan dengan model koneksi 
yang memiliki bobot-bobot (weights), w dan v. Lapis 
tersembunyi dapat memiliki bias, yang memiliki 







Gambar 1. Arsitektur jaringan backpropagation 
 
2.5.  Langkah-Langkah Jaringan Saraf Tiruan 
Backpropagation 
Langkah-langkah dalam Jaringan Saraf Tiruan 
Backpropagation meliputi tiga fase yaitu : 
1. Fase I : Propagasi Maju  
Selama propagasi maju, sinyal masukan (= xi) 
dipropagasikan ke lapis tersembunyi 
menggunakan fungsi aktivasi yang ditentukan. 
Keluaran dari setiap unit lapis tersembunyi (=  
zj) tersebut selanjutnya dipropagasikan maju lagi 
ke  lapis tersembunyi di atasnya menggunakan 
fungsi aktivasi yang ditentukan.  Demikian 
seterusnya hingga menghasilkan keluaran 
jaringan (= yk). Berikutnya,  keluaran  jaringan  
(=  yk) dibandingkan  dengan  target  yang  harus 
dicapai  (=  tk).  Selisih tk-yk adalah kesalahan 
yang terjadi. Jika kesalahan ini lebih kecil dari 
batas toleransi yang ditentukan, maka iterasi 
dihentikan. Akan tetapi  apabila  kesalahan  
masih lebih besar dari batas toleransinya, maka 
bobot  setiap  garis  dalam  jaringan  akan 
dimodifikasikan  untuk  mengurangi kesalahan 
yang terjadi.  
2. Fase II :   Propagasi Mundur  
Berdasarkan kesalahan tk-yk, dihitung faktor  δk  
(k=1,  2,  …,  m)  yang dipakai  untuk 
mendistribusikan kesalahan di unit  yk ke semua 
unit tersembunyi yang  terhubung langsung 
dengan  yk.  δk  juga  dipakai  untuk mengubah  
bobot  garis  yang menghubungkan langsung 
dengan unit keluaran. Dengan  cara  yang  sama,  
dihitung  δj di setiap unit di lapis tersembunyi 
sebagai dasar perubahan bobot semua garis yang 
berasal dari unit tersembunyi di lapis di 
bawahnya. Demikian seterusnya hingga faktor δ 
di unit tersembunyi yang berhubungan langsung 
dengan unit masukan dihitung.  
3. Fase III :   Perubahan Bobot  
Setelah semua faktor δ dihitung, bobot semua 
garis dimodifikasi bersamaan. Perubahan bobot 
suatu garis didasarkan atas faktor δ neuron di 
lapis atasnya.  Sebagai contoh, perubahan bobot 
garis yang menuju ke lapis keluaran didasarkan 
atas dasar δk yang ada di unit keluaran. Ketiga 
fase tersebut diulang ulang terus hingga kondisi 
penghentian dipenuhi. Umumnya kondisi 
penghentian yang sering dipakai adalah jumlah 
iterasi atau kesalahan.  Iterasi  akan dihentikan  
jika  jumlah  iterasi  yang  dilakukan sudah  
melebihi  jumlah  maksimum  iterasi  yang 
ditetapkan, atau  jika  kesalahan  yang  terjadi 
sudah lebih  kecil  dari  batas  toleransi  yang 
diijinkan[5]. 
 
Algoritma pelatihan untuk jaringan Backpropagation 
dengan satu layar tersembunyi (dengan fungsi aktivasi 
sigmoid biner) adalah[6]:  
Langkah 0  : Inisialisasi semua bobot dengan 
bilangan acak kecil. 
Langkah 1 : Jika kondisi penghentian belum 
dipenuhi, lakukan langkah 2-8. 
Langkah 2  :  Untuk setiap pasang data 
pelatihan, lakukan langkah 3-8.  
Langkah 3  : Langkah 3 (langkah 3-5 
merupakan fase 1).  
  Tiap unit masukan menerima 
sinyal dan meneruskannya ke unit 
tersembunyi diatasnya.  
Langkah 4 : Hitung semua keluaran di unit 
tersembunyi zj (j = 1, 2,..., p). 
 
 
Langkah 5 : Hitung semua keluaran jaringan 




Menghitung kembali sesuai dengan fungsi aktivasi: 
 
 ) 
Langkah 6  : (langkah 6-7 merupakan fase 2)  
   Hitung faktor δ unit keluaran 
berdasarkan kesalahan di setiap 
unit keluaran yk (k = 1, 2,..., m). 
 =  
 
 = target 
keluaran δk merupakan unit 
kesalahan yang akan dipakai 
dalam perubahan bobot layar 






bobot wkj dengan laju 
pemahaman α. 
 , k = 1, 2, ..., m, j = 0, 1, 
..., p 
Langkah 7  : Hitung faktor  δ  unit tersembunyi 
berdasarkan kesalahan di setiap 
unit tersembunyi zj (j = 1, 2, ..., p) 
 
Faktor δ unit tersembunyi. 
 
Hitung suku perubahan bobot vji. 
 , j = 1, 2, ..., p, i = 0, 1, ..., n 
Langkah 8  : Hitung semua perubahan bobot. 
Perubahan bobot garis yang 
menuju ke unit keluaran, yaitu 
 , 
k = 1, 2, ..., m, j = 0, 1, ..., p n 
Perubahan bobot garis yang 
menuju ke unit tersembunyi, 
yaitu:  
 , 
j = 1, 2, ..., p, i = 0, 1, ..., n 
 
2.6.  Karakteristik Jaringan Saraf Tiruan  
Jaringan Saraf Tiruan memiliki beberapa 
karakteristik yang unik, diantaranya adalah : 
1. Kemampuan untuk belajar  
2. Kemampuan untuk mengeneralisasi  
3. Kemampuan untuk menyolusikan 
permasalahan yang tidak bisa atau kurang 
baik bila dimodelkan sebagai sistem linier, 
yang menjadi persyaratan pada beberapa 
metode peramalan lainnya, seperti model 
data deret waktu (time series model). 
 
3. Hasil Dan Pembahasan 
3.1. Perancangan Sistemedr 
3.1.1. Pendefinisian Input dan Target 
 Data Jumlah Produksi Telur Ayam Petelur 
Berdasarkan Provinsi akan diolah oleh Jaringan Saraf 
Tiruan dengan metode backpropogation. Agar data 
dapat dikenali oleh Jaringan Saraf Tiruan, maka data 
harus direpresentasikan ke dalam bentuk numerik 
antara 0 sampai dengan 1, baik variabel maupun 
isinya yang merupakan masukan data Data Jumlah 
Produksi Telur Ayam Petelur sebagai pengenalan pola 
dan keluaran yang merupakan prediksi Data Jumlah 
Produksi Telur Ayam Petelur  yang diperoleh dari 
model arsitektur terbaik pada saat penentuan pola 
terbaik. Hal ini dikarenakan jaringan menggunakan 
fungsi aktivasi sigmoid biner (logsig) yang rangenya 
dari 0 sampai 1. Nilai-nilai yang digunakan diperoleh 
berdasarkan kategori dari masing-masing variabel 
selain juga untuk memudahkan mengingat dalam 
pendefinisiannya.  
 
3.1.2. Pendefinisian Input 
 Variabel Jumlah Produksi Telur Ayam 
Petelur Berdasarkan Provinsi di Indonesia adalah 
kriteria yang menjadi acuan dalam pengambilan 
keputusan pada penilaian dengan menggunakan 
Jaringan Saraf Tiruan. Variabel ditentukan dengan 
cara melihat ketergantungan data terhadap penelitian 
yang dilakukan. Kriteria yang digunakan berdasarkan 
data dari Badan Pusat Statistik Nasional (Online: 
www.bps.go.id). Adapun daftar variabel dalam 
memprediksi Data Jumlah Produksi Telur Ayam 
Petelur  tabel 1 : 
 
Tabel 1. Daftar Kriteria Jumlah Produksi Telur Ayam 
Petelur Berdasarkan  Provinsi di Indonesia 
 
No Variabel Nama Kriteria 
1 X1 Data Tahun 2010 
2 X2 Data Tahun 2011 
3 X3 Data Tahun 2012 
4 X4 Data Tahun 2013 
5 X5 Data Tahun 2014 
6 X6 Data Tahun 2015 
7 X7 Data Tahun 2016 
8 Target Data Tahun 2017 
Sumber : Badan Pusat Statistik Nasional 
 
Data input diperoleh dari website Badan Pusat 
Statistik Nasional tentang Memprediksi Jumlah 
Produksi Telur Ayam Petelur Berdasarkan Provinsi di 
Indonesia. Data sampel yang digunakan adalah data 
Jumlah Produksi Telur Ayam Petelur Berdasarkan 
Provinsi Tahun 2010 sampai Tahun 2017 yang terdiri 
dari 32 provinsi. Masing masing data memiliki 7 
variabel dan 1 target. Data ini nantinya akan 
ditransformasikan ke sebuah data antara 0 sampai 1 
sebelum dilakukan pelatihan dan pengujian 
menggunakan Jaringan Saraf Tiruan metode 




3.1.3  Pendefinisian Target 
 Adapun data target adalah Data Jumlah 
Produksi Telur Ayam Petelur Berdasarkan Provinsi  
Tahun 2017 
 
3.2.  Pengolahan Data 
Pengolahan data dilakukan dengan bantuan 
Matlab R2011a aplikasi perangkat lunak. Sampel Data 














Propinsi. Data ini akan digunakan pada data pelatihan 
dan data pengujian. Sampel data yang telah diproses 
dan ditranformasikan adalah sebagai berikut. 
 
Tabel 2. Sampel Data Memprediksi Jumlah Produksi 
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Sumber : Badan Pusat Statistik Nasional 
 
3.3.  Perancangan Arsitektur Jaringan Saraf 
Tiruan 
Jaringan yang digunakan untuk dalam 
memprediksi Jumlah Produksi Telur Ayam Petelur 
Berdasarkan Provinsi di Indonesia dengan 
backpropogation dengan langkah pembelajaran  
feedforward. Jaringan ini memiliki beberapa  lapisan, 
yaitu lapisan  masukan (input),  lapisan keluaran 
(output) dan beberapa lapisan  tersembunyi (hidden). 
Lapisan  tersembunyi tersebut membantu jaringan 
untuk dapat mengenali lebih banyak pola masukan 
dibandingkan dengan jaringan yang tidak memiliki 
lapisan tersembunyi. Parameter-parameter dalam 
pembentukan jaringan backpropagation  
menggunakan 7 variabel masukan, 1 atau lebih lapisan 
tersembunyi dan 1 lapisan keluaran. Adapun model 
arsitektur yang digunakan untuk mendapatkan 
arsitektur terbaik adalah 4-1, 8-1, 16-1 dan 32-1. 










Gambar 1. Arsitektur Jaringan Saraf Tiruan Dalam 
Memprediksi Jumlah Produksi Telur Ayam Petelur 
Berdasarkan Provinsi 
Jaringan Saraf yang akan dibangun adalah 
algoritma propagasi balik (backpropagation) dengan 
fungsi aktivasi Sigmoid. Fungsi aktivasi dalam 
Jaringan Saraf Tiruan dipakai untuk proses 
perhitungan terhadap nilai aktual output pada hidden 
layer dan menghitung nilai aktual output pada output 
layer. 
 
3.4. Pendefinisian Output 
 Hasil yang diharapkan pada tahap ini adalah 
deteksi pola menentukan nilai terbaik untuk 
memprediksi jumlah produksi telur ayam petelur 
berdasarkan provinsi. Hasil pengujian adalah sebagai 
berikut : 
a. Untuk mengetahui prediksi jumlah telur 
ayam petelur Berdasarkan Provinsi tentu saja 
didasarkan pada Data Jumlah produksi telur 
ayam petelur Berdasarkan Provinsi. Output 
dari prediksi ini adalah pola arsitektur terbaik 
dalam memprediksi jumlah produksi telur 
ayam petelur Berdasarkan Provinsi dengan 
melihat error minimum. 
b. Kategorisasi Output pelatihan (train) dan 
pengujian (test) 
Kategori untuk output ditentukan oleh tingkat 
error minimum dari target. Batasan kategori 
tersebut terdapat pada tabel berikut: 
 
Tabel 4. Data Kategorisasi  
No Keterangan Error 
Minimum 
1 Benar 0.05 - 0.001 
2 Salah > 0.05 
3.5. Perancangan arsitektur Jaringan Saraf 
Tiruan 
 Perancangan arsitektur Jaringan Saraf Tiruan 
untuk data pelatihan dan pengujian, maka digunakan 7  
variabel input yaitu: 
 
X1 = Data Tahun 2010 
X2 = Data Tahun 2011 
X3 = Data Tahun 2012 
X4 = Data Tahun 2013 
X5 = Data Tahun 2014 
X6 = Data Tahun 2015 






Berikut tahapan-tahapan yang akan dilakukan 
dalam pengguna algoritma propagasi balik dengan 
fungsi aktivasi sigmoid. Tahapan yang harus 
dilakukan adalah sebagi berikut: 
1. Inisialisasi (initialization), merupakan tahap 
di mana variabel-variabel nilai akan diset 
atau didefinisikan terlebih dahulu, misalnya 
seperti: nilai data input, weight, nilai output 
yang diharapkan, learning rate dan nilai-nilai 
data lainnya. 
2. Aktivasi (activation),merupakan proses 
perhitungan terhadap nilai aktual output pada 
hidden layer dan menghitung nilai actual 
output pada output layer. 
3. Weight Training, merupakan proses 
perhitungan nilai error gradient pada output 
layer dan menghitung nilai error gradient 
pada hidden layer 
4. Iteration, merupakan tahap akhir dalam 
penggujian, dimana jika masih terjadi error 
minimum yang diharapkan belum ditemukan 
maka kembali pada tahap aktivasi 
(activation). 
 
3.5.1. Pelatihan dan Pengujian Arsitektur 7-4-1 
 Data Memprediksi Jumlah Produksi Telur 
Ayam Petelur Berdasarkan Provinsi terdiri dari 32 
Data.. Berikut adalah hasil pengujian dengan 32 data 
pengujian dengan pola pengujian 7-4-1. Data hasil 
pengujian dan Pelatihan dapat dilihat pada tabel 
sebagai berikut: 
 
Tabel 5. Hasil Pelatihan dan Pengujian dengan Model 
7-4-1 




























































































































































































































































































































































































































































































































































































































































     
Total 0.340
003      
MSE 0.010
625      
Akurasi Kebenaran % 96.88
% 
 
3.5.2. Pelatihan dan Pengujian Arsitektur 7-8-1 
Berikut adalah hasil pengujian dengan 7-8-1 
data pengujian dengan pola pengujian 8-1. Data hasil 
pengujian dan Pelatihan dapat dilihat pada tabel 
sebagai berikut: 
 































































































































































































































































































































































































































































































































































































































































































































































































































































6      
TOTAL 0.35
1840






















     




3.5.3. Pelatihan dan Pengujian Arsitektur 7-16-1 
Berikut adalah hasil pengujian dengan 7-16-1 
data pengujian dengan pola pengujian 16-1. Data hasil 
pengujian dan Pelatihan dapat dilihat pada tabel 
sebagai berikut: 
 
Tabel 7. Hasil Pelatihan dan Pengujian dengan Model 
16-1 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































     
TOTAL 0.37
3917























     
Akurasi Kebenaran % 93.7
5% 
 
3.5.4. Pelatihan dan Pengujian Arsitektur 7-32-1 
Berikut adalah hasil pengujian dengan 32 
data pengujian dengan pola pengujian 32-1. Data hasil 
pengujian dan Pelatihan dapat dilihat pada tabel 
sebagai berikut: 
Tabel 8. Hasil Pelatihan dan Pengujian dengan Model 
7-32-1 
 






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































      
Total 0.263
4752
1       
MSE 0.008






3.5.5. Pemilihan Arsitektur Terbaik Jaringan 
Saraf Tiruan 
Hasil software aplikasi Matlab R2011a yang 
digunakan untuk model arsitektur 7-4-1, arsitektur 7-
8-1, arsitektur 7-16-1 dan arsitektur 7-32-1 adalah 
memperoleh pola arsitektur terbaik. Dari pola ini nanti 
akan digunakan untuk mempredikasi jumlah produksi 
telur ayam petelur. Penilaian model arsitektur terbaik 
dilihat dari beberapa aspek seperti epoch, error 
minimum dan akurasi kebenaran . Untuk lebih jelas 
dapat dilihat pada berikut : 
 
Tabel 9. Rekapitulasi Model Arsitektur 
Model  7-4-1 7-8-1 7-16-1 7-32-1 
Epochs 1196 2963 380 252 
MSE 0.010625 0.010995 0.0116849 0.0082336 
Akurasi 96.88% 96.88% 93.75% 96.88% 
 
Dari tabel 9 dapat dilihat bahwa model arsitektur 
terbaik yang akan digunakan untuk melakukan 
prediksi dari serangkaian uji coba model adalah 32-1 
dengan epoch 252 , MSE 0,0082336 dan tingkat 
akurasi 96.88%. 
 
4.  Kesimpulan 
 Berdasarkan hasil dan pembahasan diatas, 
maka penulis dapat mengambil kesimpulan sebagai 
berikut :  
1. Setelah dilakukan percobaan dalam proses 
pelatihan dan pengujian sistem yang 
dilakukan dengan menggunakan software 
aplikasi Matlab R2011a Model Jaringan 
Syaraf Tiruan yang digunakan adalah 7-4-1, 
model 7-8-1, model 7-16-1 dan model 7-32-
1, dapat diperoleh hasil yang baik dengan 
melihat MSE Pengujian yang terkecil adalah 
7-32-1. 
2. Dengan model arsitektur 32-1, dapat 
melakukan prediksi jumlah telur ayam 
petelur Berdasarkan Provinsi di indonesia 
dengan menunjukkan performa 96.88%. 
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