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QUANTIFYING THE RESIDUAL PROPERTIES OF Γ-LIMIT
GROUPS
BRENT B. SOLIE
Abstract. Let Γ be a fixed hyperbolic group. The Γ-limit groups of Sela are
exactly the finitely generated, fully residually Γ groups. We give a new invari-
ant of Γ-limit groups called Γ-discriminating complexity and show that the
Γ-discriminating complexity of any Γ-limit group is asymptotically dominated
by a polynomial. Our proof relies on an embedding theorem of Kharlampovich-
Myasnikov which states that a Γ-limit group embeds in an iterated extension
of centralizers over Γ. The result then follows from our proof that if G is an
iterated extension of centralizers over Γ, the G-discriminating complexity of a
rank n extension of a cyclic centralizer of G is asymptotically dominated by a
polynomial of degree n.
1. Introduction
Quantitative analysis of group properties is an increasingly active field in modern
group theory. In particular, the various residual properties of groups have proven
themselves quite suitable for investigation through quantitative means.
Let P be a property of groups, and recall that a group G is residually P if for
every nontrivial element g ∈ G, there is a homomorphism φ : G→ H such that H
is a group with property P and φ(g) 6= 1. We say that a group is fully residually P
if for every finite subset of nontrivial elements S ⊆ G−1, there is a homomorphism
φ : G→ H such that H is a group with property P and 1 /∈ φ(S).
(An alternate definition of fully residually P insists that the homomorphism φ
not just avoid 1 but actually be injective on S. Note that φ is injective on S if
and only if the image under φ of the set {uv−1 : u, v ∈ S, u 6= v} does not include
1, so these definitions are equivalent. Also note that we also do not require our
homomorphisms to be surjective, as may sometimes be the case when discussing
residual properties.)
For instance, let G be a residually finite group with finite generating set X. Let
f : N → N be such that whenever g ∈ G − 1 has X-length at most R, then there
exists φ : G→ H such that φ(g) 6= 1 and |H| ≤ f(R). When f is the smallest such
function, then we think of f as measuring the complexity of the residual finiteness
of G; we may also think of f as measuring the growth of the number of subgroups
of G with respect to index. This version of complexity has been studied extensively
by Bou-Rabee in [3], with additional results by Kassabov and Matucci [7].
Bou-Rabee has obtained further results by restricting his attention to finite nilpo-
tent or finite solvable quotients. This yields group invariants known as the nilpotent
Date: October 30, 2018.
2010 Mathematics Subject Classification. Primary 20P05.
Key words and phrases. geometric group theory, residual hyperbolicity, relative hyperbolicity,
limit group.
1
ar
X
iv
:1
11
0.
32
86
v1
  [
ma
th.
GR
]  
14
 O
ct 
20
11
2 BRENT B. SOLIE
Farb growth and the solvable Farb growth, and Bou-Rabee has obtained new char-
acterizations of algebraic group properties in terms of the asymptotic properties
of these growth functions. For instance, Bou-Rabee has shown that a finitely gen-
erated group G is nilpotent if and only if it has nilpotent Farb growth which is
polynomial in log(n) [3]. Similarly, a finitely generated group is solvable and virtu-
ally nilpotent if and only if it has solvable Farb growth that is polynomial in log(n)
[4].
Rather than considering residually finite groups, we will study another well-
known class of groups with strong residual properties: the Γ-limit groups of Sela.
Let Γ be a fixed torsion-free hyperbolic group. A Γ-limit group G is a finitely
generated, fully residually Γ group: for any finite subset S ⊆ G − 1, there exists
a homomorphism φ : G → Γ such that 1 /∈ φ(S). We say that the set S is Γ-
discriminated by φ.
Fix finite generating sets X and Y for G and Γ, respectively. Let the homomor-
phism φR : G → Γ discriminate BR(G,X) − 1, where BR(G,X) is the closed ball
of radius R in G with respect to X. Here, we measure the complexity of φR by the
maximum Y -length over all images of elements of X. The minimum complexity
required to discriminate each set BR(G,X) − 1, as a function of R, is called the
Γ-discriminating complexity of G, and it is an invariant of G up to asymptotic
equivalence. (See Definition 3.18.)
Our main result on the Γ-discriminating complexity of Γ-limit groups is the
following:
Theorem A (c.f. Theorem 3.30). The Γ-discriminating complexity of a Γ-limit
group is asymptotically dominated by a polynomial.
In order to prove Theorem A, we must first start with the simplest examples of
Γ-limit groups: the finitely generated, free Abelian groups. The free Abelian group
Zn is fully residually Z, and our next main result establishes its Z-discriminating
complexity.
Theorem B (c.f. Theorem 3.26). The Z-discriminating complexity of Zn is asymp-
totically equivalent to a polynomial of rank n− 1.
The fundamental construction in our study of Γ-limit groups is the extension
of a centralizer, a construction in which free Abelian groups play a central role.
Informally, if G is a Γ-limit group, we may construct another Γ-limit group G′ by
extending a centralizer of G by a free Abelian group of finite rank. (See Definition
2.4.)
Our main technical lemma, Lemma 3.15, is motivated by the well-known “big
powers” property of hyperbolic groups. If Γ is a hyperbolic group and u ∈ Γ gener-
ates its own centralizer, then for any tuple of elements (g1, g2, . . . , gk) of elements
of G− 〈u〉, there is an integer N such that
un0g1u
n1g2u
n2 . . . unk−1gku
nk
is nontrivial in Γ whenever |ni| > N for i = 1, . . . , k − 1 and either |ni| > N or
ni = 0 for i = 0, k.
The big powers property seems to appear first due to B. Baumslag in his study
of fully residually free groups [1]; a later version appears due to Ol’shanski˘ı in the
context of hyperbolic groups [11]. Most recently, the big powers property is proven
by Kharlampovich and Myasnikov for relatively hyperbolic groups in [8] using the
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techniques of Osin from [12, 13]. Lemma 3.15 is an analysis of the big powers
property for relatively hyperbolic groups with the goal of analyzing the dependence
of N on the group G, generating set X, and the elements gi and u.
By iterating the extension of centralizer construction, we obtain a group known
as an iterated extension of centralizers (see Definition 2.7). Iterated extensions of
centralizers are relatively hyperbolic and therefore have the big powers property.
By combining Theorem B with our analysis of the big powers property, we obtain
our third main result.
Theorem C (c.f. Theorem 3.28). Let G be an iterated extension of centralizers
over Γ. Let G′ be a rank n extension of a cyclic centralizer of G. Then the G-
discriminating complexity of G′ is asymptotically dominated by a polynomial of
degree n.
Repeated application of Theorem C gives us our final main result, a bound on
the discriminating complexity of an arbitrary iterated extension of centralizers over
Γ.
Theorem D (c.f. Theorem 3.29). The Γ-discriminating complexity of an iterated
extension of centralizers over Γ is asymptotically dominated by a polynomial with
degree equal to the product of the ranks of the extensions.
Theorem D then directly implies Theorem A via a theorem of Kharlampovich
and Myasnikov, which states that every Γ-limit group embeds in some iterated
extension of centralizers over Γ [8].
2. Background
Let G be a group with a generating set X.
Definition 2.1 (Cayley graph). The Cayley graph of G with respect to the gener-
ating set X, denoted Cayley(G,X), is an oriented graph with vertex set in bijection
with G. The edge set is in bijection with G×X, where the pair (g, x) corresponds
to an edge having initial vertex g, terminal vertex gx, and label x.
For a fixed set X, an X-word is a finite sequence of elements of X. By X∗ we
denote the set of all X-words, including the empty word. When X is a generating
set for a group G, then every element of X∗ represents an element of G. Where
it is necessary to distinguish between them, we will denote by w the element of G
represented by w ∈ X∗.
Recall that for an element g ∈ G, the word length with respect to X or X-
length, of g, denoted |g|X , is number of letters in the shortest X-word representing
g. Equivalently, |g|X is the number of edges in the shortest path from 1 to g in
Cayley(G,X).
For an integer R ≥ 0, the ball of radius R with respect to generating set X is the
set BR(G,X) = {g ∈ G : |g|X ≤ R}. Where G and X are clear from context, we
will denote this set simply by BR. Note that when X is a finite set, then BR is also
finite for any integer R ≥ 0.
Finally, for elements g, h ∈ G, the right-conjugate of h by g is the element
hg := g−1hg.
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2.1. Γ-Limit Groups. Sela first introduced the notion of a limit group in [14]
in his investigation of groups having the elementary theory of a non-Abelian free
group. Sela later generalized this notion to that of a Γ-limit group, where Γ is some
fixed torsion-free hyperbolic group [15].
Definition 2.2 (Residual properties). Fix a group H. We say that a group G is
residually H if for any g ∈ G − 1, there exists a homomorphism φg : G → H such
that φg(g) 6= 1. A group G is fully residually H if for any finite set S of nontrivial
elements of G, there exists a homomorphism φS : G → H such that 1 /∈ φS(S).
The homomorphisms φg and φS are called H-discriminating homomorphisms for g
and S, respectively.
For the remainder of this chapter, Γ will denote a non-Abelian, torsion-free
hyperbolic group.
Definition 2.3 (Γ-limit group [15]). We say that a group G is a Γ-limit group if
G is finitely generated and fully residually Γ.
A trivial example of a Γ-limit group is Γ itself. For a more complicated example,
it is well-known that fundamental groups of closed, orientable hyperbolic surfaces
are F2-limit groups, where F2 denotes the free group of rank two.
We may produce new Γ-limit groups from existing limit groups through a con-
struction called an extension of a centralizer. Extensions of centralizers will provide
the basis for our analysis of the residual properties of limit groups.
Let G be a group, and given g ∈ G, let CG(u) = {g ∈ G : ug = u} denote the
centralizer of u in G.
Definition 2.4 (Extension of a centralizer [9]). Suppose that for some u ∈ G, the
centralizer C = CG(u) is Abelian and that φ : C → A is injective for some Abelian
group A. We call the amalgamated product
G(u,A) := G ∗C=φ(C) A
the extension of the centralizer C by A with respect to φ. We will call the extension
direct if A = φ(C)×B for some subgroup B ≤ A. A direct extension is free of rank
n if B ∼= Zn.
Having given the most general definition, we will now assume that all extensions
of centralizers are free and of finite rank. We will omit reference to the homomor-
phism φ when it is clear from context.
The following proposition is well-known and will serve as the starting point for
our investigation of the residual properties of Γ-limit groups.
Proposition 2.5. The extension of centralizer G(u,A) is a G-limit group.
Proposition 2.6 ([9, Corollary 3]). A maximal Abelian subgroup of G(u,A) is
either conjugate to a subgroup of G, conjugate to A, or cyclic.
Definition 2.7 (Iterated extension of centralizers). Let G be a group. An iterated
extension of centralizers over G is a group H for which there exists a finite series
G = G0 ≤ G1 ≤ · · · ≤ Gk = H
such that for i = 0, . . . , k − 1, each Gi+1 is an extension of a centralizer of Gi.
Since each Gi+1 is fully residually Gi, we immediately obtain the following:
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Proposition 2.8. An iterated extension of centralizers over G is fully residually
G.
The following theorem of Kharlampovich and Myasnikov will allow us to ap-
proach the residual properties of arbitrary Γ-limit groups by considering iterated
extensions of centralizers.
Proposition 2.9 ([8, Theorems D, E]). Every Γ-limit group embeds into some
iterated extension of centralizers over Γ.
Recall that a subgroup H ≤ G is malnormal if H ∩Hg = 1 for all g ∈ G−H.
Definition 2.10 (CSA group [9]). A group G is called a CSA-group if every max-
imal Abelian subgroup of G is malnormal. G is called a CSA*-group if it is a
CSA-group and has no elements of order 2.
We summarize some of the important properties of CSA- and CSA*-groups.
Proposition 2.11 ([9]).
(1) Any torsion-free hyperbolic group is a CSA*-group.
(2) The class of CSA*-groups is closed under iterated extensions of centralizers.
(3) Let G be a CSA-group and let A ≤ G be a maximal Abelian subgroup. Then
there is u ∈ G for which A = CG(u).
(4) Let G be a CSA-group. For any maximal Abelian subgroup A, NG(A) = A.
(5) Let G be a CSA-group. Then commutativity is a transitive relation on the
set G− 1.
2.2. Relative hyperbolicity. The following discussion is taken from Osin [13]
with some minor modifications to notation inspired by Hruska [6].
By a pair (G,P) we denote a group G with a distinguished set of subgroups
P = {Pλ}λ∈Λ. A subgroup H ≤ G is called parabolic if it is conjugate into some
P ∈ P, and hyperbolic otherwise. We call the conjugates of the elements of P
maximal parabolic subgroups.
Definition 2.12 (Relative generating set). Let P =
⋃
λ∈Λ
(Pλ − {1}). We say that
X ⊆ G is a relative generating set for (G,P) if G is generated by X ∪ P. If X is
finite, we call it a finite relative generating set.
Definition 2.13 (Relative presentation). We may consider G as a quotient of the
group
F := (∗λ∈ΛPλ) ∗ F (X),
where F (X) is the free group with basis X. Note that the group F is generated by
X ∪ P.
For each λ ∈ Λ, let Sλ denote all the words in (Pλ − 1)∗ which represent the
identity in Pλ. Further denote
S :=
⋃
λ∈Λ
Sλ.
Let R ⊆ (X ∪ P)∗ be such that the normal closure of R generates the kernel of
the homomorphism F → G. We say that (G,P) has the relative presentation
(1) 〈X,P | R,S〉.
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If X and R are finite, then we say that the relative presentation (1) is finite. If
(G,P) has a finite relative presentation, we say that (G,P) is finitely relatively
presented.
Suppose that (G,P) has a relative presentation as in (1). If W ∈ (X ∪ P)∗
represents the identity in G, then there is an expression
(2) W =F
k∏
i=1
Rfii
with equality in the group F and such that Ri ∈ R and fi ∈ F for each i.
Definition 2.14 (Relative isoperimetric function). Let θ : N→ N. We say that θ
is a relative isoperimetric function for (G,P) if there exists a finite relative presen-
tation with X and R as above such that for any W ∈ (X ∪ P)∗ with |W |X∪P ≤ n,
there exists an expression of the form (2) such that k ≤ θ(n).
Definition 2.15 (Relative Dehn function). We call the smallest relative isoperi-
metric function for a relative presentation the relative Dehn function of that relative
presentation. If a relative presentation has no finite relative isoperimetric function,
then we say that the relative Dehn function for that relative presentation is not
well-defined.
Definition 2.16 (Relatively hyperbolic group). We say that (G,P) is a relatively
hyperbolic group if (G,P) has a finite relative presentation with a well-defined, linear
relative Dehn function.
We will now fix a non-Abelian, torsion-free hyperbolic group Γ. Our goal is next
to show that an iterated extension of centralizers over Γ is hyperbolic relative to its
maximal non-cyclic Abelian subgroups. We begin by noting the following results
which may both be found in [5].
Proposition 2.17 ([5]). Let (G,P) be a torsion-free relatively hyperbolic group.
Let U be a cyclic hyperbolic subgroup such that NG(U) = U . Then (G,P ∪ {U}) is
also a torsion-free relatively hyperbolic group.
Proposition 2.18 ([5]). Let (G1,P1) and (G2,P2) be relatively hyperbolic groups.
Let P ∈ P1, and suppose that P is isomorphic to a parabolic subgroup of (G2,P2).
Let G = G1 ∗P G2. Then (G, (P1 − {P}) ∪ P2)) is relatively hyperbolic.
Corollary 2.19. An iterated extension of centralizers over a torsion-free hyperbolic
group Γ is hyperbolic relative a set of representatives of conjugacy classes of maximal
non-cyclic Abelian subgroups.
Proof. We induct on k, the number of steps in the iterated extension. If k = 0,
Gk = Γ is hyperbolic and we are done.
Suppose that (Gk,Pk) is relatively hyperbolic, where Pk is a set of representatives
of conjugacy classes of maximal non-cyclic Abelian subgroups of Gk. Without loss
of generality, we may assume that Gk+1 is constructed by extending the centralizer
C(u) = CGk(u) of a hyperbolic element u ∈ Gk by a rank n free Abelian group A,
so that
Gk+1 = Gk ∗C(u) A.
Since u is hyperbolic in the CSA-group (Gk,Pk), the centralizer C(u) is max-
imal Abelian and NGk(C(u)) = C(u) by Proposition 2.11. Moreover, C(u) is
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cyclic; otherwise, u would be contained in a maximal non-cyclic Abelian subgroup
of (Gk,Pk), contradicting that u is hyperbolic. Therefore, by Proposition 2.17,
(Gk,Pk∪{C(u)}) is relatively hyperbolic. The free Abelian group A may be viewed
as the relatively hyperbolic group (A, {A}), so C(u) ≤ A is parabolic. By Propo-
sition 2.18, (Gk+1,Pk ∪ {A}) is therefore a relatively hyperbolic group. Finally,
Proposition 2.6 states that every maximal non-cyclic Abelian subgroup of Gk+1 is
conjugate to some member of Pk ∪{A}, so Gk+1 is indeed hyperbolic relative to its
maximal non-cyclic Abelian subgroups. 
2.3. Relative hyperbolic geometry. Fix a relatively hyperbolic group (G,P)
with finite relative generating set X. We call Cayley(G,X ∪ P) the relative Cayley
graph.
Recall that a metric space (X, dX) is δ-hyperbolic, or simply hyperbolic, if it
satisfies the thin triangles condition: for any geodesic triangle with sides α, β, γ,
every point of α is δ-close in the metric dX to some point of β ∪ γ.
Proposition 2.20 ([13]). Let (G,P) be a relatively hyperbolic group. Then for
any finite relative generating set X, the relative Cayley graph Cayley(G,X ∪ P) is
hyperbolic.
We have two distinct metrics on Cayley(G,X ∪ P). The relative metric is de-
noted dX∪P , and for u, v ∈ Cayley(G,X ∪ P), we define dX∪P(u, v) to be the least
number of edges in any path in Cayley(G,X ∪ P) having u and v as endpoints. The
absolute metric is denoted dX , and for u, v ∈ Cayley(G,X ∪ P), we define dX(u, v)
to be the least number of edges in any X-labeled path in Cayley(G,X ∪ P) hav-
ing u and v as endpoints. Note that while Cayley(G,X ∪ P) is hyperbolic with
respect to the relative metric, it will generally not be hyperbolic with respect to
the absolute metric.
A relative geodesic is an isometry p : [0, L]→ (Cayley(G,X ∪ P), dX∪P), where
[0, L] is a closed interval of real numbers. We say that the endpoints of p are p(0)
and p(L). Since every point Cayley(G,X ∪ P) is a distance at most 1 from some
vertex, we will assume that L is an integer and that p maps integers to vertices. For
u, v ∈ Cayley(G,X ∪ P), we denote by [u, v]X∪P a relative geodesic with endpoints
u and v.
Similarly, an absolute geodesic is an isometry p : [0, L]→ (Cayley(G,X ∪ P), dX).
We denote an absolute geodesic having u and v as endpoints by [u, v]X .
A relative (absolute) broken geodesic is a finite concatenation of relative (abso-
lute) geodesics. For a finite collection {a1, . . . , ak} of points in Cayley(G,X ∪ P),
we will denote by [a1, a2, . . . , ak]X∪P a broken relative geodesic which is the union
of relative geodesics
k−1⋃
i=1
[ai, ai+1]X∪P . Likewise, [a1, a2, . . . , ak]X denotes the anal-
ogous broken absolute geodesic.
The length of a path α in Cayley(G,X ∪ P), denoted len(α), is the number
of edges in the path. Note that len([a, b]X∪P) = dX∪P(a, b) and len([a, b]X) =
dX(a, b), for instance.
Definition 2.21 (Fellow traveling). Let p, q : [0, L] → (Cayley(G,X ∪ P), dX∪P)
be relative geodesics. We say that p and q are relative (absolute) k-fellow travelers
if dX∪P(p(i), q(i)) ≤ k (resp. dX(p(i), q(i)) ≤ k) for every integer i in [0, L]. We
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say that p and q relatively (absolutely) k-fellow travel for a length of L′ if p|[0,L′]
and q|[0,L′] are relative (absolute) k-fellow travelers.
Remark. Our notion of k-fellow traveling is often referred to in the literature as
synchronous k-fellow traveling, to distinguish it from asynchronouse k-fellow trav-
eling, which does not respect the parameterization of the geodesics. We will not
require the notion of asynchronous k-fellow traveling here.
Definition 2.22 (Relatively quasiconvex). A subgroup H of (G,P) is called rela-
tively quasiconvex if there exists a constant  > 0 such that the following holds. Let
g, h ∈ H and let [g, h]X∪P be an arbitrary relative geodesic in Cayley(G,X ∪ P).
Then for every vertex v ∈ [g, h]X∪P , there exists a vertex u ∈ H such that
dX(v, u) ≤ .
Definition 2.23 (Strongly relatively quasiconvex). A relatively quasiconvex sub-
group H of (G,P) is called strongly relatively quasiconvex if the intersection H∩P g
is finite for any g ∈ G and P ∈ P.
Osin notes in Proposition 4.10 of [13] that the relative and strong relative qua-
siconvexity properties are invariant with respect to choice of finite generating set
for G.
Proposition 2.24 ([13, 4.19]). Let (G,P) be a relatively hyperbolic group, and let
u ∈ G be a hyperbolic element. Then the centralizer CG(u) is a strongly relatively
quasiconvex subgroup of G.
Let λ > 0 and c ≥ 0. Recall that a map of metric spaces f : (X, dX) → (Y, dY )
is a (λ, c)-quasi-isometric embedding if for all a, b ∈ X, we have
1
λ
dX(a, b)− c ≤ dY
(
f(a), f(b)
) ≤ λdX(a, b) + c.
Proposition 2.25 ([13]). Every strongly relatively quasiconvex subgroup of (G,P)
is quasi-isometrically embedded in Cayley(G,P).
Proposition 2.26 ([13]). Let u be a hyperbolic element of (G,P). Then CG(u) is
cyclic.
Proposition 2.27 ([13]). For any hyperbolic u ∈ (G,P) generating its own cen-
tralizer, there are constants λu > 0, cu ≥ 0 such that
(3)
1
λu
|n| − cu ≤ dX∪P(1, un) ≤ λu|n|+ cu
for all n ∈ Z.
3. Main Results
3.1. Relative hyperbolic geometry. We once again fix a relatively hyperbolic
group (G,P) with finite relative generating set X such that the relative Cayley
graph Cayley(G,X ∪ P) is δ-hyperbolic.
Lemma 3.1. Let u ∈ G be a hyperbolic element generating its own centralizer
U = CG(u). There is a function B0 : N → N depending only on (G,P), X, and u
such that the following holds.
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Figure 1. Producing the relation w−1uaw = ub in the proof of
Lemma 3.1
Let g ∈ G − U . Let p, q ∈ U and s, t ∈ gU . For any p′, q′ ∈ [p, q]X∪P and
s′, t′ ∈ [s, t]X∪P such that [p′, q′]X∪P and [s′, t′]X∪P are absolute k-fellow travelers,
then
dX∪P(p′, q′), dX∪P(s′, t′) ≤ B0(k).
Proof. Set B0(k) = (2 + 1)(2|X|)k+2, and suppose that for some nonnegative
integer k, there exist p, p′, q, q′, s, s′, t, and t′ which satisfy the hypotheses but such
that dX∪P(p′, q′) > B0(k).
We may find (2|X|)k+2 vertices, denoted xi, on [p′, q′]X∪P such that if i 6= j then
dX∪P(xi, xj) > 2. To each xi we may associate a umi ∈ U such that dX(xi, yi) ≤ ,
since U is relatively quasiconvex. Note that if i 6= j, then mi 6= mj ; otherwise, we
would have dX∪P(xi, xj) ≤ dX(xi, xj) ≤ 2, contradicting the choice of the xi.
Since [p′, q′]X∪P and [s′, t′]X∪P are absolute k-fellow travelers, for each xi there
is a vertex yi ∈ [s′, t′]X∪P such that dX(xi, yi) ≤ k. Since U is -quasiconvex, for
each yi there is gu
ni ∈ gU such that dX(yi, guni) ≤ .
To each point xi, we associate the broken absolute geodesic [u
mi , xi, yi, gu
ni ]X .
The length of such a path is at most k+ 2, and there are (2|X|)k+2 such distinct
paths, since no two of these paths have the same endpoint umi .
However, there are strictly fewer than (2|X|)k+2 distinct path labels for paths of
length at most k+2. Therefore, there are indices k, l such that [umk , xk, yk, gu
nk ]X
and [uml , xl, yl, gu
nl ]X have the same label, w. As the endpoints of these w-labeled
paths differ by elements of U , we obtain a relation of the form w−1uaw = ub for
some integers a, b.
Since G is relatively hyperbolic, we must have that a = ±b [13, Corollary
4.21]. Therefore, w2 commutes with ua. Since G is a CSA-group and is therefore
commutative-transitive (Proposition 2.11), w commutes with u and hence must be
a power of u. This contradicts that U and gU are distinct cosets of U . 
Lemma 3.2. Let u ∈ G be a hyperbolic element generating a maximal cyclic sub-
group U . There is a function E0 : N→ N depending only on (G,P), X, and u such
that the following holds.
For all m,n ∈ Z with m < 0 < n, the relative geodesics [1, um]X∪P and
[1, un]X∪P relatively k-fellow travel for a length of at most E0(k).
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Figure 2. Finding a shorter coset representative in Lemma 3.3
Proof. If not, since U is relatively quasiconvex and therefore quasi-isometrically
embedded in Cayley(G,X ∪ P), there would have to be arbitrarily large powers of u
which have relative length bounded above by a constant. However, this contradicts
that U is quasi-isometrically embedded. 
Let S be some set of elements of (G,P). We say that g ∈ S is an X ∪ P-shortest
element of S if |g|X∪P ≤ |h|X∪P for every h ∈ S.
Lemma 3.3. Let u ∈ G generate a cyclic hyperbolic subgroup U . There is a
function C0 : N → N depending only on (G,P), X, and u such that the following
holds.
Let h be an X ∪ P-shortest element of hU . Then for any integer n, the geodesics
[h, 1]X∪P and [h, hun]X∪P absolutely k-fellow travel for no longer than C0(k).
Proof. Suppose that for fixed k and n, [h, 1]X∪P and [h, hun]X∪P absolutely k-
fellow travel for longer than k + . Then there is a vertex p ∈ [h, 1]X∪P with
dX∪P(h, p) > k +  and such that there exists w ∈ [h, hun]X∪P with dX(p, q) ≤ k.
Since U is relatively quasiconvex with constant , there is a vertex r ∈ hU with
dX(q, r) ≤ . Then [1, p, q, r]X∪P is a broken relative geodesic of length at most
dX∪P(1, p)+k+ < dX∪P(1, h), contradicting that h is amongst the dX∪P -shortest
elements of hU . (See Figure 2.) 
Remark. The analogous statement holds for elements h which are X ∪ P-shortest
in the coset Uh. Moreover, also note that if h is X ∪ P-shortest in UhU , then h is
X ∪ P-shortest in both Uh and hU .
Proposition 3.4 ([12]). Let (G,P) be relatively hyperbolic with finite relative gen-
erating set X. There exist constants ρ, σ > 0 having the following property.
Let ∆ be a triangle with vertices x, y, z whose sides [x, y]X∪P , [y, z]X∪P , [x, z]X∪P
are relative geodesics in Cayley(G,X ∪ P). Suppose that u and v are vertices on
[x, y]X∪P and [x, z]X∪P respectively such that
dX∪P(x, u) = dX∪P(x, v)
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Figure 3. A relative geodesic triangle. The shaded lines join pairs
of points on the triangle which are ρ-close in the absolute metric.
The shaded area represents the region where the absolute ρ-fellow
traveling property may fail.
and
dX∪P(u, y) + dX∪P(v, z) ≥ dX∪P(y, z) + σ.
Then
dX(u, v) ≤ ρ.
Recall that if x, y, and z are vertices in Cayley(G,X ∪ P), then the Gromov
inner product is defined as
〈y|z〉x := 1
2
(dX∪P(x, y) + dX∪P(x, z)− dX∪P(y, z)).
Corollary 3.5. Let ρ, σ, x, y, z be as in Proposition 3.4. Then adjacent sides
[x, y]X∪P and [x, z]X∪P absolutely ρ-fellow travel for length at least 〈y|z〉x − σ/2.
Proof. Let u ∈ [x, y]X∪P and v ∈ [x, z]X∪P be such that dX∪P(x, u) = dX∪P(x, v) =
` and dX∪P(u, y) + dX∪P(v, z) ≥ dX∪P(y, z) + σ. We then have
dX∪P(u, y) + dX∪P(v, z) = dX∪P(x, y) + dX∪P(x, z)− 2`.
Further,
dX∪P(x, y) + dX∪P(x, z)− 2` ≥ dX∪P(y, z) + σ
dX∪P(x, y) + dX∪P(x, z)− dX∪P(y, z)− 2` ≥ σ
2〈y|z〉x − 2` ≥ σ
〈y|z〉x − σ/2 ≥ `.
Therefore, if ` ≤ 〈y|z〉x−σ/2, then u and v satisfy the hypotheses of Proposition
3.4 and are therefore ρ-close in the absolute metric. 
For a given relative geodesic triangle with vertices x, y, z, the center of the side
[x, y]X∪P is the point c ∈ [x, y]X∪P such that dX∪P(x, c) = 〈y|z〉x and dX∪P(y, x) =
〈x|z〉y.
Lemma 3.6. Let u ∈ G generate a maximal cyclic hyperbolic subgroup U . Let
g ∈ G, and let h ∈ G be a X ∪ P-shortest element of UgU . There is a constant F0
depending only on (G,P), X, and u such that the following holds.
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Figure 4. A decomposition of Q and one of its sides.
Suppose that we have m and n such that g = umhun. Then [1, um]X∪P and
[umh, umhun]X∪P each absolutely 2ρ-fellow travel [1, umhun]X∪P from their respec-
tive shared endpoints for all but at most F0 of their length.
Proof. LetQ be the relative geodesic quadrilateral with sides [1, um]X∪P , [um, umh]X∪P ,
[umh, umhun]X∪P , and [1, umhun]X∪P .
By drawing a relative geodesic diagonal for Q, we obtain two relative geodesic
triangles. As in Proposition 3.4, every pair of sides in either of these triangles
absolutely ρ-fellow travel from their common vertex for a length of at least their
Gromov inner product minus σ/2.
We extend the fellow-traveling property of the sides of these triangles to the sides
of Q. (See Figure 4 for one configuration of such an extension; the shaded area
represents the area near the centers of the triangles where absolute fellow traveling
is not guaranteed.) We see that there exist vertices a, a′, b, b′ ∈ [1, um]X∪P such
that:
(1) The subpath [1, a]X∪P and some initial subpath of [1, umhun]X∪P abso-
lutely 2ρ-fellow travel;
(2) The subpath [um, b]X∪P and some initial subpath of [um, umh]X∪P abso-
lutely 2ρ-fellow travel;
(3) The subpath [a′, b′]X∪P absolutely 2ρ-fellow travels some subpath of [umhun, umh]X∪P ;
and
(4) The relative lengths of the subpaths [a, a′]X∪P and [b′, b]X∪P do not exceed
σ.
We are interested in the total length of the subpath [a, um]X∪P , since, as noted,
[1, a]X∪P fellow travels with a subpath of [1, umhun]X∪P . Observation (2) above
implies that the length of [um, b]X∪P is at most C0(2ρ), by Lemma 3.3. Observation
(3) implies that the length of [a′, b′]X∪P is at most B0(2ρ), by Lemma 3.1.
Consequently, we have that
len([a, um]X∪P) ≤ B0(2ρ) + C0(2ρ) + 2σ =: F0.
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Figure 5. The decomposition of α.

Lemma 3.7. Let u, g, h,m, and n be as in Lemma 3.6. Then we have
len([1, um, umh, umhun]X∪P) ≤ 3|g|X∪P + 2F0.
Proof. The lengths of the subpaths [1, um]X∪P and [umh, umhun]X∪P are bounded
above by |g|X∪P + F0 by Lemma 3.6. Since h is a X ∪ P-shortest representative
of UgU , we have |h|X∪P ≤ |g|X∪P , and so the length of [um, umh]X∪P is at most
|g|X∪P . 
Let r = (r0, r1, . . . , rk) be a tuple of integers. We define
min(r) := min
i
|ri|.
Lemma 3.8. Let (G,P) be a relatively hyperbolic group with finite generating set
X, and let U be a subgroup generated by a hyperbolic element u ∈ G. There exists
a positive integer N0 depending only on (G,P), X, and u such that the following
holds.
Let h = (h1, h2, . . . , hk) be a tuple of elements of X such that each hi is X ∪ P-
shortest in the double coset UhiU 6= U , and let r = (r0, r1, . . . , rk) be a tuple of
integers. Define
wh(r) := u
r0h1u
r1h2u
r2 · · ·urk−1hkurk .
Then wh(r) 6= 1 in G for all r such that min(r) > N0.
Proof. Let α be a path in Cayley(G,X ∪ P) labeled by
(ur0 ∗ h1 ∗ ubr1/2c) ∗ (udr1/2e ∗ h2 ∗ ubr2/2c) ∗ · · · ∗ (udrk−1/2e ∗ hk ∗ urk),
where ∗ denotes concatenation of words (as opposed to concatenation followed by
free reduction) and b·c, d·e are the usual floor and ceiling functions. Let α1 be the
subpath labeled by ur0∗h1∗ubr1/2c and αk the subpath labeled by udrk−1/2e∗hk∗urk ,
and for each i = 2, . . . , k − 1, let αi be the subpath of α labeled by udri−1/2e ∗ hi ∗
ubri/2c. The path α is then the concatenation of the αi. Further define the vertices
vi−1 and vi to be the endpoints of αi for each i. Finally, for each i, define βi to
be a relative geodesic [vi−1, vi]X∪P , and define β to be the broken relative geodesic
which is the concatenation of the βi. (See Figure 5.)
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Figure 6. βi and βi+1 cannot fellow travel too far without causing
γi and γi+1 to fellow travel.
Lemma 3.9. For each i and n we have
(4)
2
λu
bmin(r)/2c − 2cu − 2F0 ≤ len(βi).
Proof. This follows directly from Proposition 2.27 and Lemma 3.6. 
Proposition 3.10. For all r with
(5) bmin(r)/2c > λu(E0(4ρ+ δ) + F0 + cu)
and 1 ≤ i < k, βi and βi+1 relatively δ-fellow travel for a length of at most E0(4ρ+δ)
from their common endpoint vi.
Proof. Suppose there is an r satisfying (5) and i such that βi and βi+1 relatively δ-
fellow travel for a length longer than E0(4ρ+δ). By construction, there are relative
geodesics γi−1 and γi starting at vi labeled by u−bri/2c and udri/2e respectively.
These relative geodesics absolutely 2ρ-fellow travel βi and βi+1 for all but at most
F0 of their length. By choice of r and Corollary 2.27, γj and βj are absolute
2ρ-fellow travelers for a length of at least E0(4ρ+ δ) for j = i, i+ 1.
However, if βi and βi+1 are relative δ-fellow travelers for longer than E0(4ρ+ δ),
then γi and γi+1 are relative (4ρ + δ)-fellow travelers for longer than E0(4ρ + δ),
contradicting Lemma 3.2. (See Figure 6.) 
Note that in a relative geodesic triangle, adjacent sides relatively δ-fellow travel
for a length of at least the Gromov inner product. This fellow traveling property
allows us to show that the concatenation of relative geodesic segments is a quasi-
geodesic with parameters depending on the Gromov inner product.
Proposition 3.11. Let x, y, z ∈ Cayley(G,X ∪ P). Then every subpath of the
broken relative geodesic [x, y, z]X∪P is a (1, 2〈x|z〉y + 2δ)-quasigeodesic.
Proposition 3.11 shows that for r satisfying (5), every adjacent pair of relative
geodesics βi and βi+1 is a relative (1, 2E0(4ρ+ δ) + 2δ)-quasigeodesic.
Proposition 3.12 ([10, Lemma 4.8]). Let Y be a δ-hyperbolic space. Given quasi-
geodesity constants (λ, c), there exist κ, λ′, and c′ such that every k-local (λ, c)-
quasigeodesic is a (λ′, c′)-quasigeodesic.
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Proposition 3.13. Let κ, λ′, c′ be such that in Cayley(G,X ∪ P), every κ-local
(1, 2E0(4ρ+ δ) + 2δ)-quasigeodesic is a (λ
′, c′)-quasigeodesic. Let r satisfy (5) and
further assume that
(6) bmin(r)/2c ≥ λu
(κ
2
+ cu + F0
)
.
Then β is a (λ′, c′)-quasigeodesic.
Proof. By Proposition 3.11, for every i, the broken geodesic βi∪βi+1 is a (1, 2E0(4ρ+
δ)+2δ)-quasigeodesic. The inequality (6) implies that the length of each βi is larger
than κ. Every subpath of β of length at most κ is contained in βi∪βi+1 for some i,
and is therefore a relative (1, 2E0(4ρ+ δ) + 2δ)-quasigeodesic. The conclusion then
follows from applying Proposition . 
Now let r be such that
(7) bmin(r)/2c > λu
(
c′
2
+ cu + F0
)
.
Then the length of each βi is at least c
′, and so the length of β is at least c′.
The broken relative geodesic β, which is also a (λ′, c′)-quasigeodesic, therefore has
necessarily distinct endpoints. Since α has the same endpoints as β and is labeled
by wh(r), we have wh(r) 6= 1 in G.
Let N−1 be an integer larger than the right hand side in the inequalities (5),
(6), and (7). Pick an integer N0 such that N0 > 2N−1 + 2. Then for all (r)
with min(r) > N0, we have that bmin(r)/2c > N−1. Thus N0 is the promised
constant. 
Lemma 3.14. Let (G,P) be a relatively hyperbolic group with finite generating set
X, and let U be a subgroup generated by a hyperbolic element u ∈ G. There is a
linear function N1 : N→ N such that the following holds.
Let g = (g1, g2, . . . , gk) be a tuple of X-words such that
k∑
i=1
|gi|X ≤ R and
gi ∈ G− U for all i. For any tuple of integers r = (r0, . . . , rk), define
(8) wg(r) := u
r0g1u
r1g2u
r2 · · ·urk−1gkurk .
Then we have wg(r) 6= 1 in G for all r such that min(r) > N1(R).
Proof. Consider a single gi. We may write gi = u
sihiu
ti with hi a X ∪ P-shortest
element of UgiU . By Lemma 3.6, we have
|usi |X∪P , |uti |X∪P ≤ |gi|X + F0 ≤ R+ F0.
Using the constants λu and cu from Proposition 2.27, define
N1(R) := N0 + 2λu(R+ F0 + cu),
where N0 is the constant from Theorem 3.8. Note that λu(R+ F0 + cu) > |si|, |ti|
for all i.
Let r = (r0, r1, . . . , rk) be a tuple of integers with min(r) > N1(R). Then we
have
wg(r) = u
r0g1u
r1g2u
r2 · · ·urk−1gkurk
= ur0(us1h1u
t1)ur1(us2h2u
t2)ur2 · · ·urk−1(uskhkutk)urk)
= (ur0+s1)h1(u
t1+r1+s2)h2(u
t2+r2+s3) · · · (utk−1+rk−1+sk)hk(utk+rk)(9)
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where every exponent of u appearing in (9) has magnitude at least N0. By Theorem
3.8, wg(r) is nontrivial in G. 
Lemma 3.15. Let (G,P) be a relatively hyperbolic group with finite generating set
X, and let U be a subgroup generated by a hyperbolic element u ∈ G. There is a
linear function N2 : N→ N such that the following holds.
Let g = (g1, g2, . . . , gk) be a tuple of X-words, and let g0, gk+1 be X-words such
that
k+1∑
i=0
|gi|X ≤ R and gi ∈ G − U for all i. Let r = (r0, . . . , rk) be a tuple of
integers and define
wg(r) = u
r0g1u
r1g2u
r2 · · ·urk−1gkurk .
Then for all r such that min(r) > N2(R), the elements
wg(r),
g0wg(r),
wg(r)gk+1, and
g0wg(r)gk+1
are all nontrivial in G.
Proof. Note that if
min(r) > 2λu (2λ
′R+ cu + F0 + c′) + 2,
then
bmin(r)/2c > λu (2λ′R+ cu + F0 + c′)
and therefore |wg(r)|X∪P > 2R. Define
N2(R) := N1(R) + 2λu (2λ
′R+ cu + F0 + c′) + 2,
and note that since N1 is linear in R, so is N2.
Then for all r with min(r) > N2(R), we have |wg(r)|X∪P > 2R ≥ |g0|X∪P +
|gk+1|X∪P , and so none of the promised words are trivial in G by Lemma 3.14. 
3.2. Discriminating complexity. Let H be a finitely generated group, and let
G be a fully residually H group. Let X and Y be fixed finite generating sets for G
and H, respectively.
Definition 3.16 (Complexity). Let φ : G→ H. The complexity of φ with respect
to the finite generating sets X and Y is
|φ|YX := max
x∈X
|φ(x)|Y .
The following lemma is straightforward to verify.
Lemma 3.17. Let φ : G → H and θ : H → K and let X, Y , and Z be finite
generating sets for G,H, and K, respectively. Then
|θ ◦ φ|ZX ≤ |φ|YX · |θ|ZY .
Remark. Using the above convention, if X ′ and Y ′ are alternate finite generating
sets for G and H, respectively, we have
|φ|Y ′X′ ≤ | Id |XX′ · |φ|YX · | Id |Y
′
Y .
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Since G is fully residually H, for every R ∈ N, there is a homomorphism φR
which H-discriminates the finite set BR(G,X)− 1.
Definition 3.18 (Discriminating complexity). Define a function CH,YG,X : N → N
via
CH,YG,X (R) := min{|φ|YX : (φ : G→ H) discriminates (BR(G,X)− 1)}.
The function CH,YG,X so defined is called the H-discriminating complexity of G with
respect to finite generating sets X and Y .
We will be interested in asymptotic classes of the discriminating complexity for a
given group. To this end, if f, g : N→ N, we say that f is asymptotically dominated
by g, denoted f  g, if there is a constant K such that for all n,
f(R) ≤ Kg(KR) +K.
We say that f is asymptotically equivalent to g, denoted f ≈ g, if f  g and g  f .
Lemma 3.17 and the remark following it imply the following proposition.
Proposition 3.19. Let G be a fully residually H group. Let X,X ′ be finite gener-
ating sets for G, and let Y, Y ′ be finite generating sets for H. Then we have
CH,YG,X  CH,Y
′
G,X′ .
As a result of the above proposition, the asymptotic class of the H-discriminating
complexity of G is invariant with respect to choice of finite generating set for both
G and H. Therefore, we will omit reference to these generating sets and simply
indicate (the asymptotic class of) the H-discriminating complexity of G by CHG .
In order to study H-discriminating complexity, we will find it useful to establish
some notation for sequences of homomorphisms which discriminate larger and larger
balls in a given group.
Definition 3.20 (Discriminating sequence). Let Φ = (φR : G → H)R∈N be a
sequence of homomorphisms. If for each R ∈ N, the set BR(G,X) − 1 is H-
discriminated by φR, we say that Φ is a H-discriminating sequence with respect to
the finite generating set X.
It is straightforward to see that a finitely generated group G is fully residually H
if and only if G admits an H-discriminating sequence with respect to some (every)
finite generating set.
We also make the following observation. Let X and X ′ be finite generating sets
for G and let Φ be an H-discriminating sequence for G with respect to X. By
passing to an arithmetic subsequence of Φ, we may obtain an H-discriminating
sequence with respect to X ′, and the complexity of this subsequence is equivalent
to that of Φ.
Definition 3.21 (Complexity function). Given an H-discriminating sequence Φ,
we construct the H-discriminating complexity function associated to Φ, the function
CΦ : N→ N defined via:
CΦ(R) := |φR|YX .
We briefly note that complexity functions of discriminating sequences provide
an obvious upper bound for discriminating complexity.
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Proposition 3.22. Let G and H be finitely generated groups and let G be fully
residually H. Let Φ = (φR)R∈N be an H-discriminating sequence for G. Then
CHG  CΦ.
3.2.1. Free Abelian groups. We begin by investigating the Z-discriminating com-
plexity of a free Abelian group Zn.
Proposition 3.23. The Z-discriminating complexity of Zn is asymptotically dom-
inated by a polynomial of degree n− 1.
We will consider the elements of Zn to be n-tuples of integers. For R ∈ N,
define [−R,R]n := {(t1, . . . , tn) ∈ Zn : |ti| ≤ R, 1 ≤ i ≤ n}. Instead of dis-
criminating closed balls in Zn with respect to the usual metric, we will construct
homomorphisms which are injective on the sets [−R,R]n for each R ∈ N.
Lemma 3.24. For n,R ∈ N, define the homomorphism θn,R : Zn → Z by
θn,R(t1, . . . , tn) =
n∑
i=1
(2R+ 1)i−1ti.
Then θn,R induces a bijection from [−R,R]n to the interval
In,R :=
[
−1
2
((2R+ 1)n − 1) , 1
2
((2R+ 1)n − 1)
]
.
Proof. We proceed by induction. Since θ1,R is the identity for all R, we have the
promised bijection for n = 1.
Fix r and assume that θn,R induces a bijection from [−R,R]n to In,R. Note that
that
θn+1,R(t1, . . . , tn+1) = θn,R(t1, . . . , tn) + (2R+ 1)
ntn+1.
By the inductive hypothesis, we have∣∣θn+1,R(t1, . . . , tn+1)∣∣ ≤ ∣∣θn,R(t1, . . . , tn)∣∣+ (2R+ 1)n∣∣tn+1∣∣
≤ 1
2
(
(2R+ 1)n − 1)+R(2R+ 1)n
=
1
2
(2R+ 1)n +
1
2
2R(2R+ 1)n − 1
2
=
1
2
(
(2R+ 1)n+1 − 1).
Therefore θn+1,R maps [−R,R]n+1 into the interval In+1,R.
Suppose that there are (s1, . . . , sn), (t1, . . . , tn) ∈ [−R,R]n+1 such that θn+1,R(t) =
θn+1,R(s). We then have
θn,R(t1, . . . , tn) + (2R+ 1)
ntn+1 = θn,R(s1, . . . , sn) + (2R+ 1)
nsn+1.
We must have tn+1 6= sn+1 or we contradict the injectivity of θn,r. However, by
using the inductive hypothesis, we have
(2R+ 1)n − 1 ≥ ∣∣θn,R(t1, . . . , tn)− θn,R(s1, . . . , sn)∣∣
=
∣∣(2R+ 1)n(sn+1 − tn+1)∣∣
≥ (2R+ 1)n,
a contradiction.
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We have shown that θn+1,R maps [−R,R]n+1 injectively to In+1,R. Since both
sets have the same cardinality, θn+1,R is a bijection between [−R,R]n+1 and In+1,R.

Proposition 3.23 follows immediately from Lemma 3.24 since each homomor-
phism θn,R is injective on BR and therefore discriminates BR − 1. Furthermore,
the complexity of θn,R is (2R+ 1)
n−1, as promised.
The following result is well-known from number theory and will help us to es-
tablish a lower bound on the Z-discriminating complexity of Zn.
Siegel’s Lemma ([2, 16]). Let A be an M × N integer matrix with M > N and
A 6= 0. Let B be a constant such that for every entry aij of A, we have |aij | ≤ B.
Then there exists a nonzero N × 1 integer matrix X with entries xi such that
AX = 0 and for each i,
|xi| ≤ (NB)M/(N−M).
Corollary 3.25. The Z-discriminating complexity of Zn asymptotically dominates
a polynomial of degree n− 1.
Proof. Let Φ = (φR)R∈N be a Z-discriminating sequence for Zn. By definition, φR
discriminates the set BR − 1, the closed ball of radius R with respect to (WLOG)
the standard basis of Zn.
Each φR can be represented by an n×1 integer matrix whose entries are bounded
above in magnitude by CΦ(R). By Siegel’s lemma, there exists for each φR an
element of the kernel of φR whose entries are bounded above in magnitude by
(nCΦ(R))
1/(n−1). Since φR discriminates BR − 1, it also discriminates the set of
nontrivial elements whose entries are bounded above in magnitude by bR/nc. We
must then have
R
n
− 1 ≤
⌊
R
n
⌋
≤ (nCΦ(R))1/(n−1)
(R− n)n−1
nn−1
≤ nCΦ(R)
(R− n)n−1
nn
≤ CΦ(R).
Therefore CΦ(R)  Rn−1.
In particular, taking Φ such that CΦ(R) = C
Γ
G(R), we have that C
Γ
G(R) 
Rn−1. 
Theorem 3.26. The Z-discriminating complexity of Zn is asymptotically equiva-
lent to a polynomial of rank n− 1.
For p ∈ Z, define a homomorphism θpn,R : Zn → Z by
θpn,R(t1, . . . , tn) := pθn,R(t1, . . . , tn).
Note that since θn,R discriminates the set [−R,R]n − 1, if i ∈ θpn,R([−R,R]n − 1),
then |i| > |p|. Clearly θpn,R then also discriminates [−R,R]n − 1.
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3.2.2. Extensions of centralizers. Let Γ be a non-Abelian, torsion-free hyperbolic
group. Let G be an iterated extension of centralizers over Γ with finite generating
set X, and let u ∈ G be a hyperbolic element which generates its own centralizer.
Let G′ be a rank n extension of the centralizer C(u) = CG(u). Fix elements
T = {t1, . . . , tn} ⊂ G′ be such that {u, t1, . . . , tn} is a basis for the free Abelian
group CG′(u).
We define a homomorphism Θpn,R : G
′ → G via:
Θpn,R(g) := g for all g ∈ G
Θpn,R(ti) := u
p(2R+1)i−1 for i = 1, . . . , n.
By putting T in bijection with the standard basis for Zn, it is clear that the
homomorphism Θpn,R |〈T 〉 is equivalent to θpn,R. Consequently, for all nontrivial
a ∈ 〈T 〉 is such that |a|T < R, then Θpn,R(a) is a power of u of exponent greater
than or equal to p in magnitude. We further observe that Θpn,R is a retraction onto
G.
Lemma 3.27. Let w be an element of G′ with |w|X∪T ≤ R. There is a linear
function N3 : N→ N such that ΘN3(R)n,R (w) 6= 1.
Proof. Since G′ is an amalgamated product, we may write w as a geodesic X ∪ T -
word
(10) w = g0a0g1a1 · · · gkakgk+1
where for each i, gi is an X-word and ai is a T -word. We may further assume that
no gi or ai is the empty word, except possibly g0, gk+1, or both.
First, we may assume that if some gi is not a power of u, then no gi is a power
of u. To see this, suppose that gj is some power of u but gj−1 is not, and consider
the subword gj−1aj−1gjaj . Since aj−1 is a word in the generators T , it represents
an element of the centralizer of u. Consequently, we may rewrite this subword as
gj−1gjaj−1aj without increasing the X∪T -length of the overall word. By replacing
gj−1gj and aj−1aj with possibly shorter words representing the same elements, we
obtain another word representing w in G′ of length at most R.
Define
N3(R) := N2(R) +R+ 1
and note that, because N2(R) is linear in R, the function N3(R) is also linear in R
.
Consider the homomorphism Θ
N3(R)
n,R : G
′ → G. Then
Θ
N3(R)
n,R (w) = g0u
r0g1u
r1g2u
r2 · · · gkurkgk+1
= g0wg(r)gk+1,
where g = (g1, . . . , gk), r = (r0, . . . , rk), wg(r) is as in Equation 8 possibly g0 or
gk+1 or both are trivial. Since |ai|T ≤ |w|X∪T ≤ R, we have min(r) > N2(R) for
all i. Since
∑ |gi|X ≤ R and G is relatively hyperbolic with u a hyperbolic element
generating its own centralizer, by Theorem 3.15 we have that Θ
N3(R)
n,R (w) 6= 1 in G.
Now suppose that w can be written as a geodesic (X ∪ T )-word
w = ur0a0,
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where r0 is an integer, a0 is a nonempty T -word, and |ur0 |X + |a0|T ≤ R. Since
|u|X ≥ 1, |r0| ≤ R. By definition, ΘN3(R)n,R (a) = ue where |e| > R, and so
Θ
N3(R)
n,R (w) 6= 1 in G. 
Theorem 3.28. Let G be an iterated extension of centralizers over Γ. Let G′ be a
rank n extension of a cyclic centralizer of G. Then the G-discriminating complexity
of G′ is asymptotically dominated by a polynomial of degree n.
Proof. By the previous theorem, the homomorphism Θ
N3(R)
n,R maps all elements of G
′
with X ∪T -length at most R to nontrivial elements of G. Therefore,
(
Θ
N3(R)
n,R
)
R∈N
is a G-discriminating sequence for G′.
To compute the complexity of Θ
N3(R)
n,R , we first note that Θ
N3(R)
n,R fixes elements
of X. For ti ∈ T , we have ΘN3(R)n,R (ti) = u(N3(R))(2R+1)
i−1
. Therefore, as a function
of r,
|ΘN3(R)n,R | ≤ |u|X(N3(R))(2R+ 1)n−1 ≈ Rn,
since N2(R) is linear in R. Thus the complexity of the sequence
(
Θ
N3(R)
n,R
)
R∈N
is
asymptotically dominated by Rn. 
3.2.3. Iterated extensions of centralizers.
Theorem 3.29. The Γ-discriminating complexity of an iterated extension of cen-
tralizers over Γ is asymptotically dominated by a polynomial with degree equal to
the product of the ranks of the extensions.
Proof. Let G be an iterated extension of centralizers over Γ, and let
Γ = G0 ≤ G1 ≤ · · · ≤ Gk = G
be a sequence such that Gi is an extension of a centralizer of Gi−1 for i = 1, . . . , k.
By Theorem 3.28, each Gi has a Gi−1-discriminating family with complexity
polynomial of degree equal to the rank of the extension. By composing these
families, we obtain a Γ-discriminating sequence for G which is also of polynomial
complexity; in particular, the properties of complexity imply that the degree of
the polynomial is equal to the product of the ranks of the extensions required to
construct G. 
3.2.4. Arbitrary Γ-limit groups.
Theorem 3.30. The Γ-discriminating complexity of any Γ-limit group is asymp-
totically dominated by a polynomial.
Proof. Let G be a Γ-limit group. By Proposition 2.9, there is a G′ which is an iter-
ated extension of centralizers over Γ such that G ≤ G′. Choose a finite generating
set X for G′ which includes a finite generating set Y for G. Then for all R ∈ N, we
have BR(G, Y ) ⊆ BR(G′, X), so a Γ-discriminating sequence exists for G′ which is
also a Γ-discriminating sequence for G. 
Lemma 3.31. Let G be a Γ-limit group with a free Abelian subgroup of rank n+ 1.
Then the Γ-discriminating complexity of G asymptotically dominates a polynomial
of degree n.
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Proof. Since the asymptotic class of the complexity of a Γ-discriminating sequence is
invariant with respect to choice of finite generating set, we may choose a generating
set Y for G with a subset T ⊆ Y such that 〈T 〉 is free Abelian of rank n + 1. Let
Φ = (φR) be a Γ-discriminating sequence for G. Since Γ is torsion-free hyperbolic,
every Abelian subgroup of Γ is isomorphic to Z, and therefore every φR must
map 〈T 〉 to a cyclic subgroup. Since T ⊆ Y , restricting Φ to 〈T 〉 gives us a Z-
discriminating sequence for 〈T 〉 ∼= Zn+1. Therefore, the complexity of Φ must
asymptotically dominate a polynomial of degree n by Proposition 3.25. 
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