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I. INTRODUCTION 
The theory of design and analysis of experiments has been 
developed by statisticians mostly engaged in agricultural re­
search. The theory has found wide application in other fields 
of research because it is based on general principles concern­
ing the statistical behavior of observations which arise 
either freely in nature or in artificial laboratory condi­
tions. It is thus expected that the investigation presented 
here in agricultural terminology will be accepted as a general 
theory on the analysis of groups of experiments. 
In agricultural trials a single experiment connotes the 
testing of certain treatments in a particular field. Although 
the trial conforms to the rules of modern experimentation, 
that is, replication and randomization of treatments, the 
inference can hardly be generalized to other fields or even 
to the same field in following years. This is because the 
treatments generally interact with locations, or fields, and 
years. In order to be able to broaden our conclusions and to 
make them more useful, it is necessary to establish experi­
ments on several locations for some years. 
The nature of a group of experiments depends on two main 
points: (a) the structure of the group of experiments or the 
whole arrangement of the individual experiments from which 
we may or may not classify the single experiments by several 
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factors that lead to the construction of two, three, etc. 
way tables; and (b) the structure of the individual experiment 
by which we mean the type of design, number and type of treat­
ments, etc. 
Two classes of experiments can be distinguished: inde­
pendent annual experiments and long-term experiments. In the 
case of a group of independent annual experiments, the trials 
are established on different areas of land each year. The 
allocation of the experiments may be determined at random 
annually. In the case of a long-term experiment, it is con­
tinued through several cycles, years in general, using the 
same experimental plots; a group of long-term experiments deals 
with trials established on the same areas of land for several 
years whose allocation is only determined at the beginning of 
the investigation. 
Problems of design and/or analysis are associated with a 
group of experiments. A group of experiments can arise from 
a pre-planned set of single trials devised to give information 
on one or several questions. In this case we have a problem 
of design and analysis. A group of experiments can also occur 
after the accumulation in time of single trials which were 
planned for particular aims, but which also have common 
features when taken as a whole. The problem here is of 
analysis. Perhaps the case of grouping experiments a 
posteriori is the most familiar among researchers. The fact 
that the individual experiments are designed independently of 
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each other may bring up slight or serious difficulties in the 
analysis of the group. The experiments may differ in type of 
design and number of replications and may show irregularity 
in the presence of treatments. However, a well balanced group 
of experiments with identical design, number of replications 
and treatments may meet difficulties in the analysis and 
interpretation of the results due to heterogeneity of error 
variances and heterogeneity of interactions involving treat­
ments . 
The classical approach to obtain tests of significance 
and estimation methods in a group of experiments has allowed 
the presence of heterogeneity of error variances, which is 
commonly found in practice, but has assumed, in developing 
the tests and reliability of the estimates, that the set of 
error variances that have arisen in the group of experiments 
is fixed. A new theory is developed here to overcome such a 
restriction. 
The present Investigation develops a mathematical model 
for a group of experiments. Estimation and tests of 
significance are considered first with two restrictions: 
homogeneity of error variances and equal number of replica­
tions in the individual experiments. The latter restriction 
is then removed and finally the homogeneity of error vari­
ances condition is eliminated. 
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II. REVIEW OF LITERATURE 
Fisher (11) discussed the interpretations given to the 
tests of significance that may arise in the analysis of vari­
ance of a group of experiments. 
Cosset (12) criticized the role of randomization in 
individual agricultural experiments when considering a series 
of experiments ; he contended that randomization is unnecessary 
because the experiments are independent of each other and that 
nature has already randomized the plot errors. In the dis­
cussion of Cosset's paper (12), Fisher stressed the fact 
that series of agricultural experiments must always have a 
multiplicity of purposes; and Wishart called attention to 
the fact that the farmer will want to have results applic­
able to his conditions, and that therefore the general and 
the individual results have to be kept in mind. 
Cochran (4) presented a fundamental paper on the distri­
butional problems arising in estimation and tests of signifi­
cance of one single treatment effect in a series of similar 
experiments. When the treatments do not interact with 
experiments Cochran introduced four methods of estimating it: 
(1) the maximum likelihood estimate, (2) the unweighted mean, 
(3) the weighted mean, and (4) the weighted mean with an 
upper limit to the possible weights. When the treatments 
interact with places he considered the semi-weighted mean 
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and the unweighted mean to estimate the average effect. The 
relative efficiencies of the different types of estimates were 
obtained when the number of experiments is large. 
Yates and Cochran1 s paper (38) is the most fundamental 
work in the analysis of groups of experiments. While the 
discussion is non-mathematical, the basic concept used is 
that of components of variance, even though these are not 
mentioned explicitly. The authors directed attention to the 
need for careful examination of the individual experiments 
before attempting to analyze them as a group. They suggested 
the partition of the degrees of freedom for treatments and 
for the interactions involving treatments when there are doubts 
about the homogeneous behavior of the treatments in the differ­
ent places or years in which the experiments were established. 
An example of possible explanation of the interactions based 
on the fact that the response is related to the fertility, 
as measured by the mean yield of each experiment, was given, 
The case of heterogeneous error variances was considered and 
its danger of leading to faulty conclusions; some ideas on 
how to overcome such disturbance were presented. The esti­
mation of the average response was discussed; the advantages 
of the unweighted mean were stressed and its use recommended 
unless the experiments differ widely in accuracy. 
Crowther and Yates (8) analysed a long series of one-
year experiments conducted from 1900 to 1940 in Great Britain 
and other European countries, all related to applications of 
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fertilizers on the main crops. The results of such analysis 
gave a foundation on the use of fertilizers and on the policy 
of fertilizer imports in Great Britain. 
Federer (9) studied a group of corn-variety trials and 
directed his attention mainly to the estimation and use of 
components of variance. One application considered was to 
obtain optimum allocation of economic resources in the 
planning of the group of experiments. 
Cochran and Cox (6) gave a systematic study on the 
analysis of groups of experiments emphasizing practical rules 
illustrated with examples to meet common experimental situa­
tions. They discussed the unweighted and weighted analyses 
for experiments with unequal number of replications and with 
heterogeneity of error variances. 
Rojas (30) developed the analysis of variance for groups 
of experiments when the treatments are all the possible single 
crosses of a set of pure corn lines. Rojas (30) and Rojas 
and Sprague (31) considered an empirical study on the effects 
of unequal number of replicates and transformations of scale 
in certain ratios of linear functions of components of 
variance. 
Kempthorne (19) clarified the problems of tests of signi­
ficance in the analysis of variance of a group of experiments ; 
he considered in an explicit way the role of the mathematical 
model and the assumptions given to it. Kempthorne called 
attention to the problems of design and analysis in a group 
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of experiments. Wilk and Kempthorne (35) introduced the 
notion of mixed and random models. 
Williams (36) considered the errors of estimation of the 
components of variance in a simple hierarchal model. He also 
showed that the weighted mean differs appreciably from the 
unweighted mean only when the weights are significantly 
correlated with the individual means. 
Federer (10), in a short note, enumerated the uses of a 
group of experiments in: (1) studies of plot technique, 
(2) studies on the relative precision of different experi­
mental designs, (3) providing more accurate estimates of the 
average responses, (4) enabling the researcher to detect 
differences which are not observed in a single experiment, 
(5) detection of interactions, (6) studies on most economical 
allocation of resources, and (7) determination of components 
of variance. 
Meier (24) gave an asymptotic expression for the variance 
of the weighted mean, when the weights are also estimated, for 
any number of experiments. This problem had previously been 
unsolved. 
Cochran and Carroll (5), after an empirical sampling 
investigation, proposed an adjustment to Meier's formula, 
with which the variance of the weighted mean is better esti­
mated over a wider range of conditions in the experiments. 
Panse and Sukhatme (26) discussed the importance of 
groups of experiments established in geographical regions to 
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develop the agricultural technology of those areas. They dealt 
with different experimental designs and optimum number of 
experiments and replicates. 
Quenouille (28) discussed the following points to be con­
sidered in planning a group of experiments : (1) number of 
experiments, (2) allocation of experiments in space and time, 
(3) number and structure of treatments, (4) design of 
individual experiments, and (5) methods of analysis and esti­
mation . 
Cochran (3) presented the state of knowledge regarding 
the estimates and tests of significance of the average response 
of a single effect. He gave working rules on the use of the 
unweighted, weighted and semi-weighted means. 
Oliveira (25) studied a group of experiments on oat 
varieties. To solve the difficulty of irregular appearance of 
the treatments in the experiments, he considered the method 
proposed by Stevens (32), and also explained by Yates (37), 
of solving the normal least squares equations by an iterative 
procedure for non-orthogonal data. 
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III. THE FINITE MODEL 
The statistical analysis of randomized experiments is 
based on linear models. The assumptions given to the com­
ponents of the model must conform to the actual experimental 
situation or at least approach the real conditions in which 
the experiment is set up. Kempthorne (19, 20) and Wilk and 
Kempthorne (35) have developed a fundamental theory on the 
foundations, logic, meaning, and formation of mathematical 
models for randomized experiments, which is free of arbitrary 
a priori distributions. 
We are going to follow the Wilk and Kempthorne (35) 
methodology in setting up the population and statistical 
models for a group of experiments. We shall consider only a 
group of experiments which cannot be classified in any way. 
It would be possible to consider a hierarchical situation in 
which the totality of possible experiments is classified by 
years. 
A. The Experimental Situation and Design 
The discussion is related to agricultural experiments, 
analogies to other experimental situations following easily. 
Let us consider a geographical region which is subject 
to year effects. The region is divided in farms. Each ^ arm 
is conceptually divided in blocks. Each block is made up of 
plots. Take the number of farms N to be constant for all 
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years, the number of blocks B constant for all farms, and the 
number of plots P the same for all blocks. 
We envisage the following experimental procedure : 
(1) Select a years at random from the conceptual popu­
lation of A years. This is for purposes of generality and 
later we can make A —. 
(2) Select n farms at random from the population of N 
farms. A different random sample of n farms is taken in each 
of the a years. 
(3) In each of the selected farms choose b blocks at 
random from the B blocks. 
(4) In each of the selected blocks take t plots at ran­
dom from the P plots. 
(5) Select t treatments at random from a conceptual 
population of T treatments. 
(6) Apply the selected t treatments at random to the 
chosen t plots in each of the selected blocks. 
B. The Population Model 
Let Yjjkmq represent the true response obtained by apply­
ing the k-th treatment to plot q in block m of farm j in 
year i. Considering the conceptual set of true responses 
|_Yijkmq } the following identity can be written: 
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Yjjkmq = Y + - Y ) + (Yy... - Yi....) 
+ (Yij.m. - Yij...) + ( Y. .k;. . - Y ) 
+ (Yi.k.. ~ Yi.... - Y. .k.. + Y ) 
+ (Y±jk.. - - Y±.k.. + Yi ) 
+ (Y±jkm. "Yij.m. " Yijk.. +Yij...) 
+ (Yij.mq - Yij.m. ) + (Yj_jkmq - Yij.mq 
- 
Yijkm. + Yij.m. ) = /*• + ai + Pij + bjjm + tk 
+ (at)lk + (pt)ijk + (by)ijkm + e1Jmq 
+ dijkmq • (1) 
The physical interpretation of the components of the 
identity is 
)K = Y is the overall conceptual mean response if all 
levels of all factors were applied to all experimental units. 
a^  = Yi.... - Y is the effect of year i. 
Pij = Yjj - Yi.... is the effect of farm j in year i. 
bijm = Yij.m. - Y-y... is the effect of block m of farm 
j in year 1. 
tk = Y. . - Y is the effect of treatment k. 
(at)ik = Yi.k.. - Yi - Y. .k.. + Y is the inter­
action between treatment k and year i. 
12 
(Pt)ijk = Y±jk.. - Yij... - Yi.k.. + Yi is the inter­
action between farm j in year i and treatment k. 
(tt)ijkm = Yijkm. - Yij.m. - Yijk.. + Yij... is the 
interaction between block m of farm j in year i and treatment 
k. 
eijmq = Yij.mq - Yij.m. is the plot error with combina­
tion ijm. 
dijkmq = Yijkmq ~ Yij.mq - Yijkm. + Yij.m. is the inter­
action of treatment k with plot q at combination ijm. 
By definition 
ai =  ^Pi j = -^^ ijm = ~^tk = -^(at)ik = (at)ik 
i j m k i k 
= (pt)1jk = (pt)ijk = (bt)jLjkm j k m 
= 
 ^
eijmq = dijkmq = dijkmq = 0 . (2) 
q q k 
If we actually subject plot ijmq to treatment k we will 
observe Yijkmq' an estimate of the true response Yjjkmq. Let 
us assume 
yIjkmq ~ Yijkmq + ^ ijkmq (3) 
i^jkmq is called the technical error. The i^jkmq will be 
taken as random uncorrelated variables with mean zero and 
constant variance <J2. 
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We can write now our population model as follows : 
y i jkmq = &i + Pij + %ijm + tk + (at)ik + (pt)ljk 
+ (bt)ijkm + eijmq + dijkmq + 6ijkmq • W 
It will be assumed now that there are block-treatment and 
plot-treatment additivities, that is, (bt)^ jk^  = d^ j^ q = 0. 
Our population model becomes 
Y1 jkmq = /*+ a-L + py + b^  + tk + (at )lk + (pt )j_jk 
+ eijmq + eijkmq • (5) 
C. The Statistical Model 
Let j*k*m*q* denote the observation obtained at the 
selected combination of year I*, farm j*, treatment k*, block 
m* and plot q* according to the mechanism of randomization 
imposed in the design. The set of observations k« m« q»} 
is a random sample of the conceptual population of [yijicmqj • 
The statistical model can be written 
xi* j'k'nVq* = A + a1# + Pi*j* + bj* j*m* + tk* 
+ (at)i"k* + (pt)i*j+k+ + e±« 
+ *i"j'k*m+q+' (6) 
under block-treatment and plot-treatment additivities. 
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The components in the right hand side member of model 
(3.6) are defined as follows 
7 i* 5 i* j* 
ai* - ai ai ; Pi* j* - °i ^ j Pij > 
i i j j 
bi* - i^ f,mai ^ j %m bijm »  ^ k^ ' 
7 i* k* (at)^ *k* = I— )ik » (P^ )i* j»k* 
i jk 
= £a* pj 8™ (Pt)ijm  ^
7 i* i m* a*k* 
ei*j*m*q* ~ i,j,m,qai &j &mfq eijmq J 
c 7 i'aj'ym'tk* q'k# 
i'j+k'm+q* 117 m n 1 J m k ijkmq ' 
where , H ™ and k are the selector random 
variables defined by Wilk and Kempthcrne (35). For example, 
= 1 if i* corresponds to i 
= 0 otherwise 
and p ( a j — 1 ) — —-— ; p ( — 1, ay — 1 ) — — 
1 A 1 A(A-l) 
for 1*1' 
i'^ i" 
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« .<* 
p(a;~ = 1 , = 1) = 0 for 1* i=- i'# 
and so on. 
D. Analysis of Variance 
The analysis of variance indicated for the type of group 
of experiments that we have considered is given in Table 1. 
Table 1. Analysis of variance. Finite model 
Source of 
variation d.f. S.S. 
Years a-1 
Treatments t-1 
^ -
x )a 
Years x treat­
ment 
(a-l)(t-l) bn 2. (xlN "" xi**i*n-
1* k* • 
x«*k%* + x *+<* + ) 
Farms within 
years 
a(n-l) bt |- xr****)2 
X J 
Treat, x farms 
w/years 
a(n-l)(t-1) 
Blocks within 
farms 
an(b-l) 
Remainder an(b-l)(t-l) 
™ xi* j*k4-*-t + xi* 
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In the above table we have used small stars instead of 
the usual dot notation to indicate sums over the selected 
levels of the factors indicated by the subscript. Dots will 
be used to mean summation over all levels in the population. 
For example 
a,n,t,b,t 
X = Xi-J'kW/anbt • 
E. Expected Mean Squares 
The expected mean squares of Table 1 have been obtained 
following the rules set by Kempthorne (20) and Wilk and 
Kempthorne (35). In our case the expected mean squares are 
given in Table 2. 
Table 2. Expected mean squares. Finite model 
___ 
Coefficients of 
Source <s .2 sf ,2 6 Dt 62at ,2 .2 6 h 6 
Years 1 P-t 
P 
kN-n T-t 
N T 
nbT-t 
T 
btHza 
N 
tB-b nbt 
B 
Treatments 1 1 kA-a N-n 
A N 
nbA-a 
A 
anb 
Treat. x years 1 1 bT 
nb 
Farms w/years 1 P-t 
P 
b£=t 
T 
bt f.B-b 
B 
Treat, x farms 
w/years 
1 1 b 
Blocks w/farms 1 P-t 
p 
Remainder 1 1 
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(3-7) 
In the above table we have defined 
= variance of the technical error 
= ijmq ANB(p_1) 
62pt " 
62at = £ (atJ^ A-DtT-l) 
S% - ^  p^ ./A(ii-l) 
 ^"ZjmANtB-l) 
4\= 2-aJ/(A-l) 
6at = 
F. Knowledge Derived from the Finite Model 
The information^ drawn from the present study of the 
finite model for a group of experiments can be enumerated as 
follows : 
(1) The statistical model as presented has precise con­
nection to the experimental situation conceived for a group 
of experiments. The components forming the statistical model 
were defined to have distinct meanings. 
18 
(2) Mixed models with different combinations of fixed 
and random components can result as particular cases of the 
statistical model considered. Table 2 provides a simple way 
to get valid errors for various tests of significance and 
estimate components of variance for any mixed model. 
(3) The components of variance, as defined in (3.7), 
show that $|, $p, and $§ can be expected in general to 
be heterogeneous. This result is of great importance and 
proper attention to it is necessary in order to attain a full 
understanding of the statistical problems arising in groups 
of experiments. 
Consideration of the above points will be given in 
succeeding chapters. 
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IV. ANALYSIS OF A GROUP OF EXPERIMENTS. 
HOMOGENEITY OF ERRORS 
The previous chapter has revealed among other things that 
the plot error variance <j| is in fact the average error vari­
ance over all possible conceptual experiments, but leaves open 
the very likely possibility that the individual error vari­
ances are heterogeneous in practice. We will assume, for the 
present, homogeneity of plot error variances, leaving for 
future chapters the study of disturbances of such assumption. 
If the conceptual number of plots is assumed infinite 
the plot errors can be taken as random uncorrelated variables 
with a fixed variance and mean zero. The plot error and the 
technical error can be added to form the new error in the 
model. 
If y^ jk is the average yield of treatment k in the experi­
ment established in place j at year 1, the model can be 
written 
%ijk = A+ ai + Pij + fck + (at)ik + (pt)ijk + e1Jk (4.1) 
The notation of the previous chater is somewhat clumsy 
and we shall omit the stars on the subscripts, but shall bear 
in mind that the model (4.1) is a statistical model like 
equation (3.6). 
A linear model consists not only of an equation giving 
the observation as a sum of a number of quantities but also 
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of a specification of which of the quantities on the right 
hand side are fixed, which are random, and for those which 
are random a statement of their distributional properties. 
This statement is deferred to the particular sections in which 
the various cases are discussed. 
In model (4.1) /K is the overall mean; a^  is the effect 
of year i; Pj_j is the effect of place j during year i; tk is 
the effect of treatment k; ( at ) ^ is the interaction between 
year 1 and treatment k; (pt)ijk is the interaction of place j 
in year i with treatment k; and is the error in the 
model. 
The are assumed uncorrelated random variables with 
mean zero and a certain variance which depends on the design 
and number of replications used in experiment 1j. We can 
write, in general, V^ e^ )^ = <Sij/Yij where is the error 
variance and tthe number of replications (constant for 
all treatments) of the ij experiment. There exists 
homogeneity of experimental errors when is a constant q2 
for all experiments; and there is homogeneity of errors e^  
in model (4.1) only when and ijj are the same for all 
experiments. 
Model (4.1) as it stands allows a more general type of 
group of experiments involving different designs. However, 
we will have the restriction, in this chapter, that the 6jjk 
have homogeneous variances for all experiments. Another 
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generalization that will be taken up is to allow different 
numbers of experiments to be established in each year. 
A. Analysis of Variance 
An analysis of variance for model (4.1), whatever the 
combination of fixed and random components, is given in 
Table 3 supposing that t treatments have been tested for a 
years by performing ni experiments the i-th year (i = 1,2, 
...a). It is perhaps convenient to stress that the analysis 
of variance is computed with the means of each treatment in 
each experiment (y^ jk)• The analysis of variance is merely 
an algebraic identity in which the different sums of squares 
add up to the total; it is by the device of randomization 
and the assumption of fixed or random effects that the 
analysis of variance becomes a statistical technique useful 
for tests of hypotheses, estimation of errors and estimation 
of components of variance. 
B. Infinite Model 
All components in model (1), with the exception of 
are assumed uncorrelated random variables with mean zero and 
variances 
E(a±)2 = ; E(pij)2 = cs= ; E(tk)a = «£ ; 
E(at)^ . = ; E(pt)|jk = <s|t ; E(e1Jk) = &s/r = . 
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Table 3• Analysis of variance - group of experiments 
Source of variation d.f. S.S. 
7 Yi Years a - 1 Y1 = ' C 
i T ni 
7 Y2 k Treatments t - 1 T' = I— —— - C 
k Nx 
r y 2 
Treatment x years (a-l)(t-l) 11 = 2_ • C - (Y1 + T1 ) 
ik 
V Y11 Experiments Nx - a P1 = L  ^" C - Y1 
within years ij T 
Treatment x experi- (t-l)(Ni-a) U' = Sj, - (Y1 + T1 + I1 + P') 
ments within years 
Total tNx - 1 y,., - C 
ijk 1JK 
C = Y?. ./tNx ; Nx = 1- n± 
This experimental situation arises when t treatments, 
selected at random from a conceptual population of treatments, 
are tested in experiments allocated in random places and years. 
Our main purpose in this case is to obtain information or 
inferences about the conceptual population of treatments over 
the conceptual populations of places and years. 
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Table 4. Expected mean squares. Infinite model 
Source d.f. M.S. E.M.S. 
Years El — 1 Y «e + *pt + + H 
+ tas2 
a 
Treatments t - i T «Î + "pt + &4t + Ni4t 
Treatment x years (a-l)(t-1) I sî + *pt + a4t 
Exp. w/years Nj_ - a P *; + 6pt + t6P 
T x Exp. w/years (t-1)(Nx-a) U «i + P^t 
Pooled error/r f « E «i 
The expected mean squares for this case are given in 
Table 4. 
In Table 4 we have used the following notation 
_ Xnf i Ni = 2_ nt ; g = —-—i- ; a = , (Nx - $) 
i Nx a-1 
Unbiased estimates of the components of variance are 
easily obtained by solving the equations resulting by equating 
the expected mean squares to the actual values of the mean 
squares. 
The tests = 0, = 0 and = 0 can be made 
directly in Table 4 by using common F tests. The error 
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terra for = 0 Is 
Q, = — I + (1 - —) U (4.2) 
a a x ' 
with degrees of freedom f equal to 
f = (4.3) 
(-&- I)2 (l - -S-)2 u2 
o t o 
(a-1 )(t-1 ) (t-1 )(Nj_ -a) 
To test $2 = 0 we therefore use 
P(t - 1, f) = JL . 
C. Mixed Model. Treatments Fixed 
This arises when a set of t fixed treatments are tested 
in random years and places. The main object is to make 
inferences for the particular set of treatments over the 
conceptual population of places and years. The expectations 
of the mean squares are given in Table 5. 
We notice several changes with respect to the infinite 
model, the estimates of 62 and a2, as well as the tests 
P a 
<S2 = 0 and 62 = 0, are now different. P » 
The estimates of s2^  and g2^ , and the tests G2^  = 0, 
= 0 and it2 = 0 (average effects of treatments to be equal), 
are the same in the infinite and fixed t^ 's models. 
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Table 5. Expected mean squares. Mixed model-treatments 
fixed 
Source d.f. M.S. E.M.S. 
Years a - 1 Y 4 + t<p + tas| 
Treatment t - 1  T + Gpt + Kt 
+ Ni Itg/t-1 
Years x treatments (a-l)(t-l) I 6? + &gt + 
Exp. w/years Nx - a P + t6p 
T x exp. w/years (t-1) (NjL-a) U + 6pt 
Pooled error/r f1 E «1 
It is sometimes important to attempt to verify the 
homogeneity of the interactions treatments x years and treat­
ments x experiments within years in the case of fixed treat­
ments. The logic of procedures for doing this by partition­
ing the respective degrees of freedom as given by Yates and 
Cochran (38) is somewhat obscure. 
The researcher's principal interest under this model 
with fixed treatments and random places and years is the 
estimate and reliability of the treatment average effects. 
If the treatment interactions are homogeneous for all treat­
ments , these treatments should be selected according to their 
26 
average performance since the interactions are random effects 
which cannot be controlled by the experimenter. 
y^ jk has been defined as the average yield for treatment 
k in experiment i j. Consider the problem of estimating the 
difference in the effects of treatments k and k'. There are 
three estimation situations : the difference may be estimated 
within experiment ij, within year i or for the whole group of 
experiments. We consider only linear unbiased estimates 
(those linear functions of the observations which are un­
biased estimates of the difference) and of these, the best 
are those with minimum variance. 
(1) Treatment difference in experiment ij. The best 
estimate of the treatment difference is yij^  - yijk' with 
variance 2 <r|. 
(2) Treatment difference in year i. The best estimate 
of the average treatment difference in year 1, when n^  
experiments have been conducted, is 
a n% 
Ôi = ~ÏTT A (yijk " yijk') 
j-j. 
with variance 
(3) Treatment difference in the group of experiments. 
Its best estimate is 
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a 
1 &1 
8= 1 1 Vl and V(S) = 
I. -±— 1 
1=1 V j_ 1=1 v 
The estimation of â presents the difficulty that the 
components of variance 6^ , and <s| are not known exactly. 
An approximation to à could be obtained by using the estimates 
&at' &pt 5e Siven by the analysis of variance. 
If is large with respect to -A— (tfpt + <s§) * the 
average treatment difference & can be estimated by 
;
-4- j/, • 
If <s|t = or is small with respect to + 6^ ), 
the average treatment difference bcan be estimated by 
a o. 7 
and the estimate of the average response of treatment k is 
a n. 
1 t T1 
tk = 
~ Ji jîi yiJk * 
t 
In general any linear contract z = Z gktk, where the glc*s k—1 
are known constants such that Zgk = 0, is estimated by 
A 
= I  8k %c • (4.5) 
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It can be shown that 
V (z) = Igg (4.6) 
where Q is given in (4.2). 
Student's t can be used to test the hypothesis that the 
linear contrast z is zero, 
*= (4'7) 
with degrees of freedom given by (4.3). 
A common case is to test the significance of a pair of 
treatments k and k1. The average difference d of these two 
treatments is estimated by 
 ^= ITT" \ ^ (yijk " yljk«) 
and the significance test is 
A 
d 
t = 
J2ÔA 
with degrees of freedom given by (4.3). 
D. Mixed Model. Treatments and Years Fixed 
This arises when a set of fixed t treatments are tested 
during a fixed years on a random sample of places each 
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year. The object is to restrict the inferences for the partic­
ular set of treatments over the given years of trial and over 
the conceptual population of places. This is clearly an 
undesirable inference in agricultural trials since the 
experimenter1 s aim is to obtain results which are repeatable 
in subsequent trials. However, this mixed model can be use­
ful when it is suspected that the years employed in a partic­
ular experimental situation possess special features. This 
mixed model can also be useful when the a^ 's represent 
another factor. 
The expectations of the mean squares are given in Table 6. 
Several modifications are noted with respect to the two 
previous cases. An important one is that now the test for 
treatments is simply F [_t-l, (t-1) (Nj. - a)~] = T/U. 
The estimate of the average response of a treatment is 
the same given for the case of treatments only fixed in the 
model: 
To test the hypothesis that z is zero we use Student's t 
A linear contrast z = .^gktk is estimated by z = 
IsiAo but now 
T(2)--£-Ig£ -
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Table 6. Expected mean squares. Mixed model. Treatments 
and years fixed 
Source d.f. M.S. E.M.S. 
Years 3,-1 Y 
*e + t6p + ta la|/(a-l) 
Treatment t - i  T se + 6pt + Ni %_tg/(t-l) 
T x Y (a-l)(t-1) I < + 6=t + al(at)*/ 
(t-1)(a-l) 
Exp. w/years Ni - a P «: + t(g 
T x E w/years (t-1)(Nx-a) U < 
Pooled error/r f ! E «1 
z 
t = with (t-l)(N1-a) degrees of freedom. \Y ( z )  
The significance test of the interaction treatments x years 
is made with F [(a-1)(t-1), (Nx-a)(t-1)] = I/U, as it is in 
the two other cases discussed before. However, its signifi­
cance, under the model with fixed treatments and years, tells 
the experimenter not to select the treatments according to 
overall average performance but within each level of aj_. 
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E. Special Groups of Experiments 
A general class of groups of experiments dealing with t 
treatments tested in experiments allocated in a common soil 
type taking a random sample of n^  places in each one of a 
years, has been presented using the model 
Vijk - *+ ai + PlJ + tic + (at)lk + (ptlijk (4 . 
+ eijk • 
Me shall now study special cases which possess features of 
interest for the experimenter, either by facilitating the 
analysis and tests of hypotheses or by affecting the inter­
pretations . 
In this discussion it will be assumed, as before, that 
there is homogeneity of experimental errors, and the same 
number of replicates for all treatments in each single trial, 
so that V(eiJ-lc) = <s|. The discussion will be confined to the 
mixed model with fixed treatments and will consider the follow­
ing special cases of a group of experiments : 
(1) Constant n^  equal to n, that is the number of 
experiments conducted in each of the a years is a constant. 
(2) One experiment each year (n^  = 1). 
(3) One single experiment (a = 1, n^  = 1). 
1. Constant number of experiments each year 
If nj_ is equal to n the expected mean squares are those 
of Table 7. It can be seen that all the tests 62,= 0, pt 
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Table 7» Expected mean squares. Mixed model. Fixed Treat­
ments . nj_ = n 
Source d.f M.S. E.M.S. 
Years a - l  Y 
*e + t6p + 
Treatment t - 1  T < + «pt + 
+ an Itg/(T-1) 
Treatment x years (a-l)(t-1) I + *pt + "<Êt 
Exp. w/years a(n-l) P «S + 
T x Exp. w/years a(t-l)(n-l) U + 6pt 
Pooled error/r f » E «2 
<Sp —Of = 0, lt^  = 0 and Ç2 = 0 can be made directly. 
The estimate of the average response of treatment k is 
% 1 } 5 
tk - ~i~ J- J yljk • 
A linear contrast z = Zgktk, where the gk's are known 
constants such that Zgk = 0, is estimated by z = Z.gktk and 
V <s> = "ST^ k • 
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To test the hypothesis z = 0 we use Student's 
A 
z 
t = - with (a-l)(t-1) degrees of freedom. 
V V(z ) 
2. One experiment each year 
This case, n^  equal to one, does not permit the estima­
tion of the components g2 and 6^ , but does not prevent their 
inclusion in the expectation of the mean squares under model 
(4.7) as shown in Table 8. 
Table 8. Expected mean squares. Mixed model. Fixed treat­
ments n-j_ = 1 
Source d.f. M.S. E.M.S. 
Years cl — 1 Y < + tag + t<sg 
Treatment t - i  T < + <gt + <t 
+ a Ztg/(t-l) 
Years x treatment (a-l)(t-1) I < + agt + agt 
Pooled error/r f " E <: 
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The following points are observed, in Table 8: 
(1) The significance test for treatments F ^ (t-1), 
(a-l)(t-l) } = T/I is valid and unbiased. 
(2) There is no unbiased test for = 0. The test 
I/E is in fact a test for + ns^ t = 0. Unless we are pre­
pared to assume = 0 (a rather difficult assumption in agri­
cultural experiments) such test for <s^  is positively biased. 
(3) 6 cannot be estimated: I - E = + n 
There may be a tendency to regard an experiment repeated 
over several years as providing estimates and tests of treat­
ment effects averaged over years and places, though it is 
clear that such a set of experiments can provide information 
only on treatment effects over the years assuming no place 
effects. If places varied through the years any treatment x 
year interaction is completely confounded and inseparable 
from treatment x place interactions. This may be the origin 
of large apparent treatment x year interactions found in 
some studies. 
3. One single experiment 
For this case a and n^  are equal to one. The expected 
mean squares with model (4.7) are given in Table 9 assuming 
a randomized block design. An important elementary and 
obvious fact is that the test of significance for treatments 
based on T/E is no longer an unbiased test of treatments 
averaged over years and places, unless we take the risk of 
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Table 9. Expected mean squares. Mixed model. Fixed treat­
ments. One single experiment. Randomized blocks 
design 
Source d.f. M.S. E.M.S. 
Blocks 
r—
1 I B 62 + t Lb|/(r-l) 
Treatments t - 1  T 62 + r(t6pt + t6!t 
+ itg)/(t-i)j 
Error (r-1)(t-1) E 62 
assuming <Spt and equal to zero. This fact shows the danger 
of generalizing significances arising from a single experi­
ment . 
F. Residual Year Effects 
The purpose of the previous sections has been to assess 
the information given by particular series of experiments on 
the tk's which, it will be recalled, were defined as the 
average effects of the treatments where the averaging is 
over places and years. In other words, we are trying to 
assess from the experiments what treatment difference would 
be observed if the whole population of places were subjected 
to each of the treatments for a large number of years. It 
is clear that if this were the operative question we would 
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have to take account of the fact that the weather conditions 
of any one year may have a residual effect on yields on the 
same land in following years. The purpose of this section is 
to assess the effect of such residual effects on the possible 
interpretation of a series of experiments. What this amounts 
to is considering that the observations are subject to a year 
effect corresponding to the year in which they are obtained 
plus residual effects of one or more previous years. From 
another point of view, we are trying to obtain an idea of 
the effect of an experiment being done over concurrent years 
rather than over a complete random sample of years. 
The model 
yijk = A+ ai + Pij + fck + (at )ik + (?t)ijk + eijk (^ -7) 
that has been proposed for the analysis of agricultural trials 
conducted over a soil type and for several years involves the 
following experimental situation: 
(1) The entire soil type is subject to a sequence of a 
years. 
(2) A random sample of places is selected in each of 
the a years. 
(3) An experiment with t treatments is performed at 
each place. 
(4) The same t treatments are tested in all experiments. 
(5) The soil type is composed of an infinite number 
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of places, so that the probability of having a common place 
in any two years is zero. 
(6) The interaction years x places has been assumed 
zero. If such interaction were actually non-zero, the experi­
mental situation does not provide an estimate or only gives 
a poor estimate of that interaction. 
(7) The independence of the y^ jk in different years 
implies that effects of one year have no residual effects 
on the following years. 
Consider another experimental situation which suggests 
this model. A series of experiments is conducted in one year 
and a soil types; a random sample of n^  places is selected 
from the i-th soil type and an experiment with t treatments 
is performed in each place (the same treatments for all 
places). With soil types analogous to years, we could use 
the above model and the analysis of Table 3 for this situa­
tion. There is no question about the independence of the 
observations in different soil types. The independence of 
observations in different years in the first situation had 
to be assumed. 
We shall deal with the first experimental situation; 
that is, with a group of experiments established in a given 
soil type for several years, for which we have used model 
(4.7) in all the previous sections. Model (4.7), as it is 
given, considers the yield of a given year independent of 
the preceding years, and therefore, the place effect appears 
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as Pjj, the effect of the j-th place within the i-th year. 
It should be emphasized that the soil type is exposed to the 
successive effects of a years so that it is pertinent to con­
sider the effect of the previous years on the yield of a given 
year. 
We define single residual effects for the case where a 
year has an effect on the yield of the following year only, 
and multiple residual effects for the case where a year has 
effects on the yields of all following years. 
We will study the consequences of the two assumptions -
single and multiple residual effects - in the analysis of 
variance and tests of hypotheses of the group of experiments 
when all components in the model, excepting /t, are random 
variables and when the number of experiments established each 
year is a constant. We will also assume that the years of 
testing are consecutive. 
Let us first assume that the effect of a year only carries 
a residual effect over the following year. Calling this 
residual effect a1, model (4.7) becomes 
yijk = ai + + Pij + (at)^  + (a't)(1_1)k 
+ (Pt)ijk + eijk • 
It has been previously assumed, under the infinite model, 
that all the components a^ , tk, (at)ik, pj_j, (pt)iJlc* £ijk 
are random uncorrelated variables. It is now quite certain 
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that the effect ai and its residual a£, as well as the inter­
action of a treatment with an effect, (at)ik, and with the 
residual's effect, (a't)^, must bear some correlation. We 
are then going to make the following assumptions: 
and all other covariances to be zero. 
The analysis of variance given in Table 3 would still be 
used. With the new assumptions the expectations of some of 
the mean squares given in Table 4 would be affected. It can 
be easily seen that the expected mean squares for experiments 
within years, treatments x experiments within years and 
pooled error remain the same; the only ones affected, because 
we assume different sets of places for each year, are years, 
treatments and treatments x years, which can be obtained by 
dealing with 
Eta^2 = <sf ; E(a|)2 = «J, ; E(a±a£) = <Saa, ; 
E(at)^k = ; E(a'tflk = 6f.t ; E (at^a't^ 
= *aa't ; (4.9) 
E(Pjj)2 = <Sp ? E(pt)fJk = fgt ; E(eljk)2 = 6| ; 
E(t2) = 6* ; 
- /H + a^ + aj_^ + tk + (at)lk 
+ (&'t)(i_i)k + Pijk 
(4.10) 
where 
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(4.11) 
The expected mean squares are obtained in the regular 
manner but here the algebra becomes more complicated due to 
the fact that we have been considering different n^ 's, number 
of experiments conducted the i year. Me will present the 
case where n^  is constant and equal to n. 
1. Single residual effects in a two-way classification 
Expression (4.10) becomes a two-way classification model 
with residual effects when n^  = 1 and only one replication in 
each individual experiment and assuming for the present 
=0. Me can write for the two-way classification with 
single residual effects 
yik = *+ &1 + a^  + tk + (at)ik + (a't)(1,_l)k (4.12) 
wnere i = 1,2, ...a ; k = 1,2 ) • • • U 
the error term e^  is 
e ik - (at)ik + (a!t)(i-l)k * (4.13) 
Conditions similar to (4.9) give 
E(eik) = 0 » E(eik)2 = «St + $a«t = 5o 
(4.14) 
E(eik e(i-l)k) = 
all other covariances are zero 
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The errors e^  have, therefore, the following variance-
covariance matrix : 
A B O  
B A B  
M = 0 B , (at x at) 
B 
B A 
where 
A = diag (og,...,ag), (t x t) 
B = diag (5-L, — , <S1 ) = (t x t) 
Applying an orthogonal transformation = Pe such that 
in each set of errors for each year 
I eik 
I11 
we will have 
V('vjik) = (SQ for all i and k i = l...a 
k — 1... t 
Cov -*1 
and all other covariances are zero. 
With this transformation it is easy to obtain Table 10. 
The following conclusions are obtained from Table 10: 
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Table 10. Expected, mean squares. Two-way classification 
with single residual effects. Infinite model 
Source d.f. M.S. E.M.S. 
Years 3. — 1 Y «5 
- *1 + t(<Sa» + 6a) 
Treatments t - i  T 
01 
o
 +  a f t  
Y x T (A-l) I 
*8 
(1) The test of significance for treatments T/l remains 
valid and unbiased with year residual effects. 
(2) It is impossible to estimate the residual effects, 
61# <5|i and <S|. 
(3) The estimation of <s|, + <S| given by (Y - I)/t is 
biased by the amount - 2O^ /at which can be reduced by increas­
ing a or t. 
2. Multiple residual effects In a two-way classification 
A more general model for the two-way classification can 
be set up in which a year carries residual effects to all 
subsequent years: 
YIk = M + a1 + aj_1 + aj^ 2 + ••• + fck + (at)ik 
+ (alt)(1_1)k + (a"t)(i_2)k + (4,15) 
1 " 1***# EL y k = t 
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Calling eik = (at)lk + (a«t)(1„1)k + (a"t)(i_2)k + 
We will impose the following conditions : 
a 
E(eik) = 0 > E(eik)2 = Z- f = o^ ' 
1=1 at 
E(eik e(i-i)kj= *1 ; EOik e(1„2)kw) = '* 
ECeik e(i-m)k) = 
and also E(aj_)2 = <s| .... E(a^ )2 = <S| ; E(tk)2 = 62 
all other covariances are zero. 
The expected mean squares are given in Table 11. 
Table 11. Expected mean squares. Two-way classification 
with multiple residual effects. Infinite model 
(4.16) 
Source d.f. M.S. E.M.S. 
Years a - l  Y «0 
- -a(a-I) J, 
+ 1 À  O  
Treatments t - 1  T °0 + a st 
Y x T (a-l)(t-1) I «0 
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Equivalent conclusions to the previous case are obtained: 
(1) The test of significance for treatments T/I remains 
valid. 
(2) It is impossible to estimate the residual effects, 
their variances and covariances. 
3• Multiple residual effects in the group of experiments 
The results obtained for a two-way classification with 
residual effects can be easily extended to model (4.7) upon 
the condition n^ _ = n, as was described above. Table 12 gives 
the expected mean squares with residual effects carried in 
all subsequent years for n-j_ = n and for the infinite model. 
Comparison of Table 12 with Table 4 shows that the 
existence of residual effects does not impair the important 
tests of hypotheses given for the case of no residual effects. 
The only disturbance is in the estimation of <s^  and the test 
=  0 .  
G. Effects of Circular Correlation among 
the Errors within each Individual Experiment 
In the infinite model (4.7) it has been assumed that all 
components except /k. are uncorrelated random variables. We 
are now going to keep such assumption with the exception of 
the e^ j^ 's which will be uncorrelated from experiment to 
experiment but correlated within each experiment: 
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Table 12. Expected mean squares. Multiple residual effects. 
Infinite model 
Source d.f. M.S. E.M.S. 
Years a-l Y <s| + <Spt + tfi| + 
- dW 
a-l 
X (a-m)tfm I + t n|_62, 
1 a 
Treatment t-1 T tff + <Spt + nffy + an<s| 
Treatment x years (a-l)(t)l) I S§ + 6pt + nÛQ 
Exp. w/years a(n-l) P <5§ + Spt + 
T x Exp. w/y a(n-l)(t-l) U <s| + <Spt 
Pooled error/r f1 E 6§  
V(eljk) = Sf . Gov (eljk eijk, ) = p <T| 
all other covariances are zero. 
Such type of correlation can arise in agricultural experi­
ments. For example, the correlation between plot errors in 
a randomized block design is = -l/(t-l) when using as a 
frame of reference the random allocation of treatments to the 
finite set of plots, Kempthome (19). 
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The effects of the circular correlation (4.18) in the 
determination of the appropriate errors for the different 
tests as well as in the components of variance can be seen in 
Table 13. The expected mean squares can be quickly obtained 
by using an orthogonal transformation orj = V e in each 
individual experiment such that 
The transformation is such that 
V^ 1ijl) = 6e I1 + (t-l)p] for all i and j 
V(K|ijk) = 6g (1-p) for all i and j and k = 2,. . . t 
all covariances are zero. 
The following conclusions are drawn from Table 13: 
(1) p cannot be estimated. 
(2) The estimation of the components of variance 
and <S| are not affected by the circular correlation in the 
errors, in the sense that their estimation uses exactly the 
same linear function of mean squares as for the case of un­
correlated errors. 
(3) The test of significance <Spt = 0, = 0 and = 0 
are equivalent to the case of uncorrelated errors. 
(4) It is convenient to have positive circular correla­
tion in the errors because the standard error of a treatment 
comparison is reduced. 
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Table 13- Expected mean squares. Infinite model. Circular 
correlation in errors 
Source d.f. M.S. E.M.S. 
Years a - 1 Y <s| [l + (t-l)pj + 
+ ailt + + tacrj 
Treatment t - 1 T (1-p) + 5pt + &&at 
+ N^l 
Y x T (a-l)(t-l) I <S| (1-p) + (Spt + a6|t 
Exp. w/y N-l - a P 6§ [l + (t-l)p] + 6^ . + tSg 
T x Exp. w/y (t-1)(Nj-a) U 6| (1-p) + S|t 
Pooled error/r f ' E <s| (l-p) 
(5) The estimation of the component of variance <Sp is 
different from the case of uncorrelated errors. If we used 
Table 4 for the estimation of this component, when there exists 
an actual circular correlation, the estimate obtained would 
be positively biased. 
(6) The estimate would be the same assuming circular 
correlation or uncorrelated errors. 
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V. ANALYSIS OF A GROUP OF EXPERIMENTS. UNEQUAL 
NUMBER OF REPLICATIONS 
The analysis presented in the previous chapter was ob­
tained under the assumption that the individual experiments 
have equal number of replications and homogeneous error vari­
ances. These two desired properties are not generally main­
tained in practical cases, and it is important to study these 
disturbances and their effects in the analyses of variance. 
The model is 
yijk = K + ai + Pij + tic + (at)lk + (pt)ijk + ejjk (5.1) 
1 = 1,2, • • • «3, £ j = 1,2, . . .nj_ y le — 1,2, • • et • 
The will be now supposed to have a variance 
V Kjk) - -f— (5.2) 
i j 
where $2 is the error variance, assumed homogeneous for all 
experiments, and r^ j is the number of replicates for treat­
ments in the 1j experiment. 
A more general problem would be to suppose heterogeneity 
of error variances, V(eijk) = 5ij/rij' where would be the 
error variance in experiment ij. We distinguish two cases : 
(1) The ratios of all pairs of error variances are 
exactly known. Define 
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i • 11 
= —2 — (known) 
n. a 
then %_ %. 
i'=l j«=l 
i'j' 
i j 
I ^  
6ij 
n i 6 2  
2 
ij 
where N 1 =^ni 
so that 
if %ij = 
n4 A 
L Z. 
i'=l j'=l -Î7 
Nn 
then qij 
now V (e±jk) = = 
ij 'ijSij wij 
(5-3) 
and this case becomes similar to (5.2) of assuming a common 
experimental error variance G2, and w^ j, an artificial number 
of replicates in the ij experiment. 
(2) The ratios of pairs of error variances are not known 
exactly. The latter is a common situation and one in which 
we cannot detect the precise effect of heterogeneous errors 
in the analysis of variance. However, it can be assumed that 
the error variances for a particular experimental situation 
have, at worst conditions, a given set of 1 as defined 
above, from which the extreme effects of heterogeneous error 
variances can be determined. This approach can be especially 
useful in circumstances in which the disturbances prove to be 
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of negligible consequences in the tests of significance and the 
determination of appropriate errors for such test given by 
the analysis of variance worked under the assumption that 
V(eljk) -
The present discussion will deal with assuming V(ej_jk) = 
<$2/rjj where r^ j is the number of replicates in experiment ij 
if there is homogeneity of errors; also r^ j = Wjj defined in 
(5*3) for heterogeneity of errors with known or assumed 
The new condition V(ejjk) = <S2/rij affects the expecta­
tions of the mean squares as well as the distribution of the 
sums of squares in the analysis of variance of Table 3• 
A. Expected Mean Squares 
These are given in Table 14 for the mixed model with 
fixed treatments and correspond to the analysis of Table 3• 
The expected mean squares are used to estimate the components 
of variance and to establish unbiased tests of hypotheses. 
In Table 14 we have considered a years, t treatments and 
nj_ experiments conducted the i year. The degrees of freedom 
are not shown in the table because they are affected also as 
will be seen later. 
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Table 14. Expected mean squares for mixed model with treat­
ments fixed and other factors random. 
V(eijk) = <s7rij 
Source M.S. 
Years Y 
Treatments T 
Treatment x years I 
Exp. within/years P 
Pooled error E 
Exp. M.S. 
cx62 + t6p + ta<S| 
c2<$2 + <Spt + + Ni&t%/(t-l) 
Cl($2 + <S2t + a6|t 
c3<S2 + t <$ 2 
<S2 
In Table 14 we have used the notation 
c i = (I — — i -1—) ; o3 = 
1 a-1 ij % ij râJ ' - a 
-=kr' " • • - kh~kr '  
£.n? % 
Ni = ± ni ? p = -5^ *- ; a = -^ rr 
The pooled error E, under the assumption of homogeneous 
error variances, is obtained by 
, • » 
1J 1J 
h  
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with fj_j degrees of freedom. s|j is the error mean square 
and fij the degrees of freedom for s|j in the ij experiment. 
Comparison of Table 14, V(e^ jk) = <S2/riwith Table 5, 
V( eijk) = S2/r = , shows that the only difference in the 
respective expected mean squares is in the coefficients of the 
first term <S2. The estimation of the components of variance 
and the determination of the appropriate errors for the tests 
of hypotheses are affected according to the coefficients cx, 
c2, and c3 in Table 14; in some cases these coefficients may 
not be appreciably different, especially when the number of 
experiments is large. 
Table 14 also shows that the unweighted means analysis, 
without accounting for the number of replicates in each 
individual experiment, is capable of supplying unbiased esti­
mates of the components of variance when the appropriate 
adjustments to the coefficients of <S2 are made. The coeffi­
cients ci, c2, and c3 only depend upon the particular 
structure of the group of experiments and are independent of 
the observations. 
A proper error for the test of significance for treat­
ments is 
Q - jc2 - c3 + -Ê_ (Cg-CjJ ^  E + (1 j~) 
+ -6_ i . (5-5) 
a 
When rjj = r expression (5.5) becomes 
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Q = (1 - -S-) U + I , (5.6) 
equivalent to expression (4.2). 
An interesting observation is that Q, equals I when n± 
equals n, (the number of experiments established in each year 
is a constant), no matter what values the r^ j's have. In 
other words, whenever n-j_ equals n, the appropriate error for 
the test of treatments is the interaction treatment x years. 
On the other hand, exact tests for 6p^  and <S2 always exist 
when the errors are normally and independently distributed. 
B. Distribution of the Sums of Squares 
The sums of squares were given in Table 3 for computa­
tion purposes. In order to study their distribution it is 
convenient to put them in quadratic forms as shown in Table 
15. It will be assumed at this point that all components in 
the secomd member of model (5.1), excepting e^ jk, are fixed 
constants. The e^ '^s will be normally and independently 
distributed with variance V(e^ j^ ) = 62/r^ j. If all the fixed 
constants, excepting are assumed to be zero, and r^  is 
a constant, it is known that the sums of squares are distri­
buted as multiples of independent y,2 with degrees of freedom 
given in Table 3 .  
The disturbances affecting the distribution of the sums 
of squares due to assuming V(e1jlc) = <S2/rj.j are greater when 
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Table 15. Quadratic forms in analysis of variance for a 
group of experiments 
Sources Sums of squares 
Years Y« = t £ni (yj... - y . . . ) 2  
Treatments T' Ni I (y..k - y. . . ) 2  
Treatment x years I« S' - (T1 + Y') = J- ni (yi.k - yi.. 
ik 
- y..k + y..>2 
Subtotal Si 
= £ "x (yi.k ^  y. 
Exp. w/years P' = t }} (yij. - y±. , ) 2  
Treat/ x E.w./years U* 
-
- (S| + P-) = 
yij. + yi..)a 
il lyiJk " y±-k 
Total S' 
2 à ( y « k  " y -)2 
all components in the model, exception e^ j^ , are fixed 
constants. The present study will only deal with the distri­
bution of the sums of squares under the hypotheses of null 
effects, all constants in the model, with the exclusion of 
, to be zero. Therefore, the quadratic forms of Table 15 
can be similarly expressed in terms of the . 
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1. Independence of quadratic forms 
First of all it is necessary to know if the quadratic 
forms of Table 15 are independently distributed under the 
assumptions given to the errors. The following theoretical 
facts can be used in examining for independence : 
(1) A necessary and sufficient condition for two quadrat­
ic forms YD^ Y1 and YDgY' to be independent when the distri­
bution of Y is const x exp ( Y V-1Y1 ) is that 
D-jVDg = 0, Rao (29). 
(2) A necessary and sufficient condition for two quad­
ratic forms to be independent is that the s-th cumulant of 
their sum should be equal to the sum of their s-th cumulants 
for every s, Lancaster (22). 
(3) The simplest method in our case is to apply succes­
sive orthogonal transformations ^  = VY. The first one will 
be within each experiment and such that = 2. Yijk/ \f~t, 
so that V(v|ljk) = S2Aij and Cov(-Y|1Jk 1Jk, ) = 0. lj2 ,... 
i^jk represent k - 1 orthogonal treatment contrasts. A second 
orthogonal transformation would deal with the for j = 
l,2,...n^  such that z^ i = and so on. By 
investigating the existence of covariances among the new 
transformed variables, arising from the differences in the 
rij's, we are able to investigate if any two quadratic forms 
are independent. Table 16 was obtained in this way. 
In Table 16 we notice that the sum of squares for treat­
ments is not distributed independently of I» and U1. As the 
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Table 16. Independence between quadratic forms 
Quadratic form Independent of Dependent on 
Y 1 T« > I', U' P' 
T' P« > Y' I», U' 
I' Y« t P« T«, U« 
P« T« > U« Y' 
U« Y 1 > P" T», I' 
E Y 1 
.t. ,  T', I», U«, P« 
appropriate error for the test of significance for treatments 
is a function of I1 and U*, equation (5-5)* such test be­
comes biased; the degree of bias certainly depends upon the 
amount of scattering in the values of r^ j, being zero when 
rj_j is a constant r. 
2. Distribution of quadratic forms 
If Y represents a row vector of n random variables such 
that E(Y) =0 and is distributed in a multlnormal distribution 
with n x n variance - covariance matrix V, the following 
theorems, pertinent to the discussion, can be stated, Box 
(2) and Gurland (17). 
(1) The distribution of the quadratic form YV^ Y' is y.2 
with n degrees of freedom, (^n). 
(2) If YV"*^ Y1 = Q-jL + Q2 + ... Qk where Qj_ is a quadratic 
form of rank n^  then the necessary and sufficient condition 
that the Qj_'s are independently distributed as y^ 2 is n = Znj_. 
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(3) If Q = Y MY1 is any real quadratic form of rank r$n 
then Q is distributed like a quantity 
X = M ^ }^ 1) 
where each variate is distributed independently of every 
other and the X's are the real non-zero latent roots of the 
matrix 
U = VM . ( 5 . 7 )  
(4) The distribution of Q, = YMY' is X2(r ) when and only 
when each X is equal to unity. Otherwise the distribution of 
Q is different from J(2(r), but an approximation to a )C2 
distribution can be attained. 
(5) The s-th cumulant of Q is 
Ks W - 2s"1 (s-1) ! 1 X= • j=l 3 
The first two cumulants are 
n 
K]_(Q) = tr U = 1 ( 5 . 8 )  
i=l 
K2(Q) = 2 tr (U)2 = 21 1 *±1 . 
i=l j=l J J (5.9) 
n n 
 
r 
(6) The quadratic from Q = YMY1 = % A1\z/r \ is dis-
1=1 J  ^^  j' j 
tributed approximately as g JC*(f) where 
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1  k 2 ( q)  _  I f ,  X ?  
2 Ki(Q) " IfjAj 
(5.10) 
The quadratic forms of Table 15 are not distributed as 
Y 2^ when V^ e^ j^ ) = (S2/rij in general. It is necessary to use 
approximations to y^ 2 which will change the degrees of freedom 
assigned to the quadratic forms according to formula (5.11). 
In order to illustrate the method to get the adjusted 
degrees of freedom of a quadratic form, let us take as an 
a 
example t 1 n± (y±.. - y...)2. 
i=l 
Let t I nL (yi.. - y... )2 = YMY' 
i=l 
a 
; ?!.. = 
t n^  
where Y = (y1#> y 2 ..•••• ^ a.. ) » j = 1.. .nj_ 
k = 1... T 
M = t 
n2na 
a 
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The variance-covariance matrix V of the vector Y is 
«Ï 
tni 
V = 
tn2 
0 
2 
«i 
tn^  
0 
tnc 
<S i 51 1 .3 i1 
... 
z1 1 
or ($ ? = (S2 ~^1 3— (5-12) 
ni 
Now 
(! " 1^ -)<si 
rir 
Ni 6Î 
n„ 
Hi 
«! 
U = VM = -
W-5! 
^r5a 
(1 -
n, 
Ni 
•)*! 
^<2 
n. 
Ni 
(1 -
5 !  
6o 
a 1 a 
from which iMQ.) = 1 ^ii = "ir— %_ (N^  - ru)®? 
1=1 1N1 1=1 1 
K2(d) = 2 I = -jpr- [(Ir-i^ )2 + %l(Ni 
I"-1- J-l 1 
- 2ni)cs\] 
and the adjusted degrees of freedom f^  are 
[1 (Ni -
fl = : — (5.13) 
(2. NI6I)2 + NI 1 (N]_ - 2NI) 
where is given by (5.12). As it must be, f^  = a - 1 when 
<s| = <S2, which happens when r^ j = r. 
The adjusted degrees of freedom for the quadratic forms, 
Y', T', Sji, P1 and 3^  can be obtained with formulae (5.12) and 
(5.13) with slight changes. If all the quadratic forms of 
Table 3 were independent, the adjusted degrees of freedom 
for the interactions I' and U' would be obtained by sub­
traction, as shown in Table 17. 
The tests of hypotheses would be made along the lines 
explained above, where we now use the adjusted degrees of 
freedom instead of the raw degrees of freedom. It is, perhaps, 
proper to repeat that such tests are vitiated by the fact 
that the mean squares are not independently distributed. 
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Table 17. Adjusted degrees of freedom in analysis of 
variance for a group of experiments 
Mean square raw d.f. adjusted d.f. 
Years a - 1 fl 
Treatment t - 1 t - 1  
T x Y (a-1)(t-1) (a-1)(t-1) 
Subtotal at-1 a(t-1 ) 4- f2 
Exp. w/years Nj - a f2 
T x Exp w/years (t-l)(Nx-a) f2 - [f2 "*"^ 1 + a(t-l)^  
Total tNx - 1 f3 
Such disturbance is certainly related somehow to the amount of 
adjustment made to the raw degrees of freedom, but this matter 
awaits investigation. 
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VI. DISTRIBUTIONS RELATED TO A SINGLE EFFECT 
WHEN THE ERROR VARIANCES ARE 
RANDOM VARIABLES 
By a single effect we mean any contrast among the treat­
ments in one individual experiment. For example, it can be 
the difference between the means of two treatments. We will 
consider that the effect has been measured in different 
places with an error at each place. The intra-place error 
variance will be, in general, different from place to place, 
a condition which is called heterogeneity of error variances. 
Thus, for the i-th place there is an error variance <sf, and 
since the places are random variables the <S|'s must follow a 
statistical distribution. We have assumed that the error 
variances are gamma distributed to deal with the problem of 
heterogeneity, specified above, in groups of experiments con­
cerning one single effect. 
A. The Distribution of a Single Effect Xj_ 
We are going to make the following assumptions: 
(1) The effect xi at place i is normally and independently 
distributed with mean M^  and variance <S|, 
<xi -Hi)2 
f(xiI Mi, «Î) = 
1 - d3 OO 
e 
<sf y O (6.1) 
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(2) The mean/4^ between places is normally and independ­
ently distributed with mean and variance S2, 
- (^ 1~M)2 
=^7e 52 • (6-a) 
<S2 > o 
(3) The variance g2 between places follows a gamma 
distribution with parameters a and X 
K (<S||a,X) = * () e a<$i , a ? o ( 6 . 3 )  
A > O 
and 
(4) Mand Q2 are independent. This assumption may be 
criticized for experimental situations which show a definite 
relationship between the means and variances of individual 
experiments, but for such cases the heterogeneity of error 
variances could be handled by a suitable transformation of the 
data. It may be also expected that if the variation of the 
is not large, relative to the overall mean, making this 
assumption of independence will not vitiate the conclusions. 
Under the foregoing assumptions, the density function 
of Xj_ can be written as follows 
t (XjjM, <S2, a, A) =jj[f (Xi|Mi,<S2) g (Mi) M,<S2) 
(6.4) 
h (<sj I a,X) dMi j . 
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It will be shown presently that when X is an integer the 
distribution of Xj_ can be regarded as equivalent to the sum of 
X + 1 independent variables, one of which is normally dis­
tributed with mean M and variance <s2, and \ variables each 
following the Laplace distribution with mean zero and scale 
parameter @» = 1/ J 2a. 
Teichroew (33) studied the distribution of Xj_ when <s2 
is equal to zero. 
1. The characteristic function of Xj_ 
The characteristic function of the effect Xj_ under our 
assumptions becomes 
O P  
chXl (t) = J eltXl ^ (xij M , S 2, a, X) dx± 
ltX;L f (xj Sf) g(Mj.\^ ,<S2) 
"1 *i %i 
h(<s|\ a,X) dMj_ ds| dx^ j 
which can be easily integrated by remembering that 
(1) The characteristic function of a normally distrib­
uted variable with mean a and variance <52 is 
+ x(t) = e1*"" <V2)t2S2, and 
(2) The characteristic function of a gamma distributed 
variable with parameters a and X is 
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4x(t) = 
,i -W 
a 
We obtain 
+ i (6.5) 
u  + - ^ ) x  
2a 
as the characteristic function of the effect x^ . 
It is seen from (6. 5 )  that the distribution of x^  can be 
assumed as the sum of two independent random variables 
x± = yi + Zj_ (6.6) 
where y^  is normally distributed with mean ft and variance Q2, 
and z^  is so distributed that its characteristic function is 
-^ t2 v - (6-7) (1 + ) 
2a 
We are going to show that if X is an integer, z^  has the 
distribution of the sum of X independent random variables, 
each having the Laplace distribution with mean zero and scale 
parameter equal to 1/ \j 2a". 
The Laplace density function is 
I ix" ^  - oo < x < oO 
f(x) = HtjT 6 A<oo (6.8) 
P > O 
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with mean /\\ and scale parameter gS. Its characteristic function 
is, Gurland (15), 
e 
x^(t) = 1 + ' (6'9) 
If /4= o, 
4^ y(t) -
1 + [24-2 
and the characteristic function of the sum of n independent 
variables with the same Laplace distribution with /H = o is 
4\x(t) = — - (6.10) 
(1 + p2t2)n 
If n = X and p. = l/|2a we get ( 6 . 7 ), which proves our statement 
that z-j_ can be regarded as the sum of À independent variables 
following the Laplace distribution with mean zero and scale 
parameter p. = l/\2a. 
The previous result also tells us that Xj_ can be con­
sidered as the sum of X + 1 independent variables (when X is 
an integer), one of which is normally distributed with mean M 
and variance S2, and X variables following the Laplace distri­
bution with mean zero and scale parameter fS = 1/4 2a. 
2. The distribution of Xj_ when X is large 
We have seen that the effect x^  can be assumed equal to 
yi + Zj_, in which y% is normally distributed with mean A 
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and variance <s2. The characteristic function of Zj_, given in 
(6.7)# can be written 
•-> -  ILtSS-i-s-V • 
We now make use of a result given by Cramer (7) which slates 
that when \-* 00 while r remains fixed 
r „ xr . 
rtM 
And so, when X -» 00 
+z(.> • i -tr (- 4f)r • «" ^ " «."> 
r=o 
which is the characteristic function of a normal distribution 
with mean zero and variance X/a. 
Therefore, when X is large the distribution of Xj_ 
approaches the normal distribution with mean M and variance 
62 + X/a. 
3. The moments of xi 
The moments of x± can be obtained from the moments of 
yj_ and z±. We can write 
E(x±)n = E(yi + Zi)n = 2. / "'v. — E(yi)" E(z1)n (n-r)J r! . . ± 
r=o 
and the central n-th moment of x, ^ n(x)# 
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M 
W =  ^(n-r)! ri (6'12) 
where /Mr(y) is the r-th central moment of a normal distribu­
tion with variance <j2 and (z) is the (n-r)-th central 
moment of z. 
The central moments of a normal distribution with variance 
$2 are, Rao (29) 
6r (r-l)i 
/My) = / r-2 0 r— lf r is even 
' 2 i' 2 (6.13) 
^r(y) =0 if r is odd 
The moments of z± can be obtained from the expansion of 
z^(t): 
ri (X+ -g- - l)l 
"
r(z) = 2^  (A-1)» Ml lf r iS even 
V 2 / (6.14) 
Mr(z) = 0 if r is odd 
The moments of Xj_ are obtained by substituting expressions 
(6.13) and (6.14) in (6.12). In particular we find that the 
first four moments of Xj_ are 
Mi = A 
/Ma = 62 + -5-
?\3 = O 
M *  =  3 ( a 2  +  - % — )  +  •  ( 6 .15) 
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The measure of skewness or departure from symmetry is 
given by, Kendall (21), 
= 
Ma 
M//2 
which in our case is  ^= 0. 
The measure of kurtosis is given by, Kendall (21), 
K = 
*1 - 3 . 
In our case 
*, = -
(S2a + A ) 
«.• . / ... >0 
which shows that the distribution of Xj_ is leptokurtic, and 
will, relative to the normal curve, be more peaked. Actually 
&2 ^  1/X > which means that the departure from the normal 
curve will be small for large X . 
4. Special cases of the distribution of xj. 
We have considered the general case in the distribution 
of the effect Xj_ at place i; that is, that the effect x^  is 
normally distributed with mean Mj. and variance $|, that 
is normally distributed with mean M and variance S2, and that 
<$i follows a gamma distribution with parameters a and X . 
We are now going to describe the following particular cases : 
(l) The effect does not interact with places (&2=o) 
and is constant for all places (6f = G2). The distribu­
tion of Xj_ is simply normal with mean ft and variance <sf. 
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(2) The effect interacts with places (<s2>o) and <s| is 
constant for all places (<s| = G2). The distribution of Xj_ 
is normal with mean ft and variance $2 + s|. 
(3) The effect does not interact with places (s2 = o) 
and. <s^  has a gamma distribution with paramenters a and K . 
The distribution of Xj_ has mean M and moments given by (6.14), 
in particular Var(x^) = X/a. 
5. The distribution of the average effect at one place 
Let us suppose that x-y represents the effect obtained 
in the j-th replicate at place 1 and that j = 1,2,.. r^  and 
It can be shown that the characteristic function of Xj_# is 
which is equivalent to the characteristic function of one 
observation given in (6.5) by assuming that the parameter a 
of the gamma distribution is taken as r^ a. With this 
assumption we can apply to x^ e all that was said before about 
Xj_. In particular the moments of x^  are 
we are interested in the distribution of x^  
9 
tk x — 
*2 = (2 + __X 
r^ a 
3 = o 
(6.17) 
M< 
= 3(4= + -^ 5-)2 + 10P 
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6. The distribution of the average effect over places 
Let us suppose that we take a random sample of n places 
and that at place i the effect is replicated rj_ times. We 
n 
are interested in the distribution of xti = 2. xi./n* 
i=l 
The characteristic function if x^  is given in (6.16), 
so the characteristic function of xit is 
tx (t) = e"* " M(<s2/n)t2 i_ . (6.18) 
1=1 
If the number of replicates r^  = r is constant for all places, 
we have 
+ X (t) = eltH " (V2)(s2/n)t= 1 (6.19) 
(l+_j£_\X» 
\ 2ran2 I 
When n —» oo 
2an 
Xn 
and so x  ^ approaches the normal distribution with mean K and 
variance ( &2 + ?ya)/n as n-»<a . It is to be noted that in 
this case it is not necessary to make any restrictions on the 
parameters a and A . It was shown before that Xy approxi­
mates the normal distribution when the parameter À is large. 
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7- The covariance of two observations at the same place 
The simplest way to obtain the covariance of two observa­
tions at the same place is by using previous results. If Xj^ 
and xi2 are the two observations at place i, we can write 
V(x±1 + xl2) = V(x±1) + V(xi2) + 2 Cov(xll,xl2) . 
I f  =  ( x i i  +  X i s ) / 2 ,  
V(x1x) + V(Xjo) 
V(xj_e ) = + 1/2 Cov(x1:L,xl2) (6.20) 
We have found before, formulas (6.15) and (6.17), that 
V(xix) = V(xi2) = <S2 + A-
and 
VUl.) = 42 + 
and substituting these values in (6.20) we find 
Cov(x1;L,xl2) = G 2 (6.21) 
as was to be expected. 
Higher moments of the product of two observations can be 
similarly obtained. 
o. The covariance of two observations at different places 
Since the two observations are independent random vari­
ables, the covariance is zero. Higher moments of the product 
of two observations at different places can be obtained as 
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follows : 
E(xix.-;)r = E(xjJr E(xj)r = [s(x^) ] 
The method to obtain the last expression was given before, 
formula (15). 
B. The Distribution of the Estimated Experimental 
Let s| be the estimate of the experimental error variance 
<s| at place i with f^ degrees of freedom. The estimate of 6^ 
can be obtained by the usual technique of analysis of vari­
ance applied to the data of the experiment conducted at the 
place 1. 
For a particular place S2 = f^s| is distributed as 
where Xf± Is a chi-square variable with fi degrees of 
freedom. Our purpose is to get the unconditional distribution 
of S2 when the parameter <s2 is assumed to be a random variable 
following a gamma distribution with parameters a and X . 
The conditional density function of given <s? is 
Error Variance at One Place 
(6.22) 
fi 1 
2 
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The density function of <S? is 
h(5|l a,X) = e"aai Uf)*"1 . (6.23) 
V (A) 
Therefore, the unconditional density function of S2 is 
oO 
P(S2|a,X)= / f(S?l<Sj) h(6f | a,i\) d6 (6.24) 
The characteristic function of Sf is 
r i I i 1'^2 
+g2(t) = J e i p(S||a,A)dS^ = 
^ « 
•°® / 00 
eltSi|7f(S=l<S?) h(6||a„Md6= ds2 
A7 ,,s' e 1 f(Sj|(Sf)dS| Q L 0 
•/t 
h(6?|a,X)d 2 
(1 - 2itfif) 
o i 
fl//2 h(*2(a,X)d ( 6 . 2 5 )  
For \2it62 \ <> 1 the following expansion is valid: 
(1 - 2it«f) 
-fi/2 f T (-4^- + r) 
r=o 
m 
(2it*2) 
Substituting this value and expression (6.23) in (6.25), 
we obtain 
V " - T C T  '=«•'  
rtf « 
' ôO 
:"BSi («=)Ur'1 d«| . 
0 
X 
a i  r ^  +  r W r u + r )  
rHn)r! 
V (A) r=0 / fi \ ' ' aX+ r 
which can be written 
r=o 
( 6 . 2 6  
From (26) it is seen that the T-th moment of S| is 
, ( r(ir- + 4 „\|r(Ur) 1 (6.27) 
/% = I 2 II r (X) M m  r  ( X )  x  a  /  
Now 
n-s-.-i rW-"')
rm 
2 
is the r-th moment of a chi-square with fi degrees of freedom 
and 
T( X + r) /jV 
r  ( X) X a ) 
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is the r-th moment of a gamma random variable with parameters 
a and X. Therefore, the distribution of S2 can be regarded 
as the distribution of the product of two independent random 
variables one of which is distributed as and the other 
as a gamma distribution with parameters a and À. We shall 
return later to this distribution. 
The moments of s^ = S^/fi, the estimate of the experi­
mental error variance <s2 at place i, are obtained from 
expression (6.27). In particular 
X E(sf) = 
a 
- {-r)\-t + -Ar + t) 
( 6 . 2 8 )  
1. The distribution of S| when X is large 
The expansion of the characteristic function of S? has 
been given in (6.26). When X—while r remains fixed 
P(X + r)/r(X)Xr• Substituting this limiting expression 
in (6.26) we get 
<tsalt)~f + (2it -U Ù* « r^r. V a> 
r 
1 
i1 -21t -£T/2 
which is the characteristic function of . So we may 
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expect that when À is large the distribution of S| approaches 
0. The Joint Distribution of Xj_ and s| 
Let us consider a random sample of n observations ob­
tained at one place. If Xj_j is the j-th observation at place 
i we want to obtain the joint distribution of the mean Xj_ = 
n 
It is well known that the conditional distributions, 
given and of Xj_ and S| are independent and as follows : 
the distribution 
Xjj/n and the estimated variance s| 
; " xi.)Y(n-l). 
n (Xi-Mi)2 
( 6 . 2 9 )  
and 
n-1 
f2(s7 |^ ) 
2 
n-3 (n-1) s
2 
2 (6.30) e 
The unconditional distribution of Xj_ and s2 is then 
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pIx-^s2!*, &2,ct,A) = / /£i(xi|Mi>Si) rs ( sf 1<S? ) 
(6.31) 
g(4i|M,t2) h(($||a,X)dM1dQ|j 
where g(Hj_|M, s2) was given in (6.2 ) and h(ti 2|a,A) in (6.3). 
Expression (6.31) can be written 
00 OD 
|f i(xi|Mi,S?) g('M1|M,42)dM1 J f2(s2|<$|) 
hUf| a,X)d<S^ j. 
Now, 
00 
00 I 
ft 
(6.32) 
fi(x1|M1,«|) g(M1|M,62)dM1 = 
. 00 
V[2tr 6 ^ 
_ _n_ (5ci -Mj)2 _ _2_ (Ml-M); 
J. 
Î2Ï7 <? 
e «Ï _i e 2 52 dMi 
n (%!-*)' 
_£n e " 2 <$| + n<s2 
_ _ Yz 
2tr (C? + n<s ) 
and so 
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P ( X i > s f  | m , < S2 , c x , X )  =  H  ^  
2îr (<| + n62)y2 
n (x - m ) 2  
e 2 «!+"« f2(s | | s j )  h(<s | la ,X)di | ]  
n-1 J00 _j2_ 
2-^-ru) 
n1/2 (n-1) ' a^  _//e  ^ <Si + "6' 
0 
(n-l)s? _ _„2 x , "-1 
26: -2 ~ a<Si \ "I" 2 
'i (*f) 
( S| + n62 /* 
\ (6.33) 
The previous integral can be simplified if we take 62 = o. 
With this assumption we have 
n-1 
p(x1,s2|M,a.,X) = n ^  (n 1) 
tiO 
1 2 
23 i 
e 
J2? 2_n=a_ r  (A) 
(^^ -m)2 + (n-l)s2j - a<sf 
X - -f- - 1 ) 
(G;) (6.34) 
The integral appearing in expression (34) is of the 
form 
8o 
1 , 
e U + tn_1 dt (6.35) 
O 
which is studied in the theory of Bessel functions. If in 
expression (6.35) t is a real positive number and z is a 
complex number such that the real parts of z and z2 are posi­
tive, we have, Gray and Mathews (13), 
.00 
— (t + z2) 
e 2 Z tn 1 dt = 2 zn Kn(z) ( 6 . 3 6 )  
0 
where Kn(z) is called the modified Bessel function of the 
second kind of order n. 
If in expression (34) we make the following substitutions 
n-1 
"2 „ A 
11 / \JLi-_L J 
k = 
n1 2 (n 1) - a 
ana 
fs; r r(A) 
z2 = 2 (n(xj_-M)2 + (n-1 )s2 J a 
a<sf = t , 
we obtain 
/ V 
p(xi,s2|n,a,A) = k ^-4 
X- -f - - 1 
,90 
, 2  
2  ^ + t ^ —S- - 1  
e t £ d U 
ol 
The previous integral certainly fulfills the conditions 
of the integral (6.36), so we can write, after several re­
ductions 
which is the joint distribution of the mean Xj_ and estimated 
variance s| at place i when 62 = o. We have not been able 
to obtain a closed expression for the joint distribution 
when <S2 is unequal to zero, which is the case for which 
the answer is more strongly needed. 
X - n 
2~ T™ 
p(xjL,s| ^ m. ,a,X) = const In^-M)2 + (n-1) 
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VII. THE DISTRIBUTION OF THE PRODUCT OF TWO 
INDEPENDENT GAMMA RANDOM VARIABLES 
It was seen in the previous chapter that the distribution 
of the error sum of squares in a single experiment is equiva­
lent to the product of a Chi-square variable and a gamma 
distributed variable when the errors are assumed normally 
distributed with mean zero and a variance <s|, which is itself 
a gamma random variable. The Chi-square distribution is a 
particular case of the gamma distribution, hence the title of 
this chapter. 
The distribution of the product of two independent gamma 
random variables will also appear when we study the distribu­
tion of quadratic forms arising in the analysis of a group of 
experiments. 
Suppose Xi and x2 are independent gamma random variables 
with parameters (a,p) and (a,q), respectively. The joint 
density function of xx and x2 is 
Transforming xx = z/x2, leaving x2 constant, and assuming 
q 7 p, we have 
f(XjL,X2) - -a(xx + x2) e 
r(p) r(q) 
x1P~1 x2q_1 dxxdx2 . 
83 
f(Zvxa) = aP + q zP_1 e"a(Xs + ^ > Xaq'P_1 Û dXj 
r(p) r(q) 
The density function of z will be given by 
f(.) = zP-l e-a'X= + -ir) x*-»-1 d*2 (7.1) 
r(p) r(q) 
The above integral can be expressed in terms of a Bessel 
function. We have 
2%P + % _E±9_ _ i 
S ( Z ) = 7 ^ T Z  V p ' 2 ^ )  
(7.2) 
z, a, p, q > o 
as the density function of the product of two gamma random 
variables with parameters (a ,p ) and (a,q), respectively. 
K(q-P) (2a ^ ~z) is the modified Bessel function of the second 
kind of order q-p with argument 2a Çz . 
A. Some Properties of Bessel Functions 
The following brief notes have been taken from Gray and 
Mathews (13), Petiau (27, and Whittaker and Watson (34). 
Bessel functions arose in physical investigations like 
Bernoulli's problem of small oscillations in a uniform heavy 
flexible chain, Fourier's problem of motion of heat in a 
solid cylinder, and Bessel1 s problem of elliptic motion. 
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Among the different Bessel functions, we will refer here to 
those connected with the problem of the distribution of the 
product of two independent gamma random variables. 
The Bessel function of the first kind of order n is 
represented by Jn(z ), where the argument z is a complex vari­
able . It is obtained from the expansion in a Laurent's series 
of exp —(t - —) , where t is a real positive number, by 
the identity 
^ i  t - J n ( . )  
n=-00 
from which 
°° , / v n+2r 
(
'
1)r rl(n+r), (-f) <7'3> 
Jn(z) has the following properties : 
J_n(z) = (~1 )" Jn z^) '» ^n(°) = 0 * Jo 0^0 ) = Jn(°° ) = 0 • 
The modified Bessel function of the first kind of order 
n is represented by In(z), and is obtained from the expansion 
in a Laurent's series of exp —|—(t + —) , by the identity 
e ^ t + - K [ t n I n ( 2 )  
-00 
so that 
JnU) = Z_ 
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CO n+2r 
In(z) = (i)~n Jn(it) = 
r=o r!(n+r)I 
1 (7.4) 
The definitions of Jn(z) and In(z) can be extended for n 
not an integer. In such a case, the above expressions for 
Jn(z) and In(z) are modified by changing the factorial nota­
tions to gamma symbols. 
When n is an integer 
The modified Bessel function of the second kind of order 
n is designated by Kn(z). For n not an integer K (t) is de­
fined by 
When n tends to any integral value, both the numerator and 
denominator of (7*5) approach zero. The function Kn(z) for n 
zero or an integer is defined as the limit of the ratio (7.5). 
Kn(z) has the property 
for any n. 
An expansion consisting of a finite number of terms and 
a remainder which can be made arbitrarily small by suffi­
ciently increasing the variable is called an asymptotic 
!n(z) = I-n(z) • 
Kn(z) = K_N(z) 
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expansion. The asymptotic expansion for Kn(z) is 
(z) - ir -z 
2z 
4n2-l2 (4n2-l)(4n2-32) 
1 ! 8z 2 1 (8z)2 
+ ... + 
+ Rc 
( 4n2-l ) ( 4n2-32) 4n2-(2s-3): 
(s-l)I (8z) s-1 
(7.6) 
where 
Rs < 
r  (n + -|- + s) 1_ 
s ! T(n + - s) (2z) 
The following two Integral formulas are also useful. If 
z is a complex number such that the real parts of z and z2 
are positive, then 
1/4- , z2 
_2_(t + _!__) tn-l dt = 2 zn Kn(z) > (7.7) 
If m and n are real numbers such that m + n and m - n are 
positive and a is a complex number such that the real part 
of a is positive, we have 
.m-2 
X™"1 Kn(ax)dx = rl^)r{rr-)- (T-8) 
Formula (7.7) was used to obtain (7.2) from (7.1). The 
integral (7.8) is required to get the moments of the random 
variable z with density function (7.2). 
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B. The Moments of z 
z has been defined as z = XjXa, where xx and x2 are 
independent gamma random variables with parameters (a,p) and 
(a,q), respectively. The density function of z was given in 
(7.2). The r-th moment of z is then 
2AP^ / R + E+Â . I 
^  "  r ( p )  r ( q )  J  z  K ^ " P ( 2 a  ^  ) d z  •  
o 
Transforming ^z" = y, using the integral formula (7-8), and re­
ducing we get 
. r(P+r)rw+r) t7.9) 
r ( p )  r ( q )  a  
The moments of z can also be obtained directly: 
E(z)r = E(XXX2)R = jJ(x,x2)r f(xx,x2)dx1dx2 
= yxjf1(x1)dx1 / x2f2(x2)dx2 
where f1(x1) and f2(x2) are the gamma density functions of xx 
and x2 with parameters (a,p) and (a,q), respectively. We 
obtain ^  given in (7.9) by integrating out the above 
expression. 
C. Special Cases 
The distribution of the product of two independent gamma 
random variables given in (7.2) can admit some simplifications 
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which we now consider. 
Theorem. The positive square root of the product of two 
independent gamma random variables with pararnenters (a,p) and 
(a,p + -g—), respectively, is distributed as a gamma random 
variable with parameters (a,2p). 
To prove the theorem we start by using expression (1) 
which, under the conditions given, becomes 
2p + _i_ °o 
^ • z 
g(z) - — z5"1 e"a<X2 + > 
r( p )  r( p  +  4 - )  
- 1/2 
Xg dxg 
Now, it is known, Grobner-Hofreiter (l4), that 
(7.10) 
-(ax + -^-) -1/2 HT -2 jab 
e x x dx = 
O 
— e ' for a > o 
b 7/0 
and, Magnus (23) 
r ( p )  r ( p  +  - ~ )  =  r ( 2 P )  .  
Using these two results in expression (7.10), we find 
/ \ a2p P-1 ~a z g(z) = z e dz 
r(2P) 
from which the distribution of y = + {~z is 
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, \ 2p-l -ay , 
= "ri^T y = ^ 
which proves the theorem. 
Corollary. If x1} x2 and x3 are independent gamma random 
variables with parameters (a,p), (ct,p + —) and (cx,2p + -j-j—), 
1/4 .1/2 
the product (x1x2) z (x3) is gamma distributed with 
parameters ( a, 4p ). 
The above result can be generalized to more than three 
independent gamma random variables. 
Another special case is given by 
Theorem. The n-th positive root of the product of n 
independent gamma random variables with parameters 
(a,p + i = l,2,...n, has a gamma distribution with 
parameters (a,np). 
It can be easily shown that the r-th moment of the 
product of n independent gamma random variables with 
parameters (a,pi), i = l,...n, is 
n 
TT 
i=l 
r(Pi+r) 
anr ; V(Pj.) 
and the r-th moment of the n-th positive root of the product 
of the n independent gamma random variables is 
n r (Pi + —) 
TT f 
i=i r (pi) 
= -3 . - ; ; . (7.11) 
cr 
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If Pj_ = p + —, i = 1,2, . .n, we have, Magnus (23), 
TT (P + —-—) = (2zr) 2 (n)^~ nP P (np) 
1=1 n 
and substituting in (7.11) 
i _ i r(np + r) 
ar r (np) 
which is the r-th moment of a gamma random variable with 
parameters (a,np) and the theorem is proved. 
D. An Approximation to the Distribution of the 
Product of a ^  and a Gamma Random Variable 
An approximation will be obtained by using the first two 
moments of the connected distributions. Let represent a 
chi-square distributed variable with f degrees of freedom, 
and P(a,X) represent a gamma distributed random variable 
with parameters a and X, and f (a, X) being independent. 
We will prove the following: 
Theorem. If z is the product of a y, | and a P(a,X) 
variable, then 2a'z is approximately distributed as , 
where 
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The first two moments of z are 
, H =  t  — and z„2 = f + 2) • (7.13) 
a z a 
The first two moments of a gamma random variable with 
parameters (a1, X1 ) are 
f\= and /M2 = . (7.14) 
From (7.14), 
a 1 = ^ //^ 2 and = axH. (7-15) 
If we now fit the distribution of z to that of P (a1, X1 ) 
by the first two moments, we will have 
a 1 ^ orirS \ ^- — and X1 = (7.16) 
2 X + f + 2 2 X + f +2 
and the approximated distribution of z is 
Transforming z = ky, the density function of y is 
f(y) = P* y*"1 e"p y ay . (7.17) 
• \ A / 
If f(y) is to be a distribution ^  must be equal to 1/2, 
then & = ka1 = 1/2; so that k = 1/2 a1. Therefore, 
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y = 2ct1z is distributed as ")( which proves the theorem. 
We are now going to state and prove a result which is 
useful for tests of significance in the analysis of variance 
of a group of experiments. 
Theorem. If z: is the product of a ^  and a T(a, \x) 
variable and z2, which is independent of zlf is the product 
of a Y % and a V(a, A 2) variables, then / I 2 
is approximately distributed as P, with degrees of freedom 
2fi "Xi 2f_ 
and — . 
2ÀX + fA + 2 2A2 + f2 + 2 
The theorem follows directly by approximating zx and z2 
to chi-squares using the previous theorem. 
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VIII. Ttffi ANALYSIS OF A GROUP OF EXPERIMENTS WHEN 
THE ERROR VARIANCES ARE RANDOM VARIABLES 
In Chapter VI we studied the distribution of and distri­
butions related to one treatment effect. If is the j-th 
replicate of the effect in experiment i, we have assumed that 
Xj_j is normally distributed with respect to a mean and 
variance <$?, both specific to the experiment i, that is 
normally distributed with mean A\and variance S2 for all 
experiments, and that <s| is a gamma random variable with 
parameters a and X • It was also seen in the above-
mentioned Chapter VI that we can regard x^j as the sum of two 
independent random variables, 
xij = yi + zij > (8.1) 
where y^_ is normally distributed with mean /a. and variance S2, 
and the distribution of Zj_j, when X Is an integer, is equiva­
lent to the distribution of the sum of X independent Laplace 
random variables, each with mean zero and scale parameter 
1/ {~2a. 
Identity (8.1) can be written 
xij = (yi " A) + zj . 
If y-L - = t^ and z^j = e jj, we have 
xij = A + tj_ + e1(]- (8.2) 
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which has the usual form of the mathematical models used in 
setting up the analysis of variance. In (o.2) M. is the overall 
mean, tj_ is normally distributed with mean zero and variance 
ç2 and ejj is the former zjj. 
The foregoing development of a model leads us to 
mathematical models, similarly obtained, for more complicated 
experimental situations in which we have more than one treat­
ment effect. If we consider the case of a group of n experi­
ments conducted at a random sample of n places, where each 
experiment consists of the tost of the same a treatments 
replicated r times in a randomized block design, the model 
can be written 
xijk = M+ PJ. + tj + (pt)lj. + blk + e1jk , (8.3) 
where Xj_is the yield obtained with the j-th treatment in 
block k at place i, is the overall mean, pj_ the effect of 
place i, tj the effect of treatment j, (pt)^j the interaction 
of treatment j with place i, b-y^ the effect of block ik, and 
eijk the error. 
(8.3) can take different combinations of fixed constants 
and random variables. If we think of model (8.3) as an 
extension of model (8.2), we will have that pj_ is a random 
variable with mean zero and variance t. is a constant 
specified by treatment j, (pt)-jj is a normal random variable 
with mean zero and variance <Spt, blk is a random variable with 
mean zero and variance 5^, and e j_jk is a random variable. 
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Attention will be now given to the effects on the analysis 
of variance of the assumption that the error variance at a 
place is a random variable. The usual hypothesis made for 
tests of significance is that the errors are normally 
distributed with variances that "may change from place to 
place"; adjustments are made in the degrees of freedom of 
the mean squares in the analysis of variance to make allow­
ance for the heterogeneity of errors. This type of approach 
was studied in Chapter V. The shortcomings of adjusting the 
degrees of freedom for the amount of neterogeneity in the 
error variances present in the sample lies in the fact that 
such adjustment is itself a random variable. 
A. The Distribution of the Errors 
We shall assume that the error component e^in model 
(8.3) is normally and independently distributed with mean 
zero and variance <s| within place i and that between places 
follows a gamma distribution with parameters a and A . 
With these conditions the distribution of the errors is the 
particular case of the distribution of an effect, which was 
discussed in Chapter VI, when it is assumed that M = S2 = 0. 
In this manner we find that the error distribution has the 
following properties : 
(1) The distribution of the error is equivalent to the 
distribution of the sum of X independent Laplace random 
9b 
variables, each with mean zero ancl scale parameter 1/ ^~2a, 
when X is an integer. 
(2) The distribution of the error approaches normality 
when X is large. 
(3) The first four central moments of the error e^jk 
are 
Mi = O ) ^3 — O ; 
(8.4 
/H2 = fya ; = 3 X ( X + l)/a2 ; 
(4) Two errors. at the same or different places, are 
uncorrelated. 
B. Moments of Quadratic Forms 
The usual technique of analysis of variance consists in 
separating the total sum of squares into different sources 
according to the mathematical model based on the experimental 
situation. When all the components in the model, except the 
intra-place error, are fixed constants, a usual test of 
significance is obtained by comparing the ratio of a mean 
square to the error mean square with respect to a tabulated F. 
The distribution of this ratio only follows the F distribution 
exactly under the null hypothesis and when the errors are 
normally and independently distributed with mean zero and 
constant variance. 
Any sum of squares in the analysis of variance can be 
expressed as a quadratic form of the observations. The 
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distributions of such quadratic forms when all the components 
in the model are assumed zero, except the overall mean x. and 
the errors, are equivalent to the distributions of the 
quadratic forms involving only the errors. Consider, for 
example, a sum of squares in the analysis of variance which 
is equal to the quadratic form X'lAX, where X1 is the row vector 
of observations and A is the matrix of the quadratic form. 
Under the null hypothesis explained above, the distribution 
of X1AX is equivalent to the distribution of Z1AZ where Z1 
is the row vector of errors for the case when the quadratic 
form is invariant under changes of origin of measurement as 
will be the case for all situations considered. 
We are now going to consider a method to obtain the ex­
pected value and variance of a quadratic form, and covariance 
of two quadratic forms under the null hypothesis explained 
above. Later the distribution of the quadratic forms will be 
considered, under the assumption that the errors are normally 
distributed within a place with mean zero and variance <s| 
and that the S|'s are random variables; approximations will 
be given to the distributions of the quadratic forms from 
which simple tests of significance can be made. 
1. Moments of quadratic forms in a single experiment 
The moments will be obtained under the general null 
hypothesis of effects and therefore the quadratic forms will 
be expressed in terms of the errors. We have assumed that the 
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errors in a single experiment established at place i are 
normally and independently distributed with mean zero and 
variance |. 
A simple way to obtain the moments o^ the quadratic forms 
is to get first the conditional moments for fixed and later 
obtain the expectation of the conditional moments with respect 
to the random variable 6f. For purposes of generality we will 
assume that the errors within the place are independent and 
follow any distribution with mean zero and finite moments ; 
in this way, the results needed for our particular situation 
will be seen as a special case. 
Consider a quadratic form 
Q, = AZ = AJ ,'Z<Z 
i,j J J 
where the a-y's are the elements of the matrix A and the z j_1 s 
are the errors with the following properties : 
E(zi) = o, E(zJ) = E(z|) =M3_. E(z*)= M. , 
E ( 2 J^ 2 J ) = O • 
The expected value of Q is then 
E(Q) = X. ail = A2 trA . (8.5) 
To obtain the variance of Q, we have first 
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e ( q 2 )  =  e (  l _ a 1 j z 1 z j ) 2  =  ( i a j i ) m 4  
+ [( I - la^ + 2_1 
Since V(Q) = e(Q2)  -  [ e(Q)]2, we find 
V(Q) = >*41 a^ - M|( I a2 - 2 L . 
i#j ij 
(8.6) 
If Q-L and Q2 are tv/o quadratic forms such that 
Qi = Z1AZ = Za^-;Zj_zj and Q2 = Z1BZ =%b^^z^z^ , 
we can write 
E(QiQ2) = e[ ( lalj.z1z,)( Lb^z^j ) j = 
aiibiizt + 2 X. a., 4b 4 n.zfz^ + %_ a^_,b 2 — 2 
"ij^ij^rj 1 "ii"jjzizj 
+ terms of zero expectation j = ( aiibii ) -^4 
1 
ifj + [2 & aiJb« + il- a"boj]^2 • 
The covariance of Q1 and Q2 is defined as 
Gov (Qi, Qg) = EfQiQg) - E(QjE(Qg) 
and using the fact that 
1*3- a"b« 
( 2. ai;L)( I_bijL) - Ialibii 
we can write 
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Cov (Qi,Q2) = M4( X- aiibii) " M|( aiibii -
2  h 3 i j b l j >  '  
If the matrix A is orthogonal to B, that is AB1 = 0, 
where B1 is the transpose of B, we have 
Cov(Q1,Q2) = (Ia11bii)(M4 -3m|) . (8.7) 
Kurtosis is defined, Kendall (21), as 
IU - 3 
and so the covariance (8.7) can be expressed as 
Cov (Q1,Q,2) = ( L aiitlli)K M| • (o.8) 
We have then proved the following theorem: 
Theorem. The covariance of any two sums of squares in an 
orthogonal analysis of variance under the null hypothesis of 
effects and independent errors is a multiple of the kurtosis 
of the error distribution. 
Expression (8.8) becomes zero when the errors are nor­
mally and independently distributed. 
We will now give an example to show the simplicity to 
applying formulas (8.5), (8.6) and (8.7) to common situations 
arising in the analysis of variance. Its use requires the 
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knowledge of the matrices involved in the quadratic forms we 
want to consider, and, due to the symmetric properties of 
those matrices, it is only necessary to deal with the first 
rows of the matrices. In order to clarify this point let us 
take the case of a randomized block design. We start by 
writing down the first rows of the matrices for total sum of 
degrees, a,j, for treatments sum of squares, bjj, and blocks 
sum of squares, cj j. The first row of the matrix for the 
error sum of squares, e^j, is obtained as a^ j - bj_j - c | j. 
a;l j 
blj 
clj 
e
.lj 
consider r blocks, t treatments and n = rt we have 
r(t-l) columns = 
r columns n-•r 
n-1 - 1 . * — 1 ... — 1 — 1 .. - 1 
n n n n n n 
t —1 t-1 .. t—1 - 1 - 1 .. - 1 
n n n n n n 
r-1 - 1 .. — 1 r-1 1 . . — 1 
n n n n n n 
(r-1)(t-1) - t-1 .. - t—1 - r-1 i .. 1 
n n n , n n n 
Consider T0 = treatment sum of squares under null 
hypothesis. To obtain E(T0) and V(TQ), we need 
bii 
t-1 
n 
n = t-1 
2 
ii 
i*j J • M 
2 n = (t-iy 
n 
(r-1) n + (n-r) n 
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Substituting in (8.5) and (8.6) and reducing 
E(To) = (t-1) M2 
V(T0) = A4 - - .(^-1) |^3(t-1) - 2n] Ml . 
To obtain the covariance between T0 and the error sum of squares 
£L, we only need 
= Jt-1)2 ('•-l-L n = (t-1)3 (r-1) , 
n2 n 
so 
Cov (To, I  )  =  ^~11f ( ^4 - 3 M2) . 
If the errors are normally and independently distributed 
with mean zero and variance <5? we will have 
E(T0) = (t-1) s2 
V(To) = 2(t-l) 6* (8.9) 
Cov(To,&) = 0 
If in the example just given we consider that the random­
ized block experiment was established at place i and that the 
variance <s| is a gamma random variable with parameters a and 
X, the expressions given in (8.9) have to be averaged over 
the gamma distribution. 
Since we have 
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E( Sir) = — 
1 a 
E( 6?) = M X  + *) 
1 a2 
we can write 
E(TC) = (t-1) 
V(T0) = 2(t-l) + 1} 
a 
Cov(To, &) = 0 
which are the expressions for one single experiment when the 
errors are normally and independently distributed with zero 
mean and variance cwithin a place with the further condi­
tion that q2 is a gamma random variable. It should be noted 
that under the assumptions given to the errors the treatments 
and error sums of squares, under the null hypothesis, remain 
uncorrelated. 
2. Moments of quadratic forms in a group of experiments 
We will consider a group of p experiments where each 
trial includes the same t treatments with r replications 
according to a randomized block design. Let e^j^ represent 
the error of the observation obtained for the k-th treatment 
in the j-th block of place i, and we assume as before that 
the errors are normally and independently distributed with 
mean zero and variance <s| at place i, and <s| is a gamma 
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random variable with parameters a and X. The errors then 
have the following properties: 
E(eijk) = °> v(eijk) " E(ejjk)4 = ' 
E(eijk eljk1) = E(®ijk Sij'k) = E(eijk 
= E(eijk ei1jk) = 0; 
E(eijk eijk1)2 = E(eijk eij1k)2 = E(eijk eij1k1) 
=  X ( X+ 1) 
a2 
EKjk ei1Jk)S = E(eijk 
- & V -
It can be shown that in this group of experiments, if we de­
fine 
T0 = treatments sum of squares under hypothesis of 
null treatments and null treatments x place effects, 
IQ = interaction treatments x place sum of squares under 
hypothesis of null treatments x place effects, and 
£ = pooled error sum of squares, 
E(T0) = (t-1) A_ 
V(T„) - a(t-i) (A-)'* T(T2-I) 
ei1jk1)2 - E(eijk ei1j1k1^  
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E(t ) = p(r-l)(t-l) A 
Cov(T0, &) = Cov(l0, I ) = 0 . 
C. The Distribution of Quadratic Forms 
We are going to consider the distributions of the quad­
ratic forms involving only the errors appearing in the model 
set up for a group of experiments, which as was explained 
above, are equivalent to the distributions of the quadratic 
forms of the observations under the hypothesis of null factor 
effec ts. 
Let x1 represent the row vector of n observations. The 
conditional joint distribution of the observations for the 
fixed set of <y2,s falling in the sample is 
where JL is the variance-covariance matrix which is diagonal in 
1 e 
- i/2 x^ ir'x 
(6.10) 
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our case since the observations are independently distributed 
with the same variance within an experiment, though the vari­
ances may change from experiment to experiment. 
Let us consider a quadratic form X1AX; its characteristic 
function, conditional to the fixed set of <s|'s is 
r 
t(t) = -i—1—;vr = TT d-sit Xi>v= (8.11) |l-2itA5l|y 1 
where the sub-index c in ^(t) indicates that it is the 
conditional characteristic function for the set of that 
have fallen in the sample. The s are the characteristic 
roots of Ajl and r is the rank of A. 
From (o.ll) it follows that the conditional distribution 
of the quadratic form XxAX is equal to, Gurland (17), 
i h K  , (8.12) 
or, in other words, a weighted sum of independent chi-square 
variables, each with one degree of freedom. 
The unconditional characteristic function of the quad­
ratic form X1AX will be obtained by performing the integra­
tion: 
<f>(t) = t) TT h±( <S®|o,X)ci sf (8.13) 
h  SP 
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where p is the number of experiments and 
Substituting (8.11) and (8.14) in (8.13) 
P 
|l-2itAjl| 
(8.15) 
which is the general expression of the characteristic function 
of the quadratic form X1AX under the stated assumptions. 
The unconditional distribution of X^AX is 
Expressions (8.15) and (8.16) are very complicated to 
solve in the general forms. A special case will be considered 
next. 
Let us suppose that in the quadratic form XxAX the matrix 
A has the form 
r P 
1 P 
abb .... b 
b a b .... b 
A b b a ... . b (pxp), (8.17) 
b b b .... a 
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and that the variance-covariance matrix JL is 
il = 
s? o 0 .. o 
0 o . . o 
o o . . o 
o o 0 
. • <r 
(pxp) 
Then 
A$l= 
a b <$•§ b 
b *1 a . . b 
b <$' b <s% 
s \  
a a" 
and 
I - 2itAJl = 
Therefore, 
l-2ita rf -2itb <y| 
-2itb tff l-2ita s- |
P 
(l-2itA5l\ =("ÎT<Sf](2it)n l-2ita <$"f 
-2itb *2 
-2itb 
-2itb 5 2 -2itb <s| .... l-2ita <s" : 
-b 
2it <rf 
-b l-21ta <r| 
2it G"? 
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8.19) 
-b -b l-2ita«r: 
2lt^ p 
The determinant appearing in expression (8.19) is of the 
form 
get 
A = 
ci d d • • • d 
d G 2 d d 
A = 
d d d 
d d d d 
we are to obtain We start 
the first, the last row from 
c1-d 0 0 d-cp 
0 c2-d 0 
• • 
0 a-cp 
0 0 0 
• • Cp-ïd d
~
cp 
d d d 
• • 
d =p 
P-1U 
c„ 
(8 .20)  
- d(d-Cp) 
c1-d o 
o C p-d 
0 
1 
0 
1 
o 
o 
1 
1 
cp-l"d 1 
'P 
d(d-Cp) 
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If we make A = d(d-cn)A1, and consider 
A = 
0 x-d 
C2-d 
Cp_i-d 
, B1 = (1 1 ... 1) (1 X p-1) 
D = 
we have A1 = 
A B1 
B D 
d(d-Cp) 
, which is equal to, Gurland (16), 
A1 = A D - B1 A-1 B . 
Now 
A = 
p-1 
TT (Cj_ - d) 
1=1 
p-1 
and B1A~1B = 7 
1=1 (ci-d) 
Substituting and reducing we finally find 
p 
A = TT (Ci-d) |l + d X. 
i=l L i=i ( c jL -d ) 
•] (8 .21)  
A particular well known case of A is when c^ = c. We 
find, using formula (8.21), that for this case A = 
(c-d)p_1 [c + (p-l)d] . 
We are now prepared to simplify expression (17). We 
find, after several reductions, that 
I - 2itAjl 
= tt l1'2" cî(a'b)] t'b C 
( 8 . 2 2 )  
Ill 
In an analysis of variance we find that the in matrix A 
of a quadratic form the elements a and b are 
P-1 , , 1 a = and b = . 
P P 
For this case 
I 1 ^ 
I - SitAR. = — J TT (1 - 2itff2) . (8.23) 
1 p xti m 3 
A special case of expression (8.23) is when sf = ti2; we 
have then 
11 - 2itAjl| = (1 - 2itS2)P~1 . 
Another simpler expression of the general case given in 
(21) is obtained when p = 2; we have 
I I - 2itA5l| = 1 - it( <S f + <s|) . 
1. The distribution of quadratic forms in one single experiment 
Let us consider an experiment in randomized blocks with 
t treatments and r replicates established at place 1. The 
mathematical model will be 
^kj = M + bk + tj + ekJ-
when ylcj is the yield obtained with treatment j at block k; 
M. is the overall mean for place i; bk is the effect of the 
k-th block; t j the effect of treatment j ; and e^ the error. 
We shall assume that e^-j is normally and independently 
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distributed with mean zero and variance and that <s" | is 
a gamma random variable with parameters a and X . 
If the errors follow a simple normal distribution the 
analysis of variance is given in Table 18. 
Table 18. Analysis of variance. Randomized block design 
Source of variation d.f. S.S. 
Blocks r-1 B 
Treatments t-1 T 
Error (r-1)(t-1) E 
We will now determine the distributions of the sums of 
squares in the above analysis of variance under the hypotheses 
of null block and treatment effects and under the distribution 
assumed for the errors. 
Let us take any one of the sums of squares of Table 18, 
which will be named Q, and call f the attached degrees of 
freedom. For fixed <î| the conditional characteristics 
function of that sum of squares is 
- f/2 
tcN = (1 - 2it <T J) 
and the unconditional characteristic function is 
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CO 
4(t) =/(!—!) ^  h( a: I | a,X)d s 2 
O 
where h(<s||a,X) was given in (8.14). 
For |2itc|| < 1 we can write 
(8.24) 
(1 - 2it sf ) 
-f/2 
- I + (2it < s r f  
r=o 
rt-y-1 r! 
and substituting in (8.24) and performing the integration, we 
have for the expansion of 4>(t) 
4>(t) = 2. 
~° Ir Hr) 
(it) 
2 
,r 
0( X + r) 
r(X) 
(8 .25 )  
r 1 
From (8.25) we have the result that the r-th moment of 
the quadratic form Q, is equal to the product of the r-th 
moment of a chi-square variable with f degrees of freedom and 
a gamma variable with parameters a and A . Therefore, the 
distribution of a quadratic form in Table 18 can be regarded 
as the distribution of the product of two independent vari­
ables, one of which is chi-square with the degrees of freedom 
shown in the table of analysis of variance, and the other a 
gamma random variable with parameters a and A . 
Using the results of Chapter VII, we find that 2aXQ is 
approximately distributed as chi-square with f1 degrees of 
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freedom, where 
a . 2fX 
a i _ and f1 = 
2 X + f +2 2 X + f +2 
An approximate test of significance of treatment effects 
would be 
Treatment mean squares 
F = 
Error mean square 
which will be approximately distributed as Snedecor1 s F with 
2 X (t-1) 2X(r-l)(t-l) 1 and -
2 X + t + 1 2 X + (r-1)(t-1) + 2 
degrees of freedom. 
2• The distribution of quadratic forms in a group of experi­
ments 
Let us now consider p experiments established at p dif­
ferent places. At each place the experiment includes the 
same t treatments with the same number r of replicates. The 
usual analysis of variance is shown in Table 19. 
We will be mainly interested in the distributions of the 
treatments, treatments x places, and pooled error sums of 
squares, and these distributions will be obtained under the 
null hypotheses of treatments and treatments x places effects. 
The pooled error sum of squares is the sum of p 
independent variables, each one distributed as the product 
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Table 19. Analysis of variance. Group of experiments 
Source of variation d.f. S.S. 
Places p - 1  P 
Replicates within places p(r - 1) 3 
Treatments t - 1  T 
Treatments x places (p-1)(t-1) I 
Pooled error p(r-l)(t-1) E 
of a chi-square with (r-1)(t-1) degrees of freedom and a gamma 
random variable with parameters a and X . The approximate 
distribution of the pooled error sum of squares will be the 
distribution of the sum of the approximated distribution of 
each one of the error sum of squares at each place. 
If the error sum of squares at place i is Ej_, we have 
seen above that 
2a Ei 
2 X+ )r-l)(t-1) + 2 
is approximately distributed as chi-square with 
2 X(r-1)(t-1) 
2 X + (r-1)(t-1) + 2 
degrees of freedom. 
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For the pooled error, E = Ex + E2 + .. + Ep we have that 
2a E (8.26) 
2 X + (r-1)(t-1) + 2 
is approximately distributed as chi-square with 
2p X(r-1)(t-1) 
2 X + (r-1)(t-1) + 2 
(8.27) 
degrees of freedom. 
The treatments sum of squares with Xjjk denoting the 
yield obtained with the k-th treatment at block j in place i 
is 
t 
T = rp (%..k - %...)= -
k=l 
Each x_ has a constant variance 
<5"f + G~! + ... + 6" 2 
s2 ; — • 
rt> 
It can be easily seen that the conditional characteristic 
function of T for the set of 6| in the sample is 
t-1 
cf+<s!+..+ <s2 \ ~2~ 
to(t) = 1 - Sit - " -P , (8.28) 
and the unconditional characteristic function of T will be 
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cj^(t) = 
"'fi1 
;-l 
- 2It 
GI + . . S £L 
P 
P 
TT ( G f |a,A)d <S ? 
1=1 
( S . 2 9 )  
Substituting p 
6 
= 1 <S-
in (8.2a), and remembering that the sum of p independent gamma 
random variables, each with the same parameters a and A , is 
also gamma distributed with parameters a and pA , the un­
conditional characteristic function can be written 
_ t-1 
2it6 \ 2 
« " • >  •  h -
a 
r(pX) 
6PX-1 e"a%e . (8.30) 
When 2it e 
( ' - 4 4  
< 1 we can write 
t-1 
- i 
r=o r(-^n M 
Substituting in (8.30) and integrating we find 
« J" 
^<t) = 2. 
r=o 
rktuA. 
(it)3 
T(p\+ r ) 
r(p\) 
r I (8.31) 
lis 
From (o.3l) we see that the r-th moment of the sum of 
squares for treatments is equal to the product of the r-th 
moment of a chi-square with t-1 degrees of freedom and a gamma 
random variable with parameters pa and p X • Therefore the 
distribution of the sum of squares for treatments is equiva­
lent to the distribution of the product of two independent 
variables, a chi-square with t-1 degrees of freedom and a 
gamma random variable with parameters pa and p X. 
We find, as before, that 
2O£ T (8.32) 
2p X + t + 1 
is approximately distributed as chi-square with 
2p X(t-1) 
2p X + t +1 
(8.33) 
degrees of freedom, when the treatments and interactions 
places x treatments are zero. 
The interactions treatment x places sum of squares has a 
very complex distribution. We are not going to use the method 
of obtaining first the conditional characteristic function for 
the set of s|'s and integrating it, due to the fact that this 
method leads to extremely complicated expressions. 
The sum T + I of the treatments and interactions sums of 
squares in Table 19 is the sum of p independent sums of 
squares, that is, the sum of the p treatments sum of squares 
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of each place. Therefore 
2a (T + I) 
2 X + t +1 
is approximately distributed as chi-square with 
2pA(t-l) 
2 X + t +1 
degrees of freedom. 
We have seen above that 
2oP T 
2p X + t +1 
is approximately distributed as chi-square with 
2p \ (t-1) 
2p X + t + 1 
degrees of freedom. 
Let us now consider that fill, where p is a coefficient to 
be determined, is approximately distributed as with de­
grees of freedom 
2p X(t-1) 2p X(t-1) 4p X2(t-l)(p-l) 
2  X + t  + 1  2 p  X+ t + 1  (  2  'X + t  +  1 ) (  2 p  X + t + 1 ) 
In order to determine the coefficient &, we assume that 
(1) T + I is distributed as ^ X +  t  +1 ^ a 
2a ** * i 
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where 
. _ 2p X ( t + 1) 
1 2 X+ t + 1 ' 
2v X + t + 1 2 (2) T is distributed as —"— X 2ap A f2 
where 
r _ 2p X i (t + l) l — —: } 
2p X+ t + 1 
(3) I is distributed as &"1 Xf 
' 3 
where 
\2 (t-1)(p-1) 
f3 - (2 À + t + 1 ) (2p X + t + 1 ) 
and 
(4) T and I are uncorrelated. This will not be entirely 
true in general. 
With the above assumptions we can write 
2p A + t +1 v 2 + --I V 2 = 2 À + t +1 y 2 
2ap ^ ^ 2 3 2a f i 
Taking expectations, and remembering that E(jc|) = f, we have 
^(t-i) + ..I = pX(t-i) 
a i3 a 
from which 
af 3 
&• = 
X(t-l)(p-1) 
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Therefore, we can say that 
4p A a (8.34) 
(2X4- t + l)(2p X + t + 1 ) 
Is approximately distributed as 2 with 
4p X2 (t-l)(p-l) (8.35) 
( 2 X + t + 1 ) ( 2p X + t + 1 ) 
degrees of freedom, when the interactions places x treatments 
are zero. 
D. Tests of Significance in a Group of Experiments 
We are mainly concerned in testing the significance of the 
interactions places x treatments and significance of the aver­
age effects of treatments over places. Approximate tests 
will be given using the results of the previous section. 
1. Test of significance of the interactions treatments x 
places 
It is found that a test is given by the ratio 
Interactions mean square 
Pooled error mean square 
which is approximately distributed as Snedecor1 s F with 
(8.36) 
4p X2 (t-1)(p-1) 2 X p (r-1)(t-1) 
and 
( 2 X + t + 1)(2p X + t + l) 2 A + (r-1 ) (t-1) + 2 
degrees of freedom. 
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The approximation of this test is related to two facts : 
(1) That the mean squares have been approximated to 
multiples of chi-squares, and 
(2) That the two mean squares involved in the test are 
not independent. 
2. Test of significance for treatment effects 
The logical test for treatment effects averaged over 
places is to compare the mean square for treatments with 
respect to the mean square for interactions treatments x 
places. 
The sums of squares for treatments and interaction treat­
ments x places under the hypothesis of zero average treatment 
effects will be quadratic forms involving the errors and the 
interactions treatments x places. If we assume that the 
interactions treatment x places (pt) is a random variable, 
normally and independently distributed with mean zero and 
variance we can conceive two limiting cases: 
(1) The interactions treatments x places are very small 
compared to the errors. In this case the distributions of 
the sums of squares for treatments and treatments x places 
approach the distribution of quadratic forms involving only 
the errors. An approximate test for average treatment 
effects is then found to be 
Treatments mean square 
Interactions mean square 
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which is approximately distributed as Snedecor1 s F with 
ana IpX3 (t-l)(p-l) . (6.37) 
2p ^  + t + 1 ( 2 X + t + 1 ) ( 2p ^  + t + 1 ) 
The second limiting case is 
(2) The interactions treatments x places are very large 
compared to the errors. For this situation, the distribu­
tions of the sums of squares for treatments and treatments x 
places tend to the distribution of quadratic forms involving 
only the interactions, and the test of significance for aver­
age treatment effects will become 
Treatments mean square 
Interactions mean square 
which is approximately distributed as Snedecor*s F with 
(t-1) and (t-l)(p-l) (8.38) 
degrees of freedom. 
A common situation in practice will be intermediate be­
tween the two limiting cases considered above. However,- if 
the test given by (8.37) happens to be significant there is 
no further doubt about the significance of average treatment 
effects. On the other hand, if the test given by (8.38) is 
not significant we can feel sure that the average treatment 
effects cannot be regarded as different. Complications will 
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arise when the test given by (8.38) shows significance and 
the test given by (8.37) does not indicate significance. 
3. The parameter X 
The tests of significance given above include the 
nuisance parameter A and we have not found a way to eliminate 
it. It is then recommended that an estimate provided either 
from previous information or from the same group of experi­
ments be used. It will be shown in Chapter X that if s| 
is the error mean square with f^ degrees of freedom in place 
i, an estimate of A is given by (10.2). 
E. Table of Adjusted Degrees of Freedom 
Expressions were given above for some tests of signifi­
cance arising in a group of experiments when the errors are 
assumed normally distributed with mean zero and variance 
within place i, but such that <s ^ changes from place to place 
following a gamma distribution with parameters a and A . It 
was shown that approximate tests reduce to the usual ratios 
of mean squares but with adjusted degrees of freedom. 
The adjusted degrees of freedom for a mean square in­
volves the knowledge of the parameter A • We will assume that 
X is known, leaving for a later section a discussion on its 
estimation. The adjusted degrees of freedom for any mean 
square in the analysis of a group of experiments involves 
the formula 
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fi = (6.39) 
2 X + f +2 
where f is the unadjusted degrees of freedom, that is, the 
usual degrees of freedom appearing in the analysis of vari­
ance . 
The values of f1 in (8.39) are given in Table 20 for 
some integral values of A. To illustrate the use of this 
table take the following case : Suppose we have a group of 5 
experiments, each experiment with the same 11 treatments and 
3 replicates. Assume that in this case X = 6. 
We obtain first the adjusted degrees of freedom for treat­
ments and error in a single experiment. For X = 6 and f = 
10, we find that the adjusted degrees of freedom for treat­
ments is 5.00. For X= 6 and f = 20, we similarly find that 
the adjusted degrees of freedom of the error is 7.10. 
Since we have 5 experiments the pooled error will have 
5 x 7-10 = 35.50 adjusted degrees of freedom. The interaction 
treatments x experiments together with the treatments sum of 
squares will have 5 x 5.00 = 25.00 adjusted degrees of 
freedom. The adjusted degrees of freedom for the treatments 
sum of squares will be found in Table 20 for X= 5 x 6 = 30 
and f = 10, and it turns out to be 8.35. The adjusted de­
grees of freedom for the interaction sum of squares will then 
be 25.00 - 8.35 = 16.65. 
12b 
Table 20. Adjusted Degrees of freedom 
A 
2 6 10 14 20 30 50 00 
2 1.00 2.00 2.50 2.80 3.O0 3.32 3.56 4.00 
4 1.34 3.00 4.00 4.66 5.35 6.00 6.67 
0
 
0
 
CO 
6 1.51 3.61 5.00 6.00 7.10 8.20 9.40 12.00 
8 1.60 4.00 5.70 7.00 8.42 10.00 11.75 16.00 
10 1.6? 4.30 6.25 7-75 9.50 11.50 13.90 20.00 
12 1.71 4.50 6.67 8.50 10.45 12.80 15.80 24.00 
lo 1.80 4.87 7.50 9.70 12.40 15.95 20.40 36.00 
24 1.65 5.18 8.00 10.50 13.80 18.10 24.00 48.00 
30 1.89 5.32 8.35 11.10 14.70 19.60 26.90 60.00 
oo 2.00 6.00 10.00 14.00 20.00 30.00 50.00 00 
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IX. 'THE PROBLEM OF ESTIMATION 
The methods of estimating a treatment effect in a group 
of experiments that have appeared in the literature follow 
from the assumption that the treatment response at experi­
ment i is normally distributed with mean Mj_ and variance 
, and that is normally distributed with mean A and 
variance s2, where the parameters and $2 are constant for 
all experiments and may change from experiment to experi­
ment. We then have 
V(x^) = (f2 + ff2 
When <s2 = o we say that the treatment effect does not 
interact with experiments. Two estimates of the average 
response have been proposed: 
(1) The unweighted mean 
P 
x = — (9.1) 
where p is the number of experiments, and 
(2) The weighted mean 
P 
*w = I wixiA (9-2) 
x 
P 
where Wj_ = 1/ <y 2 and w = I w^ 
It can be seen that 
12o 
P 
% S? 
V(x) = — 3»— (9-3) 
P2 
V(%w) = -W- ' (9-4) 
However, the true weights Wj_ are not generally known. 
The estimate of <31 is the error mean square s^ with n^ degrees 
of freedom, say. The weighted mean becomes 
P P 
xfi = Y. Vi/w, where Wj_ = l/s| and w = ^_w^ . (9.5) 
1 1 
Cochran (4) showed that when the degrees of freedom n-j_ 
is equal to n, with the condition n ? 8, the limiting distri­
bution of x^, as the number of experiments p tends to 
infinity, is normal with mean M and variance 
v(*»)=lïï^ • (9-6) 
Meier (24) has given an asymptotic expression for V(xft) 
valid for any p, by neglecting terms of order l/n|. He finds 
r P -, 
V(%&) —— 1 + 2s 1_~~~ v/i(v; - wi) . (9.7) 
w l w 1 1 J 
and shows that an unbiased estimate of V(x^), neglecting 
terms of order l/nf, is 
V(xjj) = 1 
w 
1 + — 4 
P 1 
w2 
——— wj_(w - Wj_) 
1 "l 
(9.8) 
Cochran and Carroll (5) after an empirical sampling 
investigation proposed an adjustment to Meier's formula. 
They proposed inserting 
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A 
for n-j_ in formula (o). With this adjustment V(x^) is more 
satisfactory for small values of n^_. 
When <32 =f: o we say that the treatment interacts with 
experiments. When this is the case, two methods of estimat­
ing the average response over experiments are recommended: 
(1) The unweighted mean with expression (9.1) as before 
but with variance 
P 
P s2 + ? <s? 
v(x) = r—^ * (9.9) 
P2 
(2) The semi-weighted mean xs 
p 
xs = I. w^Xj/w1 (9-10) 
where w} = — and w1 = %wt . 
* + H 1 
It follows that 
V(xs) = l/w1 . (9.11) 
In general the true weights w* are not known and only 
estimates are available from the analysis of variance mean 
squares. 
Cochran (3) obtained approximate upper bounds to the rela­
tive efficiency of the semi-weighted mean with respect to the 
unweighted mean. 
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VJe are somewhat critical about the general validity of 
all formulas cited above for the variances of the different 
estimates of the average response in a group of experiments. 
Our criticism is going to be confined to agricultural experi­
ments , but the analogy to other situations can be easily seen. 
Let us consider a set of p trials, each trial consisting in 
the test of the same treatments replicated r times according 
to a certain design. The experiments are going to be estab­
lished in a random sample of p places, obtained from the 
area to which we wish to apply the results obtained. At place 
i the effect of a treatment is normally distributed with mean 
H ^ and variance 6 and the mean is normally distributed 
with mean and variance 62 ; a and <s2 are constant for all 
places, but <j ? may change from experiment to experiment. We 
should remark that we are using the same assumptions stated 
by Cochran (4) whose discussion was mainly directed at 
agricultural trials. Suppose now that <s2 = o, so we may use 
the unweighted mean (9.1) or the weighed mean (9.2) or (9.5) 
to estimate the average effect of a treatment. The fact 
that sf changes from place to place tells us that the vari­
ance formulas for the unweighted and weighted mean, as given 
in (9.3), (9.4) and (9.7), are valid only for the particular 
set of places that happened to fall in our group of experi­
ments; and so such formulas cannot be used to evaluate the 
relative efficiency of the two types of estimates. The only 
way such formulas can be valid is by assuming that the agri­
cultural area is divided into p strata, each stratum with a 
<s|, and that our sample and future samples of places consists 
of one place from each stratum; but this assumption is very 
artificial for agricultural trials though possibly useful in 
other fields of research. 
To overcome the above criticism we are going to assume 
that the error variances follow a gamma distribution 
h( 6 2(a,X) = - ( g2)^ e a *1 a > o . (9.12) 
> 7 °  
A. Estimation of an Average Effect When 
<5 2 is Zero 
The assumption will be that a treatment effect Xj_ at 
place i is normally distributed with mean J\ and variance s| 
and that <s ? has (9.12) as density function. Two estimates 
will be considered, the unweighted and weighted mean; their 
relative efficiency will be considered also. 
The unweighted mean is defined by 
P 
x = 5. Xj/p 
where p is the number of places. The conditional variance of 
x for the particular set of places is 
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p 
Vc(x) = %_ C|/p2 
1=1 
and the unconditional variance will be 
P 
V(x) = /• • • / Vc(x) TThit s|\a,>)d «S2 = . (9.13) 
The weighted mean is defined by 
P 
*w = Y WiXi/w 
1 
where the weight Wj = 1/<S? and w = ^_w. . The conditional 
^ JL -L 
variance of x^ for the set of places in the sample is 
1 
vc(*w) = 
w 
and the unconditional variance will be 
P 
V (xj = J ..J JL- TTh±( <r*|a,X)d s2 . 
An asymptotic expression will be obtained for the above 
integral by using the following theorem stated by Meier (24, 
p. 64): 
If x1,...xk are independently distributed with 
density functions 
(,,) - .h/*1 ,-""V= , 
-•m 
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and R(x1>...xjt) is a rational function with no 
singularities for o < Xi,...xk < «*> , then Ave 
R(x1,...xj<;) can be expanded in an asymptotic 
series in the l/n^. In particular 
Ave |r(x!,...x^)^ = R(l,. 
'(s-i-)-
k 
i ) + "Z. 1 32R 
ni tlx2 
+ 01 
In order to use the theorem we first transform 
*? = -A_ 
a 
yi 
and the density function of yj_, obtained from (9.12), is 
Now, 
f(yi) = 7u7 e"ayi yi*_1 
_ X 
w 
r «î 
a H 
The rational function 
R(y% •• yp) = 
H 
satisfies the conditions of the theorem; so we then have 
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Ave ^R(yi,...yp) j= R(l,l..l) + Z ~ 
P 
^2r 
X ayj 
+ °( 1 ~) • 
A-i 
The final result is that the asymptotic expression for 
the unconditional variance of the weighted mean is 
V(xw) .  -Ai +  0 • (9.14) 
We can write 
V(xw) = (9.15) 
pa 
which will be highly accurate when p, the number of experi­
ments, is small with respect to the product X a. 
1. Relative efficiency of the weighted mean with respect to 
the unweighted mean 
If we call Rwy^ this relative efficiency, then 
V(x) X 
V. - TôÇT = (9a6) 
by substituting expressions (9.13) and (9.15). Formula (8.1b) 
is valid only when (9.15) is valid, which happens when X 
is large. For this case R^y^ is almost one, indicating that 
the weighted mean does not result in an appreciable gain in 
efficiency when X is large. 
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However R^, / , as given in (9.lb) does not give a 
correct answer when the number of experiments p is equal to 
presents the difficulty of obtaining a more precise formula 
for V(xw). To circumvent this difficulty, we proceed as 
follows. 
The conditional relative efficiency of the weighted mean 
with respect to the unweighted mean for the particular set 
of places is 
or greater than X a• A more accurate expression for Rwy^ 
)c - n 2 
which can be written 
i i 
)c -
n 2 
The unconditional ) will be 
/ P r(wA ) " R(wA )cTThi(«1l • 
1 
The above integral can be easily obtained since 
E X a _ X 
We find 
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p\-l . , 
r(»A > = ^rr (9-17) 
which is valid for all p and all X > 1. In particular when 
"X ur p is large we get expression (9.16). 
Table 21 contains the values of ) for some values 
of p and X . In general the true weights are not known and 
we can regard R^y^ ^ as the maximum relative efficiency that 
the weighted mean x^, with estimated weights, can attain 
with respect to the unweighted mean. 
Table 21. Relative 
respect 
efficiencies of the weighted mean 
to the unweighted mean. R(w/^ ) 
with 
\ P 
2 4 6 10 00 
2 1.50 1.75 1.83 1.90 2.00 
4 1.17' 1.25 1.28 1.30 1.33 
6 1.10 1.15 1.16 1.18 1.20 
10 1.06 1.08 1.09 1.10 1.11 
20 1.03 1.04 1.05 1.05 1.05 
OO 1.00 1.00 1.00 1.00 1.00 
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It is convenient to differentiate the two concepts used 
for relative efficiency. We have defined 
W^/i 
E V_(x) V(x) 
* E Vc(%w) V(x^) 
where the index c means conditional, and 
v 0 (x)  
R \ = E ) * Vc(xw) ' 
R(w/v\ ) and ^w /v j ^ are not necessarily the same. An 
asymptotic expression for R^y^ was found which coincides 
with R^y^ ) when p or \ is large. R(w/^ ) was found for 
all p and all X > 1. It is felt that R(w/^ ) is a better 
measure of the relative efficiency of the weighted mean with 
respect to the unweighted mean in the sense that it gives the 
correct measure of average relative efficiency of the two 
means. 
B. Estimation of an Average Effect When 
$ 2 is not Zero 
The assumption used is that a treatment effect x^ at 
place i is normally distributed with mean and variance 
s|, that is normally distributed with mean ^  and variance 
M and <s2 are constant for all places but varies 
from place to place following a gamma distribution (9.12). 
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Two estimates of the average response will be considered : 
the unweighted and semi-weighted mean, together with a study 
of their relative efficiency. 
The unweighted mean is defined as before 
P 
x = X. Xj/p 
i=l 
where p is the number of places. The conditional variance of 
x for the particular set of places is 
I ( t 2  + s?) 
Vc(x) = -i — 1 . (9.18) 
The semi-weighted mean is defined by 
P 
XS = I wjxi/w1 
1 
where the weight w^ is w! = ^ — , and w1 = 2 wf . i 1 <S" + 1 
The conditional variance of xs is 
V c ( x )  =  .  ( 9 . 1 9 )  
? 
1. Relative efficiency of the semi-weighted mean with respect 
to the unweighted mean 
The conditional relative efficiency R^i y ^  ^  of the 
semi-weighted mean with respect to the unweighted mean is 
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Vc(x) 
(w1/ V)c = vc(xs) 
[ i u 2  +  
p 
11 6 2 + S 
P 
1=1 
1  jfi 
2 2 
0 + 
< s 2  + J + P 
The unconditional relative efficiency R(wiy j of the 
semi-weighted mean with respect to the unweighted mean will be 
P 
R(wx/ kx1) j J R(wV k^ ctj hi( <s? 1 a,"\)d «• 
The above integral involves 
E 
+ <s2, 
—rh e( a2 + «?) 
+ <s2 1 J *= + s! 
and 
E( Q 2  + *2) = G2 + JL 
Now 
+ <s: is'S' 
and so 
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E f E t * 
= l P ( X - 1/2) Qr V2 
2<s r ( X ) 
J 
Therefore 
' s2 + S 
E 4- 1 $(s2 + -p) -4r- r ( * ' va) a1/2 
s2 + S? r\ a J 25 r (>) 
and finally 
(p-l) (<S2 + ~~—) P ( X - 1/2) g ^   ^
a 
R/,.,i / i > 2  ^T( % ) (9.20) (wY*') 
If the number p of experiments is large 
The upper bound of R^i, ^ given in (9.20) is appro­
priate when 2 has a value that does not differ much from 
~^/a. 
In general, 
R(wV vV ) <. R(w/0 (9-21) 
that is, the relative efficiency of the semi-weighted mean 
with respect to the unweighted mean, when <s2 ^  o, is at most 
1kl 
equal to the relative efficiency of the weighted mean with 
respect to the unweighted mean, when <s2 = o. 
When <s^ is small compared to X/a the upper bound of 
R(wi/ ) is too exaggerated. A smaller upper bound can be 
found as follows. 
Since 
2 , 2  ,  2  (S + <Si <S i 
we have 
and so 
(p-l)( a2 + -2— + 1 
R(wV tV) <  ^ — (9.22) 
When p is large 
R(wV vx1) < ( S2 + \ ) ^ _± 
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X. THE FITTING OF ERROR VARIANCES TO THE 
GAMMA DISTRIBUTION 
The usual presence of heterogeneity among the error vari­
ances in a group of experiments and the fact that different 
samples of places may give rise to a different set of error 
variances <s |have led us to assume that the errors are nor­
mally and independently distributed with mean zero and variance 
<S |within place 1, but that between places <s ? follows a 
gamma distribution with parameters a and X . 
In this chapter we will consider the estimation of the 
parameters a and X of the gamma distribution and will present 
an empirical investigation on the fitting of error variances 
that arose in a group of 54 corn tillage experiments. 
A. The Estimation of the Parameters a. and 
Two procedures can be considered: the method of maximum 
likelihood and the method of moments. The former one is 
generally regarded as better because of the asymptotic pro­
perties of maximum likelihood estimates when certain condi­
tions hold. However, in our case, this method proves to be 
extremely difficult, as will be apparent presently. The 
method of moments has in its favor the relatively simple 
solutions to which it leads. 
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1. The method of maximum likelihood 
It was shown before that the error sum of squares at 
place i is distributed as the product of two independent 
variables, a chi-square random variable with f^ degrees of 
freedom, and a ganna random vafiable with parameters a and 
X . It follows that Zj_ = s\/2a is distributed as the product 
of two independent gamma random variables with parameters 
(o,,fi/2) and (a, X respectively. It was shown in Chapter 
VII that the density function of z-^ has the expression 
-r^ - + X X + fl/2 , 
2cf^  —2 1 
%(X- fi/2)(2a 
fromwhich 
A + f i/2 
f i ( 8 î )
- f n è E : + 1 ) r ^ m )  
^ + f j/2 _ ! ( fsi \ 
(SV 2 I((X-f i/2) \| 2a j dsi • 
The likelihood function will be L ="TTf j_(S2 ), and the 
maximum likelihood estimates of A and a will be the solutions 
of the two simultaneous equations obtained from 
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% L * L = o 
^ a  ^X 
However, such solutions are very difficult to obtain, and we 
will not attempt them. It is to be noticed that the first 
derivative of the modified Bessel function of the second kind 
Kn(x) is, as given by Jeffreys and Jeffreys (18), 
-àr KnU) - lv^ (x) - Kn(x) - Kn+1(x) . 
When the true <S f are known the density function of the 
error variances reduces to 
= 7 u T (5|)X"le"a5fdffi • 
For this situation the maximum likelihood estimates of X and 
a become easier to obtain. Barger and Thorn (1) have found 
that an approximation to the maximum likelihood estimate of 
X is obtained from the quadratic equation 
(10.1)  
where ln means the natural logarithm, N is the number of error 
variances and <y"2 is the average of the <s|'s. 
2. The method of moments 
It was shown in Chapter VI that the first two moments of 
the error variance estimate s| at place i are 
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and 
4  
E(SJ) . M>+1) (1 +-^_) 
We can write 
N 
e ^ t  X * 2  
X 
N T 1 & ' 
and 
E 1 1 
N h) H 
The method of moments consists in using the sampling 
moments to estimate the parameters. In our case, if 
N 
"i= 1r f si 
and N 
1712 ™ N \ si 
the estimates of A and a will be given by 
~ cm? 
1 
m2 - cm? 
and (1°•2) 
~ 'X 
^ = A/m1 
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where 
N 
c = l + L4-M i fj. 
If the numbers of degrees of freedom fj_ are large we can 
consider c = 1 in equations (10.2). 
B. Empirical Investigation on Fitting the Error 
Variances to a Gamma Distribution 
We have assumed that the intra-place errors are normally 
a n d independently distributed with mean zero and variance q- f 
within place i, but that s between places, follows a 
gamma distribution with parameters a and X • We are now to 
see how this assumption about the <$• |conforms to the observa­
tions in practice. We have taken the error variances that 
resulted in 54 corn tillage experiments allocated in differ­
ent places of the state of Iowa from 1944 to 1950. The 
error variances are shown in Table 22 and we have assumed 
that they are the true tff's, though in fact they were only 
estimates with variable degrees of freedom. 
The maximum likelihood estimates of X and a, obtained 
by using equations (10.1), were 
A 
X  =  6 . 3 6  and a = 0.1022. 
These estimates are based on the assumption that the 
are known without error and this is a fact which vitiates 
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Table 22. Error variances <s \ in 54 corn tillage experiments 
in (bu/acre)2 
86.49 
26.01 
104.04 
40.96 
34.81 
22.09 
99.50 
23.04 
121.00 
56.25 
10.89 
17-64 
106.09 
36.00 
53.29 
106.00 
26.01 
62.40 
127.69 
53.50 
70.56 
101.00 
37.20 
38.44 
49.00 
18.00 
16.50 
20.25 
47.61 
99.00 
139.24 
27.04 
39.70 
163.84 
123.20 
100.50 
43.56 
60.84 
70.38 
42.25 
77.44 
71.00 
43.50 
53.29 
36.00 
79.20 
49.00 
88.36 
49.00 
44.89 
36.00 
43.56 
141.61 
26.01 
somewhat the procedure of estimation. 
Graph 1 shows the histogram of the <s|'s of Table 22 
and the fitted gamma function 
y=_4_(T=)>-1e-a$î . 
r ( x )  
It is felt that the fitting obtained is good enough to sus­
tain the assumption that the error variances are random vari­
ables which approach the gamma distribution. It is neverthe­
less certain that further investigation is needed to have a 
more definite answer. 
Y 
o.b -
I l C  LtC \10 
Graph 1. Empirical distribution of error variances 
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XI. DISCUSSION 
Groups of experiments arise in all fields of research. 
Positive findings are generally not obtained after a few 
trials, either because the treatment differences are small or 
because the population of experimental units is heterogeneous. 
Another important reason for repeating experiments is that 
treatments may interact with the conditions under which the 
experiments are conducted. In agricultural experiments it 
is commonly found that treatments interact with places and 
years and, therefore, the only way to obtain results applicable 
to a farming region is by testing the treatments over places 
and years. 
The aim of analyzing a group of experiments is to broaden 
the inferences to a certain population. However, the rele­
vant population is generally ambiguously defined; for example, 
an agricultural region has uncertain limits. The agricul­
tural researcher would like to extend the range of applica­
bility of his results either by assuming that the experiments 
he is analyzing come from a larger population or by including 
experiments of neighboring areas. Both procedures are 
logically weak but it has to be admitted that the statistician 
has little to offer here. One method is to consider as one 
area the set of places for which the interactions have 
magnitudes falling between certain limits with some 
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probability. By this procedure one can map agricultural areas 
into statistical areas. Such a device would be very useful 
for future designs of groups of experiments if the statisti­
cal areas remain constant for other treatments that would be 
tested in new experiments. 
The analysis of experiments must be based on a statisti­
cal model which must conform to the experimental situation 
with assumptions that are not in conflict with general knowl­
edge. The great utility of the analysis of variance in many 
types of experiments may induce its indiscriminate application 
without taking care of the assumptions under which it is 
based. With this feeling the model for a group of experiments 
was first developed without a priori distributional assumptions 
and without homogeneity of the variances of the components 
entering in the model. Later chapters of this study took up 
the effects of several restrictions in the variance and 
distribution of the experimental errors. The first case 
considered was that the experimental error variances are 
homogeneous and that the number of replicates of treatments 
is constant. It was considered next that the experiments had 
unequal number of replicates but with homogeneous error vari­
ances. Finally heterogeneity of error variances was studied 
under the assumption that the error variances follow a gamma 
distribution. 
Emphasis was put on the fact that heterogeneity of error 
variances means that for the i-th place there is an error 
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variance and since the places are random variables the 
<s|'s must follow a statistical distribution. The weighted 
analysis of variance and the variances of the weighted mean 
given by Cochran and Carroll (5)* Cochran and Cox (6) and 
Meier (24) were evaluated assuming the <sf's to be random 
variables, and the conclusion that such methods are question­
able in agricultural experiments was reached. 
It was assumed that the man of an effect and the 
error variance <s both at place i, were independently dis­
tributed . This assumption may not be true in experimental 
situations where the M ^ and <S |are functionally related, 
but for such cases the best approach would probably be to 
employ a transformation of the data according to the func­
tional form. 
When the error variances follow a gamma distribution some 
of the quadratic forms in the analysis of variance are dis­
tributed as the product of two independent gamma random vari­
ables . This distribution was found to be very complex in 
general, and an approximation was found by using its first 
two moments. It would be desirable to investigate further 
the amount of approximation involved and perhaps a better 
and simple adjustment could be made to increase the accuracy 
of approximation. 
The tests of significance obtained when the error vari­
ances are gamma distributed Involve a nuisance parameter. 
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No way was found to eliminate it. It was suggested that use 
be made of previous information if available on that parameter 
when the number of experiments is small. A method to estimate 
the nuisance parameter from a group of experiments was given 
and its use is certainly more appropriate the larger the number 
of experiments. 
The relative efficiencies of the weighted mean and semi-
weighted means with respect to the unweighted mean under the 
assumption that the error variances follow a gamma distribu­
tion were investigated. A table and formulas were given to 
guide the researcher in choosing any type of mean. In agri­
cultural experiments the interactions of treatments with other 
factors like places and year are expected to be large. For 
such a case the unweighted mean is preferred, a result which 
agrees with the recommendation of Yates and Cochran (38). 
An actual group of error variances was considered in order 
to investigate their fitting to the gamma distribution. The 
result found agrees fairly well with the assumption imposed 
on the distribution of the error variances. However, it is 
necessary to study further cases. It may be that other types 
of distributions fit the experimental data better and it is 
possible that the type depends on the kind of experiment. 
One aspect that has not been touched in this investiga­
tion concerns the heterogeneity of the interactions of treat­
ments with other factors like places and years. It is felt 
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that the usual assumption of homogeneity of such interactions 
leads to certain logical Inconsistencies in the analysis. 
Suppose that we have t treatments and a years; in the analysis 
of variance the interaction treatment x years will have b 
equals (t-1)(a-1) degrees of freedom. Under normality 
assumptions the accuracy of a mean square depends on its de­
grees of freedom. Therefore the accuracy of the interaction 
treatment x years mean square will depend on b, which can be 
increased by augmenting t, a or both. It does not seem 
entirely reasonable, form the viewpoint of finite sampling, 
that this should be the case and an investigation should be 
made of the matter. 
Other problems are related to explanation of interaction 
in terms of dependence of yield with a treatment producing 
effect on the yield of a uniform treatment. Some work has 
been done on this matter, but is not included in this thesis. 
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XII. SUMMARY 
This study deals with tests of significance and estimation 
procedures in groups of experiments. The discussion is con­
fined to agricultural experiments but generalization to other 
fields of research may be inferred easily. Such procedures 
vary according to the assumptions given to the errors. The 
classical approach of weighted and unweighted analyses is 
discussed and criticized. A new theory is developed and the 
methodology to which it leads is explained. 
The formulation and basis of the mathematical model for 
a group of experiments was investigated first, so that later 
developments were logically based and the assumptions later 
used could thus be weighed critically. 
The analyses of groups of experiments under ideal condi­
tions of homogeneous errors and experiments with equal number 
of replicates was considered. Attention was given to disturb­
ances arising from the presence of residual year effects and 
circular correlation in the errors within an experiment. 
The unweighted means analysis was discussed and a study 
was made on the effects in the levels of significance of 
relevant tests in a group of experiments with different num­
ber of replications and homogeneous error variances. 
The distribution of a single effect was conceived as 
the mixture of several distributions. The effect x-j_ at 
1^ 6 
covariances of sums of squares in the analyses of variance 
was presented also. 
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place 1 was assumed normally and independently distributed 
with mean and variance <s the place means m ^  were 
assumed normally and independently distributed with mean 
and variance <s 2, and finally the place error variances | 
were assumed independent of M.^ and to follow a gamma distri­
bution. These conditions were used to obtain the distribu­
tions of an effect, of the average effect in one or more 
placesj and of the error mean square in one place. 
The presence of heterogeneity of error variances in 
agricultural experiments led to the assumption that the error-
variances follow a gamma distribution. With this hypothesis 
the analysis of variance for groups of experiments was in­
vestigated. Distributions of the quadratic forms involved 
were studied, which led to adjustments in classical tests 
of significance. Estimation procedures were investigated 
and relative efficiencies of the weighted and semi-weighted 
means with respect to the unweighted mean were obtained. 
An empirical investigation was presented on the fitting 
of a set of error variances that arose in an actual group of 
experiments to a gamma distribution. The result proved to 
be compatible with the hypothesis. 
There were some incidental investigations that were 
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tion of the product of two independent gamma random variables 
was considered. A method to obtain the variances and 
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