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I. Introduction
Item response theory (IRT) is a psychometric paradigm for the construction, scoring, and analysis of test forms and items (Thompson, 2009) . IRT considers that there exists a certain kind of relationship between the performance of students with a different ability and an item. This relationship is called an item characteristic curve (ICC) to represent the possible relationship between students' ability (or a certain latent trait) and probability that students correctly answer this item (Yu, 2009; Embretson and Reise, 2000) . Owing to the advances in computing and information technology, computerized adaptive testing (CAT) is being introduced to the world.
For example, Programme for International Student Assessment (PISA) defines increasing the use of adaptive testing to be one of the six objectives for the longer-term development of PISA (PISA, 2014) . The main concept of CAT is to choose the next item for an examinee based on his/her lastitem response (Ree, 1997) . When an examinee correctly answers the last item, CAT chooses a more difficult item to be his/her next item. On the contrary, CAT chooses an easier item for the next one when he/she makes a wrong response to the last item.
Currently, students no longer have to passively consume learning materials but have to actively create and disseminate knowledge (Munoz-Organero et al., 2010) so that there is some research regarding the application of computational intelligence to adaptive learning. For example, Lee et al. (2014a) presented a type-2 fuzzy set (T2 FS)-based adaptive linguistic assessment system to evaluate human performance on the game of Go. Melia and Pahl (2009) proposed a courseware authoring validation information architecture to adaptively validate courseware. -Organero et al. (2010) proposed a service-oriented personalized e-learning environment to make users consume external e-learning services orchestrated by an IMS-LD. Sampayo-Vargas et al. (2013) used an educational computer game to evaluate the effectiveness of adaptive difficulty adjustments on students' motivation and learning. Fuzzy markup language (FML) is an XMLbased language for enabling full interoperability in fuzzy systems design (Acampora and Loia, 2005; Acampora et al., 2013) . FML and genetic FML (GFML) allow a fuzzy reasoning to be distributed and applied to many applications like ambient intelligence (Acampora and Loia, 2008) , NoGo (Lee et al., 2012b) , computer Go Lee et al., 2014a) , dietary assessment (Lee et al., 2012a; Lee et al., 2014c) , and so on. Additionally, the IEEE Computational
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Intelligence Society (CIS) P1855 Working Group members are enacting the documents to make FML the first standard technology in the field of computational intelligence.
One of the most popular clustering algorithms is fuzzy c-means (FCM) clustering mechanism and it was proposed by Bezdek in 1981 (Bezdek, 1981; Cannon et al., 1986; Bezdek et al., 1984) .
FCM-related applications to problems in clustering, feature selection, and classifier design have been reported in very large data (Havens et al. 2012 ) and other domain areas. For example, Zarinbal et al. (2014) presented an interval type-2 relative entropy fuzzy c-means clustering and
showed that it has a very good ability to detect noises. Ji et al. (2014) developed the intervalvalued possibilistic fuzzy c-means clustering algorithm to segment the brain magnetic resonance images and natural images. Wikaisuksakul (2014) presented a multi-objective genetic algorithm with fuzzy c-means for automatic data clustering. Genetic algorithm (GA) is a popular approach to optimizing the performance according to search heuristic (Chen et al., 2013) . Additionally, the use of genetic fuzzy systems has been widely extended because of their inherent flexibility and their capability to jointly consider different optimization criteria (Cordon, 2011) . Until now, there has been a lot of research on GA. For example, Lee et al. (2012a) and Lee et al. (2012b) utilized a novel genetic fuzzy markup language and applied it to healthy diet assessment and game of NoGo, respectively. Meng and Pei (2012) combined fuzzy logic and GA to extract linguistic rules from data sets. Ghanbari et al. (2013) developed a Cooperative Ant Colony Optimization-Genetic Algorithm (COR-ACO-GA) to construct energy demand forecasting knowledge-based expert systems. Hong et al. (2014) used an effective parallel approach for genetic-fuzzy data mining to overcome the low-speed fitness evaluation problem of the original algorithm.
Owing to the promotion of the adaptive assessment e-platform in the world, the developed system's load testing for an adaptive assessment e-platform becomes an important issue during development of such an e-platform. Hence, we propose the performance verification mechanism for the adaptive assessment e-platform and enavigation application. The technical contents in terms of innovation and significance are as follows: The key contribution of this paper is to use the genetic fuzzy markup language (GFML) to describe the knowledge base and rule base of the e-platform performance verification for elementary-school and junior high-school students' assessment e-platform in Taiwan. We collect the data and information of e-platform loading in two different mechanisms. One is to use JMeter to simulate lots of users to do the test within a specific period of time and make a response to all selected items. Another is there are about 10,000 students surfing on the e-platform to do adaptive testing. Next, we use the fuzzy cmeans (FCM) clustering mechanism to construct the fuzzy sets according to the collected data. And, the weight-based fuzzy rule construction mechanism is executed to construct the fuzzy rules. After domain expert's verification and validation, the knowledge and rule base of the performance verification and validation mechanism are built. Finally, the system load is inferred to evaluate the e-platform performance. The remainder of this paper is as follows: Section II briefly introduces the Program of Learning Diagnosis and Progress Assessment (POLDPA) of Kaohsiung project in Taiwan. The e-platform performance verification mechanism is presented in Section III. Experimental results are given in Section IV. Finally, conclusions are given in Section V.
II. Program of Learning Diagnosis and Progress Assessment (POLDPA) of Kaohsiung in Taiwan

POLDPA Routing Architecture Overview
In this paper, the system load testing for the POLDPA e-platform focuses on the adaptive etesting subsystem. Figure 1 shows the routing architecture diagram for the POLDPA e-platform.
We give some brief descriptions of Figure 1 as follows: (1) Junior high-school or elementaryschool students of Kaohsiung connect to the Internet via their computers at the computer classroom; (2) After connecting to Education Bureau of Kaohsiung city government, students surf on the POLDPA e-platform which is located at the National Center for High-Performance Computing (NCHC), Taiwan; (3) After passing the account's authentication, POLDPA's adaptive e-testing subsystem is activated by judging students response to the last item, estimating students' ability based on their response to the item, and selecting the item that suits students' current ability to be the next item; (4) Students continue to make a response to the selected item until (a) maximum number of items has been responded or (b) minimum number of items has been responded and the minimum standard deviation error has been reached (Lee et al., 2014b 
Introduction to System Load Testing Structure for POLDPA e-Platform
System load testing is one of the methods used to test the limits of the performance of the servers, network, and algorithm in order to find the optimized performance of the system. Figure 2 shows the system test structure for POLDPA e-platform to verify the eplatform's performance. The brief description is as follows: (1) Figure 3 shows the adopted system structure for POLDPA e-platform performance verification and validation, including a CPU usage mechanism, a FCM-based fuzzy set construction mechanism, a weight-based fuzzy rule construction mechanism, a fuzzy inference mechanism, and a genetic learning mechanism. Herein, the fuzzy inference mechanism is composed of a fuzzifier, an inference, and a defuzzifier. The inputs are number of threads (NT), constant timer (CT), MySQL parameter (MP), CPU usage (CU), and testing time (TT) . Based on the pre-defined knowledge base (KB) and rule base (RB), the system load (SL) is inferred after implementing the fuzzy inference mechanism.
System Structure of Performance Verification and Validation for e-Platform
The reasons that we choose NT, CT, MP, CU, and TT to input are as follows: (1) In our system load testing, we use JMeter to simulate users to connect to the server. Therefore, number of threads decide how many threads are issued by all of the available PCs; (2) Constant timer denotes one thread pause for the same amount of time between requests when we use JMeter to simulate the users. For simulation data, we usually set the constant timer to be 1 second to simulate from the one item that responds within about 1 second. However, for actual students' test, one item usually responds about between 30 seconds to 50 seconds; (3) Tuning parameters for relational database management system (RDMS) and HTTP server is an important job to optimize the server's performance; (4) CPU usage derives from the CPU utilization across all processes on all systems of Ganglia. Based on CPU last-hour information captured from Ganglia, we can acquire the CPU usage during testing; (5) POLDPA e-platform frequently queries and stores data via a database during testing in order to choose the next item that fits current students' estimated ability. If such a kind of I/O operation fails, the testing time of one completed test will shorten.
Hence, the length of the testing time is an indicator to show whether this testing is successful or has failed.
Because of the above-mentioned explanations, NT, CT, MP, CU, and TT are chosen as our input fuzzy variables to infer the SL. Herein, system load represents the number of users that successfully finish the testing. Additionally, we also executed the genetic learning mechanism to optimize the knowledge base and rule base based on the selected training data to improve the performance of the proposed approach. 
III. E-platform Performance Verification Mechanism
CPU Usage Calculation Mechanism
This subsection introduces how to acquire CPU usage from the collected data. CPU usage from Ganglia, including percentages of User CPU, Nice CPU, System CPU, WAIT CPU, and Idle CPU, is a good indicator to see whether the server works efficiently. 
CU(%)
where, T denotes total number of unit time between starting time (T s ) and ending time (T e ), and y i denotes the CPU usage percentage for the i th unit time.
FCM-based Fuzzy Set Construction Mechanism
In this paper, we use FCM to construct the initial fuzzy sets. FCM is based on minimization of the object function, shown in Eq. 3. The FCM algorithm, via an iterative optimization of J m , produces a fuzzy c partition of the data set X={x 1 , x 2 , .., x n }. Fuzzy partitioning is carried out through an iterative optimization of Eq. 3 with the update of membership u ij (calculated by Eq. 4), and the cluster centers c j (calculated by Eq. 5). The iteration will stop when Eq. 
where, m is any real number greater than 1, n is the number of data items, u ij is the membership degree of x i in the cluster j, x i is the i th of d-dimensional measured data, c j is the ddimension center of the cluster, and is any norm expressing the similarity between any measured data and the center (DEIB, Politecnico di Milano, Italy, 2014; Cannon et al., 1986) .
where U (k+1) is the fuzzy c partition at step k+1, U k is the fuzzy c partition at step k, and is a termination criterion between 0 and 1.
Genetic Learning Mechanism
The adopted genetic learning mechanism (Lee et al., 2012a) operates as follows: (1) The initialization mechanism uses the encoded before-learning GFML to be the original chromosome, and then mutates it until the size of population is reached; (2) The chromosomes in the population are evaluated by executing the evaluation mechanism; (3) Parents are selected by the roulettewheel selection mechanism, which is one of the most common techniques being used for a proportionate selection mechanism; (4) The single-point crossover and mutation mechanism executes the crossover and mutation for the parents to generate their offspring based on the crossover rate and mutation rate, and they are evaluated by the evaluation mechanism; (5) If the fitness value of the generated offspring is better than the worst chromosome in the population, then the offspring replaces the worst one by executing the replacement mechanism. In this paper, we use mean square error (MSE) as the fitness function, calculated by Eq. 7. If the fitness value of the best chromosome (Fitness) satisfies the minimum error (error min ), then stop the evolution.
Otherwise, the genetic learning mechanism continues to evolve until the maximum number of generation (N GEN ) is reached; (6) Finally, the best chromosome is decoded into an after-learning
where N denotes the number of training data, x i and y i are the inferred output and the desired output, respectively, for the i th record of the training data.
IV. Experimental Results
Data Collection
This section introduces the experimental results. The input data are divided into two groups.
One is simulation data from JMeter on April 19, April 29, and April 30, 2014. Another is the actual data collected from about 10,000 students' adaptive e-testing on May 26, 2014. Below is their brief descriptions:
For simulation data:
We use multi-computers installed JMeter to send multi-threads to simulate lots of students to do the adaptive e-testing via ten servers (M1~M10).
Each script does the account authentication, confirms the tested subject, makes a response to the selected 25 items via I/O database, and writes the simulated students' evaluated ability and percentile rank (PR) into the database.
The following variables are variable to simulate different kinds of simulation conditions:
(1) set the value of the number of threads (users) for each computer to simulate how many users are simultaneously surfing the e-platform to do the test, (2) set constant timer's thread delay to introduce how many mini-seconds are delayed between consecutive requests of the same thread, and (3) set the MySQL parameter, like connect_timout, max_connections, max_connect_errors, query_cache_limit, and so on, to check if CPU usage of the server could be increased.
After finishing testing, the testing time and some data are collected and then they are Table 1 shows the collected data at NCHC on April 29,
2014.
For actual data:
About 10,000 students joined this system load testing on May 26, 2014. In order to reduce the instantaneous system load, we set up one entrance server to dispatch the system load into eight servers (M1~M6, M9, and M10) according to the administrative district which the involved students' schools are located. We use the expected the number of involved students as the number of threads. Additionally, the average response time for one item is regarded as the constant timer. After finishing testing, the testing time, SL A , SL B , SL C , and SL D , and SL DO are stored into the database. Table 2 shows the actual data collected at Kaohsiung on May 26, 2014. 
Genetic Learning Performance Comparison between before Learning and after Learning
We first use 16 pairs of crossover rate and mutation rate (CR / MR) to do some experiments in learning the knowledge base and rule base of the adaptive assessment e-platform load verification for 3000 generations. The total number of collected data is 73, where 65 data are used for training and 8 data are used for testing. That is, all of the simulation data are for training and the actual data are for testing. In addition, we use MSE as a criteria in order to evaluate the performance of the genetic learning. However, in order to make the range of MSE to be [0, 1] , MSE * is calculated by Eq. 8. Additionally, the accuracy criteria, calculated by Eq. 9, is also adopted in this paper.
Observe that for training data, 0.9/0.05 has the best performance after learning. For testing data, 0.9/0.1 has the best performance. Because both 0.9/0.1 and 0.9/0.05 have the better performance, we use 0.9/0.1 and 0.9/0.05 to evolve for 1000, 7000, and 10000 generations. show the MSE * and accuracy, respectively, before learning and after learning 1000, 3000, 7000, and 10000 generations when crossover rate is 0.9 and mutation rate is 0. 
Genetic Learning Performance based on FCM Clustering Mechanism
In this subsection, we want to validate the performance of FCM clustering mechanism. We compared the performance between general KB and FCM-based KB (see Figure 5) . Figures 8(a) and 8(b) show the behaviour of MSE * and accuracy when generation is 3000, crossover rate is 0.9, and mutation rate is 0.1, respectively. Observe that the FCM-based KB outperforms the general KB from the viewpoint of the MSE * and accuracy.
V. Conclusion
In this paper, we infer the system load according to the number of threads, constant timer, MySQL parameter, CPU usage, and testing time of the system servers in the eplatform. Additionally, two kinds of data are collected to validate the performance of the proposed approach. We also used the genetic algorithm to learn the knowledge base and rule base to optimize the performance of the e-platform. Experimental results show that the proposed approach is feasible to apply to the adaptive assessment e-platform performance verification and validation. The practical applications of such a study is also possible to contribute to the performance verification of e-Navigation systems that will be developed in the near future. However, current performance still exhibits some weaknesses. Compared to the traditional approach, a type-2 fuzzy has its superiority, for example, a type-2 fuzzy set is three-dimensional and its additional dimension provides it to have additional degrees of freedom to model and handle the real-world uncertainty (Mendel, 2001) . Hence, in the future, we will compare the experimental results and make the discussions with an alternative method like type-2 fuzzy set or data mining to improve the performance of the proposed approach. Furthermore, the improved adaptive assessment e-platform also can be applied to other countries in Asia (e.g. Korea and Japan), Europe, America, etc.
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