When dealing with sensors with different time resolutions, it is desirable to model a sensor reading as pertaining to a time interval rather than a unit of time. We introduce two variants on the Hidden Markov Model in which this is possible: a reading extends over an arbitrary number of hidden states. We derive inference algorithms for the models, and analyse their efficiency. For this, we introduce a new method: we start with an inefficient algorithm directly derived from the model, and visually optimize it using a sum-factor diagram.
INTRODUCTION
Consider the following sensor setup: at 15 fixed locations in a building, a Bluetooth transceiver ('scanner') is installed, and performs regular scans in order to track the position of a mobile device. The scanning range is such that the mobile device can be seen by 2 or 3 different scanners at most places. To estimate its position, a Hidden Markov Model (HMM) is used: this probabilistic model relates a sequence of observations (scan results) at times t = 1..T to a sequence of hidden states (positions) at the same times. An advantage of a HMM is that it includes a transition model, in which domain knowledge can be encoded about possible position changes: for example, that it is impossible to move directly from room A to room B due to a wall [6] .
A disadvantage of a HMM is that it synchronizes hidden states with observations. In the above setup, which Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. we implemented in our lab, scans take about 10 seconds (it is unknown when in this interval the mobile device really responds) and are performed 4 times per minute. For several reasons, it is desirable to have a higher time resolution for the hidden states: (a) to encode higher-precision possible transitions, (b) to integrate readings from sensors with other time resolutions, and (c) to handle the situation where the 10-second scans are not synchronized with each other.
To accomodate a higher hidden time resolution within this probabilistic framework, we define a generalization of the HMM which we name HMM-AO (Aggregate Observations). In this model, each observation can stretch over an arbitrary number of hidden states, possibly overlapping with other observations. Furthermore, it is not required that observations occur at regular intervals, which provides a straightforward way to deal with missing sensor readings. We also define a restricted variant of HMM-AO named HMM-NOR (Noisy-OR) that is more specific to the above setup.
An important property of the HMM is that inference of the probability distributions over the hidden states can be done in linear time w.r.t. the sequence length (which enables forward filtering or fixed-lag smoothing in a streaming way [9] ). We derive inference algorithms for our models for which this is also the case. For HMM-AO, however, the running time is exponential in the interval length, which renders it unsuitable for high time resolutions. The running time for HMM-NOR is independent of interval length.
A substantial contribution of this article is a new method for deriving these inference algorithms: we start with a highly inefficient algorithm directly derived from the model's definition, and rewrite it for efficiency using a so-called sumfactor diagram and a set of visual transformation rules. At the moment, we have optimized the number of basic calculations, but we see potential for more complex cost models.
The rest of this article is organized as follows: in Sect. 2, we define the models; in Sect. 3, we explain inference with sum-factor diagrams, which we apply to our models in Sect. 4. Related work and conclusions are presented in Sect. 5 and 6.
HMM, HMM-AO & HMM-NOR MODELS
To do probabilistic sensor data processing, one needs a probabilistic model of the observed phenomenon and the sensing process. This model defines a number of stochastic variables (written in capitals, e.g. X,Y ) and the relations between them. Every sensor reading is represented by an observable variable (also called evidence variable A probabilistic model is characterized by the joint probability distribution (jpd) that it defines over its variables. In a model with n variables X1-Xn, the jpd defines a probability P(X1 = x1, . . . , Xn = xn) for every possible combination of xi values. All information about the probabilistic relations between variables can be deduced from this jpd.
The most simple method of defining a probabilistic model is providing a table with all the values in the jpd. However, the size of this table grows exponentially with the number of variables. A popular alternative is to define the model by means of a Bayesian network [3] , which is what we will do in this section.
Notation
Where a probabilistic event (e.g. X=x,Y =y,Y =0) is expected, we often omit the stochastic variable (X, Y ) and write only the concrete or abstract value (x, y, 0). It should always be clear which variable we have omitted: values 0, 1 and y always belong to a Y variable, and value x to an X variable. When a value has a subscript, this transfers to the variable: P(y1) means P(Y1 = y1). In case of the concrete values 0 and 1, the subscript only refers to the variable: P(1t) means P(Yt = 1).
In a summation, the range of the variable is omitted. We always sum over all possible values that the stochastic variable can take. The scope of a summation extends as far as possible: in P
f2(x2), the first summation sums over the whole expression. For summing only over f1(x1), we write h P
f2(x2) i . In the context of a probabilistic event, dots in a subscript mean the conjunction of probabilistic events: P(x1..3) means P(X1 = x1, X2 = x2, X3 = x3). In a summation, they mean a nested summation over all variables: P
f (x1, x2, x3).
The three models as Bayesian networks
A Bayesian network consists of two components:
• A directed acyclic graph, in which the nodes represent the stochastic variables. The edges define a parent relation by pointing from parent to child; we write Parents(X) for the set of parents of variable X.
• A conditional probability distribution (cpd) for each stochastic variable X, defining P(x|parents(X)) for all possible values of x and parents(X). We use parents(X) (notice the lowercase p) as an abbreviation for a set of abstract values for the stochastic variables Parents(X). For example, if Parents(X45) = {X3, X22, X29}, then P(parents(X45)) means P(x3, x22, x29).
In a Bayesian network over n variables X1-Xn, the joint probability distribution over all the variables is given by
Advantages of using a Bayesian network are:
• If the cpds are defined by tables of probabilities (which provides maximum generality), the number of parameters that define a model is exponential in the maximal number of parents that a variable has, rather than in the number of variables. It is also possible to define a cpd with less parameters, e.g. the cpd (Cpd-NOR) that we will shortly define.
• The fact that the jpd is factorized into n factors speeds up inference (see Sect. 3.1).
• The directed graph provides an intuitive method for modelling cause-and-effect relations: if X can directly cause Y (with an amount of uncertainty), one draws an arrow from X to Y . Formally, this translates into conditional independence properties of the model. For example, in Fig. 1a , the only direct cause of Y1 is X1. Knowing the value of X1 is enough to fix the probability distribution over Y1. Knowing the value of any other variable, e.g. x0, does not result in another distribution: P(y1|x1, x0) = P(y1|x1). The conditional independence properties can be directly deduced from the graph; see Charniak's tutorial [3] .
We now define the three different models as Bayesian networks: the regular HMM as a reference, followed by our extended models HMM-AO and HMM-NOR. As shown in Fig. 1a , the regular HMM consists of a layer of observation variables Yt and a layer of state variables Xt. For every Xt, the cpd P(xt|xt−1) is equal, and is called the transition model. Also, for every Yt, the cpd P(yt|xt) is equal, and is called the sensor model. Initial state X0 does not have any parents or an associated Y0.
In the HMM with aggregate observations (HMM-AO), we replace the observation layer by a set of variables Y I , Y II , . . . indexed with Roman numerals, over which we range using i instead of t. Each Y i is connected to an arbitrary number of subsequent state variables Xr, . . . , Xs (see Fig. 1b) . Their cpds can all be different in principle.
The structure of the HMM with Noisy-OR aggregate observations (HMM-NOR) is equal to that of the HMM-AO, but its variables Y i are restricted to binary variables (taking values 0 or 1), and their cpds to a 'Noisy-OR' form
Again, the cpd for each observation Y i can be different (hence the i subscript in f it ).
The cpds in the HMM-NOR are a slight generalization of the original Noisy-OR model [8] . To get this original model back, the input variables xt should be binary as well, with f it (0) = 1 and f it (1) = q it (where q it is the probability that a 1 on input xt is 'inhibited').
To better visualise the conditional independence structure of the Noisy-OR cpd, it is possible to split it up by introducing additional unobservable binary variables Y ir , . . . , Y is in the model (see Fig. 1c ). Their cpds are defined to be
The cpd of Y i , now conditioned on these variables, is degenerate (the probabilities can only be 0 or 1), and represents the logical OR function:
The reader may check that P(y i |xr..s) then equals (Cpd-NOR).
Although the additional Y it variables clarify the model, we do not need them in deriving the inference algorithm.
Bluetooth localization with HMM-NOR
We will briefly explain how we have applied the HMM-NOR model to our Bluetooth localization task. Each Xt variable represents the location of the mobile device at time t, where time is discretized into granules of 2.5 seconds. Space is also discretized into 50 locations, each of which correspond to an office or a section of the corridor. Each Y i variable corresponds to one 10-second scan, and stretches over 4 subsequent X variables (because there are 15 scanners that all produce 4 scans per minute, there is a lot of overlap). A positive observation Y i = 1 represents the event that the mobile device was detected during that scan, and a negative observation Y i = 0 represents the event that it was not.
The cpd P(xt|xt−1) encodes the possible transitions that a mobile device can make within 2.5 seconds, and are estimated from the topology of the building and human walking speed. The cpd P(y i |xr..s) represents the probability that the mobile device has been scanned given its locations within the 10-second interval [r, s]. It is different for each of the 15 scanners, and can be estimated in the following way: the mobile device is kept in location a for some time to record the number of detections by the scanner in question. The fraction of detections out of performed scans is denoted pca, and used as an estimate for the probability P(1 i |Xr = . . . = Xs = a) for scanner c.
We further make the assumption that f it is independent of the moment that the scan took place, and also of the moment t within the interval. It is only dependent on the scanner c that performed the scan. Therefore, f ir = . . . = f is = fc. Then, using (Cpd-NOR), we derive that fc(a) = 4 √ 1 − pca. Repeating this procedure for every scanner-location combination gives us all the parameters of our sensor model.
Notice that HMM-NOR model has another advantage over HMM-AO except for efficient inference: given the above assumption that f it is the same for each moment t within the
√
1 − pca to define our new sensor model (we do not address the question of how the transition model is affected here).
The price to pay for the HMM-NOR model are the conditional independence assumptions between the Y it variables. We do not elaborate on this now, but we would like to point out that these independence assumptions are similar to those in the original HMM model (which can also perform well in situations where these assumptions are not entirely faithful).
USING SUM-FACTOR EXPRESSIONS

Inference over a factored distribution
Given a probabilistic model over a set of variables, inference is the general task of deriving the probability distribution over a subset of query variables, given the observed values of another subset called the evidence variables. Formally, we partition the model's variables into Q1..m, E1..n and (the remaining variables) R1..p, and the goal of the inference task is to calculate P(q1..m|e1..n) for all values q1..m, given certain values e1..n. Using basic probability axioms, this can be written in terms of the joint distribution (where α = 1/P(e1..n)):
(Inference) As this probability is calculated for all values of q1..m, and it is known that these will sum to 1, it is not necessary to calculate the constant factor α. Thus, the inference task consists of repeatingly evaluating a summation over the R1..p dimensions.
In general, this summation is exponential in p. However, in the case of a factored joint distribution, it can be rewritten into a more efficient form. For a small example, assume we have a probability distribution over variables A, B, C and D which is factored as follows: P(a, b, c, d) = f1(a, b)f2(c, d). Now, let us take A as the query variable and D as the evidence variable. We can rewrite P(a|d) to:
The two-dimensional summation is split into a product of one-dimensional summations. The same principle can be applied for a greater number of R1..p variables. The complexity of the inference task will be linear in p if the distribution is always sufficiently factorized (i.e. the number of variables in a factor is limited independently of p).
However, the above example is simplified by the fact that there is no overlap between the factors. Usually this is not the case. For example, the joint probability distribution can be factored like:
In this case, the summation expressions cannot be factored into a product, but can take different nested forms. If we do a summation over all the variables in the above distribution (for clarity of exposition; it does not make sense as an inference task), several of these forms are:
Shown on the left are the corresponding sum-factor diagrams, which are explained in the next section. Exprs. (1b)-(1d) all represent more efficient ways to calculate the summation than Expr. (1a).
Sum-factor diagrams
For the models described in section 2, the summation expressions can already get quite complex. As a tool for visualizing their structure and efficiency, and for rewriting them into a more efficient form, we introduce the sum-factor diagram. This diagram can represent an expression of the form
i.e. an arbitrary permutation of factors and summations over the free variables of the factors, with the scope of each summation extending to the end of the expression. It is not allowed to introduce the same variable name twice, so P a f1(a, b) P a f2(c, a) and f1(a, b) P a f2(c, a) are illegal. This is a purely syntactic restriction, and can be avoided by using P a f1(a, b)
) and f1(a, b)
(To avoid all confusion: using the same variable in two different factors, e.g. P a f1(a, b)f2(c, a) is legal.) We call this form a sum-factor expression. The expressions (1a)-(1c) are sum-factor expressions; expression (1d) is not, but both factors on its top level are. The corresponding diagrams are shown next to the expressions.
On the diagram's horizontal axis (not labeled) are the factors, in the order in which they appear from left to right in the expression. On the vertical axis are the free variables of all the factors, in an arbitrary order. A dot in the diagram indicates that a variable appears in a factor. For example, for Expr. 1c, the leftmost column of its diagram shows that the leftmost factor in the expression, f4(c, d), contains the free variables c and d.
In a sum-factor expression, a summation occurs between factors, and so it does in the diagram; it is indicated by a vertical stroke, in the row corresponding to the variable over which it sums. If there are multiple summations between two factors, their order is considered irrelevant, and all the strokes are at the same horizontal position (see Expr. 1a).
The grey color is auxiliary, and is derived from the dots and strokes. Reading a row from left to right, the grey bar starts at the position of the summation over that row's variable, or at the left margin if there is no summation. The bar ends at the rightmost position where the variable occurs in a factor. When read from right to left, the grey bar corresponds to the lifetime of the variable in the evaluation of the expression. The larger the grey area, the more inefficient the evaluation (see Sect. 3.3).
The expressions (1a)-(1d) calculate the same value, and can be transformed into each other due to distributivity x(y + z) = xy + xz. To ease these transformations, we define four derived rewrite rules which map more directly to sum-factor expressions. Using these rules, we can rewrite an expression visually, by manipulating its diagram.
In these rules, we use the notation P R f , which is a multidimensional summation over the variables in the (possibly empty) set R. For example, if R = {a, b}, then
f (the order of the summations is irrelevant). In the notation P R,v , the set of variables which are summed over is partitioned into two disjoint subsets R and {v}.
Moving a summation to the left.
Swapping two adjacent factors.
Moving a summation to the right. This rule is only applicable if factor f does not contain free variable v.
Splitting an expression; R is the set of variables which are both summed over in φ and free in ψ.
Efficiency of sum-factor expressions
An important purpose of a sum-factor diagram is to visualise the efficiency of the expression. Talking about the efficiency of an expression implies an operational semantics: a function that maps an expression to an execution plan. When run, this execution plan results in a sequence of basic instructions (multiplication, addition). In this article, we are only concerned with the number of these basic instructions. However, there is nothing that prevents the definition of more complex cost models (taking e.g. running time and memory consumption into account) for our execution plans.
A naive operational semantics for a sum-factor expression would map it to a nested loop over all variables (i.e. one level of nesting per variable). The number of instructions in such an execution plan is always exponential in the number of variables: no matter how a sum-factor expression is rewritten, the number of summations stays the same. However, such a plan often performs a lot of redundant work, because many calculations in the inner levels do not depend at all on the value of the variable in the outer level. As an example, take the expression P a f1(a)
P c f3(b, c) and assume the variables all have a domain of 50 values. Calculation of the subexpression P c f3(b, c) then requires 49 additions, and has to be repeated (because it has a different outcome) for every value of b, yielding 50 · 49 additions. However, this is again repeated for every value of a; 50·50·49 additions, while no new values are calculated. (c) The diagram has been split, and the order of factors on the left side has been reversed. Figure 2 : Deriving an efficient inference algorithm for P(x6|y1..12) in the regular HMM, using sum-factor diagrams. For readability, the P(yt|xt) factors are shown using open dots ().
Hence, we introduce our own operational semantics for sum-factor expressions, which avoids recalculating subexpressions. In these semantics, the result of evaluating an expression φ is always a n-dimensional array, containing the expression's value for all possible combinations of values for its n free variables FV(φ).
Given a sum-factor expression φ, we will write φ for its execution plan. We inductively define First, the plan for the inner sum-factor expression φ is executed, which results in array v'. Next, the outer loops range over the elements of the result array v. For every element, the inner loops sum the f · φ product over the R dimensions.
As a result of this recursive structure, the execution plan for a sum-factor expression starts at the rightmost factor. In this base case, there is no subexpression φ: we then define array v' to have dimensionality 0 and value v'() := 1. Now, in a sum-factor diagram, each column corresponds to a set of loops like in the above plan. They loop over the grey variables: variables that have occurred in a subexpression and have not been summed out yet. These columns are each 'executed' once, from right to left. Thus, the number of basic instructions produced by a sum-factor expression's execution plan relates exponentially to the height of its diagram's grey area, and linearly to its width.
INFERENCE FOR OUR MODELS
In this section, we show how to derive efficient inference algorithms for our models using sum-factor diagrams. We start with the (Fact-BN) expression that is directly derivable from the model structure, and then use the rewrite rules from Sect. 3.2 to minimize the diagram's grey area.
Regular HMM
We first illustrate the inference of P(x6|y1..12) for a regular HMM with length 12. Using (Inference) and (Fact-BN), we rewrite this probability into α X 
P(yt|xt)
# The Q t=1..12 expressions are not part of the sum-factor form: we use them to abbreviate a sequence of multiplications (starting with the t=1 factor and ending with the t=12 factor). Taking this into account, the above expression is in sum-factor form, and its diagram is shown in Fig. 2a . Note that the yt variables do not occur in the diagram because they are not free variables; at the time that we are doing the inference, we can replace them by their actual values (0 or 1). The P(yt|xt) factors only have one free variable left.
The large grey area shows that the expression is highly inefficient to evaluate in this form. To remedy this, we interleave the P(xt|xt−1) factors with the P(yt|xt) factors by repeated application of (Swap-Factors), which permutes the columns of the diagram; then we move the summations as far to the right as possible using (Move-Right). The effect of these operations on the diagram is shown in Fig. 2b . Because we do not sum over query variable X6, it still causes a grey line in the left side of the diagram; therefore, all evaluation steps on this side take n times as much time. To avoid this, we use (Split-Expr) to split the expression at the dotted line. As the diagram shows, none of the free variables on the right side (x6-x12) are summed on the left side, so it is not necessary to move summations to the outer level. After the split, we reverse the order of the factors on the left side, which finally results in the split diagram in Fig. 2c .
Evaluating the left and right sides of this diagram according to the execution plan in Sect. 3.3 corresponds to a 'forward pass' from X0 to X6 and a 'backward pass' from X12 to X6, respectively; recall that evaluation proceeds from right to left in the diagram. As the maximal number of grey xt variables is 2, a column costs at most n 2 multiplications and additions (where n is the size of the Xt domain). Hence, the total complexity of HMM inference is O(n 2 T ), with T the number of time units.
