The Human Brain
• We've learned more about the brain in the last 5 years than we have learned in the last 5000 years! • It controls every aspect of our lives, but we still don't understand exactly how it works.
• The brain has billions of cells called neurons.
• Each is connected to up to 10K others, forming a network of 100T connections.
• If the sum of inputs > threshold, the neuron will fire.
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• Artificial neurons, inspired by biology, compute a weighted sum of inputs, then pass through a nonlinear activation function.
• Artificial neural networks are formed by connecting thousands to millions of these artificial neurons together.
Neurons in Brain vs. Computer 
Proposed Method
• Adaptive activation functions are defined by:
• ∑
• Where:
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