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Abstract-This paper gives some estimates relating to the Oleinik entropy inequality for a single 
conservation law in one space dimension. We define a functional &(T, U, E) and show that it is 
bounded uniformly for certain entropy solutions U (and unbounded for rarefaction shocks) as e -+ 0. 
This suggests that the boundedness of the functionals &(T, U, E) could possibly be viewed as an 
entropy condition. 
1. INTRODUCTION 
(a) Let f E C2(R,R) b e a strictly convex function (f” 2 77 > 0) and set a(~) = f’(u). We 
consider the Cauchy problem, with initial data Uo E BV(R) n L1(R): 
ut + f(U), = 0, 0) 
U(x, 0) = VI)(x). (2) 
It is well-known that this equation admits a weak solution U E BV(R) n L1(R), unique in 
the class of functions that satisfies Oleinik (E) condition: Vh > 0, (l/h)[U(x + h, t) - U(x, t)] 5 
(l/vt) a.e., in (z,t). In fact, in the proof of uniqueness (cf. [l]), one has to estimate integrals 
such as 
T 
&(44 * P~)(Y(G t>, 4 & da: , 
(L > 0, T > P > 0, P&) = (lIf)P(XIf), P E Co3(R W+), Ml1 = 1, 
and y is a regular path such that y(x, 0) = x) independently of E > 0. Our goal is to study 
integrals such as: s_“, exp{a JOT &(u(U) * pc)(x + ct, t) dt} dx(a > 0, c E R), hoping that some of 
our results could be extended to the case of systems (recall that admissible solutions-for systems 
of conservation laws-do not satisfy Oleinik inequality in general). In particular, we expect that 
some of our inequalities will still be valid in the case of rarefaction waves appearing at t > 0. 
(b) More precisely, if U is (respectively, is not) an entropy solution of system (1,2), are the 
previous integrals bounded (respectively, unbounded) when E tends to zero? Of course, in the 
case of a Cc0 initial data, the entropy solution U of (1,2) satisfies Oleinik entropy inequality with 
K E W+ in place of l/@. Therefore, our integrals are bounded independently of E. In the case 
of discontinuous initial data, our first result is shown in the following section. 
2. THE CASE OF A RAREFACTION WAVE 
We fix L > 0, T > 0 and (Y < 1. We assume that suppp C [-1, 11. We first restrict ourselves to 
y(x, t) = x and we set &(T, U, E) = JfL exp {aJoT &(a(U) * p,)(x, t) dt} dx(0 < E 5 1). In the 
case of a stationary (nonadmissible) shock, we have the following proposition. 
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PROPOSITION 2.1. Assume that Vo(z) = VI for 2 < 0 and UO(Z) = U, with Ul < U, and 
f(q) - f(Ur) = 0. We have the following. 
1. Let U be the entropy solution of system (1,2). Then, &(T, U, e) I M(M independent 
of c). 
2. Let, V be a (nonentropy) weak solution defined by V(x) = Ul for x < 0 and V(x) = U,. for 
x 2 0. Then, &(T, V, 6) ---f +co when E -+ 0. 
REMARK 2.2. 
1. 
2. 
Therefore, in that case, Condition &(T, U, E) 5 M < +oo (M independent of E > 0) may 
be viewed as an entropy condition. 
Proposition 2.1 is not true anymore, when f(Ul) - _f(U,.) # 0 (but remains valid with 
c = f(Ul) - f(U,) in place of c = 0 in the integrals). 
PROOF 2.3. The entropy solution of system (1,1) is a rarefaction wave. Therefore, it is regular, 
except on (x, t) = (0,O) and one can write 
(we have used Jensen inequality: exp(G * pc) I (exp G) * p,). Therefore, &(T, U, E) 5 s_L:L’+l, 
exp{a loT &a(U)(x, t) dt} dx. 
We estimate, for instance, A = SOL+1 exp{a JOT &a(U)(x, t) dt} dx and we assume that XT > 
L + 1 (the case XT < L + 1 is similar). Notice that, &a(U)(x, t) = l/t, whenever a(Ul) < x/t < 
u(U,.) and &a(U) = 0 elsewhere; therefore, A 5 SOL+1 exp { cv Jt i dt} dx with X = a(U,.) > 0. 
Finally, A 5 Jt+l(XT/x)a dx < +oo. 
In order to simplify the proof, we suppose that p(x) = $ for x E [-1, l] and p(x) = 0 elsewhere. 
Of course, p is not regular, but the proof in the case of a regular kernel is similar. We compute 
easily: 
Inequality a(Ul) < a( UT) gives the result. 
REMARK 2.4. More generally, if an isolated inadmissible shock appears in a solution U of (1,2), 
one can always find a functional 
(&u(V) * ,oe)(x + ct, t) dt 
> 
dx, 
such that Q,(U) -+ +CXI when E -+ 0. In fact, suppose first that U admits a nonadmissible shock 
located on the curve x = g(t) (g E C2) with g(0) = g’(0) = 0. For t small enough (0 5 t 5 to), 
we have lg(t)l 5 kt2 (k independent of E), and the proof of Proposition 2.1, for L small enough, 
gives now (we take the same kernel pc) : &(to, U, E) 2 2~exp(M/&~) (M > 0, independent 
of e). For the general case, see Proof of Theorem 3.3. 
3. THE CASE OF A MONOTONOUS INITIAL DATA 
Let 21 be the point such that u(v) = 0. One can always assume that f(v) = 0. To simplify 
notations, we now assume that v = 0. In the case of a decreasing initial data, Oleinik inequality 
gives the following. 
PROPOSITION 3.1. Assume that UO E BV(R) f~ L:,,(W) is a decreasing function. Let U be the 
weak entropy solution of (1,2). Then, & (T, U, E) 5 2 L. 
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PROOF 3.2. 
(a) Assume first that Uo is a decreasing, regular (i.e., C”“) function. Then, 
v, - f(V), = 0 (3) 
V(GO) = Uo(x) (4 
admits an entropy solution, which is regular on W x [0, +oo[. Let T > 0, and set, for 
t E [O, T] : W(z,t) = V( cc, T - t) and W(z,t) = ??(z,t - 7) for t > 7. Function W is an 
entropy solution for problem (l), with initial data V(x, 7). From Oleinik inequality applied 
to W, we deduce easily that Vh > 0, U(x+h, t)-U(x, t) 5 0 a.e., inequality &(T, U, E) 5 2L 
follows. 
(b) The proof in the general case is left to the reader (see Proposition 3.2, Proof (b)). 
PROPOSITION 3.3. Assume that UO E BV(R) n L~JIU) is an increasing function, and let U be 
the entropy solution of system (1,2). Then &(T, U, E) I M < +oo (M independent of E > 0). 
PROOF 3.4. 
(a) We first restrict ourselves to the case Uo E P(R). Moreover, we assume that (0) E 
UO([--(L + l), L + 11) and that VA > 0. To simplify notations, we assume that Uo(0) = 0 
(therefore, U(0, t) = 0 for any t > 0). Notice now that the entropy solution of (1,2) is 
regular. Therefore, by Jensen inequality, 
We estimate, for instance, Q(T) = s,“” exp {(Y s,’ &a(U)(x, t) dt} dx. Notice that Q(0) = 
L + 1 and that 
w(T) = (Y J 
U-1 
&~U)(X, T) exp a 
0 (i 
T 
&a(U)(x, t) dt dx. 
0 1 
Equation (1) gives &a(U)(x, t) = -a’(U)/a(U)&U(s, t) (whenever a(U(x, t)) # 0). Taking 
into account the fact that a’ > 0 (and that a(U)(x, t) > 0 for x > 0), we get 
Notice that &a(U) (x, T) > 0. Therefore, 
(we use the maximum principle). Finally, Q(T) I L + 1 + [a/(1 - a)] Ila(Uo)llooT and 
4&T, U, E) I 2(L + 1 + [Q/(1 - a>1 Il@Jo>llccJ 0. s ame estimates hold in the case (0) 4 
Uo(l-(L + I), L + I]). 
(b) In the general case, we approximate UO by a sequence (Ule,~)~_ such that 
(i) U~,O E P(R) II L1(R) and UL,, > 0. 
(ii) &,o + UO a.e., and Il~~,~ll~ 5 IIUOII,. 
Let Uk be the entropy solutions of system (1,2) with initial data Uk,o. We fix e ~10, l] and 
we use the fact that exp {a! JoT(a(Uk) * d&(x, t) dt} ’ 1s b ounded independently of Ic, due 
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to Property (ii) and the maximum principle. Therefore, there exists K E W+ independent 
of k, such that 
when k --f +oo (see [2]). Therefore, 
&(T,U,E) 52 L+l+ ( [&I ll4uo)ilm~) .
THEOREM 3.5 Assume that Ue E BV(R) fl L&,(R) is a monotonous function, and let U be the 
entropy solution of System (1,2). Then, for any c E W, there exists M E W+ (independent of 
c E IO, 11) such that s_“, exp(cr Jc &(u(U) * pe)(X + ct, t) dt} dx < M < +ca 
PROOF 3.6. We just make a Galilean change of variables x’ = x - ct and t’ = t and apply 
Proposition 3.3. 
REMARK 3.7. 
1. The proof of Proposition 3.1 amounts to use of E(u) = -L+(u)] (for ‘1~ E ]O,+oo[ or 
u E ] - oo,O[ ) as an entropy. In the general case (discontinuous solution), we can only 
expect an inequality of the type (take U > 0 for an example): &a(U) 2 -&(Lna(U)). For 
instance, for Burger’s equation: &U + ( i)&(U2) = 0, function E(u) = -Lnu is a convex 
entropy for ‘11 E IO, +oo[, and we have &a(U) 2 -&(LnU) f or any strictly positive entropy 
solution of (1,2), which is not very useful for our purposes. Nevertheless, this estimate 
is false when U goes through zero (recall that the goal of our inequalities for c = 0 is 
precisely to rule out nonadmissible shocks with zero speed, see Proposition 2.1. In fact, it 
seems difficult to understand what happens in the case of an entropy solution taking values 
(oscillating) in the neighborhood of zero at time t = 0. The next section is devoted to the 
study of an example. 
2. Following (l), one checks immediately that integrals s_“, exp{Jz &(F( U) * pc) (X, t) dt} dx 
are bounded independently of E as soon as U is an entropy solution of (1,2) and F is the 
flux of a convex entropy E (we use the inequality &F(U) 5 -&E(U)). 
4. STUDY OF AN EXAMPLE 
We still assume that 2, = 0 (see (3)). Set p = a(]]f”]]m,l-i,iln). We assume that p < 1 
and u(l)T < L - 1 (this last hypothesis is unimportant). Function UO is now defined by 
(i) Uo(x) = 0 for x < O,Uo(x) = 1 for 2 > 1. 
(ii) UO(Z> = (-Ilk (( 1 Uk Uk &RJ is a (strictly) decreasing sequence converging to zero, and us = 1) 
for X E 4 =]dk+i, dk[ ((dk)kcn is a (strictly) decreasing sequence converging to zero, and 
do = 1). Obviously Uo E Lf,,,(R). Moreover, assume that UO E BV(R) i.e., Ekuk < +co. 
Let U be the entropy solution of (1,2). We define Uq,o by Uq,o(x) = Uo(x) for x E]d,+l, +CCI[ 
and U,,O(X) = (-1) Quq elsewhere. Let U, be the entropy solution of system (1,2) with initial 
data Uq,o. We have 
&(T, U,, c) I J’f;l:,, exp {o ~~I%a(u,)l+(X,t) dt) dX, (5) 
([&u(U,)]+ denotes the positive part of distribution ~,u(U,)). From inequality (6) and 
Oleinik inequality, we deduce that 
(6) 
with z)(X) = {t E 10, T] s.t., &a(U,)(x, t) > 0). Let us denote by I&, the entropy solution of 
problem (1,2) with initial data vZk,O(X) = -?.Qk+l for x E ] - 00, dzk+l[ and &,0(X) = U2k 
elsewhere (I& is a rarefaction wave). We check easily that D(X) C U supp(&&k(X, e)). 
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with b2k = d2rc+l + 4742k)57, b2k+1 = dzrc+1+ 4--7~2k+l)T, CZ~(~J) = (x - d2k+l)la(U2k) ad 
c2]~+~(5) = (x - dzk+l)/a(-uzk+l). A direct computation shows that 
k&C uq, 4 I &p&(“2’“) - 4-U2/c+1)1 + w + I), 
with &[a(usk) - a(--~~k+i)] < +oo due to UO E BV(R). As in (3) (Proof of Proposi- 
tion 3.2), we deduce that &(T, U,E) 5 (T)/(l - P)Ck[u(u2k) - a(--uzlc+~)] + 2(L + 1) I 
Il4lco,[-l,l]m/(1 - P)TVVo) + w + 1). 
REMARK 4.1. 
1. 
2. 
1. If we replace Hypothesis (ii) by the following Hypothesis (ii’): Uc(z) = uk for 2 E Ik = 
]dk+l, dk [ (the dk are unchanged) with the assumptions that 
(a) uk > 0 and uk + 0. 
(b) ‘110 > ~1,211 < 212,~s > 213 etc., a similar argument holds if &Usk+r < +oo, but is no 
longer valid when Ck?&k+r = +oo . Nevertheless, one conjectures that the functionals 
q&(X!‘, U, E) are still bounded independently of E. 
2. It may be interesting to consider the class of functionals s_“, ]u(u(z, T))]r exp{a JOT &(u(u)* 
p,)(z, t) dt} dz(y 2 0). One could also replace u(u) by u everywhere in the previous integrals. 
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