Abstract. Medical image registration establishes a correspondence between images of biological structures, and it is at the core of many applications. Commonly used deformable image registration methods depend on a good preregistration initialization. We develop a learning-based method to automatically find a set of robust landmarks in three-dimensional MR image volumes of the head. These landmarks are then used to compute a thin plate spline-based initialization transformation. The process involves two steps: (1) identifying a set of landmarks that can be reliably localized in the images and (2) selecting among them the subset that leads to a good initial transformation. To validate our method, we use it to initialize five well-established deformable registration algorithms that are subsequently used to register an atlas to MR images of the head. We compare our proposed initialization method with a standard approach that involves estimating an affine transformation with an intensity-based approach. We show that for all five registration algorithms the final registration results are statistically better when they are initialized with the method that we propose than when a standard approach is used. The technique that we propose is generic and could be used to initialize nonrigid registration algorithms for other applications.
Introduction
Medical image registration establishes a correspondence between images of biological structures, and it is at the core of many applications. Most deformable registration methods that are commonly used are dependent on a good preregistration initialization. 1, 2 The initialization can be performed by manually aligning the images, localizing homologous landmarks, and calculating a point-based transformation between the images or with intensity-based affine registration techniques.
When landmarks are used, the selection of these landmarks is important. Good landmarks should cover the entire biological structure and should be easy to localize unequivocally, i.e., they should have distinct and salient features. While manual selection of landmarks is possible for small landmark sets, it becomes impractical for larger sets that are required to, for instance, register nonrigidly three-dimensional (3-D) image volumes. In this paper, we propose a learning-based method to automatically find a set of robust landmarks in 3-D MR image volumes of the head to initialize nonrigid transformations. Our methods involve two steps. First, landmarks that can be reliably localized in the images are identified using a random forest (RF)-based method. 3 The subset of landmarks that leads to good initialization transformations, which are computed with a thin plate spline-based (TPS) method, 4 is then selected using a random sample consensus (RANSAC) algorithm. 5 To show the value of our registration initialization technique, we compare the final registration results obtained with five well-established deformable registration algorithms, i.e., (1) Adaptive Bases Algorithm (ABA), 6 (2) Automatic Registration Tools (ART), 7 (3) Diffeomorphic Demons (DD), 8 (4) Fast Free Form Deformation (F3D), 9 and (5) Symmetric Normalization (SyN), 10 when either an affine transformation or the proposed method is used for preregistration initialization. We show that a higher registration accuracy is achieved in the latter case.
Methods

Overview
Our dataset contains images of 201 individuals from the data repository we have created over a decade for deep brain stimulation surgeries. 11 All of these images are T1-weighted sagittal MR image volumes with approximately 256 × 256 × 170 1 mm 3 isotropic voxels. All have been acquired clinically with the subjects in roughly the same position but without special care being taken to position them. The images are randomly partitioned into a first training dataset of 100 images that is used to train RF models 3 that are used to localize a set of landmarks, a second training dataset of 80 images that is used to identify among the set of landmarks which ones are the most robust, a testing dataset of 20 images that is used to validate our technique, and one atlas image.
Our technique includes four training steps: (1) the generation of the candidate landmark set using the atlas image, (2) the creation of a series of RF models that are each trained to localize one landmark, (3) the localization of the candidate landmarks in the second training dataset, and (4) the selection of the most reliable landmarks using a RANSAC algorithm and the second training set. In the testing phase, the most reliable landmarks are localized in unknown volumes and they are used to compute a smoothing TPS transformation that registers the atlas to each of the test volumes. Further refinement of the initial registration is performed with the five deformable registration algorithms. Differences between these algorithms are briefly summarized in Table 1. 12 Each registration algorithm requires values for a set of parameters, and we use the method presented by Liu et al. 12 to select them.
Generation of the Candidate Landmark Set
The brain in the atlas image volume is extracted with the Oxford Centre for Functional Magnetic Resonance Imaging of the Brain Software Library (FSL) brain extraction tool. 13 Five thousand candidate landmarks are randomly placed inside the brain region (Fig. 1) . To find the position of the candidate landmarks on the 180 training images, the atlas image is first registered to each of the training images using a sequence of intensity-based rigid and nonrigid registration steps. 6 The accuracy of the registration is visually assessed, and each of the landmarks is projected from the atlas image to each of the training images. These projected landmarks are considered to be the ground truth position of the landmarks in the training images, and we denote the true position of landmark L i in image I j as T i;j .
Creation of the Random Forest Models
To reduce computation cost, we downsample the training images in the first training dataset by a factor of 4. An RF model is trained to localize each landmark in the downsampled images using the methods presented by Glocker et al. 14 Briefly, given a point in a training image, a set of multiscale long-range textural features are extracted and associated to a probability that this point is at the position of the landmark. 15 The RF model is trained to learn the relationship between the features and the probability value. Because one RF model is trained for each landmark, 5000 RF models are trained.
Localization of the Candidate Landmarks
The images in the second training dataset are first downsampled by a factor of 4. The RF models trained in the previous step are then applied to localize the candidate landmarks in these downsampled images. Given an unknown image and one RF model that is trained to localize a specific landmark L i , the output of the RF model is a 3-D probability map of the same size as the input image (Fig. 2) . In this map, a high value indicates a high probability that the point is the landmark of interest. The local maxima of the 3-D probability map are thus the potential positions of the landmark in the image. Because the landmark should be located inside the brain region, the local maxima that are close to the border of the 3-D probability map are likely to be false positives. Such local maxima are discarded, and, if no local maximum is left, then we consider that the landmark is not localizable in the input image. We trim the candidate landmark set by removing landmarks that are not localizable in all of the 80 images in the second training dataset. Thus, each of the remaining candidate landmarks has at least one and possibly several corresponding potential landmark points in each training image. Possible reasons for multiple localization include the lack of salient features around a point or anatomic variations. In this work, we select only one point from the multiple potential landmark points. To do so, we define n as the number of images among the 80 images in the second training set in which a landmark has only one corresponding landmark. If n < 30, we consider this landmark to be hard to localize unequivocally and we remove it from the candidate landmark set. If n ≥ 30, then the mean position of the landmarks in these n images is calculated, and, for each of the 80-n images, the point that is closest to the mean is selected as the landmark in this image. Because the landmark is localized in the downsampled image, we calculate a coarse landmark position in the full resolution image by upsampling the coordinates of the landmark, and we denote the coarse position of landmark L i in the full resolution image I j as R i;j . If the distance between R i;j and the true landmark T i;j is greater than 16 mm in the X-, Y-, or Z-direction, we consider that the RF model cannot easily localize L i , and L i is discarded to further trim the candidate landmark set. The remaining 1802 landmarks are kept as the candidate landmark set.
The mean of the coarse positions of landmark L i is calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 7 5 2R i ¼ 1 80
(1)
The maximum Euclidean distance between a landmark in the atlas image and the corresponding landmark that is localized by the RF model in an image in the second training dataset is calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 6 6 6 MaxDist ¼ max i ½max j ðkL i − R i;j kÞ;
where i ¼ f1; 2; : : : ; 1802g and j ¼ f1; 2; : : : ; 80g. In our experiments, the value of MaxDist is 70 mm, and we use this value to find possible RF model localization errors in the testing phase.
Selection of the Most Reliable Landmarks
We use a RANSAC algorithm to select the most reliable landmarks (denoted as robust set) from the 1802 candidate landmarks (denoted as whole set). The robust set is empty at the beginning. Our algorithm works as follows ( Fig. 3 ):
Step 1: Randomly draw a subset of 18 landmarks (1% of the whole set) from the whole set.
Step 2: Register the atlas image to each of the 80 images in the second training dataset by calculating the TPS transformations from the atlas image to the training images with the subset as control points and project all the landmarks in the whole set from the atlas to each of the 80 volumes with these transformations. Here, we have used a fixed smoothing parameter value of 0.5 for calculating the TPS transformations. The mean and standard deviation of the registration error for each landmark in the whole set are calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 3 7 8ε i ¼ 1 80
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 3 2 7
where the registration error ϵ i;j of the landmark L i in image I j is the Euclidean distance between the true landmark T i;j and the point P i;j obtained by projecting the landmark L i from the atlas to the image I i via the TPS transformation. All L i withε i < 8 mm and σ i < 4 mm are considered to be inliers. If the number of inliers is greater than 1261 (70% of the whole set), it suggests that the transformation computed with the landmarks in the current subset is reasonable. Landmarks in the current subset that are also inliers constitute a good subset. If there are less than 1261 inliers, the current subset is discarded and we go back to step 1 to draw a new subset.
Step 3: Update the robust set by adding to it the landmarks in the good subset that are not yet in the robust set.
Step 4: Check the quality of the robust set. To do so, we place a uniform 3-D grid in the atlas image, and the grid coordinates are used as the check set (12,168 points in total). To assess whether or not the TPS transformations calculated with the robust set as control points leads to unreasonable deformations, the determinant of the Jacobian matrix of the TPS transformation at each point in the check set is calculated. This value measures the volume change of a voxel after the TPS transformation, e.g., a value of 0.5 indicates that a unit volume contracts down to half of its original volume, and a value of 2 indicates that a unit volume expands to twice its original volume. Taking into account the fact that the heads in our 201 images are of similar size and position but that large anatomical variation may exist among individuals (especially in the ventricles), we use a very loose decision criterion to determine that a transformation is reasonable, and we consider determinant values between 0.2 and 2.2 to be acceptable. A TPS transformation that leads to valid deformations at more than 99.5% of the check set points is considered to be acceptable. If any TPS transformation that registers the atlas to one of the training images is invalid, then we undo the update of the robust set and go back to step 1; otherwise, we check if the TPS transformations reduce the registration error. To do so, we calculate the sum of the mean and standard registration error as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 6 9 7 s ¼ε þ σ;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 6 6 7ε
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 2 2
if the value of s decreases, then we keep the update; otherwise, we undo the update and go back to step 1. We repeat steps 1 to 3 until the value of s converges. In our experiments repeated with various seed points for the random number generator used to draw the subset, our algorithm converges with about 500 landmarks in the robust set.
Empirically, we found that too many landmarks affect the results, i.e., too many degrees of freedom may lead to unrealistic transformations when registering the atlas to some unknown new images. We address this by reducing the size of the robust set. To do so, we subdivide the head into a series of 3-D boxes (in the experiment presented here, we subdivide the volume into 4 × 5 × 5 boxes) that cover the whole brain in the atlas. In each of these boxes, we select the landmark that has the smallest sum of the normalizedε i and the normalized σ i [Eqs. (3) and (4)] if the box contains a landmark. In the end, the trimmed robust set contains 41 points that provide a good coverage of the brain (Fig. 4) . 
Method Validation
In the testing phase, first we use the RF models that are created in Sec. 2.3 to localize the robust set in the 20 testing images. As is done in Sec. 2.4, the images in the testing dataset are downsampled by a factor of 4. Given a downsampled testing image and an RF model that is trained to localize a specific landmark, the output of the RF model is a 3-D probability map of the same size as the input image, and the local maxima of the 3-D probability map, which are the centroids of regions above a threshold, are the potential positions of the landmark in the image. Because these points are localized in the downsampled image, we calculate their coarse positions in the full resolution image by upsampling their coordinates. If, for a landmark L i , multiple points are localized in a testing image, then the point that is the closest toR i [Eq. (1)] is selected. For a testing image I j , a small landmark set fL k g, in which kL k − R k;j k > MaxDist [Eq. (2) ], that may potentially have localization errors are removed from the control points of the TPS registration for this image. For the testing images in our study, the maximum size of fL k g is 4 and the probability of this event is 1%; more frequently, the size of fL k g is 2 or 3. We use the presented method to compute the initialization transformation for the five deformable registration algorithms. In our experiments, the atlas is first registered to each of the 20 testing images with the TPS-based transformations that use the robust set as control points. Next, these transformed atlas images are registered to each of the testing images with each of the five deformable registration algorithms for further refinement. These registration methods are referred to as RBS-TPS-ABA, RBS-TPS-ART, RBS-TPS-DD, RBS-TPS-F3D, and RBS-TPS-SyN for simplicity. The only nondeterministic factor in our RBS-TPS-method is the random subset, which depends on the initial state of the random number generator that performs the random sampling. To test the sensitivity of our method to the initial state of the random number generator, we run our algorithm with five different initial states, and we use repeated measures ANOVA 16 to assess whether the performance of the RBS-TPS-approach is consistent across the five states.
The validation is performed by comparing our RBS-TPSapproach with four other approaches: (1) applying the deformable registration algorithms without preregistration initialization (referred to as WPI-ABA, WPI-ART, WPI-DD, WPI-F3D, and WPI-SyN), (2) applying the deformable registration algorithms after TPS preregistration initialization using 40 landmarks that are randomly selected from the 1802 candidate landmark set as control points (referred to as RND-TPS-ABA, RND-TPS-ART, RND-TPS-DD, RND-TPS-F3D, and RND-TPS-SyN), (3) applying the deformable registration algorithms after TPS preregistration initialization using the 40 landmarks that have the smallest mean registration error [Eq.
(3)] as control points (referred to as MINERR-TPS-ABA, MINERR-TPS-ART, MINERR-TPS-DD, MINERR-TPS-F3D, MINERR-TPS-SyN)
, and (4) applying the deformable registration algorithms after preregistration with an affine transformation computed with a standard intensity-based registration algorithm that uses mutual information as a similarity measure (referred to as AFI-ABA, AFI-ART, AFI-DD, AFI-F3D, and AFI-SyN). The comparison is performed qualitatively and quantitatively. First, we compare the registration results, i.e., the transformed atlas images obtained with the five registration approaches to the testing images. The approach that most often results in a better visual correspondence between the transformed atlas images and the testing images is deemed to be superior to the others. Second, we use the Dice similarity coefficients (DSC) 17 of the gray matter (GM), the white matter (WM), and the cerebrospinal fluid (CSF) between the transformed atlas image and the testing image to quantify the similarity of the two images. To calculate the DSC, the brains of the atlas image and of the 20 testing images are first segmented into GM, WM, and CSF with the FSL automated segmentation tool. 18 The segmented atlas is projected onto each of the segmented volumes in the testing set with the transformations computed in each of the five aforementioned registration approaches. The DSC of tissue class V is calculated as Wang et al.: Automatic selection of landmarks in T1-weighted head MRI with regression forests for image registration initialization E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 7 5 2 DSC V ¼
where V ¼ fGM; WM; CSFg and V trans and V test denote the voxels with tissue label V in the transformed atlas image and the testing image, respectively. jV trans j and jV test j are the numbers of voxels in the two groups, and jV trans ∩ V test j is the number of overlapping voxels of the two groups. For reference, we also calculate a baseline DSC as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 6 5 3 DSC V ¼
where V atlas denotes the voxels with tissue label V in the original atlas image. Finally, paired t-tests 19 are performed to assess whether or not the DSC of the RBS-TPS-approach is statistically significantly different from the DSC of each of the other methods. Figure 5 shows the value of s [Eq. (5)] through iterations of the RANSAC algorithms. Convergence is achieved in about 30 iterations.
Results
Results from the various registration approaches on three cases are shown in Figs. 6-8 . These image volumes have been selected from the 20 testing images based on their baseline Fig. 9 Box plots of the DSC of CSF, GM and WM regions, for the baseline, AFI-ABA, and RBS-TPS-ABA. , and the contours are copied on all the other images. This visually shows that the ventricles are accurately registered and that our RBS-TPS-approach produces results that are comparable to the standard AFI-approach for these structures.
Figures 9-13 show box plots of the DSC for CSF (black), GM (gray), WM (white), for the baseline, the AFI-approach, and the RBS-TPS-approach with five different initial states. The same trend is observed for all five algorithms, i.e., the DSC values of the RBS-TPS-approaches are higher than those of the AFI-approaches. Paired t-tests (Table 2) show that for ABA, F3D, and SyN, the RBS-TPS-approach results in statistically significant higher DSC for WM, GM, and CSF than the AFI-approach (p < 0.01 for WM, GM, and CSF); for ART and DD, the RBS-TPS-approach results in statistically significant higher DSC for WM and GM than the AFI-approach (p < 0.01 for WM and GM); there is a substantial but not statistically significant difference between the DSC for CSF obtained with the two approaches (p > 0.01). Repeated measures ANOVA (Table 3) shows that statistically significant differences do not exist in the DSC of the five RBS-TPS-trials that are conducted with five different initial states, except for ART (p < 0.01 for WM). This suggests that our RBS-TPS-approach is robust against the initial state of the random number generator for four of the five registration methods that we test. For ART, despite being statistically significant for the WM, the difference is small.
Experiments show that the RND-TPS-approach and the MINERR-TPS-approach are not feasible. The TPS transformation fails or results in unreasonable deformation for some testing images when randomly selected landmarks are used as control points. The TPS transformation fails on 100% of our testing images when the landmarks that have the smallest mean registration error are used as control points. This is not unexpected because we have observed that these landmarks are typically located near the midbrain; thus, they cannot provide good coverage of the brain (Fig. 14) .
Conclusions
We present an approach for the selection of reliable landmarks for deformable registration initialization that uses an RF approach followed by a RANSAC step. The method that we proposed is fully automatic and generic. It could be applied to other registration problems. We evaluated our approach using it to initialize five well-established deformable registration algorithms, and our results show that the same trend is observed for all five algorithms, i.e., the final registration results are statistically better with our approach than with a standard approach that relies on the estimation of an affine transformation computed with an intensity-based approach. Because this approach operates on principles that are different from most nonrigid registration methods in routine use, it could also be used as an error detection mechanism. In this context, it could be run in parallel with existing processing pipelines, and differences observed between methods in either deformation fields or landmark position could trigger alerts; this will be explored in future studies.
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