Abstract: Let [n, k, d]q code be a linear code of length n, dimension k and minimum Hamming distance d over GF (q). One of the basic and most important problems in coding theory is to construct codes with best possible minimum distances. In this paper seven quasi-twisted ternary linear codes are constructed. These codes are new and improve the best known lower bounds on the minimum distance in [6] .
Introduction
Let GF (q) denote the Galois field of q elements and let V (n, q) denote the vector space of all ordered n-tuples over GF (q). A q-ary linear code C of length n and dimension k, or an [n, k] q code, is a kdimensional subspace of V (n, q). An inner product (x, y) of vectors x, y ∈ V (n, q) defines orthogonality in the space -two vectors are said to be orthogonal if their inner product is 0. The set of all vectors of V (n, q) orthogonal to all codewords from C is called the orthogonal code C ⊥ to C. It is well-known that the code C ⊥ is a linear [n, n − k] q code.
A k × n matrix G whose rows form a basis of C is called a generator matrix of C. The number of nonzero coordinates of a vector x ∈ V (n, q) is called its Hamming weight wt(x). The Hamming distance d(x, y) between two vectors is defined by d(x, y) = wt(x − y). The minimum distance of a linear code C is
A q-ary linear code of length n, dimension k and minimum distance d is said to be an [n, k, d] q code.
Let A i denote the number of codewords of C with weight i. The weight distribution of C is the list of numbers A i . The weight distribution A 0 = 1,
If C ⊆ C ⊥ , then the code C is called self-orthogonal. For a ternary linear code C the next theorem is well-known -every codeword of C has weight divisible by three if and only if C is self-orthogonal.
A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the other two and q-fixed. Two are the basic versions: A code which achieves one of these two values is called d-optimal or n-optimal respectively. Both distance-optimal and length-optimal codes are called optimal codes.
The problem of finding the parameters of the optimal codes is very difficult one (see [15] , [9] ) and has two aspects -one is the construction of new codes with better minimum distances and the other is to prove the nonexistence of codes with given parameters. It is entirely solved only for small finite fields and dimensions (see the following table and [10] , [2] , [6] ).
Many optimal linear codes are constructed when n − k is also small (see [6] ).
For the first aspect computer search is often used but it is well known fact that computing the minimum distance of a linear code is an NP-hard problem [16] . Since it is not possible to conduct exhaustive searches for linear codes with large dimension, a natural way is to focus our efforts on subclasses of linear codes, having rich mathematical structures. Quasi-twisted (QT) codes are known to have this structure and it has been shown in recent years that this subclass contains many new good linear codes [1, [3] [4] [5] [6] [7] [8] [11] [12] [13] [14] .
Grassl [6] maintains a table with lower and upper bounds on minimum distances over small finite fields. For any n and k there are two numbers in the table -d l and d u . The former, d l , is the best known minimum distance of an [n, k, d] q code constructed to date, whereas the latter, d u , is the theoretical upper bound on the minimum distance of an
Many of the best-known codes in Grassl's tables are QT codes. A code that attains a lower bound in the table is called a good code. A code that improves a lower bound in the table we will call a new code.
Chen also maintains online tables of linear codes. Chen's table [3] contains only good and best-known QC and QT codes (q ≤ 13). These two databases are updated when new codes are discovered.
Quasi-twisted codes
A code C is said to be quasi-twisted if a constacyclic shift of a codeword by p positions results in another codeword. A constacyclic shift of an m-tuple (x 0 , x 1 , . . . , x m−1 ) is the m-tuple (αx m−1 , x 0 , . . . , x m−2 ), α ∈ GF (q) \ {0}. The blocklength, n, of a QT code is a multiple of p, so that n = pm.
A matrix B of the form
where α ∈ GF (q) \ {0} is called a twistulant matrix. A class of QT codes can be constructed from m × m twistulant matrices. In this case, the generator matrix, G , can be represented as
where B i is a twistulant matrix [14] .
The algebra of m × m twistulant matrices over GF (q) is isomorphic to the algebra of polynomials in the ring GF (q) [ If the defining polynomials b i (x) contain a common factor which is also a factor of x m − α, then the QT code is called degenerate. The dimension k of the QT code is equal to the degree of h(x), where [14] h
If the polynomial h(x) has degree m, the dimension of the code is m, and (2) is a generator matrix.
If deg(h(x)) = k < m, a generator matrix for the code can be constructed by deleting m − k rows of (2).
Let the defining polynomials of the code C be in the next form
where
Then C is a degenerate QT code, which is a one-generator QT code and for this code n = mp, and k = m − deg g(x).
A p -QT code over GF (q) of length n = pm can be viewed as a
. Then an r-generator QT code is spanned by r elements of
A well-known result regarding the one-generator QT codes is given in the next theorem.
Theorem 2.1. [14] : Let C be a one-generator QT code over GF (q) of length n = pm. Then, a generator
In this paper seven new one-generator QT codes (p ≥ 2) are constructed, using an algebraiccombinatorial computer search similar to that in [14] . All constructed codes are self-orthogonal.
The new codes
We have restricted our search to one-generator QT codes with a generator of the form (4). 
Let the dimension k be 20. Then the degree of the polynomials g(x) have to be 32. There are 2. = 112 possibilities to obtain a polynomial g(x) of degree 32. We check these possibilities consecutively, using non-exhaustive search. When 
