The 1-product of matrices S1 ∈ R m 1 ×n 1 and S2 ∈ R m 2 ×n 2 is the matrix in R (m 1 +m 2 )×(n 1 n 2 ) whose columns are the concatenation of each column of S1 with each column of S2. Our main result is a polynomial time algorithm for the following problem: given a matrix S, is S a 1-product, up to permutation of rows and columns? Our main motivation is a close link between the 1-product of matrices and the Cartesian product of polytopes, which goes through the concept of slack matrix. Determining whether a given matrix is a slack matrix is an intriguing problem whose complexity is unknown, and our algorithm reduces the problem to irreducible instances. Our algorithm is based on minimizing a symmetric submodular function that expresses mutual information in information theory. We also give a polynomial time algorithm to recognize a more complicated matrix product, called the 2-product. Finally, as a corollary of our 1-product and 2-product recognition algorithms, we obtain a polynomial time algorithm to recognize slack matrices of 2-level matroid base polytopes.
Introduction
Determining if an object can be decomposed as the 'product' of two simpler objects is a ubiquitous theme in mathematics and computer science. For example, every integer n 2 has a unique factorization into primes, and every finite abelian group is the direct sum of cyclic groups. Moreover, algorithms to efficiently find such 'factorizations' are widely studied, since many algorithmic problems are easy on indecomposable instances. In this paper, our objects of interest are matrices and polytopes.
For a matrix S, we let S be the th column of S. The 1-product of S 1 ∈ R m 1 ×n 1 and S 2 ∈ R m 2 ×n 2 is the matrix S 1 ⊗ S 2 ∈ R (m 1 +m 2 )×(n 1 n 2 ) such that for each j ∈ [n 1 · n 2 ],
where k ∈ [n 1 ] and ∈ [n 2 ] satisfy j = (k − 1)n 2 + . For example, Two matrices are isomorphic if one can be obtained from the other by permuting rows and columns. A matrix S is a 1-product if there exist two non-empty matrices S 1 and S 2 such that S is isomorphic to S 1 ⊗ S 2 . The following is our first main result. Theorem 1. Given S ∈ R m×n , there is an algorithm that is polynomial in n, m which correctly determines if S is a 1-product and, in case it is, outputs two matrices S 1 , S 2 such that S 1 ⊗ S 2 is isomorphic to S.
A straightforward implementation of our algorithm would run in O(m 3 (m + n)) time. However, below we do not explicitly state the running times of our algorithms nor try to optimize them.
The proof of Theorem 1 is by reduction to symmetric submodular function minimization using the concept of mutual information from information theory. Somewhat surprisingly, we do not know of a simpler proof of Theorem 1.
Our main motivation for Theorem 1 is geometric. If P 1 ⊆ R d 1 and P 2 ⊆ R d 2 are polytopes, then their Cartesian product is the polytope P 1 × P 2 := {(x 1 ,
Notice that if P is given by an irredundant inequality description, determining if P = P 1 ×P 2 for some polytopes P 1 , P 2 amounts to determining whether the constraint matrix can be put in block diagonal structure. If P is given as a list of vertices, then the algorithm of Theorem 1 determines if P is a Cartesian product.
Furthermore it turns out that the 1-product of matrices corresponds to the Cartesian product of polytopes if we represent a polytope via its slack matrix, which we now describe.
Let P = conv({v 1 , . . . , v n }) = {x ∈ R d | Ax b}, where {v 1 , . . . , v n } ⊆ R d , A ∈ R m×d and b ∈ R m . The slack matrix associated to these descriptions of P is the matrix S ∈ R m×n
Slack matrices were introduced in a seminal paper of Yannakakis [16] , as a tool for reasoning about the extension complexity of polytopes (see [3] ).
Our second main result is the following corollary to Theorem 1.
Theorem 2. Given a polytope P represented by its slack matrix S ∈ R m×n , there is an algorithm that is polynomial in m, n which correctly determines if P is affinely equivalent to a Cartesian product P 1 × P 2 and, in case it is, outputs two matrices S 1 , S 2 such that S i is the slack matrix of P i , for i ∈ [2] .
Some comments are in order here. First, our algorithm determines whether a polytope P is affinely equivalent to a Cartesian product of two polytopes. As affine transformations do not preserve the property of being Cartesian product, this is a different problem than that of determining whether P equals P 1 × P 2 for some polytopes P 1 , P 2 . Second, the definition of 1-product can be extended to a more complex operation which we call 2-product. Theorems 1 and 2 can be extended to handle 2-products, see Theorem 12.
Slack matrices are fascinating objects, that are not fully understood. For instance, given a matrix S ∈ R m×n + , the complexity of determining whether S is the slack matrix of some polytope is open. In [7] , the problem has been shown to be equivalent to the Polyhedral Verification Problem (see [9] ): given a vertex description of a polytope P , and an inequality description of a polytope Q, determine whether P = Q.
Polytopes that have a 0/1-valued slack matrix are called 2-level polytopes. These form a rich class of polytopes including stable set polytopes of perfect graphs, Birkhoff, and Hanner polytopes (see [1, 2, 11] for more examples and details). We conjecture that slack matrix recognition is polynomial for 2-level polytopes.
Conjecture 3. Given S ∈ {0, 1} m×n , there is an algorithm that is polynomial in m, n which correctly determines if S is the slack matrix of a polytope.
Conjecture 3 seems hard to settle: however it has been proven for certain restricted classes of 2-level polytopes, most notably for stable set polytopes of perfect graphs [1] . As a final result, we apply Theorem 1 and its extension to 2-products to show that Conjecture 3 holds for 2-level matroid base polytopes (precise definitions will be given later).
Theorem 4. Given S ∈ {0, 1} m×n , there is an algorithm that is polynomial in m, n which correctly determines if S is the slack matrix of a 2-level matroid base polytope.
Paper Outline. In Section 2 we study the properties of 1-products and 2-products in terms of slack matrices, proving Lemmas 6, 7. In Section 3 we give algorithms to efficiently recognize 1-products and 2-products (Theorems 1, 12), as well as showing a unique decomposition result for 1-products (Lemma 11). Finally, in Section 4 we apply the previous results to slack matrices of matroid base polytopes, obtaining Theorem 4.
The results presented in this paper are contained in the PhD thesis of the first author [1] , to which we refer for further details.
Properties of 1-products and 2-products
Here we study the 1-product of matrices defined above in the introduction, as well as the 2-product. We remark that the notion of 2-product and the related results can be generalized to k-products for every k 3 (see [1] for more details). The k-product operation is similar to that of glued product of polytopes in [12] , except that the latter is defined for 0/1 polytopes, while we deal with general matrices.
We show that, under certain assumptions, the operations of 1-and 2-product preserve the property of being a slack matrix. We recall the following characterization of slack matrices, due to [7] .
We will denote the set of column vectors of a matrix S by col(S).
Theorem 5 (Gouveia et al. [7] ). Let S ∈ R m×n be a nonnegative matrix of rank at least 2. Then S is the slack matrix of a polytope if and only if conv(col(S)) = aff(col(S)) ∩ R m + . Moreover, if S is the slack matrix of polytope P then P is affinely equivalent to conv(col(S)).
Throughout the paper, we will assume that the matrices we deal with are of rank at least 2, so to apply Theorem 5 directly.
We point out that the slack matrix of a polytope P is not unique, as it depends on the given descriptions of P . We say that a slack matrix is non-redundant if its rows bijectively correspond to the facets of P and its columns bijectively correspond to the vertices of P . In particular, non-redundant slack matrices do not contain two identical rows or columns, nor rows or columns which are all zeros, or all non-zeros. They are unique up to permuting rows and columns, and scaling rows with positive reals.
1-products
We show that the 1-product operation preserves the property of being a slack matrix. Lemma 6. Let S ∈ R m×n + and let S i ∈ R m i ×n i + for i ∈ [2] such that S = S 1 ⊗ S 2 . Matrix S is the slack matrix of a polytope P if and only if there exist polytopes P i , i ∈ [2] such that S i is the slack matrix of P i and P is affinely equivalent to P 1 × P 2 .
Proof. For i ∈ [2] , let C i := col(S i ). From Theorem 5, and since col(
We first prove (i). We have aff(C 1 × C 2 ) ⊆ aff(C 1 ) × aff(C 2 ) since the right-hand side is an affine subspace containing
Similarly, y is an affine combination j µ j y j = y of points y j ∈ C 2 . Thus we can write p as
. Moreover, if µ j 0, λ i 0 for all i, j, then the multipliers are all non-negative, which proves (ii).
2-products
We now define the operation of 2-product, and show that, under certain natural assumptions, it also preserves the property of being a slack matrix.
Consider two real matrices S 1 , S 2 , and assume that S 1 (resp. S 2 ) has a 0/1 row x 1 (resp. y 1 ), that is, a row whose entries are 0 or 1 only. We call x 1 , y 1 special rows. For any matrix M and row r of M , we denote by M − r the matrix obtained from M by removing row r. The row x 1 determines a partition of S 1 − x 1 into two submatrices according to its 0 and 1 entries: we define S 0 1 to be the matrix obtained from S 1 by deleting the row x 1 and all the columns whose x 1 -entry is 1, and S 1 1 is defined analogously. Thus,
Similarly, y 1 induces a partition of S 2 − y 1 into S 0 2 , S 1 2 . Here we assume that none of S 0 1 , S 1 1 , S 0 2 , S 1 2 is empty, that is, we assume that the special rows contain both 0's and 1's. The 2-product of S 1 ∈ R m 1 ×n 1 with special row x 1 and S 2 ∈ R m 2 ×n 2 with special row y 1 is defined as:
Similarly as before, we say that S is a 2-product if there exist matrices S 1 , S 2 and 0/1 rows x 1 of S 1 , y 1 of S 2 , such that S is isomorphic to (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ). Again, we will abuse notation and write S = (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ).
For a polytope P with slack matrix S, consider a row r of S corresponding to an inequality a x b that is valid for P . We say that r is 2-level with respect to S, and that a x b is 2-level with respect to P , if there exists a real b < b such that all the vertices of P either lie on the hyperplane {x | a x = b} or the hyperplane {x | a x = b }.
We notice that, if r is 2-level, then r can be assumed to be 0/1 after scaling. Moreover, adding to S the row 1 − r (that is, the complement of 0/1 row r) gives another slack matrix of P . Indeed, such row corresponds to the valid inequality a x b .
The latter observation is crucial for our next lemma: we show that, if the special rows are chosen to be 2-level, the operation of 2-product essentially preserves the property of being a slack matrix. We remark that having a 2-level row is a quite natural condition. For instance, for 0/1 polytopes, any non-negativity constraint yields a 2-level row in the corresponding slack matrix. By definition, all facet-defining inequalities of a 2-level polytope are 2-level. Finally, we would like to mention that the following result could be derived from results from [12] (see also [4] ), but we give here a new, direct proof.
The following hold: (i) If both S 1 and S 2 are slack matrices, then S is a slack matrix.
and similarly let S 2 := S 2 + (1 − y 2 ). Then both S 1 and S 2 are slack matrices.
. Recall that S i is the slack matrix of P i , by Theorem 5. Without loss of generality, x 1 and y 1 can be assumed to be the first rows of S 1 , S 2 respectively. We overload notation and denote by x 1 the first coordinate of x as a point in R m 1 , and similarly for y ∈ R m 2 . Let H denote the hyperplane of R m 1 +m 2 defined by the equation
We claim that S is a slack matrix of the polytope (P 1 × P 2 ) ∩ H. By Lemma 6, S is a submatrix of the slack matrix of (P 1 × P 2 ) ∩ H. But the latter might have some extra columns: hence we only need to show that intersecting P 1 × P 2 with H does not create any new vertex.
To this end we notice that no new vertex is created if and only if there is no edge e of P 1 ×P 2 such that H = {(x, y) | x 1 = y 1 } intersects e in its interior. Let e be an edge of P 1 × P 2 , and let (v 1 , v 2 ) and (w 1 , w 2 ) denote its endpoints, where v 1 , w 1 ∈ col(S 1 ) and v 2 , w 2 ∈ col(S 2 ). By a well-known property of the Cartesian product, v 1 = w 1 or v 2 = w 2 . Suppose that (v 1 , v 2 ) does not lie on H. By symmetry, we may assume that v 11 < v 21 . This implies v 11 = 0 and v 21 = 1, which in turn implies w 11 w 21 (since v 1 = w 1 or v 2 = w 2 ). Thus (w 1 , w 2 ) lies on the same side of H as (v 1 , v 2 ), and H cannot intersect e in its interior. Therefore, the claim holds and S is slack matrix.
(ii) Assume that S = (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ) is a slack matrix. We show that S 1 = S 1 + (1 − x 1 ) is a slack matrix, using Theorem 5. The argument for S 2 is symmetric. It suffices to show that
We partition the index set I into I 0 and I 1 , so that i ∈ I 0 (resp. i ∈ I 1 ) if v i has its x 1 entry equal to 0 (resp. 1). For simplicity, we may assume that x 1 is the first row of S 1 , and 1 − x 1 the second. Then, the first coordinate of x * is x * 1 = i∈I 1 λ i 0, and the second is x * 2 = i∈I 0 λ i 0. Notice that x * 1 + x * 2 = i∈I λ i = 1. Now, we extend x * to a pointx ∈ aff(col(S)) by mapping each v i , i ∈ I to a column of S, as follows. For each a ∈ {0, 1}, fix an arbitrary column c a of S a 2 , then map each v i with i ∈ I a to the column of S consisting of v i , without its second component, followed by c a . We denote such column by u i , for i ∈ I, and letx := i∈I λ i u i .
We claim thatx ∈ R m + . This is trivial for any component corresponding to a row of S 1 , since those are components of x * as well. Consider a componentx j corresponding to a row of S 2 , and denote by c a,j the corresponding component of c a , for a = 0, 1. We have:
Now, Theorem 5 applied to S implies thatx ∈ conv(col(S)). That is, we can writex = i∈I µ i u i where u i ∈ col(S) and µ i ∈ R + for i ∈ I and i∈I µ i = 1. For each i ∈ I , let v i ∈ col(S 1 ) denote the column vector obtained from u i by restricting to the rows of S 1 and inserting as a second component
implies that x * ∈ conv(col(S 1 )) and concludes the proof. The claim is trivially true for all components of x * except for the second, for which one has
Algorithms
In this section we study the problem of recognizing 1-products. Given a matrix S, we want to determine whether S is a 1-product, and find matrices S 1 , S 2 such that S = S 1 ⊗ S 2 . Since we allow the rows and columns of S to be permuted in an arbitrary way, the problem is non-trivial.
At the end of the section, we extend our methods to the problem of recognizing 2-products. We remark that the results in this section naturally extend to a more general operation, the k-product, for every constant k (see [1] for more details).
We begin with a preliminary observation, which is the starting point of our approach. Suppose that a matrix S is a 1-product S 1 ⊗ S 2 . Then the rows of S can be partitioned into two sets R 1 , R 2 , corresponding to the rows of S 1 , S 2 respectively. We write that S is a 1-product with respect to the partition R 1 , R 2 . A column of the form (a 1 , a 2 ), where a i is a column vector with components indexed by R i (i ∈ [2]), is a column of S if and only if a i is a column of S i for each i ∈ [2] . Moreover, the number of occurrences of (a 1 , a 2 ) in S is just the product of the number of occurrences of a i in S i for i ∈ [2] . Under uniform probability distributions on the columns of S, S 1 and S 2 , the probability of picking (a 1 , a 2 ) in S is the product of the probability of picking a 1 in S 1 and that of picking a 2 in S 2 . We will exploit this intuition below.
Recognizing 1-products via submodular minimization
First, we recall some notions from information theory, see [5] for a more complete exposition. Let A and B be two discrete random variables with ranges A and B respectively. The mutual information of A and B is:
.
The mutual information of two random variables measures how close is their joint distribution to the product of the two corresponding marginal distributions. We will use the following facts, whose proof can be found in [10, 5] . Let C 1 , . . . , C m be discrete random variables. For X ⊆ [m] we consider the random vectors C X := (C i ) i∈X and
will play a crucial role. Let S be an m × n matrix. Let C := (C 1 , . . . , C m ) be a uniformly chosen random column of S. That is, Pr(C = c) = µ(c)/n, where µ(c) denotes the number of occurrences in S of the column c ∈ col(S).
Let f : 2 [m] → R be defined as in (1) . We remark that the definition of f depends on S, which we consider fixed throughout the section. The set function f is non-negative (by Proposition 8.(i)), symmetric (that is, f (X) = f (X)) and submodular (by Proposition 8.(ii) ).
The next lemma shows that we can determine whether S is a 1-product by minimizing f .
. Then S is a 1-product with respect to X, X if and only if C X and C X are independent random variables, or equivalently (by Proposition 8.(i)), f (X) = 0.
Proof. First, we prove "=⇒". Suppose that S is a 1-product with respect to X, X for some non-empty and proper set X of row indices of S. Let S = S 1 ⊗ S 2 be the corresponding
For any column c = (c X , c X ) ∈ col(S), we have µ(c) = µ 1 (c X )µ 2 (c X ), where µ i denotes the multiplicity of a column in S i , i = 1, 2. Hence
where we used n = n 1 n 2 . This proves that C X and C X are independent. We now prove "⇐=". Let a 1 , . . . , a k denote the different columns of the restriction S X of matrix S to the rows in X, and b 1 , . . . , b denote the different columns of S X (the restriction of matrix S to the rows in X). Since C X and C X are independent, we have that, for any
where µ X (·) and µ X (·) denote multiplicities in S X and S X respectively. Now, let M denote the k × matrix such that M i,j := µ(a i , b j ). We have shown that M is a non-negative integer matrix with a rank-1 non-negative factorization of the form uv , where u i := µ X (a i )/n and v j :
Next, one can easily turn this non-negative factorization into an integer one. Suppose that u i is fractional for some i ∈ [k]. Writing u i as u i = p i /q i , where p i ∈ Z 0 and q i ∈ Z >0 are coprime, we see that q i divides v j since u i v j is integer, for every j ∈ [ ]. Then the factorization
is such that v is integer and u has at least one more integer component than u. Iterating this argument, we obtain that M = u v where u, v have non-negative integer entries.
Finally, let S 1 be the matrix consisting of the column a i repeated u i times for i ∈ [k], and construct S 2 from v in an analogous way. Then it is immediate to see that S = S 1 ⊗ S 2 and in particular S is a 1-product with respect to the row partition X, X, which concludes the proof.
Notice that the previous proof also gives a way to efficiently reconstruct S 1 , S 2 once we identified X such that f (X) = 0. In particular, if the columns of S are all distinct, then reconstructing S 1 , S 2 is immediate: S 1 consists of all the distinct columns of S X , each taken once, and S 2 is obtained analogously from S X . The last ingredient we need is that every (symmetric) submodular function can be minimized in polynomial time. Here we assume that we are given a polynomial time oracle to compute our function.
Theorem 10 (Queyranne [14] ). There is a polynomial time algorithm that outputs a set X such that X = ∅, A and f (X) is minimum, where f : 2 [m] → R is any given symmetric submodular function.
As a direct consequence, we obtain Theorem 1.
Proof of Theorem 1. It is clear that f (X) can be computed in polynomial time for any X. It suffices then to run Queyranne's algorithm to find X minimizing f . If f (X) > 0, then S is not a 1-product. Otherwise, f (X) = 0 and S 1 , S 2 can be reconstructed as described in the proof of Lemma 9.
We conclude the section with a decomposition result which will be useful in the next section. We call a matrix irreducible if it is not a 1-product. The result below generalizes the fact that a polytope can be uniquely decomposed as a cartesian product of "irreducible" polytopes.
Lemma 11. Let S ∈ R m×n be a 1-product. Then there exists a partition {X 1 , . . . , X t } of [m] such that: (i) S is a 1-product with respect to X i , X i for all i ∈ [t];
(ii) for all i ∈ [t] and all proper subsets X of X i , S is not a 1-product with respect to X, X; (iii) the partition X 1 , . . . , X t is unique up to permuting the labels.
In particular, if S has all distinct columns, then there are matrices S 1 , . . . , S t such that S = S 1 ⊗ · · · ⊗ S t , each S i is irreducible, and the choice of the S i 's is unique up to renaming and permuting columns.
Proof. To conclude, assume that S has all distinct columns. Then as argued above each S i is obtained by picking each distinct column of S X i exactly once, and it is thus unique up to permutations, once X i is fixed. Each S i is irreducible thanks to the minimality of X i and to Lemma 9. The fact that the X i 's are unique up to renaming concludes the proof.
Extension to 2-products
We now extend the previous results to obtain a polynomial algorithm to recognize 2products. Recall that, if a matrix S is a 2-product, then it has a special row that divides S in submatrices S 0 , S 1 , which are 1-products with respect to the same partition. Hence, our algorithm starts by guessing the special row, and obtaining the corresponding submatrices S 0 , S 1 . Let f 0 (resp. f 1 ) denote the function f as defined in (1) with respect to the matrix S 0 (S 1 ), and letf = f 0 + f 1 . Notice thatf is submodular, and is zero if and only if each f i is. Let X be a proper subset of the non-special rows of S (which are the rows of S 0 and S 1 ). It is an easy consequence of Lemma 9 that S 0 , S 1 are 1-products with respect to X if and only iff (X) = 0. Then S is a 2-product with respect to the chosen special rows if and only if the minimum off is zero.
Once a feasible partition is found, S 1 , S 2 can be reconstructed by first reconstructing all S 0 1 , S 1 1 , S 0 2 , S 1 2 and then concatenating them and adding the special rows. We obtained the following:
There is an algorithm that is polynomial in m, n and determines whether S is a 2-product and, in case it is, outputs two matrices S 1 , S 2 and special rows x 1 of S 1 , y 1 of S 2 , such that S = (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ).
In order to apply Theorem 12 to decompose slack matrices, we need to deal with a last issue. In the algorithm, it is essential to guess the special row that partitions the column set in 1-products. However, in principle there might be a slack matrix that is obtained as 2-product of other slack matrices, but where the special row is redundant. Then, deleting such row still gives a slack matrix, but we cannot recognize such matrix as 2-product any more using our algorithm. However, the next lemma ensures that this does not happen, as long as the special rows are not redundant in the factors of the 2-product.
Lemma 13. Let S ∈ R m×n and let S i ∈ R m i ×n i for i = 1, 2 such that S = (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ) for some special rows x 1 of S 1 and y 1 of S 2 . Assume that S 1 , S 2 , S are slack matrices, and that the rows x 1 , y 1 are non-redundant for S 1 , S 2 respectively. Then the special row r in S is non-redundant as well.
Proof. Notice that, in any slack matrix, a row r is redundant if and only if its set of zeros is strictly contained in the set of zeros of another row r (we write that r dominates r for brevity). Assume by contradiction that r is redundant, and let r be another row of S such that r dominates r. Let us assume by symmetry that r corresponds to a row r 1 of S 1 , i.e. r consists (up to permutation) of r 1 repeated n 2 times. Then it is clear that r 1 dominates x 1 , hence x 1 is redundant in S 1 .
Application to 2-level matroid base polytopes
In this section, we use the results in Section 3 to derive a polynomial time algorithm to recognize the slack matrix of a 2-level base matroid polytope.
We start with some basic definitions and facts about matroids, and we refer the reader to [13] for missing definitions and details. We regard a matroid M as a couple (E, B) , where E is the ground set of M , and B is its set of bases. The dual matroid of M , denoted by M * , is the matroid on the same ground set whose bases are the complements of the bases of M . An element p ∈ E is called a loop (respectively coloop) of M if it appears in none (all) of the bases of M . Given an element e ∈ E, the deletion of e is the matroid M − e on E \ {e} whose bases are the bases of M that do not contain e. The contraction of e is the matroid M/e on E \ {e} whose bases are of the form B \ {e}, where B is a basis of M that contains e. A matroid M = (E, B) is uniform if B = E k , where k is the rank of M . We denote the uniform matroid with n elements and rank k by U n,k .
Consider matroids M 1 = (E 1 , B 1 ) and M 2 = (E 2 , B 2 ), with non-empty ground sets. If The base polytope B(M ) of a matroid M is the convex hull of the characteristic vectors of its bases. It is well known that:
, hence its slack matrix is a 1-product thanks to Lemma 6. If M = M 1 ⊕ 2 M 2 , then a slightly less trivial polyhedral relation holds, providing a connection with the 2-product of slack matrices. We will explain this connection below. We remark that, for any matroid M , the base polytopes B(M ) and B(M * ) are affinely equivalent via the transformation f (x) = 1 − x and hence have the same slack matrix.
Our algorithm is based on the following decomposition result, that characterizes those matroids M such that B(M ) is 2-level (equivalently, such that B(M ) admits a 0/1 slack matrix). The general idea is to use the algorithms from Theorems 1, 12 to decompose our candidate slack matrix as 1-product and 2-product, until each factor corresponds to the slack matrix of a uniform matroid. The latter can be easily recognized. Indeed, the base polytope of the uniform matroid U n,k is the (n, k)-hypersimplex B(U n,k ) = {x ∈ [0, 1] E | e x e = k}. If 2 k n − 2, the (irredundant, 0/1) slack matrix S of B(U n,k ) has 2n = 2|E| rows and n k columns of the form (v, 1 − v) where v ∈ {0, 1} n is a vector with exactly k ones, hence can be recognized in polynomial time (in its size). We denote such matrix by S n,k . If k = 1, or equivalently k = n − 1, S = S n,1 = S n,n−1 is just the identity matrix I n . The case k = 0 or k = n corresponds to a non-connected matroid whose base polytope is just a single vertex, and can be ignored for our purposes.
Before going further, we need some preliminary assumptions. Let M (E, B) be a matroid such that B(M ) is 2-level, and let S be a 0/1 slack matrix of B(M ). From now on we assume that: (i) M does not have loops or coloops.
(ii) S does not have any constant row (i.e. all zeros or all ones). (iii) S has a row for each inequality of the form x(e) 0 for e ∈ E (we refer to such rows as non-negativity rows). Assumption (i) is without loss of generality as, if e is a loop or coloop of M , then B(M ) has a constant coordinate in correspondence of e and is thus isomorphic to B(M − e). Similarly, Assumption (ii) is without loss of generality as constant rows correspond to redundant inequalities and can always be removed from a slack matrix.
We now justify Assumption (iii). One can show (directly, or using well known facts from [15] and [6] ) that for each element e ∈ E at least one of the inequalities x e 0, x e 1 is facet defining for B(M ). Notice that these form pairs of opposite 2-level inequalities, and recall from the discussion in Section 2.2 that for any slack matrix S with a 2-level row r, adding the opposite row (i.e. 1 − r) does not change the fact that S is a slack matrix (or a 1-product or a 2-product). Hence we can assume that our slack matrix S contains all the non-negativity rows.
We now focus on the relationship between 1-sums and 1-products. As already remarked, if S 1 , S 2 are the slack matrices of B(M 1 ), B(M 2 ) respectively, then S 1 ⊗ S 2 is the slack matrix of
. We now show that the converse holds, i.e. we need to make sure that, whenever we decompose the slack matrix of a matroid base polytope as a 1-product, the factors are still matroid base polytopes. Proof. By Assumption (iii), S contains all the rows corresponding to inequalities x(e) 0, for any e element of M . Each such non-negativity inequality belongs either to S 1 or to S 2 , hence we can partition E into E 1 , E 2 accordingly. Recall that the row set of S can also be partitioned into sets R 1 , R 2 , as each row of S corresponds to a row of S 1 or S 2 . Notice that none of E 1 , E 2 can be empty: if for instance E 2 is empty, then all the rows corresponding to x(e) 0 belong to R 1 . But then the slack of a vertex with respect to every other inequality (of form x(U ) rk(U ) for some U ⊆ E) depends entirely on the slack with respect to the rows in R 1 , implying that a column of S R 1 can be completed to a column of S in a unique way. Hence, since S is a 1-product, we must conclude that S 2 is made of a single column, contradicting the fact that S does not have constant rows (Assumption (ii)). Now, let B i = {B ∩ E i : B ∈ B} for i = 1, 2. By definition of 1-product of matrices,
. Hence, for every row of S corresponding to an inequality x(U ) rk(U ), we have either U ⊆ E 1 , U ⊆ E 2 , or the inequality is redundant and can be removed. In the first case, clearly the row is in R 1 as its entries depend only on the rows x(e) 0 for e ∈ E 1 , and similarly in the second case the row is in R 2 . As by removing redundant rows we do not change the polytopes of which S, S 1 , S 2 are slack matrices, we then conclude that S i is a slack matrix of B(M i ) for i = 1, 2. Now, we deal with slack matrices of connected matroids and with the operation of 2-product. We will need the following result, which provides a description of the base polytope of a 2product M 1 ⊕ 2 M 2 in terms of the base polytopes of M 1 , M 2 . Its proof can be derived from [8] , or found in [2] .
Lemma 17 implies that if M = M 1 ⊕ 2 M 2 and S i is a slack matrix of B(M i ) for i = 1, 2, then the slack matrix of B(M ) is actually (S 1 , x p ) ⊗ 2 (S 2 , y p ), where x p is the row corresponding to x p 0, and y p the row corresponding to y p 1. If the special rows x p , y p have this form, we say that they are coherent.
The only missing ingredient is now a converse to the above statement. In particular, we would need that if the slack matrix of a base polytope is a 2-product, then the corresponding matroid is a 2-sum. We prove this under the additional assumption that one of the factor of the 2-product corresponds to a uniform matroid: this is an assumption we can always make, thanks to Theorem 14.
Lemma 18. Let M = (E, B) be a connected matroid and let S be the slack matrix of B(M ). Assume there are S 1 , S 2 such that S = (S 1 , x 1 ) ⊗ 2 (S 2 , y 1 ), for some 2-level rows x 1 , y 1 , and let S 1 = S 1 + (1 − x 1 ) and similarly for S 2 . Assume that S 1 or S 1 is equal to S d,k for some d > k 1. Then there is a matroid M 2 such that M = U d,k ⊕ 2 M 2 and S 2 is a slack matrix of B(M 2 ).
Proof. We first claim that the special row r of S does not correspond to any non-negativity inequality (which are all present in S thanks to Assumption (iii)): indeed, if it corresponds to x(e) 0 for some e ∈ E, then it is not hard to see that S 00 is the slack matrix of M − e, and similarly S 11 is the slack matrix of M/e. But both matrices are 1-products, hence by Corollary 16, none of M − e, M/e is connected. But this is in contradiction with the well known fact (see [15] ) that, if M is connected, then at least one of M − e, M/e is.
Hence, each inequality x(e) 0 corresponds to a row of either S 1 or S 2 , giving a partition of E in E 1 , E 2 . We will now proceed similarly as in the proof of Lemma 15: first, by noticing that the slack of any vertex with respect to x(U ) rk(U ) depends exclusively on the slack with respect to the non-negativity inequalities, we can again conclude that E 1 , E 2 are not empty. Since S 1 = S n,k is the slack matrix of U n,k , the special row x 1 of S 1 corresponds to the inequality x(p) 0, or x(p) 1 for some element p: we can assume that S 1 contains both rows (which are opposite), so that we do not need to mention S 1 , and similarly for S 2 , and we consider the case in which x 1 corresponds to x(p) 0, the other being analogous. Notice that p is not in E, as the special row of S does not correspond to a non-negativity inequality. Let us define M 1 = U n,k on ground set E 1 = E 1 + p, with base set B 1 = E 1 n and let:
We now claim that M 2 with ground set E 2 = E 2 + p and base set B 2 is a matroid. Proving this claim will conclude the proof: notice that due to the 2-product structure of S, a basis B 2 ∈ B 2 can be completed to a basis of M by adding any B 1 ∈ B 1 that satisfies p ∈ B 1 ∆B 2 , and removing p. This implies that M = M 1 ⊕ 2 M 2 . Hence B(M ) is isomorphic to B(M 1 ) × B(M 2 )∩{x p +y p = 1}, thanks to Lemma 17, and can be described by: a description of B(M 1 ), a description of B(M 2 ), and the equations x(E 1 ) + y(E 2 ) = rk(M ), x p + y p = 1, which do not appear in the slack matrix. Now, as S 1 is the slack matrix of B(M 1 ), the rows of R 2 must correspond to a description of B(M 2 ): from this it follows that S 2 is a slack matrix of B(M 2 ), concluding the proof.
To prove the claim, we now show that B 2 satisfies the axioms for the base set of a matroid: it is non-empty (which is clear) and for any B 2 , B 2 ∈ B 2 and e ∈ B 2 \ B 2 , there exists f ∈ B 2 \ B 2 such that B 2 − e + f ∈ B 2 . We fix such B 2 , B 2 , e and distinguish a number of cases. We are now ready to prove the main result of this section, namely, Theorem 4.
Proof of Theorem 4. We first check whether S = S d,k for some d and k, in which case we are done. Then, we run the algorithm to recognize 1-products, and if S is a 1-product, we decompose it in irreducible factors S 1 , . . . , S t and test each S i separately. This can be done efficiently thanks to Theorem 1, and using Lemma 15 we have that S is the slack matrix of B(M ) if and only if S i is the slack matrix of B(M i ) for each i, and M = M 1 ⊕ · · · ⊕ M t .
We can now assume that S is irreducible, and apply the algorithm from Theorem 12 until we decompose S as a repeated 2-product of matrices S 1 , . . . , S t where S i = S d i ,k i for i = 1, . . . , t (of course, if this is not possible, we conclude that S is not a slack matrix of a base polytope). There is one last technicality we have to deal with, before we can conclude that S is the slack matrix of a matroid polytope. Indeed, as noticed above, we need to ensure that each pair of special rows involved in a 2-product is coherent. Note that, unless S i is the identity matrix (in which case all its rows are non-negativity rows), we can choose whether S i is the slack matrix of U d i ,k i or of its dual U d i ,d i −k i , hence we can choose the form of the special row. Hence S is the slack matrix of a matroid polytope if and only if there is a choice that makes all the pairs of special rows coherent. This problem can be easily solved as follows: define a tree with nodes S 1 , . . . , S t , where two nodes S i , S j are joint if the 2-product S i ⊗ 2 S j occurs during the decomposition of S. Now, by coloring the nodes of the tree by two colors, according to the form of the special row, one can efficiently determine whether there exists a proper coloring satisfying the "fixed" colors (given by the S i 's that are identity matrices). Notice that, if there exists a feasible coloring, then this determines a matroid M , and it is essentially unique: it is easy to see that the only other possible coloring gives rise to the dual matroid M * , corresponding to the same slack matrix. This concludes the algorithm. Notice that, in case S is the slack matrix of B(M ), M (or its dual) can be reconstructed by successively taking the 2-product of the U d i ,k i 's (or of their duals, depending on the coloring found).
