Abstract. Reproducing Kernel Hilbert Space (RKHS) is a common used tool in statistics and machine learning to generalize from linear models to non-linear models. In this paper we will try to understand the basic theoretical results in studying RKHS: to construct a RKHS starting from a given kernel function. This view is highly related to the kernel methods for regression and classification in the area of machine learning.
Introduction
Reproducing Kernel Hilbert Spaces (RKHS) have recently received much attention [1, 2, 3] from the statistics and machine learning researchers, due to the popularity of some machine learning algorithms and techniques such as SVM and smoothing splines. Although the theory of RKHS was established quite a long time ago in the field of statistics, machine learning people are mainly putting efforts in figuring out the way this theory could be used to understand some properties of the learning algorithms.
Historically, there are two approaches in studying RKHS. One group of people are concerning with the kernel function ( , ) K x y and treat the Hilbert space as a tool of understanding the properties of the function or they simply ignore the space . Another approach is to study the Hilbert space , which has a lot of nice properties, then treat the reproducing kernel as a function related to the space. But later people realize that the positive definite function in the first approach is equivalent to the reproducing kernel function in the second approach.
Notations and Basic Definitions
Before we talk about RKHS, we need some definitions about the underlying spaces and properties.
Definition 1. Banach Space:
A Banach space is a normed space that is complete, in the sense that it contains the limits of all the Cauchy sequence in that space. 
Now we can define Hilbert space as follows: Hilbert space is a Banach space with an inner product.
To study the notion of RKHS, we will need some definition about linear operators.
Definition 4. Linear Operator: Let , be normed vector spaces, then a mapping :
Definition 5. Continuous Linear Operator:
We can also define a norm for an operator to characterize its behavior.
Theorem 1.
Let : L  be a linear operator, then the following conditions are equivalent:
Next is an important theorem by Riez allowing us to proof the existence of a reproducing kernel. 
Constructing RKHS from a Kernel
So far we are concerning with the reproducing Hilbert space and showing that if is an RKHS then it has a reproducing kernel. But we can also go in the other direction, from a kernel to the corresponding RKHS, and the goal is that given a kernel K , we want to construct an RKHS such that K is the reproducing kernel of .
Let's first define what we mean by a kernel, and a kernel is positive definite from this definition. 

There are two steps of the construction for an RKHS , first we will construct a space 0 which is not necessarily an RKHS, then we will add the limit of every Cauchy sequence in 0 to the space to form an RKHS .
Formally speaking, the construction is as follows: Then it is easy to verify the symmetry and linearity, and using the positive definiteness of $K$ we can prove the positivity, which means the inner product defined above is valid.
The next step is to show that the pre-RKHS 0 satisfies the following two properties:
 The evaluation functional x  is continuous on 0 ,
x  , which could be shown using the reproducing property of K and Cauchy-Schwarz inequality.
 If a Cauchy sequence {} n f in 0 converges to 0 pointwise, then it converges to 0 in 0 norm. This could be shown using triangle inequality and the fact that Cauchy sequence is bounded.
Define the Inner Product on
Now we want to extend the definition of inner product on 0 to , assume that { },{ } 
Validity of the Inner Product on
We need to verify that the inner product we defined is valid, which satisfies the three properties of a proper inner product. Proving the linearity and the symmetry is trivial, and we shall prove that ,0
