





































































































































































































































































































techniques	 and	 a	 novel	 procedure	 known	 as	 rotational	 shooting,	 attempts	 to	 deduce	
pathways	between	different	phases	of	 ice	have	been	made.	The	results	presented	 include	
successful	 transformations	 between	 two	 crystalline	 phases	 of	 ice	 and	 several	 amorphous	
phases,	as	well	as	the	possible	elucidation	of	a	novel	ice	polymorph.	
	
Crystal	 structure	 prediction	 remains	 a	 challenge	 in	 materials	 science.	 Using	 a	 random	
structure	search	technique,	eight	novel	allotropes	of	carbon	and	three	novel	high-pressure	
polymorphs	 of	 zinc	 oxide	 have	 been	 found	 and	 subsequently	 characterised	 using	 density	














With	 recent	 advancements	 in	 computer	 hardware	 and	 software,	 as	 well	 as	 the	 further	
understanding	of	advanced	scientific	concepts,	the	study	of	chemical	and	physical	systems	
using	 computational	 techniques	 has	 never	 before	 been	 so	 accessible	 nor	 so	 fruitful.	
Nowadays,	powerful	machines	can	be	purchased	or	built	at	little	expense,	allowing	for	the	
complete	 classification	 of	 hypothetical	 materials	 using	 any	 level	 of	 theory,	 ranging	 from	
classical,	 semi-empirical	 calculations	 to	 advanced,	 ab	 initio	 computations.	 Thus,	
computational	materials	science	now	has	the	ability	to	play	a	key	role	in	the	acquisition	of	






match	 in	 probing	 the	 essentially-invisible	 atomistic	 world	 in	 a	 vibrant	 and	 scientifically	
valuable	way,	 its	 accuracy	 and	 reliance	 on	 approximations	 is	 sometimes	 questioned.	 This	
perception	of	simulation	is	both	incorrect	and	unfair.	Of	course,	simulation	significantly	relies	
on	theory	and	its	associated	approximations,	but	so	too	does	experiment.	Indeed,	the	very	
equations	 utilised	 in	 both	 theoretical	 and	 experimental	 analyses	 rely	 on	 myriad	
simplifications,	 in	many	cases	 just	 to	allow	them	to	be	solvable	and/or	to	give	meaningful	






In	 addition,	 both	 simulations	 and	 experiments	 must	 be	 treated	 with	 rigorous	 levels	 of	
statistical	analysis	in	order	to	establish	the	integrity	of	the	results	and	ensure	the	accurate	
sampling	of	the	system	of	interest.	Additionally,	akin	to	experimental,	simulation	requires	the	











behaviour	 of	 chemical	 systems.	 In	 particular,	 there	 is	 a	 constant	 need	 for	 new,	 high-
performance	 materials	 made	 from	 inexpensive	 elements	 and	 compounds	 to	 combat	 the	
problems	 of	 the	 modern	 world	 –	 namely,	 the	 issues	 associated	 with	 man-made	 climate	












boundaries	 of	 current	 knowledge.	 Using	 an	 atomistic	 approach,	 this	 thesis	 details	 the	









In	 Chapter	 2,	 an	 introduction	 to	 the	 theory	 of	 computer	 simulations	 is	 given.	 A	 detailed	
discussion	relating	to	the	two	levels	of	theory	used	in	this	work	–	namely,	classical	mechanics-




geometry	 optimisations,	 the	 two	 core	 techniques	 utilised	 in	 this	 work.	 This	 includes	 a	












electronics	and	optics	devices,	however	 its	potential	application	 is	hindered	by	the	 lack	of	
knowledge	 of	 how	 to	 transform	 this	 versatile	 material	 into	 its	 metastable	 zincblende	
polymorph.	A	review	of	current	knowledge	is	first	delivered,	followed	by	an	in-depth	analysis	
of	 the	deciphered	transition	pathways.	The	transformation	mechanism	 is	 first	explored	by	
using	 path	 sampling	 techniques.	 To	 capture	 all	 subtleties	 of	 the	 mechanism,	 a	 novel	








characterise	 the	 elusive	 transitions	 between	 the	 condensed	 phases	 of	 water	 using	 both	
metadynamics	 and	 the	 novel	 rotational	 shooting	 technique.	 A	 detailed	 review	 of	 water	
modelling	 and	 phase	 transitions	 between	 condensed	 phases	 is	 presented	 prior	 to	 the	
discussion	 of	 the	 results,	 which	 includes	 a	 number	 of	 possible	 phase	 transitions	 and	 the	




novel	 crystal	 structures	 of	 carbon	 and	 zinc	 oxide	 using	 a	 random	 structure	 searching	
technique.	Eight	novel	carbon	allotropes	at	0	GPa	are	presented,	as	well	as	three	novel	ZnO	
polymorphs	 at	 high	pressure.	 Prior	 to	 the	discussion	of	 the	 results,	 once	 again	 a	detailed	





































of	materials	 to	 calculate	 the	 potential	 energy	 of	 a	 system.	 In	 a	 forcefield,	 the	 electronic	
energies	of	atoms	are	supplied	as	a	parametric	function	of	the	nuclear	coordinates.	As	such,	
bonding	 information	 is	 provided	 explicitly	 by	 the	 parameters,	 which	 are	 usually	 fitted	 to	
experimental,	ab	initio	data	or	both.	
	
The	 basis	 of	 forcefield	 or	 molecular	 mechanics	 methods	 is	 that	 structural	 units	 within	
molecules	appear	to	behave	very	similarly	even	when	in	different	environments	(indeed,	this	
notion	of	functional	groups	 is	central	to	the	discipline	of	organic	chemistry).	Molecules	are	










–	 intramolecular	 contributions	 (including	 the	 bond	 lengths,	 angles	 and	 torsions)	 and	












more	 complex	 systems,	 and	 such	 simple	 polynomial	 expressions	 do	 not	 encapsulate	 the	
correct	limiting	behaviour	of	bonding	systems.	As	such,	a	different	analytical	function	(such	


















The	most	 commonly	 used	 function	 to	 describe	 this	 interaction	 is	 the	 Lennard-Jones	 (L-J)	
potential,[5]	sometimes	referred	to	as	the	12-6	potential:	













of	 r-6.	 It	 is	 not	 possible	 to	 derive	 a	 function	 for	 the	 repulsive	 interaction.	 In	 theory,	 any	








the	 repulsive	 component	 of	 the	 potential	 as	 an	 exponential	 function.	 An	 example	 of	 a	
potential	that	utilises	an	exponential	function	for	the	repulsive	component	of	the	potential	is	
the	Buckingham	potential[6]	or	exp-r-6	potential:	




Buckingham-style	 potentials	 are	 therefore	 sometimes	 considered	 to	 be	 a	 more	 ‘natural’	
potential,	as	the	repulsive	term	is	modelled	more	closely	with	quantum	theory.	However,	this	
form	of	potential	has	its	own	drawbacks.	A	notorious	problem	with	this	potential	form	can	
lead	 to	 the	 so-called	 “Buckingham	Catastrophe”.	 As	 the	 exponential	 term	 converges	 to	 a	
constant	as	F	tends	to	zero,	the	FNJ	diverges	to	-∞.	This	means	that,	at	low	values	of	F,	the	
Buckingham	 potential	 can	 ‘turn	 over’	 and	 atoms	 become	 unphysically	 attracted	 to	 one	



















depiction	 of	 the	 atomic	 interaction	 is	 the	 use	 of	 three	 parameters	 in	 the	 Morse	 and	








Despite	 the	 additional	 accuracy	 conferred	 by	 the	 Buckingham	 and	 Morse	 models,	 the	
Lennard-Jones	potential	continues	to	be	the	most	popular	potential	model	used	in	computer	




of	exponential	 functions,	making	them	a	 less	desirable	choice	 in	computer	simulations.	As	
Lennard	 Jones	 functions	 are	 comprised	of	 values	of	F	 raised	 to	even	powers	 (and	FNGH	 is	
simply	the	square	of	FNJ),	the	computation	time	for	this	type	of	potential	is	much	quicker.	In	
addition,	 the	 failures	 of	 the	 repulsive	 component	 in	 the	 potential	 models	 are	 generally	
encountered	in	regions	of	very	small	bond	lengths	or	very	high	energies,	which	are	seldom	
realised	in	actual,	meaningful	calculations.	As	a	result,	the	Lennard-Jones	potential	form	gives	






The	 second	 intermolecular	 interaction	 term	 !8)&% 	 corresponds	 to	 the	 electrostatic	























































	 !8)&% 8e5)* = 	!f + !A − !f&)'				(!<	2.8)	
	
where	!f	 corresponds	to	the	short-range	component	solved	 in	real	space,	!A	 is	 the	 long-





!8)&% 8e5)* = 12Z& ′i_jGi(jG <(<_F( −	F_ + kl. 	RFmn F( −	F_ + kl2	E
+	 12oDK RNpqPq/HZH <(R(P.$si(jG
H −	Z& 12cE <(Hi(jG 	P	tK 				(!<	2.9)	
	






space	(i.e.	after	undergoing	Fourier	transform).	The	′	in	the	!f	term	means	that	the	term	b =a	is	not	included	when	k = 0.	RFmn	is	the	complementary	error	function,	and	is	defined	as:	






symmetry.	 In	 addition,	 the	 cut-offs	 of	 the	 short-	 and	 long-range	 components	 of	 the	








































equation,	 which	 gives	 a	 fully	 quantum	 description	 of	 any	 physical	 system.[10]	 The	 time-
independent	form	of	the	Schrödinger	equation	is	expressed	as	the	simple	eigenequation:	
	 }~ , | = !~ , | 				(!<	2.11)	
	!	 is	the	total	energy	of	the	state	under	scrutiny	and	}	 is	the	Hamiltonian	operator	of	the	
system,	 containing	 potential	 and	 kinetic	 energy	 terms.	~ , | 	 is	 the	wavefunction	 of	 the	















coupled	motion	between	 the	nuclei	 and	electrons	of	 a	 system	can	be	neglected	and	 that	








to	 the	Schrödinger	equation	 for	 systems	with	many	 interacting	electrons.	Many	methods,	
such	as	Hartree-Fock	theory	and	its	later	variants	known	as	Post-Hartree	methods	(such	as	
Coupled	Cluster	and	Møller-Plesset	methods)[11]	involve	the	expansion	of	the	wavefunction	
in	 a	 series	 of	 Slater	 determinants.	 However,	 all	 of	 these	 so-called	 ‘wavefunction-based’	
techniques	are	computationally	expensive	and	are	impractical	for	systems	of	more	than	a	few	
atoms.	 A	 wavefunction	 for	 a	 system	 containing	Å	 electrons	 contains	 4Å	 variables,	 thus	


















Unlike	 in	 wavefunction-based	 methods,	 problems	 in	 Density	 Functional	 Theory	 do	 not	
become	 exponentially	more	 complex	with	 increasing	 numbers	 of	 electrons	 -	 the	 electron	













	 }~ = o&z9 +	Ç +	É ~				(!<	2.12)	
	
where	o&z9	is	the	operator	corresponding	to	the	static	Coulomb	potential	exerted	by	the	fixed	

















	 } =	o&z9 +	â				(!<	2.14)	
	
The	crux	of	Density	Functional	Theory	is	that	the	external	potential	o&z9	can	be	determined	
solely	 from	 the	 measurable	 quantity	 electron	 density	 ä,	 and	 that	 the	 electron	 density	
integrated	over	all	space	gives	the	number	of	electrons	Å:	









In	 the	 mid	 1960s,	 Pierre	 Hohenberg	 and	 Walter	 Kohn[12]	 proposed	 two	 theorems	 which	
demonstrated	that	the	many-body	wavefunction,	containing	3Å	position	variables,	could	be	

















i. The	external	potential	o&z9  	is	a	unique	functional	of	the	electron	density	ä().		
	





form	 of	 the	 Schrödinger	 equation	 for	 each	 system,	 using	 the	 variational	 principle	 the	
following	inequality	for	the	ground	state	energy	of	Q	is	obtained:	
	 !1K < 	 ~- }1 ~- = ~- }- ~- +	 ~- }1 − }- ~- 				(!<	2.16)	
	
As	both	systems	have	the	same	electron	density	ä =	ä1 = ä-,	the	above	can	be	re-written	in	
the	following	form:	
	 !1K < 	!-K +	 ä  o1  −	o-  {				(!<	2.17)	
	
An	analogous	inequality	for	!-K	is	obtained	if	the	subscripts	Q	and	ã	are	reversed:	













	 ! ä  = 	 ~ } ~ = ä  o&z9  { + â ä  				(!<	2.20)	
	
The	functional	â ä  	is	known	as	the	universal	functional	whose	analytical	form	is	unknown	
but	is	equal	to	the	expectation	value	of	the	electronic	operator	â.		
	 â ä  = 	 ~ â ~ 				(!<	2.21)	
	










Consider	 a	 system	 in	 which	 the	 energy	 functional	! ä1  	 is	 defined	 using	 an	 external	
potential	o&z9	in	terms	of	a	second,	unrelated	electron	density	ä-.	






	 ~- â ~- +	 ~- o&z9 ~- > 	 ~1 â ~1 +	 ~1 o&z9 ~1 				(!<	2.23)			
In	 this	 scenario,	~1	 is	 the	 correct	 wavefunction	 which	 corresponds	 to	 the	 ground	 state	
electron	density	ä1.	This	can	then	be	rewritten	as	the	integrals:	
	 ä-  o&z9  { + â ä-  > ä1  o&z9  { + â ä1  					(!<	2.24)	
	
This	can	then	clearly	be	written	in	terms	of	the	energy	functional:	
	 ! ä-  > 	! ä1  				(!<	2.25)	
	
Thus,	 Hohenberg	 and	 Kohn	 showed	 that	 not	 only	 does	 the	 electron	 density	 uniquely	
determine	 the	 external	 potential	 and	 the	wavefunction,	 but	 that	 the	minimised	 electron	
density	corresponds	directly	to	the	ground	state	energy	of	the	system.	To	put	it	another	way,	
for	every	value	of	ä	the	functional	â ä  	enforces	that	the	energy	functional	! ä  	is	at	










utilise	density	 functional	 theory.	However,	one	year	 later	 in	1965	Walter	Kohn	and	Lu	Jeu	




















	 ! ä  = ä  o&z9  { + â ä  				(!<	2.26)	
	
Kohn	and	Sham	defined	the	universal	functional	as	the	sum	of	three	terms:	
	 â ä  = ÇG& ä  + !é5$9 ä  +	!è\ ä  				(!<	2.27)	
	ÇG& 	is	the	kinetic	energy	functional	for	non-interacting	electron,	whilst	!é5$9	corresponds	to	
the	classical	electrostatic,	or	Hartree	energy,	of	the	electrons.	These	two	terms	are	known	
precisely	 and	 constitute	 the	 majority	 of	 the	 energy.	 The	 third	 term	 !è\ ,	 known	 as	 the	
exchange-correlation	 functional,	 is	 thus	 the	 only	 unknown	 quantity	 within	 the	 universal	
functional,	and	only	constitutes	a	very	small	part	of	the	energy.	It	is	defined	as:	










	 ! ä  = ä  o&z9  { + ÇG& ä  + !é5$9 ä  +	!è\ ä  				(!<	2.29)	
	
Applying	the	variational	principle	once	more	to	the	energy	expression	gives:	








	 		oëf  = 	o&z9  	+ oé5$9  +	oè\  				(!<	2.32)	
	





















In	 Density	 Functional	 Theory	 based	 calculations	 the	 potential	o	depends	 on	 the	 electron	
density	ä	which	depends	on	the	wavefunction	~,	which	in	turn	depends	on	the	potential	o.	
As	 such,	 the	 Kohn-Sham	 equations	 must	 be	 solved	 iteratively	 using	 the	 so-called	 Self-




These	basis	 functions	are	 then	combined	 to	 form	a	 linear	 combination	of	atomic	orbitals,	
which	act	as	the	initial	guess	for	the	calculation.	It	is	interesting	to	note	at	this	point	that	the	
Kohn-Sham	orbitals	 are	 not	mathematically	 the	 same	 as	Hartree-Fock	 or	 natural	 orbitals,	















































	}òëf. ~.õG = 	 D.õG~.õG	
Re-run	with	the	new	
wavefunction	
























One	 of	 the	 simplest	 and	 most	 commonly	 employed	 methodologies	 in	 density	 functional	




	 !è\A31 ä  = 	 ä  	ùz% ä  	{					(!<	2.36)	
	
where	ùz% 	is	the	exchange-correlation	functional	in	an	homogenous	electron	gas	with	density	ä  ,	 which	 is	 one	 of	 the	 few	 scenarios	 for	 which	 the	 exchange-correlation	 is	 known	
numerically.	 As	 such,	 the	 exchange-correlation	 potential	 within	 the	 Local	 Density	
Approximation	is	now	defined	as:	

















	 !è\ûû1 ä  = 	 ä  ùz% ä  âè\ ä  , ∇ä  {				(!<	2.38)	
	
where	âè\ 	 is	 called	 the	 enhancement	 factor	 and	 is	 the	 term	 that	 accounts	 for	 the	 non-
homogeneity	of	the	electron	density.	Unlike	in	the	Local	Density	Approximation,	numerous	
forms	 of	 Generalised	 Gradient	 Approximation	methods	 exist,	 each	 employing	 a	 different	


































The	 electrostatic	 force	 attracting	 protons	 and	 electrons	 to	 each	 other	 varies	 greatly	with	







~ó/&O*# ≡ 	~5%9O5) 	
	









In	 addition,	 complex	 functions	 with	 multiple	 nodes	 and	 turning	 points	 rapidly	 incur	
computational	expense.	
	
Fortunately,	 it	 is	 possible	 to	 simplify	 the	 problem	 as	 it	 is	 feasible	 to	 make	 a	 distinction	
between	 the	 core	 electrons	 and	 the	 valence	 electrons.	 Almost	 all	 chemical	 bonding	
phenomena,	 especially	 in	metals	 and	 semiconductors,	 are	 completely	 determined	 by	 the	
configuration	of	the	valence	electrons.	On	the	contrary,	the	strongly	bound	core	electrons	
seldom	play	 a	 role	 in	 chemical	 bonding,	 but	 are	 involved	 in	 the	 screening	 of	 the	 positive	
nucleus.	As	a	result,	it	is	reasonable	in	most	cases	to	approximate	the	coupled	nucleus	and	
inner	 electrons	 as	 an	 ionic	 core	 interacting	with	 the	 only	 the	 valence	 electrons.	 Such	 an	
interaction	 is	 deemed	 an	 effective	 core	 potential	 or	 pseudopotential	 and	 has	 found	
widespread	use	in	Density	Functional	Theory	calculations.	The	concept	was	first	described	by	
















Schrödinger	 equation	 produce	 pseudo-orbitals	 which	 match	 the	 original	 ‘true’	




small	 values	 of	 	 F% 	 give	 more	 accurate	 results	 but	 are	 more	 computationally	





core	potential	 regions	 from	Gaussian	 functions.	 The	quality	 of	 such	 an	effective	potential	
depends	strongly	on	both	the	number	of	electrons	approximated	and	those	treated	explicitly.	






Arguably	 the	most	widely	 used	 type	 of	 pseudopotential	 is	 the	 so	 called	norm-conserving	
pseudopotential.[18]	In	such	an	effective	potential,	the	pseudo-wavefunction	must	have	the	
same	integral	as	the	original	wavefunction	between	zero	and	the	core	cut-off	F%:	




	 ~ó/&O*# F = 	~5%9O5) F 							am	F ≥ F%				(!<	2.40)	
	
Another	type	of	effective	potential	used	is	the	ultra-soft	pseudopotential,[19]	where	the	first	
norm-conserving	 requirement	 is	 relaxed.	 Both	 norm-conserving	 and	 ultra-soft	
pseudopotential	allow	for	an	even	smaller	basis	set	of	functions	to	be	used,	thereby	reducing	






















































and	 Thomas	 Wainwright	 in	 the	 late	 1950s,[8]	 and	 independently	 developed	 by	 Aneesur	
Rahman	 during	 the	mid	 1960s.[9]	 The	 technique	 involves	 the	 computer	 simulation	 of	 the	
physical	movements	of	objects	 (usually	atoms,	molecules	or	 fragments)	within	a	multiple-
body	 system.	 These	 simulated	particles	 are	 deemed	heavy	 enough	 such	 that	 they	 can	be	
approximated	 to	 behave	 as	 classical	 particles.	 As	 such,	 their	 movements	 are	 computed	
numerically	using	Newton’s	second	equation	of	motion	(EOM),	which	is	integrated	over	time	
for	each	interacting	object:	

























the	Microcanonical	 ensemble	 (NVE),	 the	 Canonical	 ensemble	 (NVT)	 and	 the	 Isothermal-
Isobaric	ensemble	(NpT).	For	any	of	these	statistical	ensembles,	the	average	of	a	conserved	
variable	at	equilibrium	over	infinite	time	is	equal	to	the	average	over	the	statistical	ensemble.	
As	 such,	 the	 progression	 of	 a	 single	MD	 calculation	 over	 sufficient	 time	may	 be	 used	 to	
calculate	the	macroscopic	thermodynamics	properties	of	a	system.	This	concept,	known	as	






As	mentioned	previously,	 the	basis	of	molecular	dynamics	 is	 that	 the	nuclei	 of	 atoms	are	
approximated	 as	 classical	 particles,	 and	 as	 such	 their	 dynamics	 can	 be	 simulated	 using	












	 %: = %9 +	=%9=' ∆' +	12 =$%9='$ ∆' > +	16 =@%9='@ ∆' A + ⋯				(23	3.3)	
	
The	velocities	C9,	accelerations	D9	and	hyper-accelerations	E9	(also	known	as	the	jerk)	of	the	
















precision	 in	 the	calculation	of	 the	 forces).	However,	a	smaller	 time	step	means	 that	more	








There	 are	 three	 commonly	 used	 integration	 algorithms	 implemented	 within	 molecular	
dynamics	 codes,	 each	 with	 its	 own	 sets	 of	 advantages	 and	 disadvantages.	 The	 first	 such	
algorithm	 is	 the	 Verlet	 algorithm,	 which	 gives	 a	 framework	 in	 which	 the	 positions	 and	
accelerations	 (but	 not	 the	 velocities)	 of	 the	 simulated	 atoms	 after	 a	 time	 step	∆'	 can	 be	
computed.	 The	 Verlet	 algorithm	 is	 obtained	 simply	 by	 adding	 the	 two	 above	 equations	
together	to	obtain	the	expression:	




order	 in	∆'.	 The	 acceleration	 of	 the	 particles	 can	 be	 calculated	 from	 the	 forces	 (i.e.	 the	
negative	of	the	potential	function):	
	 DK = 	)K! 	= − 1! LML%K 			(23	3.7)	
	
The	accelerations	must	be	computed	at	each	 time	step,	which	allows	 the	positions	of	 the	
particles	 to	 be	 propagated	 to	 generate	 a	 trajectory.	 The	 Verlet	 algorithm	 is	 very	 easy	 to	
implement,	is	computationally	inexpensive	and	is	quite	accurate,	meaning	that	it	has	been	
very	 popular	 in	 molecular	 dynamics	 codes.	 In	 addition,	 it	 allows	 for	 time-reversibility.	
However,	it	has	a	number	of	disadvantages,	the	principal	of	which	is	that	the	velocities	are	
not	explicitly	calculated,	which	are	needed	for	calculating	the	kinetic	energy	of	the	particles	
(and	 therefore	 the	 checking	 of	 the	 conservation	 of	 total	 energy	 during	 a	 simulation).	
Velocities	can	be	estimated	using	the	position	terms	within	the	mean	value	theorem:	















	 %: = %9 +	C:$∆'			(23	3.8)	C:$ = CI:$ +	D9∆'			(23	3.9)	
	
This	 algorithm	 is	 also	 correct	 to	 third	 order,	 and	 this	 time	 the	 velocities	 are	 calculated	
















%: = %9 +	C9 ∆' +	12D9 ∆' >			(23	3.10)	
	
2. Calculate	the	velocities	at	time	' + :$ ∆':	
	 C:$ = C9 +	12D9∆'			(23	3.11)	
	
3. Derive	 the	 forces	and	accelerations	 from	the	expression,	again	 in	an	analogous	
way	to	the	initial	Verlet	algorithm:	


































2STSUV = 2WK"XSKY +	2ZTSX"SKUV = 12!KCK$ + M(%K)[K\: 			(23	3.14)	
	




simulation.	 However,	 this	 numerical	 error	 can	 be	 kept	 under	 control	 by	 using	 a	 small	





	 ] = 2 2WK"XSKY+^_`a 			(23	3.15)	
	





+^_ = 30 − +YT"			(23	3.16)	
	
In	the	above	expression,	+YT"	 is	the	number	of	constraints	 imposed	upon	the	system.	In	a	





b = 	0`a]M +	 1cM %K	.		)K[K\: 				(23	3.17)	
	
where	V	is	the	volume	of	the	computational	box	and	D	corresponds	to	the	dimensionality	of	





























N	 P	 V	 T	 E	 µ	
Micro-Canonical	 0M2	 S	maximum	 X	 	 X	 	 X	 	
Canonical	 0M]	 A	minimum	 X	 	 X	 X	 	 	
Isothermal-Isobaric	 0b]	 G	minimum	 X	 X	 	 X	 	 	











The	 first	 method	 utilised	 to	 control	 temperature	 and	 pressure	 in	 molecular	 dynamics	
simulations	 was	 to	 simply	 apply	 instantaneous	 corrections	 to	 these	 variables	 by	 simply	
rescaling	 until	 a	 target	 equilibrium	 value	 was	 reached.	 However,	 such	 techniques	
detrimentally	perturb	the	dynamics	of	the	simulation	and	do	not	generate	a	true	canonical	
ensemble.	The	best	way	to	control	the	macroscopic	properties	during	a	simulation	is	to	couple	
the	 system	 it	 to	 a	 heat-bath	 (to	 control	 temperature)	 and	 a	 pressure-bath	 (to	 control	
pressure).	These	algorithms,	known	as	thermostats	and	barostats,	allow	both	the	regulation	









Numerous	 thermostats	have	been	developed	over	 the	years.	The	 first	 such	algorithm,	 the	
Andersen	 thermostat,	 involved	 rescaling	 the	 velocities	 of	 a	 set	 of	 particles	 by	 a	Maxwell	
distribution	at	random	time	intervals.[10]	This	allowed	the	generation	of	a	true	0M]	ensemble	
in	a	molecular	dynamics	simulation	for	the	first	time,	allowing	real	chemical	processes	to	be	
scrutinised	 using	 the	 technique.	 However,	 it	 could	 only	 be	 used	 to	 scrutinise	 time	





Since	 the	 formulation	of	 the	Anderson	thermostat,	numerous	other	algorithms	have	been	
developed	to	allow	the	generation	of	true	canonical	ensembles	for	time	dependent	processes	




e = 	 1 +	∆'f ]9] − 1 :$ 			(23	3.18)	
	
where	]	is	the	instantaneous	temperature,	]9	is	the	desired	temperature,	and	f	is	a	relaxation	











	 LhgL' = 	 1i +^_`a(]S −	]XjS)			(23	3.20)	
	
In	this	expression,	]S	 is	the	instantaneous	temperature	of	the	system	at	time	',	]XjS	 is	the	




















































d = 	 1 +	t∆'f u9 − 	u :@ 			(23	3.23)	
	
where	u	is	the	instantaneous	pressure,	u9	is	the	desired	pressure,	f	is	a	relaxation	constant	









unlike	 the	 Berendsen	 thermostat	 is	 not	 at	 all	 similar	 to	 its	 thermostat	 namesake.	 The	
Andersen	thermostat	is	better	compared	to	the	Nosé-Hoover	thermostat,	 in	that	it	evokes	









In	order	 for	shape	and	size	changes	to	 the	box	not	 to	be	 isotropic,	 the	Parrinello-Rahman	
modification	 to	 the	 Andersen	 barostat	 is	 required.[18,19]	 When	 studying	 solid	 systems,	

























describe	 the	 simulated	 material.	 Such	 configurations	 define	 the	 (meta)stable	 states	 of	 a	
system,	 and	 are	 physically	 meaningful	 as	 they	 correspond	 to	 atomic	 arrangements	 for	 a	
particular	composition	of	atoms	that	can	possibly,	or	already	do	exist,	in	the	natural	world.[2]	
	
Geometry	 optimisation	 procedures	 can	 be	 applied	 to	 a	wide	 range	 of	 simulated	 systems,	






the	 positions	 of	 the	 atoms	 %,	 one	 can	 define	 the	 energy	 as	 a	 function	 of	 the	 atomic	






discussed	 in	 the	 below	 section	 –	 the	 Steepest	 Descent	 method,	 and	 the	 more	 advanced	

























































	 }" = 	−z" +	t"}"I:			(23	3.25)	
	}&	 corresponds	 to	 the	direction	of	 travel	 in	 the	 current	 path,	whereas	}&I|	denotes	 the	
search	direction	in	the	previous	step.	t	is	a	value	which	can	be	defined	in	a	number	of	ways,	
including	using	 the	 Fletcher-Reeves	method,	 the	Polak-Ribiere	method	 and	 the	Hestenes-
Stiefel	method.	For	practical	reasons,	the	Polak-Ribiere	parameterisation	is	the	method	that	
























































Despite	 major	 advancements	 in	 both	 computational	 techniques	 and	 the	 development	 of	
computer	 hardware	 and	 software,	 there	 still	 exists	 a	 huge	 number	 of	 intrinsic	 problems	
resulting	from	the	difficulties	of	carrying	out	computer	simulations	of	physical	systems.		
	










Secondly,	 systems	 studied	 with	 simulation	 techniques	 such	 as	 molecular	 dynamics	 often	
feature	 very	 complex	 energy	 landscapes	 with	 multiple	 activation	 barriers,	 local	 energy	




































this,	 numerous	 enhanced	 sampling	 techniques	 have	 been	 developed,	which	 aim	 to	 allow	



































































In	 addition	 to	 ‘standard’	 metadynamics,	 a	 number	 of	 modified	 techniques	 have	 been	
developed.	 In	 well-tempered	 metadynamics,	 the	 height	 of	 the	 Gaussian	 function	 is	
periodically	 rescaled	 to	 ensure	 that	 the	 bias	 converges	 more	 smoothly.[7]	 In	 adaptive-
Gaussian	metadynamics,	the	widths	of	the	Gaussian	functions	are	allowed	to	vary	in	order	to	
more	efficiently	sample	basins	of	attraction	of	different	breadths.[8]	In	this	work,	the	standard	








Arguably	 the	most	 involved	 step	 in	 a	metadynamics	 calculation	 is	 determining	 a	 suitable	










Occasionally,	 choosing	 an	 appropriate	 collective	 variable	 can	 be	 straight	 forward	 –	 for	
example,	 in	 a	 simulation	of	 bond	 formation	 and	breaking,	 an	obvious	 choice	of	 collective	
variable	would	be	the	distance	between	the	two	atomic	sites	of	interest.	However,	in	most	
calculations,	the	choice	of	collective	variables	is	far	from	trivial	and	there	is	no	a	priori	recipe	
for	 their	 deduction.	 Collective	 variables	 must	 therefore	 be	 determined	 using	 chemical	







the	calculation	and,	 if	appropriate,	all	of	 the	necessary	transition	and	 intermediate	
states;	
	














Missing	 a	 relevant	 component	 of	 a	 collective	 variable	 within	 a	 simulation	 can	 lead	 of	
significant	 over-estimation	 of	 the	 energy	 barriers	 or	 even	 complete	 failure	 to	 sample	 the	
relevant	pathways.	One	way	to	visualise	this	is	to	consider	a	Z	shaped	two	dimensional	free	




















coordinates,	 as	 simulations	with	poorly	described	 collective	 variables	 tend	 to	 show	highly	





















































Large	Gaussians	mean	that	 the	 free	energy	 landscape	will	be	explored	rapidly	but	contain	
significant	errors,	whereas	smaller	Gaussians	will	create	a	more	accurate	 landscape	at	 the	
cost	 of	 a	 significantly	 more	 expensive	 calculation.	 The	 relationship	 between	 these	 two	
parameters	is	also	relevant	and	so	they	must	be	chosen	carefully.	Some	consider	it	a	good	
approximation	to	make	,	~	42,	whilst	others	follow	the	relationship	,	~	E4	with	E	usually	











The	key	assumption	of	metadynamics	is	that,	in	the	long	time	limit,	( ! # , ) 	converges	to	
the	negative	of	the	free	energy	of	the	system	as	a	function	of	the	collective	variables:	
























	 , -& = 	,P	Q#R −	((! # -& , -&)-F∆G 				[>?	4.3]	
	
where	,P	is	the	Gaussian	height	at	the	start	of	the	calculation.	The	term	∆G	is	a	temperature	
term	and	 can	be	used	 to	 regulate	 the	extent	of	 the	 free	energy	exploration.	With	 such	a	
rescaling	of	the	Gaussian	height,	the	metadynamics	bias	converges	more	smoothly	in	the	long	
time	limit	to	the	exact	solution,	rather	than	oscillate	about	the	true	value.	However,	in	this	
case	 the	bias	potential	 does	not	 completely	 compensate	 the	 free	energy	 in	 the	 collective	
variable	space.	In	a	well-tempered	metadynamics	simulation,	the	free	energy	is	estimated	as:	





where	∆G = 0	and	∆G = 	∞.	For	∆G = 0,	the	bias	is	equal	to	zero,	which	corresponds	to	a	
standard	molecular	dynamics	calculation.	At	∆G = 	∞,	the	deposition	rate	is	constant	and	the	
original	metadynamics	relationships	are	found.	In	the	array	of	 intermediate	cases	found	in	
well-tempered	 metadynamics,	 the	 simulation	 samples	 an	 ensemble	 at	 the	 higher	
















Once	 again,	 the	 free	 energy	 estimator	must	 be	modified	when	 using	 this	 technique.	 The	
equation	corresponding	to	the	free	energy	when	using	Adaptive	Gaussian	metadynamics	is:	
	 lim<→	L 	( !, ) = 	−M ! − G lnX !, ) + O 				[>?	4.5]	
	
In	this	case,	X !, ) 	corresponds	to	the	accumulated	histogram	detailing	the	variance	of	the	
collective	variables	up	to	time	).	This	estimator	works	regardless	of	the	changes	to	the	size	of	













	 ℎ = (Z, [, O)				[>?	4.6]	
	
In	 small	 simulation	cells,	ℎ	 is	 simply	an	 integer	value	of	 the	unit	 cell	^,	meaning	 that	 this	






change.	 First-order	 phase	 transitions	 are	 usually	 accompanied	 by	 sensible	 changes	 to	 the	
simulation	cell,	and	 thus	such	a	method	 is	very	appropriate	 to	 instigate	such	a	 rare	event	
within	the	system.	
	
In	 the	 original	 Martonák	 et	 al	 scheme,	 the	 simulation	 starts	 from	 an	 equilibrated	 box	 ℎ	





















to	 the	 shape	 and	 size	 of	 the	 box	will	 lead	 to	 the	 current	 atomic	 configuration	 becoming	
unfavourable	and	the	positions	of	the	atoms	in	the	system	will	be	forced	to	radically	alter.	At	
this	 point,	 a	 phase	 transition	 to	 a	 different	 allotrope	or	 polymorph	of	 the	material	 under	
scrutiny	will	be	observed.	
	
However,	 Martonák	 et	 al	 have	 since	 modified	 this	 metadynamics	 procedure.[13]	 This	
improvement	takes	the	Gibbs	free	energy	up	to	its	second	term	and	invokes	the	use	of	the	
Hessian	matrix	i:	
	 a ℎ = 	a ℎP + 12 ℎ −	ℎP ji(ℎ −	ℎP)				[>?	4.9]	
	
where	ℎP	is	the	value	of	the	matrix	ℎ	at	time	=	0.	The	Hessian	i	is	given	by:	
	 i5b = 	`2a(ℎ)`ℎ5`ℎb lm 				[>?	4.10]	
	













































































































































In	 complex	 systems,	 with	 high	 correlation	 between	 various	 degrees	 of	 freedom,	 the	
underlying	 energy	 landscape	 becomes	 very	 complex.	 Such	 landscapes	 are	 topologically	
‘rough’	with	countless	features	of	the	order	of	-FG	and	therefore	innumerable	saddle	points	
and	transition	states.	As	such,	it	is	not	possible	to	systematically	calculate	the	landscape	for	
such	 a	 system	 and	 determination	 of	 a	 relevant	 set	 of	 points	 for	 a	 dynamic	 trajectory	 is	
essentially	impossible.	The	approach	one	must	take	is	to	determine	an	ensemble	of	transition	
paths	which	link	the	two	basins	of	attraction.	From	this	ensemble	of	potential	trajectories,	we	























another.	 Transition	 path	 sampling	 provides	 a	 means	 to	 sample	 such	 rare	 events	 by	 the	
systematic	generation	and	statistical	analysis	of	trajectories	within	the	intermediate	region.	












In	a	standard	Metropolis	Monte	Carlo	procedure,	a	 random	walk	 in	configuration	space	 is	
biased	 to	 ensure	 that	 the	 procedure	 visits	 configurations	 and	 pathways	 based	 on	 their	
probability.[14]	The	probability	distribution	R # 	is	given	by	the	relationship:	
	 R # ∝ 	 Qxy(z)9{j 				[>?	4.14]	
	
In	the	canonical	ensemble,	((#)	corresponds	to	the	potential	energy	for	the	configuration	#.	




















sample	 the	 transition	 path	 ensemble	 and	 ultimately	 determine	 those	 pathways	 with	 the	
highest	probability.	From	this,	 statistical	analysis	of	 the	 transition	can	be	undertaken,	and	









	 # G ≡ {#P, #∆<, #2∆<,#_∆< …	#j}				[>?	4.15]	
	










Å # G = 	Ç(#P)		 R(#5∆< → 	# 5v8 ∆<)É57P 				[>?	4.16]	
	
where	X	is	the	total	number	of	discretised	states,	given	by	the	relationship:	









	 ÅÑF[# G ] ≡ 	ℎÑ #P 	Å # G 	ℎF(#j)				[>?	4.18]	
	





As	 a	 result,	 non-reactive	 pathways	 that	 do	 not	 link	 basins	 A	 and	 B	 are	 given	 a	 statistical	
weighting	of	zero	and	paths	connecting	the	two	basins	have	a	non-zero	probability	which	is	





















1. From	an	initial	trajectory	#Ös6 G 	with	a	weight	ÅÑF[#Ös6 G ] ≠ 0,	i.e.	the	trajectory	
is	reactive,	generate	a	new	trajectory	#qáà G 	.	This	first	step	is	called	the	trial	move,	
as	 at	 this	 time	 it	 is	 unknown	whether	 or	 not	 the	 new	 trajectory	 #qáà G 	will	 be	
accepted	or	rejected;	
	
2. Accept	 or	 reject	 the	 new	 path	 #qáà G 	depending	 on	 an	 acceptance	 probability	
balanced	by	the	frequency	of	the	reverse	move.	This	second	stage	is	known	as	the	
detailed	balance	step,	and	implies	that	the	following	condition	must	be	true:	
	ÅÑF #Ös6 G â #Ös6 G → 	#qáà G = 	ÅÑF #qáà G â #qáà G → 	#Ös6 G 				[>?	4.20]	
	
Here,	 the	term	â #Ös6 G → 	#qáà G 	corresponds	to	the	probability	of	moving	from	the	
initial	path	to	the	newly	generated	path.	This	in	turn	is	given	as	the	product	of	two	quantities:	






probability	 of	 the	 path	 being	 accepted.	 Substituting	 this	 into	 the	 previous	 equation	 and	
rearranging	gives	the	expression:	
	 Åråå #Ös6 G → 	#qáà GÅråå #qáà G → 	#Ös6 G = 	ÅÑF #qáà G Åäáq #qáà G → 	#Ös6 G 	ÅÑF #Ös6 G Åäáq #Ös6 G → 	#qáà G 	 				[>?	4.22]	
	
We	know	that	Åråå #Ös6 G → 	#8 G 	cannot	exceed	1.	Therefore,	we	use	the	Metropolis	
rule	to	satisfy	the	above	expression:	





	 Åråå #Ös6 G → 	#qáà G= 	ℎÑ #Pqáà ℎF #jqáà 	×min 1, Å #qáà G Åäáq #qáà G → 	#Ös6 G 	Å #Ös6 G Åäáq #Ös6 G → 	#qáà G 	 	[>?	4.24]	
	
Now	it	is	evident	that	only	reactive	trajectories	are	accepted,	as	any	trajectories	that	do	not	



















There	are	many	ways	 in	which	one	can	generate	new	 trajectories	 from	existing	ones,	but	
perhaps	 the	most	effective	method	 is	 the	shooter	 algorithm.	 In	a	shooting	move,	a	 single	
phase	space	point	#:Ös6 	is	selected	from	somewhere	along	the	course	of	the	initial	trajectory	#Ös6 G .	The	momenta	of	the	atoms	within	this	frame	#:Ös6 	are	modified	and	from	this	novel	
state	#:qáà	the	new	trajectory	#qáà G 	can	be	generated	by	propagating	forwards	to	time	) = G	and	backwards	to	time	) = 0	using	molecular	dynamics.	By	redistributing	the	atomic	



















	 Åäáq<→ #Ös6 G → 	#qáà G
= Räáq #:Ös6 → 	#:qáà 	× R(#5∆<qáà → 	#(5v8)∆<qáà)j/∆<x857:/∆< 	







stationary	 distribution	 (i.e.	 conserved	 quantities,	 such	 as	 total	 momentum	 and	 angular	
momentum	remain	unchanged),	two	assumptions	can	be	made.	Firstly,	the	quantities	R	and	R	 are	 related	 by	 microscopic	 reversibility.	 Secondly,	 we	 assume	 that	 the	 generation	
probabilities	from	the	old	to	the	new	trajectory,	and	vice	versa,	are	equal	to	one	another.	This	
simplifies	the	acceptance	expression	to	the	following:	











i. Select	a	phase-space	point	#:Ös6 	from	the	old	trajectory	#Ös6 G ;	
	
ii. Modify	the	momenta	of	the	atoms	within	this	configuration.	This	is	achieved	by	adding	







iv. Assess	the	probability	of	the	modification	as	min 1, è(zêëíì)è(zêîïñ) 	 ;	
	













There	 are	 evidently	 numerous	 checkpoints	 at	 which	 it	 is	 determined	 whether	 or	 not	 a	







• If	the	value	of	è(zêëíì)è(zêîïñ) > 1,	the	configuration	is	automatically	accepted	
















is	 dependent	 on	 the	 magnitude	 of	 modification	 to	 #:Ös6.	 Very	 small	 modifications	 to	
momenta	will	 leave	 the	 path	 relatively	 unchanged,	 whereas	 very	 large	modifications	will	
completely	alter	the	trajectory	and	its	path	may	no	longer	lead	to	basins	A	and	B.	As	such,	an	
appropriate	momentum	modification	is	required,	which	is	often	dependent	on	the	size	and	



























Transition	 path	 sampling	 does	 not	 require	 any	 a	 priori	 knowledge	 of	 the	 transition	
mechanism.	 As	 such,	 it	 is	 not	 necessary	 to	 define	 a	 reaction	 coordinate,	 unlike	 in	
metadynamics	where	a	set	of	collective	variables	must	be	defined	prior	to	the	start	of	the	
calculation.	 However,	 it	 is	mandatory	 that	 the	 two	 basins	 of	 interest	 in	 a	 transition	 path	
sampling	calculation	be	distinguishable.	Otherwise,	there	would	be	no	way	of	determining	































and	 the	 ability	 to	 distinguish	 between	 the	 two	 configurations	 of	 interest	 using	 the	 order	
parameter,	transition	path	sampling	allows	for	the	generation	and	scrutiny	of	hundreds	of	
different	 trajectories	 from	 a	 single	 (or	 multiple)	 initial	 configurations.	 This	 procedure	 is	







































































































Finally,	 the	 project	 described	 within	 this	 thesis	 made	 extensive	 use	 of	 the	 UK	 national	

































efficient	 electronic	 structure	 calculations	 and	ab	 initio	molecular	 dynamics	 simulations	 of	
molecules	and	 solids’.	 The	SIESTA	method	utilises	density	 functional	 theory	with	 localised	
basis	sets	and	norm-conserving	pseudopotentials.	The	tool	can	carry	out	electronic	structure	









plumed	 is	a	plugin	that	 implements	a	 large	number	of	enhanced	sampling	techniques	and	
collective	 variables	 (CVs).	 plumed	 can	 be	 used	 for	 umbrella	 sampling	 and	 numerous	





















































































Zinc	 Oxide	 (ZnO)	 is	 an	 extremely	 versatile	 and	 useful	 compound,	 which	 exhibits	 an	
extraordinary	 array	 of	 practical	 properties.	 A	 naturally	 occurring	 compound,	 zinc	 oxide	 is	
found	in	nature	as	the	mineral	zincite,	which	ordinarily	takes	on	a	red-yellow	hue	resulting	
from	presence	of	first	row-transition	metal	ion	impurities	within	its	structure.	However,	the	
overwhelming	 majority	 of	 zinc	 oxide	 utilised	 by	 industry	 today	 is	 synthesised	 via	 three	
processes,	which	are	responsible	for	the	production	of	over	100,000	tons	of	the	material	per	
annum.[1]	 The	 synthesised	 product	 finds	 use	 in	 the	 production	 of	 rubbers,[2,3]	 plastics,[4]		














electron	 mobility	 and	 strong	 room-temperature	 luminescence,	 giving	 it	 very	 desirable	
characteristics	for	use	in	contemporary	electronic	and	optics	applications.[9]	Some	potential	
emerging	applications	of	zinc	oxide	include	use	in	the	production	of	light	emitting	diodes,[11]		
transistors,[12]	 piezoelectrics,[13]	 liquid	 crystal	 displays,[14]	 chemical	 sensors,[15]	 and	
spintronics.[16]	
	
Research	 into	 zinc	 oxide	 began	 in	 earnest	 during	 the	 1930s,	 with	 investigation	 into	 the	
material	peaking	during	the	1970s	and	1980s.	The	majority	of	this	research	was	centred	on	
bulk	zinc	oxide,	which	led	to	extensive	characterisation	of	the	properties	and	curiosities	of	










































The	P63mc	 space	group	exhibited	by	wurtzite	 results	 in	 the	 structure	having	no	 centre	of	
inversion,	which	gives	rise	 to	 the	piezoelectric	effect	 (the	ability	 to	accumulate	an	electric	
charge	 in	 response	 to	mechanical	 strain	 or	 pressure)	 exhibited	 by	 ambient	 zinc	 oxide.	 In	
addition,	the	experimental	bond	lengths	of	wurtzite	ZnO	show	an	asymmetry	along	the	[001]	
axis,	exhibiting	a	shorter	bond	length.	This	c-axis	orientated	stacking	leads	to	the	induction	of	












more	 ionic,	hexagonal	wurtzite	structure.	However,	 the	Zn-O	 interaction	 in	the	zincblende	




















as	 it	 does	 not	 exhibit	 spontaneous	 polarisation.[28]	 In	 addition,	 the	 cubic	 variety	 features	
	 O	 S	 Se	 Te	
Mg	 RS	 RS	 RS	 WZ	
Zn	 WZ	 ZB	 ZB	 ZB	
Cd	 RS	 WZ	 ZB	 ZB	




higher	 electron	 drift	 velocities	 and	 lower	 carrier	 scattering,	 as	 a	 result	 of	 its	 higher	
crystallographic	symmetry.	Zincblende	has	also	been	shown	to	exhibit	much	higher	doping	
efficiencies,	adding	to	its	attraction	as	a	material	for	use	in	electronics	and	optical	devices.	
Moreover,	 cubic	 zinc	 oxide	 has	 the	 potential	 to	 be	 integrated	 into	 existing	 zincblende	
semiconductor	 infrastructure	 (such	 as	 3C-SiC	 technology),	 further	 increasing	 the	
attractiveness	of	the	prospect	of	using	zinc	oxide	in	such	devices.[29]		
The	third	experimentally	known	configuration	of	zinc	oxide	crystallises	in	the	NaCl-like	rock-
salt	 structure	at	high	pressures	of	 approximately	10	GPa.[27,30]	Whilst	 this	phase	has	been	
known	 for	 over	 half	 a	 century,	 it	 has	 not	 found	 any	 widespread	 use	 as	 a	 result	 of	 the	
conditions	required	for	it	to	exist.	Despite	this,	the	rocksalt	analogue	could	too	find	a	number	
of	potential	uses.	Ambient	ZnO	tends	to	exhibit	n-type	character,	likely	due	to	interstitials	and	









to	 sphalerite	occurs.	 Zincblende	can	be	grown	 in	an	epitaxial	 fashion	on	 cubic	 substrates,	
however	this	process	is	non-trivial	and	poorly	understood.	The	external	conditions	required	
to	drive	the	transition	between	the	two	low	pressure	regimes	are	very	ambiguous,	and	it	is	
not	 even	 conclusively	 known	whether	 or	 not	 a	 direct	 wurtzite-zincblende	 transformation	
exists.[29]		
Thus,	full	comprehension	of	the	transformations	linking	the	different	polymorphs	would	be	

























two	phases	coexisting	 in	 the	 interim.	For	 the	decreasing	pressure	 transformation,	 rocksalt	
begins	 to	 transform	 to	 wurtzite	 at	 pressures	 as	 low	 as	 1.9	±	 0.2GPa.[34]	 Other	 situ	 X-ray	
diffraction	 and	 Mössbauer	 spectroscopy	 observations	 have	 also	 demonstrated	 this	 large	
hysteresis	 in	 the	 phase	 transition.[35]	 Additionally,	 experiments	 have	 repeatedly	















































Subsequent	work	 showed	 that	 the	 true	 nature	 of	 the	 intermediate	 phases	was	 far	more	
complex	by	showing	that	the	two	mechanisms	were	actually	competing	with	each	other,	and	
that	the	formation	of	either	the	tetragonal	or	hexagonal	intermediate	depended	greatly	on	








to	 favour	 the	 ‘hexagonal’	 path.	At	 the	 transition	pressure,	however,	 the	 two	mechanisms	
were	in	direct	competition	with	one	another.[39]		






As	 alluded	 to	 previously,	 the	 caesium	 chloride	 type	 (B2)	 geometry	 has	 been	 postulated.	
However,	this	is	yet	to	be	experimentally	verified	and	it	is	suggested	that	very	high	hydrostatic	
pressures	are	required	to	access	this	phase.	Density	Functional	Theory	has	predicted	that	this	
phase	 transition	 should	 occur	 at	 260	 GPa	 (LDA)	 or	 256	 GPa	 (GGA),[40]	 however	 classical	

























To	 counter	 this,	 most	 growth	 techniques	 utilise	 zinc	 sulphide	 thin	 layers,	 which	 act	 as	
interlayers	or	nucleation	layers.	The	presence	of	ZnS	reduces	the	mismatch	between	lattice	




substrates.	 Kim	 et	 al	 also	 indicated	 that	 the	 presence	 of	 hexagonal	 impurities	 could	 be	





































300K,	 with	 an	 activation	 barrier	 of	 0.386	 eV	 /	 atom.	 The	 group	 also	 postulate	 that	 the	
transition	path	may	involve	the	formation	of	a	transient	orthorhombic	structure	in	order	to	













studied,	 and	 continues	 to	 be	 a	 competitive	 area	 of	 scrutiny.	 The	 direct	 transformation	
between	the	wurtzite	and	zincblende	forms	has	proven	to	be	very	complex,	as	a	result	of	the	
two	phases’	proximity	in	energy	to	one	another.	The	remaining	pathway,	and	the	one	that	is	
virtually	 unexplored,	 is	 that	 between	 the	 cubic	 zincblende	 and	 the	 high-pressure	 rocksalt	
phase.	Whilst	 the	merit	 of	 such	 a	 transformation	may	 not	 be	 directly	 obvious,	 it	 is	 quite	
apparent	that	if	one	could	easily	transform	from	the	ground	state	to	rocksalt,	and	then	from	
















4. Analysis	 of	 transition	 path	 sampling[48,49]	 results,	 including	 full	 characterisation	 of	 the	
reaction	pathway.	
	
In	 addition,	 a	 novel	 combination	 of	 the	 path	 sampling	 shooting	 algorithm	 and	
metadynamics[50]	algorithms	will	be	discussed,	which	has	been	developed	to	quantitatively	






















Presented	 below	 are	 computational	 details	 relating	 specifically	 to	 the	 application	 of	 TPS	
methods	in	this	work.	
	









	 !"#$(&'()) = 	-./&0 − 234 				[!6	5.1]	
	
	 	 -	/	eV	 ;	/	Å-1	 2	/	eV	Å6	
Zn2+	 Zn2+	 0.0	 0.0	 0.0	
Zn2+	 O2-	 529.70	 0.3581	 0.0	





























equal	 probability.	 This	 is	 done	by	 simply	 generating	 an	 enthalpy	 vs.	 pressure	 plot	 for	 the	
phases	of	interest.		
Using	the	potential	of	Binks	et	al,	a	series	of	short	molecular	dynamics	calculations	on	the	
2400	 atom	 systems	were	 run	 using	CP2K	 within	 the	 isothermal-isobaric	 ensemble	with	 a	
flexible	 cell	 (<=>).	 The	 systems	were	 equilibrated,	 and	post-equilibration	mean	 values	 of	
external	 pressure,	 volume,	 potential	 energy	 and	 kinetic	 energy	 were	 recorded.	 The	 total	
energy	of	the	system	B	is	simply	the	sum	of	the	potential	energy	C	and	the	kinetic	energy	>:	
B = C + >				[!6	5.2]	
The	enthalpy	F	can	then	be	calculated	using	the	equation:	







































FH& = 	FIJ 	
































it	 links	 the	 initial	and	 final	configurations	of	 the	transition	event.	However,	 it	 is	extremely	
desirable	 for	 a	 first	 trajectory	 to	 proceed	 via	 a	 plausible,	 albeit	 geometric/collective	








based	on	 the	 transformation	of	periodic	nodal	 surfaces	 (PNS).	The	atomic	coordinates	are	
mapped	 non-linearly	 from	 zincblende	 and	 rocksalt	 configurations,	 according	 to	 a	 set	 of	
particular	 modes	 of	 deformation	 defined	 within	 the	 model,	 to	 derive	 a	 dense	 set	 of	
interpolated	intermediates.	This	is	achieved	by	calculating	a	periodic	nodal	surface	wrapped	





and	 used	 as	 a	 starting	 structure.	 Full	 details	 of	 the	 method	 can	 be	 found	 in	 the	
literature.[32,57,58]		
	











































Using	this	 initial	 trajectory,	and	the	single	parametric	expression	required	to	generate	 the	
interpolated	intermediates,	it	was	then	necessary	to	find	a	suitable	transition	state	that	linked	
the	 two	 basins	 of	 attraction,	 zincblende	 and	 rocksalt.	 Intermediates	 were	 systematically	










backwards.	 This	 is	 the	 point	 from	 which	 the	 transition	 part	 sampling	 algorithm	 may	 be	
initiated.		
	




















and	 final	configurations	of	 the	system	must	be	strictly	defined,	 in	order	 that	 they	may	be	
distinguished	from	one	other	with	absolutely	no	confusion	(i.e.,	there	is	no	overlap	of	their	
respective	 basins	when	projecting	 onto	 the	 order	 parameter).[48]	 Thus,	 the	 path	 sampling	
calculations	 require	 an	 order	 parameter	 to	 distinctly	 classify	 the	 zincblende	 and	 rocksalt	













zincblende	 	 4, 12, 24 	
wurtzite	 	{4, 12, 25}	






























exerts	 absolutely	 no	bias	 on	 the	 calculations.	 The	 variation	 in	 the	order	 parameter	 arises	
simply	 as	 a	 result	 of	 the	 application	 of	 the	 transition	 pressure	 to	 the	 system.	 Hence,	
monitoring	the	first	coordination	sphere	does	not	force	the	system	to	evolve	in	any	particular	
way	 over	 the	 course	 of	 the	 path	 sampling	 iterations.	 This	 is	 one	 of	 the	 details	 that	













species	 type.	 These	 analysis	 schemes	 are	 referred	 to	 as	 the	 Coordination-Coloured	 and	
Species-Coloured	 schemes,	 respectively.	 In	 the	Coordination-Coloured	scheme,	 zinc	cations	





















interface	 between	 other	 phases,	 distinguishing	 between	 iT	 and	 iH	 using	 this	 method	 is	
essentially	 impossible.	 Where	 necessary,	 discrimination	 between	 the	 two	 different	 five-



















takes	 very	 few	TPS	 iterations	 for	 the	 system	 to	move	away	 from	 the	 initial,	 unfavourable	
regime	to	a	more	probable	one.	This	process	is	known	as	trajectory	decorrelation.	In	fewer	
than	 50	 path	 sampling	 iterations,	 the	 procedure	 steered	 the	 trajectory	 away	 from	 the	
collective	motion	encoded	by	the	geometric	model	and	towards	a	regime	which	features	a	




















Whilst	 both	 the	 forward	 and	 reverse	 trajectories	 showed	 instances	 of	 the	 two	 trajectory	
types,	 it	 was	 found	 that	 the	 first	 category	 of	 pathway	 was	 favoured	 for	 the	 high-to-low	
pressure	transition,	and	the	second	pathway	by	the	low-to-high	pressure	transition.		To	put	it	
another	way,	whilst	both	directions	of	the	transition	could	proceed	via	the	two	pathways,	
most	 of	 the	 successful	 iterations	 scrutinised	 tended	 to	 follow	 one	 particular	 transition	
scheme,	 depending	 on	whether	 or	 not	 it	 was	 the	 6-to-4	 coordinate	 or	 4-to-6	 coordinate	
transformation.	
	
In	 addition,	 both	 the	 ‘forward’	 and	 ‘backward’	 trajectories	 had	 a	 number	 of	 intriguing	
possibilities	and	derivative	paths,	depending	on	local	geometry	and	fluctuations	in	external	
conditions.	 Such	 competitive	 behaviour	 between	 possible	 transition	 routes	 has	 been	well	
described	previously,	and	is	both	supported	by	and	supports	the	wealth	of	literature	on	the	







The	 first	 indication	 of	 trajectory	 decorrelation	 from	 the	 initial	 geometric	 scheme	was	 the	
presence	of	 a	 distinctive	 shear	 along	 (300),	 preceded	by	 the	 rapid	 creation	of	 a	 ‘seed’	 at	
around	460	fs,	which	grows	orthogonally	to	the	sheer.	The	ZnO	motifs	that	compose	the	seed	











coordination	 defects.	 The	 outer	 edge	 of	 the	 seed	 is	 surrounded	 by	 the	 five-coordinate	


















































place	 once	 the	 cubic	 seed	 has	 undergone	 initial	 growth.	 However,	 such	 defects	 (and	 in	
particular	 the	 rocksalt	 ‘sandwiching’)	 may	 confer	 stabilisation	 to	 this	 five-coordinate	
intermediate	-	this	is	backed	up	by	the	fact	that	such	mixed	material	persist	for	a	very	long	
time	 (at	 least	 500	 ps!)	 in	 subsequent	 molecular	 dynamics	 simulations,	 indicating	 the	
metastability	of	this	mixed	phase.	
It	 is	 worth	 noting	 here	 that	 the	 presence	 of	 an	 energy	 basin	 which	 is	 not	 vital	 to	 the	





















over	 exaggerated	 in	 this	 work,	 as	 a	 result	 of	 the	 transition	 path	 sampling	 algorithm	
consistently	rejecting	such	trajectories	as	they	do	not	start	or	end	in	the	zincblende	basin.	It	
is	speculated	that	the	material	should	eventually	fully	transform	or	revert	back	to	the	rocksalt	
















In	 such	 regimes,	 the	 system	containing	 the	 cubic	 seed	 still	 underwent	a	brief	decrease	 in	
volume,	but	the	compression	was	not	as	rapid	nor	as	considerable	as	in	trajectories	which	
proceed	to	an	almost	entirely	 five-coordinate	 intermediate.	Generation	of	volume	profiles	
over	 the	 first	 steps	 of	 representative	 trajectories	 shows	 that	 the	 volume	 decrease	 is	



























Often,	 this	 proceeds	 via	 configurations	 that	 contain	 significant	 amounts	 of	 isolated	 5-
coordinate	intermediate.	This	5-coordinate	material	tends	to	be	iH	in	nature,	however	iT	has	




of	 the	 simulation,	 causing	 the	 volume	 of	 the	 material	 to	 steadily	 expand.	 There	 is	 a	
pronounced	shift	at	around	4	ps,	when	the	last	remaining	rocksalt	motifs	are	transformed.	




the	 final	material	consists	of	only	10-20%	zincblende,	with	 the	remainder	of	 the	structure	
formed	by	the	more	stable	hexagonal	form.	The	reason	for	this	is	likely	to	be	because	only	
the	 first	coordination	number	was	used	as	 the	order	parameter,	which	 is	 identical	 for	 the	
wurtzite	 and	 zincblende	 configurations.	 Thus,	 the	 more	 stable	 wurtzite	 was	 ultimately	
preferred	 by	 the	 transition	 path	 sampling,	 leading	 to	 a	 predominantly	 hexagonal	 final	
structure.		























coordination	sphere	at	approximately	500	 fs,	 corresponding	 to	 the	 formation	of	 the	cubic	





























































































This	 is	not	 the	same	as	 the	 reverse	 transition,	as	 in	 this	case	 iH	 regions	were	 formed	and	
quickly	 eliminated,	 with	 the	majority	 of	 the	 simulation	 time	 instead	 being	 dominated	 by	
coexisting	four-	and	six-	coordinated	motifs.	
	









































than	 the	 rocksalt	 to	wurtzite-zincblende	 transition.	Passage	 through	a	predominantly	 five-






















































• The	 energy	 barriers	 associated	 with	 a	 solid-solid	 phase	 transition	 are	 significantly	
higher	than	those	that	need	to	be	overcome	by	molecular	systems.	For	example,	the	
energy	barrier	associated	with	the	rotation	of	a	peptide	bond	is	in	the	order	of	101	kJ	
mol-1,	 whereas	 the	 barriers	 associated	 with	 a	 phase	 transition	 with	 a	 meaningful	
number	 of	 atoms	 can	 be	 many	 of	 magnitudes	 of	 order	 higher.	 This	 means	 that	
methods	 used	 to	 generate	 free	 energy	 profiles	 of	 this	 type	 are	 still	 prohibitively	
expensive;	
	
• Metadynamics	calculations,	and	their	 subsequently	associated	 free	energy	profiles,	
have	 found	 use	 in	 structure	 prediction;	 however,	 generated	 metatrajectories	
frequently	contain	fewer	details	compared	to	path-oriented	approaches	and	seldom	
show	 realistic	 trajectories	 linking	 two	 basins	 of	 interest.	 Thus,	 categorising	 a	









the	 underlying	 energy	 landscape	 over	 the	 course	 of	 the	 trajectory	 determined	 by	 the	
transition	 path	 sampling	 iterations.	 This	way,	 computing	 time	would	 not	 be	 expended	by	
filling	other	regions	of	the	configuration	space	that	had	no	relevance	to	the	transition,	as	any	
attempts	to	characterise	the	free	energy	would	only	occur	in	the	space	of	the	trajectory.	Thus,	
convergence	 of	 the	 problem	 could	 easily	 be	 monitored.	 In	 addition,	 mechanistic	 details	
acquired	 from	 the	 transition	 path	 sampling	 procedure	 would	 remain	 unspoiled	 by	 the	
metadynamics	 procedure.	 As	 the	 process	 is	 driven	 by	 the	 converged	 path	 sampling	























distribution	 such	 that	 it	 corresponds	 to	 a	 true	 TPS	 trajectory,	 not	 one	 artificially	
modified	by	the	metadynamics	run,	allowing	for	the	run	to	be	analysed;	
	















Repeated	 iterations	 of	 the	 metashooting	 algorithm	 enable	 the	 free	 energy	 landscape	
corresponding	only	to	the	courses	of	the	transition	path	sampling	derived	trajectories	to	be	

















way	 to	 a	 standard	metadynamics	 scheme	–	 that	 is,	 the	 underlying	 free	 energy	 landscape	
should	no	longer	significantly	change	with	further	iterations	of	the	procedure.	At	this	point,	
meaningful	 analysis	 of	 the	 intermediates,	 the	 transition	 states,	 and	 the	 energy	 barriers	
associated	with	each	process	can	be	carried	out.	
	






to	 the	 transformation	 will	 appear	 obvious	 along	 the	 reaction	 scheme.	 Such	 insight	 into	
trajectories	using	‘path’	based	analyses	of	transformations	only	is	not	trivial	–	indeed,	it	relies	









trajectory	 generation	 nor	 any	 path	 sampling	 converged	 trajectories	 on	 which	 to	 apply	
metadynamics.	Without	metadynamics,	there	would	be	no	framework	for	the	deposition	of	
Gaussians	and	the	surveying	of	the	underlying	energy	landscape.	As	a	result,	metashooting	is	
















great	 deal	 of	 experimentation	 was	 required	 in	 order	 to	 ascertain	 the	 correct	 variables	
required	for	both	an	efficient	and	precise	calculation.	Several	metadynamics	schemes	were	
tested,	 including	 the	 well-tempered[62]	 and	 multivariate-Gaussian[63]	 adaptations	 to	 the	
method,	 in	 addition	 to	 the	 standard	 implementation.	 Additionally,	 a	 great	 deal	 of	
experimentation	with	both	the	nature	of	the	collective	variables,	and	the	dimensions	of	the	
Gaussian	 functions	 projected	 onto	 their	 respective	 spaces,	 was	 required.	 In	 the	 end,	



















coordination	 sequences	 to	 the	 order	 of	 even	 numbers	 require	 these	 quantities).	 The	
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The	 values	 obtained	 for	 the	 third	 coordination	 sphere	 were	 slightly	 exaggerated	 for	







































known	basins	 (zincblende-wurtzite	and	rocksalt).	A	small	 ‘shoulder-peak’	was	 immediately	
present	in	the	four-coordinate	basin,	as	a	result	of	the	oscillation	between	different	forms	of	



































































































































































































It	 transpires	 that	 i-1	 corresponds	 to	 small	 fragments	 of	 the	 ‘cubic	 seed’	 motif.	 	 The	 i-1	









- Along	 successful	 trajectories	 where	 there	 is	 a	 coexistence	 of	 four,	 five	 and	 six	
coordinate	ZnO,	giving	an	overall	average	first	coordination	sphere	of	five;	
	



















































in	 the	 path	 sampling	 investigations	 –	 the	 system	 spends	 a	 great	 deal	 of	 time	 in	 a	 four-
coordinate	 state,	 or	 a	mixture	 of	 four-	 and	 five-	 coordinate,	 as	 a	 result	 of	 a	 slow,	 steady	
process	corresponding	to	a	gentle	energy	gradient.	
Like	its	associated	intermediate	basin	 i-2,	the	height	of	TS-C	in	the	observed	trajectories	is	
contributed	 to	 by	 a	 number	 of	 configurations,	 all	 of	 which	 contain	 some	 combination	 of	
rocksalt,	 four-coordinate	 ZnO	 and	 occasionally	 the	 iH	 intermediate.	 It	 appears	 that	 this	
















!o = ∆! 	T − 2 → >l − 2 				[!6	5.7]	
	
For	the	wurtzite-zincblende	to	rocksalt	trajectories:	
	 !q = ∆!(rs − s;	 → >l − 2)				[!6	5.8]	!t = ∆!(T − 2	 → >l − ;)				[!6	5.9]	!v = ∆! T − 1	 → >l − - 				[!6	5.10]	
	
The	total	energy	barriers	that	must	be	overcome	by	each	of	the	pathways	is	simply	the	sum	
of	 the	 three	 above	 values	 for	 the	 forward	 and	 reverse	 trajectories.	 These	 are	 not	
thermodynamically	relevant,	but	illustrate	the	difference	in	the	two	pathways	well:	
	 !xyx kl → rs − s; = 	!i +	!n +	!o				[!6	5.11]	!xyx rs − s; → kl = 	!q +	!t +	!v				[!6	5.12]	
	
A	more	 useful	measure	 is	 the	 total	 overall	 activation	 energy	 for	 the	 forward	 and	 reverse	
processes,	which	corresponds	 to	 the	amount	of	energy	 required	 to	overcome	 the	highest	
energy	 barrier	 from	 the	 lowest	 energy	 starting	 configuration.	 In	 this	 case,	 the	 activation	
energies	correspond	to:	
	
	 !z(x kl → rs − s; = 	∆!(kl → >l − ;)				[!6	5.13]	!z(x rs − s; → kl 	= 	∆! rs − s;	 → >l − ; 				[!6	5.14]	
	
However,	 small	 variations	 in	 the	 trajectories	 show	 that	 the	 system	 may	 proceed	 along	
different	pathways	and	thus	across	different	features	of	the	free	energy	plot.	This	will	lead	to	











It	 is	 also	 apparent	 from	 inspection	 that	 the	 energy	 barriers	 for	 each	 stage	 of	 the	
transformation	are	very	different	for	the	forward	and	reverse	trajectories.	This	may	go	some	
way	to	explaining	why	there	are	different	pathways	associated	with	the	forward	and	reverse	














	!n 	!o 	!v 	 	!t	 !q 	


























23	726.3	 19.8	 0.21	 7.9	
	!n 	
	
10	376.6	 8.6	 0.09	 3.5	
	!o	
	
10	483.8	 8.7	 0.09	 3.5	






	!z(x kl→ rs − s; 	
	































0.5	!xyx rs− s; → kl 	 	35	069.9		 29.2	 0.30	 11.6	
	!z(x rs− s; → kl 	
	

































four-coordinate	 starting	material	 caused	by	 the	path	 sampling	 calculations.	 The	 transition	
pressure	of	9.8	GPa	corresponded	to	the	conditions	at	which	the	enthalpy	of	pure	zincblende	
and	 rocksalt	 were	 equal.	 This	 new	 material,	 which	 is	 a	 combination	 of	 wurtzite	 and	
zincblende,	will	certainly	have	a	different	enthalpy	vs.	pressure	plot	and	hence	a	different	
cross-over	 point	with	 rocksalt.	 This	may	 explain	 the	 disparity	 between	 the	 values	 in	 free	
energy	seen,	and	accordingly	a	lower	transition	pressure	than	the	one	used	can	be	expected.	
However,	 if	 this	were	 the	only	 issue	 to	 consider,	one	would	have	expected	 the	 transition	




simplistic	 view,	 as	 the	 presence	 of	 defects	within	 the	 four-coordinate	 final	 structure	may	
contribute	 to	 the	 lowering	 of	 the	 transition	 pressure.	 In	 addition,	 a	 significant	 entropic	
component	 may	 play	 a	 role	 within	 these	 mixed	 phases,	 which	 is	 neglected	 in	 the	 initial	




methods.	An	 investigation	 into	these	 issues,	by	re-running	the	metashooting	procedure	at	









number	 for	 each	 frame	 of	 a	 trajectory,	 and	 plotting	 this	 on	 the	 underlying	 landscape	
generated	 by	 the	 final	 iteration	 of	 the	 metashooting	 procedure.	 All	 of	 the	 trajectories	
produced	by	the	metashooting	process,	as	well	as	those	by	the	original	path	sampling,	are	












































numerous	 possible	 routes.	 This	 corroborates	 with	 exactly	 what	 is	 seen	 in	 the	 variety	 of	
trajectories	seen	in	the	path	sampling.	Using	such	visualisations	allows	the	accurate	tracing	
of	 the	 course	 of	 each	 trajectory	 over	 the	 free	 energy	 landscape,	which	 in	 turn	 permits	 a	
detailed	structural	and	energetic	analysis	of	each	individual	trajectory,	if	required.	















































described.	 The	 path	 sampling	 procedure	 determined	 that	 the	 forward	 and	 reverse	
trajectories	 featured	 different	 preferred	 pathways,	 each	 with	 different	 competing	







intermediate	 five-coordinate	 basin,	 corresponding	 to	 a	 mixed	 rocksalt-5	 coordinate	
hexagonal	structure	denoted	RS-iH.	
	




Subsequently,	 the	 path	 sampling	 converged	 trajectories	 were	 analysed	 using	 the	 novel	
metashooting	 method	 –	 a	 combination	 of	 the	 shooter	 algorithm	 from	 transition	 path	
sampling	 and	 a	 well-tempered	 metadynamics	 scheme	 using	 the	 first	 and	 third	 average	
coordination	 spheres	 as	 the	 collective	 variables.	 The	 results	 presented	 show	 that	 the	












Firstly,	 the	 nature	 of	 the	 RS-iH	 intermediate,	 as	 found	 in	 both	 the	 path	 sampling	 and	
metashooting	analysis,	is	still	puzzling	and	ambiguous.	Previous	work	has	suggested	that	this	
phase	does	exist	along	the	reaction	coordinate,	but	is	not	necessary	for	the	transformation.	
This	 work	 directly	 corroborates	 that,	 however	 it	 is	 unclear	 as	 to	 why	 the	 material	 is	 so	










path	 sampling	 scheme	been	 allowed	 to	 propagate	 for	 a	much	 longer	 time	period,	 such	 a	
scheme	may	have	correctly	gone	on	to	transform	successfully.	Thus,	it	would	be	beneficial	to	





could	 lead	 to	an	 improvement	 to	 the	method.	 For	 instance,	 it	may	be	beneficial	 to	use	a	
different	set	of	collective	variables,	for	example	higher	coordination	sequences,	in	order	to	









showed	 very	 little	 difference	 between	 the	 paths	 of	 different	 trajectories,	 despite	 those	
pathways	being	markedly	different	when	visualised.	For	example,	a	scheme	which	followed	




scheme	with	more	 sensitive	 collective	 variables,	 such	 as	 the	 third	 and	 fifth	 coordination	
spheres,	 would	 give	 even	 more	 detail	 about	 the	 different	 trajectories,	 intermediate	 and	
transitional	configurations	along	the	course	of	this	transformation.	
	
It	 is	 believed	 that	 the	 metashooting	 procedure	 could	 set	 a	 novel	 paradigm	 for	 future	
investigations	 into	 condensed	 matter	 phase	 transitions.	 Such	 a	 scheme	 could	 easily	 be	
transferred	 to	 another	 system,	 under	 any	 level	 of	 theory,	 to	 ascertain	 the	 underlying	
thermodynamics	and	kinetics	of	a	temperature	or	pressure-induced	phase	transformation.	
Such	an	analysis	is	only	possible	by	the	combined	use	of	path	sampling	and	metadynamics	
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as	 much	 is	 still	 not	 understood	 about	 this	 fundamental	 three-atom	 molecule.	 This	 is	

















appears	 colourless	 in	 small	 amounts	 but	 takes	 on	 a	 distinctive	 blue-green	 hue	 in	 larger	
quantities.[8]	Indeed,	its	existence	as	a	liquid	at	ambient	pressure	and	temperature	is	one	of	
many	irregularities	exhibited	by	the	compound.	All	other	hydrides	of	elements	in	the	oxygen	
group	 form	 gases,	 as	 do	 hydrides	 of	 all	 the	 elements	 surrounding	 oxygen	 in	 the	 periodic	
table.[7]	Like	so	many	of	water’s	unusual	properties,	its	liquid	existence	at	ambient	conditions	
is	largely	due	to	its	strong	network	of	hydrogen	bonds,	formed	as	a	result	of	the	strong	dipole	
moment	 (approximately	 1.855	 D)[9]	 induced	 from	 the	 difference	 in	 electronegativities	






















proton	 ordering.	 The	 hydrogen	 atoms	 can	 be	 either	 ordered	 or	 disordered	 within	 the	
structure,	retaining	the	correct	molecular	and	crystalline	symmetry	by	obeying	the	Bernal-























Ih	[10]	 Disordered	 Hexagonal	(P63/mmc)	 1	 0.926	 a,b	
Ic	[11]	 Disordered	 Cubic	(Fd3m)	 1	 0.933	 	
II	[12]	 Ordered	 Rhombohedral	(R3)	 2	(1:1	ratio)	 1.195	 	
III	[13]	 Disordered	 Tetragonal	(P41212)	 2	(1:2	ratio)	 1.160	 c	
IV	[14]	 Disordered	 Rhombohedral	(R3c)	 2	(1:3	ratio)	 1.275	 d	
V	[15]	 Disordered	 Monoclinic	(C2/c)	 4	(1:2:2:2	ratio)	 1.233	 e	
VI	[16]	 Disordered	 Tetragonal	(P42/nmc)	 2	(1:4	ratio)	 1.314	 f	
VII	[17]	 Disordered	 Cubic	(Pn3m)	 1	 1.591	 g,h	
VIII	[18]	 Ordered	 Tetragonal	(I41/amd)	 1	 1.885	 	
IX	[19]	 Ordered	 Tetragonal	(P41212)	 2	(1:2	ratio)	 1.160	 c	
X	[20]	 Symmetric	 Cubic	(Pn3m)	 1	 2.785	 h	
XI	[21]	 Ordered	 Orthorhombic	(Cmc21)	 1	 0.930	 b	
XII	[22]	 Disordered	 Tetragonal	(I42d)	 2	(1:2	ratio)	 1.301	 i,j	
XIII	[23]	 Ordered	 Monoclinic	(P21/a)	 7	(all	unique)	 1.247	 e	
XIV	[23]	 Ordered	 Orthorhombic	(P212121)	 2	(1:2	ratio)	 1.294	 j	
XV	[24]	 Ordered	 Triclinic	(P1)	 2	(1:4	ratio)	 1.328	 f	
XVI	[25]	 Disordered	 Cubic	(Fd3m)	 4	(6:6:4:1	ratio)	 	 	
XVII	[26]	 Disordered	 Hexagonal	(P6122)	 1	 	 	
XVIII	[27]	 Disordered	 Orthorhombic	(PBcm)	 	 	 	
0	[28]	 Disordered	 Tetragonal	(P42/ncm)	 	 	 	


























The	 Bernal-Fowler	 Rules,	 or	 simply	 the	 Ice	 Rules,	 are	 a	 series	 of	 rules	 which	 dictate	 the	





o Each	 oxygen	 atom	 within	 a	 water	 molecule	 is	 covalently	 bound	 to	 two	 hydrogen	
atoms,	thereby	maintaining	the	presence	of	discrete	H2O	units;	
	
o Every	 water	 molecule	 is	 arranged	 such	 that	 its	 two	 hydrogen	 atoms	 are	 directed	
towards	two	of	the	four	neighbouring	oxygen	atoms,	forming	a	tetrahedron;	
	












to	 cause	 numerous	 anomalous	 properties	 within	 the	 structure	 of	 ice,	 such	 as	 electrical	
polarization	 and	 local	 structural	 weaknesses.	 However,	 for	 the	 purpose	 of	 this	 work,	 all	


































very	 small	 packing	 index	 (approximately	 ~1/3).	 This	 is	 very	 low	 compared	 to	most	 other	





































































and	 materials	 sciences.	 However,	 the	 complexity	 of	 the	 hydrogen	 bonding	 and	 other	






Over	 the	 years,	 a	 huge	 number	 of	 water	 models	 have	 been	 developed[41,46,47,49-56]	 in	 an	
attempt	to	emulate	the	complex	behaviour	of	water,	although	no	single	model	accurately	


















models	 have	 been	 developed,	 using	 both	 empirical	 (i.e.	 based	 on	 an	 experimental	
observation)	and	ab	initio	methods	to	define	the	models.[47,56,58]	
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water	molecule,	 as	well	 as	 their	 total	number,	depends	on	 the	exact	!"#M#	model	being	
utilised.	
	
In	 addition,	 all	 of	 the	 bond	 lengths	 and	 angles	 in	most	!"#M#	models	 are	 kept	 constant	

























	 !"#3#[49]	 !"#4#[49]	 !"#4# −NO[53]	 !"#4#/"()[41]	 !"#4#/2005[51]	 !"#4#/L[52]	 !"#5#[54]	3	 	Å	 3.15061	 3.15365	 3.16435	 3.1668	 3.1589	 3.165	 3.120	L	 	ST	U>VW5	 0.6364	 0.6480	 0.680946	 0.8822	 0.7749	 0.7732	 0.6694	-./	 	Å	 0.9572	 0.9572	 0.9572	 0.9572	 0.9572	 0.9572	 0.9572	-.0	 	Å	 -	 0.15	 0.125	 0.1577	 0.1546	 0.1505	 0.70	2/./	 	°	 104.52	 104.52	 104.52	 104.52	 104.52	 104.52	 104.52	2/.0	 	°	 -	 52.26	 52.26	 52.26	 52.26	 52.26	 109.47	45	 +0.417	 +0.520	 +0.52422	 +0.5897	 +0.5564	 +0.5270	 +0.2410	46	 -0.834	 -1.040	 -1.04844	 -1.1794	 -1.1128	 -1.054	 -0.2410	
Published	 1983	 1983	 2004	 2005	 2005	 2016	 2000	































atmosphere	 of	 pressure	 is	 unstable	 when	 described	 by	 the	!"#3#	 model	 –	 instead,	 the	







	 !"#3#	 !"#4#	 !"#4#− NO	 !"#4#/"()	 !"#4#/2005	 !"#4#/L	 !"#5#	 Z[\.	
Temperature	 of	
max.	density	/	℃	 -91	 -25	 +1	 +	22	 +5	 +4	 +4	 +3.984	
Melting	T	of	Ice	Ih	
/℃	 146.0	 232.0	 245.5	 272.2	 252.0	 240.0	 273.9	 273.15	
Density	 of	 Ice	 Ih	 at	
melting	
temperature	
0.947	 0.940	 0.936	 0.906	 0.921	 0.920	 0.967	 0.917	
Density	 of	 liquid	 at	
melting	
temperature	
1.017	 1.002	 0.992	 0.986	 0.993	 0.986	 0.987	 0.999	
∆`abcdefg	for	Ice	Ih		/	
kcal	mol-1	(298	K)	
0.3	 1.05	 1.05	 1.29	 1.16	 n/a	 1.75	 1.44	
Dipole	moment	/	D	
(298	K)	



























As	 a	 result,	 the	 four-site	 rigid-body	 models	 may	 appear	 to	 be	 the	 perfect	 compromise	
between	 quality	 and	 efficiency,	 as	 they	 emulate	 the	 features	 of	 water	 with	 reasonable	
accuracy	whilst	not	being	too	computationally	expensive.	This	has	led	to	the	desire	to	design	
more	 reliable	 four-body	potentials,	 based	on	 this	original	model	but	with	 the	parameters	





• The	!"#4# − NO	forcefield[53]	was	developed	for	use	with	Ewald	techniques,	which	
led	to	a	significant	improvement	in	the	enthalpy	of	vaporisation;	
	












































Attempts	 to	 simulate	 transformations	 between	water	 and	 ice	 have	 been	made	 for	many	























The	work	of	Matsumoto	et	al	 is	 the	only	example	of	work	known	 to	 the	author	of	an	 ice	
crystallisation	process	occurring	a	result	of	a	‘standard’	molecular	dynamics	calculation	with	
no	additional	bias.	Other	examples,	as	the	work	of	Svishchev	and	Kusalik	in	1994,[65]	impose	




















































been	 employed	 by	 Pietrucci	 and	Martonák,	 who	were	 able	 to	 use	 the	 scheme	 to	 clearly	
differentiate	between	both	crystalline	and	amorphous	phases	of	ice.[72]		
	
















an	even	greater	number	of	water	models	 to	 represent	 their	 constituent	molecules,	 and	a	
number	of	advanced	tools	with	which	to	enhance	the	rate	of	configuration	space	sampling.	
Yet	despite	this,	accurate	and	efficient	modelling	of	the	condensed	phases	of	water,	and	the	









The	 first	 results	 section	 of	 this	 chapter	 involves	 the	 use	 of	 the	 Martonák	 et	 al	
implementation[75,76]	 of	 metadynamics,	 in	 which	 modifications	 to	 the	 simulation	 cell	 are	
applied	to	the	system	in	order	to	instigate	structural	change	(see	chapter	4	for	further	details).	
This	is	coupled	to	a	technique	developed	in	this	work,	coined	rotational	shooting,	which	is	
designed	 to	perturb	 the	hydrogen	bonding	network	within	 the	system	and	 is	described	 in	
detail	in	the	next	section.		
	
























In	 the	 original	 shooter	 algorithm	 used	 in	 transition	 path	 sampling	 calculations,[78,79]	 the	
velocities	of	the	atomic	centres	within	the	system	are	redistributed	under	strict	conservation	
of	momentum,	 in	order	 to	 simulate	 a	novel	 regime	of	 atomic	movements.	 The	 rotational	
shooter	 instead	modifies	 the	angles	between	pairs	of	water	molecules,	whilst	keeping	 the	
total	angular	momentum	constant.	The	procedure	for	rotational	shooting	is	as	follows:	
	
1. Choose	 a	 subset	 of	 the	water	molecule	 pairs	 in	 the	 system	 to	be	 involved	 in	 the	
















5. Similarly,	rotate	the	hydrogen	atoms	of	water	molecule	=	about	vector	k	by	an	angle	– 2	(equivalent	to	360 − 2)	degrees;	
	
6. Repeat	steps	1	–	5	until	all	water	molecules	have	been	paired	and	rotated	by	±	2.	



















































configurations,	 corresponding	 to	 a	 small	 120	 molecule	 Ice	 Ih	 system	 and	 a	 larger	 1200	
molecule	Ice	III	system.	This	allowed	for	the	testing	of	how	two	different	polymorphs	of	ice	
behaved	during	 the	 scheme,	 as	well	 as	 for	 an	 analysis	 of	 how	 system	 size	 and	 symmetry	




















change	 within	 the	 simulated	 system.	 For	 example,	 whilst	 rotational	 shooting	 causes	
perturbations	 in	 the	 local	 hydrogen	 bonding	 arrangement,	 the	 metadynamics	 driver	
concurrently	 changes	 the	 shape,	 size	and	 symmetry	of	 the	 simulation	 cell	 (and	hence	 the	
density),	 with	 the	 aim	 of	 facilitating	 a	 transformation	 event.	 Parameters	 for	 the	






























no	 direct	 crystalline	 solid-solid	 transformations	were	 observed	 in	 this	way.	 However,	 the	
combination	of	the	two	methods	allowed	for	the	generation	of	trajectories	corresponding	to	










carried	 out	 at	 the	 triple	 point	 of	 these	 three	 phases	 for	 the	 !"#4#/"()	 model.	 Such	
trajectories	could	find	significant	use	in	the	modelling	of	the	melting	of	Ice	–	for	example,	by	






















































of	 both	 the	 rotational	 shooting	 procedure	 and	 the	 Martonák	 metadynamics	 driver.	
Configurations	which	were	subjected	to	rotational	shooting	only,	without	a	corresponding	
volume	 change,	 tended	 to	 produce	 amorphous	 phases	 (the	 exact	 type	 of	 which	 was	
dependent	on	the	 initial	configuration).	Trajectories	that	were	subjected	to	metadynamics	
only	 transformed	 in	 a	 collective	 fashion	 after	 considerably	 longer	 periods	 of	 time,	 with	
resultant	trajectories	often	not	containing	any	‘local’	deformation	and	hence	nucleation	and	
growth	 events.	 Whilst	 such	 events	 need	 not	 necessarily	 accurately	 model	 a	 physically	
meaningful	growth	or	nucleation	process,	they	were	often	present	 in	trajectories	 in	which	






The	 combined	 technique	was	 able	 to	 generate	 samples	of	 all	 three	of	 the	experimentally	
known	 amorphous	 ice	 structures	 –	 LDA,	 HDA	 and	 VHDA.	 The	 nature	 of	 the	 generated	
amorphous	 structure	was	 dependent	 on	 both	 the	 initial	 configuration	 and	 the	 rotational	
shooting	 /	metadynamics	 parameters	 utilised.	 The	 identities	 of	 the	 amorphous	 ices	were	















using	 radial	 distribution	 measurements.	 In	 addition,	 the	 density	 of	 most	 of	 these	 final	
configurations	 measured	 at	 around	 0.97	 g	 cm-3	 –	 halfway	 between	 the	 liquid	 and	 the	
amorphous	 phase.	 Such	 configurations	 could	 represent	 a	 mixture	 of	 solid	 and	 liquid	




































Similarly,	 very	 high	 density	 amorphous	 ice	 (VHDA)	 could	 be	 generated	 from	 initial	






































































Unfortunately,	 there	 appears	 to	 be	 little	 correlation	 between	 the	 magnitude	 of	 the	
parameters	used	and	the	different	events	witnessed	from	the	procedure.	Despite	this,	the	



















collective	 variables	 were	 initially	 tested	 in	 order	 to	 determine	 which	 best	 captured	 the	
behaviour	of	 the	water	molecules.	The	prescription	ultimately	used	was	a	 combination	of	
three	collective	variables;	the	Q4	and	Q6	Steinhardt	Parameters,	and	a	tetrahedral	ordering	











the	 first	 coordination	 sphere	 of	 a	 material	 by	 using	 a	 spherical	 harmonic	 function	 –	 a	
mathematical	expression	defined	on	the	surface	of	a	sphere.	Within	plumed,[82,83]	Steinhardt	
parameters	are	calculated	using	the	expression:	









xc p = 	 4ca p ∗4ca(p)cay	Wc 							[N4	6.2]	
	
Using	spherical	harmonics	 in	 this	way	means	 that	atoms	coordinated	 to	a	central	 site	will	
‘point’	towards	similarly	values	regions	of	the	spherical	function,	meaning	that	highly	ordered	






variable.	 The	 possible	 number	 of	 orthogonal	 functions	 for	 a	 particular	 order	 of	 spherical	
harmonics,	given	by	value	of	U,	is	equal	to	±V.	Thus,	the	total	number	of	possibilities	of	U	is	





Whilst	 the	Steinhardt	parameters	are	generally	used	 to	distinguish	between	 the	 solid	and	
liquid	phases	of	a	material,	they	have	been	used	to	great	effect	in	the	modelling	of	solid-solid	
phase	 transitions.	 In	 particular,	 a	 considerable	 amount	 of	 literature	 uses	 such	 functions	












| p = 	 13(ter)r 3(-er)r ner +	@er	+	oer 7ter7 + ner −	@er	– 	oer 7ter7 + −	ner +	@er	−	oer 7ter7+	 −	ner −	@er	+	oer 7ter7 							[N4	6.3]	
	
where	once	again	3	 corresponds	 to	 the	plumed	 switching	 function	acting	on	 the	distance	
















between	 the	 water	 molecules.[41]	 1200	 water	 molecules	 were	 simulated	 in	 each	 system,	




molecule).	 All	 starting	 configurations	 were	 generated	 such	 that	 they	 strictly	 obeyed	 the	





Rescaling	 (CSVR)	 thermostat,[81]	 with	 an	 appropriate	 time	 constant	 chosen	 such	 that	 the	
temperature	was	effectively	regulated	but	not	overdriven.	The	simulation	temperature	was	
set	at	219.4	K,	corresponding	to	the	temperature	at	the	triple	point	of	 Ices	 I,	 III	and	liquid	
water,	as	described	by	the	!"#4#/"()	model.	
	
Metadynamics	 was	 implemented	 using	 the	 plumed	 plug-in,[77]	 coupled	 to	 the	 cp2k	 MD	
integrator.	 The	 standard	 implementation	 of	 metadynamics	 was	 utilised	 in	 this	 work,	 i.e.	




























during	 this	 transformation,	 corresponding	 to	 a	 medium-density	 intermediate	 phase.	









































that	 of	 Ice	 III	 and	 Ice	 Ic,	 and	 does	 not	 correspond	 to	 any	 of	 the	 eighteen-known	 phases,	



































the	 system	 begins	 to	 undergo	 another	 change.	 At	 metastep	 640	 an	 abrupt	 modification	














































The	 simulation	 continues	 for	 another	 4800	 metasteps,	 corresponding	 to	 a	 further	 4.8	
nanoseconds.	 However,	 very	 few	 structural	 changes	 occur	 during	 this	 considerable	 time	
frame,	with	the	exception	being	that	some	of	the	amorphous	ice	undergoes	crystallisation	to	
Ice	Ic.	The	final	structure	in	the	metadynamics	run	is	an	almost	entirely	Ice	Ic	structure,	albeit	







































the	 experimental	 and	 theoretical	 work	 that	 has	 been	 published	 in	 the	 past.	 However,	 it	























































































corresponding	 to	 the	 re-formation	 of	 the	 Ice	 III	 and	 subsequent	 replacement	 by	 the	





There	 are	 numerous	 possible	 reasons	 for	 this.	 Firstly,	 as	 the	 resultant	 phase	 is	 largely	
amorphous	in	nature,	it	is	possible	that	average	coordination	parameters	are	unlikely	to	have	




be	 justified	 by	 looking	 at	 the	 variation	 in	 the	 collective	 variables.	 In	 particular,	 the	 TET	

















































Within	 this	 work,	 two	 distinct	 methods	 have	 been	 utilised	 in	 an	 attempt	 to	 disrupt	 the	
hydrogen	bonding	network	between	molecules	in	simulated	systems	of	water	ice,	and	hence	






The	 rotational	 shooter	 has	 demonstrated	 that,	 when	 coupled	 with	 Martonák-style	
metadynamics,	it	offers	a	powerful	tool	for	generating	atypical	configurations	of	water	ice.	
The	 rotational	 shooter	 was	 successfully	 able	 to	 generate	 configurations	 of	 the	 three	
experimentally	known	amorphous	phases,	as	well	as	‘melting’	events	leading	to	the	formation	
of	liquid	water.	The	densities	and	radial	distribution	plots	of	these	phases	bears	remarkable	
resemblance	 to	 those	 seen	 in	 previous	 theoretical	 and	 experimental	 studies.	 In	 addition,	
fissures	and	cavities	within	structures	of	 ice,	as	well	as	the	generation	of	 internal	surfaces	
which	 could	 have	 interesting	 implications	 for	 gas	 adsorption	 or	 catalysis.	 However,	 the	
method	can	be	unpredictable.	Whilst	the	method	certainly	facilitates	the	generation	of	novel	
and	surprising	effects,	greater	control	over	the	rotation	process	would	be	highly	desirable.	
One	possible	way	 to	achieve	 this	would	be	 to	 implement	 the	 rotation	as	a	 true	collective	
variable	within	 the	metadynamics	 framework	 (rather	 than	as	an	external	perturbation)	 to	
allow	for	a	more	systematic	approach	to	its	variation.	
	
Unfortunately,	 no	 direct	 solid-solid	 phase	 transition	 was	 observed	 using	 the	 rotational	
shooter	method	with	Martonák-style	metadynamics.	The	reason	for	this	is	likely	due	to	the	
low	 probability	 of	 a	 regional	 re-orientation	 of	 hydrogen	 bonding	 forming	 an	 ordered,	
crystalline	 phase	 –	 let	 alone	 the	 propagation	 and	 subsequent	 growth	 of	 that	 phase.	 It	 is	
speculated	that	inducing	a	phase	transition	in	this	way	is	possible,	albeit	unlikely	without	a	


















III	 and	 Ice	 Ic	 via	 a	 series	 of	 crystalline	 and	 amorphous	 intermediates;	 however,	 such	 a	
conclusion	cannot	be	drawn	without	further	analysis	into	the	transformation	mechanism.	As	









for	 Ice	 III	as	 for	 the	mixed	 Ice	 Ic/amorphous	phase.	 It	has	been	well	documented	that	 the	
















































































































































































82. https://plumed.github.io/doc-v2.3/user-doc/html/_q6.html	 “plumed	 Q6”	 -	 Last	
Accessed	28/09/2017	
























In	 computational	 materials	 science,	 crystal	 structure	 prediction	 corresponds	 to	 the	
elucidation	 of	 novel	 structures	 of	 crystalline	 solids	 by	 calculation.	 It	 can	 involve	 both	 the	
deduction	of	the	crystal	structure	and	chemical	bonding	between	atoms	within	a	system,	and	
how	this	 relates	to	the	macroscopic	properties	of	 the	material.	As	many	of	 the	properties	
exhibited	by	a	material	are	determined	by	its	crystal	structure,	knowledge	of	the	arrangement	











However,	 despite	 this	 well-known	 structure-property	 relationship,	 the	 direct	 connection	








believed	 by	 the	 scientific	 community	 that	 the	 structure	 of	 crystalline	 substances	 was	







Fortunately,	 a	 great	 deal	 of	 progress	 has	 been	 achieved	 since	 the	 publication	 of	 this	






global	 minimum	 (and	 associated	 local	 minima)	 of	 any	 system,	 given	 its	 composition,	 its	
stoichiometry	and	the	thermodynamic	conditions	in	which	it	resides.	Unfortunately,	no	such	
method	 currently	 exists	 to	 fully	 classify	 the	 configuration	 space	 of	 a	 system.	 However,	
numerous	methods	have	been	developed	to	search	for	minima	on	an	energy	surface.	Such	
methods	 include	 random	 sampling	 techniques,[6,7]	 simulated	 annealing.[8]	 topological	















































searching	 (AIRSS)	 technique	 developed	 by	 Chris	 Pickard	 and	 Richard	 Needs.[7]	Using	 their	
technique,	Pickard	and	Needs	have	successfully	utilised	AIRSS	to	study	the	structures	of	solids,	






















































local	minimum.	 At	 this	 point,	 the	metadynamics	 driver	may	 be	 initiated.	 By	 alternatively	
applying	changes	to	the	shape	and	size	of	the	simulation	box	and	propagating	the	system	with	
molecular	 dynamics	 as	 described	 in	 chapter	 4,	 one	 can	 explore	 the	 underlying	 energy	
landscape	and	hence	visit	new	configurations	corresponding	to	different	local	energy	minima.	












of	 large	 framework	 structures.	 Instead	 of	 using	 a	 geometric	model,	which	 represents	 the	
crystal	 structure	 as	 points	 in	 space	 corresponding	 to	 the	 coordinates	 of	 the	 atomic	 sites,	
topological	methods	focus	on	the	system	of	chemical	interactions	holding	the	atoms	in	place.	
By	considering	a	crystal	structure	as	an	infinitely	large	molecule,	one	can	consider	that	the	
chemical	bonds	 linking	 the	atomic	 sites	 form	an	 infinite	graph.	 The	graph	 is	 a	 topological	
space	 containing	 a	 set	 of	 points	 on	 which	 the	 topology	 is	 formed	 by	 pairing	 the	 points	
together.	Such	an	infinite	graph	is	called	a	net	and	deduction	and	enumeration	of	these	nets	
(and	 how	 they	 may	 be	 tiled	 with	 polyhedra)	 can	 be	 used	 to	 determine	 novel	 crystal	
structures.[9]	 The	 pioneering	 work	 on	 topological	 techniques	 for	 determining	 crystal	
structures	 was	 carried	 out	 by	 Wells,[26]	 however	 many	 have	 since	 added	 significant	
contributions	 to	 the	 field.	 Of	 particular	 relevance	 to	 this	 work,	 there	 has	 been	 a	 recent	
advancement	provided	by	Winkler	et	al,	who	have	developed	an	approach	based	on	graph	













displace	 a	 few	 atomic	 positions)	 instigates	 random	 change	 to	 offspring	 structures.	








structures,	 in	 order	 to	 determine	 the	 best	 candidates	 in	 a	 given	 population.[29]	 Another	



















The	 aim	 of	 this	 work	 was	 to	 generate	 novel	 crystal	 structures	 which	 had	 not	 yet	 been	
discovered	or	synthesised	 for	 the	system	under	scrutiny.	 it	was	desired	that	structures	be	

































lattice	 constants	 by	 some	 value	between	0.5	 and	1.5.	 This	 can	be	 applied	 isotropically	 or	
anisotropically,	in	order	to	simulate	hydrostatic	pressure	or	directional	strain	on	the	system,	
be	it	positive	or	negative.	This	configuration	is	then	passed	to	an	external	molecular	dynamics	
integrator,	 where	 it	 undergoes	 an	 initial	 cell	 and	 geometry	 optimisation	 by	 conjugated	
gradient.	Following	this,	the	systems	are	reviewed	and	promising	structures	selected,	whilst	
very	 high	 energy	 configurations,	 or	 those	 with	 unphysical	 features	 (such	 as	 unfeasible	
coordination	sequences,	bond	lengths	or	angles),	are	reviewed	or	abandoned.	
	






atomic	 sites.	 Subsequently,	 the	optimised	 structures	 are	 analysed	 for	 their	 electronic	 and	
mechanical	properties	by	means	of	band	and	phonon	calculations	respectively.	Thus,	random	















































































































Carbon	 is	 without	 doubt	 one	 of	 the	most	 fascinating	 and	 incredible	 elements	 in	 nature.	
Despite	being	the	fourth	most	abundant	element	in	the	Universe,	it	is	only	the	tenth	most	
common	element	on	planet	Earth,	found	in	only	180ppm	in	the	Earth’s	crust.[32]	Despite	this	
relative	 terrestrial	 lack	 of	 carbon,	 it	 is	 the	 fundamental	 element	 of	 all	 life	 on	 Earth	 (an	
argument	 some	 use	 to	 illustrate	 the	 assumed	 ubiquity	 of	 carbon	 as	 the	 basis	 for	 any	
hypothetical	extra-terrestrial	life).	This	is	likely	a	result	of	the	unique	ability	of	carbon	to	form	
four	strong	covalent	bonds	with	most	other	elements	(including	itself)	at	ambient	conditions,	
leading	 to	 the	 huge	 catalogue	 of	 diverse	 organic	 compounds	we	 know	 today.	Millions	 of	






























for	 ‘writing	 stone’.[35]	Prior	 to	 this,	 it	 had	been	 known	as	black	 lead	or	plumba	 due	 to	 its	
inherent	physical	similarity	to	lead(II)	sulphide.	Indeed,	the	misnomer	‘lead’	is	still	used	today,	






















van	 der	Waals	 forces.	 These	 interlayer	 interactions	 are	 relatively	weak	 and	 can	 easily	 be	
sheared	to	separate	the	layers	–	indeed,	this	is	the	method	of	action	in	a	pencil	‘lead’.	In	each	
graphite	 layer,	 the	 atoms	 are	 exclusively	 sp2	 hybridised	 and	 arranged	 in	 the	 well-known	
























semiconductor,	as	 the	valence	and	conduction	bands	meet	at	Dirac	points	 at	 six	different	











The	 word	 diamond	 originates	 again	 from	 a	 Greek	 word	 –	 this	 time	 for	 ‘unalterable’	 or	
‘unbreakable’,[45]	which	gives	an	insight	into	the	intrigue	of	diamond	for	thousands	of	years.	
Unlike	 its	 thermodynamically	 more	 stable	 counterpart	 graphite,	 diamond	 is	 composed	




















The	 strong	 covalent	 bonding	 seen	 in	 diamond	 results	 in	 it	 being	 the	 hardest	 naturally	





With	 a	 relatively	 wide	 band	 gap	 of	 5.5	 eV,[46]	 well	 into	 the	 ultraviolet	 region	 of	 the	
electromagnetic	spectrum,	pure	diamond	 is	an	electronic	 insulator	and	appears	colourless	
and	transparent.	 Impurities	within	the	diamond	structure	can	 impart	colour	to	the	crystal,	
and	 certain	dopant	 species	 can	 significantly	 alter	 the	electronic	 structure	–	 so	 called	blue	
diamonds,	 which	 contain	 boron	 and	 are	 semiconducting,	 are	 an	 example	 of	 this.[47,48]	
Diamond	also	has	a	very	high	refractive	index	and	optical	dispersion,	affording	the	material	
with	its	characteristic	 lustre.	 It	 is	also	worth	noting	that,	despite	the	large	band	gap	in	the	
pure	material,	 diamond	 is	 the	 best	 thermal	 conductor	 of	 any	 natural	 bulk	material,	 with	
thermal	conductivity	measurements	of	around	2200	W	m-1	K-1.[49]	
	
Diamond	 naturally	 crystallises	 in	 the	 eponymous	 diamond	 cubic	 crystal	 structure	 the	
Hermann-Mauguin	space	group	123'.	However,	a	less	stable,	hexagonal	variant	of	diamond	
known	 as	 Lonsdaleite	 is	 also	 known.[50]	 Named	 in	 honour	 of	 the	 British	 crystallographer	
Kathleen	Lonsdale,	hexagonal	diamond	was	first	synthesised	in	1966	and	is	thought	to	occur	
within	 the	 interior	 of	 astronomical	 bodies	 such	 as	 asteroids.	 Some	 data	 suggests	 that	








































atomic	 configurations	 of	 the	 same	 element.	 Graphite	 and	 diamond	 have	 very	 little	 in	































The	 best	 known	 examples	 of	 fullerenes	 are	 the	 so-called	Bucky-balls.	 The	 first	 and	most	
famous	example,	Buckminster	fullerene,	is	composed	of	sixty	carbon	atoms	arranged	to	form	
a	 sphere.	 The	 sphere	 is	 formed	 by	 alternating	 five-	 and	 six-	 membered	 carbon	 rings,	
analogous	 to	 the	geometry	of	a	 soccer	ball.	First	 synthesised	 in	1985	at	Rice	University	 in	
Houston,	the	molecule	is	named	after	the	American	architect	Buckminster	Fuller,	who	was	
famous	for	the	construction	of	geodesic	domes.[53]	Members	of	the	group	at	Rice	University	
ultimately	went	on	to	win	 the	Nobel	Prize	 for	 their	work	on	the	discovery	of	Buckminster	
fullerene,	as	well	as	other	members	of	the	fullerene	family.	
	
Other	 commonly	 encountered	 Bucky-ball	 fullerenes	 include	 C20	 (the	 smallest	 possible	





34%							) = 10, 12, 13, 14…	
	
Additionally,	the	number	of	geometric	possibilities	for	a	given	number	of	atoms	is	vast	and	
exponentially	 increases	with	).	 To	 exemplify	 this,	 for	 C60	 there	 are	 1812	 possible	 unique	


































a	 single	 sheet	 of	 graphene,	 folded	 at	 a	 specific	 angle.	Many	 of	 the	 general	 properties	 of	
graphene	(high	electrical	and	thermal	conductivity	and	significant	mechanical	strength)	are	
conferred	 to	 the	nanotubes,	but	 these	properties	 can	be	greatly	 tuned	by	 the	 size	of	 the	





Ø If	' = ),	the	nanotubes	are	known	as	armchair	nanotubes.	Armchair	nanotubes	tend	
to	be	metallic,	whereas	others	tend	to	be	semiconducting.	




of	 expense	 to	 produce,	 carbon	 nanotubes	 have	 found	 extensive	 use	 in	 commercial	
applications	 and	 industry.	 In	 particular,	 carbon	 nanotubes	 are	 currently	 used	 in	 the	



























array	of	 theoretical	 structures	 that	are	yet	 to	be	conclusively	experimentally	 validated,	or	
which	 have	 only	 been	 created	 once	 or	 twice	 in	 the	 laboratory	 under	 extremely	 harsh	








of	 a	 cube	 of	 eight	 carbon	 atoms	 in	 the	 unit	 cell,	 this	 geometry	 is	 already	 known	 to	 be	 a	
constituent	of	a	high-pressure	metastable	allotrope	of	silicon.	This	allotrope	 is	believed	to	
































































































were	 completed	within	 the	 SIESTA	 package.[67]	Density	 functional	 theory	 (DFT)	within	 the	
generalised	gradient	approximation	(GGA)	with	the	Perdew-Burke-Ernzerhof	(PBE)	exchange-
correlation	 functional[68]	 were	 utilised	 for	 the	 optimisations	 and	 subsequent	 analyses.	 A	
norm-conserving	 Troullier-Martins	 pseudopotential[69]	 was	 utilised	 to	 describe	 the	 core	
states.	For	the	initial	relaxation	of	the	randomly	generated	configurations,	electronic	states	
were	expanded	 in	 a	 single-zeta	basis	 set.	 Follow-up	 calculations	 saw	 the	electronic	 states	
expanded	in	a	double-zeta	basis	set	with	additional	polarization	functions	for	the	2p	orbitals.	
Charge	densities	were	represented	by	a	finite	3-D	grid	in	real-space	with	a	cut-off	of	250	Ry.	
For	 electronic	 structure	 and	 phonon	 spectrum	 calculations,	 the	 systems	 were	 rigorously	
relaxed	 such	 that	 the	 forces	 acting	 on	 each	 atom	were	 less	 than	 0.01	 eV.	 Phonons	were	
calculated	using	the	supercell	method	as	implemented	within	SIESTA.	The	number	of	k-points	



























































C1	 Tetragonal	(@4/''')	 3D	 crb	 	
C2	 Orthorhombic	(@''B)	 3D	 sra	 	
C3	 Tetragonal	(+4'')	 2D	 fes	 	
C4	 Orthorhombic	(3''')	 3D	 moc	 	
C6	 Tetragonal	(+4C22)	 3D	 unc	 	
C9	 Cubic	(123')	 3D	 dia	 Diamond	
C10	 Hexagonal	(+6-/''/)	 2D	 gra	 Graphite	
C11	 Monoclinic	(@1'1)	 3D	 	 New	Structure	
C12	 Orthorhombic	(+''')	 2D	 	 New	Structure	
C14	 Orthorhombic	(1222)	 3D	 	 New	Structure	
C15	 Hexagonal	(+6D22)	 3D	 eta	 	
C17	 Monoclinic	(@12/'1)	 3D	 	 New	Structure	
C18	 Orthorhombic	(+''B)	 3D	 jbw	 	
C19	 Orthorhombic	(+2'')	 2D	 	 	
C20	 Monoclinic	(312/'1)	 3D	 dme	 	
C21	 Orthorhombic	(32'')	 2D	 	 	
C22	 Monoclinic	(3121)	 3D	 	 	
C23	 Hexagonal	(+6E22)	 3D	 unj	 	
C24	 Trigonal	(F3')	 3D	 pcu-h	 	
C25	 Tetragonal	(+4'')	 2D	 mcm	 “Cairo	Tiling”	
C30	 Monoclinic	(312/'1)	 3D	 	 New	Structure	
C33	 Tetragonal	(+42')	 3D	 	 New	Structure	
C35	 Monoclinic	(312/'1)	 3D	 cbs	 	
C36	 Monoclinic	(+12/'1)	 2D	 	 New	Structure	
















physical	 characteristics,	 from	 the	 planar	 and	 conducting	 graphite-like	 allotropes,	 to	 the	
covalent,	electrically	insulating	diamond-like	structures.	In	addition,	all	but	two	of	the	twenty-





Of	particular	 interest	 is	 the	density	vs.	energy	plot,	which	appears	 to	shows	three	distinct	
regions	–	a	favourable-sp3	region	(referred	to	here	as	the	Main	Sequence),	an	sp2	region,	and	
a	 prohibitive-sp3	 region.	 Overlaps	 between	 these	 regions	 correspond	 to	mixed	 structures	
containing	both	motifs	characteristic	of	those	regions	of	the	graph.		
	

























































































































































































































































































































































































































The	eight	novel	allotropes	 found	 in	 this	work	account	 for	many	of	 the	different	classes	of	
carbon	 structures.	 Three	 of	 the	 structures	 correspond	 to	 diamond-like	 covalent	 networks	































Monoclinic	(@1'1)	 'G12	 6.927	 2.877	 -161.771	(+	0.566)	 3.67,	8.67,	19.00,	34.67,	53.00	
C12	
Orthorhombic	(+''')	 H+6	 10.603	 1.879	 -161.878	(+	0.459)	 3.00,	5.33,	8.33,	11.33,	14.33	
C14	
Orthorhombic	(1222)	 H124	 8.696	 2.291	 -161.609	(+	0.728)	 3.00,	5.33,	9.33,	16.67,	29.33	
C17	
Monoclinic	(@12/'1)	 'G12	 6.481	 3.075	 -161.982	(+	0.355)	 3.67,	9.33,	20.33,	36.00,	56.33	
C30	
Monoclinic	(312/'1)	 'S12	 9.068	 2.198	 -161.557	(+	0.780)	 3.67,	7.33,	14.33,	26.67,	42.67	
C33	
Tetragonal	(+42')	 I+6	 6.773	 2.942	 -161.189	(+	1.148)	 4.00,	9.33,	19.67,	40.00,	62.33	
C36	
Monoclinic	(+12/'1)	 '+8	 10.538	 1.891	 -161.713	(+	0.624)	 3.00,	5.50,	7.50,	10.75,	14.5	
C38	
Monoclinic	(312/'1)	 'G16	 6.012	 3.315	 -162.108	(+	0.229)	 4.00,	12.00,	26.5,	46.75,	71.5	
Gra	
Hexagonal	
(+6-/''/)	 ℎ+4	 9.409	 2.118	 -162.337	(±	0.00)	 3.00,	6.00,	9.00,	12.00,	15.00	
Dia	
Cubic	































































































atoms.	 The	 structures	 generated	 were	 initially	 treated	 as	 layered	 materials,	 forming	 an	
infinite	crystal	in	every	direction	with	an	inter-layer	distance	analogous	to	graphite.	However,	




KLM	GNB/O	P*HQN:	STTT	3	BIH'U	NO*	/OVV: 6	B = 15.40	Å		Z = 3.76	Å		/ = 5.49	Å	] = ^ = 	_ = 90	°	31			4Q	(0, a, b)		0.000		0.308		0.162	32			2c	(d, a, b)			0.000		0.000		0.342	
	






















metallic	 in	 nature.	 The	 projected	 density	 of	 states	 (PDOS)	 for	 both	materials	 also	 shows	
significant	 population	 of	 electronic	 states	 around	 the	 Fermi	 level,	 confirming	 the	metallic	
character	 of	 the	 allotropes.	 The	mechanical	 stability	 of	 C12	was	 confirmed	by	 the	 lack	 of	































Despite	C36	not	returning	a	phonon	spectrum	with	all	positive	values,	 it	 is	believed	that	 it	
may	still	represent	a	novel,	plausible	structure	type	for	carbon,	which	may	be	mechanically	
stable	with	some	small	changes	to	the	geometry.	For	example,	initial	indications	show	that	




























































































the	b	 and	c	 axes	 creates	 large	pores	 through	 the	material	 parallel	 to	 the	direction	of	 the	
spiralling,	 explaining	 its	 low	density.	 It	would	 be	 interesting	 to	 investigate	 the	 adsorption	












































































KLy	GNB/O	P*HQN:	z	M/T	3	BIH'U	NO*	/OVV: 12	B = 3.70	Å		Z = 4.33	Å		/ = 5.24	Å	] = 	_ = 90°			^ = 112.45	°	31			8{	(d, a, b)			0.223		0.180		0.606	32			4|	(0, a, 0)			0.000		0.842		0.000	
	
KLL	GNB/O	P*HQN:	zT	3	BIH'U	NO*	/OVV: 12	B = 3.80	Å		Z = 4.52	Å		/ = 5.24	Å	] = 	_ = 90	°			^ = 112.82	°	31			4Z	(d, a, b)			0.004		0.152		0.004	32			4Z	(d, a, b)			0.215		0.173		0.575	33			4Z	(d, a, b)			0.332		0.174		0.905	
	






































































































































































































































highly	 unfavourable	 configuration.	 The	 carbon	 atoms	 in	 C33	 are	 arranged	 to	 form	 highly	
Kee	GNB/O	P*HQN:	SuÇMT	3	BIH'U	NO*	/OVV: 6	B = Z = 3.52	Å			/ = 3.28	Å	] = 	^ = _ = 90°	31			4)	(d, d, b)		0.192		0.192		0.128	32			1/	(0, 0, 0.5)		0.000		0.00		0.500	33			12	(0.5, 0, 0)		0.500	0.500		0.000	
	
















associated	 with	 this	 bond	 are	 most	 certainly	 sp3	 hybridised,	 forming	 almost	 perfect	
tetrahedra.	Thus,	a	more	detailed	investigation	into	the	bonding	exhibited	by	this	allotrope	
would	 be	 very	 interesting	 to	 consider	 in	 the	 future,	 particularly	 into	 the	 nature	 of	 this	
elongated	bond.	
	











































































































ambient	 conditions.	 The	 physical	 properties	 exhibited	 by	 the	 eight	 new	 allotropes	 are	
extremely	 varied	 in	 nature,	 spanning	 the	 broad	 continuum	 between	 three-coordinate,	



















Each	 allotrope	 also	 raises	 its	 own	questions,	 as	 already	 alluded	 to	 in	 the	 analysis	 of	 each	
material.	For	example,	a	comprehensive	bonding	analysis	into	the	sp2-sp3	mixed	structures	
would	be	useful	for	determining	the	nature	of	the	very	long	C-C	contacts,	whereas	a	much	









With	 respect	 to	 finding	 additional	 allotropes,	 further	 iterations	 of	 the	 Random	 Atomic	
Placement	procedure	would	undoubtedly	lead	to	the	discovery	of	more	structure	types	for	
carbon.	 In	 addition,	 full	 automation	 of	 the	 procedure,	 or	 coupling	 with	 other	 structure	





500	allotropes	of	 carbon	have	been	 synthesised	or	predicted,	however	 it	 is	plausible	 that	
many	more	remain	to	be	discovered,	each	with	its	own	set	of	unique	properties	and	potential	









































Zinc	 oxides	 is	 an	 excellent	 contender	 to	 be	 explored	with	 the	Random	Atomic	 Placement	
procedure.	This	is	because	zinc	oxide	both	already	exhibits	a	number	of	experimentally	known	
polymorphs	(wurtzite,	zincblende,	and	rocksalt)	which	are	very	close	in	energy,	and	is	also	
likely	 to	display	additional	structures	 in	 the	high	pressure	regime.	Other	crystal	prediction	
work	 has	 proven	 that	 exotic	 stoichiometries	 and	 configurations	 are	 possible	 at	 extreme	
pressure,	even	in	the	most	familiar	AB	compounds.	Thus,	it	can	be	expected	that	ZnO	should	
















functional	 theory	 to	 assess	 the	 stability	 of	 the	 geometries	 of	 zinc	 oxide	 nanoclusters	
consisting	of	between	2	and	9	Zn-O	units.[71]	
	















the	 configuration	 space	 of	 bulk	 zinc	 oxide	 outside	 of	 these	 four	 known	 polymorphs.	One	
notable	 exception	 is	 a	 recent	 set	 of	 papers	 on	 the	 polymorphism	of	 zinc	 oxide	 published	
Jansen	et	al.	The	most	comprehensive	of	these	(Zagorac	et	al)[73]	employ	structural	annealing	
to	search	for	minima	on	the	underlying	energy	 landscape.	Zagorac	et	al	showed	that	their	
















In	 addition	 to	 this	 work	 on	 the	 polymorphism	 of	 zinc	 oxide,	 Zagorac	 et	 al	 have	 also	
investigated	 polytipism	 in	 zinc	 oxide,	 and	 have	 shown	 that	 varying	 the	 stacking	 order	 in	
wurtzite	and	wurtzite-like	ZnO	can	have	a	profound	effect	on	the	electronic	properties	of	the	























generated	 cell	 by	 a	 factor	 of	 between	 0.5	 and	 0.8	 prior	 to	 the	 optimisation,	 in	 order	 to	









All	 of	 the	 below	 calculations,	 including	 the	 optimisations	 and	 calculations	 of	 bands	 and	
phonons,	were	completed	within	the	SIESTA	package,[67]	coupled	with	the	Random	Atomic	
Placement	 scripts.	 Density	 functional	 theory	 (DFT)	within	 the	 local	 density	 approximation	
(LDA)	with	the	Cerperley-Alder	(CA)[75]	parameterisation	was	utilised	for	the	optimisations	and	
analysis.	A	norm-conserving	Troullier-Martins	pseudopotential[69]	was	utilised	to	describe	the	


















































• Structure	B	 –	 a	 trigonal	 system	 (space	 group	F3'),	with	 alternating	 structural	motifs	


















five	 of	 the	 predicted	 structures	 in	 terms	 of	 their	 geometry	 and	 band/phonon	 curves	 is	



































Cubic	(+2C3)	 909	 No	 N/A	–	structure	reverts	to	RS	at	0	GPa	 7,	24,	55,	98,	151	
B	
Trigonal	(F3')	 177	 Yes	 20.1101	 6.71984	 -1933.18	(+	0.21)	 6,	19,	41,	72,	111	
C	
Tetragonal	(@4C'2)	 232	 Yes	 19.9671	 6.76799	 -1932.99	(+	0.40)	 6,	20,	43,	76,	117	
D	
Hexagonal	(+6'2)	 174	 Yes	 20.1823	 6.69580	 -1933.03	(+	0.36)	 6,	20,	42,	74,	114	
E	
Orthorhombic	(3'/')	 168*	 No	 N/A	–	structure	reverts	to	B	at	0	GPa	 6,	19,	42,	74,	114	
WZ	
Hexagonal	(+6-'/)	 N/A	 Yes	 24.6630	 5.47934	 -1933.39	(±	0.00)	 4,	12,	25,	44,	67	
ZB	
Cubic	(143')	 N/A	 Yes	 24.6594	 5.48014	 -1933.35	(+	0.04)	 4,	12,	24,	42,	64	
RS	































































































Strikingly,	 each	 zinc	 is	 bound	 to	 seven	 oxygens,	 and	 vice	 versa,	 giving	 a	 local	 distorted	











structure	 to	promptly	 revert	back	 to	 rocksalt	 zinc	oxide,	 indicating	 it	 is	 highly	unstable	 at	








Although	 such	 pressures	 are	 presently	 far	 too	 high	 for	 any	 immediate	 application	 of	 this	
material,	it	is	not	inconceivable	to	imagine	scenarios	where	such	a	polymorph	of	zinc	oxide	









intermediate	 for	 this	 transformation.	 However,	 its	 independent	 existence	 at	 909	 GPa	






















	 	 	 	 	 	 	 	 	 	 							4s(Zn)																3d(Zn)	
	

































































their	 potential	 uses	 in	 electronic	 devices.	 Most	 notably,	 layered	 materials	 are	 being	




















Unlike	 the	 previous	 structure,	 the	 structural	 integrity	 of	 this	 polymorph	 is	 retained	when	
relaxed	at	 zero-pressure.	Energy	calculations	at	0	GPa	showed	 that	 this	 structure	was	 the	
most	favourable	of	the	three	structures	that	could	be	relaxed	at	zero	pressure,	with	a	Zn-O	











	 	 	 	 	 	 	 	 	 	 							4s(Zn)																3d(Zn)	
	





























The	 third	 structure	 determined	 by	 the	 random	 crystal	 structure	 search	 is	 another	 rare	
configuration	(and	as	yet	unknown	for	zinc	oxide),	crystallising	in	the	body-centred	tetragonal	

















































from	 the	 Σ	 point	 in	 the	 valence	 band	 to	 the	 Γ	 point	 in	 the	 conduction	 band.	 Phonon	





























	 	 	 	 	 	 	 	 	 																				4s(Zn)																3d(Zn)	
	
















































The	 fourth	 predicted	 high-pressure	 zinc	 oxide	 polymorph	 crystallises	 in	 a	 hexagonal	
configuration,	 analogous	 to	 the	 structure	 of	 alpha-tungsten	 carbide	 (a-WC).	 Found	 at	 a	
pressure	of	174	GPa,	the	structure	can	be	considered	as	a	simple	hexagonal	 lattice	of	zinc	
atoms	 forming	 layers	which	 stack	directly	on	 top	of	each	other,	with	oxygen	atoms	 filling	






















































	 	 	 	 	 	 	 	 	 																				4s(Zn)																3d(Zn)	
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Structurally,	 it	 can	 be	 seen	 that	 the	 arrangement	 consists	 of	 a	 hexagonal	 close-packed	

























































for	 their	structural,	electronic	and	vibrational	properties,	giving	 insight	 into	the	conditions	
under	which	these	materials	could	exist,	as	well	as	their	possible	uses.	Despite	LDA	not	being	









































































































Additionally,	 it	 would	 be	 fascinating	 to	 investigate	 whether	 or	 not	 the	 seven-coordinate	




not	 be	 stabilised	 at	 ambient	 or	 high	 pressures.	 Instead,	 this	 work	 suggests	 that	 a	 50:50	
mixture	of	nickeline	and	rocksalt	topology	produces	a	much	more	favourable	configuration	
for	 zinc	 oxide.	 Further	 investigations	 into	 the	 stability	 of	 the	 nickeline	 and	 intergrowth	




algorithm	 to	 search	 for	 high	 pressure	 zinc	 oxide	 structures,	 incorporating	 the	 random	
structure	searching	technique	presented	here	with	other	prediction	methods.	For	example,	
as	 there	 is	 a	 clear	 relationship	 between	 the	 3rd	 and	 5th	 coordination	 spheres	 of	 the	 ZnO	
materials,	one	could	perform	a	configuration	space	search	within	the	constraints	of	this	linear	




































































35. http://etymonline.com/index.php?term=graphite	 “Etymology	 of	 Graphite”	 -	 	 Last	
Accessed	28/09/2017	







































































significant	 and	 obvious	 differences	 between	 them,	 are	 all	 related	 by	 a	 single	 underlying	
theme:	 the	 use	 of	 advanced	 computational	 techniques	 to	 investigate	 the	 properties	 and	
behaviour	of	metastable	systems.	Such	detailed	atomistic	analyses,	using	both	classical	and	
density-functional	 based	 techniques,	 give	 an	 unprecedented	 view	 into	 the	 underlying	
microscopic	structures	and	processes	ultimately	responsible	for	the	macroscopic	properties	












thought	 to	 be	 extremely	 beneficial	 to	 understand	 the	 mechanisms	 of	 phase	 transitions	
between	the	different	forms	of	the	material.	Using	transition	path	sampling	methodology,	
several	 different	 pathways	 linking	 the	 two	 structures	 were	 elucidated	 with	 a	 number	 of	
opposing	 intermediates	 documented,	 including	 the	well-established	 competition	 between	





transformation	 was	 generated.	 Upon	 this	 coarse-grained	 surface,	 trajectories	 could	 be	
mapped,	energy	barriers	could	be	quantitatively	ascertained,	and	the	nature	of	 important	
intermediate	and	transition	state	configurations	easily	extrapolated.	 It	 is	believed	that	the	
metashooting	 procedure	 has	 significant	 potential	 to	 become	 a	 routine	 tool	 in	 the	
computational	 study	 of	 condensed	matter,	 and	 that	 this	 investigation	 could	 establish	 an	
innovative	paradigm	for	future	studies	into	the	elucidation	of	solid-solid	phase	transitions.	
	
Following	 this,	 an	 extensive	 investigation	 into	 the	 phase	 behaviour	 of	 ice	 was	 discussed.	
Water	and	ice	are	extremely	important	to	our	everyday	lives,	and	an	accurate	understanding	
of	 their	 natures	 is	 fundamental	 to	 a	 huge	 range	 of	 disciplines,	 ranging	 from	biological	 to	
planetary	 sciences.	 The	 transformations	 between	 the	 eighteen	 experimentally	 known	




investigation	 produced	 transformations	 from	 crystalline	 phases	 to	 all	 three	 of	 the	
experimentally	defined	amorphous	phases	of	ice	and	the	liquid	state,	as	well	as	a	number	of	










known	 or	 predicted.	 Zinc	 oxide	 presents	 a	 different	 story:	 literature	 pertaining	 to	 bulk	
















can	 be	 investigated,	 any	 transformation	 elucidated,	 or	 any	 property	 calculated	 within	 a	
numerical	laboratory,	without	the	need	for	prior	experimental	knowledge.		
	





improvement	 of	 algorithms	 and	 techniques,	 and	 the	 inexorable	 expansion	 of	 scientific	
knowledge,	 it	 seems	 almost	 certain	 that	 the	 role	 of	 simulation	 will	 only	 continue	 to	
strengthen	in	the	years	to	come.	It	 is	hoped	that	the	presented	work	helps	to	corroborate	
these	 viewpoints	 by	 both	 demonstrating	 the	 worth	 of	 simulation	 techniques,	 and	 by	
promoting	further	investigations,	in	this	fascinating	field	of	scientific	discovery.	
