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A three-dimensional NumErical Wave TANK (NEWTANK) has been developed to
study water waves and wave-structure interaction. The numerical model solves the
incompressible spatially averaged Navier-Stokes (SANS) equations for the two-phase
°ow. The large-eddy-simulation (LES) approach is adopted to model the turbulence
dissipation using the Smagorinsky sub-grid scale (SGS) closure. The two-step projec-
tion method is employed in the numerical solutions, aided by a Bi-CGSTAB technique
to solve the pressure Poisson equation for the ¯ltered pressure ¯eld. The second-order
accurate volume-of-°uid (VOF) method, which is very e±cient and robust, is used
track the highly distorted and broken free surface. A virtual boundary force (VBF)
method is proposed to simulate the structure of complex shape instead of applying the
conventional boundary condition around the structure. When a moving tank under
6 degree-of-freedom (D.O.F.) of motion is simulated, it will be constructed on the
non-inertial reference frame to avoid applying the complicated boundary condition.
The numerical model is ¯rst used to study free liquid sloshing in a con¯ned tank,
including both 2-D and 3-D cases. The numerical results compare very well with
the linear analytical solution, Boussinesq results and the results calculated by other
viii
NSE solver. The model is then employed to study forced liquid sloshing in an excited
tank. For 2-D surge excitation, the numerical results of linear motion are compared
with the analytical solution while the results of nonlinear motion are compared with
the experimental data for free surface displacements. Good agreements are obtained.
Further studies are investigated on 3-D liquid sloshing. A linear analytical solution
is proposed for 3-D liquid sloshing under combined surge and sway excitations. The
model is validated by comparing the numerical results with the linear analytical so-
lution, experimental data and other numerical solutions. Finally, a demonstration of
violent liquid sloshing under 6 D.O.F. of motion with broken free surface in a 3-D
tank, which has not been investigated before, is presented and discussed.
Further investigations on wave-structure interactions are attempted and discussed.
The proposed VBF approach is employed to model surface-piercing structures. The
VBF method is ¯rst used to simulate a nonbreaking solitary wave runup and rundown
on a 2-D steep slope. The numerical results compare very well with experimental data
in terms of both free surface displacements and velocities. The model is then adopted
to study the 3-D wave di®raction by a large vertical circular cylinder. The numerical
results of the present model are compared with the well-known MacCamy and Fuchs
closed form analytical solution. Good agreements are obtained. Finally, the breaking
wave interaction with a spar platform in deep ocean is demonstrated and discussed.
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1.1 Background of Water Waves Modeling
The study of water waves is of great importance in both coastal and o®shore engi-
neering. For example, in nearshore coastal regions, waves can go through complex
transformation with the combination of wave shoaling, wave refraction, wave di®rac-
tion and wave breaking, so one of the most important engineering concerns for water
waves in nearshore region is the functional performance of various coastal protec-
tions, ranging from breakwater and groin to seawall and revetment. Most of these
protections are designed to provide a calm or at least reduced wave environment in
the protected areas such as harbors and beaches. On the other hand, in deep oceans
and o®shore regions, wave height and wave period are two major concerns in de-
sign criteria. The practical problems include the safe operation of o®shore structures
(eg. Floating Production Storage O²oading (FPSO) vessels or very large °oating
airports) in extreme waves, the stability of o®shore structures such as spar platforms
subjected to wave attacks, etc.. Other related problems such as the security of liq-
ue¯ed natural gas (LNG) carriers under six degree-of-freedom (D.O.F.) of motions
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are also very important and under intensive investigations. Furthermore, the study
in hazard mitigation of tsunami, which is usually generated by seismic disruption or
volcano eruption in deep oceans, is related to save people's lives and properties near
coastal regions.
Generally speaking, there are four kinds of wave modelings to study a prototype
wave system, i.e., analytical modeling, empirical modeling, physical modeling and
numerical modeling. With their inherent advantages and disadvantages, these tech-
niques shall be applied for di®erent purposes. First of all, a physical wave system
in nature can be very complicated. We may ¯nd a way to represent the wave sys-
tem by analyzing the system with a simpli¯ed theoretical model, which should be
able to capture the most important inherent characteristics of the wave system. Al-
though analytical modeling is a powerful tool to understand the physical phenomenon
of a particular wave system, the °uid equations can be solved analytically only for
a few simple cases, which greatly limits the application of this modeling to general
wave problems. Secondly, the empirical modeling is usually a simple mathematical
expression deriving from available ¯eld data of a prototype system. It can describe
the system behavior in terms of simple algebraic equations with important param-
eters. However, because all empirical formulas are established on known problems
and database, the existing empirical formulas will probably fail when a new system is
considered. Thirdly, a small-scale physical model in laboratory as the miniature of a
prototype system is an e®ective way to understand the prototype. Physical modeling
is straightforward most of time and allow us to visualize and understand the important
2
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physical process from the small-scale model. Nevertheless, it may become extremely
di±cult to build up a physical model which satis¯es all important scaling laws when
a prototype system is very complicated. In addition, most of the physical models are
very expensive and time-consuming and some of the important parameters are not
that easy to measure or collect directly. Finally, as the development of computer tech-
nology, numerical modeling becomes more and more popular and important to study
water waves. A numerical wave model is the combination of mathematical represen-
tation of a physical wave problem and numerical approximation of the mathematical
equations. Compared to theoretical modeling, the di®erence is only in the means of
¯nding the solution of the governing equations for the wave problems. However, when
a numerical model is developed, some empirical parameters will be introduced which
may according to the experiments or ¯eld observation. From theoretical point of view,
most of the °uid problems can be described by the Navier-Stokes equation. However,
because of the constraint of the current computer power, it is impossible to resolve
all of the °uid problems, especially at high Reynolds number, using direct numerical
simulation. Therefore, turbulence model has to be adopted and the accuracy of the
turbulence model is needed to be tested and studied. These methods are correlated
and all very important and useful for studying a wave system.
The early numerical simulation of water waves was mainly based on the depth-
averaged equations (DAE), which include both shallow water equations (SWE) (Liu
et al., 1995) and Boussinesq equations (Peregrine, 1967). The energy dissipation due
to turbulence was incorporated into the equations through certain simple dissipative
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terms (Abbott et al., 1978; Svendsen, 1987). Because the dimension is reduced by
one in DAE, the computational expense is much cheaper than that of the original
Navier-Stokes equations (NSE) and this approach can be carried on rather large scale
simulation such as tsunami propagation and runup (Lynett & Liu, 2005; Wang & Liu,
2006). Even today, it is still an active research area of modeling water waves with
the use of DAE. Along with the advantages of DAE, there are also the limitations.
The SWE assumes that the horizontal velocities are uniform in vertical direction, so
only very long waves can be described by such equations. The vertical variations of
velocities are also lost due to the depth averaging process. The Boussinesq equations
can model shorter dispersive waves but are not applicable to very deep water waves.
In addition, the DAE approach requires single value of free surface displacement, so
the detailed con¯guration of the free surface during overturning and breaking cannot
be predicted by this method. Furthermore, this approach cannot provide the detailed
information of the generation and transport of turbulence and vorticity.
Another important approach to simulate water waves is based on potential °ow
theory and to solve the Laplace equation. Essentially, there are two ways to solve
Laplace equation. One is to solve the equation directly by using ¯nite element method
(FEM) or ¯nite di®erence method (FDM). For example, Wu et al. (1998) developed
a 3-D FEM model for fully nonlinear liquid sloshing in a tank. On the other hand, Li
& Fleming (1997) solved the Laplace equation in ¾-coordinate with the use of FDM.
Frandsen & Borthwick (2003) and Frandsen (2004) proposed another FDMmodel with
¾-coordinate transformation to simulate liquid sloshing in a 2-D tank. The alternative
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way of solving Laplace equation is to solve its equivalent form of boundary integral
equation by taking advantage of Green's theorem with the use of boundary element
method (BEM). Longuet-Higgins & Cokelet (1976) were the pioneers who successfully
developed a 2-D BEM model to solve highly-nonlinear overturning waves in deep
water. Later, Faltinsen (1978) employed the BEM to study the °uid sloshing problem
and compared the numerical results with the linear analytical solution. Grilli et al.
(1989) studied the complex nonlinear wave transformation over changing topography
and wave runup on slopes. However, the potential °ow theory requires the °ow to
be inviscid and irrotational, so many important features such as the generation and
transport of vorticity and turbulence cannot be investigated based on potential °ow
theory.
In order to obtain the turbulence and vorticity transport information as well as the
vertical variations of velocity information, a more sophisticated hydrodynamic model
is needed. Any °ow including both laminar and turbulent °uid can be described by
the basic incompressible Navier-Stokes equations (NSE) (For simplicity purpose, NSE
in the following text represents the incompressible NSE unless otherwise mentioned).
Therefore, in principle, the direct numerical simulation (DNS) for the NSE, which was
pioneered by Orszag & Patterson (1972) using the pseudo-spectral methods, can be
used for free surface water waves. However, due to the large demand of computational
time required by the DNS, most of its applications are for low Reynolds number (Re)
°ows (Kim et al., 1987). For water waves with high Re and the additional complication
of strong free surface deformation, the DNS is in general not feasible (at least not
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optimal) with the current computing power.
One alternative is based on Reynolds averaged Navier-Stokes (RANS) equations,
in which only ensemble averaged °ow motion is described and the e®ects of turbulence
on the mean °ow are represented by Reynolds stresses which are proportional to the
correlations of turbulence velocities. For example Lin & Liu (1998a,b) proposed a
model to investigate the breaking waves by solving the RANS equations for the mean
°ow and employed an improved k ¡ ² model to describe the turbulence ¯eld. Their
numerical solutions were compared with the experimental data (Ting & Kirby, 1995,
1996) in terms of free surface elevation, velocity components and turbulence intensity.
Another alternative is the large eddy simulation (LES), which lies between the
DNS and RANS equations modeling. By realizing that it is computationally expensive
to resolve all turbulence scales of a high Re °ow, the LES attempts to resolve and
capture the large scale motion by solving the spatially averaged Navier-Stokes (SANS)
equations only and use the sub-grid scale (SGS) model (Deardor®, 1970) to simulate
the small scale turbulence e®ect. For example, Balaras (2004) performed large eddy
simulations around complex boundaries such as °ow over a circular cylinder and
fully developed turbulent °ow in a plane channel with a wavy wall. Shao & Ji (2006)
extended the sub-grid scale (SGS) model to sub-particle scale (SPS) turbulence model
and simulated the plunging waves using smoothed particle hydrodynamics (SPH)
method. They found that LES model predicted more accurate turbulence intensity
which was overpredicted by RANS model (Lin & Liu, 1998b). Therefore, a model




1.2 Background of Navier-Stokes Equations Solver
Since the SANS equations have the similar structure to that of the NSE, the solvers
of NSE will be reviewed instead and these solvers can be applied to SANS equations
as well.
The earliest numerical model for solving the incompressible NSE was developed
by Harlow & Welch (1965), in which the NSE was ¯rst discretized into the forward-
time di®erence form. By enforcing zero divergence of velocity ¯eld at both previous
time step and current time step, the pressure at the current time step can be solved
by an iterative method. With the employment of the updated pressure, the velocity
information at the current time step can then be obtained. A few years later, the
projection method was proposed by Chorin (1968, 1969). In the projection method,
the calculation is split into two steps. At the ¯rst step, intermediate velocities are
calculated with the absence of pressure gradient term and thus the velocity ¯eld only
carries the correct vorticity. At the second step, the pressure is updated based on the
pressure Poisson equation (PPE) to drive a zero divergence of the new velocity ¯eld
so that the continuity equation is satis¯ed. The development of the later numerical
solvers to the NSE is more or less following the similar ideas proposed by Harlow &
Welch (1965) or Chorin (1968, 1969).
In the last two decades, as the computer power increases at an accelerated speed,
the development of new numerical models to solve NSE and the applications of these
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models to theoretical and practical °uid dynamic problems have become much more
active. The major contributions have been to develop the more accurate and more
computationally e±cient model. Based on the projection method, Kim & Moin
(1985) updated the nonlinear convection term to second-order accurate by using the
Adams-Bashforth scheme. Also based on the projection method, Van Kan (1986)
developed another second-order accurate scheme with alternating-directional-implicit
(ADI) method. Bell et al. (1989) approached this problem from a di®erent direction.
They proposed a new iterative method, which is equivalent to the second-order Crank-
Nicolson method, to solve the momentum equations of NSE. Unfortunately, all these
high-order schemes have been developed for the cases without free surface. When the
free surface is present, it becomes extremely di±cult to develop a high-order accurate
scheme.
On the other hand, still based on the projection method, Kothe et al. (1991) and
Kothe & Mjolsness (1991) developed a more e±cient and robust numerical scheme
with ¯rst-order accuracy. They proposed a new model called RIPPLE which solves the
pressure Poisson equation (PPE) using the incomplete Cholesky conjugate gradient
(ICCG) method, which is much more e±cient than the conventional iterative methods
such as Gaussian elimination or Successive-over-Relaxation (SOR) method. Later,
RIPPLE has been further developed with some modi¯cation and improvements by
Lin & Liu (1998a, b) to study 2-D wave breaking in surf zone.
Another important issue concerning water waves simulation is the accurate track-
ing of the free surface. Traditionally, the transport of height function is used to
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track the free surface, but this method restrict the free surface to be single-valued.
Therefore, a more robust method to track the free surface is needed. Generally, the La-
grangian approach and Eulerian approach can be employed to track multi-valued free
surface. The Lagrangian approach follows each particle on the free surface and/or
in the interior domain based on the ambient °ow velocities. This kind of tracking
approach forms the basis of the marker-and-cell (MAC) method which is originally
developed by Harlow & Welch (1965). However, the marker information is in general
not located at place where the velocity is de¯ned, so the movement of these markers
have to be based on the interpolated velocity which may lead to large accumulated
errors. On the other hand, the Eulerian approach, which is consistent with most
solvers of NSE that also adapt Eulerian descripthion, tracks the averaged density
change at the ¯xed location. With the information of averaged density distribution
in the computational domain, the free surface can be reconstructed. This approach
is the basis of the well known volume-of-°uid (VOF) method originally developed by
Nichols et al. (1980) and Hirt & Nichols (1981). The level set method is another
free surface tracking approach which is introduced by Sussman et al. (1994). This
method captures the interface implicitly by the zero level set. However, this method
may not conserve the mass explicitly during the entire computation. Because of the
e±ciency and robustness of VOF method, it will be used in this study. All the free
surface tracking methods have been reviewed by Hyman (1984), Floryan & Rasmussen
(1989), Raad (1995) and Lin & Liu (1999), etc..
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1.3 Review of Turbulence Closure Models
For a real °uid, viscous e®ect plays an important role in balancing the °uid inertia
and dissipating °uid energy. When the viscous e®ect is relatively important the °ow
tends to laminar. It would become turbulent as °uid inertia increases. When a °ow
becomes turbulent, chaos will be developed inside the °ow. Therefore, it is almost a
mission impossible to calculate the turbulent °ow by using direct numerical simulation
(DNS) because DNS cannot resolve all the turbulence structure such as the smallest
Kolmogorov turbulence (Kolmogorov, 1962). In addition, DNS is also not accurate
enough to simulate the energy dissipation rate correctly (eg. the numerical dissipation
usually overwhelms the actual turbulent dissipation). As a result, the choice of an
appropriate turbulence model has a dominant in°uence on the success of modeling
water waves, especially waves with broken free surface and wave-structure interaction.
One of the most complete and advanced turbulence closure models is the Reynolds
stress transport model (Launder et al., 1975). This model solves six partial di®erential
equations (PDFs) for six Reynolds stress components (three normal and three shear
stresses) and one PDE for ², the dissipation rate of turbulence energy. This model is
capable of representing many important mechanisms such as the anisotropy of turbu-
lence in turbulent °ows. However, this model contains a few high-order correlation
terms that must be closed by certain closure models. Within all these high-order corre-
lation terms, the pressure-strain rate correlation term is the most di±cult one because
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the proposed closure model is hardly possible to be veri¯ed by experimental measure-
ments. So far, none of the proposed closure models based on di®erent assumptions
is completely satis¯ed in the complex °ows when the modeling results are compared
to the experimental data and DNS data (Demuren & Sarkar, 1993). Furthermore,
this modeling approach is computationally expensive and numerically challenging and
therefore only small scale problems can be solved by using this method.
An alternative is to use an algebraic equation to express six Reynolds stresses
in a 3-D turbulent °ow. The model has the advantage of having a simple algebraic
expression but the correct physics may be lost in the modeling of complex turbulent
°ows. For this reason, such model was not popularly adopted in general engineering
computation.
Another approach that is popularly used to model the Reynolds stresses in the
combination of algebraic model and reduced transport equations. The algebraic model
makes use of eddy viscosity (ºt) concept, in which the Reynolds stresses are related
to the local rate of strain of the mean °ow and the eddy viscosity. To determine
ºt, which is mean °ow dependent, there are zero-equation models, such as model
with Prandtl's mixing-length hypothesis, which is not applicable for general transient
turbulent °ows though. In addition, there are also one-equation models (eg. k-
equation model, (Spalart & Allmaras, 1994)) and a few two-equation models, such as
k¡ ² model, k¡! model, k¡kl model, etc.. Among these two-equation models, k¡ ²
model is the most widely used turbulence model. Conventionally, the linear isotropic
eddy viscosity model is used to relate the Reynolds stresses to k, ² and the strain
11
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rates of the mean °ow (Rodi, 1980). However, this model has the weakness from
both the theoretical point of view and the actual computations. Because of the use
of isotropic eddy viscosity concept, the anisotropy of both viscosity and turbulence
cannot be realistically represented. In addition, because only the linear relation is
used, some high-order physical mechanisms between the Reynolds stresses and mean
strain rates are omitted. In the actual numerical computation, the conventional eddy
viscosity model may fail under some extreme cases such as the strong vortical motion
induced by °ow passing over the step.
On the other hand, as for most of the high Re turbulent °ows, DNS is not a prac-
tical choice with the current computational power, one natural thinking is to compute
the larger three-dimensional unsteady turbulent motions, while the unresolved small-
scale turbulence is modeled based on some kind of closure models. This idea is the
fundamental basis of large eddy simulation (LES). In computational expense, LES
lies between Reynolds stress models and DNS and it is motivated by the limitations
of each of these approaches. Because the large scale unsteady motions are represented
explicitly, LES can be expected to be more accurate and reliable than Reynolds stress
models for °ows in which large scale unsteadiness is signi¯cant, such as the °ow or
wave interaction with structures, which involves separation and vortex shedding.
Much of the pioneering works on LES were motivated by meteorological appli-
cations (Smagorinsky, 1963; Lilly, 1967; Deardor®, 1974). The development of LES
approach has focused primarily on isotropic turbulence (Kraichman, 1976; Chasnov,
1991) and on fully developed channel °ow (Deardor®, 1970; Schumann, 1975; Moin
12
CHAPTER 1. INTRODUCTION
& Kim, 1982; Piomelli, 1993). Recently, LES has been applied to study wave interac-
tion with square cylinder (Li & Lin, 2001) and wave-current interaction with square
cylinder (Lin & Li, 2003). Liu et al. (2005) simulate the wave runup and rundown
generated by sliding masses also based on the LES approach. Shao & Ji (2006) and
Zhao et al. (2004) successfully applied LES in modeling 2-D breaking waves in surf
zone. However, it is noted that their simulations of eddies are in a two-dimensional
plane, so the stretching of eddies, which is representative of the true turbulence, can-
not be adequately accounted for. Therefore, the 2-D LES modeling cannot be real
LES.
In this study, a three-dimensional model incorporated with LES model will be
developed. Because of its simplicity and e±ciency, the Smagorinsky sub-grid model
is employed.
1.4 Objective and Scope of Present Study
The objective of the present study is to develop a three dimensional two-phase °uid
°ow model that solves the spatially averaged Navier-Stokes equations to simulate var-
ious engineering problems of wave phenomenon, including both laminar and turbulent
°ows. The volume-of-°uid (VOF) method is adopted to track the free surface motion.
The concept of piecewise linear interface calculation (PLIC), which represents the
interface in each cell by an inclined plane, is employed in this 3-D model. The large-
eddy-simulation (LES) is used for turbulence modeling. After the careful validation,




In this study, we ¯rst present the mathematical basis of the model in Chapter 2,
including the governing equations, the turbulence closure models, initial conditions
and boundary conditions. In Chapter 3, the details of the numerical implementation
of the model are given and are followed by the numerical error analysis and stability
analysis.
In Chapter 4, the model will be employed to study several liquid sloshing prob-
lems. First of all, free sloshing in a con¯ned tank is investigated to validate the
present model. The numerical results are compared with linear analytical solution,
Boussinesq solutions and the results of another NSE solver with ¾-coordinate trans-
formation. Next, the model is used to simulate forced sloshing in both 2-D and 3-D
tanks. The simulation results are compared with analytical solutions and experimen-
tal measurements in terms of the free surface displacement. For 3-D forced sloshing,
a linear analytical solution is also proposed to validate the numerical model. The
wave nonlinearity is investigated using the numerical results. Finally, the study of
three-dimensional liquid sloshing with broken free surface in a tank under 6 degree-
of-freedom (D.O.F.) of motions is investigated.
In Chapter 5, a virtual boundary force (VBF) method will be proposed and it
will be applied to investigate the wave interaction with surface-piercing structures of
complex shape. After presenting the numerical treatment of VBF method, the model
will be validated with two classic cases, i.e., °ow passing a circular cylinder (2-D case)
and a sphere (3-D case). The numerical results will be compared to experimental
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data and solutions of other numerical results. Next, the VBF method will be used
to simulate a steep slope and a nonbreaking solitary wave runup and rundown on
this slope is investigated. The numerical results are compared with the experimental
measurements by particle image velocimetry (PIV). Then wave di®raction around a
large circular cylinder will be studied and the numerical results will be compared with
the analytical solution proposed by MacCamy & Fuchs (1954). Finally, the breaking
wave interaction with spar platform in deep ocean is demonstrated and discussed.
In the last chapter (Chapter 6), the summaries of the study are given. The model
performance is evaluated and summarized. The characteristics of liquid sloshing and
the application of virtual boundary force (VBF) method are highlighted. The possible






The motions of an incompressible °uid can be described by the Navier-Stokes equa-
tions (NSE) which represent the conservation of mass and momentum per unit mass



















where i; j = 1, 2, 3 for three-dimensional °ows, ui denotes the i-th component of the
velocity vector, ½ the density (½ = ½g in gas and ½ = ½l in liquid), p the pressure,
gi the i-th component of the gravitational acceleration, and ¿ij the molecular viscous
stress tensor. For a Newtonian °uid, ¿ij = 2½º¾ij with º (º = ºg in gas and º = ºl in
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the rate of the strain tensor. Initial and boundary conditions are needed for di®erent
problems. In this two-phase free surface °ow model, both gas and liquid will be
considered and calculated simultaneously.
In this study, the Eulerian description is adopted, so the kinematic boundary







This equation implies that the incompressibility of °uid is imposed in the entire °ow
¯eld including the free surface.
2.2 Spatially Averaged Navier-Stokes Equations and
Large Eddy Simulation
As mentioned in the previous chapter, the direct numerical simulation (DNS) to NSE
for turbulent °ows at high Reynolds number Re, which is de¯ned as Re = UcDc
º
with
Uc being the characteristic velocity scale and Dc the characteristic length scale, is
computationally too expensive. As an alternative, the large eddy simulation (LES)
approach (Deardor®, 1970), which solves the large scale eddy motions according to
the spatially averaged Navier-Stokes (SANS) equations and models the small-scale
turbulent °uctuations, becomes attractive.
In the LES approach, the top-hat space ¯lter (Pope, 2000) is applied to the NSE
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where ui and p are the ¯ltered velocity and pressure, respectively; ¿ij is the viscous
stress of the ¯ltered velocity ¯eld. The ¯ltered product uiuj is di®erent from the
product of the ¯ltered velocities uiuj. The di®erence is the residual-stress tensor, or
the SGS Reynolds stress (Pope, 2000):
¿Rij = ¡½ (uiuj ¡ uiuj) . (2.7)





the anisotropic residual-stress tensor component can be de¯ned as






where ±ij is the Kronecker delta. Consequently, the isotropic residual-stress tensor



























Similar to the viscous stress, the Smagorinsky SGS model also assumes that the
SGS Reynolds stress is linearly proportional to the strain tensor (Smagorinsky, 1963),

















is the molecular eddy viscosity and Ls is the Smagorinsky length scale that is the
product of the Smagorinsky coe±cient Cs and the ¯lter width W , i.e., Ls = CsW . In
the ¯nite di®erence method that will be used in the present model, the ¯lter width
W is de¯ned as,
W = (¢x¢y¢z)1=3 , (2.14)
where ¢xi (i = 1, 2, 3) are the grid lengths in three directions. Under the isotropic
turbulence condition, the Smagorinsky coe±cient Cs » 0:2. However, Cs is usually
not a constant; its value may vary from 0.1 to 0.2 for di®erent °ows. The present
simulations have used a value of 0.15 as suggested by previous work for wave-current
interaction with structures by Lin & Li (2003).
In conclusion, the momentum equations of LES with the Smagorinsky SGS model

























where ºe® = º + ºt.
2.3 Discussion of Initial and Boundary Conditions
In practical computations, the resolution near the physical boundaries is generally too
coarse to resolve the boundary layers because of the limitation of grid size. Therefore,
we have to make certain modi¯cations of boundary conditions so that the numerical
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model can predict reasonable results near the boundaries. In this section, we will
discuss the implementations of these modi¯cations of initial conditions and boundary
conditions.
2.3.1 Initial conditions
The initial conditions for the °ow ¯eld can be based on the laboratory measurements
or analytical solutions. Unless otherwise mentioned, for the most cases in this study,
the initially quiescent °ow is speci¯ed with the zero velocities and hydrostatic pressure.
2.3.2 Boundary conditions
Boundary conditions on solid boundary
In the wave hydrodynamics study, the most common solid boundary is impermeable
and static. If non-viscous °ow is considered, there is no doubt that the free-slip
boundary condition is adopted. On the other hand, for most of °uids, the viscosity
has to be considered, so all components of the velocity on the solid boundary, ¡, must
be the same as that of the boundary itself, Ui, i.e.,
ui = Ui, on ¡, (2.16)
which is the no-slip boundary condition. However, the no-slip boundary condition is
only applicable when the resolution is ¯ne enough to resolve the viscous boundary
layer. In most cases when the coarse grid is used, the application of no-slip boundary
condition can result in underestimating the velocity near the solid boundary. There-
fore, if the coarse grid is used, the free-slip boundary condition, i.e., un = 0 and
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@ut
@n
= 0, which imposes less impact of boundary on the tangential velocity compo-
nent, provides more accurate velocity information near the solid boundary. For this
reason, the free-slip condition is used in this study instead of no-slip condition on the
solid boundary unless otherwise mentioned.
In°ow boundary conditions
At the in°ow boundary, the time histories of velocities and free surface displace-
ment have to be speci¯ed. The information of the required velocities and free surface
displacement can be obtained either according to the analytical solutions, or from
experimental data, or even from numerical results by another model. One issue that
must be paid attention to is that when the analytical solution of the linear wave,
Stokes wave or cnoidal wave is used to specify the boundary condition, the net mass
transport in the same direction of wave propagation could result (Dean & Dalrymple,
1991). For the linear wave, the averaged net mass °ux during one wave period is







where M is the averaged mass °ux, g the magnitude of gravitational acceleration, H
the wave height of the incident wave, and ci the wave celerity at the in°ow boundary.
Although the mass transport in equation (2.17) is of second-order importance, it
may be accumulated to a signi¯cant quantity if the computational time is long. To
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where h is the still water depth, is subtracted from the horizontal velocity of the ana-
lytical solution such that the zero mass transport within one wave period is achieved
and the program can run a long time provided there is no complex re°ected waves.
This method can also be applied to Stokes wave and cnoidal wave.
Open (radiation) boundary condition
In order to save the computational time, sometimes it is necessary to truncate the
computational domain some distance away from the region of interest. The open
boundary condition, which is also referred to as the radiation boundary condition, is
then needed to allow the wave going out of the computational domain without sig-
ni¯cant re°ection. In this model, the open boundary on the down-wave side of the







where c0 is the phase celerity of the wave at the open boundary and Á0 repre-
sents the wave property which could be velocities, free surface displacements, etc.
The phase celerity can be estimated by c0 =
p









for the regular short wave, where a is the wave amplitude and
L is the wave length.
2.4 Summary of Governing Equations
Before leaving this chapter, it is necessary to provide a brief summary of governing
equations. Since only the ¯ltered quantities are in involved in the SANS equations,
the symbol for the ¯lter, ` ', will be dropped for all ¯ltered quantities from herein for
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simplicity. Therefore, the equations governing the mass and momentum conservation































Equations (2.20) to (2.22) will serve as the governing equations of the model. In the




In this chapter, the implementation of the three-dimensional numerical model, includ-
ing the time and spatial discretization, the volume of °uid (VOF) method that will
be used to track the free surface, will be detailed. In addition, the error analysis is
performed to characterize the performance of the model followed by the numerical
stability criteria.
3.1 Model Implementation
3.1.1 Sketch of computational domain
The ¯nite di®erence method will be used throughout the computation. A rectangular
computational domain is ¯rst discretized byM£N£L rectangular prism cells (Figure
3.1). The staggered grid system is adopted. All scalar quantities, i.e., pressure p and
the volume of °uid (VOF) function F , are de¯ned in the center of the cells, while all
vectors, i.e., the x-, y- and z-component of the velocities, gravitational accelerations
and external forces, are de¯ned in the cell faces as shown in Figure 3.2.
Because of the use of the Eulerian approach for tracking the free surface, the
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Figure 3.1: Schematic plot of mesh de¯nition in present model.
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Figure 3.2: A single three-dimensional cell of the staggered grid.
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exact location of the free surface within one cell will not be pursued in the present
model. Instead, the change of the averaged density in each cell, which can be used
to approximately reconstruct the free surface, will be tracked. We shall discuss the
reconstruction scheme in detail later. By introducing a volume of °uid (VOF) function
F =
½¡ ½g








where F represents the volumetric ratio between the liquid and the °uid mixture when
the density of gas is much smaller than that of liquid. With the aid of VOF function,
the cell when identi¯ed that if F equals to 0, the grid is ¯lled with gas and if F equals
to 1, the grid will be full of liquid; if F is between 0 and 1, the cell becomes a mixture
of both liquid and gas, the same as that in the conventional VOF approach.
3.1.2 Two-step projection method
The two-step projection method (Chorin, 1968, 1969) has been used to solve the SANS














in which the superscript indicates the time level and ¢t is the time step size. The
subscripts i, j = 1, 2, 3 for three-dimensional problems, i.e., u1 = u, u2 = v, u3 = w,
x1 = x, x2 = y, x3 = z. Equation (3.3) is the forward-time di®erence equation of the
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momentum equation in the SANS equations without the pressure gradient term. The
intermediate velocity ~ui does not, in general, satisfy the continuity equation.
The second step is to project the intermediate velocity ¯eld onto a divergence-free











Combining (3.3) and (3.4), one can show that the momentum equations of the SANS
equations are satis¯ed approximately, with the pressure gradient term being evaluated

















The continuity equation is satis¯ed by (3.5). Taking the divergence of equation (3.4)


















which is also called pressure Poisson Equation (PPE). By solving (3.7) with the ap-
propriate boundary conditions, the correct pressure information at the (n + 1)-th
time step will be obtained. Substituting the updated pressure information into (3.4),
the new velocity ¯eld at the (n + 1)-th time step, which satis¯es the divergence free
constraint enforced by (3.5), is obtained.
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3.1.3 Spatial discretization in ¯nite di®erence form
In the two-step projection method the spatial derivations of the velocity components
and the pressure ¯eld need to be expressed in ¯nite di®erence forms. As discussed
before and shown in Figure 3.2, the present scheme calculates the velocity components,
u, v and w, on the cell faces. The pressure and the volume of °uid function F are
de¯ned at the cell center. However, it is noted that in the ¯nite di®erence form,
some variables are needed at the place where they are not originally de¯ned. In such
circumstances, the linear interpolation will be employed.
Interpolations
























4yj +4yj+1 , (3.11)
ui;j;k+1=2 =
ui;j;k+14zk + ui;j;k4zk+1
4zk +4zk+1 , (3.12)
vi+1=2;j;k =
vi+1;j;k4xi + vi;j;k4xi+1
4xi +4xi+1 , (3.13)
vi;j;k+1=2 =
vi;j;k+14zk + vi;j;k4zk+1
4zk +4zk+1 , (3.14)
wi+1=2;j;k =
wi+1;j;k4xi + wi;j;k4xi+1
4xi +4xi+1 , (3.15)
wi;j+1=2;k =
wi;j+1;k4yj + wi;j;k4yj+1
4yj +4yj+1 , (3.16)
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4xi+1=2 = 1
2
(4xi +4xi+1) , (3.17)
4yj+1=2 = 1
2
(4yj +4yj+1) , (3.18)
4zk+1=2 = 1
2
(4zk +4zk+1) . (3.19)
Convection terms
As appearing in Equation (3.3), all the convection terms and di®usion terms will be







are evaluated at the east face of the cell. The convection terms in the
y-momentum equation and in the z-momentum equation are evaluated at the north





















































































In order to calculate the spatial derivations in Equation (3.20), a combination of the
upwind scheme and the central di®erence scheme will be adopted since the upwind
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Figure 3.3: Momentum control volumes for convections in x, y and z directions.
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scheme usually introduces signi¯cant numerical damping and the central di®erence
scheme generates numerical instability. The combination of these two schemes usually

















; if ui+1=2;j;k < 0
(3.23)


















4xi +4xi+1 . (3.24)
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where
4y® = 4yj+1=2 +4yj¡1=2 + ®sgn
¡
vi+1=2;j;k








































4z® = 4zk+1=2 +4zk¡1=2 + ®sgn
¡
wi+1=2;j;k
















In the above equations, the coe±cient ® is the weighting factor between the upwind
scheme and the central di®erence scheme. When ® = 0, the ¯nite di®erence form
becomes the central di®erence; when ® = 1, the ¯nite di®erence form becomes the
upwind di®erence. In practice, ® is generally selected in the range of 0.3»0.5 to
produce the stable and accurate results. The ¯nite di®erence form for the convection
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terms in y- and z-momentum equations (3.21) and (3.22) can be similarly obtained.
Di®usion terms













































for the z-momentum equation. Once again the stress gradient in the x-direction is
calculated at the east face of the computational cell, while in the y- and z-direction,
it is computed at the north and top face of the cell, respectively. Thus, the ¯rst term
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As mentioned before, the total stresses (normal and shear) above are the summation
of molecular stress and anisotropic residual-stress. The former is the product of the
molecular viscosity and the strain rates of the ¯ltered °ow, while the latter is the
product of the eddy viscosity determined by Smagorinsky SGS model (2.13) and the
strain rates of the ¯ltered °ow. Both of them involve the evaluation of the strain
rates of the ¯ltered °ow. The normal stress is evaluated at the center of the cell




































in the x-momentum equation. The ¯nite di®erence
form of these derivatives can be referred to equations (3.31 & 3.32) and (3.35 & 3.36).
The similar ¯nite di®erence formulas can be obtained for the stress gradient terms in
the y-momentum equation (3.38) and in the z-momentum equation (3.39). The shear
strain rate of the ¯ltered °ow can be again referred to equations (3.31 & 3.32) and
(3.35 & 3.36).
Pressure terms
In the second step of the projection method, the pressure Poisson equation (3.7) needs
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Since the pressure is evaluated at the center of the computational cell, the PPE is also
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4xi +4xi+1 , (3.52)
½ni;j+1=2;k =
½ni;j;k4yj+1 + ½ni;j+1;k4yj
4yj +4yj+1 , (3.53)
½ni;j;k+1=2 =
½ni;j;k4zk+1 + ½ni;j;k+14zk
4zk +4zk+1 . (3.54)
Substituting (3.47) » (3.54) into the PPE (3.7) yields a set of linear algebraic equa-
tions for the pressure ¯eld that can be solved by standard matrix solvers. In our model,
Bi-CGSTAB method (Van der Vorst, 2003) with the precoditioner of incomplete LU
is used to solve the resulting sparse and system of equations.
3.1.4 Volume of °uid method
The volume of °uid (VOF) method traces the change of VOF function in each cell, thus
it can be used to track the free surface motion. The de¯nition of VOF function (3.1)
has been discussed in Section 3.1.1. Substituting this de¯nition and mass conservation








For a computational cell centered at (i; j; k), the above equation can be rewitten
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in the following ¯nite di®erence form,






















i;j;k+1=2 ¡ wni;j;k¡1=2F n¡1i;j;k¡1=2
´
(3.56)
= F n¡1i;j;k ¡¢Feast + ¢Fwest ¡¢Fnorth + ¢Fsouth ¡¢Ftop + ¢Fbottom.
From equation (3.56), it is obvious that the key issue to update the VOF function
is how to determine the VOF °uxes ¢Feast, ¢Fwest, ¢Fnorth, ¢Fsouth, ¢Ftop
and ¢Fbottom across the six cell faces for each computational cell. In the present
model, the second-order piecewise linear interface calculation (PLIC) method is used
to reconstruct the interface and to determine the VOF °uxes. The detailed procedure
is given below for the calculation of ¢Feast as an example and the other °uxes can
be calculated in the same way.
Step 1: Free surface reconstruction
The linear interface reconstruction is accomplished by knowing both the normal vec-
tor of the interface and the intercept of the interface. The modi¯ed Youngs' least
square method (Rider & Kothe, 1998), which is second-order accurate, is employed
to estimate the normal vector of the interface ¯rst. De¯ne the VOF value in a partic-
ular cell ~x0 as F0. The Taylor series expansions (TSE) of the VOF functions at the
neighborhood cells are,









(di®erence between the estimated and actual VOF in the
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neighborhood cells) over all n neighboring cells is then minimized in the least squares
sense. This L2 norm minimization will yield the VOF gradient rF as the solutions























!1 (F1 ¡ F0)
...
!k (Fk ¡ F0)
...






(xk ¡ x0)2 + (yk ¡ y0)2 + (zk ¡ z0)2
(3.60)

















(rxF )2 + (ryF )2 + (rzF )2. (3.63)
In a 3-D Cartesian grid system, we choose n = 26 surrounding grids to estimate ~m.
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Once ~m is known, the normal distance ® from the origin of the cell (west-south-
bottom corner of the cell) to the interface plane can be uniquely determined with the
given VOF value in the cell. The standard root-¯nding approach, such as bisection
or Newton's method, can be used for this purpose.
Step 2: Determination of donor cell
To determine the VOF °ux across a particular cell face, the velocity on the cell face
is used to identify the \donor" cell that contributes VOF during the convection. For
example, for the cell face on the east side, if ui+1=2;j;k > 0, the donor cell will be cell
(i; j; k); on the other hand, if ui+1=2;j;k < 0, the donor cell will be cell (i + 1; j; k). In
the following example, we will assume ui+1=2;j;k > 0 and thus the reconstructed free
surface in cell (i; j; k) will be used in the following calculation.
Step 3: Lagrangian propagation of the interface












3 are the x-, y- and z-components of the unit normal vector ~m.
During the convection, di®erent part of the plane will be moved at di®erent speed,
which can be obtained by the simple linear interpolation within the cell between the
two cell faces (eg., west and east faces). A 2-D example is given in Figure 3.4, in
which the interface plane ab is convected to a0b0 according to the velocity ui+1=2;j;k
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®¤ = ®n +








Step 4: Determination of VOF °ux
In the 2-D example shown in Figure 3.4, the VOF °ux from cell (i; j; k) to cell (i +
1; j; k) is the shaded area of AA0b0c. To calculate this area, the information required
is the interface function and normal distance ®0 in cell (i + 1; j; k). This can be
obtained by introducing the simple coordinate transformation from cell (i; j; k), where
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Figure 3.4: Calculation of VOF °ux using PLIC method
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the updated interface equation is established, to cell (i+ 1; j; k):
x = x0 +¢xi. (3.67)












As expected, the only change is the normal distance to the new origin. The area can
then be calculated using the following general grid (Guey±er et al., 1999):











where F2(x) is the Heaviside function de¯ned as,
F2 (x) =
8<: x2 ; x > 00 ; x · 0 . (3.70)
The convection in vertical direction can be calculated in the same way.

























and F3(x) is again the Heaviside function which is de¯ned as,
F3 (x) =
8<: x3 ; x > 00 ; x · 0 . (3.73)
Therefore, after ¯nding out the VOF °uxes in all six faces of a grid, the VOF
function F can be updated to the next step according to equation (3.56).
It is noted that the update process of VOF function is basically the update of
density, therefore the transport of density with the interpolation of velocity may
result in air bubble entrainment or droplets after the reconstruction of the interface.
No special treatments are needed in this two-phase °ow model when dealing with °ow
with broken free surfaces.
3.1.5 Computational cycle
Finally, the complete cycle for updating the ¯eld variables within one time step is
summarized as follows:
1. Update the VOF function;
2. Apply the boundary condition of VOF function;
3. Update the density according to equation (3.1);
4. Compute the intermediate velocities using equation (3.3);
5. Apply the boundary condition of velocity;
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6. Update the pressure ¯eld according to equation (3.7);
7. Apply the boundary condition of pressure;
8. Obtain the ¯nal velocities according to equation (3.4).
3.2 Error Analysis and Numerical Stability
3.2.1 Error analysis
The momentum equation of the SANS equations (2.21) is essentially the transient
convection-di®usion equation. Equation (3.6) in the projection method is basically the
e®ective ¯nite di®erence form of the momentum equation of the SANS equations. The
nonlinear convection terms in (3.6) have been discretized by using the combination of
the central di®erence method and upwind scheme. The pressure gradient and stress
gradient are discretized by using the central di®erence method. Therefore, this type
of discretization is ¯rst-order accurate in both time and space.
Before we proceed to conduct detailed error analysis, it is worth mentioning the
sources of numerical errors,
(a) The combination of the time derivative and nonlinear convection terms that
has the leading e®ect on the numerical result;
(b) The pressure gradient terms evaluated at the (n+ 1)-th time step;
(c) The stress gradients (di®usion) terms.
The numerical errors caused by (a) are expected to be the most important ones
whose leading terms have the form of the second-order dissipation; we shall present
the detailed form of these errors later. The errors caused by (b) are very subtle in the
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numerical model. So far, we do not have a good way to analyze it. In the following
analysis, we will tentatively neglect the e®ect of (b). The leading errors caused by
(c) correspond to the fourth-order dissipation in the uniform grid system. Compared
with the leading errors of the second-order dissipation created by (a), the errors in
(c) are less important. In the following analysis, we shall consider the e®ects of (a)
and (c). To facilitate the error analysis, the linear eddy viscosity model is used to
approximate the anisotropic residual-stress, i.e., ¿ij = 2½(ºt + º)¾ij ¡ 23kr¾ij. The
second term, 2
3
kr¾ij can be lumped into the pressure term and thus will be neglected





















The Taylor series approximation can be used to estimate the truncation errors (Jaluria
& Torrance, 2003) of the above ¯nite di®erence equation. The truncation errors are
de¯ned as the di®erences between the ¯nite di®erence form and the actual PDE.
Normally, the truncation errors consist of an in¯nite number of error terms with the
decreasing importance towards the higher-order terms. In most of cases, we are only
concerned about the leading e®ect of the numerical errors. It is noted that di®erent
¯nite di®erence equations for the same PDEmay have quite di®erent truncation errors.
Therefore, the truncation errors essentially re°ect the characteristics of the numerical
method.
In order to further simplify the analysis, we consider the x-direction momentum
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equation only and assume that the uniform grid is used. The y-direction and z-
direction momentum equation can be similarly analyzed. The employment of non-
uniform grid in general results in additional errors in higher-order appearance. First,
we use the Taylor series approximation to expand the velocity terms in (3.74) about
the location and time (n-th time step in this case) where and when the equation is
solved. Next, the Taylor series of the velocity are substituted back into the ¯nite dif-
ference equation (3.74) (refer to the text before for the discretization of the nonlinear
convection terms and stress gradient terms). The new equation consists of the original
PDE and an in¯nite number of higher-order truncation error terms. All the trunca-
tion errors vanish when ¢t, ¢x, ¢y and ¢z approach zero. The leading truncation







= 0, has been used to simplify the resulting equation).
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The ¯rst row on the right hand side of the above equation represents the numerical
errors of the scheme in the second order derivative terms which are responsible for the
major numerical dissipation in the actual computations. The second row represents
the errors of the second order cross di®erential and product terms. The third to
¯fth rows represent the numerical errors in the third-order numerical dispersion, cross
di®erential terms, and product terms, respectively. The sixth and seventh rows are the
numerical errors responsible for the fourth-order numerical dissipation again. The last
row is the fourth-order cross di®erential terms as well as the residual numerical errors
in higher-order derivative terms. From the above expressions, the leading truncation
errors have the similar forms to those of actual momentum di®usion. The rate of
the numerical dissipation can be characterized by the numerical viscosity as de¯ned
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The values of ºnxx and ºnyy are uniquely determined by the grid size, °ow velocities,
and the weighing coe±cient.
3.2.2 Numerical stability
Most of the ¯nite di®erence schemes are subject to numerical instability unless certain
criteria are satis¯ed. This is also true for the scheme used in this study. There are
various ways to perform the stability analysis. For the linear PDE, the most com-
monly used method is the so-called von Neumann stability analysis method (Jaluria
& Torrance, 2003). In this method, the initial error is assumed to be described by a
series of Fourier modes. These modes are then substituted into the ¯nite di®erence
equation, assuming the initial error will be advanced by the numerical scheme. For a
stable scheme, the ampli¯cation factor for each Fourier model should not exceed 1.0.
By conducting such analysis, it is possible to tell if a ¯nite di®erence scheme is stable
or not under certain conditions.
Since there exist nonlinear convection terms in the momentum equations, the con-
ventional von Neumann's method is not applicable directly. To resolve this problem,
the equation is ¯rst linearized by replacing the velocity multipliers in the advection
terms by the constant maximum velocities, Umax, Vmax and Wmax. A standard von





























The ¯rst constraint is set by the convection terms and the second the di®usion terms.
Besides the von Neumann's method, there is another approach for the stability
analysis called the heuristic stability analysis. This method is based on the physical
justi¯cation of the contributions of each leading truncation error term to the stability
of the scheme. It is well known that the odd-order derivatives contribute to the
dispersion and the even-order derivatives to the energy growth or damping. Only
the even-order derivatives could be related to the numerical instability, if they cause
the energy growth. Taking equation (3.75) as an example, the stability related terms
are the ¯rst row, second-order dissipation, and sixth and seven row, fourth-order
dissipation. In order to avoid the negative dissipation (energy growth), it is necessary














6 (ºt + º)
,
¢y2
6 (ºt + º)
,
¢z2




CHAPTER 3. NUMERICAL IMPLEMENTATION
The ¯rst requirement comes from the restriction of computing the advection terms
and it is essentially the same as (3.77). The second requirement comes from the
di®usion term which is more stringent than (3.78). In this study, we adopt the latter
derivations of the stability criteria using the heuristic analysis because they are not
restricted by the linearization approximation.
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Liquid Sloshing in Con¯ned Tanks
In this chapter, the numerical model will be used to study liquid sloshing in a con¯ned
tank. The 2-D and 3-D free sloshing are ¯rst studied to verify the accuracy of the
model. The model is then used to simulate forced sloshing. Numerical results are
veri¯ed against the linear analytical solution and available laboratory data. A violent
liquid sloshing with broken free surface will be investigated and discussed.
4.1 Review of Previous Works
Liquid sloshing is a kind of wave motion inside a partially ¯lled tank. The sloshing
phenomenon is of great theoretical and practical importance in coastal and o®shore
engineering with regard to the safety of sea transport of oil and lique¯ed natural gas
(LNG). Under external excitations that are of large amplitude or near the natural
frequency of sloshing, the liquid inside a partially ¯lled tank is prone to violent os-
cillations and large impact pressure on the tank. A comprehensive review of liquid
sloshing can be found in Ibrahim et al. (2001).
Sloshing waves in a rectangular tank have been intensively studied in the last a few
CHAPTER 4. LIQUID SLOSHING IN CONFINED TANKS
decades. Many researchers have devoted their e®orts to study sloshing analytically
based on potential °ow theory. For example, Faltinsen (1978) derived a linear ana-
lytical solution for °uid sloshing in a horizontally excited 2-D rectangular tank and
this solution has been widely used in the validation of numerical models. Recently,
Faltinsen et al. (2000) and Faltinsen & Timokha (2001) developed a multimodal ap-
proach to describe the nonlinear sloshing in a rectangular tank with ¯nite water depth.
Later, Hill (2003) relaxed many of the assumptions adopted in the previous papers and
analyzed the transient behavior of the resonated waves. However, these theoretical
analyses are not valid for viscous and turbulent °ows, so the overturning and breaking
waves during °uid sloshing cannot be described. In addition, all these theories are
only valid for ¯nite depth problems and fails when the water depth is very shallow
compared to the length of the tank.
On the other hand, laboratory measurements of wave height and hydrodynamic
pressure have been reported by Verhagen & Wijingaarden (1965); Okamoto & Kawa-
hara (1990); Okamoto & Kawahara (1997); Akyildiz & ÄUnal (2005). These measure-
ments are very useful for validating theoretical solution and numerical results.
Many numerical models solve Laplace equation directly for °uid sloshing based
on potential °ow theory. The earliest pioneer of using the boundary element method
(BEM) to study the °uid sloshing problem is Faltinsen (1978) who compared the nu-
merical results with the linear analytical solution. Later, Nakayama &Washizu (1981)
adopted the same method to study °uid sloshing in an excited rectangular tank sub-
jected to surge, heave, or pitch motion. Meanwhile, ¯nite element method (FEM)
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is another popular numerical method in solving potential °ow theory. Nakayama &
Washizu (1980) analyzed the nonlinear liquid sloshing in a 2-D rectangular tank under
pitch excitation by using FEM. Their work was followed and re¯ned by Cho & Lee
(2004), who analyze the large amplitude sloshing also in 2-D tank. Wang & Khoo
(2005) studied 2-D nonlinear sloshing problems under random excitations by using
fully nonlinear wave velocity potential theory. Wu et al. (1998) conducted a series of
3-D demonstrations on °uid sloshing based on FEM. However, their 3-D numerical
results were not compared to any experimental data. In addition, ¯nite di®erence
method (FDM) can also be employed to solve Laplace equation. Coordinate trans-
formations are usually used when Laplace equation is solved by FDM. For example,
Chen et al. (1996) adopted a curvilinear coordinate system to map the sloshing from
the non-rectangular physical domain into a rectangular computational domain. Sim-
ilar ideas have also been employed by Frandsen & Borthwick (2003) and Frandsen
(2004), who conducted a series of numerical experiment in a 2-D tank which is moved
both horizontally and vertically by using ¾-coordinate transformation. Nevertheless,
because of the use of potential °ow assumption, both viscous sloshing and rotational
motion of the liquid cannot be captured by the models introduced above.
Alternatively, one can solve Navier-Stokes equations (NSE) or its kind for viscous
°uid sloshing. For example, Armenio & La Rocca (1996) adopted the FDM to solve
the Reynolds Averaged Navier-Stokes (RANS) equations and compared the results
to that from shallow water equations (SWE). They observed that, not surprisingly,
the RANS model provide more accurate results than the SWE model. Meanwhile,
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some researchers have applied NSE to study 2-D °uid sloshing by using coordinate
transformation, such as Chen & Chiang (1999), Chen (2005) and Chen & Nokes
(2005). On the other hand, Kim (2001) and Kim et al. (2004) employed the SOLA
scheme to study °uid sloshing in a 3-D container and adopted the concept of bu®er
zone to calculate the impact pressure on the tank ceiling. However, they employed
the height function to track the free surface and thus restrict the free surface to be
single-valued, so the model is not valid any more when the wave breaking occurs.
So far, there are few reports on 3-D models that can simulate viscous and turbulent
sloshing in a tank with broken free surfaces (Liu & Lin, 2008).
4.2 Free Sloshing
4.2.1 Oscillating liquids in a 2-D tank
In this example, °ow oscillations in a 2-D con¯ned tank are simulated. The length
of the tank in the x-direction is W = 1 m. Initially, the interface of the water in
the tank has the slope of S = tan µ = 0:02 with the still water depth of h = 0.2 m.
Once the water begins to slosh under gravity, the motions of standing waves, which
are restricted in the tank on both sides, can be decomposed into in¯nite modes. If
the viscous and nonlinear e®ect are neglected, the linear analytical solution of the
interface displacement can be approximated by the linear wave theory, which gives




An sin(knx) cos(!nt), (4.1)
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is the wave number of the n-th mode, !n =
p
gkn tanh(knh) the
frequency of the n-th mode, An the wave amplitude of the n-th mode, which can be









In the actual computations of the analytical solution, 40 modes are used and it is
noted that the further increase of n will change little of the solution. It is also noted
that the origin is set at the left boundary of the tank on the still water level.
In the numerical simulation, the turbulence model is turned o® and the molecular
viscosity is set to zero to be consistent with potential °ow assumption. The compu-
tational domain is discretized by an 80 £ 1 £ 45 mesh system, which has a uniform
horizontal mesh size ¢x = 0:0125 m and a non-uniform vertical mesh size with the
minimum ¢z = 0:001 m being arranged near the free surface (Figure 4.1). The time
step is automatically adjusted to ensure the numerical stability. The simulation runs
up to 8 s. In order to simulate the inviscid linear waves, the viscosity is set to zero
and the free-slip boundary condition is used. If we only consider the leading wave
mode (n = 1) of the standing wave, the wave period T = 2¼
!1
= 1:5196 s, so the en-
tire simulation covers more than ¯ve wave periods for the leading mode. Figure 4.2
gives the comparison between the numerical results and the analytical solution (4.1)
at t=T = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 3.0, 5.0. The ¯rst six frames in Figure 4.2 cover
the interface variation during one wave period for the leading mode and the last two
are presented to demonstrate how longer time computation behaves. From the com-
parisons shown in Figure 4.2, we can see that the numerical results agree very well
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with the analytical solution during the ¯rst wave period. A little larger discrepancy
appears in the comparisons for the longer time computation. This might be caused by
the accumulated errors in the numerical model or the neglect of nonlinear e®ect in the
analytical solutions. However, the overall comparisons are fairly good, which indicate
that the model is a good tool to predict the interface location accurately. Since no
water has escaped from the tank during the sloshing process, the total mass should
remain invariant with time. Figure 4.3 shows the time series of mass M normalized
by M0, which is the water mass initially above the still water level. It is seen that the
mass is well conserved within the entire computation with the mass loss being less
than 0.1%.
4.2.2 Viscous damping in a 2-D tank
When the viscous e®ect is considered, a linearized analytical solution for two-dimensional
small amplitude viscous waves in a rectangular tank has been derived by Wu et al.
(2001). This testing case will be used to validate the model. The initial interface
elevation pro¯le is of sinusoidal function as follows,







where W is the length of the tank in x-direction, a the initial wave amplitude and
k = 2¼
W
. In case when · = g
º2k3
> 0:5814122, the analytical solution for free surface
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Figure 4.1: Non-uniform mesh system of free sloshing in a 2-D tank when the initial
slope of free surface S = 0.02.
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Figure 4.2: Comparisons of numerical results (dotted line) and analytical solution
(solid line) for water sloshing in a 2-D tank.
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Figure 4.3: Time series of the normalized mass.
60
CHAPTER 4. LIQUID SLOSHING IN CONFINED TANKS
where º is the kinematic viscosity, Re = h
p
gh=º and °1 & °2 are any two non-
conjugate roots of the four possible roots of the equation:
¡
x2 + 1
¢2 ¡ 4x+ · = 0. (4.5)
Writing °1 = °1R + i°1I and °2 = °2R + i°2I , we then have:




A2 = ¡ 24°1R ¡ i
2°31R ¡ 1
°1R°2I4 (4.7)
where 4 = 4 (6°21R + 1) (2°21R + 1)¡ 4 (·+ 1). It is noted that the origin is set at the
left boundary of the tank and on the still water level.
In this simulation, the length of the tank is W = 1 m. The initial wave amplitude
a = 0:01 m and the still water depth h = 0:5 m. The turbulence model is turned o® in
order to compare with the linear analytical solution. In the simulation, the employed
mesh system has 25 uniform horizontal grids with the mesh size ¢x = 0.04 m and
23 non-uniform vertical grids with 10 grids (the minimum mesh size ¢z = 0.002 m)
being arranged near the free surface. The constant time step ¢t = 1:204£ 10¡5 s is
used in the case of Re = 20 and ¢t = 1:204£10¡4 s in the case of Re = 200 to provide
stable solution during the entire computation. Both cases run up to t = 11:3 s. It
takes about 1.5 and 0.5 CPU hours in Intel (R) Core (TM) 2@1.86 GHz, respectively,
to ¯nish the computation. Figure 4.4 shows the numerical results (dotted line) of the
normalized wave elevation ³ = ´=a at x = 0 against the normalized time ¿ = t
p
g=h
when Re = 20 & 200. It is seen from the ¯gure that the wave will oscillate with
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decaying amplitude. The decaying rate of Re = 20 is much faster than that of Re
= 200. In both cases, the numerical results favorably match the analytical solution,
indicating the model is a useful tool in predicting the viscous liquid sloshing.
The mesh convergence test is also conducted for both Re = 20 and Re = 200.
The additional computations are made by using the mesh sizes double and half of the
previous reference test. The comparisons are plotted in Figure 4.4. The di®erence
among three numerical results is small, especially between the reference test and the
¯ne mesh test, implying that the numerical solution is convergent when the reference
mesh system is used. The coarse mesh system in the case of Re = 200, however,
exhibits a faster decaying rate and develops a phase lag after ¿ = 5 .
4.2.3 Sloshing in a 3-D tank
In the following paragraphs, the liquid sloshing in a 3-D con¯ned tank will be studied
and discussed. The tank has the dimensions of Lx £ Ly. For the initial free surface
displacement being Gaussian distribution about the center of the basin, i.e.,
´0 (x; y) = H0 exp
©¡¯ £(x¡ Lx=2)2 + (y ¡ Ly=2)2¤ª , (4.8)
where H0 is the initial height of the hump and ¯ is the peak enhancement factor, Wei
& Kirby (1995) proposed the linear analytical solution for the free surface deformation
within the basin:






¡i!nmt cos (n¸x) cos (m¸y) (4.9)
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Figure 4.4: Comparison of the time series ¿ of normalized free surface elevation at x
= 0 between the present numerical results using reference mesh (25£ 23: circle), ¯ne
mesh (50£ 43: plus sign), coarse mesh (13£ 14: dashed line) and analytical solution
(solid line) when (a) Re = 20; (b) Re = 200.
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´0 (x; y) cos (n¸x) cos (m¸y) dxdy (4.10)








The (n;m) wave modes have the corresponding natural frequency that is determined
by the linear dispersion equation,
!2nm = gknm tanh (knmh0) (4.12)
where h0 is the still water depth and
k2nm = (n¸)








In this study, we take the following parameters: Lx = Ly = 10 m, h0 = 0:50 m,
H0 = 0:05 m, and ¯ = 0:4. The ratio of the initial height of the hump to the water
depth H0=h0 = 0:1, which is relatively small, so only a little nonlinearity is present
during the wave transformation and we can use this case to validate the accuracy and
stability of this model. The domain is discretized by 200 £ 200 uniform grids with
¢x = ¢y = 0:05 m in the horizontal plane and 19 non-uniform grids with 8 grids
near the interface are used in the vertical direction. The time step will be adjusted
automatically to ensure the stability of the model. After t = 0:0 s, gravity plays the
role as the restoring force and the °uid will start to slosh in the basin, forever in
principle due to the zero energy loss. The comparisons of the time histories of surface
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elevation at the center and the corner of the domain among the present numerical
results, the analytical solutions, the Boussinesq solutions (Lin & Man, 2007) and
another NSE solver using ¾-coordinate transformation (Lin & Li, 2002) are shown in
Figure 4.5. It is found that the Boussinesq solutions have a little larger phase shift
from the analytical solution than the other two numerical results, although the wave
pattern is almost the same as the analytical solution. On the other hand, both of the
other two NSE results favorably match the analytical solution, indicating the present
model is good enough in predicting the wave amplitude when the H0=h0 ratio is small.
If the initial height of the hump H0 is increased to 0:20 m, the strong wave nonlin-
earity is present and the linear wave theory fails to describe the wave pattern from the
very ¯rst wave (Figure 4.6). The Boussinesq results agree fairly well with both NSE
solutions in the beginning, but discrepancies develop later mainly in the phase calcula-
tions. This implies that as the wave nonlinearity becomes very strong, the accuracy of
the Boussinesq equations can be degenerated. However, the results of present model
compared very well with the other NSE solver using ¾-coordinate transformation, in-
dicating the present numerical model can accurately simulate the wave problem with
strong nonlinearity. Figure 4.7 shows the free surface pro¯les during the sloshing. It
is observed that symmetric wave forms are preserved throughout the computation,
regardless of the complex wave transformation inside the domain.
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Figure 4.5: Comparisons of the time series of normalized surface elevation ´=H0 at
the (a) center and (b) corner of the tank among the present numerical results (dotted
line), another NSE solver (Lin & Li, 2002) (dashed line), the Boussinesq equation
solver (Lin & Man, 2007) (dash-dot line) and linear analytical solution (solid line) for
H0=h0 = 0:1.
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Figure 4.6: Comparisons of the time series of normalized surface elevation ´=H0 at
the (a) center and (b) corner of the tank among the present numerical results (dotted
line), another NSE solver (Lin & Li, 2002) (dashed line), the Boussinesq equation
solver (Lin & Man, 2007) (dash-dot line) and linear analytical solution (solid line) for
H0=h0 = 0:4.
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Figure 4.7: Snap shots of free surface pro¯les during liquid sloshing at t = 0.0, 5.0,
10.0, 15.0, 20.0 and 25.0 s when H0=h0 = 0.4.
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4.3 Forced Sloshing
4.3.1 Non-inertial reference frame
When a forced sloshing is studied, the moving frame is needed to be considered.
Generally, there are two methods to model the moving tank. One is to simulate the
actual movement of the boundary of the tank (eg., Lin, 2007). However, in order to
avoid the treatment of complicated boundary conditions on moving tanks, the non-
inertial reference frame that followes the tank motion is adopted instead by many
researchers (Celebi & Akyildiz, 2002; Kim, 2001). The idea of non-inertial reference
frame (Figure 4.8) is also employed in the present model. An external acceleration ~f





















where the external acceleration fi includes the translational and rotational inertia
























in which ~V and
_~µ are the translational and rotational velocity of the non-inertial
reference frame, respectively; ~r and ~R are the position vectors of the considered point
and the rotational motion origin. The numerical treatment of fi is similar to that of
gi [equation (3.4) & (3.51)].
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Figure 4.8: Non-inertial reference frame for a 3-D tank under external excitation.
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4.3.2 2-D linear liquid sloshing under surge excitation
In this section, the demonstration will be made by using the present model to simulate
°uid sloshing in a horizontally excited 2-D rectangular tank with still water depth
h and tank length 2a. For the periodic excitation, i.e., ue = ¡A cos!t, where ue
is the tank excitation velocity, A = b! is the velocity amplitude with b being the
displacement amplitude, and ! is the angular frequency of the excitation, Faltinsen
(1978) gave the linear analytical solution for the velocity potential function Á. One




























































It is noted that the origin is set at the center of the tank and on the still water level.
In this study, we will use the parameter h = a = 0:5 m. With g = 9:8 m=s2,
the lowest natural frequency of °uid in the tank can be computed as !0 = 5:314 s
¡1.
We ¯rst simulate the case with the excitation frequency ! = 0:5!0 and b = 0:01
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m. The turbulence model is turned o® and the molecular viscosity is set to zero
to be consistent with potential °ow assumption. In the simulation, the employed
mesh system has 100 uniform horizontal meshes with mesh size ¢x = 0:01 m and
50 non-uniform vertical meshes with 27 grids (the minimum ¢z = 0:001 m) being
arranged near the free surface. The time step is automatically adjusted to ensure
numerical stability. The simulation runs up to t = 10 s. It takes about 0.4 CPU
hours in Intel (R) Core (TM) 2@1.86 GHz to ¯nish the computation. The numerical
results of free surface displacement at x = a (right boundary) are compared to the
analytical solution (4.16) in Figure 4.9(a). Very good agreements are obtained in the
comparison.
The model is then used to study the °uid sloshing at the near-resonant frequency
of ! = 0:95!0. This time the displacement amplitude is set to be very small, i.e., b =
0:0004 m. In the simulation, the employed mesh system has 100 uniform horizontal
meshes with mesh size ¢x = 0:01 m and 43 non-uniform vertical meshes with 20
grids (the minimum ¢z = 0:001 m) being arranged near the free surface. It used 0.3
CPU hours in this computation. Although the displacement amplitude is only 4% of
that in the ¯rst case, due to the resonance e®ect, the sloshing amplitude grows to the
same order of magnitude at t = 10 s, as shown in Figure 4.9(b). Again, numerical
results match remarkably well with the theory. The numerical experiments presented
in this section demonstrate the model's accuracy in terms of free surface displacement
calculation.
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Figure 4.9: Comparisons of free surface displacement at x = a in a horizontally excited
tank with (a) b = 0:01 m and ! = 0:5!0; (b) b = 0:0004 m and ! = 0:95!0 between
the present numerical results (dotted line) and analytical solution (solid line).
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4.3.3 2-D nonlinear liquid sloshing under surge excitation
The previous comparisons are within linear regime, i.e., H=h ¿ 1. In order to test
the performance of the present model in solving nonlinear waves, two experiments are
conducted for both non-resonance and resonance cases.
The experiments have been conducted in a hexahedron tank which is 570 mm long,
310 mm wide, and 300 mm high in the Structural Laboratory at National University
of Singapore. The water depth is 150 mm, so the lowest natural frequency !0 =
6:0578 s¡1. The tank is secured on a shaker. Two experiments with di®erent shaking
frequencies but the same amplitude are conducted. The movement of the shaker
follows the sinusoidal function:
ue = ¡a! cos!t, (4.18)
where the amplitude a = 5 mm and the shaking frequencies ! are 0:583!0 and 1:0!0,
respectively. The wave tank is equipped with three wave gauges which are located at
the center of the tank (x = 0:0 m), near the left boundary (x = ¡0:265 m) and near
the right boundary (x = 0:265 m) of the tank (Figure 4.10).
In this ¯rst simulation, the employed mesh system has 114 uniform horizontal
meshes with mesh size ¢x = 0.005 m and 43 non-uniform vertical meshes with 20 grids
(the minimum ¢z = 0.005 m) being arranged near the free surface. The time step is
automatically adjusted to ensure numerical stability. The simulation with ! = 0:583!0
runs up to t = 22.5 s. The turbulence model is turned on in this case to simulate the
real °uid. It used 0.5 CPU hours in this computation. The numerical results of free
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Figure 4.10: The sketch of 2-D sloshing experiment.
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Figure 4.11: Comparisons of the time series of surface elevation ´ at the position
of (a) probe 1; (b) probe 2; and (c) probe 3 between the present numerical results
(dashed line), the analytical solution (solid line) and experimental data (circle) when
! = 0:583!0.
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surface displacement at the positions of the probes (Figure 4.10) are compared to the
experimental data and analytical solution (4.16). Very good agreements are obtained
in all three positions (Figure 4.11) among the numerical, analytical and experiment
results. It is can be seen from the ¯gure that the wave amplitude in the center of
the tank is 1 order smaller than that near the lateral boundary. Therefore, the wave
style is basically partial standing waves. In this case, another simulation with the
turbulence model being turned o® is also performed. Bare di®erence can be observed
between the two simulations, implying that turbulence e®ect is negligible in this case.
In the second simulation where ! = 1:0!0, the employed mesh system has 114
uniform horizontal meshes with mesh size ¢x = 0.005 m and 64 uniform vertical
meshes with ¢z = 0.005 m (Figure 4.12). The simulation with ! = 1:0!0 runs up
to t = 6:7 s. It took 0.9 CPU hours to ¯nish this case. Very obvious resonant
phenomenon are shown in Figure 4.13. In addition, the linear analytical solution,
which shows symmetric wave pattern, fails because the wave crest is much larger than
the trough in this resonant case. Therefore, we will compare the wave amplitude with
the experiment data. From Figure 4.13, it can be seen that the present numerical
results agree very well with both experimental data and the solution of another NSE
solver with ¾-coordinate transformation (Lin & Li, 2002), indicating present model is
an accurate tool in predicting the nonlinear sloshing motion. Whether the turbulence
model is on or o® makes little di®erence to the ¯nal results in this case.
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Figure 4.12: Uniform mesh system of forced sloshing in a 2-D tank when ! = 1:0!0.
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Figure 4.13: Comparisons of the time series of surface elevation ´ at the position of
(a) probe 1; (b) probe 2; and (c) probe 3 among the present numerical results (dashed
line), the analytical solution (solid line), the numerical results of ¾-coordinate model
(Lin & Li, 2002) (dotted line) and experimental data (circle) when ! = 1:0!0.
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4.3.4 2-D liquid sloshing under pitch excitation
In this section, the present model will be applied to the analysis of liquid sloshing in
a container subjected to forced pitching motions. The length of the container is 2a
= 0.9 m and the water depth is h = 0.6 m. The container is subjected to the forced
sinusoidal pitching oscillation µ(t) about the center of the initial free surface:
µ(t) = µ0 cos!t. (4.19)
where µ0 and ! are the amplitude and the frequency of the forced pitch motions,
respectively, and are chosen the same as those in Nakayama & Washizu (1981), i.e.,
µ0 = 0:8
± and ! = 5.5 rad/s. Initially, the container is inclined at the angle of µ0
and the liquid is entirely at rest. In the simulation, the employed mesh system has a
uniform horizontal mesh size with ¢x = 0.009 m and non-uniform vertical mesh size
¢z with the minimum ¢z = 0.0025 m being arranged near the free surface. The time
step is automatically adjusted to ensure numerical stability.
Figure 4.14 shows the time history of the free surface displacement at the right
boundary. The numerical result obtained by the present model, which is denoted by
solid line, is compared with the results obtained by Nakayama & Washizu (1981). It
is seen that the present solution agrees very well with that from Nakayama & Washizu
(1981) in 10 s.
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Figure 4.14: Comparison of free surface displacement at the east boundary in a con-
tainer under forced pitch motion between present numerical results (solid line) and
that from Nakayama & Washizu (1981) (circles).
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4.3.5 3-D linear liquid sloshing under coupled surge and sway
excitation
In this section, the validation will be further made by using the present model to
simulate liquid sloshing in a 3-D hexahedron tank with still water depth h, tank
length 2a and width 2w. If the tank was set on a shaking table making an angle '
from the axis of oscillation, for a periodic excitation of the shaker, i.e., ue = ¡A cos!t,
where ue is the shaker excitation velocity, A = b! is the velocity amplitude with b
being the displacement amplitude, and ! is the angular frequency of the excitation,
we can project the velocity of the shaker ue into x- and y-direction (Figure 4.15) and
consider the problem to be a coupled surge and sway motion, i.e.,
ux = ¡A cos' cos!t;
uy = ¡A sin' cos!t. (4.20)
Combining the linear analytical solution of Faltinsen (1978) under 1-D excitation,
which has been discussed in 4.3.2, in both x- and y-direction, the 3-D linear analytical
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Figure 4.15: Top view of the 3-D experiment set of the tank on the shaker table.
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It is noted that the origin is still set at the center of the tank and on the still water
level.
In this section, we will use the parameter h = 0:15 m, a = 0:285 m and w =



















; (m;n = 0; 1; 2; ¢ ¢ ¢ ).
(4.24)
The lowest natural frequencies are !10 = 6:0578 s
¡1 and !01 = 9:5048 s¡1, respectively.
We will ¯rst simulate the case with the excitation frequency ! = 3:635 s¡1, which is
away from the natural frequency of the tank, and b = 0:005 m. The tank is set on
a shaking table making an angle ' = 30± from the axis of oscillation. In the entire
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sloshing process, the sloshing amplitude will remain small and the linear theory in
(4.21) applies.
In the simulation, the domain is discretized by 114 £ 62 uniform grids with ¢x
= ¢y = 0.005 m in the horizontal plane and 45 non-uniform grids with 25 grids (the
minimum ¢z = 0.001 m) near the free surface are used in the vertical direction. The
time step is automatically adjusted to ensure numerical stability. The simulation runs
up to t = 20 s and it took about 55 CPU hours to ¯nish this case. The snap shots
of the free surface at t = 0.0, 4.0, 8.0, 12.0, 16.0 and 20.0 s are shown in Figure 4.16,
where we can see the obvious 3-D free surface. The numerical results of free surface
displacement at the center and corner of the tank are compared to the analytical
solution (4.21) in Figure 4.17. Very good agreements are obtained in the comparison.
The numerical experiment presented in this section demonstrates the model's accuracy
in terms of coupled surge and sway sloshing motion.
4.3.6 3-D nonlinear liquid sloshing under coupled surge and
sway excitation
In order to investigate the nonlinearity and resonance phenomenon of sloshing under
the coupled surge and sway motion, a series of numerical test is conducted in the
tank with the same dimensions used in Section 4.3.5. However, we will choose ! =
0:985!10 so that the near resonance phenomenon will occur. In this ¯rst simulation,
the amplitude of excitation is purposely kept to be very small (b = 0:0005 m) so
that the problem remains linear in the entire simulation. In the second simulation,
the larger amplitude of excitation b = 0:005 m, which is the actual value used in
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Figure 4.16: Snap shots of free surface pro¯les during 3-D forced sloshing at t = 0.0,
4.0, 8.0, 12.0, 16.0 and 20.0 s.
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Figure 4.17: Comparisons of the time series of surface elevation ´ at the position (a)
(0:0; 0:155) and (b) corner (¡0:285;¡0:155) of the tank between the present numerical
results (dotted line), and linear analytical solution (solid line).
87
CHAPTER 4. LIQUID SLOSHING IN CONFINED TANKS
the laboratory experiment, is adopted. In the former case, the domain is discretized
by a mesh system that has a uniform horizontal mesh size ¢x = ¢y = 0.005 m
and 34 non-uniform vertical meshes with 14 grids (the minimum ¢z = 0.002 m)
being arranged near the free surface. In the latter case, the domain is discretized by
114 £ 62 £ 30 uniform grids with ¢x = ¢y = 0.005 m and ¢z = 0.01 m. The time
step is automatically adjusted to ensure numerical stability. Both simulations run up
to t = 8 s. It used 18 CPU hours in the former case and 52 CPU hours in the latter
case. For the latter case, strong nonlinearity will be presented in the sloshing. Two
wave probes are used to measure the free surface displacement and they are located
at (¡0:265; 0:0) m for Probe 1 and (0:0; 0:135) m for Probe 2 (Figure 4.15). One more
numerical wave gauge is set at the corner of the tank (¡0:285;¡0:155) m.
The normalized free surface elevations at three positions are compared with the
analytical solution for the small excitation and experimental data for the large ex-
citation (Figure 4.18). It is shown that both cases generate resonance phenomenon.
When the excitation amplitude is small, the numerical results agree very well with
the linear analytical solution at all positions. However, as the excitation amplitude
increases, the free surface elevation deviates signi¯cantly from the linear solution;
instead it matches well with the experimental data. Furthermore, the wave crest
becomes sharper and the trough becomes °atter, a typical phenomenon in nonlinear
wave. All of these demonstrate the good performance of the model in simulating 3-D
strongly nonlinear liquid sloshing.
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Figure 4.18: Comparisons of the time series of the normalized surface elevation ¹´ = ´=b
at the position of (a) probe 1: (¡0:265; 0:0) m, (b) probe 2: (0:0; 0:135) m and (c)
corner: (¡0:285;¡0:155) m of the tank between the linear analytical solution (solid
line), experimental data (circle) and the present numerical results (b = 0:0005 m:
cross; b = 0:005 m: dashed line).
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4.3.7 3-D Violent sloshing with broken free surface
In this section, the study of three-dimensional liquid sloshing in a tank with six degree-
of-freedom (D.O.F.) of motion is investigated. The horizontal tank dimension is the
same as that in Section 4.3.5 and 4.3.6 while the height of the tank is set to be 0.3 m.
The initial still water depth h = 0:24 m so that 80% of the tank is ¯lled with water.
The excitation frequencies of all six D.O.F. are set to be ! = 3:635 s¡1, which is away
from the natural frequency of water in the tank.
The translating motions of excitation are:
Surge: ue = b1! cos' cos(!t);
Sway: ve = b2! sin' cos(!t);
Heave: we = b3! cos(!t);
where b1 = b2 = 0.08 m, b3 = 0.02 m, and ' = 30
±.
The rotating motions of excitation are:
Pitch: _µ1e = µ1! cos(!t);
Roll: _µ2e = µ2! cos(!t);
Yaw: _µ3e = µ3! cos(!t);
where µ1 = 10
±, µ2 = 10± and µ3 = 2±.
The domain is discretized by 57£ 31£ 30 uniform grids with ¢x = ¢y = ¢z =
0.01 m. The time step is automatically adjusted to ensure numerical stability. The
simulation runs up to t = 50 s. It takes about 265 CPU hours to complete this case
in IBM XSERIES 3650 Intel (R) Xeon(R) CPU X5355@2.66 GHz.
The simulation results of the sloshing water are shown in Figure 4.19. As most of
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the tank space is ¯lled with water and the excitation amplitude is large, the sloshing
water will hit the ceiling of the tank. The plunging wave is formed that generates
many water droplets when the free surface is broken.
The time histories of the free surface elevation, which is estimated by integrating
the VOF function in vertical direction, at (0:0; 0:0), (¡0:15;¡0:08) and (¡0:285;¡0:155)
m are shown in the left column of Figure 4.20. It can be seen that the wave amplitude
at the corner is much larger than that at the center. Due to the ceiling e®ect, the
growth of positive free surface displacement is restricted as shown in Figure 4.20(c).
Using the fast Fourier transform (FFT) technique, we can obtain the corresponding
wave energy density spectrum (right column of Figure 4.20). The dominant frequency
of the energy density is 0.58 Hz, which is equal to the frequency of the external ex-
citation. The second peak corresponds to 1.16 Hz, a little larger than the lowest
theoretical natural frequency 0.96Hz. This probably arises from the ceiling e®ect that
increases the e®ective sloshing frequency. The turbulence energy resolved by the LES
is comparably small and decays as the increase of frequency. The above simulation
demonstrates the capability of the model in simulating violent liquid sloshing with
broken free surfaces.
4.4 Summaries
In this chapter, the developed model is employed to study the liquid sloshing in both
2-D and 3-D tanks. The free sloshing is ¯rst investigated by prescribing a disturbed
initial free surface. In addition, the forced sloshing under external excitations is
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Figure 4.19: Snap shots of violent sloshing at t = 0.4, 0.6, 0.9, 1.0, 1.2 and 1.6 s.
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Figure 4.20: Numerical results of free surface displacement (left column) and en-
ergy density spectra (right column) at (A) the center (0:0; 0:0); (B) the position
(¡0:15;¡0:08) m; and (C) the corner (¡0:285;¡0:155) m.
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studied. The major ¯ndings are summarized as follows.
Free sloshing
² A 2-D free sloshing case with initial free surface being an inclined straight line
is simulated. The molecular viscosity is set to zero. The agreement of numerical
results between the current model and the analytical solution is very good in
terms of free surface displacements. The mass is well conserved during the entire
sloshing processes.
² A 2-D viscous sloshing case with initial free surface being sinusoidal function is
simulated. The molecular viscosity is adjusted according to Reynolds number.
Two cases with Re = 20 and 200 are conducted. The numerical results favorably
match the analytical solution.
² A 3-D free sloshing case with initial free surface being Gaussian distribution is
simulated. When the ratio between the initial wave height H0 and the water
depth h0 is small, the current numerical results favorably match the linear an-
alytical solution. On the other hand, when the H0=h0 ratio is large, the linear
analytical solution fails and the numerical results match the solutions of another
NSE solver that constructed on the ¾-coordinate.
Forced sloshing
² The non-inertial reference frame is adopted to avoid complex boundary condition
of the tank.
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² The 2-D forced sloshing under surge excitation is studied:
{ The linear 2-D forced sloshing is ¯rst investigated, including both non-
resonant and resonant cases. The numerical results of free surface dis-
placement are compared to the analytical solution. Very good agreements
are obtained in both cases.
{ The 2-D non-linear forced sloshing is also simulated and studied. Two
experiments, including both non-resonance and resonance cases, are con-
ducted to verify the numerical model. The present numerical results agree
very well with both experimental data and the solution of another NSE
solver solver that constructed on the ¾-coordinate.
² The 2-D forced sloshing under pitch excitation is studied. The present numerical
results favorably match another numerical solution of BEM model.
² The 3-D liquid sloshing under coupled surge and sway excitation is also simu-
lated and discussed:
{ An analytical solution is proposed for 3-D liquid sloshing under coupled
surge and sway excitation by superposing the earlier 2-D linear analytical
solution in two horizontally orthogonal directions.
{ A 3-D experiment is conducted when the excitation amplitude is large to
verify the numerical model.
{ Both linear and non-linear 3-D liquid sloshing are investigated. When the
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excitation amplitude is small, the numerical results agree very well with the
linear analytical solution. However, as the excitation amplitude increases,
the free surface elevation deviates signi¯cantly from the linear solution;
instead it matches well with the experimental data.
² The 3-D violent sloshing under 6 D.O.F. with broken free surface is demonstrated
and discussed. The plunging wave is formed that generates many water droplets
when the free surface is broken. Strong turbulence is contained in the sloshing.
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Virtual Boundary Force Method
and Wave-structure Interaction
In this chapter, the numerical model, which has been carefully validated, is used to
study wave-structure interaction. A virtual boundary force (VBF) method is pro-
posed to simulate surface-piercing structure of complex shape. First of all, the VBF
method will be used to investigate °ow passing both circular cylinder and sphere.
The numerical results will be compared with experimental data and other numerical
solutions. The model is then used to simulate a nonbreaking solitary wave runup and
rundown on a steep slope to further verify the accuracy of VBF method on modeling
surface-piercing structure. After that, the 3-D wave di®raction around a large circular
cylinder is studied and compared with analytical solution. Finally, the breaking wave
interaction with a spar platform in deep ocean is demonstrated and discussed.
CHAPTER 5. VIRTUAL BOUNDARY FORCE METHOD AND
WAVE-STRUCTURE INTERACTION
5.1 Introduction
The study of wave interaction with structures is of great importance in coastal and
o®shore engineering. On one hand, the study is to understand the °ow characteris-
tics, wave ¯ssions and wave scattering during the wave-structure interaction. On the
other hand, to ¯nd out the wave loads on structures is more important because such
information is essential on the analysis of structure response and stability.
The total °ow or wave force can be theoretically calculated by integrating the
pressure and viscous stress on the body surface, which is however very di±cult to
measure directly in practice. Instead, the simple empirical or semi-empirical approach
such as Morison equation or Froude-Krylov (F-K) method is employed in most of
engineering designs. With the rapid development of computer technique in last two
decades, the direct modeling of wave-induced pressure and viscous stress becomes
possible for practical design purpose.
Generally speaking, both pressure and viscous stress under waves are depth-
dependent unless the wavelength is very long. In addition, the con¯gurations of
most coastal and o®shore structures are also depth-dependent. This implies that the
depth-averaged equation (DAE) models such as the mild-slope equation (MSE) mod-
els, shallow water equation (SWE) models and Boussinesq equation models can be
applied in limited cases and are not accurate enough to describe wave loads on a
structure. Furthermore, since the vertical acceleration may become signi¯cant during
wave-structure interaction along the vertical surface of the body, the model must be
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capable of simulating non-hydrostatic pressure. Therefore, only potential °ow the-
ory and Navier-Stokes equations can be used to describe wave-structure interaction
accurately.
Although potential °ow theory has been successfully used to simulate many non-
breaking waves away from boundary layer, the extension to the modeling of wave-
structure interaction must be applied carefully. When wave or °ow interacts with
structure, °ow separation usually occur around the body, so vortical °ow motion may
predominate and the °ow becomes rotational, especially for wave loads on a small
structure. It is only when the body size is much larger than the °uid trajectory under
a wave, i.e., KC ¿ 1, the assumption of potential °ow theory is valid because the
°ow separation is limited to a very small area compared to the body size. By solving
the Laplace equation analytically or numerically, the velocity potential distribution
around a body can be obtained, from which the total forces on the body can be
derived. There are several closed-form analytical solutions for simple geometry of the
body based on potential °ow theory, which also referred as di®raction theory. One of
the most famous and classic work was developed by MacCamy & Fuchs (1954), who
gave the closed-form solution of linear wave di®raction around a large vertical circular
cylinder. Their idea was followed by many other researchers. A comprehensive review
of these analytical solutions can be found in Chakrabarti (1987).
Although the analytical studies of wave di®raction and wave force on a large
body o®er good insight on physics and provide benchmark results, they are limited
to relatively simple body shape. For more complicated structures, the numerical
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modeling has to be employed. On one hand, Laplace equation can be solved directly.
For example, Li & Fleming (1997) solved 3-D wave di®raction around an elliptic
shoal located on a sloping beach using FDM. Yan & Ma (2007) simulated steep wave
interaction with 2-D moving bodies by quasi arbitrary Lagrangian-Eulerian FEM. Wu
et al. (2006) adopted meshless radial basis functions (RBF) method to simulate the
modulation of monochromatic waves passing over a submerged obstacle. Such kinds of
methods can be computationally costly because a large matrix needs to be inverted.
On the other hand, an alternative way of solving Laplace equation is to solve the
velocity potential only on the boundaries and the velocity potential in interior region
is obtained based on the Green's second identity method. This method is generally
called boundary element method (BEM) or sometimes boundary integral equation
method (BIEM), which has been adopted by many researchers (Grilli et al., 1989;
Celebi et al., 1998; Isaacson & Cheung, 1992; Teng & Taylor, 1995).
If we would like to simulate wave interaction with small structures, viscous and
turbulent °ows, obviously the potential °ow theory is no longer appropriate. Instead,
the NSE have to be solved in such cases. When a structure is present inside the
computational domain, the most di±cult issue for a numerical model is how to han-
dle the body surface with complex and irregular shape. One solution is the use of
boundary-¯tted curvilinear or unstructured mesh system, which is often adopted in
¯nite element method (FEM) or ¯nite volume method (FVM) model. However, such
methods require high memory storage and regeneration or deformation of the grid,
which is very time-consuming. On the other hand, FDM is based on the structured
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rectilinear grid system which is more e±cient in computation than FEM or FVM.
However, because of the rectilinear grid system, it is believed that the FDM is inferior
when dealing with °ow over structures of complex geometry. Therefore, the search
for a numerical procedure that can cope with the °ow interaction with structures of
complex shape and at the same time retain the simplicity and e±ciency of the rec-
tilinear grid system is highly desirable. One possible approach is to apply a kind of
momentum force as the source term in the computational domain to represent the
existence of the structures, which is called immersed boundary (IB) method.
5.2 Review of Immersed Boundary Method
Basically, the principle of the immersed boundary method is to consider a body in
the °ow ¯eld as a momentum forcing in the NSE rather than a real body. In other
words, the immersed boundary method mimics a solid body in a °ow ¯eld by means
of suitably de¯ned momentum forces applied to certain discretized nodes in the com-
putational domain. Therefore, theoretically, this allows °ow over complex geometries
that do not coincide with the rectilinear grids to be handled easily.
The pioneer work in the IB method can be dated back to 1970s by the work of
Peskin (1972, 1977), who simulated blood °ow in heart valves at very low Reynolds
number. Later, Briscolini & Santangelo (1989) developed the IB method and referred
their method as mask method to compute the unsteady 2-D °ow around circular and
square cylinders at Reynolds numbers up to 1000. Goldstein et al. (1993) proposed a
feedback forcing method and Saiki & Biringen (1996) applied this method to compute
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the °ow around steady and rotating circular cylinders. The main drawback of the this
feedback forcing method is its severe stability problems, and therefore can be very
computationally expensive when simulating °ow around 3-D complex structures. In
addition, this forcing method introduced two free constants that need to be tuned
according to the di®erent frequencies of the °ow.
On the other hand, Mohd-Yusof (1997) and Fadlum et al. (2000) derived an alter-
native formulation called direct forcing approach into the IB method. This approach
no longer su®ers from the the stability limitation and no empirical constants are intro-
duced, which has been widely adopted by many researchers (Kim et al., 2001; Palma
et al., 2006; Zhang & Zheng, 2007). However, as the name suggests, the IB method
has mainly used to model immersed bodies instead of surface-piercing structures. Ac-
tually, few reports have been proposed to simulate surface-piercing structures using
the idea of IB method. Therefore, a virtual boundary force (VBF) method, which
stems from the immersed boundary method, is proposed here and combined with VOF
method in this study to investigate breaking wave interaction with surface-piercing
structures. The details of this method will be elaborated in the next section.
5.3 Virtual Boundary Force Method
In the VBF method, the body is removed from the computational domain and replaced
by the virtual boundary forces at the original boundary location acting on the °uid
°ow (see Figure 5.1 for illustration). Now the key issue becomes how the virtual
boundary forces can be determined. Apparently, the force is not known a priori
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Figure 5.1: Illustration of VBF method that replaces the boundary condition on the
body surface with a virtual boundary force.
before the problem is solved. The obvious physical constraint to determine the force
is that the velocities at the original location of solid boundaries must vanish (i.e.,
no-slip boundary condition). In other words, the VBF should be such de¯ned that
the computational results of velocities at all boundaries go to zero at any time.
In the VBF method, an additional virtual boundary force fV BF , which is to replace
the actual reaction force and is only non-zero on the solid surface, is applied in the
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+ (fV BF )i . (5.1)
This force is a Dirac delta function in theory but becomes ¯nite in numerical com-
putation that depends on the local discretization, °ow characteristics, and boundary
con¯guration. When the above equations are solved on a Cartesian grid, body surface
will likely come across the grid lines in various ways. In terms of force computation
at each time step based on no-slip condition for velocity, interpolation is required
to connect the information between the grid points where the numerical solution is
sought and the nearby body surface.
The direct forcing method adopted here is elaborated in detail below:
The ¯rst step of the numerical solution is the same as before and the intermediate













In the second step, the intermediate velocity ¯eld is projected onto a divergence-
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If (fV BF )i is known, equation (5.5) can be solved iteratively the same as before.
However, by realizing (fV BF )i is non-zero only at the cells crossing the solid boundary,
we can make use of equation (5.3) and determine (fV BF )i as:








¡ gi ; on or near the virtual boundary
0 ; elsewhere
(5.6)
Here, un+1i is replaced by u^
n+1
i to enforce the no-slip velocity boundary constraint at
the cells that is on or cross the solid boundary.
In order to illustrate how
@(fV BF )i
@xi
is incorporated into the revised PPE, a 2-D case
(Figure 5.2), where a solid surface crosses through the cell (i; j; k), is considered. In
this case, the virtual boundary force will be applied on the cell face center in the °uid
domain nearest to the solid surface (or on the solid boundary if it coincides with the
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The other terms in the PPE are still discretized as before:
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Figure 5.2: Application of the VBF method for 2-D °ow computation near a body
surface.
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Substitute equations (5.7), (5.8) and (5.9) into (5.5), the discretized form of the revised








































By far, the only task remaining in the VBF method is to determine u^n+1i¡1=2;j;k and
w^n+1i;j;k+1=2. The interpolation is needed in general to obtain these values using the
intermediate velocity in the interior °uid cell and the non-slip velocity constraint on




(¢xi +¢xi+1) =2 + ±x
~wn+1i;j;k+1=2, (5.11)
where ±x is the horizontal distance between the solid boundary and the cell top face
center where the vertical virtual boundary force is applied. Similarly, u^n+1i¡1=2;j;k can be
obtained. With the interpolated velocities, the revised PPE can be solved to obtain
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the new pressure ¯eld that will enforce the ¯nal velocity to be divergence-free and at
the same time zero on the position of solid surface. The above methodology can be
easily extended to 3-D cases.
Since (fV BF )i is actually the reaction force on the °uid by the solid body, the
total °uid force (FT )i acting on the body can be obtained by the volume integration
of (fV BF )i around the body with opposite direction, i.e.,
(FT )i = ¡½
ZZZ
­
(fV BF )i dV , (5.12)
where ­ is the computational cells being on or crossing the body surface in the
numerical modeling. The proposed VBF method will be validated in next section.
5.4 Model Validation
5.4.1 Flow around a circular cylinder
The °ow past a circular cylinder is a classic problem and has been widely investigated
experimentally (Williamson, 1996; Tritton, 1959) and numerically (Ye et al., 1999;
Lai & Peskin, 2000; Silva et al., 2003; Kim et al., 2001). When a steady °ow past a
circular cylinder, vortices will be formed behind the cylinder. Depending on the °ow
Re, vortices may be attached with the body or shed from the body alternately. The
resulting drag and lift force coe±cients are functions of Re. This test can be used for
validating a viscous °uid model capable of handling arbitrary solid surface. Here, the
VBF method is used to handle the cylinder surface in Cartesian grid.
A circular cylinder with the diameter of D = 1:0 m is deployed in the computa-
tional domain of 30 m £ 10 m. The center of the cylinder is 10 m away from the
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west boundary and in the middle of y-direction. A non-uniform mesh system with a
total number of 130 £ 80 is used with the ¯nest grid of ¢x = ¢y = 0:025 m being
arranged near the cylinder. The time step is automatically adjusted to ensure numer-
ical stability. The Reynolds number Re = ½u1D=¹ is changed by adjusting the value
of ¹.
As for the boundary conditions in this case, the upstream velocity u1 at the west
boundary is set to be 0.01 m/s while v = 0 and @p=@x = 0 are also prescribed at
the west boundary. At the lateral boundaries, i.e., the south and north boundaries,
the free-slip boundary condition is used. At the east boundary, the reference pressure
value p = 0 is given at downstream; the gradient of v-velocity is also set to be zero and
the u-velocity at downstream will be updated according to the boundary condition of
pressure.
Figure 5.3 shows the simulated vortex structures around the cylinder at Re =
1; 10; 100; 1000. It is observed that for small Re · 10, the vortices being formed are
symmetrical and attached to the cylinder. With increasing Re ¸ 100, the vortices
are elongated and shed from the cylinder alternately, causing the asymmetrical °ow
pattern in y-direction.
One of the most important parameters in this case is the dimensionless drag force
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Figure 5.3: Simulated vortex structure behind a circular cylinder for di®erent Re; the
contours represent the normalized vorticity !D=U with the interval of 1.0.
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where FTx is the total drag force including both friction drag and pressure drag and
FTy is the total lift force that mainly arise from the nonaxisymmetry in transverse
direction when vortex shedding is generated. FTx and FTy are computed according
to equation (5.12). Figure 5.4 shows the comparison between the numerical results of
drag coe±cient CD and the experimental values from Franzini & Finnemore (1997).
Reasonable agreements are obtained. It is clearly seen that the CD decreases with the
increase of Re. Additional comparisons of ¹CD (mean drag coe±cient), jCLjmax (max-
imum lift coee¯cient) and the normalized vortex shedding frequency, i.e., Strouhal
number are conducted among the presents results and that from other available litera-
ture, which are tabulated in Table 5.1. Again, reasonably good agreement is obtained,
indicating that the proposed VBF method is accurate in simulating 2-D °ow-structure
interaction.
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Figure 5.4: Comparison of drag coe±cient CD for circular cylinder between present nu-
merical results (circle) and the experiment results from Franzini & Finnemore (1997)
(solid line).
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Table 5.1: Comparisons of the drag coe±cient CD, lift coe±cient CL and Strouhal
number for the °ow around a cylinder at Re = 100.
CD CL Strouhal
Present 1.4344 0.3392 0.162
Lai & Peskin (2000) 1.4473 0.3299 0.165
Le et al. (2006) 1.37 0.323 0.16
Russell & Wang (2003) 1.38 0.3 0.169
5.4.2 Flow around a sphere
In order to test the accuracy of VBF method in 3-D cases, °ow around a stationary
sphere is simulated. The computational domain is 30 m £ 10 m £ 10 m. The center
of the sphere, with diameter D = 1:0 m, is 10 m away from the west boundary and in
the middle of y- and z-direction. A nonuniform grid system with a total number of
120£90£90 is used with the ¯nest grid of ¢x = ¢y = ¢z = 0:025 m being arranged
near the sphere. The time step is automatically adjusted to ensure numerical stability.
Similar to the case of °ow around a circular cylinder, the upstream velocity u1 is set
to be 0.01 m/s and the Reynolds number Re = ½u1D=¹ is changed by adjusting the
value of ¹. The boundary conditions are similar to 5.4.1.
Figure 5.5 shows the comparison between the numerical results of drag coe±cient
CD and the experimental values from Franzini & Finnemore (1997). Very good agree-
ments are obtained. Again, it is clearly seen the trend of decreased CD as the increase
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Figure 5.5: Comparison of drag coe±cient CD for sphere between present numerical
results (circle) and the experiment results from Franzini & Finnemore (1997) (solid
line).
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of Re. Additional comparisons of drag coe±cient CD are conducted between the
present results and the other numerical solutions. It can be seen from Table (5.2) the
present results agrees very well with Fornberg (1988), Kim et al. (2001) and Johnson
& Patel (1999). This result is very important for the validation of the proposed VBF
method and it is shown that both viscous processes and the pressure dynamics can
be correctly handled. It is noted that these simulations are much more computation-
ally e±cient than those performed on a boundary-¯tted curvilinear or unstructured
meshes.
Table 5.2: Comparison of the drag coe±cient CD for the °ow around a sphere at
di®erent Reynolds numbers.
Re = 100 Re = 200 Re = 250
Present 1.1157 0.8004 0.711
Fornberg (1988) 1.0852 0.7683 -
Kim et al. (2001) 1.087 - 0.701
Johnson & Patel (1999) - - 0.7
115
CHAPTER 5. VIRTUAL BOUNDARY FORCE METHOD AND
WAVE-STRUCTURE INTERACTION
5.5 Non-breaking Solitary Wave Runup and Run-
down on a Steep Slope
After the careful validation of the VBF method, it will be employed to model surface-
piercing structure. In this section, VBF method is used to simulate a steep slope
and the non-breaking solitary wave runup and rundown on the slope is investigated
and discussed. It is well known that the leading wave of tsunamis can be modeled as
solitary wave (Liu et al., 1991). Therefore, the study of runup and rundown of solitary
waves on slope beaches is of great importance in predicting potential tsunamis hazard.
5.5.1 Experimental setup and numerical discretization
The detailed laboratory setup for the solitary wave runup and rundown study is
referred to Lin et al. (1999). Only the most important parameters used in this study
are summarized here. The beach has the angle of 30± and the slope is about s =
tan(30±) = 0:577. The still water depth h = 0:16 m. A solitary wave with the ratio of
wave height, H, to still water depth, H=h = 0:16875, was generated. A particle image
velocimetry (PIV) method was used to determine the particle displacement and the
velocity.
The numerical computations using the present model are performed in a domain
with 4.49 m · x · 6.99 m and -0.16 m · z · 0.11m. The computational domain
is discretized by 250 non-uniform grids in x direction with minimum 4x = 0:005 m
arranged near the slope, while in z direction, 90 uniform grids are used with 4z =
0:003 m. The time step size is dynamically adjusted during the computation to
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Figure 5.6: Computational domain of present model and the comparison of free surface
displacement between numerical results (solid line) and experimental data (circle) at
t = 5:68 s.
satisfy the stability constraints. The velocities u, w and free surface displacement ´
are speci¯ed at the west boundary based on the Boussinesq analytical solution for the
solitary wave (Lee et al., 1982). The turbulence model is turned o®. Figure 5.6 gives
the sketch of the computational domain and the measurement free surface at t = 5:68
s.
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5.5.2 Results and discussions
The runup and rundown processes of a solitary wave on a steep slope are shown in
Figures 5.7 » 5.12. In part (a) of these ¯gures, the free surface pro¯les are compared
with PIV measurements (Lin et al., 1999) and computational velocity ¯elds are also
given. In addition, vertical variations of u- and w- velocity at selected sections are
compared to laboratory data in part (b) of the ¯gures.
Figure 5.7(a) shows the snapshot of the solitary wave starting to climb up the
slope at t = 6:38 s. The particles in the wave front move in the same direction
as the beach slope orientation. The velocity at the tongue of the runup water is
much larger than other places. Furthermore, the horizontal velocity in constant water
depth is almost constant [Figure 5.7(b1)], while that on the slope increases linearly
from bottom to free surface [Figure 5.7(b2)]. The non-uniform vertical distribution of
horizontal velocity on the slope may indicate that long wave approximation used by
shallow water equation theories and models may not accurately predict the velocity
and free surface in the case of long wave runup on a steep slope because of an averaging
process in the vertical direction. In addition, as can be seen from Figure 5.7, both
free surface pro¯le and vertical distribution of velocity from the present model agree
favorably with the experiment data, implying that the virtual boundary force (VBF)
method is an e®ective tool in simulating a surface-piercing structure.
Figure 5.8(a) shows the comparisons of the free surface pro¯le when the wave
almost reaches its highest runup point at t = 6:58 s, which is about 0.072 m and
270% of the wave height in constant water depth. Except for the very small wedge
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Figure 5.7: Solitary wave runup and rundown at t = 6.38s: (a) Comparison of free
surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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region that still has forward and upward velocity, the major portion of °uid on the
slope has started to rundown. In this frame, a small phase disagreement for the
horizontal velocity between the numerical results and the experimental measurements
is observed, which may result mainly from a timing error of the PIV system. The
vertical velocity and free surface displacement, however, exhibit much less discrepancy
in comparison, probably because they are less sensitive to small phase error.
Figure 5.9(t = 6:78 s) shows that the wave is running down on the slope and
Figure 5.10(t = 7:18 s) shows that the wave is approaching its maximum rundown
point. It is noted that during the early rundown process, the horizontal velocity again
exhibits strong vertical variations on the slope [Figure 5.9(b2)], similar to what has
been observed during the early runup process [Figure 5.8(b2)]. Furthermore, the wave
pro¯les of numerical results favorably match the experiment data in these two frames.
After the wave reaches its maximum rundown point, positive pressure starts to
push it back and a secondary runup is formed. This secondary runup is much smaller
than the ¯rst one, for the major portion of the wave has been re°ected by the steep
slope. The secondary runup process is shown in Figure 5.11 (t = 7:38 s) and Figure
5.12 (t = 7:58 s). Discrepancies in horizontal velocity comparisons increase again
in these two frames. Such discrepancies may be caused by the small phase error
similar to that in the ¯rst runup process. It is noted that strong vertical variations of
horizontal velocity on the slope show up again [Figure 5.11(b2)]. In constant water
depth region, the vertical motion is so strong that the magnitude of vertical velocity
near the free surface is much larger than that of the horizontal velocity. All these
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Figure 5.8: Solitary wave runup and rundown at t = 6.58s: (a) Comparison of free
surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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Figure 5.9: Solitary wave run-up and rundown at t = 6.78s: (a) Comparison of
free surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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Figure 5.10: Solitary wave run-up and rundown at t = 7.18s: (a) Comparison of
free surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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observations suggest that the shallow water approximations may not be valid here
and the shallow water equation model may produce inaccurate results in simulating
long wave runup and rundown on a steep beach.
From the above comparisons, it is found that although the comparisons of hori-
zontal velocity show larger discrepancies during the runup which may due to the small
phase error of PIV experiment system, the overall agreement of free surface pro¯les
and vertical variations of velocity between numerical computations and experimental
measurements are excellent. It is worth mentioning that, after applying a damping
factor inside the virtual body, velocities inside the steep slope are almost zero [Figures
5.7 » 5.12(b)], which is expected because no velocity exist inside a solid body. It is
also worth mentioning that as the present model solves a two-phase system, i.e., water
and air, velocity and pressure are also calculated in the air, which is not the same as
previous single-phase model (Lin et al., 1999).
5.6 Wave Di®raction around a Large Vertical Cir-
cular Cylinder
5.6.1 First order analytical solution
An analytical solution to the linear di®raction problem is possible for a ¯xed verti-
cal circular cylinder of diameter 2a extending from the seabed and piercing the free
surface. The well-known closed form solution of velocity potential that is applicable
for an intermediate to deep water wave was initially proposed by MacCamy & Fuchs
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Figure 5.11: Solitary wave run-up and rundown at t = 7.38s: (a) Comparison of
free surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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Figure 5.12: Solitary wave run-up and rundown at t = 7.58s: (a) Comparison of
free surface pro¯les (¡: present model; arrows of velocity ¯eld are also from present
model; o: PIV data) and the dashed lines represent the position of velocity gauge;
(b) Comparisons of velocities at (b1) x = 6:3972 m, (b2) x = 6:5556 m, and (b3)
x = 6:7146 m (¡ & ¡¡: u & w by present model, o & *: u & w by PIV).
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which leads to the solution for the di®raction coe±cient (wave ampli¯cation factor)
around the cylinder:




















where ±0 = 1 and ±m = 2 for m ¸ 1; H(1)m is the Hankel function of the ¯rst kind of
orderm and Jm is the Bessel function of the ¯rst kind of orderm; k is the wave number;
! is the wave frequency and h is the water depth; a is the radius of the cylinder;
the cylindrical polar coordinates r and µ are introduced to replace the Cartesian
coordinates in horizontal plane (Figure 5.13).
5.6.2 Problem setup
In the simulation, a vertical circular cylinder with diameter of 200 m is deployed in
a computational domain that measures 1080 m £ 2000 m. The center of the cylin-
der is 540 m away from the west boundary of the domain and in the middle of the
y-direction. The still water depth h = 15 m and a linear wave train of period T =
12 s is generated from the west boundary of the domain. A non-uniform grid system
of 187 £ 90 is used on the horizontal plane with the ¯nest grid of 5 m £ 5 m being
arranged near the cylinder while 35 non-uniform grids are used with 20 grids being ar-
ranged near the free surface (Figure 5.14). The time step size is dynamically adjusted
during the computation to satisfy the stability constraints. The distance between the
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Figure 5.13: Computational domain of wave di®raction around a large vertical circular
cylinder.
cylinder and the west boundary is 440 m, which is more than 3 wavelengths, away
from both west and east boundary of the computational domain, so adequate spacing
has been provided between the solid surface and the computational domain to ensure
minimal interference from these boundaries to the computation of the wave elevation
around the circular cylinder. Figure 5.13 illustrates the computational domain for
this simulation.
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Figure 5.14: Mesh arrangements in x¡ z plane (left) and in x¡ y plane (right); lines
are plotted every two grid nodes for easier visibility. Filled parts represent the circular
cylinder.
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5.6.3 Results and discussions
Gauges were set up to measure the wave amplitude along the surface of the circular
cylinder. A comparison is made among the results obtained from the present model
using the VBF method, using stair-step surface to represent the cylinder, and the
analytical solution described in equation (5.16). The comparison is shown in Figure
5.15. It is seen that there is a good correlation of the wave ampli¯cation factor between
the present results using VBF method and the analytical solution. However, a larger
discrepancy appears between the numerical results using stair-step surface method
and the analytical solution. This indicates the VBF method is a good tool to model
3-D surface-piercing structures.
5.7 Breaking Wave Interaction with Spar Platform
in Deep Water
In this section, the validated VBF mothod is used the simulate a spar platform and
the breaking wave interaction with a spar platform in deep water is studied.
Spar is not a kind of new concept in o®shore engineering, as it has been used for
decades as marker buoys and for gathering oceanographic data. However, not until
1996, was the world's ¯rst production spar installed by Oryx Energy Company (now
Kerr McGee) and CNG. The spar platform becomes more and more popular and
attractive in producing oil and gas nowadays as many o®shore projects are conducted
in deep ocean. Basically, the main body of spar platform is a very large buoy of
circular cylinder, which provides the support to the deck. The cylinder is equipped
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Figure 5.15: Comparisons of wave ampli¯cation along the circular cylinder among the
numerical results using VBF method (circle), the numerical results using stair-step
surface method (asterisk) and the analytical solution by MacCamy & Fuchs (1954)
(solid line).
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with riser and mooring system to keep balance in deep water (Figure 5.16). One of
the most important issue in designing, installing and operating the spar platform is
how the waves interact with the cylinder, especially the large wave or even breaking
wave in deep ocean. Therefore, after the serious testing and validating of both the
VOF and VBF method, breaking wave interaction with a spar platform in deep ocean
is investigated.
In the simulation, a periodic boundary condition is used in the direction of wave
propagation to generate the breaking waves in deep water. Initially, the free surface













where H is the wave height of the linear wave; L is the wave length; and T is the wave
period. In the simulation, we choose H = 15 m, T = 6.12 s, so the wave length in
deep water L = 58.5 m. The wave steepness kH
2
is consequently equal to 0.806, which
is a relatively large value. Therefore, the wave breaking phenomenon in deep water
is expected. The computational domain in x-direction is set to be one wave length
while the domain in y-direction is 98.5 m which is large enough to avoid the side wall
e®ects. The employed mesh system has a uniform mesh in x-direction with ¢x =
0.73125 m, a non-uniform mesh system in y-direction with minimum ¢y = 0.73125 m
near the pile and a non-uniform vertical mesh system with the minimum ¢z = 0.75
m being arranged near the free surface. The time step is automatically adjusted to
ensure numerical stability. The diameter of the cylinder is 20 m and the center of the
cylinder is (42.0, 49.25) m. The spar cylinder, which is 70 m in height with 50 m long
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below the still water depth, is ¯xed in the deep water.
The simulation results are shown in Figure 5.17. The wave crest begins to hit
the front of the spar cylinder at t = 1.98 s and the plunging wave in deep water is
generated at t = 2.49 s because of the large wave steepness. Then at t = 2.97 s and
3.57 s, the plunging breaking wave wrapped around the structure and we can clearly
see the plunging jet at this moment. At t = 3.87 s, the plunging jet touched the
front free surface again and the breaking wave passes the spar cylinder at t = 4.17
s. The time histories of breaking wave forces on the spar cylinder, including both
in-line forces and transverse forces, are also plotted in Figure 5.18. It is seen that
there are mainly three stages for the change of the in-line force. In the ¯rst stage
(0 < T < 1:6), the force increases gradually as the progress of the steep wave. In the
second stage (1:6 < T < 3:0), the wave crest hit the cylinder and an impulsive high
pressure is generated during the impact, which results in the ¯rst sudden increase of
the in-line force on the cylinder. This large force drops down as the wave begins to
wrap the body. Later, the plunging jet and splash is formed and many droplets are
generated, which causes another impulsive large force on the cylinder. In the last stage
(3:0 < T < 4:2), the breaking passes the cylinder and the force decreases gradually.
Due to the symmetric setup in y-direction, the transverse force remains nearly zero
and is orders of magnitude smaller than the in-line force. In addition, the buoyancy
force remains to be a constant as the pressure at the bottom of the spar cylinder will
not be a®ected by the free surface in deep ocean. The above simulation demonstrates
the promising capability of the model in simulating breaking wave interaction with
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Figure 5.16: Schematic drawing of the spar platform in deep water.
o®shore structures.
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Figure 5.17: Snapshots of breaking wave impinging on a spar platform at t = 1.98,
2.49, 2.97, 3.57, 3.87, 4.17 s.
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Figure 5.18: Time histories of in-line force (solid line), transverse force (dashed line),
and buoyancy force (dash-dot line) on the spar cylinder.
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Chapter 6
Conclusions and Future Work
The objectives of this research is to develop a 3-D NumErical Wave TANK (NEW-
TANK) to study liquid sloshing and wave interaction with surface-piercing structures.
In this chapter, the works that have been done in this study are summarized and the
conclusions based on the study are discussed. Recommendations of possible model
extensions are also given.
6.1 Conclusions
The numerical model developed in this study is based on the incompressible spatially
averaged Navier-Stokes (SANS) equations for the ¯ltered two-phase °ow and the large-
eddy-simulation (LES) approach is adopted to model the turbulence dissipation using
the Smagorinsky sub-grid scale (SGS) closure. The volume of °uid (VOF) method
that is of second-order accuracy in interface reconstruction is used to track the free
surface movement. In order to study the wave interaction with structures of complex
shape, the virtual boundary force (VBF) method is proposed to simulate the surface-
piercing structures. Generally, the model is formulated for the general turbulent °ows
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with free surface.
The model was ¯rst used to study both 2-D and 3-D liquid sloshing in a con¯ned
tank. The model has the capability of simulating highly nonlinear sloshing processes
under the arbitrary 6 D.O.F. of excitations. Laboratory experiments are conducted for
both 2-D and 3-D water sloshing under the external excitation of surge and/or sway
motion, in order to provide the measured data for model validation. Furthermore, a
linear analytical solution for 3-D sloshing under coupled surge and sway excitations is
proposed by superposing the earlier 2-D linear analytical solution in two horizontally
orthogonal directions.
The model is validated against available theories and experimental data for 2-
D sloshing of both viscous and inviscid °uids. For small amplitude sloshing, the
numerical results agree very well with all of the linear theories. For large amplitude
sloshing, the numerical results deviate signi¯cantly from the linear analytical solution.
Instead, they match well with the experimental data that exhibit obvious nonlinear
wave e®ects. The model validation is further extended to 3-D liquid sloshing and
the comparisons are made to available linear theories, experimental data, and the
numerical results from other numerical models (e.g., Boussinesq model and Navier-
Stokes equation model constructed on ¾-coordinate). Again, the numerical results
compare very well with the available linear theories when the sloshing amplitude is
small. With the increase of the sloshing amplitude, large discrepancies between the
numerical results and the analytical solutions are developed because of the strong wave
nonlinearity present in the sloshing process. Under these circumstances, the present
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numerical results agree well with the available experimental data and the numerical
results based on the ¾-coordinate model. Finally as the demonstration, the violent
liquid sloshing under 6 D.O.F. excitations is simulated. The sloshing contains broken
free-surface and strong turbulence. The study presented in this thesis shows that the
present model is a promising numerical tool for simulating highly nonlinear liquid
sloshing in a rigid tank. Future study, however, is still required to investigate the
turbulence e®ect on energy dissipation and the strong impulsive pressure generated
by broken free surface during the sloshing process.
The validated model is then applied to study wave-structure interaction. We have
already discussed that the present model is constructed on rectilinear grid system.
Therefore, in order to study the wave interaction with structures of complex shape,
the virtual boundary force (VBF) method, which stems from immersed boundary
(IB) method, is proposed to simulate the surface-piercing structures. Unlike the con-
ventional method of applying boundary conditions around the structure, the virtual
boundary force is used to represent the solid body. First of all, the VBF method is
validated against two classic testing cases, i.e., °ow around a circular cylinder and
°ow around a sphere. The computed drag force coe±cient, lift force coe±cient and
Strouhal number are compared with the experimental data and other numerical meth-
ods. Good agreements have been obtained. The VBF method was then employed to
study wave interaction with surface-piecing structures.
The VBF method has been used to model 2-D solitary wave runp and rundown on
a steep slope. The results of the present model favorably match the experimental data
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in terms of both velocities and free surface displacements. In addition, the vertical
variations of horizontal velocity on the steep slope can be very strong during both
runup and rundown processes. This case demonstrated that the VBF method is a
good tool to simulate the surface-piercing structures of complex shape.
3-D wave di®raction around a large vertical cylinder has also been investigated
by using VBF method and the present model. The numerical results by both VBF
method and stair-step surface method are compared with the analytical solution pro-
posed by MacCamy & Fuchs (1954). It is found that the VBF method can predict
much better results than the stair-step surface method, which indicates that VBF
method is a good tool to model 3-D surface-piercing structures.
Finally, the validated VBF mothod has been used the simulate a spar platform and
the breaking wave interaction with spar platform in deep water was demonstrated.
Both plunging jet in deep water and wave di®raction were captured by the present
model, which showed the promising capability of the model in simulating breaking
wave interaction with o®shore structures.
6.2 Recommendations for Future Work
In this section, the possibly further extension of the model in the future is prescribed.
In Chapter 5, the virtual boundary force (VBF) method has been proposed to study
breaking wave interaction with stationary surface-piercing structures. Very good re-
sults have been obtained, which demonstrates that the VBF method is a good tool
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to model wave-structure interaction. However, VBF method can not only model sta-
tionary structures, but also simulate moving bodies in °ow.
6.2.1 Background
The investigation of °uid interaction with °exible and/or moving bodies of complex
con¯guration has many applications in scienti¯c and engineering computations. Typi-
cal examples range from °ows in natural rivers with °exible vegetation, aerodynamics
around an aircraft, to blood °ows in human cardiovascular system, and the membrane
ba²es in LNG containers.
The boundary-¯tted (also called moving-grid) technique based on the arbitrary
Lagrangian-Eulerian (ALE) method has been used to simulate °uid interaction with
moving bodies. However, due to the remeshing process, which is required to conform
the body con¯guration and free surface, the computational expense may be extremely
large when this approach is applied to 3-D moving body simulation near a free surface.
On the other hand, the \non-boundary conforming" technique, which is con-
structed on ¯xed Cartesian grid system, gained much attention because of the ef-
¯ciency and robustness solver. The non-boundary conforming method can be further
classi¯ed into two major categories: cut cell method (or partial cell method) and im-
mersed boundary method (or its kind, e.g., VBF method). In the former method, the
solid boundary is tracked as a sharp interface and the grid cells at the body interface
are modi¯ed according to their intersections with the underlying Cartesian grid. The
discrete operators at these cells are then modi¯ed to re°ect the desired boundary
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conditions. For example, Udaykumar et al. (2001) adopted a cell merging scheme to
treat the moving boundaries to simulate a series of 2-D problems. Lin (2007) pro-
posed a \Locally Relative Stationary (LRS)" method to handle a moving body and
simulate the 2-D interaction between the moving body and free surface °ows. How-
ever, probably due to the large number of possible intersections between the grid and
the body boundary which leads to an equally large number of special treatments in
3-D problems, this method has not been extended to complex 3-D con¯gurations and
remains to be investigated.
The other non-boundary conforming technique is the immersed boundary method
or VBF method. The basic idea of this kind of method is still try to ¯nd out a momen-
tum force ¯eld that will lead to the satisfaction of no-slip boundary condition near the
moving boundaries. For example, Gilmanov & Sotiropoulos (2005) developed a 3-D
model and studied °ow interaction with moving objects with prescribed kinematics.
Yang & Balaras (2006) simulated complex turbulent °ows with dynamically moving
boundaries. When the velocity of the moving body is prescribed, the interpolation
velocities (Equation 5.11) that are used to calculate the virtual boundary force will
be calculated according to prescribed velocity. On the other hand, the velocity of the
moving body can also be computed according to the total force calculation. Because
the virtual boundary force in VBF method presents the the reaction of the body,
the total force can be explicitly calculated by simply integrating the virtual boundary
force plus the inertial force when the body is moving. Therefore, VBF method is quite
straightforward in simulating the °ow interaction with moving bodies. This extension
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will be investigated in the near future.
6.2.2 Liquid sloshing in a 3-D tank with rigid and moving
ba²es
The ba²es or sloshing dampers are usually installed inside tanks to suppress the
sloshing e®ect and reduce the wave amplitude in a passive way. The shape and design
concept of the sloshing damper varies depending on the sloshing motion type, the
kind of external excitation and the container shape. Many researchers has devoted
their e®orts to the study sloshing dampers. For example, Celebi & Akyildiz (2002)
compared the °ow ¯eld of a 2-D sloshing in tanks with and without a vertical ba²e.
Cho et al. (2005) investigated the resonance sloshing response of liquid contained in
2-D ba²ed tank subject to the lateral harmonic excitation based on the potential
°ow theory. Biswal et al. (2006) examined the e®ects of ba²e parameters such as
position, dimension and number on the non-linear response in the rectangular and
circular cylindrical containers also based on the potential °ow theory.
In this section, the virtual boundary force method proposed in Chapter 5 will
be used to model the rigid ba²es in tanks. A demonstration is made to show the
capability of the extended model for studying the e®ect of sloshing dampers. The
problem setup in Section 4.3.7 will be employed again. Two ba²es are installed inside
the tank (Figure 6.1). Both ba²es are 2w = 0:31 long. The vertical ba²e is 0:25H
high, where H is the height of the tank while the horizontal ba²e is 0:5a in width.
Figure 6.2 shows the snapshots of the free surface for both tanks with and without
ba²es at t = 1.3, 1.4 and 1.5 s. Because of the ba²e e®ect, the liquid motion in the
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Figure 6.1: The sketch of the 3-D tank with ba²es.
tank with ba²es is not as violent as that in the tank without any ba²e. Therefore,
the installation of internal ba²es is a e®ective way to reduce the wave amplitude.
Recently, on the other hand, more researches have been investigated on the e®ect of
°exible or moving ba²es and the e®ect of the °exible walls of the sloshing container
(Dogangun & Livaoglu, 2004; Biswal et al., 2003). It is believed that the °exible
or moving ba²es are more e®ective than the rigid ones once installed appropriately
because the °exible or moving ba²es can absorb some energy during the sloshing
process. The proposed VBF method as well as the present numerical model is a good
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Figure 6.2: Comparisons of the sloshing free surface between the tank without ba²es
(A-C) and with ba²es (a-c) at t = 1.3, 1.4 and 1.5 s.
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tool to model the moving ba²es. The sloshing in tanks with °exible or moving ba²es
will be studied in the near future.
146
References
Abbott MB, Petersen HM and Skovgaard P. On the numerical modeling of short
waves in shallow water. J. Hydraul. Res., 16: 173-203. 1978.
Akyildiz H and ÄUnal E. Experimental investigation of pressure distribution on a rect-
angular tank due to the liquid sloshing. Ocean Eng., 32: 1503-1516. 2005.
Armenio V and La Rocca M. On the analysis of sloshing of water in rectangular
containers: numerical and experimental investigation. Ocean Eng., 23: 705-739.
1996.
Balaras E. Modeling complex boundaries using an external force ¯eld on ¯xed Carte-
sian grids in large-eddy simulations. Comput. Fluids, 33: 375-404. 2004.
Bell JB, Colella P and Glaz HM. A second-order projection method for the incom-
pressible Navier-Stokes equations. J. Comput. Phys., 85: 257-283. 1989.
Biswal KC, Bhattacharyya SK and Sinha PK. Free-vibration analysis of liquid-¯lled
tank with ba²es. J. Sound Vibr., 259: 177-192. 2003.
Biswal KC, Bhattacharyya SK and Sinha PK. Non-linear sloshing in partially liquid
¯lled containers with ba²es. Int. J. Numer. Methods Eng., 68: 317-337. 2006.
Briscolini M and Santangelo P. Development of the mask method for incompressible
unsteady °ows. J. Comput. Phys., 84: 57-75. 1989.
Celebi MS and Akyildiz H. Nonlinear modeling of liquid sloshing in a moving rectan-
gular tank. Ocean Eng., 29: 1527-1553. 2002.
Celebi MS, Kim MH and Beck RF. Fully nonlinear 3-D numerical wave tank simula-
tion. J. Ship Res., 42: 33-45. 1998.
Chakrabarti SK. Hydrodynamics of o®shore structures. Computational Mechanics
Publications, Southampton, UK. 1987.
Chasnov JR. Simulation of the Kolmogorov inertial subrange using an improved sub-
grid model. Phys. Fluids, 3: 188-200. 1991.
REFERENCES
Chen BF and Chiang HW. Complete 2D and fully nonlinear analysis of ideal °uid in
tanks. J. Eng. Mech.-ASCE, 125: 70-78. 1999.
Chen BF. Viscous °uid in a tank under coupled surge, heave and pitch motions. J.
Waterw. Port Coast. Ocean Eng.-ASCE, 131: 239-256. 2005.
Chen BF and Nokes R. Time-independent ¯nite di®erence analysis of 2D and nonlinear
viscous °uid sloshing in a rectangular tank. J. Comput. Phys., 209: 47-81. 2005.
Chen W, Haroun MA and Liu F. Large amplitude liquid sloshing in seismically excited
tanks. Earthq. Eng. Struct. Dyn., 25: 653-669. 1996.
Cho JR and Lee HW. Non-linear ¯nite element analysis of large amplitude sloshing
°ow in two-dimensional tank. Int. J. Numer. Methods Eng., 61: 514-531. 2004.
Cho JR, Lee HW and Ha SY. Finite element analysis of resonant sloshing response
in 2-D ba²ed tank. J. Sound Vibr., 288: 829-845. 2005.
Chorin AJ. Numerical solution of the Navier-Stokes equations. Math. Comput., 22:
745-762. 1968.
Chorin AJ. On the convergence of discrete approximations of the Navier-Stokes equa-
tions. Math. Comput., 23: 341-353. 1969.
Dean RG and Dalrymple RA. Water Wave Mechanics for Engineers and Scientists.
Advances Series on Ocean Engineering (Ed. Liu PLF), 2, World Scienti¯c, Singa-
pore. 1991.
Deardor® JW. A numerical study of three-dimensional turbulent channel °ow at large
Reynolds numbers. J. Fluid Mech, 41: 453-480. 1970.
Deardor® JW. Three-dimensional numerical study of the height and mean structure
of a heated planetary boundary layer. Bound.-Layer Meteor., 7: 81-106. 1974.
Demuren AO and Sarkar S. Perspective: systematic study of Reynolds stress closure
models in the computations of plane channel °ows, J. Fluids Eng.-Trans. ASME,
115: 5-12. 1993.
Dogangun A and Livaoglu R. Hydrodynamic pressures acting on the walls of rectan-
gular °uid containers. Struct. Eng. Mech., 17: 203-214. 2004.
Fadlum EA, Verzicco R, Orlandi P and Mohd-Yusof J. Combined immersed-boundary
¯nite-di®erence methods for three dimensional complex °ow simulations. J. Com-
put. Phys., 161: 35-60. 2000.
Faltinsen OM. A numerical nonlinear method of sloshing in tanks with two-
dimensional °ow. J. Ship Res., 22: 193-202. 1978.
148
REFERENCES
Faltinsen OM, Rognebakke OF, Lukovsky IA and Timokha AN. Multidimensional
modal analysis of nonlinear sloshing in a rectangular tank with ¯nite water depth.
J. Fluid Mech, 407: 201-234. 2000.
Faltinsen OM and Timokha AN. Adaptive multimodal approach to nonlinear sloshing
in a rectangular tank. J. Fluid Mech, 432: 167-200. 2001.
Floryan JM and Rasmussen H. Numerical methods for viscous °ows with moving
boundaries. Appl. Mech. Rev.-ASME, 42: 323-341. 1989.
Fornberg B. A numerical study of steady viscous-°ow past a circular-cylinder. J. Fluid
Mech, 98: 819-855. 1980.
Fornberg B. Steady viscous °ow past a sphere at high Reynolds numbers. J. Fluid
Mech, 190: 471-489. 1988.
Frandsen JB, Borthwick AGL. Simulation of sloshing motions in ¯xed and vertically
excited containers using a 2-D inviscid ¾-transformed ¯nite di®erence solver. J.
Fluids Struct., 18: 197-214. 2003.
Frandsen JB. Sloshing motions in excited tanks. J. Comput. Phys., 196: 53-87. 2004.
Franzini JB and Finnemore EJ. Fluid Mechanics with Engineering Applications. Ninth
edition. International edition. McGraw-Hill, Inc. USA. 1997.
Gilmanov A and Sotiropoulos F. A hybrid Cartesian/immersed boundary method for
simulating °ows with 3D, geometrically complex, moving bodies. J. Comput. Phys.,
207: 457-492. 2005.
Goldstein D, Handler R and Sirovich L. Modeling a no-slip °ow boundary with an
external force ¯eld. J. Comput. Phys., 105, 354-366. 1993.
Grilli ST, Skourup J and Svendsen IA. An e±cient boundary element method for
nonlinear water waves. Eng. Anal. Bound. Elem., 6: 97-107. 1989.
Guey±er D, Li J, Nadim A, Scardovelli R and Zaleski S. Volume-of-°uid interface
tracking with smoothed surface stress methods for three-dimensional °ows. J. Com-
put. Phys., 152: 423-456. 1999.
Harlow FH and Welch JE. Numerical calculation of time-dependent viscous incom-
pressible °ow. Phys. Fluids, 8: 2182-2189. 1965.
Hill DF. Transient and steady-state amplitudes of forced waves in rectangular basins.
Phys. Fluids, 15: 1576-1587. 2003.
Hirt CW and Nichols BD. Volume of °uid (VOF) method for the dynamics of free
boundaries. J. Comput. Phys., 39: 201-225. 1981.
149
REFERENCES
Hyman JM. Numerical methods for tracking interfaces. Physica D, 12: 396-407. 1984.
Ibrahim RA, Pilipchuk VN and Ikeda T. Recent advances in liquid sloshing dynamics.
Appl. Mech. Rev., 54: 133-199. 2001.
Ibrahim RA. Liquid Sloshing Dynamics: Theory and Applications. Cambridge Uni-
versity Press, New York, USA. 2005.
Isaacson M and Cheung KF. Time-domain second-order wave di®raction in three
dimensions, J. Waterw. Port Coast. Ocean Eng.-ASCE, 118: 496-516. 1992.
Jaluria Y and Torrance KE. Computational heat transfer. Taylor & Francis, New York,
USA. 2003.
Johnson TA and Patel VC. Flow past a sphere up to a Reynolds number of 300. J.
Fluid Mech., 378: 19C70. 1999.
Kim Y. Numerical simulation of sloshing °ows with impact load, Appl. Ocean Res.,
23: 53-62. 2001.
Kim J, Kim D and Choi H. An immersed boundary ¯nite-volume method for three
dimensional complex °ow simulations. J. Comput. Phys., 171: 132-150. 2001.
Kim J and Moin P. Application of a fractional-step method to incompressible Navier-
Stokes equations. J. Comput. Phys., 50: 308-323. 1985.
Kim J, Moin P and Moser R. Turbulence statistics in fully developed channel °ow at
low Reynolds number. J. Fluid Mech., 177: 133-166. 1987.
Kim Y, Shin YS and Lee KH. Numerical study on slosh-induced impact pressures on
three-dimensional prismatic tanks. Appl. Ocean Res., 26: 213-226. 2004.
Kolmogorov AN. A re¯nement of previous hypotheses concerning the local structure
of turbulence in a viscous incompressible °uid at high Reynolds number, J. Fluid
Mech., 13: 82-85. 1962.
Kothe DB and Mjolsness RC. RIPPLE: a new model for incompressible °ows with
free surfaces. AIAA J., 30: 2694-2700. 1991.
Kothe DB, Mjolsness RC and Torrey MD. RIPPLE: A Computer Program for In-
compressible Flows with Free Surfaces. Rep. LA-12007-MS, Los Alamos National
Laboratory. 1991.
Kraichman, RH. Eddy viscosity in two and three dimensions. J. Atmos. Sci, 33:
1521-1536. 1976.
Lai MC and Peskin CS. An immersed boundary method with formal second-order
accuracy and reduced numerical viscosity. J. Comput. Phys., 160: 705-719. 2000.
150
REFERENCES
Launder BE, Reece GT and Rodi W. Progress in development of a Reynolds stress
turbulence closure. J. Fluid Mech., 68: 537-566. 1975.
Le DV, Khoo BC and Peraire J. An immersed interface method for viscous incompress-
ible °ows involving rigid and °exible boundaries. J. Comput. Phys., 220: 109-138.
2006.
Lee JJ, Skjelbreia JE and Raichlen F. Measurement of velocities in solitary waves. J.
Waterw. Port Coast. Ocean Div.-ASCE, 108(WW2): 200-218. 1982.
Li B and Fleming CA. A three-dimensional multigrid model for fully nonlinear water
waves. Coast. Eng., 30: 235-258. 1997.
Li CW and Lin P. A numerical study of three-dimensional wave interaction with a
square cylinder. Ocean Eng., 28: 1545-1555. 2001.
Lilly DK. The representation of small-scale turbulence in numerical simulation experi-
ments. Proc. IBM Scienti¯c Computing Symp. on Environmental Sciences : 195-210.
1967.
Lin P. A ¯xed-grid model for simulation of a moving body in free surface °ows.
Comput. Fluids, 36: 549-561. 2007.
Lin P and Li CW. A ¾-coordinate three-dimensional numerical model for surface wave
propagation. Int. J. Numer. Methods Fluids, 38: 1045-1068. 2002.
Lin P, Chang KA and Liu PLF. Runup and rundown of solitary waves on sloping
beaches. J. Waterw. Port Coast. Ocean Eng.-ASCE, 125: 247-255. 1999.
Lin P and Li CW. Wave-current interaction with a vertical square cylinder. Ocean
Eng., 30: 855-876. 2003.
Lin P and Liu PLF. A numerical study of breaking waves in the surf zone. J. Fluid
Mech, 359: 239-264. 1998a.
Lin P and Liu PLF. Turbulence transport, vorticity dynamics, and solute mixing
under plunging breaking waves in surf zone. J. Geophys. Res.-Oceans, 103 (C8):
15677-15694. 1998b.
Lin P and Liu PLF. Free surface tracking methods and their applications to wave
hydrodynamics. in Advances in Coastal and Ocean Engineering (ed. Liu, P. L.-F.),
5, World Scienti¯c. 1999.
Lin P and Man C. A staggered numerical algorithm for the extended Boussinesq
equations. Appl. Math. Model, 31: 349-368. 2007.
Liu PLF, Cho YS, Briggs MJ, Kanoglu U and Synolakis CE. Runup of solitary waves
on a circular island. J. Fluid Mech., 302: 259-285. 1995.
151
REFERENCES
Liu D and Lin P. A numerical study of three-dimensional liquid sloshing in tanks. To
appear in J. Comput. Phys. 2008.
Liu PLF, Synolakis CE and Yeh HH. Report on the international workshop on long-
wave run-up. J. Fluid Mech., 229: 675-688. 1991.
Liu PLF, Wu TR, Raichlen F, Synolakis CE and Borrero JC. Runup and rundown
generated by three-dimensional sliding masses. J. Fluid Mech., 536: 107-144. 2005.
Longuet-Higgins MS and Cokelet ED. The deformation of steep surface waves on
water. I. A numerical method of computation. Proc. Roy. Soc. A, 350: 1-25. 1976.
Lynett P and Liu PLF. A numerical study of the run-up generated by three-
dimensional landslides. J. Geophys. Res.-Oceans, 110 (C3), No. C03006. 2005.
MacCamy RC and Fuchs RA. Wave forces on piles: a di®raction theory. Beach Erosion
Board Technical Memo, 69. 1954.
Mohd-Yusof J. Combined immersed boundaries/B-Splines methods for simulations
of °ows in complex geometries. Annual Research Briefs (Center for Turbulence
Research, NASA Ames and Stanford University). 1997.
Moin P and Kim J. Numerical investigation of turbulent channel °ow. J. Fluid Mech,
118: 341-377. 1982.
Nakayama T and Washizu K. Nonlinear analysis of liquid motion in a container sub-
jected to forced pitching oscillation. Int. J. Numer. Methods Eng. 15: 1207-1220.
1980.
Nakayama T and Washizu K. The boundary element method applied to the analysis
of two-dimensional nonlinear sloshing problems, Int. J. Numer. Methods Eng. 17:
1631-1646. 1981.
Nichols BD, Hirt CW and Hotchkiss RS. SOLA-VOF: A Solution Algorithm for Tran-
sient Fluid Flow with Multiple Free-Boundaries. Rep. LA-8355, Los Alamos Scien-
ti¯c Laboratory. 1980.
Okamoto T and Kawahara M. Two-dimensional sloshing analysis by Lagrangian ¯nite
element method. Int. J. Numer. Methods Fluids, 11: 453-477. 1990.
Okamoto T and Kawahara M. 3-D sloshing analysis by an arbitrary Lagrangian-
Eulerian ¯nite element method, Int. J. Comput. Fluid Dyn., 8: 129-146. 1997.
Orszag SA and Patterson GS. Numerical simulation of three-dimensional homoge-
neous isotropic turbulence. Phys. Rev. Lett., 28: 76-69. 1972.
Palma PD, Tullio MD, Pascazio G and Napolitano M. An immersed-boundary method
for compressible viscous °ows. Comput. Fluids, 35: 693-702. 2006.
152
REFERENCES
Peregrine DH. Long waves on a beach. J. Fluid Mech., 27: 815-827. 1967.
Peskin CS. Flow patterns around heart valves: a numerical method. J. Comput. Phys.,
10: 252-271. 1972.
Peskin CS. Numerical analysis of blood °ow in the heart. J. Comput. Phys., 25:
220-252. 1977.
Piomelli U. High Reynolds number calculations using the dynamic subgrid-scale stress
model. Phys. Fluids, 5: 1484-1490. 1993.
Pope SB. A more general e®ective-viscosity hypothesis. J. Fluid Mech., 72: 331-340.
1975.
Pope SB. Turbulent Flows. Cambridge University Press, New York, USA. 2000.
Raad P. Modeling tsunamis with marker and cell method. In Long-wave Runup Mod-
els, (ed by Yeh H, Liu PLF and Synolakis C): 181-203. 1995.
Rider WJ and Kothe DB. Reconstructing volume tracking. J. Comput. Phys., 141:
112-152. 1998.
Rodi W. Turbulence models and their application in hydraulics - A state-of-the-art
review. I.A.H.R. Publication. 1980.
Russell D andWang ZJ. A cartesian grid method for modeling multiple moving objects
in 2D incompressible viscous °ow. J. Comput. Phys., 191: 177-205. 2003.
Saiki EM and Biringen S. Numerical simulation of a cylinder in uniform °ow: Appli-
cation of a virtual boundary method. J. Comput. Phys., 123: 450-465. 1996.
Schumann U. Subgrid scale model for ¯nite-di®erence simulations of turbulence in
plane channels and annuli. J. Comput. Phys., 18: 376-404. 1975.
Shao SD and Ji C. SPH computation of plunging waves using a 2-D sub-particle scale
(SPS) turbulence model. Int. J. Numer. Methods Fluids, 51: 913-936. 2006.
Shih TH, Zhu J and Lumley JL. Calculation of wall-bounded complex °ows and free
shear °ows, Int. J. Numer. Methods Fluids, 23: 1133-1144. 1996.
Silva ALFLE, Silveira-Neto A and Damasceno JJR. Numerical simulation of two-
dimensional °ows over a circular cylinder using the immersed boundary method. J.
Comput. Phys., 189: 351-370. 2003.
Smagorinsky J. General circulation experiments with the primitive equations: I. The
basic equations. Mon. Weather Rev., 91: 99-164. 1963.
Spalart PR and Allmaras SR. A one-equation turbulence model for aerodynamic °ows.
Recherche Aerospatiale, 1: 5-21. 1994.
153
REFERENCES
Sussman M, Smereka P and Osher S. A level set approach for computing solutions to
incompressible two-phase °ow. J. Comput. Phys., 114: 146-159. 1994.
Svendsen IA. Analysis of surf zone turbulence. J. Geophys. Res., 92: 5115-5124. 1987.
Teng B and Taylor RE. Application of a higher order BEM in the calculation of wave
run-up in a weak current. Int. J. O®shore Polar Eng., 5: 219-224. 1995.
Ting FCK and Kirby JT. Dynamics of surf-zone turbulence in a strong plunging
breaker. Coast. Eng., 24: 177-204. 1995.
Ting FCK and Kirby JT. Dynamics of surf-zone turbulence in a spilling breaker.
Coast. Eng., 27: 131-160. 1996.
Tritton DJ. Experiments on the °ow past a circular cylinder at low Reynolds numbers.
J. Fluid Mech., 6: 547-567. 1959.
Udaykumar HS, Mittal R, Rampunggoon P and Khanna A. A sharp interface cartesian
grid method for simulating °ows with complex moving boundaries. J. Comput.
Phys., 174: 345-380. 2001.
Van Kan J. A second-order accurate pressure-correction scheme for viscous incom-
pressible °ow. SIAM J. Sci. Stat. Comput., 7: 870-891. 1986.
Van der Vorst HA. Iterative Krylov Methods for Large Linear Systems. Cambridge
University Press, New York, USA. 2003.
Verhagen HG and Wijingaarden L. Non-linear oscillation of °uid in a container. J.
Fluid Mech, 22: 737-751. 1965.
Wang CZ and Khoo BC. Finite element analysis of two-dimensional nonlinear sloshing
problems in random excitations. Ocean Eng. 32: 107-133. 2005.
Wang XM and Liu PLF. An analysis of Sumatra earthquake fault plane mechanisms
and Indian Ocean tsunami. J. Hydraul. Res., 44: 147-154. 2006.
Wei G and Kirby JT. Time-dependent numerical code for extended Boussinesq equa-
tions. J. Waterw. Port Coast. Ocean Eng.-ASCE, 121: 251-261. 1995.
Williamson CHK. Vortex dynamics in the cylinder wake. Annu. Rev. Fluid Mech., 28:
477-539. 1996.
Wu GX, Ma QA and Taylor RE. Numerical simulation of sloshing waves in a 3D tank
based on a ¯nite element method. Appl. Ocean Res. 20: 337-355. 1998
Wu GX, Taylor RE and Greaves DM. The e®ect of viscosity on the transient free-
surface waves in a two-dimensional tank. J. Eng. Math., 40: 77-90. 2001.
154
REFERENCES
Wu NJ, Tsay TK and Young DL. Meshless numerical simulation for fully nonlinear
water waves. Int. J. Numer. Methods Fluids, 50: 219-234. 2006.
Yan S and Ma QW. Numerical simulation of fully nonlinear interaction between steep
waves and 2D °oating bodies using the QALE-FEM method. J. Comput. Phys.,
221: 666-692. 2007.
Yang JM and Balaras E. An embedded-boundary formulation for large-eddy simula-
tion of turbulent °ows interacting with moving boundaries. J. Comput. Phys., 215:
12-40. 2006.
Ye T, Mittal R, Udaykumar HS and Shyy W. An accurate Cartesian grid method for
viscous incompressible °ows with complex immersed boundaries. J. Comput. Phys.,
156: 209-240. 1999.
Zhao Q, Arm¯eld S and Tanimoto K. Numerical simulation of breaking waves by a
multi-scale turbulence model. Coast. Eng., 51: 53-80. 2004.
Zhang N and Zheng ZC. An improved direct-forcing immersed-boundary method for
¯nite di®erence applications. J. Comput. Phys., 221: 250-268. 2007.
155
