The Finite Transmission Feedback Information (FTFI) capacity is characterized for any class of channel conditional distributions P B i |B i−1 ,A i : i = 0, 1, . . . , n and P B i |B
: i = 0, 1, . . . , n , where M is the memory of the channel, B n = {B j : j = 0, 1, . . . , n} are the channel outputs and A n = {A j : j = 0, 1, . . . , n} are the channel inputs. The characterizations of FTFI capacity, are obtained by first identifying the information structures of the optimal channel input conditional distributions P [0,n] = P A i |A i−1 ,B i−1 : i = 1, . . . , n , which maximize directed information C FB A n →B n = sup
The main theorem states, for any channel with memory M, the optimal channel input conditional distributions occur in the subset . . , n is any class of multi-letter functions such that T i B n−1 = {B i−1 , B i−2 , . . . , B i−K } or T i B n−1 = {B i−1 }, for i = 0, . . . , n and K a nonnegative integer.
The methodology utilizes stochastic optimal control theory, to identify the control process, the controlled process, and a variational equality of directed information, to derive upper bounds on I(A n → B n ), which are achievable over specific subsets of channel input conditional distributions P [0,n] . For channels with limited memory, this implies the transition probabilities of the channel output process are also of limited memory.
For any of the above classes of channel distributions and transmission cost functions, a direct analogy between the characterizations of FTFI capacity and Shannon's capacity formulae of Memoryless Channels is identified.
I. INTRODUCTION
Feedback capacity of channel conditional distributions, P B i |B i−1 ,A i : i = 0, 1, . . . , n , where a n = {a 0 , a 1 , . . . , a n } ∈ A n , b n = {b 0 , b 1 , . . . , b n } ∈ B n , are the channel input and output sequences, respectively, is defined by maximizing directed information [1] , [2] , I(A n → B n ), from channel input sequences a n ∈ A n to channel output sequences b n ∈ B n , over an admissible set of where for each i, P B i |B i−1 , is the transition probability distribution of the channel output process, and E{·} denotes expectation with respect to the joint distribution P A i ,B i , for i = 0, . . . , n.
Similarly, feedback capacity with transmission cost is defined by where for each i, T i a n ⊆ {a 0 , a 1 , . . . , a i }, T i b n−1 ⊆ {b 0 , b 1 , . . . , b i−1 }, for i = 0, . . . , n.
The hardness of such extremum problems of capacity, and in general, of other similar problems of information theory, is attributed to the form of the directed information density or sample pay-off functional, defined by ι A n →B n (a n , b n ) = n ∑ i=0 log dP B i |B i−1 ,A i (·|b i−1 , a i ) dP B i |B i−1 (·|b i−1 ) (b i ) (I. 5) which in not fixed. Rather, the pay-off ι A n →B n (a n , b n ) depend on the channel output transition probabilities P B i |B i−1 (db i |b i−1 ) : i = 0, . . . , n , which in turn depends on the the channel input conditional distributions P A i |A i−1 ,B i−1 (da i |a i−1 , b i−1 ) : i = 0, . . . , n ∈ P [0,n] (κ), chosen to maximize its mathematical expectation E ι A n →B n (A n , B n ) . This means, given a specific channel conditional distribution and a transmission cost function, the information structure of the channel input conditional distribution denoted by I P i ⊆ {a i−1 , b i−1 }, i = 0, . . . , n, which maximizes directed information (i.e., the dependence of the optimal channel input conditional distribution on past information), needs to be identified, and then used to obtain the characterizations of the Finite Transmission Feedback Information (FTFI) capacity, C FB A n →B n (κ), and feedback capacity C FB A ∞ →B ∞ (κ). To this date, no systematic methodology is developed in the literature, to determine the information structure of optimal channel input distributions, which maximize directed information I(A n → B n ), and to characterize the corresponding FTFI capacity and feedback capacity.
In this first part, of a two-part investigation, the main objective is to develop a methodology to identify information structures of optimal channel input conditional distributions, for channels with memory, with and without transmission cost, of extremum problems defined by (I.1) and (I.3), and to characterize the corresponding FTFI capacity and feedback capacity. This is addressed by utilizing connections between stochastic optimal control and information theoretic concepts, as follows.
The theory of stochastic optimal control is linked to the identification of information structures of optimal channel input conditional distributions and to the characterization of FTFI capacity, by first establishing the the following analogy.
The information measure I(A n → B n ) is the pay-off; the channel output process {B i : i = 0, 1, . . . , n} is the controlled process; the channel input process {A i : i = 0, 1, . . . , n} is the control process.
Indeed, as depicted in Fig.I , the channel output process {B i : i = 0, 1, . . . , n} is controlled, by controlling its transition probability distribution P B i |B i−1 (db i |b i−1 ) : i = 0, . . . , n called the controlled object, via the choice of the transition probability distribution P A i |A i−1 ,B i−1 (da i |a i−1 , b i−1 ) : i = 0, . . . , n ∈ P [0,n] called the control object.
As in any stochastic optimal control problem, given a channel distribution and a transmission cost function, the main objective is to determine the functional dependence of the controlled object on the control object.
However, since the directed information density pay-off (i.e., (I.5)), depends on the controlled objects induced by the control objects, a variational equality is linked to tight upper bounds on directed information I(A n → B n ), which together with the stochastic optimal control analogy, are shown to be achievable over specific subsets of the control objects. These achievable bounds depend on the structural properties of the channel conditional distributions and the transmission cost functions.
The methodology is based on a two-step procedure, as follows. Given a class of channel conditional distributions and a class of transmission cost functions, any candidate of the optimal channel input conditional distribution or control object, which maximizes I(A n → B n ) is shown to satisfy the following conditional independence.
Moreover, the information structure G P * i , i = 0, 1, . . . , n, is specified by the memory of the channel conditional distribution, and the dependence of the transmission cost function on the channel input and output symbols. Consequently, the dependence, on the control object, of the joint distribution of {(A i , B i ) : i = 0, . . . , n}, the transition probabilities of the channel output process {B i : i = 0, . . . , n} or controlled object, and the directed information density ι A n →B n (A n , B n ), is determined, and the characterization of FIFI capacity is obtained.
The characterization of feedback capacity is obtained from the per unit time limiting version of the characterization of the FTFI capacity.
These structural properties of channel input distribution, which maximize directed information settle various open problems in Shannon's information theory, which include the role of feedback signals to control, via the control process (channel input), the controlled process (channel output process), and the design of encoders which achieve the characterizations of FTFI capacity and capacity.
Indeed, in the second part of this two-part investigation [3] , and based on these structural properties, a methodology is developed to realize optimal channel input conditional distributions, by information lossless randomized strategies (driven by uniform Random Variables on [0, 1], which can generate any distribution), and to construct encoders, which achieve the characterizations of FTFI capacity and feedback capacity. Applications of the results of this first part, to various channel models, which include Multiple-Input Multiple Output (MIMO) Gaussian Channel Models with memory, are found in the second part of this investigation.
A. Literature Review
For memoryless stationary channels (such as, Discrete Memoryless Channels (DMCs)), described by P B i |B i−1 ,A i = P B i |A i ≡ P B|A , i = 0, 1, . . . , n, with and without feedback (with transmission cost constraints if necessary), Shannon [4] and Dobrushin [5] characterized channel capacity by the well-known two-letter formulae
where P A,B (da, db) = P B|A (db|a) ⊗ P A (da) is the joint distribution, P B|A (db|a) is the channel conditional distribution, P A (da) is the channel input distribution, P B (db) = P B|A (db|a)⊗P A (da) is the channel output distribution, and E · denotes expectation with respect to P A,B .
Channel capacity formulae (I.8) is often derived by first showing that the "Finite Transmission without Feedback Information" (FTwFI) Capacity, and "Finite Transmission Feedback Information" (FTFI) Capacity, corresponding to the maximization of mutual information multi-letter expression I(A n ; B n ), over channel input distributions P A i |A i−1 : i = 0, . . . , n (if there is no feedback), and P A i |A i−1 ,B i−1 : i = 0, . . . , n (if there is feedback), satisfy the conditional independence conditions
and moreover {A i : i = 0, 1, . . . , } are identically distributed. In view of conditional independence (I.9), the corresponding joint process {(A i , B i ) : i = 0, 1, . . . , } is independent and identically distributed, the capacity is characterized by the twoletter formulae (I.8) (i.e., mutual information I(A n ; B n ) reduces to (n + 1)I(A; B)), and feedback does not increase capacity of memoryless channels. With respect to the terminology introduced earlier, conditional independence conditions (I.9) imply the Information Structures of the maximizing channel input distributions, defined as "the relevant information on which the maximizing channel input distributions depend on past information", is the Null Set.
The methodology developed in this paper, establishes a direct analogy between the conditional independence properties (I.9) of capacity achieving channel input distributions of memoryless channels and corresponding properties for channels with memory and feedback.
Cover and Pombra [6] (see also Ihara [7] ) characterized the feedback capacity of nonstationary Additive Gaussian Noise (AGN) channels with memory, defined by
where {Z i : i = 0, 1, . . . , n} is a real-valued (scalar) jointly nonstationary Gaussian process, denoted by N(µ Z n , K Z n ), and "A n is causally related to Z n " defined by 1 
The authors in [6] characterized the capacity of this nonstationary AGN channel, by first characterizing the FTFI capacity formulae 2 via the expression
where V n = {V i : i = 0, 1, . . . , n} is a Gaussian process N(0, K V n ), orthogonal to Z n = {Z i : i = 0, . . . , n}, and Γ is lower diagonal time-varying matrix with deterministic entries. The feedback capacity is given by [6] 
Kim [8] revisited the stationary version of feedback capacity characterization of the Cover and Pombra AGN channel, and utilized frequency domain methods, and their relations to scalar Riccati equations, and showed that if the noise power spectral density corresponds to a stationary Gaussian autoregressive moving-average model of order K, the optimal channel input conditional distribution is also of order K, and that a K−dimensional generalization of the Schalkwijk-Kailath [9] coding scheme achieves feedback capacity. Yang, Kavcic, and Tatikonda [10] analyzed the feedback capacity of stationary AGN channels, re-visited the Cover and Pombra AGN channel, and proposed solution methods based on dynamic programming, to perform the optimization in (I.11). Butman [11] , [12] evaluated the performance of linear feedback schemes for AGN channels, when the noise is described by an autoregressive moving average model. A historical account regarding Gaussian channels 1 [6] , page 39, above Lemma 5. 2 The methodology in [6] utilizes the converse coding theorem to obtain an upper bound on the entropy H(B n ), by restricting {A i : i = 0, . . . , n} to a Gaussian process.
with memory and feedback, related to the the Cover and Pombra [6] AGN channel, is found in [8] .
Recently, for finite alphabet channels with memory and feedback, expressions of feedback capacity are derived for the trapdoor channel by Permuter, Cuff, Van Roy and Tsachy [13] , for the Ising Channel by Elishco and Permuter [14] , for the Post(a, b) channel by Permuter, Asnani and Tsachy [15] , all without transmission cost constraints, and in [16] for the BSSC(α, β ) with and without feedback and transmission cost. Tatikonda, Yang and Kavcic [17] showed that if the input to the channel and the channel state are related by a one-to-one mapping, and the channel assumes a specific structure, specifically, P B i |A i ,A i−1 : i = 0, . . . , n , then dynamic programming can be used to compute the feedback capacity expression given in [17] . Chen and Berger [18] analyzed the Unit Memory Channel Output (UMCO) channel P B i |B i−1 ,A i : i = 0, . . . , n}, under the assumption that the optimal channel input distribution is P A i |B i−1 : i = 0, . . . , n}. The authors in [18] showed that the UMCO channel can be transformed to one with state information, and that under certain conditions on the channel and channel input distributions, dynamic programming can be used to compute feedback capacity.
With respect to the application of dynamic programming in feedback capacity problems, the current paper compliments the above references, in the sense that, the knowledge of the information structures of capacity achieving channel conditional distributions, simplifies the directed information density pay-off, and hence the implementation and computational complexity of the dynamic programming recursions.
Coding theorems for channels with memory with and without feedback are developed extensively over the years, in an anthology of papers, such as, [7] , [19] - [30] , in three direction. Specifically, for jointly stationary ergodic processes, for information stable processes, and for arbitrary nonstationary and nonergodic processes. Since many of the coding theorems presented in the above references are either directly applicable or applicable subject to the assumptions imposed in these references, the main emphasis of the current investigation is on the characterizations of FTFI capacity, for different channels with transmission cost.
B. Discussion of Main Results and Methodology
In this paper, the emphasis is on any combination of the following classes of channel distributions and transmission cost functions 3 .
Channel Distributions
Here, {K, M} are nonnegative finite integers and the following convention is used.
Thus, for M = 0 the above convention implies the channel degenerates to the memoryless channel
The above classes of channel conditional distributions may be induced by various nonlinear channel models (NCM), such as, nonlinear and linear time-varying Autoregressive models, and nonlinear and linear channel models expressed in state space form [31] . Such classes are investigated in [3] .
An over view of the methodology and results obtained, is discussed below, to illustrate analogies to Shannon's two-letter capacity formulae (I.8) and conditional independence conditions (I.9) (for feedback channels).
1) Channels of Class A and Transmission Cost of Class A or B:
In Theorem III.1, Step 1 of a two-step procedure, based on stochastic optimal control, is applied to channel distributions of Class A,
. . , n , to show the optimal channel input conditional distribution, which maximizes I(A n → B n ) occurs in the subset
This means that for each i, the information structures of the maximizing channel input distribution is
The characterization of the FTFI capacity is
If a transmission cost P [0,n] (κ) is imposed corresponding to any of the functions
. . , n, the characterization of the FTFI capacity is
2) Channels of Class B Transmission Cost of Class A or B: In Theorem III.3, Step 2 of the two-step procedure, a variational equality of directed information, is applied to channel distributions of Class B,
The characterization of the FTFI capacity is then given by the following expression. The characterization of the FTFI capacity is given by the following expression.
where
The above expressions imply the channel output process or controlled process {B i : i = 0, . . . , n} is a J−order Markov process.
On the other hand, if a transmission cost
. . , n, the optimal channel input distribution occurs in the set P
The above characterizations of FTFI capacity (and by extension of feedback capacity characterizations) state that the information structure of the optimal channel input conditional distribution is determined by max{M, K}, where M specifies the order of the memory of the channel conditional distribution, and K specifies the dependence of the transmission cost function, on past channel output symbols.
These structural properties of optimal channel input conditional distributions are analogous to those of memoryless channels, and they hold for finite, countable and abstract alphabet spaces (i.e., continuous), and channels defined by nonlinear models, state space models, autoregressive models, etc.
The following special cases illustrate the explicit analogy to Shannon's two-letter capacity formulae of memoryless channels.
. . , n , and transmission cost function
. . , n , from (I.21)-(I.23), the optimal channel input conditional distribution occurs in the subset
The information structure of the optimal channel input conditional distribution implies the joint distribution of (A i , B i ),
, is given by
the channel output process {B i : i = 0, . . . , n} is a second-order Markov process, i.e.,
and that the characterization of the FTFI capacity is given by the following 4-letter expression.
Moreover, if no transmission cost is imposed the supremum in (I.27) is over
. . , n , the optimal channel input conditional distribution occurs in the subset
and the characterization of the FTFI capacity degenerates to the following 3-letter expression.
The importance of variational equalities to identify information structures of capacity achieving channel input conditional distributions is first applied in [32] . For the BSSC(α, β ) (which is a special case of the UMCO) with transmission cost, it is shown in [16] , that the characterizations of feedback capacity and capacity without feedback, admit closed form expressions.
Moreover, this channel is matched to the Binary Symmetric Markov Source through the use of nonanticipative Rate Distortion
Function (RDF) in [33] (see also [34] - [37] ). That is, there is a perfect duality between the BSSC(α, β ) with transmission cost and the Binary Symmetric Markov Source with a single letter distortion function.
A detailed investigation of the characterization of FTFI capacity, and feedback capacity, of Multiple-Input Multiple Output (MIMO) Gaussian Linear Channel Models with memory is found in the second part of this two-part investigation [3] .
II. DIRECTED INFORMATION AND DEFINITIONS OF EXTREMUM PROBLEMS OF CAPACITY
In this section, the notation adopted in the rest of the paper is introduced, and a variational equality of directed information is recalled from [38] .
The following notation is used throughout the paper.
N : set of nonnegative integers {0, 1, 2, . . . };
(Ω, F , P) : probability space, where F is the σ −algebra generated by subsets of Ω;
B(W) : Borel σ −algebra of a given topological space W;
M (W) : set of all probability measures on B(W) of a Borel space W;
All spaces (unless stated otherwise) are complete separable metric spaces, also called Polish spaces, i.e., Borel spaces. This generalization is judged necessary to treat simultaneously discrete, finite alphabet, real-valued R k or complex-valued C k random processes for any positive integer k, etc.
A. Basic Notions of Probability
The product measurable space of the two measurable spaces (X, B(X)) and
where B(X) B(Y) is the product σ −algebra generated by {A × B :
A Random Variable (RV) defined on a probability space (Ω, F , P) by the mapping X : (Ω, F ) −→ (X, B(X)) induces a probability measure P(·) ≡ P X (·) on (X, B(X)) as follows 4 .
A RV is called discrete if there exists a countable set S X = {x i : i ∈ N} such that ∑ x i ∈S X P{ω ∈ Ω : X(ω) = x i } = 1. The probability measure P X (·) is then concentrated on points in S X , and it is defind by
If the cardinality of S X is finite then the RV is finite-valued and it is called a finite alphabet RV.
Given another RV
, for each Borel subset B of Y and any sub-sigma-field G ∈ F (collection of events) the conditional probability of event {Y ∈ B} given G is defined by P{Y ∈ B|G }(ω), and this is an G −measurable function ∀ω ∈ Ω. This conditional probability induces a conditional probability measure on (Y, B(Y)) defined by P(B|G )(ω), which is a version of P{Y ∈ B|G }(ω). For example, if G is the σ −algebra generated by RV X, and B = dy, then
. Such conditional distributions are equivalently described by stochastic kernels or transition functions K(·|·)
, and hence the distributions are parametrized by x ∈ X. The family of probability measures on (Y, B(Y) parametrized by x ∈ X, is defined by
B. FTFI Capacity and Variational Equality
The channel input and channel output alphabets are sequences of measurable spaces {(A i , B(A i )) : i ∈ N} and {(B i , B(B i )) : i ∈ N}, respectively, and their history spaces are the product spaces A N = × i∈N A i , B N = × i∈N B i . These spaces are endowed with their respective product topologies, and B(Σ N ) = i∈N B(Σ i ) denotes the σ −algebra on Σ N , where
A N , B N , generated by cylinder sets. Thus, for any n ∈ N, B(Σ n ) denote the σ −algebras of cylinder sets in Σ N , with bases over
The canonical sample space is defined by Ω = × i∈N A i × B i , and a generic element (realization) ω ∈ Ω is of the form
Channel Distribution with Memory. A sequence of stochastic kernels or distributions defined by
At each time instant i the conditional distribution of channel output B i is affected causally by previous channel output symbols b i−1 ∈ B i−1 and current and previous channel input symbols a i ∈ A i , i = 0, 1, . . . , n.
Channel Input Distribution with Feedback. A sequence of stochastic kernels defined by
At each time instant i the conditional distribution of channel input A i is affected causally by past channel inputs and output
. . , n. Hence, the information structure of the channel input distribution at time
Transmission Cost. The cost of transmitting and receiving symbols a n ∈ A n , b n ∈ B n over the channel is a measurable function
The set of channel input distributions with transmission cost is defined by
where E P {·} denotes expectation with respect to the the joint distribution, and superscript "P" indicates its dependence on the
is defined uniquely, and a probability space Ω, F , P carrying the sequence of RVs {(A i , B i ) : i = 0, . . . , n} can be constructed, as follows.
The joint distribution of B i : i = 0, . . . , n and its conditional distribution are defined by 5
The above distributions are parametrized by either a fixed B −1 = b −1 ∈ B −1 or a fixed distribution P(db −1 ) = µ(db −1 ).
5 Throughout the paper the superscript notation P P (·), Π P 0,n (·), etc., indicates the dependence of the distributions on the channel input conditional distribution.
Directed information (pay-off) I(A n → B n ) is defined by
where the notation (II.42) illustrates that I(A n → B n ) is a functional of the two sequences of conditional distributions,
. . , n , which uniquely define the joint distribution, the marginal and conditional
. . , n . Clearly, (II.41) includes formulations with respect to probability density functions and probability mass functions.
The characterization of feedback capacity C FB A ∞ →B ∞ (κ), is investigated as a consequence of the following definition of FTFI capacity characterization.
Definition II.1. (Extremum problem with feedback)
Given any channel distribution from the class C [0,n] , find the Information Structure of the optimal channel input distribution
If no transmission cost is imposed the optimization in (II.43) is carried out over P [0,n] , and C FB A n →B n (κ) is replaced by C FB A n →B n .
Clearly, for each time i the largest information structure of the channel input conditional distribution of extremum problem
Variational Equality of Directed Information. Often, in extremum problems of information theory, upper or lower bounds are introduced and then shown to be achievable over specific sets of distributions, such as, in entropy maximization with and without constraints, etc. In any extremum problem of capacity with feedback (resp. without feedback), identifying achievable upper bounds on directed information I(A n → B n ) (resp. mutual information I(A n ; B n )) is not an easy task. However, by invoking a variational equality of directed information [38] (resp. mutual information [39] ), such achievable upper bounds can be identified.
Indeed, Step 2 of the proposed Two
Step precedure (discussed in Section I) is based on utilizing the variation equality of directed information, given in the next theorem.
, define the corresponding joint and marginal distributions by (II.35)-(II.39).
be any arbitrary distribution on B n . Then the following variational equality holds.
and the infimum in (II.44) is achieved at V i (db i |b i−1 ) = Π P i (db i |b i−1 ), i = 0, . . . , n or Π P 0,n (db n ) given by (II.37)-(II.39).
The implications of variational equality (II.44) are illustrated via the following identity.
For any arbitrary distribution V 0,n (db n ) = ⊗ n i=0 V i (db i |b i−1 ) ∈ M (B n ), which is defined uniquely from the sequence of conditional
. . , n and vice-versa, the following identities hold.
Note that the second right hand side term in (II.46) is the sum of relative entropy terms between the marginal distribution Π P i (db i |b i−1 ) defined by the joint distribution P P (da i , db i ) (i.e., the correct conditional channel output distribution) and any arbitrary distribution V i (db i |b i−1 ) (i.e., incorrect channel output conditional distribution) for i = 0, 1, . . . , n.
Identity (II.46) implies the minimization of its left hand side over any arbitrary channel output distribution
, when the relative entropy terms are zero, equivalently
The point to be made regarding the above variational equality is that the characterization of the FTFI capacity can be transformed,
. . , n , to the sequential equivalent sup inf{·} problem
Then by removing the infimum in (II.47) an upper bound is identified, which together with stochastic optimal control techniques, is shown to be achievable over specific subsets of the set of all channel input conditional distributions P(da i |I P i ),
. . , n} satisfying the average transmission cost constraint. In fact, the characterizations of the FTFI capacity formulas for various channels and transmission cost functions discussed in this paper utilize this observation.
III. CHARACTERIZATION OF FTFI CAPACITY
The Two-Step Procedure. The identification of the information structures of the optimal channel input conditional distributions and the corresponding characterizations of the FTFI capacity C FB A n →B n and feedback capacity C FB A n →B n (κ), are determined by applying the following steps.
Step 1. Apply stochastic optimal control techniques with relaxed or randomized strategies (conditional distributions) [40] - [42] , to show a certain joint process which generates the information structure of the channel input conditional distribution is an extended Markov process. This step implies the optimal channel input distribution occurs in specific subsets
Step 2. Apply variational equality of directed information given in Theorem II.1 ( [38] , Theorem I.V.1), to pay-off I(A n → B n ), together with stochastic optimal control techniques, to identify upper bounds which are achievable over specific subsets
For certain channel distributions and instantaneous transmission cost functions, Step 1 is sufficient to identify the information structures of channel input distributions (i.e., Class A channels and transmission cost functions), and to characterize the FTFI capacity, while for others, Step 1 may serve as an intermediate step prior to applying Step 2. For example, if the channel distribution is of limited memory with respect to channel outputs, i.e., of the Class B, by applying Step 2 an upper bound on the FTFI capacity is obtained, which together with stochastic optimal control techniques, it is shown to be achievable over channel input distributions with limited memory on channel outputs.
It is also possible to apply Steps 1 and 2 jointly; this will be illustrated in specific applications.
Step 1 is a generalization of equivalent methods often applied in stochastic optimal Markov decision or control problems to show that optimizing a pay-off [43] , [44] over all possible non-Markov policies or strategies, occurs in the smaller set of Markov policies.
However, as mentioned in Section I, Step 2 is specific to information theoretic pay-off functionals and does not have a counterpart to any of the common pay-off functionals of stochastic optimal control problems [43] , [44] , because these are fixed. On the other hand, the pay-off functional of directed information, ι A n →B n (A n , B n ), is not fixed, rather, it depends on the channel input conditional distribution and hence on its information structure, chosen to maximize its expected value. This implies step 2 or more specifically, the variational equalities of directed information and mutual information, are key features of information theoretic pay-off functionals. These variational equalities need to be incorporated into any extremum problems of deriving achievable bounds, such as, in extremum problems of feedback capacity and capacity without feedback, much as, it is often done when deriving achievable bounds, based on the entropy maximizing properties of distributions (i.e.,
Gaussian distributions).
A. Channels Class A and Transmission Costs Class A or B First, the preliminary steps of the derivation of the characterization of FTFI capacity for any channel distributions of Class A, (I.12), without transmission cost are introduced. The analogy to stochastic optimal control theory is made explicit, because this will also be used to derive the information structures of channels with limited memory, i.e., channels of Class B.
Note that unlike previous work, no assumption is imposed on having a one-to-one mapping between source symbols and channel input symbols (as in [10] , [17] ), and furthermore, the channels are not necessarily stationary or additive noise channels (Gaussian in [6] , [8] ).
From the definition of directed information I(A n → B n ) given by (II.41), and utilizing the channel distribution (I.12), the FTFI capacity is defined by
where the channel output transition probability defined by (II.39), is given by the following expressions.
Note that identity (α) holds if it can be shown that conditional independence (III.52) holds for any candidate P i (da
, that is, (III.50) is given by (III.51) without proving that such restriction of conditional distributions is a property of the channel input distribution which maximizes directed information I(A n → B n ), because the marginal distribution Π P (db n ) is uniquely defined from the joint distribution
. The derivation of Theorem 1 in [17] and Theorem 1 in [10] for the problems considered by the authors, should be read with caution, to account for the above feature, in order to show the supremum over all channel input conditional distributions occurs in the smaller set, satisfying a conditional independence condition, which is analogous to (III.52)).
Suppose (III.52) holds (its validity is shown in Theorem III.1). Then the expectation E P {·} in (III.48) with respect to the joint distribution simplifies as follows.
where the superscript notation, P π (da i , b i ), indicates the dependence of joint distribution P P (da i , b i ) on {π j (da j |b j−1 ) : j = 0, 1, . . . , i}, for i = 0, . . . , n. Clearly, if (III.51) holds, for each i, the controlled conditional distribution-controlled object,
, depends on the channel distribution Q i (db i |b i−1 , a i ) and the control conditional distributioncontrol object, π i (da i |b i−1 ), for i = 0, 1, . . . , n.
Thus, the following holds.
• Channel Class A.1, (I.12): If the maximizing channel input conditional distribution satisfies P i (da
and it is given by
where E π {·} indicates that the joint distribution over which expectation is taken depends on the sequence of conditional distributions {π j (da j |b j−1 ) : j = 0, 1, . . . , i}, for i = 0, . . . , n.
By (III.57), since the expectation is taken with respect to joint distribution (III.55), the distribution {π i (da i |b i−1 ) : i = 0, . . . , n} is indeed the control object (conditional distribution), chosen to control the transition probabilities of the channel output process, {Π π i i (db i |b i−1 ) : i = 0, 1, . . . , n}, the controlled object. By analogy with stochastic optimal control with randomized strategies, for each i, the controlled object Π π i i (db i |b i−1 ) is affected by the control object π i (da i |b i−1 ), for i = 0, . . . , n, and this is chosen to influence the pay-off (III.59), which is a functional of {π i (da i |b i−1 ) : i = 0, . . . , n} (since the channel is fixed).
Next, it is shown that (III.51) is indeed valid, i.e., the maximization of I(A n → B n ) over {P i (da i |a i−1 , b i−1 ) : i = 0, . . . , n} occurs in the smaller set {π i (da
Theorem III.1. (Characterization of FTFI capacity for channels of class A)
Suppose the channel distribution is of Class A defined by (I.12).
Define the restricted class of channel input distributions P
The following hold. Part A. The maximization of I(A n → B n ) over P [0,n] occurs in P A [0,n] ⊂ P [0,n] and the characterization of FTFI capacity is given by the following expression.
where Π
) and the joint distribution over which E π {·} is taken is P π (da i , db i ) : i = 0, . . . , n defined by (III.55).
The maximization of I(A n → B n ) over channel input distributions with transmission cost P i (da
. . , n , and the FTFI capacity is given by the following expression.
Proof: Part A. By the channel distribution assumption (I.12), the following equalities are obtained.
where (α) is due to the channel distribution assumption (I.12);
(β ) is by definition;
(γ) is due to a property of expectation; (δ ) is due to the channel distribution (I.12);
(ε) is by definition of conditional expectation for the measurable function P i (·, ·) defined by (III.72). The validity of the claim that the optimal channel input conditional distribution belongs to the class P A [0,n] , establishing validity of the claimed identity (III.51), and consequently validity of (III.57)-(III.59), is shown as follows. Since for each i, the pay-off
. . , n} is the controlled process, control by the control process {A i : i = 0, . . . , n}. Thus, by stochastic optimal control [40] , [43] , if the controlled process {S i : i = 0, . . . , n} is Markov, i.e., the transition probabilities P(ds i+1 |s i ) : i = 0, . . . , n − 1 are Markov, the maximization of directed information occurs in the set P A [0,n] , defined by (III.60). To this end, by virtue of Bayes' theorem, the following identities hold.
Hence, the process {S i : i = 0, 1, . . . , n} is Markov with transition probability given by the right hand side of (III.73). Consequently, for i = 0, . . . , n − 1, the distribution P(ds i+1 |s i ) is controlled by the control object P(da i |s i ) ≡ P(da i |b i−1 ). Clearly, (III.73) implies that any measurable function say, ξ (s i ) of s i = b i−1 is affected by the control object P(da i |s i ), and hence by
. . , n}, and this transition distribution is controlled by the control object {π i (da i |b i−1 ) : i = 0, . . . , n}. Utilizing this in (III.72) and (III.71), the following is obtained.
Thus, the maximization in (III.74) over all channel input distribution is done by choosing the control object {π i (da i |b i−1 ) : i = 0, . . . , n} to control the transition probability of the controlled object {Π A n →B n = sup
Proof: By the variational equality of Theorem II.1, for any arbitrary conditional distribution,
. . , n, it can be shown that the following identity holds.
where the last inequality holds for any arbitrary distribution V i (·|b i−1 ) ∈ M (B i ), i = 0, 1, . . . , n, not necessarily the one generated
. . , n ∈ P [0,n] and the channel distribution.
For any arbitrary V i (·|b i−1 ) ∈ M (B i ), i = 0, 1, . . . , n, by maximizing the right hand side of (III.80) the following upper bound is obtained.
(III.78) ≤ sup
where the equality in (α) is due to the following:
, and note that, for each i, the sample pay-off
, over which the expectation is taken in (III.81), depends only on
Consequently, by defining the cost-to-go corresponding to (III.81), from time "t" to the terminal time "n", given the values of the output B i−1 = s i , and writing the dynamic programming recursions [43] , [44] , it follows directly (in view of the Markov property of {S i : i = 0, . . . , n}) that the supremum occurs in P A [0,n] , and hence ii) the corresponding joint distributions in (III.82) is
Since the distribution {V i (db i |b i−1 ) : i = 0, . . . , n} is arbirary, by letting this to be the one defined by the channel and
. . . , n, then the following upper bound holds.
Next, it is shown, that the reverse inequality in (III.83) holds, thus establishing the claim. Recall definition (III.60) of P
, it can be shown that the following inequality holds.
. . , n} are defined by (III.50), (III.51), and Note that Theorem III.2 can be used to derive Theorem III.1, Part B, by repeating the above derivation, with the supremum over the set P [0,n] replaced by the set P [0,n] (κ) in all equations.
B. Channels Class B and Transmission Costs Class A or B
In this section, the information structure of channel input distributions, which maximize I(A n → B n ) is derived for channel distributions of Class B and transmission cost functions Class A or B. The derivation is based on applying the results of Section III-A, and the variational equality of directed information, to show the supremum over all channel input conditional distributions occurs in a smaller set
(for Class B transmission costs the subset is strictly smaller, i.e.,
The derivation is first presented for any channel distribution of Class B and transmission cost of Class B, with M = 2, K = 1, to illustrate the procedure, as the derivation of the general cases are similar.
1)
Then the FTFI capacity is defined by
where (α) is due to Theorem III.1, because the set of channel distributions of Class B is a subset of the set of channel distributions of Class A, and the joint distribution over which E π {·} is taken is
The main challenge is to show the optimal channel input distribution induces the following conditional independence on the transition probability of the channel output process:
This is shown by invoking, Step 2, of the two-step procedure (i.e., the variational equality of directed information), to deduce that the maximization in (III.87) occurs in
. . , n, that is, the optimal channel input distribution satisfies conditional independence property,
Lemma III.1. (Characterization of FTFI capacity for channels of class B and transmission costs of class B, M = 2, K = 1)
Suppose the channel distribution is of Class B with M = 2.
Define the restricted class of policies
Then the following hold.
Part A. The maximization in (III.86) over {P i (da i |a i−1 , b i−1 ) : i = 0, . . . , n} ∈ P [0,n] occurs in the smaller class
, that is, it satisfies the following conditional independence.
Moreover, any distribution from the class
[0,n] induces a channel output process {B i : i = 0, 1, . . . , n}, with transition probabilities which is second-order Markov, that is,
and the characterization of FTFI capacity is given by the following expression.
Part B. Suppose the following two conditions hold.
The characterization of FTFI capacity is given by the following expression. . By (III.87), and since 
Next, the variational equality of Theorem II.1 is applied to show the reverse inequality in (III.101) holds. Given a policy from the set P A n →B n = sup
. . , n} is defined by the channel distribution and {π i (da
. . , n} is arbitrary, then an upper bound for (III.104) is obtained as follows. Assume the arbitrary channel output transition probability is the one satisfying the conditional independence A n →B n ≤ sup
where (α) is by definition, (β ) is obtained because of the form of sample pay-off inside the expectation in (III.107), which implies (by stochastic optimal control, applying dynammic programming, if necessary) that the supremum over {π i (da i |b i−1 ) :
. . , n, that is, the controlled object is secondorder Markov, and consequently,
Then by substituting (III.110) into (III.108), the following inequality is obtained.
Combining (III.102) and (III.112), the supremum over {π i (da
A n →B n occurs in the subset 
(c) By Lemma III.1, if the channel is memoryless (i.e., M = 0), but the transmission cost
is imposed, the information structure of channel input conditional distribution, which maximizes directed information I(A n → B n )
is I P i = {b i−1 }, i = 0, 1, . . . , n, and the corresponding characterization of FTFI capacity is C FB,B.1 2) Channels Class B and Transmission Costs Class A or B: Consider any channel distribution of Class B defined by (I.13),
i.e., given by {Q i (db i |b
The next theorems presents various generalizations of Theorem III.1.
Theorem III.3. (Characterization of FTFI capacity of channel class B and transmission costs of class A or B)
Part A. Suppose the channel distribution is of Class B, that is,
, where I Q i is given by
Then the maximization in (III.116) over P [0,n] occurs in the subset
and the characterization of the FTFI feedback capacity is given by the following expression.
Part B. Suppose the channel distribution is of Class B as in Part A, and the maximization in (III.116) is over P 0,n (κ), defined with respect to transmission cost γ i (·, ·), which is measurable with respect to I γ i given by
and the analogue of Lemma III.1, Part B, (b) holds.
The maximization in (III.116) over P i (da i |a i−1 , b i−1 ), i = 0, . . . , n ∈ P 0,n (κ) occurs in the subset
where 
Proof: Part A. The derivation is based on the results obtained thus far, using Step 1 and Step 2 of the Two-Step procedure.
By
Step 2 of the Two-Step Procedure, repeating the derivation of Lemma III.1, if necessary, it can be shown that the optimal channel input distribution occurs in 
. Consequently, the channel output transition probabilities or controlled object is given by
However, any attempt to apply the variational equality of directed information, as done in Lemma III.1, to derive upper bounds on the corresponding directed information, which are achievable over arbitrary distributions,
which satisfy conditional independence condition
will fail. This is because the transmission cost of Class A, depends, for each i, on the entire past output symbols {b i−1 }, and hence the maximization step, using stochastic optimal control, over channel input distributions from the set P A [0,n] , satisfying the average transmission cost constraint cannot occur is a smaller subset. This completes the prove.
C. Implications on Dynamic Programming Recursion
In this section, the implications of the information structures of the optimal channel input distributions, are discussed in the context of dynamic programming. It is obvious from the above recursions that, that the information structure, {B t−1 t−J : t = 0, . . . , n}, of the control object, namely, π G t (da t |b t−1 t−J ) : i = 0, . . . , n , induces transition probabilities of the controlled object, ν π G i (db t |b t−1 t−J ) : t = 0, . . . , n which are J−order Markov, resulting in a significant reduction in computational complexity of the above dynamic programming recursions. This is one of the fundamental differences, compared to other dynamic programming algorithms proposed in the literature, which do not investigate the impact of information structures, on the characterization of FTFI capacity, and by extension of feedback capacity.
Channels
Special Case-Unit Memory Channel Output (UMCO) M = K = 1. Since in this case, J = 1, the corresponding dynamic programming recursions are degenerate versions of (III.131), (III.132), obtained by setting K = M = 1, J = 1. This degenerate dynamic programming recursion is the simplest, because the joint process (A i , B i ) : i = 0, . . . , n is jointly Markov (first-order), and the channel input conditional distribution is π i (da|b i−1 ) : i = 0, . . . , n .
It is noted that, for the case of finite alphabet spaces {(A i , B i ) : i = 0, . . . , n}, the UMCO without transmission cost constraints is analyzed extensively by Chen and Berger in [18] (and it is discussed by Berger in [45] ), under the assumption the optimal channel input conditional distribution satisfies conditional independence P(da i |a i−1 , b i−1 ) = π i (da|b i−1 ), i = 0, . . . , n, which then implies (A i , B i ) : i = 0, . . . , n is jointly Markov, and hence the corresponding characrerization of FTFI capacity is given by C FB,B.1 A n →B n = sup π i (da i |b i−1 ):i=0,...,n ∑ n i=0 I(A i ; B i |B i−1 ). To the best of the authors knowledge, the current paper, provides, for the first time, a derivation of the fundamental assumptions, upon which the results derived in [18] , are based on.
The main point to be made regarding this section, is that the information structure of the optimal channel input distribution maximizing directed information, can be obtained for many different classes of channels with memory, and many different classes of transmission cost functions, and that the corresponding characterizations of the FTFI capacity are analogous to the two-letter capacity formulae of Shannon, corresponding to memoryless channels.
These structural properties of optimal channel input conditional distributions simplify the computation of the corresponding FTFI capacity characterization, and its per unit time limiting versions, the characterization of feedback capacity.
Remark III.2. (Generalizations to channels with memory on past channel inputs)
The methodology developed this paper, to identify the information structures of optimal channel input distributions, is also applicable to general channel distributions and transmission cost functions of the form, 
IV. CONCLUSION
Stochastic optimal control theory and a variational equality of directed information are applied, to develop a methodology to identify structural properties of optimal channel input conditional distributions, which maximize directed information, for certain classes of channel conditional distributions and transmission cost constraints.
The main theorem of this paper states that, for any channel conditional distribution with finite memory on past channel outputs, subject to any average transmission cost constraint corresponding to a specific transmission cost function, the information structure of the optimal channel input conditional distribution, which maximizes directed information, is determined by the maximum of the memory of the channel distribution and the functional dependence of the transmission cost function on past channel outputs.
This theorem provides, for the first time, a direct analogy between the characterization of feedback capacity of channels with memory, and Shannon's two-letter characterization of capacity of memoryless channels.
Whether a similar method, based on stochastic optimal control theory and variational equalities of mutual and directed information, can be developed for extremum problems of capacity of channels with memory and without feedback, and
for general extremum problems of information theory, remains, however to be seen.
