Cosmological hydrodynamic simulations robustly predict that high-redshift galaxy star formation histories (SFHs) are smoothly-rising and vary with mass only by a scale factor. We use our latest simulations to test whether this scenario can account for recent observations at z 6 from WFC3/IR, NICMOS, and IRAC. Our simulations broadly reproduce the observed ultraviolet (UV) luminosity functions and stellar mass densities and their evolution at z = 6-8, all of which are nontrivial tests of the mean SFH. In agreement with observations, simulated galaxies possess blue UV continua owing to young ages (50-150 Myr), low metallicities (0.1-0.5Z ⊙ ), and low dust columns (E(B − V ) 0.05). Our predicted Balmer breaks at z = 7, while significant, are ≈ 0.5 magnitudes weaker than observed even after accounting for nebular line emission, suggesting observational systematic errors and/or numerical resolution limitations. Observations imply a near-unity slope in the stellar mass-star formation rate relation at all z = 6-8, confirming the prediction that SFH shapes are invariant. Dust extinction suppresses the UV luminosity density by a factor of 2-3, with suppression increasing modestly to later times owing to increasing metallicities. Current surveys detect the majority of galaxies with stellar masses exceeding 10 9 M ⊙ and few galaxies less massive than 10 8.5 M ⊙ , implying that they probe no more than the brightest ≈ 30% of the complete star formation and stellar mass densities at z 6. Finally, we demonstrate that there is no conflict between smoothly-rising SFHs and recent clustering observations. This is because momentum-driven outflows suppress star formation in low-mass halos such that the fraction of halos hosting observable galaxies (the "occupancy") is 0.2-0.4 even though the star formation duty cycle is unity. This leads to many interesting predictions at z 4, among them that (1) optically-selected and UV-selected samples largely overlap; (2) few galaxies exhibit significantly suppressed specific star formation rates; and (3) occupancy is constant or increasing with decreasing luminosity. These predictions are in tentative agreement with current observations, but further analysis of existing and upcoming data sets is required in order to test them more thoroughly.
INTRODUCTION
In the era of precision cosmology, the study of galaxy evolution is an initial value problem in which the goal is to characterize the processes that connect the initial conditions at z ≈ 1090 (for example, Komatsu et al. 2010 ) to galaxies, which had evidently begun forming by z = 10 (for example, Stark et al. 2007 ; Bouwens et al. 2009c ; Yan et al. 2009 ). The initial-value nature of the problem implies that detailed measurement of its earliest stages constitutes an immensely useful aid through its ability to anchor an understanding of the later stages. Gas inflows, outflows, and other feedback processes impact high-redshift star formation histories (SFHs). Hence observational inferences regarding the SFHs at high redshift constrain star formation and feedback both at early times and at subsequent epochs.
Cosmological hydrodynamic simulations robustly pre-dict smoothly-rising SFHs (Finlator et al. 2007 ) with a scale-invariant shape at z 6. Therefore, any comparison between simulation predictions and observations constitutes a (possibly indirect) test of this scenario. We have previously demonstrated considerable success in using cosmological hydrodynamic simulations to interpret observations of high-redshift galaxies. In Finlator et al. (2006) , we showed that simulations of a ΛCDM universe with star formation modulated by outflows with a constant wind speed and mass loading factor broadly reproduce the observed rest-frame UV luminosity function (LF) at z ∼ 4. We confirmed previous numerical predictions (for example, Davé et al. 2000; Weinberg et al. 2002 ) that stellar mass (M * ) and star formation rate (SFR) correlate, finding a small scatter and a slope near unity. A qualititatively similar correlation has now been observed at all redshifts out to z = 7 (Brinchmann et al. 2004; Elbaz et al. 2007; Noeske et al. 2007a; Daddi et al. 2007; Salim et al. 2007; Schiminovich et al. 2007; Pannella et al. 2009; Labbé et al. 2009; Bothwell et al. 2009; Oliver et al. 2010; Magdis et al. 2010) , although observations at z < 2 tend to suggest a somewhat flatter slope of 0.7-0.9 that is associated with galaxy downsizing (Brinchmann et al. 2004; Elbaz et al. 2007; Noeske et al. 2007a; Daddi et al. 2007; Salim et al. 2007; Schiminovich et al. 2007; Bothwell et al. 2009; Magdis et al. 2010) . This correlation has two implications: First, it implies that UV-selected galaxies are generically the most massive (star-forming) galaxies at a given redshift (Nagamine et al. 2004; Finlator et al. 2006 ) unless the scatter is quite large . Second, a slope of unity supports a scenario in which SFHs have a scale-invariant shape such that, on average, galaxies' SFHs differ only by a scale factor. The SFR-M * relation therefore constitutes a key prediction of galaxy evolution models (for example, Bouché et al. 2009; Dutton et al. 2009 ). We additionally predicted that high-redshift galaxies should exhibit pronounced Balmer breaks because smooth SFHs naturally yield evolved stellar populations. With the arrival of rest-frame optical constraints from IRAC, this prediction has now received dramatic confirmation (for example, Bradley et al. 2008; Chary, Stern & Eisenhardt 2005; Dow-Hygelund et al. 2005; Dunlop et al. 2007; Egami et al. 2005; Eyles et al. 2005 Eyles et al. , 2007 Labbé et al. 2006; Lai et al. 2007; Labbé et al. 2009; Stark et al. 2009; Verma et al. 2007; Yan et al. 2005; Pentericci et al. 2009; Zheng et al. 2009 ), although the question of whether emission lines could be mimicking the observed Balmer breaks remains unresolved (Schaerer & de Barros 2009 .
In Davé et al. (2006, hereafter DFO06), we tested a treatment for momentum-driven outflows from star-forming regions against the available constraints on the rest-frame UV and Lyα LFs at z ∼ 6, finding reasonable agreement in both cases. This result was subsequently extended by Bouwens et al. (2007) , who found that our simulation's prediction for the evolution of the UV LF normalization from z = 8 → 4 was well-matched by observations. This is a nontrivial test of our predicted SFHs because constant or decaying SFHs would predict a different evolution of the UV LF than is observed.
Finally, in Finlator et al. (2007) , we showed that our simulations could account for the rest-frame UV-to-optical spectral energy distributions (SEDs) of 5 out of 6 observed galaxies between z = 5.5-6.5. We demonstrated that smoothly-rising SFHs are equally as plausible as more popular constant or exponentially-decaying models. We then used these comparisons to explore the implied physical properties such as SFR, M * , and age, finding good agreement with previous constraints although with significantly narrower posterior probability distributions owing to the tight priors imposed by the physical correlations that our simulations predict.
While these studies are encouraging, their support for our SFH scenario is somewhat indirect because, until recently, observations at z 6 did not clearly imply a unique SFH. For example, any galaxy evolution model that predicted scale-invariant SFH shapes would predict an SFR-M * relation with a slope of unity. Similarly, any SFH shape can be tuned to reproduce the observed UV LF at one epoch, and bursty SFHs could be tuned to reproduce it at multiple epochs. The fundamental difficulty is that broadband SEDs do not contain enough information to constrain the underlying SFHs of individual objects, even when analyzed through detailed SED-fitting studies (for example, Shapley et al. 2001; Papovich et al. 2001) .
Since the completion of these previous works, a number of authors have used new data from the HST WFC3/IR and NICMOS cameras as well as Spitzer/IRAC to increase the number of objects at z 6 with published rest-frame UV to optical constraints (Bouwens et al. 2009b (Bouwens et al. , 2010a Bunker et al. 2009; Castellano et al. 2009; Finkelstein et al. 2009; Gonzalez et al. 2009; Labbé et al. 2009; Labbé et al. 2010; McLure et al. 2010; Oesch et al. 2010a,b; Ouchi et al. 2009; Yan et al. 2009 ). Using these new samples, we may now ask whether the mean SFH of reionization-epoch galaxies is constrained even if individual SFHs are not. For example, Stark et al. (2009) recently pointed out that the observed lack of evolution in the specific star formation rate (SSFR) of UV-selected galaxies from z =4-6 (see also Overzier et al. 2009; Gonzalez et al. 2009 ) rules out the possibility that the majority of galaxies observed at z = 4 have been forming stars at constant or declining rates since z 5. This is because constant or declining SFHs would predict higher SSFRs at earlier times, in conflict with their observations. They noted that smoothly-rising SFHs could explain their observations since in this case galaxies would grow in M * and SFR simultaneously. Papovich et al. (2010) studied the evolution of the UV luminosity and stellar mass at constant number density and concluded that observations require smoothly-rising SFHs and are consistent with a scaleinvariant shape from z = 8 → 3. Finally, Maraston et al. (2010) argued in favor of exponentially-rising over decaying SFHs as models for star-forming galaxies at z ∼ 2 for two reasons. First, they found that rising SFHs provide better fits both to observations and to predictions from semianalytic models of galaxy formation. Second, rising SFHs naturally explain higher-redshift samples as the fainter progenitors of lower-redshift samples.
These suggestions exemplify how statistical samples at multiple epochs can constrain the mean SFH even if the SFHs of individual galaxies are unconstrained. In this work, we use this idea to build upon the results of Finlator et al. (2007) by asking whether smoothly-rising SFHs can explain the observed statistical properties of galaxies at z = 6-8. Broadly, since all of our simulated high-redshift galaxies ex- perience smoothly-rising SFHs, any comparison with observations can be viewed as an indirect test of these models. In most cases, however, the constraining power of large samples at multiple epochs will render our comparisons direct tests of the smoothly-rising scenario.
We describe our simulations in Section 2. In Section 3, we review the rising SFH scenario and summarize its predictions. We compare our predicted UV LFs with observations in Section 4. We perform detailed comparisons between simulated and observed SEDs in Section 5. Additionally, we use our simulations to predict the completeness of current z 6 surveys. In Section 6, we study the predicted relationships between stellar mass, star formation rate, star formation history, and metallicity, comparing with observations where possible. In Section 7, we use our predicted halo occupation distribution to argue that recent clustering observations are consistent with smooth SFHs, and we discuss further tests of our model and alternative bursty SFH scenarios. In Section 8, we comment on processes that cause SFHs to depart from our smoothly-rising, scale-invariant scenario at lower redshift. Finally, we summarize our results in Sec 9.
SIMULATIONS

Numerical Simulations
We ran our cosmological hydrodynamic simulations using our custom version of the parallel cosmological galaxy formation code Gadget-2 (Springel & Hernquist 2002; Springel 2005) . This code uses an entropy-conservative formulation of smoothed particle hydrodynamics (SPH) along with a treeparticle-mesh algorithm for handling gravity. It accounts for photoionization heating starting at z = 9 via a spatially uniform photoionizing background (Haardt & Madau 2001) . Gas particles undergo radiative cooling under the assumption of ionization equilibrium, where we account for metalline cooling using the collisional ionization equilibrium tables of Sutherland & Dopita (1993) .
The assumption of ionization equilibrium with a uniform ionizing background may become increasingly inappropriate as we push our predictions beyond z = 6, where cosmological reionization is believed to have ended (for example, Fan et al. 2006 ). We argued in DFO06 that the observable galaxies at z = 6-10 live in sufficiently biased regions that their environments were probably reionized early relative to the cosmological mean, with the implication that the Haardt & Madau (2001) ionizing background is not a strong approximation. In future work, we will relax this assumption through self-consistent radiative hydrodynamic simulations. However, we retain it in our present work for simplicity, in essence adding this to the list of approximations that our comparisons test.
We endow dense gas particles with a subgrid two-phase interstellar medium consisting of hot gas that condenses via a thermal instability into cold star-forming clouds, which are in turn evaporated back into the hot phase by supernovae (McKee & Ostriker 1977) . The model requires only one physical parameter, the star formation timescale, which we tune in such a way that it reproduces the Kennicutt (1998a) relation (Springel & Hernquist 2003) .
We have improved our treatment of the formation and transport of metals. We summarise these changes here; for details we refer the reader to Oppenheimer & Davé (2008) . Star-forming gas particles self-enrich owing to Type II supernovae as before, but we now incorporate the metallicitydependent Type II supernova yields from Chieffi & Limongi (2004) assuming a Chabrier (2003) IMF. We account for mass loss from AGB stars using the delayed feedback tables of Bruzual & Charlot (2003) . We account for energy and metal feedback from Type Ia supernovae (both prompt and delayed populations). Finally, we track the enrichment rates of C, O, Si, and Fe separately rather than tracking only the total metal mass fraction. Gas particles stochastically spawn star particles via a Monte Carlo algorithm in such a way that the growth of stellar mass in star particles reflects the underlying star formation rate in the gas particles. Each star particle inherits the metallicity of its parent gas particle.
Galaxy formation models must invoke galacticscale outflows in order to avoid the overcooling problem (White & Frenk 1991) . We have previously shown that models coupling the outflow speed and mass-loading factor (that is, the mass of material expelled per unit mass of stars formed) to the halo mass are uniquely successful in reproducing a wide variety of observations of galaxies Finlator & Davé 2008; Oppenheimer et al. 2010) , and the IGM , 2009a Oppenheimer et al. 2009b) . In this work, we again use momentum-driven outflows with a normalization σ0 = 150 km s −1 . In order to improve the fidelity with which we implement momentum-driven outflow scalings, we now compute mass loading factors using the velocity dispersion of each gas particle's host galaxy rather than the local gravitational potential. The velocity dispersion is in turn computed from the host galaxy's baryonic mass using Mo et al. (1998) . For further details on the physics treatments in the simulations, see ; Oppenheimer et al. (2010) .
Our fiducial simulation volume is a cube 24h −1 Mpc long on each side that uses 512 3 dark matter and star particles. With a mass resolution limit of 128 star particles, this implies that our fiducial volume resolves stellar populations more massive than 1.20 × 10 8 M⊙. This mass limit translates into a limiting UV magnitude via the simulated star formation histories (SFHs) and the assumed stellar population synthesis model; we will show in Section 4 that this resolution limit is well-matched to current observational limits.
Throughout this work, we will evaluate resolution convergence by comparing with results from additional simulations whose volumes span 12 and 48h −1 Mpc with the same number of particles, for an implied stellar mass resolution limit of 1.50 × 10 7 M⊙ at our highest resolution (see Table 1 ). We assume a cosmology where ΩM = 0.28, ΩΛ = 0.72, H0 = 70 km s −1 Mpc −1 , σ8 = 0.82, and Ω b = 0.046. Note that we do not correct observed photometry to our assumed cosmology because the implied corrections are typically small (≈ 0.05 mag) compared to the uncertainty inherent in photometric redshifts (≈ 0.2 mag). We measure simulated UV luminosities using a narrow boxcar filter at 1350Å that is not contaminated by Lyman-α emission or absorption by the intergalactic medium along the line of sight, and we do not k-correct observed UV luminosities to 1350Å because these corrections are also small.
Identifying Simulated Galaxies
We identify galaxies within our simulations as gravitationally-bound lumps of star and gas particles using SKID (see Kereš et al. 2005 for a description). We sum the SFRs over each galaxy's gas particles to obtain its instantaneous SFR. We obtain its star formation history by examining the ages of its star particles. We compute its stellar metallicity by performing a mass-weighted average over its star particles. We define its gas metallicity as the SFR-weighted mean metallicity over its gas particles in order to mimic the metallicities that would be measured from its emission lines if this were possible. In detail, our use of the mass-weighted stellar metallicity may not be completely appropriate for comparison with high-redshift observations given that the observed luminosities are dominated by the youngest stars. However, we will justify this choice in Figure 11 by showing that the SFR-weighted gas metallicity, which dictates the metallicity of the most luminous stars in each galaxy, typically exceeds the mass-weighted stellar metallicity by only 0.2 dex.
Note that we use SKID to identify the galaxies at each redshift snapshot independently. This means that our analysis does not depend on our ability to identify each galaxy's progenitors and descendants (except for the illustrative evolutionary trends in Figures 10 and 11) . Consequently, we refer the "SFH" at a given epoch to the stellar age distribution, independent of whether those stars formed in-situ or in smaller progenitors that were accreted at earlier times. While this approach prevents us from studying our simulated merger histories, Guo & White (2008) have shown that mergers are expected to be subdominant in modulating the SFHs of high-redshift galaxies (see also Cattaneo et al. 2010) . The generally smooth SFHs predicted by our model support this view.
We obtain each simulated galaxy's stellar continuum by convolving its stellar population with the Bruzual & Charlot (2003) stellar population synthesis models assuming a Chabrier (2003) initial mass function (IMF) and the 'Padova 1994' stellar evolution models (see Bruzual & Charlot 2003 for references), interpolating within the tables to the correct metallicity and age for each star particle. We account for dust using the foreground screen model of Calzetti et al. (2000) , where each galaxy's assumed reddening E(B − V ) is tied to the mean stellar metallicity using a local calibration . We treat the effect of absorption by the intergalactic medium (IGM) along the line of sight to each galaxy using Madau (1995) . Finally, we convolve the resulting synthetic spectra with the appropriate photometric filter response curves to produce synthetic photometry. We have explicity checked that our photometry is unaffected when we use the updated population synthesis models of Charlot & Bruzual (2007) rather than Bruzual & Charlot (2003) . This is expected because the observed Spitzer/IRAC [3.6] flux is not sensitive to the contribution of thermally pulsating asymptotic giant branch stars at redshifts greater than 6 (see also Stark et al. 2009; Labbé et al. 2010) . Note that, throughout this work, we use [3.6] and [4.5] to denote Spitzer/IRAC Channels 1 and 2, respectively, and we use Y105, J125, and H160 to denote the WFC3/IR F105W, F125W, and F160 bands, respectively.
In an improvement over our previous work, we now add nebular line emission to our simulated spectra before accounting for dust and the IGM opacity following Schaerer & de Barros (2009) . We first compute the ionizing continuum luminosity directly from the stellar continuum, which automatically accounts correctly for the selfconsistently predicted stellar population age and metallicity. We then compute the luminosity in all hydrogen recombination transitions from an upper state with n 50 using Storey & Hummer (1995) . This step involves several assumptions. First, we use Case B recombination theory and omit Lyman-α. Second, we assume an electron density ne = 100 cm −3 and temperature Te = 10 4 K. This is representative because the luminosities vary by 30% in the range ne = 10 2 -10 4 cm −3 and Te =1000-30,000K. Finally, we follow Schaerer & de Barros (2010) in assuming that all ionizing photons are absorbed by hydrogen rather than dust. We then add the dominant allowed and forbidden metal lines using Anders & Fritze-v. Alvensleben (2003) , interpolating linearly to each simulated galaxy's metallicity. Incorporating emission lines in this way allows us to make physicallymotivated predictions regarding the impact of emission lines on observable galaxies at z 6.
The most uncertain aspect of our treatment for nebular emission involves the choice of ionizing escape fraction fesc. Optimally, one would like to constrain fesc observationally, but current data do not permit this (Ono et al. 2010) . We adopt the assumption that fesc = 0 because it yields an upper bound to the effect that nebular emission can have on galaxy spectra. This is equivalent to assuming that current z 6 samples did not bring about cosmological reionization. However, we will also argue that current samples probe only the brightest 1/3 of all star formation at z 6 anyway, hence this assumption is not inconsistent with the view that star formation dominated the reionization photon budget.
RISING STAR FORMATION HISTORIES
The goal of the current work is to test two fundamental predictions of our galaxy evolution model:
(i) SFHs at early times are smoothlyrising (Finlator et al. 2007 ); and (ii) SFH shapes are scale-invariant. 8.2, 8.7, 9 .2, and 9.7. Bottom: The same SFHs but normalized to the respective mean SFRs. Our simulations predict that SFHs at early times are smoothly rising and vary only by a scale factor. Here we include representative normalized mean SFHs from our comparison volumes from galaxies with the indicated stellar masses. The good agreement with the SFHs from our r24 volume suggests that our mean SFH is numerically converged.
We illustrate these predictions in Figure 1 . The top panel shows the mean simulated SFHs in four bins of stellar mass. We have generated these SFHs directly from the stellar age distributions of our simulated galaxies at z = 6. These curves immediately demonstrate that SFHs are on average smoothly-rising prior to z = 6. The growth timescale t0 in an exponential fit of the formṀ * ∝ e t/t 0 evolves rapidly from 50 Myr at z = 12 to 350 Myr by z = 6.
The top panel strongly suggests that mean SFHs of simulated galaxies of different masses vary only by a scale factor. We demonstrate this second prediction explicitly in the bottom panel. Here, we have normalized each SFH by its mean SFR, which is just the total stellar mass formed by that SFH at z = 6 divided by the age of the universe at z = 6. The normalized mean simulated SFHs are nearly identical, especially after z = 12. This implies that galaxy ages (and hence colours) should vary only weakly with luminosity, and that rest-frame optical and UV luminosities (or, equivalently, the inferred stellar mass and star formation rate) should correlate with a slope of unity.
This self-similarity may be surprising for two reasons. First, star formation is expected to be quenched at low masses owing to photoionization feedback and at high masses owing to the onset of hot-mode accretion, hence selfsimilarity cannot extend to arbitrarily low and high masses. Our simulations are sensitive to these effects because they include an optically-thin ionizing background and model the formation of virial shocks in halos. However, photoheating only suppresses star formation in halos less massive than ∼ 10 8 M⊙ (Thoul & Weinberg 1996; Okamoto et al. 2008) while virial shocks only suppress inflows in halos more massive than 10 12 M⊙ (Kereš et al. 2005; Dekel & Birnboim 2006; Kereš et al. 2009 ). The host halos of observed galaxies at z 6 fall largely between these scales (Figure 13 ), hence they do not probe the processes that cause departures from self-similarity.
Second, it is surprising that galaxy age should be independent of mass because more massive dark matter halos are expected to have assembled more recently at any redshift (Lacey & Cole 1993) . This might lead one to expect more massive galaxies to be younger. However, Neistein et al. (2006) have shown that more massive dark matter halos are younger than less-massive halos only if each halo's age refers to the epoch at which its most massive progenitor assembles half of the current mass. By contrast, if one identifies the halo age with the epoch at which more than half of the current mass has been assembled into all progenitors more massive than a given threshold, then the trend reverses and more massive halos are older. The stellar age distribution relates more closely to the latter age definition if star formation is inevitable in halos more massive than, for example, 10 8 M⊙, hence one might equally expect galaxies in more massive halos to be older. However, the assembled mass fraction in all progenitors at a given redshift depends more weakly on mass than the mass fraction in the main progenitor ( Figures 3 and 4 of Neistein et al. 2006) . This means that the actual dependence of SFH on mass is likely to be driven by feedback processes such as outflows rather than reflecting underlying trends in halo assembly histories. For example, the momentum-driven wind scenario ties the outflow mass-loading factor to the circular velocity, which in turn varies as H(z) 1/3 (Mo et al. 1998 ); this could delay early star formation in massive halos enough to remove the downsizing trend in halo formation histories.
Numerical star formation histories suffer from resolution limitations at early times when the number of gas particles in the protogalaxies is small. Close inspection of the bottom panel of Figure 1 reveals that the normalized SFHs exhibit larger scatter at z > 12, which probably reflects resolution effects. For this reason, it is important to test how sensitive our predicted mean SFH is to the simulation's mass resolution. The blue dashed and red dotted curves in the bottom panel illustrate normalized SFHs drawn from our higher-and lower-resolution comparison volumes, respectively. They are in reasonable agreement with the mean SFHs predicted by our fiducial volume. This suggests that our predicted mean SFH is not strongly sensitive to numerical resolution effects. Moreover, given that the SFHs appear converged at z < 12 and that most of the stars observed during z = 6-8 formed after z = 12, the early lack of convergence does not significantly affect our results. For reference, the mean SFHs in the bottom panel are well-fit by the following polynomial (where t is the age of the Universe in Gyr):Ṁ * ∝ 0 if t < 0.27 0.2 − 3.2t + 10.5t
2 − 3.9t (2006) . The simulations and observations agree to within a factor of 3 at all redshifts, suggesting that our star formation and feedback prescriptions adequately model galaxy evolution in the late reionization epoch. The lower heavy and upper light curves in the bottom-right panel show the simulated LF with and without dust reddening, respectively. The impact of dust is weak owing to low metallicities, and it grows progressively weaker with increasing redshift.
LUMINOSITY FUNCTIONS
In the top-left, top-right, and bottom-left panels of Figure 2 , we compare the simulated rest-frame 1350Å LF with the observed UV LFs at redshifts 6-8. Before we discuss these comparisons, we note that our predicted LFs are uncertain owing to Poisson errors, cosmic variance, numerical resolution effects, and the choice of IMF. We estimate the contribution of Poisson errors and cosmic variance using jackknife resampling and show the resulting uncertainties at a representative absolute magnitude of M1350 = −19 in each panel; this is typically 20-30%. We estimate the impact of numerical effects by comparing the predicted LFs from our three volumes at z = 6 in the inset panel; lower-resolution volumes typically overproduce the LF normalization by ∼ 50%. Finally, our choice of the Chabrier (2003) IMF yields luminosities 50% brighter for the same stellar mass than we would find from the Salpeter (1955) IMF. The normalizations of our predicted LFs agree with observations to within a factor of three at all three redshifts, which is generally within the combined theoretical and observational uncertainties. In particular, both the simulated and the predicted LFs may be regarded as brightening by 0.6-0.8 magnitudes during z = 8 → 6. This is a nontrivial test of the smoothly-rising SFH scenario. To see this, note that, if the average star-forming galaxy at z = 6 had been forming stars at a smoothly constant or declining rate since it formed, then the LF would be constant or grow dimmer to lower redshifts. Instead, observations strongly suggest that objects at constant number density grow brighter with time, implying that they increase their SFRs even as they increase their stellar masses (Papovich et al. 2010) . This is the smoothly-rising SFH scenario. The predicted evolution probes the shape of the mean SFH, and the good agreement with observations suggests that the simulated SFH shape is realistic. Note that this interpretation depends on the assumption that SFHs are smooth rather than, for example, stochastically brightening into and then fading out of observed samples Stark et al. 2009 ); we will argue on observational grounds that the SFHs are indeed smooth in Section 7.
While the normalization and its evolution are in reasonable agreement with observations, our simulations predict rather steep faint-end slopes α ≈ −2.0. This is similar to the slope of the halo mass function, hence our model predicts that low-mass halos possess a fairly constant star formation efficiency (defined as the ratio of the SFR to the gas mass). Observations indicate a somewhat shallower slope of ≈ −1.7 at z = 6 (for example, Bouwens et al. 2007 ), which could suggest that outflow strengths (or other feedback processes) scale more steeply with mass in reality than in our simulations. By contrast, observations at z =7-8 indicate a steeper faint-end slope of ≈ −2 (Bouwens et al. 2010b) , in better agreement with our predictions. If this evolution is confirmed, it could indicate that the feedback process that flattens the faint end of the LF at z 6 is overwhelmed by the high gas inflow rate at earlier times, as expected in a scenario where the star formation and outflow rates do not "catch up" to the inflow rate until later times (Bouché et al. 2009; Papovich et al. 2010) .
These luminosity functions include the effects of dust, which we add in post-processing via a prescription that ties the (assumed) dust to the (predicted) metallicity following a local calibration . We illustrate in Figure 3 how the resulting colour excess E(B − V ) varies with stellar mass and absolute UV luminosity (including dust) at z = 7. Broadly, we predict that E(B − V ) =0-0.1 for the majority of objects at all luminosities although a substantial fraction of objects brighter than MUV = −19 may have E(B − V ) =0.1-0.2. The tendency for brighter objects to be dustier reflects the (predicted) luminosity-metallicity and (assumed) metallicity-dust relations.
The bottom-right panel of Figure 2 illustrates how this dust impacts the predicted UV LFs. Thick and thin curves show the predicted UV LFs with and without dust, respectively, at z = 6 (blue dashed) and z = 8 (solid red). Our dust model predicts that dust reddening is weak at early times owing to galaxies' low metallicities and the strong predicted mass-metallicity relation. Additionally, the dust column at a given luminosity is predicted to decrease only modestly with increasing redshift because the mass-metallicity and stellar mass-star formation rate relations evolve weakly. For example, at a fixed magnitude of M1350 = −19, E(B − V ) increases from 0.04 to 0.06 during this epoch. We will return to the impact of dust reddening in Section 5.
A key test of galaxy formation models involves the evolution of the star formation rate density. This can be inferred from the UV luminosity density (Lν), which is simply the integral of the UV LF. In Figure 4 , we show the observed (coloured points) and predicted (dark solid curve) rest-frame Lν down to MUV = −19 (top) and MUV = −18 (bottom) at z =6-8; see the caption for details. The simulation is in reasonable agreement with observations to MUV <= −19 at z = 6 while it slightly overproduces Lν at higher redshifts or when integrating to fainter limits. In both cases, the discrepancies were anticipated by Figure 2 , where it is clear that the simulation preferentially overproduces faint (MUV > −19) galaxies. As in Figure 2 , the observed discrepancies are comparable to the uncertainty that is expected from Poisson errors, cosmic variance, the IMF, and numerical effects.
The question of whether galaxies can contribute enough ionizing photons to reionize the Universe depends sensitively on how much star formation occurs in objects that are fainter than the current observational limit of M1350 <= −18 (for example, Yan & Windhorst 2004; Yan et al. 2006) . We now estimate this contribution in two ways. First, we directly measure the total predicted Lν as a function of redshift within our r24 volume (still including the effects of dust). The dark, lower dashed curve in each panel indicates this total. This curve suggests that current observations do not detect more than 25% of the total star formation at z 6. In practice, this estimate suffers from numerical resolution uncertainty because the resolution limit of our (blue) at z = 6. The two observed densities at each redshift are offset for clarity. Solid and dashed curves indicate the simulated luminosity density including bright galaxies (down to the indicated limits) and all simulated galaxies, respectively, while heavy red and light blue curves include and omit dust reddening, respectively. The simulations and observations are in reasonable agreement at all redshifts although the simulations slightly overproduce the luminosity density at low luminosites and high redshifts, which we ascribe to resolution effects. Broadly, we predict that observations capture less than 20% of the luminosity density at z 6.
r24 volume corresponds to a luminosity only slightly fainter than M1350 <= −18. However, the r12 volume indicates that the true LF continues smoothly to much lower luminosities ( Figure 2 ). Hence we may obtain a second estimate for the total luminosity density as follows: If we assume that the luminosity density per unit halo mass varies slowly with halo mass, then we may compute the unresolved fraction by simply computing the ratio of collapsed matter in halos down to the typical host halo mass at M1350 = −18 (5 × 10 10 M⊙ at z = 6 in our simulations) versus the amount of collapsed matter in halos more massive than the photoheating feedback scale of 3 × 10 8 M⊙ (Okamoto et al. 2008 ). Using a standard Press-Schechter calculation, this ratio is 0.079. However, because our outflow model predicts that outflow strength should scale as M −(1/3) h , the specific luminosity in low-mass halos is lower, and the unresolved fraction should also be smaller. Correcting for this, we estimate that observations down to M1350 = −18 probe the brightest 37% of the total luminosity density, in reasonable agreement with our direct numerical estimate.
The lighter solid and dashed curves show how our results change if we neglect dust extinction. Dust extinction suppresses the bright luminosity density by a factor of 2-4 and the total luminosity density by ∼ 50%, where the bright galaxies are more extincted because they are more metalrich and hence more dusty by assumption. The widening gap between the dusty and dust-free luminosity densities from z = 7 → 6 tracks a moderate growth in the normalization of the mass-metallicity relation.
We now pause to present our predicted conversion between UV luminosity and star formation rate. For SFHs that are smooth on timescales longer than 10 Myr, this conversion is linear; that is, SFR = cSFR * LUV (Madau et al. 1998; Kennicutt 1998b) . Calculating cSFR requires knowledge of the galaxy's SFH, metallicity, and dust extinction. Within our simulations, the SFH and metallicity are predicted selfconsistently, hence we may predict cSFR in the absence of dust. Considering only galaxies with MUV −18 and using a narrow boxcar at 1350Å to compute the UV luminosity, we find that cSFR is independent of luminosity and equal to 2.0 × 10 28 ergs s
with a 1σ scatter of 30% throughout the interval z = 9 → 6. This factor assumes the Chabrier (2003) IMF for consistency with our simulations. It may be compared directly with conversions that are used to derive star formation rates from observed UV luminosities at high redshift.
Returning to our predicted star formation histories, Figure 5 compares the simulated and observed stellar mass densities ρ * at z 6, again integrating only over galaxies down to MUV −18. Comparing the heavy solid red curve with the coloured points reveals that the simulation is in surprisingly good agreement with observations at these epochs. The agreement in the normalizations may be fortuitous. For example, our r12 volume predicts a specific star formation rate 30% lower than the r24 volume in the range where they overlap, which implies that increasing the mass resolution of our r24 volume by a factor of eight would boost the predicted ρ * by roughly this factor. However, the agreement in the evolution of ρ * is nontrivial, and supports the smoothly-rising SFH scenario. To demonstrate this, we use a green dot-dashed curve to illustrate how ρ * would evolve from z = 6 → 9 under the hypothesis of constant SFHs. In this trivial case,ρ * (MUV −18) is constant and equal to the value at z = 6. Adopting the observed ρ * and simulateḋ ρ * for galaxies with MUV −18 (including dust) at z = 6, we find that the predicted evolution is significantly shallower than observed. The evolution is shallower because, in the realistic case of rising SFHs, galaxies become fainter and drop out of the sample at higher redshifts. This demonstration is "conservative" in two senses: First, our simulations may overproduceρ * at z = 6 ( Figure 2) ; repeating the exercise with a lowerρ * would yield shallower evolution. Second, adopting exponentially-decaying SFHs would lead to increasing ρ * with increasing z (because galaxies near the limit MUV = −18 at one epoch would fade below it at later epochs), in serious conflict with observations. Hence the excellent agreement between the predicted and observed slopes is a nontrivial success of the smoothly-rising SFH scenario.
As in the case of the UV luminosity density, we estimate observational incompleteness using our direct numerical pre- (Bouwens et al. 2009b ). Observational points have been corrected to account for galaxies brighter than M UV −18 following Labbé et al. (2009) , and we have additionally subtracted 0.18 dex to convert to a Chabrier (2003) IMF. Thick red and thin blue solid curves show the simulated ρ * to M U V <= −18 including and neglecting dust, respectively, while the dashed curve shows the full simulated ρ * . The green dot-dashed curve extrapolates the observed ρ * at z = 6 backwards assuming constant SFHs and the simulated star formation rate density at z = 6. The simulated normalization and evolution are in good agreement with observations. Moreover, the predicted evolution is in much better agreement than non-rising SFH scenarios. Current observations probe 20-40% of the total ρ * at z 6.
dictions. The dashed curve indicates the complete stellar mass density over all galaxies in the simulation. Comparing the heavy solid red and black dashed curves suggests that current observations do not detect more than 20-40% of the true ρ * at z 6. This is similar to our estimate of the detected fraction of the UV luminosity density, as expected given that M * ∝Ṁ * .
GALAXY COLORS
Mean SEDs
In this Section, we study the mean spectral energy distributions (SEDs) of our simulated galaxies in order to gain some intuition into their intrinsic properties and their implied selection function. We begin by showing in Figure 6 the mean SEDs of our simulated galaxies at z = 7 in three bins of H160 (see caption for details). Examining the simulated intrinsic SEDs first (heavy blue curves), we see that Figure 6 . Predicted versus observed mean SEDs at z = 7 in three bins of ∆H = 1 centered on H 160 = 26, 27, 28. Simulated SEDs are plotted with solid, dotted, and dashed curves. Heavy blue and light red curves correspond to simulations without and with dust extinction, respectively. Triangles, squares, and pentagons indicate observations from UV-selected galaxies at z ∼ 7 ). Note that the set of model galaxies that falls within each bin depends on whether dust is present. This gives rise to an apparent tendency for the medium and faint bins to be brighter in the dusty models longward of H 160 owing to their redder SEDs.
both the simulations and the observations indicate SEDs that vary weakly with H160, as expected in a scenario where the shape of a galaxy's SFH varies weakly with its luminosity. All three bins show blue intrinsic UV continua, in good agreement with observations (Bouwens et al. 2009a (Bouwens et al. ,b, 2010a Labbé et al. 2009; Finkelstein et al. 2009 ). By contrast, the simulated [3.6µ] fluxes are noticeably weaker than observed at all luminosities. Adding dust extinction reddens the simulated mean SEDs modestly without changing the level of agreement with observations. In order to consider the UV continua and apparent Balmer breaks in more detail, we compare in Once dust is included, the simulated UV continua (that is, the J125 − H160 colours) in the medium and bright bins are consisent with observations owing largely to their young ages (100-150 Myr), low metallicities (Z/Z⊙ < 0.5; Figure 11 ), and low predicted dust columns.
By contrast, the predicted UV continua in the faintest bin are too red even if dust is omitted. This suggests that their predicted ages or metallicities Z are too high. It is not likely that this discrepancy can be resolved purely through younger ages. This is because the UV continua of Population II stars are too red even in the absence of nebular continuum emission for ages greater than 10 Myr (Bouwens et al. 2010a , Figure 3) , and observing populations with ages younger Figure 7 . Observed (points with errors) versus simulated (points without errors) colours of galaxies at z = 7. Circles indicate the mean colours in the same three bins of H 160 as in Figures 6; circle size scales linearly with H 160 flux. The effects of emission lines (EL) and dust on the predicted mean colours are shown. The top axis converts J 125 − H 160 to UV continuum slope β following Bouwens et al. (2010a) . The predicted J 125 − H 160 colours are quite blue as observed although the faintest bin may be too red, implying that its predicted metallicity is too high. The simulated H 160 − [3.6] is significantly bluer than observed. Nebular line emission and dust both increase the apparent Balmer break strength, but do not close the gap with observations. than 10 Myr is unlikely given that these objects have dynamical times of ∼ 100 Myr. We note that our predicted ages of ≈ 150 Myr at z = 7 agree with the recent simulation of Salvaterra et al. (2010) , despite incorporating different treatments for both outflows and metal enrichment. A more likely possibility is that Z suffers extra suppression in low-mass galaxies owing to a steeper scaling between the outflow mass loading factor ηW and the galaxy mass. For example, our simulations currently assume that ηW varies inversely with the velocity dispersion σ. Adopting a dependence ηW ∝ σ −α with α > 1 would further suppress Z for faint galaxies because Z ∝ 1./(1 + ηW ) (Finlator & Davé 2008 ). Such a model would also bring the faint end of the UV LF into better agreement with observations ( Figure 2) . A final possibility, as pointed out by Bouwens et al. (2010a) , is a small contribution from low-metallicity stars with a topheavy IMF. Such a population would bluen the UV continuum as long as it did not give rise to significant nebular continuum emission, which in turn would require a high ionizing escape fraction. It would be interesting to explore this possibility within the self-consistent Population III treatment of Salvaterra et al. (2010) ; unfortunately, these authors did not consider their predicted photometric colours.
Our models qualitatively reproduce the observed tendency for more UV-luminous galaxies to display redder UV continua (Bouwens et al. 2009a (Bouwens et al. , 2010a ) owing entirely to the simulated luminosity-metallicity and (assumed) metallicityreddening relations. Hence the reported colour-magnitude trend could imply a modest trend of increasing dust reddening at higher UV luminosity, as has previously been observed at lower redshifts (Meurer et al. 1999; Shapley et al. 2001) . Note, however, that the presence of such a trend in the z = 7 data remains unclear at present (Schaerer & de Barros 2010) .
Turning to the H160 −[3.6] colours, we find that the simulated galaxies generically exhibit significant Balmer breaks at all luminosities, in qualitative agreement with observations. We previously predicted that significant Balmer breaks are expected in Lyman break samples at z = 4 , and Figure 7 now extends this prediction out into the reionization epoch.
In detail, however, the observed breaks are roughly 0.5 mag stronger than predicted. In combination with the blue UV continua, these colours pose a challenge for our simulations. This result is similar to the finding by Labbé et al. (2009) that linearly rising SFHs do not produce Balmer breaks stronger than H160 − [3.6] = 0.3 mag whereas the observations require break strengths of 0.5 mag or stronger. One possible explanation is nebular line emission. For example, Schaerer & de Barros (2009 have used stellar population synthesis models including treatments for nebular continuum and line emission to show that the strong apparent Balmer breaks observed at z 6 can be mimicked by nebular line emission from extremely young (< 10 Myr), low-metallicity populations (see also Zackrisson et al. 2008; Ono et al. 2010) . Our simulations provide physicallymotivated priors for the typical ages and metallicities at these epochs, allowing us to predict the strength of the nebular emission lines. We find that line emission improves the agreement with the observed H160 − [3.6] colour by 0.1 mag. We do not find that line emission can completely explain the observed H160 − [3.6] colours because our relatively evolved, enriched stellar populations do not yield sufficiently strong emission line equivalent widths (in contrast to the wide range of models explored by Schaerer & de Barros 2009) . Note that this conclusion is conservative in the sense that, in modeling emission lines, we have assumed an ionizing escape fraction of zero. For sufficiently large ionizing escape fractions that observed galaxies could contribute significantly to reionization (10-50%), the lines would be correspondingly weaker.
Another possible explanation for the observed colours is inherently bursty SFHs. For example, Labbé et al. (2009) show that only highly bursty SFHs can simultaneously reproduce the observed J125 − H160 and H160 − [3.6] colours at low masses (and then only barely). Encouragingly, they also find that such a model would not overproduce the scatter in the observed SFR-M * relation. Hence it is possible that boosting our mass resolution would resolve more minor perturbations and instabilities, giving rise to more bursty SFHs and redder predicted H160 − [3.6] colours. We can explore this possibility by appealing to the tendency for H160 − [3.6] to vary weakly with luminosity ( Figure 6 ) and examining the trend at lower masses in our higher-resolution volume. We find that increasing our mass resolution by a factor of eight boosts H160 − [3.6] by 0.02 mag on average. This is quite small compared to the 0.5 mag discrepancy with observations, hence if resolution limitations are to blame then overcoming them may require "zoom-in" simulations of overdense regions given that our current simulations already probe the limits of what is computationally feasible.
It is also possible that the discrepancy owes to a patchy dust scenario in which a fraction of the lines of sight through an LBG's interstellar medium (ISM) are optically thick to UV; this would suppress the rest-frame UV much more strongly than the optical. However, it is difficult to reconcile this scenario with the blue observed UV continua, which seem to imply that these galaxies are essentially dust-free.
Is it possible that a different treatment for galactic outflows could suppress the simulated SSFR, thereby deepening the predicted Balmer breaks? As can be seen from Figure  2 of Davé (2008) , the predicted SSFR is relatively insensitive to the details of the outflow treatment. This is because changing the outflow strength broadly increases or decreases M * and SFR together, without substantially changing their ratio (see also Dutton et al. 2009; Bouché et al. 2009 ). Hence it is unlikely that the predicted H160 − [3.6] colours could be made redder by modifying our outflow treatment.
Finally, it cannot be ruled out that the photometric uncertainties reported by Labbé et al. (2009) underestimate the true errors because the stacked fluxes could be biased by the presence of bright outliers. For example, if (despite their careful analysis) the rest-frame optical flux of a fraction of the sources in each bin were contaminated by incompletelysubtracted neighboring objects, the resulting error in the stacked SED would be difficult to detect given the small number of sources in each bin. This reinforces the need for larger samples both in order to reduce errors and in order to allow for more accurate uncertainty estimates.
In summary, our simulations produce blue UV continua and significant Balmer breaks at all luminosities, in qualitative agreement with observations. The faintest observed galaxies are 0.1 mag bluer than predicted, which may suggest that our feedback model insufficiently suppresses the metallicities of low-mass galaxies. Our predicted UV continua qualitatively reproduce the reported colour-magnitude trend as long as we include our metallicity-dependent dust reddening prescription. The simulations produce apparent Balmer breaks that are weaker than observed, even if we correct for resolution effects and account for nebular line emission. This is the most dramatic discrepancy that we have found, and it emphasizes the need for a better observational understanding of the nature of the observed apparent Balmer breaks at z 6 through K-band imaging, mid-infrared spectroscopy, or mid-infrared imaging with improved spatial resolution.
Direct Spectral Energy Distribution Fitting
In Section 5.1, we compared the predicted and observed colours of galaxies at z ∼ 7 without allowing the redshift or the amount of dust extinction to vary. This approach is justified if the photometric redshifts are accurate and the dust extinction is negligible. On the other hand, given that we do not model the dust extinction self-consistently and that the redshift is not well-constrained, a complementary approach is to allow these parameters to vary freely and ask how well the simulations can account for observations in principle. In this Section, we use our Bayesian SED- fitter spoc (Finlator et al. 2007 ) to determine how well the smoothly-rising SFHs fit observed SEDs at z ∼ 7 and discuss the implied physical properties.
Here we briefly review spoc; for details and tests see Finlator et al. (2007) . spoc operates similarly to other SED-fitters. Starting with a set of model SFHs, it generates a library of SEDs by resampling the SFHs over a grid of redshift z and dust column AV . Note that, in an improvement over our previous work, we include optical emission lines as described in Section 2.2. After comparing the library SEDs with the measurements, it uses a Bayesian analysis to derive the posterior probability for the various physical parameters from the likelihoods (exp(−χ 2 /2)) and any priors. The novelty of this approach is that we directly adopt numerically simulated SFHs and metallicities rather than assuming toymodel SFHs (for example, constant or declining). This imposes physically-motivated priors on the results because the prior probability of a given combination of age, metallicity, M * , and SFR is proportional to the number of model galaxies that form with these parameters. It is for this reason that, in contrast to conventional SED-fitting studies, spoc only resamples the model SFHs in z and AV . The number of free parameters is difficult to define given that the simulations do not sample parameter space uniformly. However, given that metallicity and SFR correlate tightly with M * whereas age varies only with redshift, there are effectively only three, namely M * , z, and AV . The resulting likelihoods are equally as interesting as the constraints because they quantify how well numerical SFHs can account for the full SEDs of individual objects, automatically identifying observed colours that challenge the models.
As a test of how well our numerical simulations can account for the full SEDs of reionization-epoch galaxies, we apply spoc to the three binned SEDs at z ∼ 7 from Labbé et al. (2009) in order to take advantage of their high signal-to-noise. We derive our model SFHs from snapshots of our 24 h −1 Mpc volume at a number of discrete redshifts between z = 6-8. We do not consider low-redshift solutions (see McLure et al. 2009 ). Perturbing each model galaxy in redshift and sampling 100 different values of AV between 0-1.5, we generate a library of 5 million model SEDs for comparison. We treat detections with less than 2σ significance as 2σ upper limits and adopt the reported measurements and errors in the other bands. We adopt the WFC3/IR Y105 and VLT/ISAAC Ks bands to compute simulated Y and K fluxes, respectively.
In Figure 8 , we compare the observations (black points) with the spectrum of the best-fit combination of model SFH, redshift, and AV (blue curve) and its associated photometry (magenta crosses). Examining the brightest bin first (top panel), we find that our best-fit SED matches the observed fluxes in all bands other than J125 and H160, both of which it underproduces by ≈ 2σ. Intriguingly, we find that optical emission lines completely explain the observed K − [3.6] and [3.6]−[4.5] colours. Many reionization-epoch SEDs show evidence for a blue optical continuum suggestive of optical emission lines Gonzalez et al. 2009 ). Our modeling suggests that these colours are real rather than reflecting observational uncertainty (for example, in the IRAC measurements), with several implications. First, it reinforces the need for SED-fitting studies to account for nebular emission (Schaerer & de Barros 2009 . Second, it surprisingly suggests that the difficulty with the observed H160 − [3.6] colours (Figure 7) , if observational in origin, may owe as much to the WFC3/IR as to the IRAC bands given that the K − [3.6] and [3.6] − [4.5] colours are not difficult to reproduce. Finally, it reinforces the need for deep K-band imaging in order to constrain the strength of the Balmer Break.
We may derive constraints from our posterior probability distributions by marginalizing over all but one parameter at a time and determining the resulting 68% confidence intervals. This method generally suffers from significant degeneracies between the derived age, metallicity, and dust extinction (for example, Shapley et al. 2001; Papovich et al. 2001) . However, restricting our attention to the SFHs that arise within our simulations partially breaks these degeneracies because the predicted range of SFHs is narrow, effectively introducing tight priors (for details, see Finlator et al. 2007) . We find z = 6.7±0.1, AV = 0.6±0.1, log(M * /M⊙) = 9.6 ± 0.1,Ṁ * = 16.0 ± 3.8M⊙yr −1 , and Z = 0.007 ± 0.0009. The inferred SFR is 60% larger than inferred by Labbé et al. (2009) , and the inferred stellar mass is 10% lower (both numbers are corrected for the different assumed IMFs). Meanwhile, the inferred dust column is much larger than would be expected from the blue J125 − H160 colour. This explains why the model SED is too red in H160 − [3.6] whereas, with our fiducial dust prescription, it was too blue (Figure 7) . Not surprisingly, the associated J125 − H160 colour is now also too red whereas it was in good agreement with the observed colour in Figure 7 . These constraints are driven largely by the K-[4.5] bands, and the lower stellar mass is permitted in part by the inclusion of nebular emission lines (for example, Schaerer & de Barros 2010; Ono et al. 2010) .
In the bottom panels, we compare the stacked SEDs from the medium and faint bins of Labbé et al. (2009) with the best-fit model SEDs. These bins yield generally better fits to our models than the brighter bin. As before, the simulated SEDs readily reproduce the observed [3.6] − [4.5] colours owing to the presence of optical emission lines. The medium stack implies the physical parameters z = 6.8±0.1, AV = 0.08±0.08, log(M * /M⊙) = 8.8±0.1, SFR=3.1 ± 0.4M⊙yr −1 , and Z = 0.0040 ± 0.0006, while the faint stack corresponds to z = 6.9 ± 0.1, AV = 0.09 ± 0.08, log(M * /M⊙) = 8.5 ± 0.1,Ṁ * = 1.5 ± 0.3M⊙yr −1 , and Z = 0.0032 ± 0.0007. As before, the stellar masses are lower than would be inferred without emission lines. Meanwhile, the inferred SFRs are 10-30% lower than inferred by Labbé et al. (2009) (after accounting for the different IMFs) owing to the low predicted metallicities. The inferred dust columns are significantly lower than in the bright bin. Note, however, that deeper observations in K may eventually demand higher dust columns in the faint bins as well.
Survey Completeness
We may use our simulated SEDs to predict the completeness of current surveys. In detail, of course, completeness varies with the selection strategy. However, a tight correlation between stellar mass and SFR implies that the completeness of UV-selected samples is dominated by the detection limit rather than by colour cuts . This is especially true when the dust column is low. For example, the colour cuts in Oesch et al. (2010a) do not eliminate any of our simulated galaxies at z = 7.
In Figure 9 , we plot using heavy curves the number fraction of galaxies that are selected by the 5σ detection limits in J125 and H160 of Bouwens et al. (2010a) versus stellar mass both with and without dust. Galaxies with M * 10 9 M⊙ are selected efficiently assuming that dust reddening is small (E(B − V ) 0.05) owing to their high star formation rates. Dust increases the 50% completeness limit from 10 8.7 M⊙ to 10 8.9 M⊙ by extincting galaxies whose UV luminosities are already near the detection limits. Galaxies with stellar masses less than 10 8.5 M⊙ are not selected efficiently regardless of dust because their star formation rates are too low. The 5σ detection limit for a 10 4 second exposure through the JWST/NIRCAM F200W filter will be K = 29.72; 1 we show how this improves the mass completeness using light curves. Clearly, a relatively shallow JWST exposure will readily detect objects that are 10% as massive as the least massive objects detected in the WFC3/IR ERS fields. The impact of dust extinction will be weak owing to the low metallicity (Figure 11) .
These results are robust to our choice of input physics or mass resolution. This is because the mass completeness is mostly sensitive to the specific star formation rate, which in turn is relatively insensitive both to our choice of outflow strength and mass resolution.
1 http://www.stsci.edu/jwst/instruments/nircam/sensitivity/index_html Figure 9 . Completeness versus stellar mass at z = 7. Curves show how the number fraction of galaxies that are selected by two different criteria varies with stellar mass in simulated catalogs with (solid red) and without (dashed blue) dust reddening. Heavy curves correspond to the current 5σ limiting magnitude in the WFC3/IR ERS fields of J 27.7 ∧ H 27.4 (Bouwens et al. 2010a) . Light curves correspond to the 5σ detection limit for a 10,000 second exposure in the JWST/NIRCAM F200W band. Current surveys detect most galaxies more massive than 10 9 M ⊙ and few that are below 10 8.5 M ⊙ , while JWST will easily detect objects that are 10% as massive.
PHYSICAL PROPERTIES
In this section, we summarize the predicted physical properties of our simulated galaxies at z 6, where possible comparing with observational inferences. The most important physical process impacting these predictions is our simulation's implementation of momentum-drive outflows, and we have previously explored the effects at z = 6 of varying our outflow treatment in DFO06.
Star Formation Rates
We show in Figure 10 how SFR relates to M * in our simulated catalogs (black points) at four different redshifts. Broadly, we predict SFR∝ M 0.95-1.05 * at all redshifts, confirming our previous results (DFO06). The predicted slope at z = 7 of 1.05 is in excellent agreement with the reported slope of 1.06 ± 0.1 , and the agreement is good at the other epochs as well. This comparison is a nontrivial test of our model, and given that our simulations were not tuned to reproduce such a trend-in fact, this class of simulations predicted it (Davé et al. 2000; Weinberg et al. 2002 )-the level of agreement is remarkable.
There are two possible interpretations for a near-unity slope. One possibility is that galaxies begin forming stars at different epochs, but once they begin, their growth is exponential with a timescale M * /Ṁ * . This timescale is observed Figure 10 . Panels a-c show simulated (black points) and observed (coloured shapes) SFR-M * relationships. The three simulated loci correspond to our three volumes, and their good agreement suggests that numerical errors are weak. We include the slope and dispersion about the best-fit linear relation from the r24 volume at each redshift. Panel d shows the simulated relationships at z = 9 (red crosses) and z = 6 (blue points) as well as typical evolution of individual galaxies from z = 9 → 6 (arrows). The red square at z = 8 is from Bradley et al. (2008) , where we assume constant star formation and Z * = 0.0004; the black triangle corresponds to the best-fit SFH to the z = 7.7 stack of Labbé et al. (2009) ; and the magenta hexagon is Object 1 from Capak et al. (2009) . At z = 7, black triangles are the stacked results from Labbé et al. (2009) ; the red square is from Egami et al. (2005) , where the point represents the average of the inferences assuming a 100 Myr exponentially decaying SFH over the different assumed metallicities, and the errors reflect this error added in quadrature to assumed photometric errors of (5%, 20%) in the (SFR, mass); the magenta hexagon is Object 3 from Capak et al. (2009) ; and the green square is the z = 6.6 LAE stack of Ono et al. (2010) , where we plot result from the "pure stellar" model with Z/Z ⊙ = 0.2. At z = 6, the blue pentagon is LA34 from Lai et al. (2007) ; the red square is from Dow-Hygelund et al. (2005); the black triangles are from Eyles et al. (2007) ; and the green square is from the stacked SED at z = 5.7 of Ono et al. (2010) assuming "pure stellar" models with Z/Z ⊙ = 0.2. We have subtracted 0.18 dex from all observationally inferred SFR and M * to adjust from the Salpeter to the Chabrier IMF. Our simulations predict that SFR ∝ M * , with tight scatter and a weakly-evolving normalization. The slope and evolution of the simulated trend are in good agreement with observations, but the normalization may be offset by a factor of 2-3.
to be ≈ 500 Myr at z = 6 (Stark et al. 2009 ), although our simulations indicate somewhat shorter timescales of 200-350 Myr (note that accounting for optical emission lines will bring observations into closer agreement with our predictions; Section 5.2). The short growth timescales could then imply a bursty star formation scenario in which galaxies "turn on" at different times, form stars with a short duty cycle and a constant exponential growth timescale, and then fade into a quiescent state (Stark et al. 2009 ). There are two difficulties with this picture. One is that it is not obvious why galaxies that begin forming at very different times should nonetheless obey the same exponential growth timescale with negligible scatter. The other is that bursty models predict a large population of quiescent galaxies at z 4 that has not been observed (Brammer & van Dokkum 2007) . We will return to these points in Section 7.
A second interpretation of the near-unity slope is that SFHs at z 6 have a scale-invariant shape. This is because, if all galaxies begin forming stars at the same time and with the same SFH shape, then the SFR and the M * both vary linearly with an overall scale factor. Consequently, the slope remains near unity until a mass-dependent process such as hot-mode accretion or AGN feedback breaks the scale-invariance and flattens the slope (Davé 2008) . In this smoothly-rising SFH scenario, the growth timescale is dominated by smooth inflows, which in turn are regulated by the competition between the growth of halo potential wells and the decrease in the cosmic density (Bouché et al. 2009; Dutton et al. 2009 ). It is not easy to distinguish observationally between the bursty and the smoothly-rising scenarios using UV-selected samples, although our models (and, for that matter, all hydrodynamical simulations) support the latter view. However, we will discuss other observational probes in Section 7.
The predicted normalization may be slightly offset from observations. This offset could have two possible implications. First, it suggests that observationally inferred stellar masses are too high because they do not include the effect of optical emission lines. Accounting for this would likely reduce observationally inferred stellar masses by 0.1-0.3 dex (Figures 7 and 8) , improving the agreement with predictions. In support of this view, Labbé et al. (2009) have found that applying an observationally-motivated estimate for the strength of the OII emission line lowers the typical inferred M * at z = 7 by 0.17 dex. The second implication is that our simulated SFRs are slightly too high, which we previously noticed evidence for in Figure 2 . It is tempting to suppose that strengthening our outflows would solve this problem. Unfortunately, as noted in Section 5, this would not suppress the predicted SSFR because increasing the outflow mass-loading factors reduces M * andṀ * together without changing their ratio (see also Dutton et al. 2009 ). Hence it is not simple to understand how the bulk of the offset could be attributed to our input physics.
The predicted dispersion about the mean trend is ≈ 0.1 dex at all redshifts. This tight scatter reflects the tendency for star formation to be driven by smooth gas accretion rather than by interactions (Kereš et al. 2005; Birnboim et al. 2007) . It is somewhat less than the reported scatter of 0.25-0.3 dex at z ∼ 7 ). Given that observational uncertainties boost the observed scatter, it is possible that the true scatter is consistent with our predictions. It is also possible that our limited numerical resolution does not account fully for the minor interactions or discrete infalling clouds that perturb galaxies away from their equilibrium SFR. We evaluate this possibility by plotting the predicted SFR-M * trend from all three of our simulation volumes at each redshift (hence the three separate "clumps" in the simulated locus). These three volumes span a factor of 64 in mass resolution and should immediately reveal which predictions are strongly sensitive to numerical effects. The offsets in the trends are small compared to the scatter, and the scatter does not vary with resolution. This indicates that the predicted trends are numerically converged. Moreover, it is interesting to note that the mass resolution of our 12h −1 Mpc simulation is 50% higher than the gas-phase mass resolution with which Mihos & Hernquist (1996) demonstrated that mergers can boost SFRs of MWscale galaxies by factors of 10-100. The fact that our predicted SFR-M * scatter remains small despite our resolving power supports the view that the predicted scatter is robust to resolution limitations, and that dramatic merger-driven starbursts are indeed uncommon at high redshift. Dutton et al. (2009) use a semi-analytic model for the growth of disk galaxies within a smoothly-accreting halo to predict a scatter of ∼ 0.1 dex at all redshifts. They attribute this to scatter in the mass accretion histories of the host halos. They then speculate that the larger observed scatter could owe to scatter in the gas accretion rate at fixed halo mass, which their model does not account for. Our simulations account for this effect self-consistently, hence the fact that our predicted scatter agrees with theirs argues that the observed scatter is not dominated by scatter in the gas accretion rate at fixed halo mass.
In the bottom-right panel, we show how galaxies' masses and SFRs evolve from z = 9 → 6 in each of our simulation volumes. Red crosses and blue points show the simulated loci at z = 9 and 6, respectively. Comparing these loci reveals that the SFR at a given M * (that is, the normalization of the M * -Ṁ * relation) is predicted to decline by ≈ 0.3 dex from z = 9 → 6. As we have already seen, observations also indicate that this normalization evolves weakly out to at least z = 8, qualitatively supporting this picture (Gonzalez et al. 2009; Stark et al. 2009 ). This slow evolution indicates that galaxies grow roughly exponentially during this epoch, as can also be seen from the shallow evolution of the slope of the mean SFH after z = 9 in Figure 1 . As pointed out by Stark et al. (2009) , the only smooth SFH that is consistent with these trends is a rising one.
In order to illustrate how this works, we have added arrows indicating the typical evolution of individual galaxies during this epoch. We trace this evolution by looping through the 10 most massive galaxies identified in each simulation at z = 6 and searching for their most massive progenitors at z = 7-9. We then average the masses and SFRs of these 10 galaxies at z = 6 and their most massive progenitors at z = 9; the resulting average evolution is representative of how all galaxies are predicted to evolve. Galaxies evolve in a direction that is slightly shallower than the mean trend at a given redshift. The tendency to evolve nearly parallel to the observed trend indicates smoothly-rising, nearly exponential growth while the slightly shallower slope reflects a slow decline in gas accretion rates owing to cosmological expansion (Bouché et al. 2009 ).
Observational inferences suffer from two systematic biases, either of which could introduce artificial offsets or scatter at each redshift. First, the relevant data were measured by many different groups (see the caption), each of which introduces slightly different photometric techniques and selection biases. The reported errors may be underestimated (Schaerer & de Barros 2010) although side-by-side comparisons suggest that this problem is not large (Finkelstein et al. 2009 ). Second, different groups used different assumptions in SED-fitting. This introduces scatter because the choice of SFH and stellar metallicity biases the inferred stellar mass by 10-30% on average, with biases of up to a factor of 10 possible for certain model SFHs (for example, Shapley et al. 2001; Papovich et al. 2001; Finlator et al. 2007; Maraston et al. 2010) . It would be of interest to reproduce these observational constraints using unified modeling assumptions at all epochs in order to minimize these effects (for example, Schaerer & de Barros 2010) . Viewed differently, however, it is intriguing that, despite the variety of observational and modeling techniques that underlie these observations, the resulting constraints tell a consistent story: The observed SFR-M * trend obeys a near-unity slope, its normalization evolves slowly, and it may be slightly offset to lower SFR or higher M * than predicted by our model. It is not unreasonable to suppose that applying a consistent set of modeling assumptions to these data would only tighten and reinforce the inferred trends.
In summary, current observations indicate that our simulations reproduce the observed slope and evolution of the SFR-M * trend at z 6, while the normalization may be somewhat offset and the scatter is 50% lower than observed. The near-unity slope supports the view that observed reionization-epoch galaxies began forming stars at similar epochs and possess SFHs that differ from one another only by a scale factor. The offset in the normalization, if confirmed, indicates that the inferred stellar masses are too high because they do not correct for optical emission lines. The weak observed evolution in the normalization is inconsistent with any smooth SFH other than a rising one. The small predicted and observed scatters are broadly consistent with the view that high-redshift star formation is driven predominantly by gas inflows rather than mergers, while the fact that the observed scatter is larger may reflect observational uncertainties.
Metallicities
Direct observations of gas-phase abundances now indicate that galaxies exhibit progressively lower metallicities at higher redshifts (Erb et al. 2006; Maiolino et al. 2008) . In DFO06, we showed that this occurs naturally in the hierarchical growth scenario and predicted that observable galaxies at z ∼ 6 should exhibit metallicities less than one tenth solar. Since then, a number of works have lent qualitative support to this prediction by noting that subsolar metallicities yield better fits to observed SEDs at z 6 than solar metallicities (for example, Eyles et al. 2007; Stark et al. 2009; Bouwens et al. 2010a; Labbé et al. 2010) .
On the other hand, an important result from DFO06 was the prediction that very little of the observable star formation at z ∼ 6 should result in primordial-metallicity "Population III" stars because metal enrichment occurs so quickly. Given that our updated simulations incorporate significantly more realistic treatments for metal enrichment (Section 2), it is of interest to determine whether these results have changed. To this end, we use this section to update our predicted mass-metallicity relation at z 6 and show that improving our treatments for metal enrichment revises our predicted metallicities up rather than down, supporting Figure 11 . Simulated SFR-weighted gas metallicity (blue top locus) and mass-weighted mean stellar metallicity (red bottom locus) versus stellar mass at z = 7. We assume a solar photospheric oxygen mass fraction of 0.00574 (Asplund et al. 2009 ). The three "clumps" indicate our three simulation volumes. The arrows indicate the mean evolution in stellar mass and stellar metallicity of the 10 most massive galaxies in each simulation volume from z = 9 → 6. Observable galaxies are already enriched above 0.1Z ⊙ by z = 7. Their evolution is slightly steeper than the mean trend at a given epoch owing to weak evolution in the normalization of the mass-metallicity relation.
our view that reionization-epoch galaxies should not exhibit a significant contribution from Population III stars.
In Figure 11 , we show with red points (bottom locus) the mass-weighted mean stellar oxygen metallicities of our simulated galaxies at z = 7, normalized to the solar photospheric oxygen mass fraction. Broadly, we predict that observed reionization-epoch galaxies possess metallicities greater than 0.1Z⊙. We also predict a tight trend with ≈ 0.1 dex of scatter in the residuals, similar to our previous finding at z = 2 (Finlator & Davé 2008) . Note that the predicted relation for the iron mass fraction is similar but shifted down by 0.2 dex, reflecting the weak contribution of prompt Type Ia supernovae at early times.
The upper, blue locus shows the SFR-weighted mean gas-phase oxygen metallicities for the same galaxies. These points predict that gas metallicities follow the same trends as the stellar metallicities but boosted by ≈ 0.2 dex becase stellar metallicities reflect the lower metallicities that characterized each galaxy's progenitors. This figure may be compared to Figure 5 of DFO06, where we used a similar set of simulations to predict that the gas-phase metallicities at z =6-8 were generally larger than 1/30Z⊙. Our current simulations track metal enrichment significantly more realistically, as summarized in Section 2. Given this abundant increase in realism, the fact that our newer simulations predict higher metallicities than our previous work underscores the conclusion that observable stellar populations at z =6-9 should not contain a significant stellar mass fraction below the Population III threshold of [O/H] < −3 (Bromm & Larson 2004) .
We use arrows to indicate how galaxies evolve in stellar mass and stellar metallicity from z = 9 → 6 in each of our three simulation volumes (the gas-phase metallicity is similar, but shifted up by 0.2 dex). We compute this mean evolution using the 10 most massive galaxies in each volume at z = 6 as described in Section 6.1. Galaxies evolve along a direction that is slightly steeper than the mean trend at z = 7. This can be understood as follows (see also Finlator & Davé 2008 ): In the presence of strong outflows, galaxy metallicities closely track the equilibrium metallicity Z = y/(1+ηW ), where y is the metal yield and ηW is the mass-loading factor, or the rate at which material enters the outflow divided by the SFR. This equilibrium metallicity owes to strong coupling between the inflow, star formation, and outflow rates. In the momentum-driven wind scenario, ηW shrinks with increasing mass, hence the equilibrium metallicity grows with increasing mass. The tendency for galaxies to evolve slightly more steeply than the mean trend at a given epoch reflects the prediction that the normalization of the mass-metallicity relation grows by 0.2 dex from z = 9 → 6.
To understand the increase in our predicted metallicities with respect to DFO06, note that, at a fiducial stellar mass of 10 9 M⊙ and redshift z = 6, DFO06 predicted a gasphase metal mass fraction of 0.002, whereas our current simulations predict a mass fraction of 0.006 overall, with 0.005 of this in oxygen alone. This increase owes to the various improvements within both our simulations and our analysis: The newer code predicts noticeable α enhancements at z = 6; the adopted mass-loading factors were twice as large at a given halo mass in our previous simulations; and our adoption of a Chabrier (2003) IMF when computing the yields significantly boosts the enrichment rates. Each of these effects boosts the predicted gas-phase metallicities by 0.1-0.3 dex, hence an overall factor of three increase is not surprising. This difference may be regarded as an estimate in the uncertainty owing to our imperfect understanding of how metals are created and transported (although we believe that our current simulations are the more realistic). For example, if we were to re-run our simulations with higher mass loading factors in order to improve the agreement between the simulated and observed UV LFs (Figure 2 ), our predicted metallicities would shrink by 0.1-0.3 dex. Broadly, however, this uncertainty is far too small to change the fundamental conclusion from Figure 5 of DFO06: Observable stellar populations at z =6-9 are robustly predicted to have metallicities that are well in excess of 0.01Z⊙, hence it should be possible to understand their SEDs without reference to the predicted SEDs of Population III stars.
Despite the fact that star formation at z 6 is dominated by metal-enriched gas, a residual fraction of metalpoor star formation is predicted to persist even in observable galaxies. To estimate this, we have computed for each simulated galaxy the fraction of star formation occurring in gas whose oxygen mass fraction falls below 10 −3 Z⊙. In Figure 12 , we show how this fraction varies with absolute magnitude at z = 6 (points) and z = 9 (red crosses). At both redshifts, we predict that roughly 10 −3 of all star formation occurs in metal-poor gas, fairly independent of luminosity. Hence it is entirely possible that the observed reionization- Figure 12 . The fraction of star formation occurring in gas with oxygen mass fraction less than 10 −3 Z ⊙ as a function of absolute magnitude at z = 9 (red crosses) and z = 6 (black points). A residual fraction of Population III star formation is predicted to persist even in bright galaxies at z = 6. epoch samples contain a tiny fraction of Population III star formation although the impact on the total SEDs is negligible. In detail, comparison of the three simulated loci suggests that our simulations do not completely resolve the metalmixing processes that determine the Population III fraction. Extrapolating the trend from the highest-resolution simulation, we find that galaxies with MUV = −17 may have a Population III fraction as high as 1%. This population may eventually be detectable through its enhanced rate of pair production SNe or GRBs. Note that these results are in qualitative agreement with previous suggestions that a residual level of Population III star formation persists after z = 6 (Tornatore et al. 2007; Johnson 2010; Maio et al. 2010; Trenti et al. 2009 ). Salvaterra et al. (2010) have recently used observed samples at z = 5-10 to test the predictions of a cosmological hydrodynamic simulation that differs from ours in three major respects: First, they incorporate an explicit treatment for the transition from Population III to Population II star formation whereas our simulations do not treat Population III. Second, they treat the formation, destruction, and dispersal of dust grains in detail in order to predict the dust reddening whereas our model ties the normalization of a foreground dust screen to local observations. Finally, their simulations model galactic outflows under the assumption that the mass-loading factor and wind speeds do not vary (Springel & Hernquist 2003) while our simulations assume momentum-driven winds (Murray et al. 2005) . Despite these differences, their finding that the impact of Population III stars on observable z = 6-8 galaxies is slight ( 1% of the UV luminosity for MUV < −18) is qualitatively −18 (solid blue) and -19 (dashed red). The arrows indicate the hypothetical minimum halo mass for each sample (see text). The simulated HOD lies well below unity for low-mass halos log(M h /M ⊙ ) < 11 owing to strong outflows, and it climbs gradually owing to significant scatter in the relationship between halo mass and M 1350 . bottom The cumulative occupancy for samples satisfying the same luminosity cuts as in the top panel. Thick and thin curves show the cumulative halo occupancy with and without additional galaxies in halos that host more than one galaxy satisfying the luminosity cut. The predicted occupancies lie within the observationally inferred range of 0.15-0.6 ), but they reflect a suppressed HOD owing to outflows rather than a star formation duty cycle. consistent with our own results, and justifies our decision to neglect the associated processes in our simulations.
INTERPRETING THE OBSERVED HALO OCCUPANCY
Up until this point, we have used a variety of arguments to demonstrate that, if Lyman Break galaxy (LBG) SFHs are smooth, then observations indicate that they must be rising rather than constant or declining. We have not yet considered the possibility that LBG SFHs are highly bursty. For example, Lee et al. (2009) recently used accurate clustering observations at z = 4-6 to show that the fraction of massive halos that host LBGs (hereafter, the "occupancy") is likely less than unity, and interpreted this as evidence that LBGs have short star formation duty cycles. Subsequently, Stark et al. (2009) built upon this idea to speculate that the progenitors of LBGs observed at one epoch may not be observable at earlier epochs since the progenitors' SSFRs would violate the observed non-evolving SSFR. This interpretation echoes Ferguson et al. (2002) , who used restframe UV-optical measurements combined with toy-model SFHs to demonstrate that the progenitors of LBGs at z = 3 cannot dominate the observed star formation rate density at z = 4 if SFHs are smooth. In this Section, we explore how our simulations populate dark matter halos with LBGs and argue that outflows naturally give rise to the observed occupancy, with the implication that there is no conflict between clustering observations and the smoothly-rising SFH scenario. We defer a more direct comparison of our predicted clustering properties with observations to future work.
Halo Occupation Distribution
For reference, we begin by reviewing how an observed sample's occupancy may be inferred from its LF and clustering behavior. The connection is made by modeling the underlying galaxy population's halo occupation distribution (HOD; Berlind & Weinberg 2002; Bullock et al. 2002) , or the mean number of observable galaxies as a function of halo mass. This in turn derives from the survey selection probability, the LF of isolated halos, and the subhalo mass function (Yang et al. 2003; Lee et al. 2009 ). To be explicit, let us define the isolated halo LF dNg/dL(M ) as the intrinsic number of galaxies with luminosity between L and L+dL in a halo of mass M ; the selection probability for galaxies of luminosity L as p(L); and the number of subhalos with mass between m and m+dm contained within a halo of mass M as dN sh /dm(M ). Then the mean number of observable galaxies as a function of halo mass Ng M is (dropping the L and M dependencies for clarity):
The first and second terms in Equation 2 describe the contributions of central and satellite galaxies, respectively. Generally, one assumes that p(L) can be modeled and that the halo and subhalo mass functions are known. In this case, HOD modeling consists of devising a functional form for the isolated halo LF and then constraining its parameters to reproduce the observed luminosity function and clustering properties. For reference, we refer to the intrinsic LF of individual halos including the subhalo contribution as the conditional luminosity function (CLF). After constraining the HOD, it is straightforward to inquire what fraction of the halos that are eligible to host an observable galaxy actually do so. If it is assumed that all halos more massive than the lowest-mass halo that contributes to the sample Mmin are eligible, then this occupancy is given by
where dN h /dM is the (parent) halo mass function. Note that, throughout this discussion, we use "occupancy" to denote the mean number of observable galaxies hosted by halos within a certain mass range, including the contribution of their subhalos. By contrast, the "duty cycle" of Lee et al. (2009) refers to the integral of the LF over luminosity for a single halo, neglecting subhalos. For sufficiently small assumed scatter in the luminosity-halo mass relation, these quantities are the same. Observationally, the mean occupancy turns out to be robustly less than unity at z =4-5 ). Unfortunately, the physical implication of this result is unclear because the nature of the galaxies that inhabit "dark" halos is unconstrained. One possibility is that all halos above Mmin do, in fact, host a star-forming galaxy and that a fraction 1 − Ng/N h are in a temporarily quiescent state. In this case, the occupancy Ng/N h constrains the star formation duty cycle Lee et al. 2009; Trenti et al. 2010 ). Another possibility is that the galaxies in the "dark" halos are actively star-forming but are too dusty to satisfy LBG colour selections. In this case, the occupancy constrains the scatter in the dust column distribution. To see this, note that randomly rendering half of all actively star-forming galaxies too dusty to satisfy LBG selection criteria would shift the inferred HOD down by 50%. For sufficiently steep low-mass cutoffs, this would not change Mmin, hence the ratio Ng/N h would also decrease by 50%. It is also possible that not all halos above Mmin host galaxies whose masses are comparable to those of LBGs (LBG "cousins"). In this case, Ng M constrains the CLF and a low observed occupancy has two possible interpretations: Either the CLF has a low normalization and many halos do not host galaxies at all, or it has a steep faint end and "dark" halos host low-mass galaxies that are too faint to be observed. We will now demonstrate that our simulations naturally yield this last scenario, and that there is therefore no conflict between a low observed occupancy and a smoothly-rising SFH scenario. In order to illustrate this possibility, we shall consider our simulated LBG HOD at z = 5.5. To derive it, we identify dark matter halos using the friends-of-friends group finder fof 2 with a linking length tied to the virial overdensity at z = 5.5. We then match the halo and galaxy catalogs and assign galaxies to parent halos. Finally, we count the number of simulated galaxies brighter than absolute magnitude cuts of -18 and -19 that live within each halo. This simple approach does not isolate subhalos from parent halos, hence it only allows us to compute the sum of the two terms in Equation 2. However, this is sufficient for our present purposes; we leave a more detailed analysis of our simulated HOD for future work.
In the top panel of Figure 13 , we show the resulting predicted HODs. Broadly, the simulated LBGs live in halos with masses in the range log(M h /M⊙) =10-12. Brighter galaxies live preferentially in more massive halos as observationally inferred (for example, . Both HODs rise steeply from a luminosity-dependent minimum halo mass Mmin, then turn over by log(M h /M⊙) = 11, then rise as a power law to higher masses. Mmin, which we define as the mass of the least massive halo that hosts at least one galaxy satisfying the luminosity threshold, is log(Mmin/M⊙) =10.0 and 10.5 for M1350 < −18 and −19, respectively, and the corresponding power law slopes are 0.8 ± 0.1 and 1.0 ± 0.2.
The fact that our HOD lies well below unity at low masses has two important implications. First, our simulated HOD does not resemble conventional "centralsatellite" models in which nearly all halos more massive than Mmin host 1 galaxy (for example, Berlind et al. 2003; Kravtsov et al. 2004; Zheng et al. 2005 ) because roughly half of the simulated LBGs satisfying current detection limits live in halos less massive than the mass scale at which the HOD crosses unity. Second, it implies that the mean occupancy (Equation 3) is also less than unity. We confirm this in the bottom panel, which gives the cumulative occupancy at each halo mass for all halos between Mmin and that mass. Our predicted occupancies of 0.15-0.3 are consistent with the observationally inferred range at z = 4-5 of 0.15-0.60 ). However, they do not correspond to a star formation duty cycle because our simulated duty cycle is essentially unity (Figures 9 and 10) . Instead, they indicate that our simulated CLF does not assign an observable galaxy to each halo above Mmin. This possibility reconciles the smoothly-rising SFH scenario with the observed clustering behavior of LBGs, but it raises the question of why our predicted HODs climb so much more slowly than would be expected in conventional central-satellite scenarios. The answer lies in the impact of outflows. DFO06 showed that, in the absence of outflows, halos at z = 6 are expected to contain roughly their global fraction of baryons. These baryons invariably collapse into galaxies on a dynamical timescale, leading to the conventional HOD picture such as the SPH model of Berlind et al. (2003) . By contrast, momentum-driven winds evacuate an increasing fraction of the baryons at lower halo masses because the massloading factor ηW scales inversely with the velocity dispersion. This mass dependence boosts the scatter in the relationship between baryonic mass and halo mass because the instantaneous outflow strength depends on both the galaxy mass and the redshift, with the result that a galaxy's timeaveraged outflow strength depends on its entire growth history. Consequently, a significant fraction of isolated central galaxies that would be observable in the absence of outflows are suppressed below observational limits, rounding off the low-mass end of the HOD and suppressing the predicted occupancy. Broadly, these effects are expected to be significant if the outflow mass-loading factor ηW > 1. For galaxies brighter than MUV = −18, our simulation assigns massloading factors of 3-7, hence this condition is satisfied for all observable galaxies at z = 5.5. Note that the possibility that feedback could dramatically alter the predicted HOD was also raised by Berlind et al. (2003) and Zheng et al. (2005) .
While we have argued that scatter in halo formation histories dominates the halo occupancy at low halo masses, two other processes could scatter galaxies below M1350 = −18. First, Yoshida et al. (2002) have shown that, in the absence of outflows, halos consisting of fewer than 75 dark matter particles show significant scatter in their gas fractions owing to numerical effects. Such an effect would suppress the predicted occupancy at low halo masses. This effect should be negligible in our simulations because the smallest halo that hosts an observable galaxy contains roughly 1000 dark matter particles, indicating that our resolution cut is conservative. Second, intrinsic scatter in the relationship between dust column and halo mass has a similar effect because it selectively suppresses the luminosities of the central galaxies of some low-mass halos below detection thresholds. Our dust prescription does contain intrinsic scatter, and the HODs in Figure 13 include this effect. Neglecting dust extinction boosts the predicted occupancies for the fainter sample from 0.3 up to 0.4. Hence the predominant factor suppressing the Figure 14 . The simulated CLF at z = 5.5 in three bins of halo mass; mean halo masses and occupancies within these bins are indicated. The CLF is well-approximated by a power law whose slope steepens and normalization decreases to lower masses. The mean occupancy increases with increasing halo mass as observed, but in our simulations this reflects the mass-dependence of the CLF rather than a star formation duty cycle.
predicted occupancy of low-mass halos is outflows rather than numerical effects or dust extinction.
Conditional Luminosity Function
If "dark" halos do not host LBGs that are experiencing a temporarily quiescent phase, then what sort of galaxies do they host? We propose that halos that are more massive than Mmin but that do not host an observable galaxy preferentially host galaxies that are simply faint. In Figure 14 , we illustrate this possibility through the predicted CLF at z = 5.5 in three bins of halo mass. The halo mass bins are 1.26 < M h < 2.5, 2.5 < M h < 5, and 5 < M h in units of 10 10 M⊙; the corresponding mean halo masses are indicated in the Figure. For each bin, we compute the predicted CLF by counting the number of galaxies as a function of absolute UV magnitude (including dust) whose host halo mass falls within that mass bin and then dividing by the number of simulated halos in that bin. Our CLF is wellapproximated by a power law whose slope flattens and normalization increases with increasing halo mass. Unlike the wind-free models of Zheng et al. (2005) , it does not show a bump at high luminosities corresponding to the central galaxy contribution because the scatter in the relation between halo mass and UV luminosity smooths this feature out. These CLFs have several interesting implications. First, their steep slopes imply that most halos above 10 10 M⊙ host galaxies whose luminosities fall below current detection limits. Second, the presence of faint galaxies in massive halos (largely as satellites) explains the observation of enhanced substructure around bright galaxies at z = 4 (Lee et al. 2006 , Figure 5 ). Finally, integrating these functions down to the current observational limit of M1350 <= −18.0 yields the mean observable occupancy in bins of halo mass, which we find grows from 0.05 to 1.56 as the halo mass increases by a factor of 10. This finding supports the assumption of HODs that predict a lower LBG occupancy at lower halo masses (Lee et al. 2006 ), but within our simulations it reflects the mass dependence of the CLF rather than a halo mass-dependent star formation duty cycle.
In summary, Figures 13 and 14 show that our simulations are consistent with observed LBG occupancies of less than unity, but-given our near-unity star formation duty cycles-they predict that the "dark" halos preferentially host galaxies that are simply too faint to be observed rather than galaxies that are temporarily dusty or quiescent. Of course, scatter in the dust column and SFR at a given halo mass must contribute to the observed occupancy at some level, but our simulations suggest that these effects are not dominant. It is possible that other feedback processes such as local ionizing backgrounds (Cantalupo 2010; Gnedin 2010) or energy-driven outflows may be similarly successful in reproducing the observed occupancy, although momentum-driven outflows are attractive because they have already been shown to reproduce a wide variety of complementary constraints (Section 2). The important point is that there is no conflict between the observed low occupancies and the smoothly-rising SFH scenario. This interpretation makes several predictions, which we discuss in the next section.
Predictions
First, invoking strong outflows in order to explain the suppressed observed occupancy predicts that the minimum mass halo that can contribute to the observed sample Mmin is larger than would be expected given the galaxy's baryonic mass and the global baryon fraction. To illustrate this, we have determined the predicted relationship between M1350 and baryonic mass at z = 5.5, multiplied by ΩM /Ω b to obtain the minimum mass halo that could host a galaxy with M1350=-18 and -19, and marked these minimum halo masses with arrows in the top panel Figure 13 . The actual minimum halo mass is roughly twice as large as would be expected without strong feedback (for example, Berlind et al. 2003; Zheng et al. 2005) . Note that increasing our outflow strengths in order to improve the agreement with the observed colours and UV LF (Figures2 and 7) would widen this gap.
Second, mass-dependent outflows that "round off" the HOD at low masses tend to increase the minimum mass halo that hosts an average of one satellite galaxy, M1, even more than they increase Mmin. Consequently, we find that the ratio M1/Mmin is 17-18 for both simulated LBG samples. Zheng et al. (2005) noted that simulations that do not treat outflows predict a ratio of 14 whereas a SAM that did predicted ratios of roughly 18. By contrast, low redshift observations indicate a ratio of 18 (Zehavi et al. 2005; Zheng et al. 2007) , in excellent agreement with our outflow model. These considerations suggest that galaxy clustering measurements are sensitive to the effects of galactic outflows, although further inquiry is required in order to understand how constraining these measurements are.
Third, if the galaxies living in "dark" halos are LBG "cousins" that happen to be quiescent or dusty, then the complementary galaxy fraction should be visible in optically-selected samples. Hence the smoothly-rising SFH scenario predicts that UV-selected and optically-selected samples should largely overlap. Brammer & van Dokkum (2007) used a Balmer break selection to identify samples of galaxies at z ∼ 2.4 and 3.7 that directly test this idea. They found that, while some of their z ∼ 2.4 sample possess red UV continua indicative of significant dust or a less active star formation phase, the majority of their z ∼ 3.7 sample possess blue continua and would satisfy LBG colour cuts even though they were selected on the basis of their Balmer breaks. This finding argues against the existence of a significant population of quiescent or dusty B-dropout "cousins" (see also Overzier et al. 2009 ). Note that this conclusion is not in conflict with the observation that 80% of massive (M * > 5 × 10 10 M⊙) galaxies at z 3.5 may be too red for LBG selections (Mancini et al. 2009 ) because the majority of star-forming galaxies at z 4 are not expected to be this massive-indeed, observations suggest that galaxies become increasingly low-mass and dust-free at redshifts above 3 (for example, Brammer & van Dokkum 2007; Verma et al. 2007; Bouwens et al. 2009a Bouwens et al. , 2010a . Further exploration of optically-selected samples at z 4 would be useful in confirming the results of Brammer & van Dokkum (2007) as their samples were rather small (23 candidates at z ∼ 4) and lacked spectroscopic redshifts.
Fourth, the scatter in the SFR-M * relation should be small since short duty cycles would give rise to a significant number of galaxies that were transitioning between active and quiescent states. For example, assuming that galaxies transition between active and quiescent states on a halo dynamical time of ≈ 100 Myr and that the active starformation period lasts 400 Myr ), roughly half the number of actively star-forming LBGs should be observable in a transition state below the star-forming "main sequence". Labbé et al. (2009) measure a small scatter of 0.25 dex at z = 7 and do not observe a transition population even though their observations are sensitive to galaxies well below the star-forming main sequence (for example, see the inset panel in their Figure 2) . These observations are difficult to reconcile with short star formation duty cycles.
Finally, we predict that the observed occupancy should not be lower for fainter samples than for brighter ones because a larger fraction of halos host faint galaxies than bright galaxies (Figure 14) . This is visible in the bottom panel of Figure 13 , where thin and thick curves indicate the cumulative occupancy without and with the contribution of satellite galaxies. If satellite galaxies are ignored then the occupancy, defined in this case as the fraction of halos above Mmin that host at least one observable galaxy, is roughly the same for fainter and brighter samples. If satellite galaxies are included then the occupancy, now defined as Ng/N h (M h > Mmin), increases for fainter samples owing to the contribution of satellites. Note that this prediction is in direct conflict with a scenario in which low-mass galaxies at high redshift possess bursty SFHs reminiscent of local dwarf galaxies. Unfortunately, Lee et al. (2009) assumed a single duty cycle and did not explore this question in detail. Intriguingly, how-ever, their brightest subsample at z ∼ 4 prefers duty cycles of 10-50% whereas their full sample-whose clustering properties are presumably dominated by the more numerous faint galaxies-prefers longer duty cycles of 25-100% (their Figure 9) , in qualitative agreement with our prediction. More detailed exploration of the luminosity dependence of the occupancy should be possible with current and upcoming data sets and would constitute a useful test of our predicted SFHs.
TRENDS AT LOWER REDSHIFTS
Observations at z < 6 indicate that galaxies eventually depart from the smoothly-rising, scale-invariant SFHs that are observed at earlier epochs. In this Section, we comment on these observations and discuss relevant physical processes that could emerge at z < 6.
We begin by considering whether star formation is a steady-state process at all masses. The SFHs of actively star-forming galaxies more massive than 10 9 M⊙ are likely to be predominantly smooth at all redshifts. Observations in support of this view include the tight observed scatter in the SFR-M * relation (< 0.3 dex) down to z = 0 (Noeske et al. 2007a; Brinchmann et al. 2004 ) and the fact that visibly merging galaxies account for less than 30% of all star formation during z ∼0.24-0.80 (Jogee et al. 2009 ; see also Wolf et al. 2005) .
At lower masses, evidence that dwarf galaxies experience short-lived starbursts has historically prompted many to favor generally bursty SFHs for dwarfs (Searle & Sargent 1972) . Starbursts could owe to interactions or to an irregular gas inflow rate. However, more recent studies employing larger samples have thrown the significance of starbursts in dwarfs' SFHs into doubt. For example, Lee et al. (2009) found that dwarfs whose emission lines possess high equivalent widths live preferentially in underdense regions. This is inconsistent with the view that interaction-induced starbursts dominate dwarfs' SFHs because interactions are more frequent in overdense regions. It suggests instead that star formation is suppressed in dwarfs that become satellite galaxies. This is expected if inflows drive star formation because inflows funnel gas preferentially onto the central galaxy. Note that we expect inflows to be smooth at z > 6 because most observed galaxies are central galaxies (compare thin and thick curves from the bottom panel of Figure 13 ).
More recently, Lee et al. (2009) found that only 6% of a volume-complete sample of ≈ 300 local dwarf galaxies are currently undergoing starbursts. Further, bursts accounted for at most one quarter of the total current star formation in their sample. Together with Jogee et al. (2009) , these results indicate that star formation in the central galaxies of halos below 10 12 M⊙ is a predominantly smooth process at all redshifts, which is a prediction of our model as well as others (for example, Guo & White 2008; Cattaneo et al. 2010) .
Departures from rising SFHs are observed after z = 2 in two senses. First, the emergence of a bimodality in galaxy colours as early as z = 2 (Giallongo et al. 2005) reflects the fact that many galaxies eventually cease forming stars. These "quenched" galaxies live preferentially in overdense regions (Hogg et al. 2004; Cooper et al. 2010 ), which supports the view that quenching owes to the onset of hot-mode accretion in halos more massive than ≈ 10 12 M⊙ (Kereš et al. 2005 (Kereš et al. , 2009 ), possibly coupled with extra heating from a central source (Croton et al. 2006; Cattaneo et al. 2006) . These effects should be weak in current z > 6 samples because their host halos are generally less massive than 10 12 M⊙ (Figure 13 ). Second, observations indicate that the SFRs of galaxies whose SFHs are not yet quenched decrease for z < 1 (Noeske et al. 2007a; Pérez-González et al. 2008 ). This cannot be attributed to evolution in the interaction rates because observations indicate that the merger rate evolves either mildly (Cassata et al. 2005) or not at all (Lotz et al. 2008) out to z ∼ 1. On the other hand, it occurs naturally if the gas accretion rate is assumed to trace the host halo's growth rate because halo growth rates fall off at late times owing to cosmological expansion. Models that incorporate this effect readily yield rising SFHs at early times and decaying SFHs at late times (Davé 2008; Bouché et al. 2009; Dutton et al. 2009 ).
Finally, observations indicate that the slope of the SFR-M * relation flattens from ∼unity at z = 6 to 0.7-0.9 at z < 2 (for example, Brinchmann et al. 2004 ). This departure from scale-invariance is equivalent to downsizing (Cowie et al. 1996) . Our simulations predict a slope of ≈ 0.9 at z 2 (Davé 2008), hence they qualitatively reproduce the observed evolution. Two effects contribute. First, the fraction of galaxies living in massive (> 10 12 M⊙) halos increases with time and mass. If the early stages of quenching (see above) involve suppressed inflow rates and a gradual exhaustion of available gas reservoirs, then the amount of suppression should increase with time and mass. This should manifest both as an overall flattening of the SFR-M * relation (Davé 2008) , and as a dependence of the slope on environment. Second, feedback processes that delay gas accretion or star formation in low-mass halos flatten the predicted slope (Noeske et al. 2007b; Bouché et al. 2009 ). Momentum-driven outflows are a natural candidate because the mass-loading factors scale inversely with the velocity dispersion. This in turn causes gas in low-mass halos to spend most of its time suspended above the galaxy's ISM. Outflows are also appealing because they reconcile our simulations with a wide range of complementary observations (Section 1). Dutton et al. (2009) argued that outflows cannot change the slope of the predicted SSFR trend, but their model did not treat the possibility of outflows that do not escape from the halo.
While our simulations qualitatively reproduce the observed flattening trend, in detail they predict slightly less flattening than is observed. This could suggest either that inflows in massive halos are undersuppressed (Gabor et al. 2010) , or that star formation in low-mass halos is delayed by other processes in addition to outflows. One possibility is heating by the local ionizing background within each galaxy (Cantalupo 2010; Gnedin 2010) . Our model does not treat the local background, but it would be interesting to explore in future work.
In summary, star formation in halos below 10 12 M⊙ is likely to be a smooth process at all redshifts, but below z ≈2-3 the SFRs begin to decline and the SFR-M * trend flattens. The emergence of declining SFRs following z ≈ 2 owes to the decline in halo growth rates, which in turn owes to cosmological expansion. Meanwhile, the departure from scale-invariance owes to at least two effects. In massive halos, accretion shocks and AGN feedback likely suppress inflows. In low-mass halos, outflows expel cold, star-forming gas while ionizing backgrounds heat it more rapidly than it can be replaced by fresh inflows.
SUMMARY
We have conducted a detailed comparison between the predictions of state-of-the-art cosmological hydrodynamic simulations including momentum-driven outflows and recent observations of reionization-epoch galaxies in order test two fundamental predictions regarding high-redshift SFHs:
(i) SFHs at early times are smoothly-rising; and (ii) SFH shapes are scale-invariant.
Our findings are as follows:
(i) Our simulations reproduce the observed rest-frame UV luminosity function as well as its integral to current limits to within a factor of 2-3 during the epoch z =6-8. They also reproduce the observed stellar mass density to current limits. Either of these constraints could in principle be matched by any SFH at a single epoch, but the only smooth SFH that can account for their evolution is a rising one. This suggests that our prescriptions for star formation and feedback yield SFHs in reasonable agreement with current constraints. In detail, we find that increasing the assumed outflow mass-loading factors by ≈50% could bring the predicted and observed UV luminosity densities into better agreement without compromising the good agreement with the observed stellar mass density (to within the reported errors). Integrating below current detection limits, we estimate that current observations probe the brightest 30% of the total star formation and stellar mass densities at z 6.
(ii) We reproduce the observed blue UV continua at z = 7 for all but the faintest galaxies and marginally reproduce the observed bluening to lower luminosities. The UV continua of the faintest galaxies may suggest lower metallicities and a nonzero ionizing escape fraction (Bouwens et al. 2010a ). We attribute the observed colour-magnitude trend to a modest level of dust reddening that increases with luminosity as seen at lower redshifts (Meurer et al. 1999; Shapley et al. 2001 ). This suggests that exotic stellar populations are not required in order to explain observations of galaxies brighter than H160 = 27.5 at z = 7 (Finkelstein et al. 2009; Bouwens et al. 2010a) .
(iii) Our simulations' relatively evolved stellar populations predict red H160 − [3.6] colours at z 6, augmented by dust and optical emission lines. However, the predicted colours are ≈ 0.5 mag bluer than reported by Labbé et al. (2009) . It is not clear whether resolving this discrepancy requires significantly higher mass resolution or improved observations. For the brightest galaxies, allowing the redshift and extinction to vary freely enables our models to reproduce the observed K-[4.5] fluxes while underproducing the observed J125 and H160 fluxes. This suggests that the red observed H160 − [3.6] colours may be as likely to owe to systematic error in the WFC3 as in the IRAC observations.
(iv) We reproduce the near-unity slope of the observed SFR-M * relation at all redshifts. This agreement supports a scenario in which observed reionization-epoch galaxies began forming stars at similar epochs and possess SFHs that vary only by a scale factor, which is a robust prediction of hydrodynamic simulations. We also reproduce the observed slow evolution of the SSFR, which is incompatible with constant or smoothly declining SFHs while supporting smoothly-rising SFHs (Stark et al. 2009 ). The predicted scatter is ≈ 0.1dex, less than the (still remarkably tight) reported scatter of 0.25 dex. The larger observed scatter may imply a need for higher mass resolution in order to resolve the impact of minor mergers, but it may also be boosted by observational uncertainties. An offset of a factor of 2-3 between observations and predictions suggests that observationally-inferred stellar masses should be corrected for the likely impact of optical emission lines.
(v) Our significantly improved treatment for the production and transport of metals predicts that observable galaxies at z 6 possess metallicities in excess of 0.1Z⊙. This is several times larger than our previous prediction. Increasing the assumed outflow mass-loading factors to improve the agreement between the predicted and observed UV LFs would lower these predictions by ∼ 0.1 dex, but it would not change the fundamental result that galaxies self-enrich quite quickly. Hence we confirm that it should be possible to understand current samples without reference to Population III stars. Nevertheless, a residual fraction 10 −3 of all star formation at z = 6-8 may occur below the Population III metallicity threshold, which may eventually be visible as pair-production supernovae or GRBs.
(vi) There is no conflict between observations suggesting that many massive halos do not contribute to the observed samples at z = 4-5 and the smoothly-rising SFH scenario. This is because clustering observations constrain the halo occupancy rather than the star formation duty cycle. The latter is only one of several possible interpretations of an overall occupancy that is less than unity, and our simulations disfavor it. Instead, we favor the interpretation that it reflects the scatter in the luminosity-halo mass relation. This is because strong outflows boost the scatter in the SFRs of low-mass halos, suppressing the UV luminosities of many isolated central galaxies that would be visible in the absence of outflows. Consequently, more than half of observed galaxies live in halos whose mean (observable) occupancy is less than one and the overall fraction of halos above Mmin that host an observable galaxy is 0.2-0.3 as observed even though the predicted star formation duty cycle is unity. A halo occupancy in this range should thus be regarded as indicative of a high star formation duty cycle rather than a low one. This interpretation makes a number of predictions:
(a) The minimum mass for hosting an observed galaxy Mmin is at least twice as large as would be expected given galaxies' baryonic masses and the global baryon mass fraction;
(b) The minimum mass for hosting an average of two galaxies is larger than Mmin by a factor of 17-18; (c) Optically-selected and UV-selected samples should largely overlap at z 4;
(d) The scatter in the SFR-M * relationship should be small, and few galaxies should be observed with sup-pressed SSFRs indicative of a transition between active and quiescent states; (e) The overall occupancy for faint samples should be greater than or equal to the overall occupancy for brighter samples, in direct conflict with a picture in which lowermass galaxies possess burstier SFHs in analogy with local dwarf galaxies.
Each of these predictions is in tentative agreement with current observations, but we expect that more detailed analyses of current and upcoming samples will test them more thoroughly.
Further progress in understanding high-redshift SFHs will occur on both theoretical and observational fronts. On the theoretical side, it would be interesting to increase our mass resolution significantly while relaxing the assumption that wind particles temporarily decouple hydrodynamically in order to resolve feedback on small scales. Simulations of dwarf galaxy formation at low redshift tend to find burstier SFHs as the mass resolution is increased (for example, Valcke et al. 2008) owing to stochastic processes (Gerola et al. 1980 ), hence it is natural to suppose that similarly low-mass objects at z 6 would also be bursty. On the other hand, dwarf galaxy SFRs are generally < 0.5M⊙yr −1 whereas even the faintest z = 7 galaxies indicate SFRs of > 2M⊙yr −1 ; whether bursty SFRs are expected in the presence of efficient gas inflows is unclear. If so, this may improve the agreement with the observed scatter in the SFR-M * relation as well as the colours of lowmass galaxies ). Unfortunately, increasing our mass resolution is not trivial because our present simulations already probe current computational limitations. Further progress will require resimulations of a statistical sample of high-redshift galaxies (for example, Brooks et al. 2007) . By contrast, incorporating stronger outflows in order to improve the agreement with the observed UV luminosity function would be trivial (aside from the computational expense), although it remains to be seen whether this would also preserve the agreement with the observed density of metals in the intergalactic medium (Oppenheimer et al. 2009b) .
The impact of an inhomogeneous ionizing background warrants closer scrutiny. Our current work does not indicate that our assumption of a uniform Haardt & Madau (2001) ionizing background produces large errors in our predictions (DFO06). Nonetheless, it would be useful to study the relative roles of photoionization heating versus outflows in suppressing star formation in faint galaxies using simulations that treat the nascent ionizing background self-consistently. Preliminary work suggests that interesting nonlinear interactions exist between outflows and the ionizing background; these warrant more detailed study (Pawlik & Schaye 2009) .
A closer inquiry into the nature of our predicted HOD and its ability to reproduce clustering constraints at z = 4-5 is in order. We have not delved into a full clustering analysis because our goal has been to demonstrate that clustering properties in the presence of mass-dependent outflows are qualitatively different than the conventional central-satellite HOD picture and have the potential to reconcile the observed duty cycle with smoothly-rising SFHs. To this end, we have already demonstrated encouraging agreement between our predictions and the observed occupancy and M1/Mmin.
A more detailed study of the CLF and its associated HOD in simulations with and without outflows would bring the impact of outflows on the HOD into sharper relief while providing a new class of template HODs for interpreting observations. Such a study would involve using our predicted HOD to populate halos from a larger-volume N-body simulation in order to provide good statistics, a task that is well beyond the scope of our current work.
On the observational side, further progress will follow from a more systematic reconstruction of the high-redshift SFR-M * correlation and its evolution, which are the most important observational probes of the "typical" SFH in an epoch where the SFHs of individual galaxies remain unconstrained. This involves work on three fronts: First, deeper rest-frame optical constraints on larger samples of galaxies are required in order to leverage existing UV-selected samples. Second, progress requires improved SED modeling that invokes physically-motivated SFHs (rather than, for example, instantaneous bursts) and accounts for nebular emission in order to reduce systematic errors. Third, uniform SED-fitting studies incorporating common modeling assumptions (for example, Schaerer & de Barros 2010) will reduce artificial scatter owing to differing modeling assumptions. Because of the importance of the SFR-M * plot, we heartily encourage the publication of inferred physical properties order to facilitate further theoretical comparisons.
In order to gain a better understanding of the scatter in the SFR-M * relation as well as the implications of the low observed halo occupancy, we encourage further inquiry into the overlap between UV-selected and optically-selected samples at z 4, following the example of Brammer & van Dokkum (2007) . These studies are a strong test of our prediction that SFHs are predominantly smooth rather than bursty.
With the growing body of observational evidence that high-redshift SFHs are smooth rather than bursty and the implication that the progenitors of V -dropouts, for example, are visible as i-dropouts, it is important that SEDfitting studies account for galaxies' hypothetical progenitors at earlier epochs in addition to their observed fluxes. For example, exponentially decaying SFHs with a decay time of 300 Myr applied to V -dropouts predict bright progenitor i-dropouts whose colours/SSFRs are observationally ruled out (unless they are very dusty, which again reinforces the need for study of optically-selected samples). For the same reason, it is now becoming possible to constrain highredshift galaxy SFHs using statistical methods applied at multiple epochs (see, for example, Maraston et al. 2010; Papovich et al. 2010) . Such studies provide complementary tests of our predicted SFHs.
Finally, we have outlined a number of predictions regarding the clustering properties of faint (M1350 > −20) high-redshift galaxies that may be amenable to study using current samples (for example, from GOODS) and that should be considered in the design of upcoming Hubble and Spitzer programs to study the distant universe.
