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Abstract. The notion of walk entropy SV (G, β) for a graph G at the inverse
temperature β was put forward recently by Estrada et al. (2014) [7]. It was further
proved by Benzi [1] that a graph is walk-regular if and only if its walk entropy is
maximum for all temperatures β ∈ I, where I is a set of real numbers containing
at least an accumulation point. Benzi [1] conjectured that walk regularity can
be characterized by the walk entropy if and only if there is a β > 0 , such that
SV (G, β) is maximum. Here we prove that a graph is walk regular if and only if the
SV (G, β = 1) = lnn. We also prove that if the graph is regular but not walk-regular
SV (G, β) < lnn for every β > 0 and limβ→0 S
V (G, β) = lnn = limβ→∞ S
V (G, β).
If the graph is not regular then SV (G, β) ≤ lnn− ǫ for every β > 0, for some ǫ > 0.
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1. Introduction
The concept of walk entropy was recently proposed as a way of characterizing
graphs using statistical mechanics concepts [7]. For a simple, undirected graph G =
(V,E) with nodes 1 ≤ i ≤ n and adjacency matrix A the walk entropy is defined as
SV (G, β) = −
n∑
i=1
pi(β) ln pi(β),
where pi(β) = (e
βA)ii/Z and β = 1/kBT > 0 (where, kB is the Boltzmann constant
and T is the absolute temperature). Here Z = tr(eβA) represents the partition func-
tion of the graph, frequently referred to in the literature as the Estrada index of the
graph [3, 4, 10]. The term (eβA)ii represents the weighted contribution of every sub-
graph to the centrality of the corresponding node, known as the subgraph centrality
SC(i) of the node [8, 6, 9]. The walk entropy called immediately the attention in the
literature [1] due to its many interesting mathematical properties as well as its po-
tential for characterizing graphs and networks. In [7] the authors stated a conjecture
which was subsequently proved by Benzi [1] as the following
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Theorem 1.1. [1] A graph G is walk-regular if and only if SV (G, β) = lnn for all
β ≥ 0 .
Benzi [1] also reformulated another conjecture stated by Estrada et al. [6] in the
following stronger form
Conjecture 1.2. [1] A graph is walk-regular if and only if there exists a β > 0
such that SV (G, β) = lnn.
A third conjecture to be considered here generalizes the graphic examples given by
Estrada et al. [7] and can be stated as
Conjecture 1.3. Let G be a non-regular graph, then SV (G, β) < lnn for every
β > 0.
In this note we prove these two conjectures, which immediately imply that the walk-
entropy is a strong characterization of the walk-regularity in graphs and also gives
strong mathematical support to the strength of this graph invariant for studying the
structure of graphs and networks.
2. Main results
We start here by stating the two main results of this work.
Theorem 2.1. Let A be the adjacency matrix of a connected graph G. Then the
following conditions are equivalent:
(a) G is walk-regular;
(b) Ak has a constant diagonal for natural numbers k;
(c) eA has constant diagonal;
(d) eβA has constant diagonal for β ≥ 0;
(e) The walk entropy SV (G, 1) = lnn.
Theorem 2.2. Let A be the adjacency matrix of a graph G. Then one and only
one of the following conditions holds:
(a) G is walk-regular. Then SV (G, β) = lnn for every β > 0;
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(b) G is a regular but not walk-regular graph. Then SV (G, β) < lnn for every
β > 0. Moreover, limβ→0 S
V (G, β) = lnn = limβ→∞ S
V (G, β);
(c) There is some ǫ > 0 such that SV (G, β) ≤ lnn− ǫ for every β > 0.
To avoid cross-reference in the proofs of the above Theorems we present first the
proof of Theorem 2.2.
3. Auxiliary definitions and results
Before stating the proof of the Theorem 2.2 we need to introduce some definitions
and auxiliary results, which are given below. We remind the reader that given a set
X = {x1, . . . , xs} of real numbers, the variance is defined as
σ2(X) = E(X2)− (E(X))2 =
1
s
s∑
i=1
x2i −
(
1
s
s∑
i=1
xi
)2
.
Definition 3.1: Given a matrix M with diagonal entries M11, . . . ,Mnn , not all
zero, we introduce the diagonal variance as
σ2d(M) =
1
n∑
i=1
|Mii|
σ2(M11, . . . ,Mnn).
Let us now state and proof the following auxiliary result. We notice in passing that
the diagonal variance of eA was studied by Ejov et al. [5] in a different context for
regular graphs.
Proposition 3.2: Let A be the adjacency matrix of a connected graph G. Then
one of the following conditions holds:
(a) eA has constant diagonal;
(b) eA has no constant diagonal entries and G is a regular graph. Then σ2d(e
βA) > 0
for β > 0 and limβ→∞ σ
2
d(e
βA) = 0;
(c) There is some ǫ > 0 such that σ2d(e
βA) > ǫ for every β > 0.
Proof: We distinguish the following mutually excluding cases:
(1) G is walk-regular which implies that eA has constant diagonal.
(2) eβA does not have constant diagonal entries, for any β > 0. Then σ2d(e
βA) > 0
for β > 0.
4 MAXIMUM WALK ENTROPY IMPLIES WALK REGULARITY
Observe that for β > 0 we have (eβA)ii ∼ φ
2
1(i)e
βλ1 and Z(βA) ∼ eβλ1 , where φ1
is the (Perron) eigenvector of A corresponding to the maximal eigenvalue λ1 . Here
the symbol ∼ means that the quantities are asymptotically equal.
In that situation
lim
β→∞
σ2d(e
βA) =
1
Z(β)
σ2d
(
(eβA)ii : 1 ≤ i ≤ n
)
= σ2d(φ
2
1(i) : 1 ≤ i ≤ n).
Therefore limβ→∞(e
βA) = 0 is equivalent to φ1 being constant, orG being regular. IfG
is not regular then the analytic function σ2d(e
βA) > 0, for β > 0, and limβ→∞ σ
2
d(e
βA) >
0 . Clearly, there is some ǫ > 0 such that σ2d(e
βA) ≥ ǫ, for every β > 0 . 
We continue now with some other auxiliary results needed to prove the Theorem
2.2. Let λ1, · · · , λn be the eigenvalues of A, such that
n∑
j=1
λj = 0 (since G is a simple
graph without loops). For the vector of diagonal entries y = (y1, · · · , yn) of e
βA we
define a vector z = ln y = (ln y1, · · · , ln yn) of real numbers. We have
n∑
i=1
zie
zi =
n∑
i=1
yi ln yi
with
n∑
i=1
zi = ln
∏n
i=1 yi ≥ ln det(e
βA) =
n∑
j=1
λj = 0, where the inequality is a direct ap-
plication of Hadamard’s theorem for the positive definite matrix eβA, see for instance
[12]. The remarkable result of Borwein and Girgensohn [2] states the following.
Theorem 3.4. Let cn = 2(n = 2, 3, 4) and cn = e(1 − 1/n)(n ≥ 5). Let zi be
defined as before. Then [2] yields
cn
n
n∑
i=1
z2i ≤
n∑
i=1
zie
zi.
4. Proof of the Theorem 2.2
We know that SV (G, β) ≤ lnn for every β > 0. Observe that for Z(β) = tr(eβA)
the walk vertex entropy is
SV (G, β) = lnZ −
1
Z
n∑
i=1
zie
zi |β
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The Borwein-Girgersohn inequality yields
SV (G, β) ≤ lnZ −
1
Z
cn
n
n∑
i=1
z2i |β
We distinguish two situations at β > 0 :
(1)
n∑
i=1
z2i |β = 0 , that is yi(β) = 1 for i = 1, . . . , n . Then, Z(β) = n which is only
possible if A = 0. Therefore SV (G, γ) = lnn for any γ > 0.
(2)
n∑
i=1
z2i > 0 . Then there is a differentiable function cn ≤ dn(β) such that
SV (G, β) = lnZ −
1
Z
dn
n
n∑
i=1
z2i |β < lnn.
Since Z ≥ n there is a differentiable function en satisfying 0 < en(β) ≤ dn(β) such
that
SV (G, β) = lnn−
en
n2
n∑
i=1
z2i |β.
For everyM > 0, using the compactness of the interval [0,M ], there exists an ǫ(M) >
0 such that en
n2
n∑
i=1
z2i |β ≥ ǫ(M) for β ∈ (0,M ]. Choose ǫ(M) such that
inf{ǫ(M) : 0 < M} = lim
β→∞
en
n2
n∑
i=1
z2i |β.
Moreover, recall from [7] that
SV (G, β →∞) = −
n∑
i=1
φ21(i) lnφ
2
1(i).
This limit is < lnn except when there is a common value φ1(i) = c1, for i = 1, . . . , n.
The latter property implies that G is a regular graph. We consider these cases sepa-
rately.
(3) Assume that G is not a regular graph. Then SV (G, β →∞) < lnn. Therefore
there exists an ǫ > 0 such that for M > 0 we have ǫ(M) ≥ ǫ. That is, SV (G, β) ≤
lnn− ǫ, for β > 0.
(4) Assume that G is a regular but not a walk-regular graph. Then, according with
the analysis in 3.2, the maximal value SV (G, β) = lnn is not attained for any β > 0.
Moreover,
lim
β→0
SV (G, β) = lnn = lim
β→∞
SV (G, β)
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
5. Proof of the Theorem 2.1
The following are obvious implications:
(a) implies (b), (a) implies (d), (d) implies (c), (c) implies (e), which leaves open
only two implications.
For (b) implies (a), let
p(T ) = T n + pn−1T
n−1 + · · ·+ p0
be the characteristic polynomial of the graph G. The Cayley-Hamilton theorem
yields p(A) = 0. If Ak has a constant diagonal for natural numbers 0 ≤ k ≤ m and
n− 1 ≤ m, then
Am+1 = −(pn−1A
m + · · ·+ p0A
m−n+1)
has a constant diagonal.
(e) implies (a): follows from Theorem 2.2 
In closing, the maximum of the walk entropy at β = 1 , i.e., SV (G, 1) = lnn , is
attained only for the walk-regular graphs. This means that SV (G, 1) can be used as
an invariant to characterize walk-regularity in graphs.
Acknowledgement: We thank the referees for suggestions on the presentation of
the paper.
References
[1] M. Benzi, A note on walk entropies in graphs, Linear Algebra Appl. 445 (2014) 395-399.
[2] J. Borwein, R. Girgensohn, A class of exponential inequalities, Math. Inequal. Appl., 6(3),
2003, 397411.
[3] J.A. de la Pen˜a, I. Gutman, J. Rada, Estimating the Estrada index, Linear Algebra Appl.
427 (2007) 70-76.
[4] H. Deng, S. Radenkovic, I. Gutman, The Estrada index. Applications of Graph Spectra,
Math. Inst., Belgrade, (2009) 123-140.
[5] V. Ejov, J.A. Filar, S.K. Lucas and P. Zograf, Clustering of spectra and fractals of regular
graphs, J. Math. Anal. Appl. 333 (2007) 236-246.
[6] E. Estrada, The Structure of Complex Networks. Theory and Applications, Oxford University
Press, UK, 2011.
[7] E. Estrada, J.A. de la Pen˜a, N. Hatano,Walk entropies in graphs, Linear Algebra Appl. 443
(2014) 235-244.
MAXIMUM WALK ENTROPY IMPLIES WALK REGULARITY 7
[8] E. Estrada, J.A. Rodr´ıguez-Vela´zquez, Subgraph centrality in complex networks, Phys. Rev.
E 71 (2005) 671-696.
[9] E. Estrada, , N. Hatano, M. Benzi, The physics of communicability in complex networks,
Phys. Rep. 514 (2012) 89-119.
[10] I. Gutman, H. Deng, S. Radenkovic, The Estrada index: an updated survey. Selected Topics
on Applications of Graph Spectra, Math. Inst., Beograd, (2011) 155-174.
[11] B. Kostant, P. W. Michor,The generalized Cayley map from an algebraic group to its Lie
algebra, In The orbit method in geometry and physics, pp. 259-296. Birkhauser Boston,
2003.
[12] F. Zhang, Matrix Theory: Basic results and Techniques, Springer (1999).
