We develop a rigidity theory for bar-joint frameworks in Euclidean d-space in which specified classes of edges are allowed to change length in a coordinated fashion, subject to a linear constraint for each class. This is a tensegrity-like setup that is amenable to combinatorial "Maxwell-Laman-type" analysis.
Introduction
A bar-joint framework (G, p) is a graph G and a configuration p of n points in a d-dimensional Euclidean space d . The allowed motions preserve the lengths of the edges and their connectivity. This setup is an idealised version of a scaffold-like structure in which the bars are infinitely stiff and the joints between them rotate freely in any direction.
A fundamental question about bar-joint frameworks is whether all the allowed motions are rigid body motions. In this case, a framework is called rigid and otherwise flexible. (See Section 2 for formal definitions.)
A basic result of Asimow and Roth [1] says that for any graph G, every generic configuration (in fact every configuration in a Zariski open subset of the configuration space) p yields a framework (G, p) that behaves the same way: either all are rigid or all are flexible. This observation forms the basis for combinatorial rigidity (see, e.g., [22] ), which is concerned with identifying the class of graphs that are rigid. A fundamental result of Laman [12] classifies these for dimension 2. It remains a notable open problem to generalise this result to higher dimensions. Laman's Theorem has been extended in a number of directions including: to constraints more general than bars [15, 25] ; frameworks that are non-generic because of symmetry [20, 21] ; and frameworks arising from full-dimensional bodies with bars and hinges between them [26] .
Theorem 1.1. Let (G, p) be a generic framework in dimension 2. Then (G, p) is rigid and remains so after removing any edge if and only if G has n vertices, m
Tensegrities (see, e.g., [27] for an introduction) are a different kind of extension of frameworks in which some of the fixed lengths bars are replaced by "cables"
1 that cannot exceed their initial length. Algebraically, this replaces the equations describing the bar lengths with an inequality. In a foundational paper on rigidity theory, Roth and Whiteley [18] made a connection between the rigidity properties of a tensegrity and the equilibrium stresses of a bar-joint framework with the same graph. They noted that, if we take the combinatorial type of a tensegrity to be a graph, along with a specification of which edges are cables, rigidity is not a generic property, so no Laman-type theory will be available. This remains true, even if we extend the combinatorial type to include the oriented matroid of the points [24] ; see Figure 1 for an example. (Correctness of Figure 1 can be verified by computation or noting that it is based on a perturbation of a non-regular triangulation [19, Figure 2 ] and the Maxwell-Cremona correspondence [5] .) (a) (b) Figure 1 : Example showing that tensegrity rigidity is not a generic property. Both (a) and (b) have a unique equilibrium stress. The signs of the stress coefficients are the same on all the solid edges in both and the sign on the dashed edge changes. By the Roth-Whiteley criterion [18] , not both of (a) and (b) can be rigid as tensegrities when there are two cables, one of which is the dashed edge.
Results and approach This paper introduces coordinated frameworks, defined in Section 3, in which, like tensegrities, not all the constraints are fixed-length bars. Unlike tensegrities, the new constraints say that pre-specified subsets of the edges all need to expand or contract by the same amount. In contrast to tensegrities, rigidity is a generic property for these structures, which is controlled by the (usual bar-joint) rigidity properties of the underlying graph (see Theorem 4.1).
In dimension 2, we describe results analogous to Laman's Theorem for coordinated frameworks with certain parameters (Theorems 5.5 and 5.11), along with associated algorithms (Section 5.4) and inductive constructions (Theorem 5.8).
Our general approach is similar to that of Roth and Whiteley in the sense that we translate statements about rigidity of coordinated frameworks into ones about the equilibrium stresses and static rigidity of an underlying bar framework. The main technical connection, made in Section 4, is between redundant rigidity of sets of edges and coordinated infinitesimal motions.
Motivation
We have several different motivations for studying coordinated rigidity. As discussed above, coordinated rigidity is an example of a rigidity theory with an enlarged set of allowed motions, like tensegrities, in which we still have interesting combinatorial characterizations. Coordinated frameworks also generalise a model for frameworks on expanding spheres introduced in [16] . A number of recent results in condensed matter theory [6, 10, 17] show that (nearly) minimally rigid frameworks can be "tuned" to have a number of interesting geometric and material properties. The results we present here could potentially form the combinatorial part of a provably correct design methodology for such "meta materials".
Organization The structure of the paper is as follows. We start by briefly introducing the necessary definitions and results from standard (finite, infinitesimal and static) rigidity theory in Section 2. These definitions and results are then adapted in Section 3 to the coordinated context described above. Characterizations for generic coordinated rigidity in arbitrary dimension are then given in Section 4. Finally the Laman-type results for coordinated rigidity in the plane and their associated algorithms are presented in Section 5.
Rigidity background
We start by introducing the definitions, notation, and basic results required for the sequel.
Graphs
We denote graphs by G = (V, E), where V is the set of vertices and E is the set of edges. In cases where G is not clear from the context, we write V (G) for V and E(G) for E. We usually use m and n to denote the number of edges and vertices, respectively, and write edges as unordered pairs {i, j} of vertices. We also use the notation e for an edge when the endpoints aren't important. 
Point configurations
Fix a dimension d. A d-dimensional configuration p is an ordered tuple of n points (p(1), . . . , p(n)) in d .
Frameworks and rigidity
is defined by a graph G with n vertices and a ddimensional configuration of n points, which can be regarded as a mapping p :
Two frameworks (G, p) and (G, q) are equivalent if
Frameworks (G, p) and (G, q) are congruent if p and q are congruent. A framework (G, p) is (locally) rigid if there is a neighborhood U ⊂ nd of p with the property that if q ∈ U and (G, p) and (G, q) are equivalent, then they are congruent. A framework (G, p) is generic if p is generic.
Kinematics A finite motion (or flex or mechanism) of a framework, (G, p) is a one-parameter family of frameworks (G, p t ) with p 0 = p and (G, p t ) equivalent to (G, p) for all t ∈ [0, 1). A finite motion is non-trivial if not all (G, p t ) are congruent to (G, p). A framework is flexible if it has a non-trivial finite motion. If (G, p) is not rigid, then it is flexible [1] .
An infinitesimal motion p ′ ∈ d n is a velocity field supported on p such that
The infinitesimal motions of a framework (G, p) form a vector space that always contains the Statics The preceding material is what is known as the kinematic approach to framework rigidity. In the sequel, it will be useful to work with the dual (in the sense of [11, Theorem 3] ) notion of statics [4] (see, e.g., [11] , [27] or [8] for modern treatments).
An equilibrium load f on a framework (G, p) is an assignment of a vector f (i) ∈ d to each point p(i), such that i∈Vp (i) ∧f (i) = 0. (Here thep(i) are homogeneous coordinates for p. ) We may regard an equilibrium load f as a vector in d n . The set F of equilibrium loads is a
in which case we say that f is resolvable by (G, p). A stress ω that resolves the zero force is called an equilibrium stress (or self-stress) of (G, p). The equilibrium stresses S(p) of a framework (G, p) are a subspace of m . A framework that has no non-zero equilibrium stress is called independent. Note that a framework is independent if and only if its rigidity matrix has linearly independent rows. If a framework is both infinitesimally rigid and independent then it is called isostatic.
A framework (G, p) is statically rigid if every equilibrium load is resolvable by (G, p). A classical fact is:
Theorem 2.3. A framework (G, p) is infinitesimally rigid if and only if it is statically rigid.
We sketch this standard result.
Sketch. This follows from the fact that (3) is formally equivalent to
Thus, the space of resolvable loads is isomorphic to the row span of R(p). By the rank plus nullity
is statically rigid exactly when M (p) contains only the trivial infinitesimal motions.
We see from the proof sketch that the space of equilibrium loads resolvable by (G, p) is spanned by the edge loads f {i, j} which assign the force
and zero elsewhere. The f {i, j} are equilibrium loads, because they are resolved by stresses ρ {i, j} which have a 1 in the {i, j} coordinate and zero elsewhere. We call the ρ {i, j} edge resolutions.
Equation (4) implies that, for a fixed equilibrium load f resolvable by (G, p), the space of resolutions for f is an affine subspace of m of the form η + S(p), where η ∈ S(p) ⊥ .
Since S(p)
⊥ is the column span of the rigidity matrix, Theorem 2.3 shows that the kinematic and static theories are linearly dual to each other, since R(p) f yields a linear functional on the space of resolutions. This is known as the "principle of virtual work" (see [27] or [11] ).
For later use, we record: Proof. Statement (1) follows from the discussion above: the space of resolutions is the direct sum of the orthogonal spaces that are the image of the rigidity matrix and the equilibrium stresses. Statement (2) follows from the formula for the orthogonal projector onto the row span of a matrix in terms of the singular value decomposition. (Eigenvectors of a matrix are solutions to polynomial equations.)
For statement (3), we note that if {i, j} is a redundant edge, then moving p(i) towards p( j) and leaving the rest of the points in the same place increases the i jth coordinate of ω without bound.
Rigidity matroids
Theorem 2.2 implies that for each G and d the rigidity matrix R(p) of (G, p) induces the same linear matroid on E(G) for every generic p. We call this matroid 
Coordinated frameworks and rigidity
The main objects of study in this paper are frameworks in which the edges are partitioned into colour classes. We augment the allowed finite flexes so that the edges lengths within each class may change, but the pairwise differences are preserved. Thus, the allowed motions are "coordinated" within each colour class. This section defines the model and establishes some basic results parallel to those from Section 2.
Combinatorial data
Fix a parameter k ∈ , which we call the number of coordination (or colour) classes, and let G = (V, E) be a graph. A colouring map is a function c : E → {0, 1, . . . , k}. The combinatorial type of a coordinated framework is a pair (G, c). For convenience, we define the notation E i := c −1 (i) for i ∈ {0, 1, . . . , k}, where E 0 is the set of uncoloured edges, and E i for i ∈ [k] is the i-th coordination (or colour) class. Throughout this paper, we assume that
We call a pair (G, c), where G is a graph and c : E → {0, 1, . . . , k} is a colouring map, a k-coloured graph.
Coordinated frameworks and rigidity
A placement (p, r) of (G, c) is given by a point configuration p and a vector r ∈ k . Two placements (p, r) and (q, s) are congruent if p and q are congruent.
A coordinated framework (G, c, p, r) is given by a k-coloured graph (G, c) and a placement (p, r). Two frameworks (G, c, p, r) and (G, c, q, s) are equivalent if
and they are congruent if they are equivalent and the placements are congruent. (Note that this implies r = s, which was not true for placements.) Figure 2 shows two equivalent, but not congruent, realisations of a 2-coloured graph (K 4 , c). (G, c, q, s) is equivalent to (G, c, p, r) , then the two frameworks are congruent. A coordinated framework is generic if p is generic.
A finite motion of a coordinated framework (G, c, p, r) is a one-parameter family (G, c, p t , r t ) with (p 0 , r 0 ) = (p, r) and all the (G, c, p t , r t ) are equivalent to (G, c, p, r), for t ∈ [0, 1). A finite motion is non-trivial if not all the (G, c, p t , r t ) are congruent to (G, c, p, r) . A coordinated framework is flexible if it has a non-trivial finite motion.
Remark 3.1. Geometrically, what is maintained over a finite flex is the edge-length differences between pairs of edges {i, j} and {u, v} in the same colour class ℓ, since
does not depend on r t (ℓ), so it must be constant over the flex. ♦ Figure 2 : Two equivalent but non-congruent coordinated frameworks in the plane with k = 2, where edges in E 1 are denoted by dashed lines and edges in E 2 are indicated by dotted lines.
Coordinated kinematics
An infinitesimal motion (p ′ , r ′ ) of a coordinated framework is a velocity field p ′ supported on p and a vector r ′ ∈ k such that
This definition should be taken formally, but it may be thought of as derived from (5)- (6) by differentiating a finite flex. Define (c) to be the m × k matrix that has as its columns the characteristic vectors of the E ℓ . Then (7)- (8) is equivalent to
where R(p) is the rigidity matrix of the underlying framework (G, p). We note for later that r does not appear in (9) , so infinitesimal rigidity of (G, c, p, r) depends only on p. Thus, for analysing infinitesimal rigidity, we may assume that r = 0. Since r ′ can be the zero vector, (9) is homogeneous, and so the infinitesimal motions form a vector space that contains a We define the space of infinitesimal motions M + (p) of (G, c, p) to be the space of solutions to (9) . By rearranging, we see that
, which we call the coordinated rigidity matrix. Example 3.2. The framework shown in Figure 2 has the following coordinated rigidity matrix:
The row rank of such a matrix is clearly at most 6. For a 2-dimensional framework on four vertices with k = 2 to be rigid, we would require a column rank of 7, which is clearly impossible in this case.
Remark 3.
3. An alternative way to think about the fact that coordinated flexes preserve differences of lengths, as in Remark 3.1, is that, for edges {i, j} and {v, w} in the same colour class we have
at every instant during a finite motion, so each will change length by the same amount. ♦ framework (G, c, p) that is independent (isostatic) in d . Theorem 3.4 can be established using differential-geometric arguments along the lines of [1] . We omit the (standard) details.
Connection to statics
The full theory of static rigidity for coordinated frameworks is developed in [23] , along the lines of Section 2.3. In particular, it is shown that infinitesimal and static rigidity are equivalent again in the coordinated context. The mechanical intuition is that the coordination classes should behave as if they are cylinders driven by a common pump, since the statics interpretation of the coordination constraints is "equal pressure".
To prove our main theorems, we need only to note that infinitesimal rigidity of a coordinated framework (G, c, p, r) has a formulation in terms of the framework (G, p).
Lemma 3.6. A k-coordinated framework (G, c, p, r) is infinitesimally rigid if and only if the column space C of (c) intersects the column space S(p) ⊥ of the rigidity matrix of R(p) trivially. Equivalently, the projection of C onto S(p) is k-dimensional.
Proof. The first statement comes from rearranging (9) . The second statement follows from Proposition 2.4.
Given a k-coloured graph (G, c) we define the k colour class loads to be
The space C of resolutions in Lemma 3.6 resolves these loads. Coordinated rigidity asks that there is some other resolution for any load in the span of the f i .
Generic coordinated rigidity
We now turn to developing the generic theory for coordinated rigidity. In this section, we give a characterization in terms of the d-dimensional rigidity matroid M d .
Main theorem
If (G, c) is a k-coloured graph, we say that a k-tuple (e 1 , . . . , e k ) is rainbow if e i ∈ E i for i ∈ [k].
Theorem 4.1. For d ≥ 1 and k ≥ 1, (G, c) is generically rigid if and only if G is generically rigid and some rainbow k-tuple is redundant in M d (G).
Before the proof, we give some technical lemmas that rely on Proposition 2.5. Proof. Since E ′ is redundant and p is generic, by Proposition 2.5(3), there is an equilibrium stress ω e supported on edges of (G\E ′ )∪{e} for each e ∈ E ′ . These equilibrium stresses have the desired property.
Lemma 4.2. Let (G, p) be a generic framework, and let E

Proof of Theorem 4.1. If G is not generically rigid in M d , then (G, c) cannot be rigid as a coordinated framework, so we may assume that G is generically rigid. Let (G, p) be a generic framework. Let D be the m × m matrix of the orthogonal projection onto S(p). By Proposition 2.4, the entries of D are rational functions of the coordinates of p.
By Lemma 3.6, we need to show that the rank of the matrix D (c) is k to establish infinitesimal rigidity of the framework (G, c, p, 0). Generic rigidity of (G, c) then follows from Theorem 3.4.
First we prove necessity. If the m × k matrix D (c) has rank k, there is some k × k minor of it with non-vanishing determinant. This minor involves some edges e 1 , . . . , e k . If this k-tuple of edges is not rainbow, then the corresponding sub-matrix of (c) contains a column of all zeros. In that case, we would not have a non-vanishing minor D (c), and so e 1 , . . . , e k is a rainbow tuple of edges.
Since D projects onto S(p), we also conclude that there are linearly independent equilibrium stresses ω 1 , . . . , ω k with e i in the support of ω i that remain linearly independent when restricted to the coordinates corresponding to the e i (it is here we used genericity of p). For any equilibrium load f spanned by the edge loads f e i , there is also a τ ∈ S(p)
⊥ that resolves f , by the rigidity of (G, p) as a framework. Since p is generic, by Proposition 2.4, τ is supported on all of the e i ; this τ is also linearly independent of the ω i . Now we notice that any equilibrium load f 0 spanned by the colour class loads f i , i = 1, . . . , k has some component f spanned by the edge loads f e i , i = 1, . . . , k. With the ω i and τ we have k + 1 linearly independent vectors supported on the coordinates of the e i . Using them, we can construct a resolution for f that is zero on the k coordinates corresponding to the e i . Hence the e i are redundant by Lemma 4.2. Now assume that (G, c, p, 0) is generic and infinitesimally flexible. In this case, every k × k minor of D (c) vanishes. Let e 1 , . . . , e k be a rainbow tuple of edges that is redundant. By Lemma 4.3, there are k equilibrium stresses ω 1 , . . . , ω k with ω i supported on e i which are linearly independent when restricted to the coordinates corresponding to the e i (it is here we used genericity).
Let C be the column space of (c). If the orthogonal projection of the span W of the ω i onto C is not injective, the ω i are linearly dependent, which is a contradiction. Finally, since C and W have the same dimension, this happens if and only if the orthogonal projection of C onto W is not injective.
Hence we conclude that e 1 , . . . , e k was not redundant.
Remark 4.4. We can replace the ones with other numbers. Then we need p to be generic over the appropriate extension of , but otherwise Theorem 4.1 is still true. ♦ Figure 4 shows an example of a rigid coordinated framework in dimension 2 with 2 colour classes.
Examples
The edges e 1 and e 2 form a redundant rainbow pair and certify generic rigidity. The edges f 1 and f 2 are a rainbow pair but not redundant. The two cases show that even when (G, c) is rigid, not every k × k minor of the matrix D (c) from the proof of Theorem 4.1 is generically non-vanishing. The example in Figure 5 (b) is more subtle. One can construct two linearly independent equilibrium stresses supported on the dotted edge and either dashed one. However these cannot be linearly independent when restricted to the relevant coordinates, because the coefficients of any equilibrium stress on the edges incident to a degree three vertex are determined uniquely up to scale. This is an example of the more general case in which a rainbow pair is not redundant. zations for coordinated generic rigidity that can be checked in deterministic polynomial time.
Combinatorial results
Background on Laman graphs
Let k and ℓ be integers such that 0 ≤ ℓ ≤ 2k − 1. We say that a graph G is (k, ℓ)-sparse if, for every subgraph G ′ spanning n ′ vertices and m ′ edges, we have m
If there is some edge that we can remove to make G a (k, ℓ)-graph, then G is a (k, ℓ)+1-graph. Finally, if there is some pair of edges that we can remove to make G a (k, ℓ) 
We are primarily interested in k = 2, ℓ = 3. We call the (2, 3)-graphs Laman graphs, and similarly define the notions of Laman-circuits, Laman+1 and Laman+2 graphs. Laman's Theorem [12] says that Laman graphs are exactly the generically isostatic graphs in dimension 2. The matroidal property (see, e.g., [13] ) implies that a Laman+1 graph contains a unique Lamancircuit as a subgraph (which may be the whole graph). Laman+2 graphs contain (at least) two circuits.
Laman and Laman+1 graphs can be constructed inductively via the so-called Henneberg moves, which we now define. The Henneberg I (H1, for short) adds a new vertex and connects it to two distinct neighbors. The Henneberg II move (H2, for short), removes an edge {i, j}, adds a new vertex and connects it to i, j, and a distinct third vertex k. The reverse of a Henneberg move is called a Henneberg reduction (for short, H1 reduction or H2 reduction). A Henneberg construction of  a graph G is a sequence of graphs G 1 , . . . , G n = G so that G i+1 is obtained from G i by a Henneberg move.
A graph G is Laman if and only if it has a Henneberg construction from a single edge (see, e.g., [7] ). That G is Laman+1 if and only if it has a Henneberg construction from K 4 is [9, Lemma 4]. We need some more specific structural results on Laman+1 graphs. To set up some notation, we let C be the circuit and X be the set of vertices in the complement of C. The following appears in the proof of [9, Lemma 4].
Lemma 5.1 ([9, Lemma 4, inter alia]). Let G be a Laman+1 graph. A Henneberg reduction at a vertex of degree 2 or 3 in X results in a smaller Laman+1 graph with circuit exactly C.
We also need the following basic Lemma about the distribution of low-degree vertices in Laman+1 graphs.
Lemma 5.2. Let G be a Laman+1 graph, and suppose that there are no degree 2 or 3 vertices in X . Then X is empty.
Proof. Removing an edge from C yields a Laman graph G ′ that contains all the edges incident on X . Suppose that X has n ′ vertices and spans 2n ′ − 3 − t edges. C has n ′′ vertices, and in G ′ it necessarily spans 2n ′′ − 3 edges. To make X have minimum degree 4 requires at least 2t + 6 edges between C and X . But there are only t + 3 edges between C and X .
A key tool for us is an important result of Berg and Jordán. We say that an H2 reduction on a Laman-circuit G is admissible if the resulting smaller graph is a circuit.
Theorem 5.3 ([2, Theorem 3.8]). If G is a 3-connected Laman-circuit that is not K 4 , then G allows admissible H2 reductions on at least three different vertices.
The final technical preliminary on Laman circuits we need is also in [2] . 
Lemma 5.4. Let G be a Laman-circuit with a cut pair at vertices i and j, and let H and H
For these parameters, we have a simple "Laman-type" combinatorial characterization.
Theorem 5.5. A 1-coloured graph (G, c) is generically isostatic in dimension 2 if and only if G is a Laman+1 graph and at least one edge in E 1 is contained in the M 2 circuit in G.
Proof. Laman's Theorem [12] and Theorem 4.1 imply that for (G, c) to be generically isostatic, G needs to be a Laman+1 graph. The redundant edges in a Laman+1 graph are exactly the edges of the circuit by Proposition 2.5.
Let (G, c) be a k-coloured graph. We denote by G 0 the subgraph corresponding to the uncoloured edges in E 0 and by G i the subgraph corresponding to the edges in E 0 ∪ E i . 
Moreover, (G, c) is generically isostatic in dimension 2 if and only if it is a Laman+1 graph and satisfies (1).
Proof. The second statement is a reformulation of the statement in Theorem 5.5. The first statement follows from the fact that a generically isostatic graph is a maximally independent graph.
We can also give a "Henneberg-type" characterization for generic rigidity in the case when d = 2 and k = 1. For this, we modify the H1 move so that either of the new edges may be added in E 1 , and modify the H2 move so that in the case when the removed edge {i, j} was in E 1 , at least one of the new edges incident with i and j is in E 1 . The new base graphs are of the form (K 4 , c) for all choices of c with E 1 non-empty. Some of these are shown in Figure 6 , and an example of such a construction is shown in Figure 7 . Example 5.7. The copy of K 4 with k = 1, which is the base graph for the Laman+1 construction shown in Figure 7 , has the following rigidity matrix. We remark at this point that the hypothesis (2) cannot be eliminated, by the example shown in Figure 5(a) . We say that a subgraph H of a coloured graph (G, c) is monochromatic (with colour i) if it is a subgraph of G i and G i ∩ E i = . Proof. An inclusion-exclusion argument, using the fact that two Laman circuits intersect on a Laman-sparse subgraph, shows that if two monochromatic circuits share an edge, then G i cannot be (2, 2)-sparse.
Proof of Theorem 5.11 . If (G, c) is generically isostatic, then, by Theorem 4.1, (G, c) is such that G is generically rigid and there is a redundant rainbow pair of edges. Hence G contains a spanning Laman subgraph, plus two additional edges, each of which is redundant. Hence, G is Laman+2, and neither colour class consists of only bridges.
The coordinated rigidity matrix R + (p) of a subgraph of G 0 is the same as R(p), so by Laman's Theorem, G 0 is Laman-sparse. Similarly, for a subgraph of G i , R + (p) is the same as in the k = 1 case, so by Corollary 5.6, both G 1 and G 2 are (2, 2)-sparse. This completes the proof of necessity. Now we suppose that (G, c) satisfy the coloured sparsity conditions (1)-(3). We shall show that E contains a redundant rainbow pair {e, f }. The result will then follow from Theorem 4.1.
We note first that the Laman+2 graph G contains at least two distinct circuits, and we shall label two of them C 1 and C 2 .
Suppose first that C 1 and C 2 are edge-disjoint, and so C 1 and C 2 are the only two circuits within G. By assumption, there is at least one edge of each colour within a circuit, and each circuit contains at least one coloured edge by the coloured sparsity counts. We may therefore choose an edge of each colour, one from each circuit, to obtain a desired rainbow pair of edges.
We suppose next that C 1 ∩ C 2 contains at least one edge. If one of the circuits, say C 1 , is monochromatic (say with colour 1), then C 2 \ C 1 contains an edge f of colour 2, by Lemma 5.12. Removal of f does not affect C 1 and since C 1 contains an edge e of colour 1, {e, f } is a desired rainbow pair of edges.
We may now assume that both C 1 and C 2 contain edges of both colours. Let e ∈ C 1 ∩ E 1 . If e ∈ C 1 \ C 2 , there is an edge f ∈ C 2 ∩ E 2 , resulting in a rainbow pair {e, f }. If instead e ∈ (C 1 ∩ C 2 ) ∩ E 1 , by the circuit elimination axiom, there is another circuit C 3 ⊆ (C 1 ∪ C 2 ) \ {e}. If C 3 is monochromatic (of either colour), the previous case applies. If instead C 3 contains edges of both colours, we may choose an edge f ∈ C 3 ∩ E 2 to complete our rainbow pair {e, f }. Remark 5.13. A "Henneberg-type" characterization of generic coordinated rigidity when d = 2 and k = 2 is given in [23] . In contrast to the d = 2 and k = 1 case, the proof is combinatorial, with the rigidity statements relying on Theorems 4.1 and 5.11. ♦
Algorithms
We briefly describe how to check whether a 1-or 2-coloured graph (G, c) is generically isostatic in the plane in polynomial time.
We first recall that the pebble game [3, 13] can, on an input graph with n vertices and m edges, determine in time O(n 2 ): (1) a maximal Laman-sparse subgraph L of G; (2) the Laman circuit in L ∪ {e} for each edge e / ∈ L. (This O(n 2 ) requires data structures from [14] when m = ω(n). A simple analysis, which suffices for our case, gives O(mn).)
In the k = 1 case of Theorem 5.5, we check that G contains a Laman graph as a spanning subgraph and has 2n − 2 edges. There is one "extra" edge, and hence a unique circuit. We can find this circuit in O(n 2 ) time and then check that one of the coloured edges is in it in O(n) time. For k = 2 (Theorem 5.11), if G is a Laman+2 graph, then the removal of some edge leaves a Laman+1 graph. This means that an edge e ∈ E 1 is part of a rainbow redundant pair if and only if G \ {e} is Laman+1 and there is an edge in E 2 in the circuit of G \ {e}. We can check, for each e ∈ E 1 , whether this holds in O(n 2 ) time, for a total of O(n 3 ). We leave as an open problem whether this can be reduced to O(n 2 ) by a more careful analysis of the algorithms in [13] .
