In a previous paper an approach was presented in which, given an approximated starting contour on the first frame, all the contours of the image sequence could be outlined automatically with the desired resolution. Although such an approach provided satisfactory results, singular isolated points, such as corners and junctions, gave rise to localization errors. The difficulties encountered at corners and junctions were analysed and the edge operator was held to be the main cause of this failure. The gradient of Gaussian, which was used in the previous paper, must be replaced by a filter providing: 1) ridges in correspondence with discontinuities and 2) local maxima at junctions and corners. In this paper such a filter is introduced and its response to a white Gaussian noise is analysed. The filter response is a dispersion index and, in particular, it is a generalization of the absolute central moment, i.e. the mean deviation. The edge map, generated by the filter, can be divided into two maps which represent the "positive mean deviation" and the "negative mean deviation", respectively. Their difference is the mean deviation and provides ridges at the discontinuities (as well as a gradient of Gaussian) and local maxima at junctions and corners. Their sum is a classical DOG (difference of Gaussians). The two single maps provide two half-boundaries which other authors have proposed in order both to achieve maps of the edge points and to improve the procedure of boundary following.
INTRODUCTION
Image processing usually requires outlining contours of the structures under consideration, and when image sequences have to be processed an automatic contour detection procedure becomes essential. For example, the motion analysis of cardiac structures by means of echographic or contrastographic images requires processing sequences of 25-30 images per second taken from different points of view. To process such a number of images, the operator cannot outline all the contours by means of a graphic device. For this reason, many authors have addressed this issue as reflected by the large number of papers in the literature.
Usually, a contour detection algorithm requires: 1) filtering the images by means of an edge operator in order to provide an edge map which enhances the discontinuities between the gray levels of different structures, and 2) localizing the points of the contour one is looking for through the edge map [1] [2] [3] . Moreover, an optimum edge operator to process every image point does not exist. In general, higher accuracy of the details is achieved by using edge operators with small masks, while noise sensitivity is reduced by using edge operators with larger masks. Therefore, every image is processed by means of suitable edge operators and the recovered edge information is combined to provide a comprehensive edge representation. This representation and a priori knowledge of the structure under consideration underlie the contour localization process [2] [4] [5] [6] [7] . However, it is worth noting that a rough approximation of the contour can be used as a starting contour to solve the finer details and, if one is dealing with sequences of images, the same principle can be extended to contiguous frames [8] [9] [10] [5] [11] .
In a previous paper [12] an approach was presented in which, given an approximated starting contour in the first frame, all the contours of the image sequence could be outlined automatically with the desired resolution. The first frame is processed by means of a gradient operator in order to obtain a furrow at the boundary between different structures and a null value in correspondence with homogeneous regions. The mask of the edge operator is chosen large enough to provide a furrow containing all the points of the starting contour. In this way, the searched for contour is easily achieved by dropping the points of the starting contour to the bottom of the furrow. This contour is then used as a starting contour to determine the contour on the next frame and so on, until all the contours of the image sequence are outlined. The mask of such an edge operator must be large because a furrow large enough to contain the previous contour must be generated and, therefore, the obtained contours do not solve the details of the searched for contours. However, the contours determined by means of the large edge operator can be used as starting contours to localize more detailed contours at the bottom of the smaller furrows given by finer edge operators. Obviously the process can continue until the desired resolution is achieved. Although such an approach provided satisfactory results, singular isolated points, such as corners and junctions between different discontinuities, gave rise to localization errors.
Corners and junctions are widely dealt with in the literature as they are considered to be of the utmost relevance in image understanding [13] [14] [15] . Moreover, standard edge detectors optimally coping with monodimensional discontinuities do not successfully deal with bidimensional discontinuities [16] [17] and with edge profiles different from the ideal one [18] [19] [20] . Therefore, many authors addressed the problem of detecting and analyzing these particular discontinuities -see, for example, [20] [21] [22] [23] [24] [25] .
In the previous paper [12] an example of the difficulties arising at junctions was discussed and the edge operator was held to be the main cause of this failure. In the example the contour of a disk had to be localized. The disk was given by two homogeneous half disks with gray levels of 255 and 0, while the background was a homogeneous region with a gray level of 128. The discontinuity between the two half disks was greater than the one between each half disk and the background. Therefore, the filtering process produced a furrow at the boundary between the two half disks which was deeper than the one it produced at the boundary between each half disk and the background. Hence at the junction points the furrow assumed a mean depth and the localization procedure previously described did not localize the contour at the center of the furrow (Fig.1) . In addition to the localization error, the outlined contour could not be used as a starting contour to localize either the contour on the next frame or a more accurate contour on the same frame. The problem was solved by means of a suitable localization strategy. However, in the same paper a better solution was proposed. The gradient of Gaussian must be substituted by a derivative filter which 1) provides a furrow in correspondence with the discontinuities and 2) yields, as an additional property, local minima at the points where different discontinuities intersect.
The same problem arises at the points where the profile of the searched for structure is shaped as a corner. Here, the gradient of Gaussian provides a smaller value than the one it provides on a straight boundary. Hence, at corners the furrow depth is not the maximum one of the neighbourhood. If the points of a starting contour are dropped to the bottom of the furrow, the resulting contour does not localize the corners correctly (Fig.1) . Although a suitable localization strategy can limit this error, again a simpler solution consists in substituting the gradient of Gaussian with a filter that provides furrows at discontinuities and local minima at corners.
In the following sections such a filter will be introduced and its response to input images including edges and additive white Gaussian noise will be analysed. The filter response is a dispersion index of the gray levels of the image with respect to the level of a central point, something like an absolute central moment (mean deviation). This filter is cited in the literature because it belongs to the wide class of moments of n order, which includes variance, skewness and kurtosis [26] [27] [28] [29] . However, unlike these latter filters, the absolute moments have not been investigated in the past because of the mathematical difficulties introduced by the absolute value [27] [28] .
The paper also shows that the dispersion map, generated by the filter, can be divided into two maps which represent the "positive dispersion" and the "negative dispersion", respectively. Their difference, as well as a gradient of Gaussian, provides furrows at the discontinuities and local minima at junctions and corners. Their sum is a classical DOG (difference of Gaussians). Each single map provides a halfboundary already experimented on [24] , which proved useful in order both to achieve maps of likely contour points and to improve the procedure of boundary following.
Although the gradient map and the dispersion map provide ridges at the discontinuities, in the previous paper and in this introduction the term "furrow" has been used because it simplifies and makes the description and the analysis of the idea easier to understand. In the following sections such a term will be replaced by the term "ridge", as this is the correct term.
In addition, it is worth noting that the problem of detecting corners and junctions is not faced. Marking the position of such keypoints is not the goal of the paper and no comparison is made with previous papers addressing this critical issue. The procedure does not involve the use of any models of bidimensional discontinuity [22] [30] [31] , as these are mainly aimed to detect a specific keypoint and mark its position. Neither edge maps [20] nor the image itself [23] [32] [33] [34] are analysed in terms of differential geometry in order to classify key points previously detected as local maxima. Again, the paper does not address either the problem of providing optimal edge operators to detect and localize specific edge profiles (step, trapezoid, triangle) [2] or the problem of discriminating between these different features [18] . The scope of this work is to introduce a novel derivative filter, which enhances the ridges in correspondence of corners and junctions. The gradient of Gaussian we used in the previous work [12] produces gaps at corners and at junctions and introduces ring-like structures at junctions if they involve more than three different regions [35] . The filter we are introducing overcomes such problems and makes contour tracking over sequences of images easier.
THE FILTER
The requirements of the filter can be summarized in the following three points: 1 -homogeneous regions must give rise to homogeneous regions 2 -gray level discontinuities must give rise to ridges 3 -corners and junctions must give rise to local maxima Let us define an image as a map of gray levels represented by the function f(x,y), and a circular domain θ of the image with center in a point p and area A θ . The dispersion of the values assumed by f(x,y) on the circular domain θ with respect to the value assumed by f(x,y) at the point p having coordinates x,y (which we will refer to as the dispersion center) can be computed as follows:
Let us prove that such a dispersion index satisfies all the previous requirements.
Homogeneous regions, discontinuities and corners
Let us consider a simple test image where two homogeneous regions, z 1 and z 2 , with different gray levels, l 1 and l 2 , give rise to a straight discontinuity.
The first requirement is obviously satisfied because on homogeneous regions the circular domain θ does not include any discontinuities and the difference inside the integral (2.1) is always null.
If the dispersion center is closer to the discontinuity, the portion of the circular domain θ, in which the difference inside the integral (2.1) is not zero, will be greater. Therefore the function e(x,y) assumes its maximum value in proximity to the boundary between the two regions. The second requirement is satisfied and (2.1) provides ridges having: 1) maximum height in correspondence with the discontinuities and 2) width equal to the diameter of the domain θ. In proximity to the discontinuity the circular domain θ consists of two different domains having area a 1 and a 2 , which include the points with levels l 1 and l 2 , respectively. Let us suppose l 1 >l 2 , if the dispersion center belongs to z 1 eq. (2.1) in proximity to the discontinuity assumes the value:
whereas if the dispersion center belongs to z 2 , it is:
If the two previous dispersion centers are contiguous to each other and if the discontinuity is a straight line, a 1 is equal to a 2 and then:
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in which the symbol ≈ means that, although a 1 =a 2 , they are not exactly equal to the half area of the circular domain θ. Eq. (2.1) assumes the same value if it is computed over two different regions in proximity to straight discontinuities. It is worth noting that the same value is achieved by means of a normalized DOB (difference of box) filter. If the discontinuity is not a straight line, when the dispersion centers are contiguous to each other, a 1 is not equal to a 2 and, as a consequence, e 1 is not equal to e 2 . Let us suppose a 1 >a 2 , then e 1 <e 2 and, in particular, they are respectively less and greater than the dispersion computed at the points of the same discontinuity where the discontinuity is a straight line. The greater the curvature of the discontinuity is, the greater is e 2 at such points. This property allows enhancing the tracts of the discontinuity having no null curvature with respect to the straight tracts. Therefore, in particular, (2.1) enhances the corners and provides local maxima at such points. In addition, this property leads one to consider a discontinuity from a different point of view -namely, as two matching borders. According to this point of view, in section 5 the dispersion map will be split into two complementary maps. A homogeneous square over a homogeneous background is chosen as a test image. In Fig.2 , the two dispersion maps are shown as computed for external and internal points of the square. In Fig.3 , the edge map given by the gradient of Gaussian and the dispersion map can be compared.
Junctions of N discontinuities
Let us take a generic junction into account. In this case the function f(x,y) consists of N homogeneous sectors z i with gray levels l i and having a common vertex at a point p (Fig.4) . Let the gray levels l i be ordered from the minimum value l 1 up to the maximum value l N . If the two sectors with minimum and maximum values are adjacent, the discontinuity between them determines the ridge with maximum height, which cannot be given by any other sector arrangement. The dispersion e MAX , computed at a point of this discontinuity, assumes the value:
where a N and a 1 are the areas having levels l N and l 1 , respectively. The two terms are related to dispersions computed at points of the sectors z 1 and z N , respectively. The ratio a N /A θ =a 1 /A θ is less than 1/2 and therefore:
( )
Let us prove that a point, near to point p, exists at which the dispersion has a value greater than e MAX .
Let us call a i the area belonging to both the sector z i and the circular domain θ. Let us suppose that the domain θ is large enough to assume that a i does not change significantly whichever dispersion center is chosen very close to point p. Eq. (2.1) in this case becomes:
in which e q is the dispersion of the function f(x,y) computed at point q, located in proximity to point p, and l q is the corresponding gray level. Eq. (2.2.3) can be seen as a function of the independent variable l q and it can be shown to assume its maximum value when q belongs to the sectors having either maximum level l N or minimum level l 1 . Therefore, the maximum value assumed by (2.1) in the neighbourhood of p is:
In appendix A, it is shown that the ridge generated by the greatest discontinuity and having height e MAX cannot be both greater than e 1 and greater than e N . Therefore, in proximity to a junction between different discontinuities, at least a point exists at which eq. (2.1) is greater than the heights of every ridge determined by the discontinuities that belong to the junction. The dispersion map of the test image is shown in Fig.4 . The map enhances the points located at the junctions between the different discontinuities.
FILTER SENSITIVITY TO A WHITE GAUSSIAN NOISE
Let us consider a test image in which the function f(x,y) is given by the sum of a signal s(x,y) and of a white Gaussian noise n(x,y) having a standard deviation σ. The signal s(x,y) represents a homogeneous square having a gray level of 200 superimposed onto a homogeneous background with a level of 50 (Fig.5) . The dispersion at any point p can be computed by splitting the integration domain into two distinct domains. The first domain includes the points at which f(x,y) assumes values less than the value assumed at point p; the second domain includes the points at which f(x,y) assumes values greater than the one assumed at point p. e x y e x y e x y p n
Homogeneous regions
Let us compute the dispersion if the integration domain θ includes only points of a homogeneous region. In such a case the signal s(x,y) assumes a constant value and e(x,y) can be computed by means of the following integral:
) the following expression is derived (appendix B):
[ ] e x y n x y n h n dn (2.1) is the estimate of the expected value of the process n(x,y) and the function e(x,y) assumes the value 2σ/√2π ([26 section 14.3]). Moreover, the integral in the second member of (3.1.2) provides a positive value independently of the value assumed by n(x,y). Therefore, e(x,y) increases if n(x,y) increases. The random variable n(x,y) assumes values ranging (with a probability of 99.7 percent) from -3σ to 3σ and at these extrema e(x,y) assumes its maximum value 3σ. In fact, if n(x,y) assumes an extremum value, the dispersion is given by the difference between this latter value and the mean value of the noise which, in this case, is zero. Therefore, in the presence of white Gaussian noise, eq. (2.1) at every point provides a value given by the sum of two positive random variables: 1) the mean value µ |n| of the processn(x,y), which can be considered equal to 2σ/√2π (~0.8 σ) if the integration domain θ is large enough, and 2) a variable r n with values ranging (with a probability of 99.7 percent) from 0 to 3 σ-2 σ/√2π (0-2.2σ). By computing the integral in (3.1.2), the following expression is obtained [36] : ( ) ( ) in which we simplified by substituting n 1 and q for n(x,y) and 1/σ√2, respectively.
If n 1 can be considered less than σ, the terms of the sum in (3.1.3) in which k≥1, can be neglected. In such a case (3. It can be verified that, if n 1 ranges between -σ and σ, the dispersion ranges between 0.8σ and σ. In other words, the interval, in which 99,7% of the area under the probability density function of r n lies, can be reduced by a factor of 11 upon reducing the standard deviation of the input noise by a factor of 3. For this purpose, in (2.1) the function f(x,y) is replaced by a function f 1 (x,y) which is obtained by filtering the function f(x,y) by means of a low-pass filter.
By introducing the function f 1 (x,y), the mean value of µ |n| does not change; only the standard deviation and the mean value of the random variable r n decrease. The mean value of µ |n| depends only on the second term in the integral (2.1) and can be decreased by substituting the function f(x-τ 1 ,y-τ 2 ) with the function f 2 (x-τ 1 ,y-τ 2 ) which is again obtained by filtering the function f(x,y) by means of a low-pass filter.
In Fig.5 , the test image, the dispersion map given by (2.1), the dispersion map given by (3.1.5) and the dispersion map given by (3.1.6) are shown in panels a, b, c and d, respectively. In these cases, both functions f 1 (x,y) and f 2 (x,y) are the mean value of the function f(x,y) computed on a circular neighbourhood having a radius of 2. We adopted 1) an integration domain θ having a radius of 8 and 2) a Gaussian noise with a standard deviation of 10. In order to illustrate the response of the two filters, a row profile is shown at the bottom of the figure. The gray levels of panel b range from 8 to 30, the gray levels of panel c from 8 to 10 while the gray levels of panel d from 3 to 30.
Both the first and the second term in the integral (2.1) can be filtered and both r n and µ |n| can be decreased. In particular, filtering the two terms by means of the same low-pass filter is equivalent to filtering the input signal, and (2.1) becomes:
If the function f(x,y) is a Gaussian noise with a null mean value and a standard deviation σ, the function f 1 (x,y) is a Gaussian noise [26 section 14.1] with a null mean value and a standard deviation σ' less than σ. Therefore, from the analysis of (3.1.2), it can be stated that (3.1.7) provides an output signal ranging between 0.8σ' and 3σ'. Robustness to noise can be also achieved by filtering the output signal, and (2.1) can be written as:
In this case, the mean values of µ |n| and r n do not change; only the standard deviation of r n decreases.
The results provided by the three different options on the previous test image are shown in Fig.6 . The dispersion map given by (3. 1 (x,y) is still the mean value of the function f(x,y) computed on a circular neighbourhood having a radius of 2. The dispersion map given by (3.1.8) is shown in panel c. In this case, the function e(x,y) is the mean value of the dispersion map given by (2.1) computed on a circular neighbourhood with a radius of 2. In panels a, b and c, we adopted a circular domain σ having radius of 8 and a Gaussian noise having a standard deviation of 10. It is worth noting that the dispersion still ensures 1) ridges in correspondence with the discontinuities and 2) local maxima at the corners of the square.
By low-pass filtering the first term of (2.1), although the neighbourhood Γ is less than the integration domain θ, eq. (2.1) assumes the aspect of a mean deviation. Therefore, in order to avoid the too generic term "dispersion index", in the following sections e(x,y) will be termed "mean deviation" and the two terms "positive dispersion" and "negative dispersion" will be changed to "positive mean deviation" and "negative mean deviation", respectively.
Discontinuities
In order to study the filter behavior in proximity to discontinuities, let us compute the mean deviation if the integration domain θ is centered on a point of the discontinuity between the background and the square of the test image. In such a case, if f 1 (x,y)=f(x,y) * g 1 (x,y) is substituted in (2.1) for the function f(x,y) and if the value of n 1 (x,y) (n 1 (x,y)=n(x,y) * g 1 (x,y)) is small enough with respect to the value of the discontinuity, the mean deviation becomes (appendix B):
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In this case, an expression similar to (3.1.2) is obtained in which the half-height of the discontinuity B is substituted for the noise level n(x,y). From the analysis of (3.1.2) in section 3.1 it follows that (3.2.1) has a value greater than or equal to B. However, if B assumes values less than σ, then (3.2.1) assumes values ranging from 0.8σ to σ, i.e., the same values generated by the noise in correspondence with homogeneous regions if n 1 <σ (section 3.1). Therefore, if a threshold equal to σ is used in order to eliminate the noise on the homogeneous regions, the filter can only detect discontinuities with half-height B greater than σ. In Fig.7 the dispersion maps of two discontinuities are shown. The two discontinuities have heights that are six-and two-fold the standard deviation of the noise, respectively. In both cases, the mean deviation is computed on a circular domain θ having a radius of 8 pixels, while the function f 1 (x,y)
is the mean value of the function f(x,y) computed on a circular domain Γ having a radius of 2 and 4 pixels. If discontinuities having half-heights less than σ have to be detected, the second term in the integral (2.1) must also be filtered. In this case, the Gaussian noise n(x,y) becomes a Gaussian noise n'(x,y) with σ'<σ and µ |n'| =2σ'/√2π. Therefore, if the first term in the integral (2.1) is filtered by means of a suitable low-pass filter (section 3.1), the noise assumes values ranging from 0.8 σ' to σ' and discontinuities having half-heights greater than σ' can be detected (Fig.6) . By filtering both the first and the second term in the integral (2.1) the ridge height B decreases to B'. However, if σ 2 <<σ 4 , then B'~B.
If a low-pass postfilter is used, the achieved signal-to-noise ratio is less than the one achieved by (3.1.5), because in this case, the smoothing process reduces ridge height without decreasing the mean value of the noise component (Fig.6 ).
Localization errors and enhancement failures
The sensitivity to noise can be reduced by introducing a low-pass filter having a circular domain Γ with a radius r 1 and by computing the mean deviation on a circular domain θ having a sufficiently large radius r 4 . The filter described in section 2 should be analysed by taking these requirements into account.
In particular, it should be verified that these requirements do not contrast with the requirements given in the first paragraph of section 2. In general, (2.1) can be written as: In proximity to a rectilinear discontinuity, (3.3.1) again produces a ridge having maximum height in correspondence with the discontinuity. If the discontinuity is not rectilinear, the additional low-pass filter produces a localization error -the maximum height is not located exactly in correspondence with the discontinuity. In addition, in the presence of noise the localization error depends also on the enhancement ratio (let e mc be the maximum value the mean deviation assumes at a corner and let e ms be the value the mean deviation assumes at the straight discontinuties belonging to the corner, the enhancement ratio ER can be defined as ER=e mc /e ms ). Obviously, as the enhancement ratio decreases, the localization error is supposed to increase. ER depends on two factors: i) as shown in section 2.1, ER increases as the angle becomes smaller, and ii) as it can be verified, ER increases if the ratio between the two radii r 4 and r 1 increases (ER is maximum if r 1 =0 and is equal to 1 if r 1 =r 4 ). Therefore, taking the previous observations into account and having fixed r 4 , it can be stated that: i) if the noise component is small, the localization error simply increases if r 1 increases and if the angle becomes smaller; ii) in the presence of a significant noise component, if a sufficiently small r 1 with respect to r 4 is not adopted, the localization error increases because of the increasing low-pass filter and of the decreasing enhancement ratio which may become equal to 1; iii) in the presence of noise, if a too small r 1 is adopted, the localization error is greater at larger angles, as at these angles the enhancement ratio is smaller; iv) in order to obtain, in the presence of noise, a localization error approximately equal to the one obtained with the same low-pass filters in the absence of noise, sufficiently large values of r 1 and r 4 with r 4 >>r 1 have to be adopted.
In addition, in section 2.2, it has been proven that (2.1) assumes its maximum value, greater than e MAX , at a point near the junction which has a level equal to the minimum or maximum level of the neighbourhood. However, at such a point f 1 (x,y) assumes a mean value; thus, (3.3.1) at such a point does not assume its maximum value. For this reason, r 1 should be much smaller than r 4 because only by doing so: 1) f 1 (x,y) can assume the maximum or the minimum value of the neighborhood and 2) all sectors are considered in the computation.
Therefore, by using (3. For example, in section 3.1, the random variable n 1  is required to be less than σ (therefore it should be 3σ 1 <σ). In this case, regardless of the value of the standard deviation, it is sufficient to choose a circular domain Γ containing a number N of pixels that satisfies the following relationship: It is worth noting that, as regards junctions, (3.3.1) does not completely retain the features of (2.1). As to junction enhancement, the worst condition is when the two areas having minimum and maximum levels are contiguous and at the same time the two values, e 1 and e N , are equal (section 2.2). In this case, the two local maxima are hardly greater than the ridge e MAX and, even if a radius r 4 much greater than r 1 is adopted, the dispersion map computed by using (3.3.1) does not enhance the junction. In Fig.9 , a test image and three dispersion maps computed by using (3.3.1) are shown. The junction at the disk center is a particular case in which e 1 =e N . Only the dispersion map computed by using (3.3.1) with r 1 =0 enhances all junctions, while the dispersion maps computed by using (3.3.1) with r 1 different from 0 do not enhance the junction at the disk center even though the radius r 4 is much greater than r 1 (r 4 =8r 1 ).
In general, common junctions and corners are sufficiently enhanced if an integration domain θ with radius r 4 equal to 3r 1 is adopted.
CONTOUR TRACKING IN IMAGE SEQUENCES
The basic idea of this approach is still the same as in the previous paper [12] . Therefore, this description will not be exhaustive as the detailed analysis can be found in [12] . Let a sequence of frames of a deformable structure be given. The automatic detection of every contour of the structure under consideration can be achieved in three main steps:
1) -If a first approximate contour C r is given, the true contour C t of the structure on the first frame can be estimated as follows:
a) The dispersion map of the first image is computed in order to obtain a ridge R 1 at the discontinuity between the searched for structures and the background. In this representation (edge map), the contour C t is the top of the ridge. The ridge has to be large enough to contain the rough contour C r . b) Every point of the rough contour C r is brought to the top of the ridge R 1 and the contour C 1 thus obtained is the searched for estimate of the true contour C t .
In Fig.10 the results obtained by means of this procedure over two test structures having corners and junctions are shown.
2) -The dispersion map of the second frame is computed and the ridge R 2 is obtained. If the sequence frame rate is high enough and/or if the ridge is sufficiently large, C 1 lies inside R 2 . Thus, once the first contour C 1 has been determined starting from an approximate contour, C 1 can be, in its turn, used as the starting contour to determine the contour C 2 on the next frame, and so on. In this way, as an approximate contour on the first frame is given, every contour of the sequence can be automatically outlined. In Fig.11 the contours achieved by means of this procedure over an image sequence are shown. The test structure consists in two homogeneous semicircles, having gray levels of 50 and 250, superimposed onto a homogeneous background with a level of 0. Motion occurs by rigid motion of the structure while the deformation is simulated by varying the radius.
3) -In order to allow a contour C i to lie inside the ridge R i+1 of the next dispersion map, in general a large ridge is needed. On the other hand, if a large ridge is used, poor accuracy of the outlined contour can be expected. However, operators of different widths may be used and different ridges and resolutions achieved on the same image. The contour C i determined at the top of the ridge R i can be used as a starting contour to find the top of a ridge having a smaller width, and so on until the desired accuracy is achieved. In Fig.12 the results obtained by means of this procedure are shown. In order to provide a test contour having variable curvature and numerous details, the test image consists in a disk with a radius varying according to a sinusoidal law. The original image is shown in panel a. The dispersion maps obtained with masks of 41X41, 21X21 and 9X9 pixels are shown in panels b, c and d, respectively. The contour shown in panel a is the starting contour that is used to locate the contour superimposed onto panel b. The contour shown in panel b is, in its turn, the starting contour that is used to locate the contour superimposed onto panel c and so on. The contour superimposed onto panel b is a polygon joining the points at which the mean deviation assumes local maxima. In panel c smaller operators are used; a few points of the starting contour are not affected by the local maxima and therefore they reach the nearest top of the ridge.
In Fig.13 , a ventriculographic image and examples of dispersion maps providing ridges with different widths are shown. The three dispersion maps were obtained by using (3.3.1) with r 1 =5 r 2 =0 r 3 =0 r 4 =10; r 1 =4 r 2 =0 r 3 =0 r 4 =8; and r 1 =3 r 2 =0 r 3 =0 r 4 =6. The levels less than 4 were eliminated by means of a threshold. Examples of contours determined on ventriculographic images from an approximate contour traced by an operator are shown in Fig.14. The contours determined over a sequence of images from a rough contour traced by an operator are shown in Fig.15 . All images were filtered by (3.3.1) with r 1 =4 r 2 =0 r 3 =0 r 4 =8, and r 1 =3 r 2 =0 r 3 =0 r 4 =6.
DISCUSSION AND CONCLUSION
The mean deviation is a nonlinear filter that allows producing ridges in correspondence with discontinuities as well as a gradient of Gaussian, beside enhancing key points such as corners and junctions. It does not enhance only particular geometric models of bidimensional discontinuity -the test images used in the previous sections were chosen for their semplicity. The filter retains its features regardless of contour shape and provides a ridge which i) at straight contours, is equal to the one provided by the GoG, ii) increases with the curvature of the contour, and iii) assumes local maxima at local maxima of the curvature and at key points of the image. These features proved useful to automatically locate contours from image sequences.
If the images under consideration are affected by an additive white Gaussian noise n(x,y), the mean deviation provides a noise component in correspondence with homogeneous regions which is given by the sum of two random variables: the mean value µ |n| of the process n(x,y) and a variable r n . In this case the integration domain must be large enough to allow disregarding the standard deviation of µ |n| , and a low-pass filter is needed in order to reduce both the mean values of µ |n| and r n and the standard deviation of r n . By introducing the low-pass filter at different stages of the original filter, filters having different features are obtained. In particular, it is worth noting that a low-pass prefilter and a low-pass postfilter provide completely different results.
1) By filtering the first term of the integral in (2.1), the standard deviation and the mean value of the random variable r n can be reduced. The filter does not reduce the mean value of µ |n| , and discontinuities less than 2σ are not revealed.
2) By filtering the second term of the integral in (2.1), the mean value of µ |n| can be reduced and discontinuities less than 2σ can be revealed.
3) By using a low-pass postfilter, only the standard deviation of the random variable r n is reduced. As regards the localization procedure, it is worth noting that, theoretically, the final contour is independent of the initial contour only if noise is absent. However, different initial contours were used to locate the ventricular contours shown in Fig.14 and the resulting final contours were very similar. In addition, the paper points out two types of localization error: 1) due to the low-pass filter, the top of the ridge does not exactly match non-straight discontinuities, and 2) a few points of the starting contour are influenced by the local maxima of the dispersion map (local maxima may be due to either curvature extrema or noise), hence the localization procedure does not bring such starting points to the nearest top of the ridge.
The weakness of the approach, which limits its implementation, is shown in Fig.14 , panel E, where the ventricular silhouette crosses the boundary of the diaphragm. Strong edges near to the one one is looking for may capture the starting contour and give rise to localization errors. Moreover, the mean deviation at junctions does not provide a ridge with the desired features. Under particular conditions (e 1~eN ), if a low-pass filter is needed, the mean deviation does not produce a local maximum even if the discontinuity assumes an ideal step profile. Thus, if the discontinuities do not assume such an ideal profile, the conditions under which the mean deviation fails to produce local maxima at junctions -giving rise to localization errors -are less restrictive.
However, it is worth noting that, in order to enhance corners and junctions, the difference of the two functions e p (x,y) (positive mean deviation) and e n (x,y) (negative mean deviation) is not needed. The two functions per se enhance corners and junctions. In particular, section 2.2 shows that the local maximum of the mean deviation at a junction is obtained at a point belonging to the sectors with either minimum or maximum level. Such a point is a local maximum for the function e n (x,y) or e p (x,y), respectively. Moreover, the two functions separately can enhance those junctions in which e 1 =e N and the ratio r 4 /r 1 , which is needed to enhance any junction, is less than the corresponding ratio r 4 /r 1 used by (3.3.1). In addition, while the difference of the two functions, e p (x,y) and e n (x,y), provides the mean deviation, their sum provides a DOG filter. The sum of the two functions is obtained by eliminating the absolute value in (3.3.1). For example, by eliminating the absolute value from (3.3.1) in case of r 2 =r 3 =0 , the following expression is obtained:
[ ] Analogous results are obtained by eliminating the absolute value in the other cases. In this paper, the idea of using the positive and negative mean deviation separately has not been adequately analyzed, because they provide two different ridges while the localization procedure described in section 4 requires one ridge.
At this point, it is spontaneous to draw a parallel between the filter previously described and the biological vision system. In fact, the positive and negative mean deviation and their response to luminose stimuli are reminiscent of the separation of the ganglionar cells in the human and other mammals' retina into two distinct categories (the on-off and the off-on center surround cells). To enhance spatial intensity variations, the DOG filter (difference of Gaussians) is extensively used in vision research. Nevertheless, the DOG does not explain the presence of two distinct categories of ganglionar cells, while the separation of ganglionar cells into two categories "must surely have perceptual correlates" [37] . Therefore, the idea of using the positive and negative mean deviation separately will be accurately considered.
APPENDIX A
Let us consider the following expressions:
These two expressions cannot be satisfied at the same time. Let us prove that this is true for a value greater than e MAX and, therefore, for e MAX itself. According to (2.2.2), the problem can be expressed as finding a solution to the following expressions: The two expressions cannot be satisfied at the same time.
APPENDIX B
The two dispersions e p (x,y) and e n (x,y) can be computed by means of the following integrals:
[ ] 
From (B.1) the following expressions are obtained:
Let the circular neighbourhood be large enough, according to [26 section 9.8], the four normalized integrals in (B.3), from left to right and from top to bottom, can be considered to be estimates of the following probabilities, respectively: a) the probability that the noise is less than the value the noise itself assumes at the point having x,y coordinates b) the expected value of the noise upon condition that this latter assumes only values less than the one assumed at the point having x,y coordinates c) the probability that the noise is greater than the value the noise itself assumes at the point having x,y coordinates d) the expected value of the noise upon condition that this latter assumes only values greater than the one assumed at the point having x,y coordinates.
Therefore, let h(n) be the probability density of the Gaussian random variable n having a standard deviation σ, the expressions (B.3) can be written as: The integrals in (C.1) and in (C.2) are normalized by the area of the entire domain θ, while the areas of both θ p and θ n are the half area of the entire domain; therefore a factor 1/2 is needed. Let h(n) be the probability density of the Gaussian random variable n having a standard deviation σ; by subtracting (C.6) from (C.5), the following expression is obtained: Independently of the values of B and n 1 , the first two integrals of (C.7) assume only positive values, while the third integral assumes only negative values. The dispersion in proximity to a discontinuity is given by the sum of three positive terms. The first one is the mean value µ |n| . The second term, which is the first integral of (C.7), represents the ridge determined by the discontinuity. The third term, which is the sum of the two latter integrals, is a random variable. Let us suppose n 1  is small enough with respect to B to verify the following condition: 
