We present randomized algorithms to solve the following string-matching problem and some of its generalizations: Given a string X of length n (the pattern) and a string Y (the text), find the first occurrence of X as a consecutive block within Y. The algorithms represent strings of length n by much shorter strings called fingerprints, and achieve their efficiency by manipulating fingerprints instead of longer strings. The algorithms require a constant number of storage locations, and essentially run in real time. They are conceptually simple and easy to implement. The method readily generalizes to higher-dimensional patternmatching problems.
Introduction
Text-processing systems must allow their users to search for a given character string within a body of text. Database systems must be capable of searching for records with stated values in specified fields. Such problems are instances of the following string-matching problem: For a specified set ((X(i), Y(i))) of pairs of strings, determine, if possible, an r such that X(r) = Y(r). Usually the set is specified not by explicit enumeration of the pairs, but rather by a rule for computing the pairs (X(i), Y(i)) from some given data. We present a randomized algorithm to solve this problem. The algorithm associates with each string X a fingerprint I#@' ) which is much shorter than the string itself. The search for a match then compares short fingerprints instead of long strings.
The algorithm selects thejngerprint function & at random from a family of easy-to-compute functions. No matter which input ((X(i) , Y(i))) is presented, the algorithm is unlikely to produce a false match, in which two fingerprints agree even though the original strings do not.
The most widely studied pattern-matching problem is the following: Given a pattern X of length n and a text Y of length m 2 n, find the first occurrence of X as a consecutive substring of Y. Several linear time algorithms have been given for this problem. have found a realtime algorithm using a constant number of registers. Our method, based on fingerprint functions, runs essentially in real time; the exact meaning of this statement is spelled out in Theorem 4. It requires a constant number of registers and needs a substring of length n of the text in main memory. One version, described by Algorithm 3, runs strictly in real time but allows a provably minuscule probability of error.
smaller number of registers. At the same time they are conceptually very simple and consequently easy to program. For the classical linear string-matching case, they become practically competitive only for rather long patterns, say n = 200. For such long patterns it would seem that storing pointer tables in registers is not feasible, so the classical algorithms would slow down.
Our methods also apply when the pattern is a multidimensional rectangular array of symbols or even an irregularly shaped arrangement of symbols. In such applications our time bounds are superior to those previously known [5, 61. Baker [ 5 ] has a linear-time algorithm for d-dimensional arrays, but it requires substantially more storage than our method. Bird [7] also has a linear-time algorithm for two-dimensional arrays with a storage requirement comparable to ours. Neither Baker's method nor Bird's applies to irregular shapes. literature on randomized algorithms [8] and provides further evidence of the efficacy of algorithms that flip coins.
This work is a contribution to the growing body of
An example
In order to familiarize the reader with our approach and demonstrate the extreme simplicity of the algorithm, let us describe one version for the case of linear string matching. Let the pattern and text be, respectively,
The restriction to the (0, 1 ilphabet is just for convenience.
Let Y(i) = y,y,+, . . . y,+,,-,; then a match occurs ifX = Y(i). The occurrence of a match is obviously equivalent to a = a(i). For integers b, c let res (D, c) denote the residue of b when divided by c. Note that if 0 I r,, r2 < p , then res (r, + r,, p ) = r, + r, if r, + r2 p , and res (r, + r,, p ) = r, + r, -p otherwise.
Let p be a random_ly chosen prime in the range [ 1, 
-
We require auxiliary storage to keep p , 2, ri(i) , 2"-', i, where i is the pointer to the current place in Y.
We want to apply this basic idea to several patternmatching problems and use a variety of fingerprint functions. It is therefore useful to develop a general framework into which the above and all the other algorithms will fit as special cases. This is done in the next section.
The general string-matching algorithm
In this section we establish a general framework that can be specialized to yield several particular string-matching problems and algorithms. An instance of the general stringmatching problem is specified by Positive integers n and t. An index set R of cardinality t. The problem is to decide whether there exists an index 7 such that X(r) = Y(r) and, if so, to find one such index.
Particular string-matching problems lead to particular choices of R and particular rules for determining X(r) and Y(r) from the input data and the index r. We indicate two examples.
The linear pattern-matching problem This is the familiar problem treated in Section 1: Given two strings, a pattern X and a text Y, determine whether X occurs as a consecutive block within Y. Suppose X = xIx2 . . . x, and Y = y , y2 . . . y,,,, where each x, and each yj is a 0 or a I, a n d m r n . W e t a k e t = m -n + l , R = ( 1 , 2 , . . . , m -n + 11, X(r) = X for all r, and Y(r) = y,y,, . . . y,+"-,.
Two-dimensional array matching
This is the problem of determining whether a twodimensional array of Os and 1s occurs as a block within a larger array. For notational convenience we take the arrays to be square. Let X = (x,) be an s X s array of Os and Is, and let Y = ( y,,) be a m X m array of Os and 1 s, where m 2 s. The problem is to determine whether there is a pair ( k , I ) with s 5 k c m and s c I I m such that -yk-, ,,-, for all i and j such that 0 I i I s -1 and 0 I j I s -1. In other words, we are looking for an s X s -subsquare of the text that exactly matches the pattern. To fit this problem within the general framework, we may take n = s ' , t = ( m -s + I f , a n d R = ( ( k , l ) I s s k s r n a n d s s Is m ) . The string X( (k, I)) is obtained by concatenating together the rows of X, and Y( ( k, I)) is obtained by concatenating together the rows of the s X s block within Y having its lower right-hand comer in the (k, I) position.
A simple, straightforward method of solving a stringmatching problem is to impose a total ordering on the index set R, and then march through R, testing, for each index r, whether X ( r) = Y( r). This is the method actually used in many text-processing systems, and there are many situations in which it is the method of choice. If n, the length of the strings being compared, is very small, then the time to compare two strings is small, and the method is quite effective. If one can assume that the strings being compared are random strings of Os and Is, then it takes only two bit comparisons, on the average, to establish that X( r) # Y( r), and so the method is again highly effective. But when n is large and we are unwilling to make any assumptions about the input data, the straightforward method may be unacceptable, since nt bit comparisons are required in the worst case.
We present a general approach to string matching which may sometimes have advantages over both the straightforward method mentioned above and some of the more sophisticated and theoretically efficient methods that have been proposed. Let S be a finite set and, for each p E S, let bP( .) be a function from (0, 1 )" into a range 0,. The value bp(X) can be viewed as a "fingerprint" of the string X . The algorithm will compute one or more fingerprints of each string, and will compare X( r) with Y( r) only if the corresponding fingerprints of the two strings agree. The fingerprints thus serve as a preliminary filter which is highly likely to establish that X( r) # Y( r), if indeed these two strings are unequal. Since the fingerprints are much shorter than the original strings, this screening process is likely to be advantageous. matching problems is not new. Many such techniques based on check sums and hash functions can be found in the literature. What is new is the particular way of choosing the fingerprinting functions at random at run time. This randomization technique permits us to establish very strong properties of our algorithms, even if the input data are chosen by an intelligent adversary who knows the nature of the algorithm.
We give three different randomizing algorithms based on the fingerprinting technique. For brevity, let up( r) and b,(r) denote bp(X( r)) and bp( Y(r)), respectively. Assume that the index set R is totally ordered. Let CY be the first element of R and let w be an "end marker" that follows the last element of R. Finally, for r E R, let r' denote the successor of r in R U ( w ) . In comparing these algorithms, the concept of afulse match is essential. A false match is said to occur in Algorithm 1 if, for some r such that X ( r) # Y( r), the algorithm determines that uJr) = bJr) for all i = I, 2, + . , k. Similarly, in Algorithms 2 and 3, a false match occurs if, for some r, the algorithm determines that u,(r) = bp(r) but X( r) # Y( r).
string X( r) or Y(r). As soon as the fingerprinting functions indicate a match, the algorithm reports that a match has occurred and halts. Algorithms 2 and 3 compute only one Algorithm 1 computes k fingerprinting functions for each fingerprinting function. If the fingerprinting function indicates that X ( r) and Y( r ) may be equal, these algorithms then test whether X ( r) and Y( r) are actually equal and, if not, continue scanning the input. Algorithm 3 has the additional feature that a new fingerprinting function is selected whenever a false match occurs.
Algorithm 1 never backs up over the data. Thus, it is the method of choice for a hardware implementation, or in any situation where the input data are streaming past an input terminal in an on-line fashion. Under reasonable assumptions it is a real-time algorithm (i.e., it dwells for a constant number of steps or each bit of its input), and it lends itself to parallel computation since the k fingerprinting functions can be computed independently. In this algorithm a false match, if it occurs, will go undetected, and thus the algorithm may erroneously report a match. However, because of the randomization in the choice of the fingerprinting functions, the probability of such an error can be reduced to a truly negligible level; moreover, this will be true uniformly, regardless of how the input data are chosen.
Algorithms 2 and 3 always give a correct result and, in the absence of a match or false match, they also run in real time. The time required to verify matches and to detect and recover from false matches also contributes to their running time. Since each of these algorithms makes a random choice of fingerprinting functions, the running time of each is a random variable even for a fixed input. We show that, uniformly for all inputs, each of these algorithms can be made to run in linear expected time. Moreover, we show that the probability of a catastrophe, in the form of an exceptionally long series of false matches, is negligible. Algorithm 3, which hedges against catastrophe by changing the fingerprinting function whenever a false match occurs, is especially safe in this respect. The advantages of such hedging are demonstrated in Section 5.
classes of string-matching problems, the following three properties can be achieved simultaneously:
In support of the above claims, we show that, for certain 1. For all p E S, log, I 0, I << n, where n is the common length of the strings X(r) and Y(r), and 0, is the range of values of 4, ; i.e., the fingerprints of the strings in question can be represented much more compactly than the strings themselves. 2. For every particular problem instance, there is only a 3. It is easy to compute a,(r') from a,(r) and b,(r') from small probability that a false match will occur. b,(r); i.e., fingerprints are easy to update.
All three properties depend on the choice of a family of fingerprinting functions. Property 3 also depends on specific details of the string-matching problem being considered and on the total ordering of the index set R. 
A family of modular fingerprint functions
A binary string X = x,x2 . . . x, can be regarded as a binary representation of the integer n H ( X ) = 2 ~~2'"'.
i= I
For any integer p , the function H,(X) = H ( X ) mod p is a possible fingerprint function. Let M be a positive integer to be specified later. Define S = { p I p is prime and p 5 M ) , and @,(X) = H,(X) for all X .
A random prime in the range [ To study the properties of the family { H,) of fingerprint functions based on primes, we require some numbertheoretic definitions and lemmas. Let Proof Suppose a has more than x( u ) prime divisors, and let these be q1 + . . q,. We obtain the contradiction 2" 2 a 2 qlq2 . . . q, 2 the product of the first r primes 2 the product of the first T ( u) primes = the product of the primes less than or equal to u > 2".
Lemma 2 (Rosser and Schoenfeld [ I I])
For all u z 17,
Theorem 3
If Algorithm 2 or Algorithm 3 is executed with S = ( p I p 5 M and p prime), then, for every instance { ( X ( r), Y( r ) ) , r E R), the probability that a false match occurs is =?r(M)'
Proof For a fixed input { ( X ( r), Y( r)), r E R ] and any prime p , occurrence of a false match when Algorithm 2 or Algorithm 3 is executed with 4, as the initially chosen fingerprint function is equivalent to each of the following statements:
IrlX(r)+Y(Ol
By Corollary 1, the product has at most r( nt) prime divisors. Thus p is chosen at random from T ( M ) primes, of which at most r(nt) lead to a false match. It follows that, for a random choice of p , the probability of a false match is at most (*(nt))/(*(M)). 0
Theorem 4
If Algorithm 
IrlX(rYY(r)l
Since this product is <2"' , the number of primes that divide it is sr(nt), provided nt L 29. Hence, the probability that pI divides this product is and since the pi are drawn independently at random from the primes dividing M, the probability that all k of the pi divide this product is
( $-$
This proves the first inequality.
Since I H(X( r)) -H( Y( r)) I c 2", the number of primes and the probability that this occurs for some r E R is This proves the second inequality. 0
Corollary 4(a)
If Algorithm 2 or Algorithm 3 is executed with S equal to the set of primes snt2 and 4, = H,, then, for every instance of the input data n, t, { ( X ( r ) , Y ( r ) ) , r E R ) such that nt L 29, the probability that a false match occurs is 52.51 l/t.
Proof Apply Lemma 2 to bound a(nt) from above and r(nt2) from below.
Corollary 4(b)
If Algorithm 1 is executed with S equal to the set of primes snt2, then, for every instance of the input data n, t, ( ( X ( r ) , Y ( r ) ) , r E R ) such that n L 29 and for every choice of the parameter k, the probability that a false match occurs is 5 (1 .255)kt"2k-1'( 1 + 0.6 In t)k.
Proof The probability of a false match is bounded above by Apply Lemma 2 and the inequality n z 29 to bound r(n) from above and r(nt2) from below. 0 Corollaries 4(a) and 4(b) establish that it is possible to achieve concise fingerprints that ensure a low probability of a false match. For example, suppose Algorithm 2 is run on an instance where n = 250, t = 4000, and M = nt2 = 4 X lo9. Then, for any p 5 M, the range of the fingerprinting function H, is (0, 1, . . . , p -11, where p 5 4 X lo9 < 232.
Hence each string of length 250 can be represented by a 32-bit fingerprint, and yet the probability that a false match occurs will be less than lo". If Algorithm 1 with k = 4 is run on the same instance with the same set of fingerprinting functions, the probability of a false match is less than 2 x
Efficient updating for one-dimensional and higher-dimensional problems
In this section we investigate the storage requirements and execution times of our algorithms when the family (H,) of fingerprint functions is used, where p is drawn from the set of primes cnt'.
We assume that it requires constant time to fetch, store, compare, add, or subtract fingerprints. This is reasonable because a fingerprint is an integer in the range [0, nt2 -11, so that the number of bits needed to represent a fingerprint is Tlog, d l . This is of the same order of magnitude as the length of a pointer into the input data. In typical applications of our methods, the length of a fingerprint does not exceed the length of a register in the computer being used. Moreover, in the case of linear pattern matching or higher-dimensional array matching, the pattern of access to fingerprints is predetermined and regular, so that it is normally possible to fetch fingerprints from high-speed registers rather than from memory.
of the algorithms are dominated by the updating operation, in which a,( r') is computed from a,( r) and b,(r') is computed from b,(r). We show that, in the case of linear pattern matching or higherdimensional m a y matching, the time for each update is bounded by a constant. It follows that, in these cases, Algorithm 1 is a real-time algorithm. By this we mean that the algorithm makes a single pass through its input data, dwelling for a constant time on each bit, and then halts. Here we are assuming that the random primes pI, p2, . . , pk are chosen in a preprocessing step, before the input data arrive; this is valid only if the parameters n and t (or upper bounds on these parameters) are available in advance. Algorithms 2 and 3, which check for false matches, run in time O(n + t ) in the event that no false match occurs.
We later investigate the probability distribution of the execution time of each of these algorithms, taking into account the effect of false matches.
Since false matches are quite unlikely, the execution times
The linear pattern-matching problem Let us recall how this problem, already treated briefly in Sections 1 and 2, fits into the general framework. We are given a pattern X E (0, 1)" and a text Y E (0, 1 I"', and wish to determine whether X occurs as a consecutive block within We assume that the input is a string consisting of the pattern X followed by the text Y. As the input is scanned from left to right, the fingerprint of the pattern and the fingerprints of the blocks within the text are computed with a constant number of operations per bit of input.
Y . H e r e t = m -n +
Recall that where r ranges from -n to 0, and xi = 0 for j < 0. The fingerprint of X is a, (1) .
N o t e t h a t , i f O s r , s p -l a n d O = r , = p -1,then
rl + r, mod p is either rl + r, or rl + r, -p. It follows that updating can be performed with a constant number of operations. On a typical single-address computer, four fetches, three adds, three comparisons, two subtractions, and one store are sufficient for updating. Moreover, since the pattern of access to data is so simple and regular, it is possible to keep the constants [ and p, the fingerprint of the pattern and the most recently computed fingerprint of a block of text, in fast registers, and to fetch bits from the pattern and text from memory into fast registers before they are needed, so that all operations take their operands from fast registers. The storage requirements of Algorithms 1,2, and 3 are modest. Algorithms 2 and 3 require six registers for data (to store the constants and p, the fingerprint of the pattern, the most recently computed fingerprint of a block of text, and the two bits of input data needed for the current updating step) and two address registers which contain pointers into the input. Algorithm 1, which uses k fingerprinting functions at once, requires 4k + 2 registers for data and two address registers.
Theorem 5 Algorithm 1 is a real-time algorithm. For every input consisting of a pattern of length n and a text of length m, the expected running time of Algorithm 2 or Algorithm 3 is
O(n + m).
Proof The proof that Algorithm 1 is real-time is given above. Algorithms 2 and 3 require O(n + m) time for reading the input data and performing updating operations, O(n) time to verify a match if one occurs, and O(n) time to detect each false match that occurs. The probability of a false match is at most 2.5 1 l/(m -n + I), and the maximum number of false matches possible is m -n + 1, so the expected time spent in detecting false matches is bounded above by In Section 5 we make a further analysis of the probability distribution of the execution time of Algorithm 3, showing that Algorithm 3 rarely experiences a large deviation above the expected execution time.
Two-dimensional array matching In this subsection we sketch how Algorithms 1,2, and 3 can be tailored to the two-dimensional array-matching problem introduced in Section 2. To do so, we impose a linear ordering on the index set R, and then show that fingerprints can be updated rapidly as the algorithm marches through this linear order.
R e c a l l t h a t R = ( ( k , I ) I s s k s m a n d s s I s m )
. W e order R so that its first element is (s, s), its last element is (m, m), and the successor of (k, I) is given by
else(ifI<mthen(s,l+ 1)).
Geometrically, the algorithm starts with the s X s block in the upper left-hand comer of the text, marches down until it reaches the last row, moves to the highest position one column to the right, marches down, etc.
Recall that, for any string X , H(X) denotes the integer having X as its binary representation, and HJX) = H(X)modp. 
where t = -2" mod p, X = 2s mod p, and 6 = -2'"-') mod p.
The right-hand side of (2) can be evaluated in constant time, and the right-hand side of (3) can be evaluated in constant time if we assume that multiplication mod p can be performed in constant time. This would be true, for example, if a hardware multiply/divide unit were available that delivered the remainder in the case of integer division. Given these update formulas it is easy to work out the details of initialization and storage allocation for Algorithms Bird [7] has given an extension of the K M P algorithm to two-dimensional array matching, and his approach can also be applied to d-dimensional array matching. His method requires a fairly complex preliminary phase, in which the pattern is processed to give arrays of length O(sd) whose elements are pointers. Thus, our randomizing algorithm is simpler and equally fast and, in the version based on subarray covering, uses less storage.
The advantages of reinitializing
In this section we explore the properties of Algorithm 3, the version of the fingerprinting method which discards its current fingerprint function whenever a false match occurs. We show that this algorithm has two important advantages, which in some environments outweigh the overhead of reinitializing the fingerprint function after a false match:
1. Reinitializing is a hedge against catastrophe. It reduces to a completely negligible level the probability that a long series of false matches will occur. 255
2. The performance of the method remains good when fingerprinting is based on arbitrary moduli rather than primes. 
Hedging against catastrophe

Theorem 6
Suppose Algorithm 3 is applied to an instance of the general string-matching problem specified by ( ( X ( r), Y( r)), r E R ) , where 1 R 1 = t and each string X( r) or Y( r) is of length n.
If S is the set of primes less than or equal to M = nt ' and 4, = H,, then the probability that k or more false matches occur is ~( 2 . 5 1 I/$.
Proof By Corollary 4(a), each time a new prime p E S is randomly chosen, the probability of a false match is at most 2.51 llt. 0
Fingerprinting using arbitrary moduli We consider the behavior of Algorithm 3 when the fingerprinting process is based on arbitrary moduli, rather than primes; i.e., we take S = ( 1, 2, . . ., M ) , with 4, = H,.
We require two number-theoretic lemmas. 
Applying Lemma 2 and Lemma 1 1,
We now estimate the probability of a false match when randomly chosen M-fat numbers are used for fingerprinting.
Lemma 9
Consider an instance of the general pattern-matching problem in which t = n. If we use Algorithm 3 with
and @ , ( Y) = H( Y) mod p, then the probability of a false match is 5112.
Proof The proof proceeds along the lines of Theorem 3
and Corollary 4(a). In this case I R I = n and a false match occurs only if the M-fat integer p divides
Let L be the number of "fat integers x that divide P. Proof Apart from detecting false matches and restarting the fingerprinting process after a false match, the running time is O ( n + t). The time overhead associated with detecting a false match and resuming the computation is O(n). With probability >1/2, the p chosen after a false match is M-fat. Ifp is M-fat, then, with probability >1/2, the computation will advance through at least n indices r E R before the next false match occurs. Hence, the expected number of false matches is O(t/n), and the expected time spent in dealing with false matches is O(t). 0
A second family of fingerprint functions
In this section we present another interesting family { K, ) of fingerprint functions. For each positive integer, p , K, is a homomorphism from (0, I )* into the group of 2 X 2 unimodular matrices with entries in 2,. the ring of integer residues mod p . Let X denote the null string. Define a homomorphism K from (0, I )* into 2 X 2 nonnegative integer unimodular matrices by and where * denotes concatenation of strings and . denotes matrix multiplication. For any positive integer p , the function K, is defined in the same way, except that all matrix elements are regarded as elements of 2, rather than as integers.
The function K has the following easily provable properties:
2.
If X E (0, I In, then each element of K ( X ) is less than or equal to F,,, the nth Fibonacci number (F,, = F, = I, F, = Fn-l + Fn-2, n 2 2).
In comparison with the family (H,) of fingerprint functions, the family { K,) has the disadvantage that each fingerprint consists of four integers mod p , rather than one. We show that the two families are about equally effective in avoiding false matches, and that the use of ( K, ) leads to remarkably simple updating methods. Here all matrices are over Z,, and and similarly for the two-dimensional array-matching problem, using appropriate counterparts to Equations (2) and (3).
Fingerprinting techniques for irregular shapes
In this section we demonstrate that randomized algorithms based on fingerprinting techniques can be applied not only 257
A shape S. As in arrays, the x coordinate designates rows and the J coordinate columns.
1 A pattern X of shape S.
to the matching of strings and arrays, but also to matching problems involving patterns of irregular shape. Let Z denote the set of integers. Define a shape S as a finite subset of Z X Z which includes (0,O). 
The pattern-matching problem in this case is the following.
Given a two-dimensional array Y and a pattern X of shape
S, does X occur in Y?
The straightforward algorithm requires, for an m X m array and for shapes of size n, about m2n steps. Our general fingerprinting method in many cases reduces the number of steps to m2 J i + n. Given a shape S, we can decompose it into maximal horizontal segments and arrange these in some definite order I,, . . . , I,. Our method is efficient, as compared with the straightforward method, whenever the number of segments satisfies c << I SI = n. For example, for shapes S which are circles, or ring-shaped with the interior radius half of the exterior radius, or equilateral triangles, we have c = O( &).
Assume that we want to solve the pattern-matching problem for a two-dimensional m X m array and a pattern X of a favorable shape S of size n. In order to cast this problem into the general framework of Algorithm 1, decompose S into a disjoint union I , U . . . U IC of horizontal segments whereI,= {k,) X { $ s y~r , J , 1 s j s c . L e t m i n ( x ) = mink,, max(x) = maxk,, min(y) = minl,, max(y) = maxr,. Note that since (0,O) E S, we have min(x), min(y) I 0. Define
We have t s m2. Unravel X into a string by defining Thus, calculating K,(x) requires n -1 multiplications of 2 X 2 matrices in 2,.
We want to calculate the K, ( F(a, 6) These matrices can be computed at the cost of m(m - 1) multiplications of 2 X 2 matrices over 2,. The matrices f (k, I ) are stored in an appropriate array. Note that each f ( k , /) is a unimodular matrix, and for such a matrix
J= I
Since matrix multiplication is associative, it follows from the parallel-prefix computation theorem that all the products (4) can be computed in parallel in time @log m), using m processors. Similarly, K,(X) can be computed in time O(1og n), using n processors. Denoting, as in Section 2, Y( r) = yr+, . . . Y, +, , -~, 1 I r I m -n + 1, the fingerprints K,(Y(r)) = K,(P(Y, r -l))".Kp (P(Y, r + n -1)) can be computed in parallel, using m processors, in constant time. Finally, the comparisons K,(X) = K,( Y(r)) can be done in parallel, using m -n + 1 processors, in constant time. Using Corollary 10, but choosing the prime in the range [ 1, nmk], we get the following.
With thef(k, /) available, we can calculate K, ( y(a, b) ) for (a, b) E R by 2c -1 matrix multiplications, K,( P(a, b)) = II f"(kJ + a, 5 + b ) f ( k j + a, rj + b).
C
J= I
Summing up our results, we have the following direct corollary of Theorem 10 and Corollary 10.
Theorem 12
The string-matching problem for a pattern of length n and a text of length m(n 5 m), where we find all matches, can be solved by m processors in time O(1og m ) with probability of error smaller than 0.697/mk.
The same method produces optimally parallel algorithms for string matching when the number of processors is <m/log n. A similar result was obtained by Vishkin [ 121, via a considerably more complicated deterministic algorithm. Theorem I1 If Y is an m X m array and x is an S-shaped pattern where 1 SI = n and S is the union of c horizontal segments, then testing whether X occurs in Y requires n -I + m2 + t .
(2c -1) multiplications of 2 X 2 matrices in 2,. The probability of a false match for a random choice of p I n . m4 is smaller than 6.971 fm2.
Remark The above method is advantageous for shapes S such that c << I SI. In many cases it has the effect of reducing the number of steps required to test whether X occurs in Y at position (a, b) from the area of S to the diameter of S, i.e., essentially from I SI to I SI If the same array Y is repeatedly probed for the occurrence of patterns X , , X,, . . . , then the computation of f ( k , /), 1 5 k, /I m, will serve for all these probes.
Conclusion
We have seen that randomizing over a class of easily computable and easily updatable fingerprints produces very simple and efficient algorithms for a variety of onedimensional and multidimensional pattern-matching problems. The salient point is that one can prove for these algorithms that they lead to short expected computation time or run in real time with a negligible probability of error, for every individual patternltext pair.
The ideas and methods presented here have many variations and a wide range of additional applications. In particular, the second author has found another class of fingerprint functions employing polynomials over finite fields instead of integers [ 131.
Parallel pattern matching
The randomized pattern-matching algorithms lend themselves in a convenient way to parallelization. We treat the string-matching problem and employ the fingerprinting functions K, of Section 6. Let X = xIx2 . . . x, be a bit pattern and Y = yly2 . . . y , be a bit text. Let p be a fixed (randomly chosen) prime. 
where the matrix multiplication is done for 2 X 2 matrices o v a z, .
