Correlated or matched data is frequently collected under many study designs in applied sciences such as the social, behavioral, economic, biological, medical, epidemiologic, health, public health, and drug developmental sciences in order to have more efficient design and to control for potential confounding factors in the study. Challenges with respect to availability and cost commonly occur with matching observational or experimental study subjects, thus researchers frequently encounter situations where the observed sample consists of a combination of correlated and uncorrelated data due to missing responses (partially correlated data). Ignoring cases with missing responses, when analyzing the data, will introduce bias in the inference and lower the power of the testing procedure. This paper discusses and proposes some nonparametric testing procedures to handle data when partially observed correlated data is available without ignoring the cases with missing responses. Therefore, we will introduce more powerful testing
, [16] and [20] ). Several authors have presented various tests considering the problem of estimating the difference of means of a bivariate normal distribution when some observations corresponding to both variables are missing. Under the assumption of bivariate normality and MCAR, Ekbohm [8] summarized five procedures for testing the equality of two means. Using Monte Carlo results [8] indicated that the two tests based on a modified maximum likelihood estimator are preferred: one due to Lin and Stivers [13] when the number of complete pairs is large, and the other proposed in Ekbohm's paper otherwise, provided the variances of the two responses do not differ substantially. When the correlation coefficient between the two responses is small, two other tests may be used: a test proposed by Ekbohm when the homoscedasticity assumption is not strongly violated, and otherwise a Welch-type statistic suggested by [13] (for further discussion, see [8] ).
Alternatively, researchers tend to ignore some of the data -either the correlated or the uncorrelated data depending on the size of each subset. However, Looney and Jones [15] argued that ignoring some of the correlated observations would bias the estimation of the variance of the difference in treatment means and would dramatically affect the performance of the statistical test in terms of controlling type I error rates and statistical power (see [19] ). They propose a corrected z-test method to overcome the challenges created by ignoring some of the correlated observations. However, our preliminary investigation shows that the method of Looney and
Jones [15] pertains to large samples and is not the most powerful test procedure. Furthermore, Rempala and Looney [17] studied asymptotic properties of a two-sample randomized test for partially observed dependent data. They indicated that a linear combination of randomized ttests is asymptotically valid and can be used for non-normal data. However, the large sample permutation tests are difficult to perform and only have some optimal asymptotic properties in the Gaussian family of distributions when the correlation between the paired observations is positive.
The aforementioned methods cannot be used for non-normal and moderate or small sample size data. There have been several attempts to provide nonparametric test procedures under MCAR and MAR designs (for example, see [3] , [4] , [1] , [11] and [21] ) some of those test are presented below. However, there is still a need for intensive investigation to develop more powerful nonparametric testing procedures for MCAR and MAR designs.
A Review of nonparametric methods for "combined" correlated and uncorrelated data
We have summarized five nonparametric found in the literature that compares medians in a paired case with unpaired data on both responses under MCAR design (see [14] ). Those methods are found in [11] and [21] . 
The test statistic for complete pairs is 1 1 . n i i R   For unpaired cases, ranks are made among the total number of 1 2 n n  unpaired observations and summed for the same group of X's -group 1.   (see [21] ).
2) Test statistic 2 S : proposed by Brunner and Neumann [2]
This test statistic is based on a Wilcoxon rank sum test for both complete pairs and unpaired S is defined as
3) Test statistic 3 S : proposed by Sen, P.K. [18] This test statistic is based on an aligned rank sum test (see also, [12] 
are the ordered absolute values. The [11] statistic is defined as
Hence, the test statistic 4 S is defined as:
5) Test statistics 5
S : proposed by John Bryant (see [21] , Master thesis).
In addition to the previous four test statistics, there is another option based on the Mann-Whitney U statistic. In particular, U is the number of times an x exceeds a y. It can be computed as follows:
Mann and Whitney have previously showed that the tests based on U are equivalent to tests based on W (the rank sum) in the case of no ties [9] . However, instead of using the Mann-Whitney U test, they used the rank sum test. This paper discusses and proposes some nonparametric testing procedures to handle data when partially observed correlated data is available without ignoring the cases with missing responses. We will introduce more powerful testing procedure which combined all cases in the study. These procedures will be of special importance in meta-analysis where partially observed correlated data is a concern when combining results of various studies. Section 2 and 3 will propose new tests based on combining two-sample test with paired matched test. In section 4 we propose new test procedure. Numerical analysis and final remarks will be presented in section 5, while the illustration by using a real data will be given in section 6.
Combined Sign Tests for Correlated and Uncorrelated Data: Proposed Methods

Sign test for correlated data with no missing values
Correlated data consists of observations in a bivariate random sample{( , V ),
where there are n pairs of observations. A comparison is made within each pair ( , ) U V , and the pair is classified as " :
 is a measure of location (median) of ( ) Y F y (see also [5] ). The matched pairs sign test statistic, denoted by 1 T , for testing the above hypotheses, equals the number of "+" pairs: ( , ) n n T N  . Therefore, the critical region can be defined based on the normal distribution:
Mann-Whiteny Wilcoxon test for uncorrelated data with no missing values data
For uncorrelated data, let { 1 1 2 , ,..., n X X X } and
simple random samples of subjects exposed to method 1 and method 2, respectively. It can be shown that
and Y have the same shape, then the null hypothesis of interest is 0 1 2 : 0 n n n n n n E T Var T     (for example, see [5] ). For large samples and under 0 1 2 : 0 H     , the critical region can be defined based on the normal distribution (again, see [5] ):
Combined sign test with Mann-Whiteny Wilcoxon test
Case 1. Small sample sizes
For small sample sizes, we propose the following test procedure to combine the sign test for correlated data with the Mann-Whitney Wilcoxon test for uncorrelated data:
2) Let 0 1    , then the two sign tests can be combined as follows:
Using similar notation as that found in [10] , we construct the following theorem: 
Combined Wilcoxon Signed Rank Test and Mann-Whitney Wilcoxon Test for
Correlated and Uncorrelated Data
. Wilcoxon signed rank test for correlated data
If we assume that U and V are exchangeable random variables, then and U V V U   both have symmetric distributions and the Wilcoxon test is clearly justified. Let , 1, 2,...,
Under 0 H , we may use a Wilcoxon signed-rank test as follows. Let i I be an indicator for when ( ) |D| i corresponds to a positive observation, where 
Conover [5] provides an example for such large sample sizes.
. Combined Wilcoxon rank test with Mann-Whiteny Wilcoxon test Case 1. Small sample sizes
For small sample sizes, we propose the following test procedure to combine the two tests:
(ii) Let 0 1    , then the two sign tests can be combined as follows:
Again, using similar notation as that found in [9] and [10] , we construct the following theorem: 
Then:
(i) Additionally, R codes are provided on the following website to calculate the exact discrete distribution of the proposed tests: http://personal.georgiasouthern.edu/~hsamawi/.
Case 2. Large sample sizes
For large samples and under 0 H , and let (1 ) ( ) ( ) ( ), 0,1, 2,..., , 2 (14) where ( ) (13), it is easy to show that the mean and the variance of our proposed test statistic are as follows: ) .
2
Note that both the mean and the variance in Eq. (15) 
Numerical Analysis and Final Remarks
Simulations were conducted to compare the power of the proposed tests. In order to compare the proposed tests with other tests found in the literature, (those methods are further described in [11] and [21] as 1 2 3 4   5 , , , , and S S S S S ) sample sizes n=3, n1=2 and n2=3 and different shift parameters d=0.0, 0.5, 1.0, 1.5, 2.0, 2.5 and 3 were considered. Underlying bivariate normal distributions with different values of the correlation coefficient (r), ranging from -0.9 to 0.7, were considered. The power estimation was based on 10,000 iterations. Table 3 contains data on eight patients taken from Weidmann et al. [22] . The purpose of this study was to compare the proportions of certain T cell receptor gene families (the Vβ gene families) on tumor infiltrating lymphocytes (TILs) and peripheral blood lymphocytes (PBLs) in patients with hepatocellular carcinoma (i.e., matched pairs or block design). Weidmann et al [22] expected that more changes would be detected in However, data are missing for some patients due to factors unrelated to the measurements themselves. 
Illustration Using Genetic Data
