In [1] , the concept of singular isolating neighborhoods for a continuous family of continuous maps was presented. The work was based on Conley's result for a continuous family of continuous flows (cf.
1. Introduction. The Conley index theory has become an important tool for qualitative studies of dynamical systems. Two main ingredients of the theory are the existence of isolating neighborhoods and index pairs. In [2] , Conley presented how to circumvent the problem of losing the isolation property in the context of perturbations of a family of continuous flows (cf. [2, Lemma B] and [2, Theorem C] ). In his setup, a family of continuous flows did not have the isolation property for a particular flow and isolating neighborhoods could be found for nearby flows. Conley defined the concept of singular isolating neighborhoods and gave conditions to determine them. In [5] , Mischaikow, Mrozek and Reineck proved the existence of singular index pairs also for a family of continuous flows (cf. [5, Theorem 1.15] ). The discrete case was considered in [1] where the discrete version of Conley's theorem was given. The problem of constructing singular index pairs for continuous maps has been treated as well. The goal of this note is to present a perturbation problem that illustrates the results proved in [1] .
We will use the logistic map to define a family of continuous maps. We start with the following family of C 1 functions from R 2 to R. Let ε ≥ 0, f, g ε , h : R 2 → R be C 1 functions given by f (x, y) = x(3.3 − y)(1 − x) g ε (x, y) = y + εyh(x, y).
We will consider the following family of continuous maps from [0, 1] × [0, 3.3] to R 2 :
F ε (x, y) = (f (x, y), g ε (x, y)) .
Some conditions will be imposed on the function h. However, we postpone the description of them to Section 3. When ε = 0, we will have the map f 0 (x, y) := (f (x, y), y). Recall that given a set N ⊂ R 2 , its maximal invariant set under f 0 is defined by
where Int(N ) denotes the interior of the set N , and S is called isolated invariant set.
The continuation property under perturbation of the Conley index implies that if N is an isolating neighborhood for f 0 , then there exists ε > 0 such that for all ε ∈ [0, ε], N is an isolating neighborhood for F ε . However, in Section 3, we will introduce a compact set which it is not an isolating neighborhood for f 0 and it does have the isolation property for ε > 0. Compact sets with this property are called singular isolating neighborhoods. In Section 2, we present the precise definition of singular isolating neighborhoods and state the main result of [1] that presents sufficient conditions to determine singular isolating neighborhoods. In Section 3, we return to the family of continuous maps F ε . Notice that for ε = 0, the map f 0 has the logistic map in its first coordinate which presents a well known dynamics. Restricting the variation of y to the interval [0, 3.3] , the function x → x(3.3 − y)(1 − x) presents fixed points and 2-periodic points. In Section 3, we recall the computations of these points. Working with a particular family of C 1 functions, h λ (its definition will be given in Section 4), an index computation for F ε (in fact, F ε λ ) is done. In Section 4, we present this computation and show that it yields some information about the dynamics of F ε λ .
A perturbation theorem.
This section is devoted to the main notation and results for the perturbation problem. For further details on the basic definitions, we refer the reader to [1] , [2] and [7] . For proofs of the results described in this section, see [1] .
In what follows, Z denotes the set of integer numbers, Z + = {i ∈ Z : i ≥ 0} and
. Let X denote a locally compact metric space and f : X → X be a continuous map. Given x ∈ X, a full left solution through x is a continuous map
We can extend a left solution through x to a function defined on Z by setting σ(i) = f i (x) for all i ∈ Z + . The extended σ is called a full solution through x. A set S ⊂ X is invariant if f (S) = S. Given N ⊂ X, Int(N ) denotes the interior of the set N in X and cl(N ) the closure of the set N in X. For N ⊂ X its maximal invariant set is given by
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Let Y be a subset of X. The omega limit set of Y is
Given x ∈ X and σ, a full left solution through x, the ω * -limit set for σ is
A subset A ⊂ S is an attractor in S, if there exists a neighborhood U of A such that
The dual repeller of A in S is
The pair (A, A * ) is called an attractor-repeller pair in S. Finally, the chain recurrent set of S is defined by
In [1] , the family of continuous maps
where
n is called a singular isolating neighborhood for f 0 , if N is not an isolating neighborhood for f 0 , but there exists an ε > 0 such that, for all ε ∈ (0, ε], N is an isolating neighborhood for
n of x, ε > 0, and a positive integer I := I(ε, U ), such that for all ε ∈ (0, ε] and for all y ∈ U
Similarly, the point x ∈ Inv(N, f 0 ) is a slow entrance point, if there exist neighborhood U ⊂ R n of x, ε > 0, and a positive integer I := I(ε, U ), such that for every ε ∈ (0, ε], for all y ∈ U and z ∈ X such that
The next result which was proved in [1] shows how slow exit and slow entrance points are related to singular isolating neighborhoods.
continuous family of continuous maps given by (⋆).
Let N be a compact set. If Inv(N, f 0 ) ∩ ∂N consists of slow exit and entrance points, then N is a singular isolating neighborhood.
In [2] , Conley described conditions that imply the existence of slow exit and entrance points for the case of a family of continuous flows. For the discrete case, similar conditions can be determined. They were described in [1] and we will recall them now. First, we present the basic notation. Let k and m be positive integers. If α = (α 1 , . . . , α k ) ∈ {1, . . . , m} k , we define
Given i = 1, . . . , k, the following set is considered:
If u i ∈ R n , i = 1, . . . , n, and α = (α 1 , . . . , α k ) ∈ {1, . . . , n} k , the notation u α will represent the vector (u α1 , . . . ,
Finally, we introduce the concept of averages of functions on invariant sets. Let f : R n → R n be a continuous map, S be a compact invariant set for f and let g : R n → R be a continuous function. The forward average of g on S is defined as
If FAve(g, S) ⊂ (0, ∞), then we say that g has strictly positive forward average on S.
Similarly, we define the backward average of g on S by
BAve(g, S) :
As before, if BAve(g, S) ⊂ (0, ∞), then we say that g has strictly positive backward average on S.
With this setup, we present the version of the definition of C-slow exit and C-slow entrance points for discrete dynamical systems.
continuous family of continuous maps given by (⋆) and S
and furthermore, ℓ| Kx∩cl(Ux) = 0, and ℓ| S∩cl(Ux) ≤ 0 (resp. ≥ 0). 5. Let g i : R n → R be the continuous functions given by
Then, g j = 0 if j < m, and g m has strictly positive forward (resp. backward) average on R(K x ).
The main result of [1] takes the following form: 
and ε ≥ 0. Some additional requirements are made on the function h. Namely:
(1) there exists a unique solution of the system:
there exists x * ∈ (0, 23/33) such that h(x * , 0) = 0.
It is not a coincidence that such conditions agree with the ones presented by Hutson and Mischaikow in [4] . They are the basic setup to construct a singular isolating neighborhood. They imply that we can control what will happen in the boundary of a compact set when the isolation property for ε = 0 does not happen. Besides, our example fits in the framework of the work [4] but the reader should notice that we are able to prove that the attracting region is away from the axes for a much more general situation than the one described in [4] (cf. [4, Theorem 5.1]) since there are no additional requirements for the family of continuous maps we are working with.
We shall proceed in our analysis. Making ε = 0, the dynamics of the map f 0 (x, y) = (f (x, y), y) is dictated by the map f . Actually, for ε = 0, the variable y works as a parameter for f . For each y, the fixed point of f y (x) := f (x, y) is given by
Moreover, the stability of these fixed points is well known. Recall that x y is a stable fixed point if 0.3 < y ≤ 3.3 and x y is unstable for 0 ≤ y < 0. In Figure 1 , the representation of x y , x p y and f y (x p y ) is given. Considering ε > 0, the condition (1) imposed on the function h implies that the fixed point of F ε , for all ε > 0, is (x, y) such that
It is easy to construct a compact set N that is not an isolating neighborhood for ε = 0 and it is an isolating neighborhood for ε > 0. To do that first observe that the conditions on the function h imply that the curve h(x, y) = 0 is C 1 with non-negative slope passing through the point (x * , 0) and lim (x,y)→+∞ h(x, y) = +∞. The curve h(x, y) = 0 splits the plane into two regions. The region on the left of h(x, y) = 0 is given by the points (x, y) such that h(x, y) < 0 and on the right, by h(x, y) > 0 (see Hutson and Mischaikow [4] ). Let x 0 , x 1 , y 0 and y 1 be positive real numbers such that
We will consider a compact set N defined by N := [x 0 , x 1 ] × [y 0 , y 1 ] (see Figure 3 ). The compact set N is not an isolating neighborhood for f 0 . The points A 1 , B, A 2 and D shown in Figure 3 prevent N from being an isolating neighborhood. In fact, B and D are fixed points of f 0 and A 1 and A 2 are fixed points of (f 0 )
2 . Their coordinates can be easily computed and are: 
Fig. 3. A singular isolating neighborhood
Our goal is to show that N is a singular isolating neighborhood. Since Inv(N, f 0 ) ∩ ∂N = {A 1 , B, A 2 , D}, we need to prove that there exists ε > 0 such that if ε ∈ (0, ε], then A 1 , B, A 2 , D ∈ Inv(N, F ε ). To do this, Theorem 1 will be used. In each case, the main step is to construct a function ℓ. In the notation of Theorem 1,
The next set of propositions shows the analysis for each of these points. Therefore
which implies
Since the point 2.3 − y 1 3.3 − y 1 , y 1 was chosen on the left side of the curve h(x, y) = 0, we
Proposition 3. The point B is a C-slow entrance point.
Proof. This case is similar to the previous one. The function ℓ considered is ℓ(x, y) = y − y 0 . 
Proof. Consider the case x * ∈ (0, (43 − √ 129)/66) and let x = A i , i = 1, 2. In both cases, take S = {A 1 , A 2 }. Also notice that R(K x ) = K x . Let U x be a small neighborhood of the point x. The function ℓ is defined as ℓ(x, y) = y − y 0 . The conditions 1, 2, 3 and 4 of Definition 1 for C-slow entrance points are satisfied. To finish, the condition 5 needs to be verified. We have ∇ℓ(x, y) = 0 1 and
Therefore,
where (x A1 , y 0 ) and (x A2 , y 0 ) are the coordinates of A 1 and A 2 , respectively. Since A 1 and A 2 lie on the right of the curve h(x, y) = 0, h(x A1 , y 0 ) > 0 and h(x A2 , y 0 ) > 0.
For the case x * ∈ ((43 − √ 129)/66, 23/33) the choice of the function ℓ will depend on the sign of h(x A1 , y 0 ) + h(x A1 , y 0 ). Let
The rest of the proof follows the steps done before.
Combining Theorem 1, Propositions 1, 2, 3 and 4, we conclude
, where x 0 , x 1 , y 0 and y 1 as above, is a singular isolating neighborhood for f 0 .
4. An index computation for a family of functions h λ . In this section we will consider the family of continuous functions h λ : R → R given by
where λ ∈ [0. 4, 0.7] and n is a fixed positive integer. Notice that the map F ε has an extra parameter. Therefore the notation F The construction of the compact set N done in the previous section can be repeated and we obtain a compact set that is not an isolating neighborhood for ε = 0 and it is an isolating neighborhood for ε > 0. Even though the continuous map we are studying has an extra parameter λ, we can add some requirements that imply that N does not depend on λ. We assume that the points x 0 , x 1 , y 0 and y 1 are positive real numbers such that Remark 2. The same type of arguments can be used to prove that other compact sets are singular isolating neighborhoods. Below, a new compact set will be considered and following the steps done in Section 3 we conclude that it is also a singular isolating neighborhood. Now, we start to study the fixed points (x λ , y λ ), for λ ∈ (0.4, 23/33). The Jacobian matrix of
Computing it at the fixed point (x λ , y λ ) we obtain In what follows the constant c denotes c := 1 − ε4nλ n−2 (1 − λ) 2 (2.3 − 3.3λ).
Notice that 0 < c < 1.
In the next three lemmas the behavior of x + ε,λ and x − ε,λ as functions of the parameters λ and ε is studied. 
