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ABSTRACT
Explicit interpretation of geological data by geologists forms the basis of 
many geological interpretations. However, quantitative, statistically valid re-
search into how accurate and precise these interpretations of geological data 
are, and hence their uncertainty, is limited. As a result, the way that uncer-
tainty differs between geological locations is poorly quantified and cannot 
be predicted. Here we show that uncertainty in cross-section interpretations 
varies significantly between different geological locations, and we examine 
the controls on this uncertainty. Using two cross-section interpretation ex-
periments, through non–layer-cake superficial strata, we observe two distinct 
behaviors of uncertainty. In the first case, from Glasgow, errors in prediction of 
the depth of the rockhead from surrounding borehole data range from +18 m 
to –16 m of its actual position with a standard deviation of 6.03 m. The magni-
tude of this uncertainty, as measured by its mean squared value, is predictable 
from multiple factors relating to both the borehole data given to the geologist 
and their interpretation workflow. In the second case, from Manchester, the 
range in the predicted location of rockhead is +7 m to –9 m of the actual depth, 
with a standard deviation of the error of 2.69 m, and the uncertainty is only 
predictable from proximity to a cross-section intersection. We contrast these 
results with a previous experiment, on layer-cake strata from London, with an 
error range of ±7 m (standard deviation 2.9 m) and where the mean square er-
ror was predictable from the experience of the interpreting geologist and the 
distance to the nearest borehole. Our results show that while one assumption 
for predicting uncertainty may be appropriate in one case, it cannot be generi-
cally applied to other cases. We conclude that care is needed when predicting 
uncertainty in geological cross sections from parameters associated with ini-
tial borehole data, such as data density, and further experiments are required 
to map out the differing behaviors of uncertainty in geological interpretation, 
if uncertainty is to be predicted from prior information.
INTRODUCTION
Interpretation of borehole data allows the creation of 2D geological cross 
sections of subsurface strata. Borehole logs are the most common data set 
available for the interpretation of shallow superficial deposits. In a typical in-
terpretation workflow, the same horizons in adjacent boreholes are interpreted 
and linked across the intervening space to create a model of the geology in 
cross section. The resultant model outlines the main geological layers and 
discontinuities along the section line. Multiple cross sections are commonly 
interpreted and then linked to form a 3D geological model.
These geological models are often used as inputs into further models to 
make predictions. For example hydrological modeling of subsurface fluid-flow 
pathways (Hustoft et al., 2007), evaluating gas storage sites (Kaufmann and 
Martin, 2008), or to determine groundwater sources (Turner et al., 2015). But 
any geological model is uncertain, and these uncertainties are carried into 
further models. The uncertainties in geological models arise from the natural 
variability in any geological system, measurement uncertainty, sampling bias, 
and interpretation uncertainty resulting from the creation of the geological 
model from the data (Mann, 1993). Even if all available data are without error, 
the scarcity of data used to construct a geological model is such that the data 
will not absolutely constrain the geometry of the geological layers. Hence the 
accuracy of an expert’s interpretation is uncertain. The error in a model may 
be systematic (indicating that there is a bias, e.g., a tendency to model certain 
contacts too low relative to datum). In the absence of bias there may be im-
precision in a model, i.e., a scatter in the distribution of errors which may be 
narrow (low uncertainty) or wide (high uncertainty).
Geological models with significant uncertainty in the placement of geo-
logical layers and discontinuities are generally higher risk. In order to address 
these uncertainties, we must first map their behavior, both within specific geol-
ogies and between them. Doing so will allow us to better predict uncertainty in 
the future, resulting in the ability to determine uncertain regions of a 3D model, 
along with providing solutions to reduce that uncertainty. Here we describe 
two experiments that mapped out the behavior of uncertainty both within and 
across two geological settings.
BACKGROUND
There are two general approaches in geological modeling. The first group 
is implicit, including data-driven methods that use algorithms such as  kriging 
or other procedures to interpolate, more or less automatically, between obser-
vations. The second group of approaches is explicit, where the expert under-
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taking the interpretation directly controls the interpretations on the basis of 
their knowledge and experience.
Many studies on model uncertainty have addressed implicit modeling 
methods. For example, Tacher et al. (2006) used the kriging variance as a mea-
sure of uncertainty, which is inherited directly from the statistical model that 
underlies kriging interpolation. Wellmann et  al. (2010) used multiple condi-
tioned simulations of the geology, and the variations between these simula-
tions, to measure uncertainty at locations between data points.
In the case of explicit modeling, no statistical model of variability lies be-
hind the output, and so there is no direct quantification of uncertainty, as in the 
case of kriging. However, there have been some attempts to quantify the un-
certainty in outputs from interpretation-based geological modeling, in which a 
geologist’s prior knowledge and experience is used to guide model construc-
tion. Lelliott et al. (2009) identified factors deemed to constrain the uncertainty 
in such models in a structured assessment using the fish-diagram approach of 
Cave and Wood (2002), and then they derived an algorithm to make local esti-
mates of the magnitude of model uncertainty on the basis of factors such as 
distance to nearest borehole and automated quantification of local geological 
complexity.
There have been other studies aimed at determining the nature of un-
certainty in interpretation of seismic image data. These studies focus on the 
observed differences in geological interpretations between individuals, with 
implications for hydrocarbon potential (Rankey and Mitchell, 2003), and on 
training and interpretation methodologies (Bond et al., 2007, 2012). Bond et al. 
(2012) show statistical relationships between factors associated with interpre-
tation workflows and education and interpretation efficacy of a seismic  image. 
Macrae et al. (2016) go further in a blind experiment to show a causative 
link between thinking about geological evolution and a positive interpreta-
tion outcome.
The experiments presented in this paper are based on the work of Lark 
et al. (2013, 2014), who used designed experiments to quantify uncertainty in 
models produced by geologists in workflows with explicit interpretation. In 
the study reported by Lark et al. (2014), a group of geologists independently 
interpreted superficial deposits in London from boreholes on a cross section. 
The investigators then directly measured the difference between the interpre-
tations and withheld borehole data. The errors were examined statistically 
by using linear mixed modeling. The linear mixed model (LMM) allowed the 
authors to test for evidence of a systematic error in the interpretations (i.e., 
if the mean error differs from zero) and to examine whether the variance of 
interpretation error, which they treated as a quantitative measure of the uncer-
tainty of the prediction, could be expressed as a function of some quantity (for 
example, distance to the nearest borehole). They found that the variance of 
the prediction errors increased with distance to the nearest borehole and was 
smaller for interpreters with greater experience of modeling.
The modeling of error variance (e.g., Lark et al., 2013, 2014) offers a basis to 
test hypotheses about the sources of uncertainty in geological interpretation 
from borehole data by designed experiments. An experiment of this style is 
useful because the outcomes can be used to suggest improvements to data 
collection and model building workflows, with the aim of creating more ac-
curate models with lower associated risk. They might also provide a basis for 
quantification of uncertainty in future interpretations on the basis of the fac-
tors identified as controlling the uncertainty. Conclusions drawn from a single 
experiment may however not be applicable to other geological locations. In-
terpretations using similar data sets at different localities may be affected by 
factors specific to the geology of an area, the presentation of data, or other 
unknown variables that may affect interpretation uncertainty.
We tested the hypothesis that both the magnitude of uncertainty and the 
factors that predict its magnitude will differ between different geologies. We 
quantified uncertainty in 2D vertical cross-section interpretations of borehole 
and geological map data at two localities with differing geologies. As in Lark 
et al. (2014), the standard deviation of interpretation error was used as a mea-
sure of the uncertainty in the interpretations. The results were analyzed using 
statistical models to determine whether properties of the data set presented 
to the geologists or factors relating to the interpretation itself affect the uncer-
tainty of interpretations. The findings of these two experiments together with 
those of Lark et al. (2014) are used to assess whether common factors influ-
ence interpretation uncertainty at multiple geological locations and hence de-
termine whether interpretation uncertainty can be predicted from these factors 
alone. If common factors are found, then they can be used for the prediction 
of uncertainty in the future, along with potentially suggesting where modeling 
workflows could be improved.
METHODOLOGY
The objective of the experiment was to measure the uncertainty of pro-
fessional geologists’ interpretations of borehole data and to identify factors 
that contribute to the uncertainty. The methodology followed was similar to 
that of Lark et al. (2013) in which geologists are presented with a set of real 
borehole and geological map data to interpret. The interpretations of the geol-
ogists are then tested through comparison to withheld borehole data (Fig. 1). 
The methodology results in a direct measure of the error, rather than an es-
timation. Statistical modeling is then used to test the evidence for systematic 
errors in the interpretations (mean error is not zero) and to test hypotheses 
that the mean square error of the interpretation depends on specified factors. 
The interpretation workflow used in the experiment is similar to that used by 
the professional geologists, ensuring that the results are representative of a 
typical interpretation project.
Professional geologists from the modeling team at the British Geological 
Survey were asked to volunteer for the experiment. While the cohort of geol-
ogists that took part may not be representative of all geologists who carry out 
3D modeling, we felt that the advantage of using a single software package 
that would be familiar to all participants, along with the improved logistical 
arrangements, outweigh the potential biases. Likewise, asking for volunteers 
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may have introduced a bias by oversampling those that are typically more 
confident in their interpretation abilities; however, again, the logistical benefits 
of using volunteers outweigh the potential drawbacks.
Experiment Locations
For these experiments, boreholes through the glacial and postglacial 
super ficial deposits of Glasgow and Manchester were chosen. The geologi-
cal contact used to test the geologist’s interpretations was the rockhead—the 
base of the superficial deposits and/or top of the bedrock. The geometry of 
the rockhead is more variable than the conformable contacts of London’s 
super ficial deposits previously investigated by Lark et al. (2014); this is due to 
the erosional nature of the rockhead. The structures present in Glasgow and 
Manchester are also distinct from each other. While both have fluvial deposits 
overlying till, which overlies glaciofluvial sands and gravels, in Glasgow, these 
sands and gravels are found in multiple narrow channels that are manifested 
in the rockhead as short-frequency changes in dip. In Manchester, however, 
the channels are much wider, creating gentle changes in the dip geometry of 
the rockhead. These distinct but similar geologies allow comparison to deter-
mine if differences in geology affect interpretation uncertainty.
At both locations, there is a large collated data set of boreholes (Price 
et al., 2012; Monaghan et al., 2014). These collated boreholes provided the 
key resource for the experiments, from which section lines connecting 
multiple boreholes were constructed. Borehole combinations were chosen 
that recorded enough data for an interpreter to build an understanding 
of the superficial geology and create a 2D vertical cross section. For the 
Glasgow experiment, the result was a set of 112 boreholes running west 
to east, in a slight arc, over a distance of 11 km. For the Manchester ex-
periment, the result was 115 boreholes arranged in a set of seven sections 
covering an area of 4 km2, the data replicates that that would typically 
be presented to an interpreter in a standard cross-section interpretation 
workflow (Fig. 2).
The superficial geology of Glasgow and Manchester is the result of glacial 
and postglacial processes. In Glasgow (Fig. 2A), Scottish Coal Measures Group 
bedrock consisting of mudstone, siltstone, sandstone, and coal is overlain by a 
localized lower till, channelized fluvial outwash sands, and gravels, which are 
in turn overlain by a thick glacial till that covers the majority of the area. This 
is overlain by a complex succession of spatially restricted glaciofluvial, glacio- 
lacustrine, and glacio-marine sand, gravel, and mud followed by post glacial 
fluvial and lacustrine deposits and artificial (man-made) ground (Browne and 
McMillan, 1989; Hall et al., 1998; Monaghan et al., 2014). In the Manchester 
A  The raw borehole data are assembled into a cross section B  The boreholes selected to be validation points are 
removed from the section
C  The geologists interpret the contact of interest - in this 
case the contact between the blue and the grey, interpreted with a
dashed line
D  The validation borehole is put back into the section 
and the difference in elevation is measured to determine 
the interpretation error
Figure 1. Diagram of the methodology 
followed in this experiment.
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experiment area (Fig. 2B), the bedrock consisting of the Sherwood Sandstone 
Group is overlain by channelized sands and gravels resulting from glacio-
fluvial outwash. This is overlain by glacial till across the majority of the section 
lines, but in some places the channelized glaciofluvial deposits are overlain by 
glaciofluvial sheet deposits of sand and gravel. In places, glaciofluvial sheet 
sands also occasionally overlie the till. Artificial ground is found on all section 
lines (Price et al., 2012).
Allocation of Data
At each location, the entire borehole data set (112 boreholes for Glasgow; 
115 for Manchester) was divided by simple random sampling, without replace-
ment, into a number of validation batches equal to the number of geologists 
taking part in each experiment (ten for the Glasgow experiment; five for the 
Manchester experiment). The validation batches comprised the same number 
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of observations (11 for Glasgow; 23 for Manchester). Each geologist was then 
given a unique set of boreholes to interpret (101 for Glasgow; 92 for Manches-
ter), from which one of the batches of boreholes had been withheld for valida-
tion. This batching process means that although each geologist’s set of bore-
holes is unique, a borehole is validated only once, and some boreholes are 
common across different geologists’ sets. This allows testing of error across 
the whole data set while minimizing loss of borehole data density.
Interpretation Process
The modeling software package GSI3D (Kessler and Mathers, 2004) was 
used as the interpretation environment for the experiments. The software was 
chosen because it is a commonly used package for the explicit interpretation 
of superficial deposits within the British Geological Survey. This ensured that 
the interpreters had a good working knowledge of the software. In addition to 
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the borehole data sets, a map of the superficial geology was included in the 
released data set showing the location of the boreholes. The GSI3D files were 
placed onto a shared drive accessible to each geologist, with their specific data 
set for interpretation entitled with a code assigned to each individual geolo-
gist. For both experiments, the geologists were given two weeks to complete 
their interpretations, allowing them time to fit in the experiment with other 
work commitments.
The geologists were given a set of guidelines to follow. These guidelines 
covered technical aspects of how to use GSI3D as well as a statement that the 
data presented to them should be considered to be perfectly accurate. The 
statement on the accuracy of the data provided was included to ensure that 
interpreters did not selectively ignore any of the raw data, believing it to be er-
roneous. The briefing document also covered a description of the experiment 
and the experimental process along with a brief geological summary. These 
are available in this paper’s Supplemental Material1.
The geologists were asked to interpret all superficial deposits present in the 
boreholes as if they were part of a typical cross-section interpretation project. 
The geologists were told that they should not edit any of the map or preexist-
ing cross-section line work that was provided to them. This was to ensure that 
every participant was working under the same set of assumptions and data. 
In the software package, the geologists can view the geological map and the 
borehole data along a section line. Using the borehole information, the tops 
of each lithology above the rockhead, and with the possibility of co-visualizing 
the geological map, each interpreter explicitly interprets the top of each unit, 
by digitizing a line between the boreholes.
Statistical Modeling
The basic variable analyzed is the model error. The model error can be 
computed for each location in each of the validation batches. Recall that a val-
idation batch is a set of boreholes withheld from the set supplied to one of the 
participating geologists. That geologist’s interpretation is compared with each 
borehole in the validation batch at its corresponding location in space. The 
model error for the selected surface (i.e., rockhead) is the difference between 
the observed elevation of the surface at the location of a validation borehole 
and the elevation in the interpretation of the cross section by the geologist 
from whom that borehole was withheld. An error of zero therefore indicates 
that the interpretation and observation coincide. A positive error indicates that 
the interpreted height of the rockhead was below the observation at the vali-
dation site.
The set of errors obtained this way from all validation batches was then 
modeled statistically to test our hypotheses; a linear mixed model (LMM) 
framework was used for the modeling (Verbeke and Lesaffre, 1997) carried 
out using the R statistical package (R Core Team, 2015). The LMM framework 
was needed because the validation boreholes, while selected at random from 
the available boreholes, cannot be regarded as independently drawn along 
the cross section since boreholes were selected to form a continuous section 
instead. It is therefore necessary to be able to model the spatial dependence 
between observed errors in any statistical model of them. If the interpreters 
are unbiased, the observed errors can be treated as a random variable of 
mean zero. If some factor, which varies between validation sites (e.g., dis-
tance to the nearest borehole or experience of the interpreter), determines 
the uncertainty of the interpretation, it is possible to model the variance of the 
observed errors as a function of these factors in the LMM framework (Nelder 
and Lee, 1991).
In the linear mixed model, we treat a variable as the sum of a fixed ef-
fect (here a constant mean value) and random effects. The random effects are 
Gaussian random variables with particular statistical properties. Because the 
boreholes were not chosen according to an independent random sampling 
scheme, we start by investigating whether the model error is spatially depen-
dent (i.e., whether errors are correlated according to their proximity in space). 
The simplest linear mixed model treats the variation around the mean model 
error as a simple uniform Gaussian random variable with independent values 
with mean zero and some unknown standard deviation or variance.
The parameters of this random variable are estimated by residual maxi-
mum likelihood (REML), maximizing the log likelihood of a linear combination 
of the data determined by the fixed effects structure (here a constant mean). 
We may then fit a more complex model in which the random variation com-
prises two components, an independent random variable and one in which 
the values at any two locations are spatially correlated. This introduces two 
new parameters, a distance parameter that defines how the spatial correlation 
between two locations depends on the separation between them in space and 
the variance of the additional random component. Because this new model 
has two extra parameters, it should have at least as large a log likelihood as 
the simpler model. The question is whether the improvement in fit is large 
enough to justify the additional complexity. There are two ways to address this 
question. The first, which can be used in any such comparison, is to compute 
the Akaike information criterion (AIC; Akaike, 1974), determined from:
 AIC = 2k – 2l, (1)
where k is the number of parameters—coefficients that represent the factors 
we are testing—in the model, and l is the maximized log likelihood. We select 
the model for which AIC is smallest, which shows that the number of parame-
ters to be estimated in the model is a penalty factor.
In cases where the models are nested (i.e., we can treat the simpler one as a 
special case of the more complex model in which certain parameters take fixed 
values) and for a standard comparison (i.e., the fixed values of the parameters 
for the simpler model take definite values not at the limit of their range), we 
can test the evidence that the extra terms in the more complex model are sig-
nificant by computing the log-likelihood ratio statistic, L, from:
 L = 2 (lc – ln), (2)
Briefing document for Glasgow superficial cross sec
on 
interpreta
on 
Project outline 
This experiment is part of a wider PhD study of uncertain	es in two dimensions and their 
propaga	on into a 3D framework model. This is the first of several similar experiments 
exploring uncertainty within a variety of geological situa	ons. 
The objec	ve of this part of the project is to determine the overall uncertainty in cross 
sec	on interpreta	on, from that the reasons behind the uncertainty can be determined 
through sta	s	cal modelling. 
The surfaces that you will be interpre	ng are the base of the Wilderness Till Forma	on 
(WITI-DMTN) and every unit below it. Some of the boreholes in the sec	on have been 
withheld. These will be used to compare your interpreta	ons to the proven geology. The 
results of which will enable the uncertainty to be es	mated. 
All responses will be confiden	al and par	cipa	on in this experiment is en	rely voluntary 
and you may stop par	cipa	ng at any 	me. Furthermore, the sampling design will not allow 
us to make meaningful es	mates of the quality of your interpreta	ons, but only general 
measures of interpreta	on uncertainty. 
Experiment objec
ves 
The objec	ves of this experiment can be summarised as: 
1. To determine the overall range in cross sec	on interpreta	on by comparing your 
interpreta	ons to a set of withheld boreholes 
2. To determine the origins of the uncertainty through the use of sta	s	cal modelling 
3. To compare the uncertainty in this geological situa	on with that present in others 
4. To suggest methods for reducing the uncertainty in cross sec	on interpreta	on 
1Supplemental Material. Briefing document for Glas-
gow superficial cross section interpretation. Please 
visit http:// doi .org /10 .1130 /GES01510 .S1 or the full-
text article on www .gsapubs .org to view the Supple-
mental Material.
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where lc and ln denote, respectively, the maximized log likelihood for the more 
complex model and the simpler model. If there are P extra parameters in the 
more complex model, than in the null case (i.e., where the simpler model is 
correct), then L is distributed asymptotically as chi-squared with P degrees of 
freedom. One can therefore evaluate a p value for the null hypothesis and the 
evidence, i.e., the probability that, if the null hypothesis were true, one would 
obtain a value of L as large or larger than the one observed. A small value of p 
is evidence against this null hypothesis.
We used AIC to evaluate the evidence for spatial correlation in the random 
component of the model. We also use this approach to evaluate evidence that 
the standard deviation (square root of the variance) of the random component 
depends on some factor, rather than being constant (i.e., the model uncer-
tainty varies). For example, one might compare a simple model in which the 
standard deviation is a constant with a more complex alternative in which it is 
determined by the expression:
 σ = β0 + β1d, (3)
where σ is the standard deviation of the error, and d is the corresponding dis-
tance to the nearest borehole. The two parameters β0 and β1 are a constant and 
a distance coefficient. One may compare this model to the simpler alternative 
on the log-likelihood ratio and so evaluate the evidence that the standard devi-
ation of the model error depends on distance to the nearest borehole.
Hypotheses
We tested two hypotheses through our statistical analysis. First, as in the 
previous work (Lark et al., 2013, 2014), that the standard deviation (and equiva-
lently the variance) of the errors in the interpretation at a location depends on 
their proximity to neighboring boreholes. Second, that the standard deviation 
of the error was either related to or could be predicted by other factors re-
corded in the borehole data, the interpretations, and the interpreted sections. 
These additional factors are presented in Table 1.
RESULTS
General Statistics
The base of the superficial deposits (also known as the rockhead) was used 
as the surface of interest in both Glasgow and Manchester. The elevations of 
interpretations of the rockhead were manually extracted from GSI3D and com-
pared to the actual elevation observed within the withheld boreholes. Figure 3 
shows the distribution of errors measured in both experiments.
The near-zero mean and symmetrical distributions indicate that there was 
no bias in the geologists’ interpretations (Glasgow, mean error = 0.02 m; Wald 
test to reject the null hypothesis of zero mean = 0.001, p = 0.97; no evidence 
against the null hypothesis; Manchester, mean error = –0.21 m; Wald test to 
reject the null hypothesis of zero mean = 0.53, p = 0.46; no evidence against the 
null hypothesis); i.e., the interpretations were just as likely to be above the ob-
served rockhead elevation as below. The clearest difference between the two 
distributions is that the range in predicted depth of the Glasgow rockhead is 
almost twice that of the Manchester data set. The results suggest that the un-
certainty of an interpretation with geology similar to Glasgow is higher than an 
interpretation of somewhere with geology similar to Manchester.
Statistical Modeling Results
Initial Analyses
The starting point of the analysis is the construction of a null model. This 
model is the simplest used and is fitted using only the mean error and random 
variable, with no additional parameters included.
This model serves as a starting point to which single-parameter–based 
models are compared. Next a test for spatial correlation was carried out to 
determine if the observed errors in the models were spatially dependent. 
To do this, a model was constructed using separation between boreholes as 
a parameter to determine the covariance of errors at those boreholes. This 
TABLE 1. LIST OF THE PARAMETERS CHOSEN TO TEST FOR RELATIONSHIPS TO UNCERTAINTY ALONG WITH DESCRIPTIONS OF EACH
Parameter Description
Mean depth to rockhead The mean* of the interpreted and actual depth of the rockhead at the validation site
Number of lithological units The number of lithological units present above the rockhead in the validation borehole (Fig. 3)
Change in number of lithological units The difference in the number of lithological units between the two boreholes adjacent to the validation borehole
Dip angle The angle of an interpretation created by a straight line between the two boreholes adjacent to the validation point
Experience of 3D software The time (in years) that the geologist had been regularly using 3D geological software
Experience of GSI3D The time (in years) that the geologist had been regularly using GSI3D
Time spent on the interpretation The time spent (in hours) interpreting the provided dataset
*Mean depth to rockhead was used over either the interpreted or observed depths to minimize the potential influence of regression to the mean, where exceptional 
differences between the interpretations and reality would skew the statistical analysis.
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was an important test because the borehole data were not randomly and in-
dependently selected. The results are presented in Table 2. The model with 
spatially dependent covariance can be compared with a null model without 
spatial dependence on the AIC because the log-likelihood ratio does not have 
a simple distribution under the null hypothesis of no spatial dependence 
(Lark, 2012).
The lack of spatial correlation suggests that error at any one validation 
point is independent of error at any other position along the sections. In further 
modeling, errors were therefore treated as independent, conditional on any 
factors included in the model of error variance.
Distance to Nearest Borehole
To allow comparison with the previous work of Lark et al. (2013, 2014) a 
model was constructed to test whether distance to nearest borehole (DNB) 
was related to the standard deviation of error. This was a measurement of the 
horizontal distance between the validation and its nearest neighbor along 
the same section. The results are presented in Table 3.
The log-likelihood ratio test and the improvement (reduction) in the Akaike 
information criterion in the case of the Glasgow model indicate that including 
a linear function of distance to the nearest borehole to compute the standard 
deviation of the interpretation error at a site is justified. As shown in Table 
3 (column F), this is a positive effect: the closer the nearest borehole is to a 
validation site, the smaller the error standard deviation at that site, as would 
be expected. For the Manchester experiment, however, there is no such ef-
fect, indicating that the improvement in the model resulting from factoring in 
distance to nearest borehole is not significant enough to justify the increased 
complexity of the statistical model. Figure 4 shows the distances to nearest 
borehole for the Glasgow and Manchester experiment data sets.
The spacings of the validation boreholes to the surrounding boreholes at 
the two localities are similar. The mean spacing for Glasgow is 76.55 m and the 
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Figure 3. Stacked density plot of the measured errors in interpretations in Glasgow (hatched) 
and Manchester (gray). Note the narrower and more peaked distribution of the Manchester 
results compared to those in Glasgow and that both distributions are largely symmetrical.
TABLE 2. RESULTS OF THE NULL MODEL AND DISTANCE TO THE NEAREST BOREHOLE 
STATISTICAL TESTS FOR BOTH GLASGOW AND MANCHESTER
(A) Location (B) Model (C) Log likelihood (D) AIC
Glasgow Null –252.68 509.36
Spatial correlation –252.68 511.36
Manchester Null –131.71 267.43
  Spatial correlation –131.55 273.02
Notes: The table shows columns (A) the location, (B) the model tested, (C) log likelihood, and (D) AIC—Akaike information criterion.
The increase in AIC with the addition of spatial correlation means that the model is no better with spatial correlation than without.
TABLE 3. RESULTS OF THE NULL MODEL AND DISTANCE TO THE NEAREST BOREHOLE STATISTICAL TESTS FOR BOTH GLASGOW AND MANCHESTER
(A) Model 
number
(B) 
Parameter(s)
Glasgow Manchester
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error 
standard deviation
(F) 
p value
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error 
standard deviation
(F) 
p value
0 Null –252.68 509.36 – – –155.64 315.27 – –
1 DNB –247.36 500.73 Positive 10–3 –154.16 314.32 None 0.09
Notes: The table shows columns (A) the model number, (B) the parameters tested, (C) log likelihood, (D) AIC—Akaike information criterion, (E) the correlation with standard 
deviation, and (F) the p value of the improvement over the null model. DNB—distance to nearest borehole.
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median 64 m, along an 11 km section line; for Manchester, the mean spacing 
is 56.5 m and the median spacing 48.5 m, and the section lines are between 1 
and 2 km long. A close spacing of the boreholes may be more important for 
Glasgow given the shorter length frequency of the change in rockhead geom-
etry for Glasgow, as compared to Manchester.
Other Data Set Parameters
To investigate whether distance to nearest borehole was the best predictor 
of error for the Manchester and Glasgow locations, other data-related param-
eters, described in Table 1, were compared to error standard deviation using 
the method previously described. The results of the statistical analysis for the 
significant parameters are presented in Table 4.
For Glasgow, the significant improvement in AIC of the depth model com-
pared to the distance to nearest borehole and number of units in the borehole 
suggests that uncertainty is more significantly related to depth than either dis-
tance to the nearest borehole or the number of lithological units in the bore-
hole above the rockhead. This means that for an interpretation in Glasgow, 
the best predictor of uncertainty is the depth of the rockhead from the sur-
face. To test this, further combinations of all three parameters were considered 
(Table  5). The multi-parameter models were built in a similar manner to the 
single- parameter models but with the addition of a second and third random 
variable, each with standard deviations of the additional parameters. The 
depth model (model 3) replaced the null model as the basis for comparison 
because it was the best of the single-parameter models.
The addition of the number of lithological units in the borehole above the 
rockhead to a model considering depth (model 4) results in the best-fitting 
Glasgow model so far (the model with lowest AIC). The addition of distance to 
nearest borehole (model 6) does not provide a significant improvement (p = 1); 
neither does the combination of depth and distance to nearest borehole (model 
5, p = 0.5). This does not necessarily indicate that distance to the nearest bore-
hole is not a significant predictor of uncertainty, although it could suggest that 
the apparent effect is a coincidence resulting from the validation points rather 
than a true effect. Notably none of these predictors or combinations of predic-
tors were found to be significant in the Manchester experiment, suggesting that 
uncertainty cannot be predicted using these parameters at that location.
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Figure 4. Histograms of the measured distances between the validation boreholes and their nearest neighbor for (A) Glasgow and (B) Manchester.
TABLE 4. RESULTS FOR THE THREE PARAMETERS THAT WERE FOUND TO CORRELATE WITH UNCERTAINTY IN GLASGOW AND MANCHESTER
(A) Model 
number
(B) 
Parameter(s)
Glasgow Manchester
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error 
standard deviation
(F) 
p value
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error 
standard deviation
(F) 
p value
0 Null –252.68 509.36 – – –155.64 315.27 – –
1 DNB –247.36 500.73 Positive 10–3 –154.16 314.32 None 0.09
2 Lithological units –247.69 501.39 Positive 10–3 –155.56 317.12 None 1
3 Mean depth to rockhead –232.17 470.33 Positive 10–10 –155.63 317.26 None 0.9
Notes: The null model result is presented again for reference. The table shows columns (A) the model number, (B) the parameters tested, (C) log likelihood, (D) AIC—Akaike 
information criterion, (E) the direction of the correlation between error standard deviation and that parameter, and (F) the p value of any improvement over the null model. DNB—
distance to nearest borehole.
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Interpreter Effects
Next we tested parameters that related to the geologists themselves or 
their interpretations. The results for the Glasgow experiment are presented 
in Table 6. As with the previous tests, none of these factors were found to be 
significant for the Manchester experiment.
We found that a geologist’s experience of any 3D geological software is in 
general unrelated to the uncertainty in their interpretation, for both Glasgow 
and Manchester experiments. This is contrary to the findings of Lark et  al. 
(2014) for their London experiment. However, the geologists’ experience in 
GSI3D (the specific software used) was found to be a significant factor in the 
Glasgow interpretation. We observed improvement in the accuracy of interpre-
tations with increasing time spent on the interpretation. While the result is not 
conclusive, due to the low number of participants (ten), it suggests that when 
interpreting superficial deposit data for Glasgow, ample time should be given 
to the geologists to complete their interpretations.
Cross-Section Effects
In a further test, we consider the effect of the presentation of the data to 
the interpreters. For Glasgow, this was the distance along the section from the 
left (westernmost) side of the section. It was found to be a significant param-
eter (Table 7; p value of improvement over the null model = 10–6, AIC 488.41), 
though not as significant as depth (Table 4, model 3). The addition of depth to 
this model results in the best-fitting model of all of the Glasgow models (p = 
0.02, AIC 466.49) despite being dependent on fewer parameters. This means 
that the best prediction of the uncertainty in an interpretation of the Glasgow 
data is given by a combination of the depth and distance along the section. Dis-
tance along section was not a significant parameter in Manchester, although 
the 3D arrangement of the multiple sections may have obscured a relationship.
Why the variance of errors depends on the distance along section in 
Glasgow is not clear. One hypothesis is that it may be a result of the inter-
preters becoming more accurate with increased time spent interpreting, as-
TABLE 5. RESULTS OF MULTI-PARAMETER ANALYSIS FOR GLASGOW
(A) Model number (B) Parameter(s) (C) Log likelihood (D) AIC (E) Correlation with error standard deviation (F) p value
3 Mean depth to rockhead –232.17 470.33 Positive 10–10
4 Depth + lithological units –230.07 468.14 Positive/positive 0.04
5 Depth + DNB –231.90 471.79 Positive/positive 0.5
6 Depth + DNB + lithological units –229.81 469.62 Positive/positive/positive 1.0
Notes: Model 3 is repeated from Table 3 because it is used as a baseline model to compare to models 4 and 5. Model 6 was compared to model 4 because it was the best-
fitting model of the pair of two-parameter models. The columns are: (A) the model number, (B) the parameters tested, (C) log likelihood, (D) AIC—Akaike information criterion, 
(E) the direction of the correlation between error standard deviation and the parameters, and (F) the p value of any improvement over the previously best model. DNB—distance 
to nearest borehole.
TABLE 6. RESULTS OF THE GEOLOGIST-BASED STATISTICAL TESTS FOR BOTH GLASGOW AND MANCHESTER
(A) Model 
number
(B) 
Parameter(s)
Glasgow Manchester
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error
standard deviation
(F) 
p value
(C) Log 
likelihood
(D) 
AIC
(E) Correlation with error
standard deviation
(F) 
p value
7 Experience of 3D software –252.01 510.01 Negative 0.24 –155.63 317.26 None 0.8
8 Experience of GSI3D –245.01 496.02 Negative 10–5 –155.19 316.39 None 0.34
9 Time spent doing the interpretation –246.00 499.20 Negative 10–4 –155.56 317.13 None 0.7
Notes: The table shows columns (A) the geological location, (B) the model tested, (C) log likelihood, (D) AIC—Akaike information criterion, (E) the correlation with standard deviation, and (F) the 
p value of any improvement over the null model.
TABLE 7. THE RESULTS FOR MODELS THAT INCLUDED DISTANCE ALONG SECTION AS A PARAMETER
(A) Model number (B) Parameter(s) (C) Log likelihood (D) AIC (E) Correlation with error standard deviation (F) p value
10 Distance along section –241.20 488.41 Negative 10–6
11 Distance + depth –229.25 466.49 Negative/positive 0.02
Notes: Model 10 was compared to the null model; model 11 was compared to model 10. The columns are: (A) the model number, (B) the parameters tested, (C) log likelihood, 
(D) AIC—Akaike information criterion, (E) the direction of the correlation between error standard deviation and the parameters, and (F) the p value of that improvement over the 
compared model.
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suming a left to right interpretation direction. Alternatively, there may be some 
aspect of the geology not picked up by any of the tested parameters. Discus-
sion with the geologists who participated in the experiment suggested that 
there is a change along section, with the westernmost end being dominated by 
fluvial and glaciofluvial deposits that introduce more conceptual possibilities 
in the interpretation and likely a greater range in top rockhead morphology as 
compared to more simple glacial deposits at the eastern end.
For the Manchester experiment, the presentation of the data is more com-
plex than Glasgow. Rather than a single cross-section line (Fig. 2A), the bore-
hole data are arranged in a set of seven intersecting cross sections (Fig. 2B). 
Given the network of sections, testing simply for distance along section did 
not seem appropriate, especially given that no data were captured on whether 
interpreters worked on each section line in turn and in what order, or if they 
jumped between sections during their interpretation. Instead an additional 
test of proximity to a crossing section line was made. The distance between 
the validation and the nearest of the 11 section intersections was used as the 
parame ter of interest, and when tested against the null model, was found to be 
significant (Table 8). This result suggests that intersecting cross-section lines 
reduce interpretation uncertainty. We hypothesize that this improvement is 
caused by the addition of data from the third dimension giving better control 
of what the geology is doing, thus allowing better decision making.
DISCUSSION
Can We Predict Uncertainty?
The two experiments show two distinct behaviors of error and, hence, two 
distinct behaviors of uncertainty. The Glasgow experiment shows that the un-
certainty in interpretation can be predicted using several parameters, includ-
ing both factors associated with the data used for the interpretation and factors 
relating to the interpreting geologists. In contrast, the results of the Manches-
ter experiment suggest that uncertainty is almost entirely unpredictable, with 
the only factor found that can be used to predict the uncertainty being proxim-
ity to a crossing section line.
To further investigate these differing behaviors, we compare the results of 
our Glasgow and Manchester experiments to the results of Lark et al. (2014) 
for the “layer-cake” stratigraphy of the London Clay. The distribution of inter-
pretation errors for the London experiment was similar to those found in the 
Manchester experiment (Fig. 5) with a symmetrical distribution about a mean 
of zero. Statistical modeling found that error variance and, hence, uncertainty, 
increased with distance to the nearest borehole and the experience in using 
3D geological modeling software of the interpreting geologist, similar to the 
findings of the Glasgow experiment.
Across the three experiments, three distinct behaviors of uncertainty are 
documented: (1) predictable and high uncertainty in the variable superficial 
geology of Glasgow; (2) unpredictable and low uncertainty in the moderately 
variable superficial geology of Manchester; and (3) predictable high uncer-
tainty in the simple layer-cake geology of London. The differing behaviors of 
uncertainty allow us to classify them based on the predictability and magni-
tude of uncertainty (Fig. 6).
In the classification scheme (Fig. 6), each observed behavior is treated as 
an end member. The experiment localities are placed in the corners of the 
diagram, with the diagram effectively normalized to them. Further studies in 
other localities would be likely to result in movement of the current localities 
toward the center of the diagram as they are replaced with localities (e.g., with 
even higher predictability and higher magnitude uncertainty). Further experi-
ments may also prove the existence of the fourth as yet unobserved behavior 
of uncertainty—high in magnitude and low predictability.
What appears to be the case, in the examples so far, is that parameters 
based purely on the “complexity” of the geology cannot be used to predict 
uncertainty, or the magnitude of uncertainty, in a cross-section interpretation. 
If geological “complexity” was a good predictor of interpretation uncertainty, 
we would expect the London example with simple layer-cake stratigraphy to 
London
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Figure 5. Boxplots of the measured error interpretations for London from Lark at al. (2014), and 
Manchester and Glasgow (this study). Note the similarity between the ranges and interquartile 
range of the London and Manchester results and the considerably wider distribution of the 
Glasgow results.
TABLE 8. THE RESULTS OF THE ONLY SIGNIFICANT PARAMETER FOUND IN MANCHESTER, PROXIMITY TO A CROSSING SECTION LINE
(A) Model number (B) Parameter(s) (C) Log likelihood (D) AIC (E) Correlation with error standard deviation (F) p value
0 Null –155.64 315.27 – –
12 Proximity to a section intersection –129.60 265.2 Positive 0.04
Notes: With the null model result repeated from Table 3. The columns are: (A) the model number, (B) the parameters tested, (C) log likelihood, (D) AIC—Akaike information 
criterion, (E) the direction of the correlation between error standard deviation and that proximity, and (F) the p value of the improvement over the null model.
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have a highly predictable, low uncertainty; the Manchester example to have 
a moderately predictable, moderate uncertainty; and the Glasgow example, 
with the apparently most “complex” glaciofluvial stratigraphy, to be least pre-
dictable and have high uncertainty. The Manchester experiment results do not 
fit with the hypothesis that geological complexity and interpretational uncer-
tainty have a simple predictable linear relationship. The results raise several 
questions that are discussed below.
Defining Geological Complexity
Various authors have attempted to integrate geological complexity into 
their consideration of how best to determine uncertainty in geological mod-
els. For example, many authors attempt to evoke a hierarchical set of features 
and relationships to build models (Deutsch and Wang, 1996; Wu et al., 2005), 
combine geological reasoning with statistics (Lelliott et al., 2009), or use the 
number of geological units or faults within a defined cell to determine model 
entropy or uncertainty in a model (Wellmann and Regenauer-Leib, 2012; Rich-
ards et  al., 2015). These latter examples equate complexity (defined by the 
number of “options” within a cell) to uncertainty. Such attempts to define com-
plexity in a quantitative manner can be used as a comparator between sites. 
The term “geological complexity” when used in geology is often used in a 
qualitative manner, and what may be complex to one geologist (working in 
polydeformed metamorphic terrains) may be quite different to another geolo-
gist (working on sedimentary basins). In situations where the geological strata 
are conformable and undisrupted by faults or folds, as for example in the Lark 
et al. (2014) London experiment, the lack of “complexity” should make the un-
certainty in a cross-section interpretation predictable. Indeed this is what Lark 
et al. (2014) found: a small-magnitude uncertainty that is unbiased (symmet-
rical around the real location of the test geological boundary) and predictable 
based on data density (distance to the nearest borehole) and with some effect 
on the magnitude of uncertainty from the geologist’s experience in using 3D 
interpretation software. In such examples, where the geology is simple, sto-
chastic modeling and interpolation using implicit modeling (e.g., Wellmann 
et al., 2010) to create a cross section may give as good a result as explicit in-
terpreter-led cross-section construction, providing a realistic prediction of the 
uncertainty in the placement of a geological boundary along the section line.
In geological terrains that include any one of the following aspects—uncon-
formities, folds, or faults—geological reasoning (Frodeman, 1995) and rules of 
superposition must be employed in an interpretation (Bond, 2015). The super-
ficial deposits of Manchester and Glasgow both contain numerous unconform-
able surfaces where the glacial deposits have eroded each other and the rock-
head. For Glasgow, the frequency of the individual erosional features is high, 
resulting in high-frequency changes in the elevation of the rockhead. Despite 
visually determining the Glasgow geology as more complex, describing this 
quantitatively to model statistically is a challenge. Here we used: (1) the dip 
 angle (the angle created by joining the two boreholes adjacent to the valida-
tion point with a straight line) as a proxy for the rate of change in slope around 
the test borehole; (2) the number of lithological units above the rockhead in the 
surrounding boreholes to give a picture of the lithological variety; and (3) the 
depth below the surface of the rockhead as proxies for “complexity.” All but 
the dip angle were found to relate to uncertainty for the Glasgow experiment, 
but there was no relationship for the Manchester experiment. This suggests 
that our proxies for geological complexity are poor, lacking the sophistication 
required to truly define complexity. Alternatively, beyond a threshold point, 
complexity becomes less important than other factors in determining uncer-
tainty. Such a threshold point may actually not be far from simple layer-cake 
stratigraphy, with uncertainty in sections containing any features (e.g., uncon-
formity, fault, or fold) that require an element of reasoning being better deter-
mined from other factors.
General Predictors of Uncertainty
Our results support contentions that conclusions drawn from single ex-
periments and therefore single localities may not provide robust general pre-
dictors of interpretational uncertainty. In most previous studies (Lelliott et al., 
2009; Lark et al., 2014), only a single geological location has been used to test 
reasons for interpretational uncertainty. An exception to this is a seismic inter-
pretation exercise by Bond et al. (2012); their findings, which were tested in a 
further seismic interpretation experiment (Macrae et al., 2016), independently 
confirmed that both education level and thinking about the geological evolu-
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High uncertainty
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Figure 6. Uncertainty classification diagram—a graphical representation of the three behaviors 
of uncertainty found in this experiment and in Lark et al. (2014).
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tion of the interpreted geology were significant factors in reducing interpreta-
tion uncertainty and/or improving interpretation efficacy.
The experiments presented here are based on cross-section interpreta-
tions of dense borehole data in superficial geology. In more “complex” solid 
geol ogy locations, particularly in metamorphic and igneous terrains, borehole 
density, apart from in actively mined areas, is likely to be much lower. In these 
types of geological terrains, the requirement for robust geological reasoning 
is high, and conceptual uncertainty (the possibility that more than one con-
ceptual model is probable from the given data; see Bond et al., 2007) is great. 
In such terrains, we would hypothesize that the potential magnitude of uncer-
tainty is likely to be high and its predictability low. As a result of both low-den-
sity borehole data and “complex” geology, our workflow and the ability to 
draw conclusions from it may not be easily transferable to solid geological 
situations, particularly in igneous and metamorphic terrains. Simply, there 
might be too little constraint on the geological possibilities between boreholes 
in some areas.
The issue of transferring the workflow presented here to other localities 
(and geologies) is further complicated by the different data sets available to 
aid in the interpretation of subsurface geology (e.g., gravity, magnetics, seis-
mic image data, and borehole logs, including wireline and formation imaging 
tools) and the fact that more than one of these data sets is often combined in a 
subsurface interpretation workflow. Understanding the interplay and controls 
on uncertainty behavior in situations where multiple data sets are invoked in 
an interpretation workflow is a further challenge not considered here. Consid-
eration has been given to these issues by Lindsay et al. (2013), who combine 
geophysical and geological data to assess uncertainty in the Ashanti Green-
stone Belt; they found that some geophysical techniques highlight geological 
complexities in the prospective gold layer and that combining data sets can aid 
in the understanding of uncertainty.
The lack of predictability in being able to determine uncertainty from our 
tested parameters, despite using identical workflows at multiple geological lo-
cations, suggests that the conclusions drawn from previous studies based on 
observations at one locality are not likely to be applicable to other locations. 
Analysis of our own work, and that of others, suggests that significant further 
work is required to test the validity of suggested reasons for interpretational 
uncertainty, if they are to be used as predictors in other locations. Challenges 
include designing tests that can be used on a variety of multiple subsurface 
data sets and defining geological complexity.
CONCLUSIONS
The experiments presented here show that the nature of interpreta-
tional uncertainty changes across different locations. Our two experiments 
for Glasgow and Manchester, in combination with the results of Lark et al. 
(2014) for London, demonstrate three distinct behaviors of uncertainty. 
Each experiment varies in either the predictability (i.e., predictable by many 
parame ters versus few parameters) or the magnitude of uncertainty in in-
terpretation of the data.
Our results show that the behavior of uncertainty is not reliably predict-
able from factors relating to the geology, the geologists, or the interpretation. 
Hence, the behavior of interpretation uncertainty at one geological location 
is not necessarily transferrable to other locations. This is the case even when 
the geologies are broadly similar; therefore, care must be taken when using 
factors from one site to predict uncertainties in another.
To truly determine if specific parameters, or combinations of parameters, 
can be used to predict interpretation uncertainty across multiple geological lo-
cations, a greater number of locations with similar data sets need to be tested. 
These further experiments would serve to populate the uncertainty behavior 
chart (Fig. 6) and in doing so may provide insight into the root causes of the 
behavior of uncertainty in borehole interpretation of superficial deposits. The 
optimum outcome would be to allow the behavior of uncertainty to be pre-
dicted ahead of interpretation. This would have value through both making the 
geologist more aware of where the interpretation may be more challenging 
and allowing better modeling of uncertainty in preexisting and new 3D geo-
logical models.
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