Abstract. The morphometry of a kidney tumor revealed by contrastenhanced Computed Tomography (CT) imaging is an important factor in clinical decision making surrounding the lesion's diagnosis and treatment. Quantitative study of the relationship between kidney tumor morphology and clinical outcomes is difficult due to data scarcity and the laborious nature of manually quantifying imaging predictors. Automatic semantic segmentation of kidneys and kidney tumors is a promising tool towards automatically quantifying a wide array of morphometric features, but no sizeable annotated dataset is currently available to train models for this task. We present the KiTS19 challenge dataset: A collection of multi-phase CT imaging, segmentation masks, and comprehensive clinical outcomes for 300 patients who underwent nephrectomy for kidney tumors at our center between 2010 and 2018. 210 (70%) of these patients were selected at random as the training set for the 2019 MICCAI KiTS Kidney Tumor Segmentation Challenge and have been released publicly. With the presence of clinical context and surgical outcomes, this data can serve not only for benchmarking semantic segmentation models, but also for developing and studying biomarkers which make use of the imaging and semantic segmentation masks.
Background
There were more than 400,000 kidney cancer diagnoses worldwide in 2018 resulting in more than 175,000 deaths [1] , up from 208,000 diagnoses and 102,000 arXiv:1904.00445v1 [q-bio.QM] 31 Mar 2019 deaths in 2002 [19] . The incidence is higher in developed countries than in developing countries, and peaks between the ages of 60 and 70 [2] . With the proliferation of abdominal imaging for various unrelated indications, the incidental detection of asymptomatic renal masses has become increasingly common. This has increased the proportion of tumors that are small and localized when treated, which is thought to be a contributing factor to the disease's increased overall survival [10] . Some established risk factors for kidney cancer are cigarette smoking, obesity, and hypertension [3] . Historically, removal of both the tumor and affected kidney, termed Radical Nephrectomy (RN), was standard of care for kidney tumors, but advancements in surgery in conjunction with earlier tumor detection have precipitated a significant shift in kidney cancer treatment toward more conservative nephron sparing procedures, termed Partial Nephrectomies (PNs) [21] . These are typically less invasive and limit renal function impairment, thus they are preferred when feasible.
In an effort to more reliably quantify tumor details and accurately compare decisions about kidney tumor treatment (notably, the decision between RN and PN), various nephrometry scoring systems were proposed based on the tumor's presentation in cross-sectional imaging. Among these are R.E.N.A.L. [13] , P.A.D.U.A. [6] , and the Centrality Index [20] . Once proposed, these scoring systems were found to be associated with surgical approach and a wide range of clinical outcomes including recurrence after treatment [17, 7] , benign vs malignant tumor [18] , and high-grade tumor pathology [12] . In spite of their impressive predictive power, existing nephrometry scores characteristically utilize relatively simple and easy-to-extract image features such as location, degree of endophycity, and diameter of the tumor. Further, the most popular R.E.N.A.L. and P.A.D.U.A. scores reduce continuous variables into discrete bins, further limiting their expressive power in favor of more expedient and repeatable manual evaluation [11] . In contrast, semantic segmentation produces a rich quantitative representation of the tumor and affected organ, trivializing the precise extraction of enumerable morphological traits such as contact surface area [15] and irregularity [22] .
Our objectives in releasing this data are (1) to accelerate the research and development of new nephrometric features to aid in prognosis and treatment planning for kidney tumors, and (2) to enable the creation of reliable learningbased kidney and kidney tumor semantic segmentation methods which will allow the features developed in (1) to be automated and applied at an unprecedented scale.
Methods
We conducted a retrospective review 4 of the 544 patients who underwent RN or PN at our institution between 2010 and mid-2018 to excise a renal tumor. For 326 of these patients, preoperative abdominal CT imaging in the late-arterial phase was available, and the remaining patients were excluded. To simplify an unambiguous definition of kidney tumor voxels, all patients with tumor thrombus were also excluded, leaving 300 patients who met our inclusion criteria and comprise our dataset.
The data collection procedure for each patient who met our inclusion criteria consisted of four steps: (1) chart review, (2) CT collection, (3) CT annotation, and (4) quality assurance. This work was done primarily by students under the supervision of author Christopher Weight, an experienced fellowship-trained urologic oncologist who specializes in kidney tumors.
Chart Review
The objective of the chart review phase of the data collection procedure was to record relevant clinical information about each patient's demographics, comorbidities, intervention, and clinical outcomes. This information was found by a manual review of each patient's Electronic Medical Record (EMR) in conjunction with a database query for certain structured fields. An exhaustive list and short description of each of the collected attributes from this phase can be found in Section 3.
CT Collection
The objective of the CT collection phase of the data collection procedure was to secure a local copy of the most recent preoperative CT study for each patient that contained at least one series in late arterial contrast phase that depicts the entirety of the abdomen (at least). Such imaging is standard of care for kidney tumors [2] , but many patients were excluded at this stage not because they hadn't undergone this imaging, but rather because it was either done at a referring institution and not available to us for download, or MRI was used for preoperative planning.
In rare cases where several preoperative studies captured within one week of each other meet this criteria, preference was given to the study containing the late arterial series with smallest slice-thickness.
CT Annotation
Once a patient's clinical attributes and imaging were collected, they were moved to the third phase of our data collection procedure: manual delineation of the kidney and tumor boundaries. To perform these annotations in a distributed manner, we developed a simple web application based on the HTML5 Canvas element that allowed users to draw freehand contours on images [9] . All annotations were performed in the transverse plane, and series were regularly subsampled in the longitudinal direction such that the number of annotated slices depicting any kidney was roughly 50 per patient. Interpolation (described later) was performed to compute labels for the excluded slices.
Manual Delineation
The students performing these annotations were given the following instructions:
1. Confirm that the collection of images for this patient depicts the entirety of all kidneys. Some of the patients found in our review had horseshoe kidneys or were transplant recipients. These were included so long as the vast majority of all kidneys were shown. Let the ith case have J transverse slices. We will refer to the voxels from the jth slice of the ith case as
For each connected component of pixels belonging to a region of interest, draw a contour which includes the entire renal capsule and any renal tumors or cysts, but excludes all tissue other than renal parenchyma that appears more radiodense than the perinephric fat. In slices where the hilum was present, the students were to introduce a concavity so as to exclude the bright ureter and renal vessels (see Fig. 1b ). Let there be N (i) j such contours in the jth axial section of the ith case. We will refer to the set of voxels inside one of these contours by A (i) j,n . 3. For each connected component of tumor tissue, draw a contour which includes that tumor component, but excludes all kidney tissue. Effectively, these contours only specify the interface between the kidney and tumor, since the rest of the tumor boundary was already specified in step 2 (see Fig. 1c ). Let there be M
such contours in the jth image of the ith case.
We will refer to the set of voxels inside one of these contours by C
This annotation procedure enabled the students to provide a complete and unambiguous representation of the kidneys and kidney-tumor boundary while limiting the number of tedious, voxel-wise decisions. Thresholding and Hilum Filling It is well-established that kidneys, tumors, and cysts (HU > 0.0) are significantly more radiodense than fat (HU < -90.0) [14] , thus a simple HU threshold can be used to precisely define the boundary between the two. Certain CT series, those especially captured with low-dose techniques [16] , exhibit random noise which can degrade the performance of the threshold-defined boundary. To mitigate this, we convolve a 3x3 mean filter with each slice before performing a threshold. Experimentally, we determined that a cutoff of -30.0 HU successfully discriminated perinephric fat and the tissue in our regions of interest. In certain cases where the CT had a large amount of noise and no cysts were present, we applied a 7x7 median filter to each slice and raised the threshold value to 0 HU. We will refer to the set voxels in the jth slice of the ith case found to be above its respective threshold as S
Between the manually-drawn contours and the thresholding, we partition the voxels from our annotated slices into three bins:
1. Loose Background, B loose , a superset of True Background B, everything outside of the intersection between the thresholded voxels, S
j and the union of all kidney+tumor contour interiors, 
3. Strict Kidney, K strict , a subset of true kidney, K, voxels which appear in the intersection of the kidney contour interiors and threshold but not the tumor contour interiors.
These bins are depicted in Fig. 2b . Consider the kidney or cyst voxels excluded from K strict . We refer to these as K
strict,j . By definition:
Therefore, if we identify K exc , we can compute the final ground truth partition, B, K, and T for each annotated slice. On inspection and trial we found that reliably delineating the boundary between the complex intra-hilar structures and kidney parenchyma is not feasible, and to attempt this would only introduce ambiguity and error into our dataset, something that's been shown to markedly hinder the performance of deep learning-based automatic segmentation [8] .
To address this, we chose to include these intra-hilar structures in our "kidney" label. We define the boundary for these features to be that line which spans the concavity formed by the exclusion of this tissue in the manuallydrawn contours (see Fig. 2b ). This line, H (i) j , is computed by a call to OpenCV's convexHull() function followed by convexityDefects(). An heuristic approach based on location and shape was used to automatically select the correct defect, but in cases where visual inspection showed that it failed, the line selection was manually corrected. Thus, K (i) j is defined by the inclusive interior of the contour given by ∂K
j , where ∂K denotes the set K's boundary. Interpolation Until now, we have described only the procedure defining the ground truth given these manually drawn contours, but for practical reasons only a fraction of the total number of slices containing a region of interest were annotated. In order to produce contours for the remaining slices, and interpolation methodology was used. Our algorithm for interpolating contours for the lth slice from contours drawn in slices l + a and l − b in Algorithm 1. Once these contours are inferred, the ground truth is computed just as it is for manually provided contours.
Algorithm 1 Interpolate Contours
for y in contour2 do 7:
if x − y 2 < mindist then 8:
mindist ← x − y 2 9:
m ← y 10:
Append((x, m), result) return result 11: # Populates A R ← MatchContourPoints(C
Quality Assurance
Chart Review During chart review, the students were instructed to leave blank any field that they were not certain about. These fields were then revisited at a later time by two students. If those students did not agree on the field's correct value, author Christopher Weight was consulted to make the final determination.
Imaging Annotations Students performing annotations were instructed to read the radiology note from the preoperative CT scan in order to properly locate and delineate the tumor(s) in concordance with the expert clinician. A reviewing student examined each and every image-ground truth pair in both the transverse and coronal planes, checking for consistent boundary treatment, and once again for concordance with the radiologist's impression. Cases found to have minor issues were fixed by this reviewing student directly, and then accepted, whereas rare cases with major issues were sent back to the first student for fixing, and subsequent re-review. This second practice helped to not only reduce the annotation burden on the reviewing student, but also to educate the annotating students and prevent similar issues in the future. We discuss our method's interobserver variability in section 4.
Data Records
In its original form, the KiTS dataset has a single JSON file, kits.json, along with a directory, data/ with a subdirectory for each case containing it's large binary objects. kits.json is a list at its base level with an object for each case. The attributes of each of these objects are described below.
-case id (String): A unique identifier for each case. This takes the form of "case " followed by five digits, where the least significant digits correspond to the case index and unused digits are assigned zero. For instance, "case 00000", "case 00017", "case 00202" -birth year (Integer): The year in which the patient was born. All patients born during or before 1939 are listed as simply 1939 to protect anonymity. This takes the value of null for cases in which it is not applicable. -pack years (Float): The number of cigarette pack-years that this patient has smoked. This takes the value null if it is unknown. -chewing tobacco use (Categorical): This attribute can take any of the following values: "never or not for more than 3mo", "quit in last 3mo", "currently chews"} or null if this is not known. -alcohol use (Categorical): : This attribute can take any of the following values: "never or not for more than 3mo", "two or less daily", "more than two daily", "quit in last 3mo"} or null if this is not known. report. This takes the value null when it was unable to be determined. -cancerous tumor (Categorical): "Malignant" if the post-operative surgical pathology report indicates that the tumor was indeed malignant, "Benign" if the report indicates that the tumor is benign, or "unknown" if this is unable to be determined. -pathology t stage (Categorical): The T-stage reported in the post-operative surgical pathology report. This takes one of the following {"X", "0", "1a", "1b", "1c", "2a", "2b", "3", "4"} -pathology n stage (Categorical): The N-stage reported in the post-operative surgical pathology report. This takes one of the following {"X", "0", "1"} -pathology m stage (Categorical): The M-stage reported in the post-operative surgical pathology report. This takes one of the following {"X", "0", "1"} -tumor histologic subtype (Categorical): The histologic subtype proved by either biopsy or surgical pathology. This takes one of the following values {"clear cell rcc", "clear cell papillary rcc", "papillary", "chromophobe", "urothelial",, "rcc unclassified", "multilocular cystic rcc", "wilms", "oncocytoma", "angiomyolipoma", "mest", "spindle cell neoplasm"}. 
Technical Validation
At the time of writing this preprint, an experiment is underway to quantify the interobersver variability in recording each of the chart review attributes as well as that of the image annotations. This experiment repeats all of our quality assurance measures reported in Section 2.4. Further, in conjunction with the release of the imaging data and segmentation masks, challenge participants were invited to review the data themselves and bring to light any issues they may find. All issues brought to light prior to April 5, 2019 will be corrected in the final training data release on April 15, 2019.
All issues discovered after April will also be corrected, but not released until after the July 29 MICCAI challenge deadline. This is to provide stability for the challenge participants and not punish those who perform their development and training before newly discovered issues are corrected.
Usage Notes
In addition to the release of this data, we have also released some Python starter code which includes scripts to load and visualize the data, as well as export selected portions of the data to the spreadsheet-compatible Comma Separated Values (CSV) format. At the time of writing this preprint, the imaging and semantic segmentation masks for the 210 training cases have been released at https: //github.com/neheller/kits19. The clinical attributes within kits.json will be released pending further approval from our Institutional Review Board.
