Abstract. For a sequence {(Mi, gi, xi)} of pointed Riemannian manifolds with boundary, the sequence {(Mi,gi, xi)} is its conformal satellite if the metricgi is conformal to gi, that is,gi = u 4 n−2 i gi. Assuming the manifolds (Mi, gi, xi) have uniformly bounded geometry, we show that both sequences have smoothly Cheeger-Gromov convergent subsequences provided the conformal factors ui are principal eigenfunctions of an appropriate elliptic operator. Part of our result is a Cheeger-Gromov compactness for manifolds with boundary. We use stable versions of classical elliptic estimates and inequalities found in the recently established 'flatzoomer' method.
1. Introduction 1.1. Motivation. We say that a sequence {(M i , g i , x i )} of pointed Riemannian manifolds C kconverges (in the sense of Cheeger-Gromov, see, say, the papers [5] and [10] In the case if there is a C k -converging subsequence of a sequence {(M i , g i , x i )} converging to (M ∞ , g ∞ , x ∞ ), we say that a sequence {(M i , g i , x i )} C k -subconverges to (M ∞ , g ∞ , x ∞ ).
Let {(M i , g i , x i )} be a sequence of pointed 1 Riemannian n-dimensional manifolds, with possibly non-empty boundary, such that there exists a smooth Cheeger-Gromov limit
where the limiting manifold might be noncompact even if all M i are compact, and have non-empty (and non-compact) boundary as well. There are many examples that provide such limits.
Assume now that each manifold M i of the above sequence is given a conformal metricg i = u If we assume uniform bounds on the geometry of the manifolds (M i , g i , x i ), then the limiting manifold (which is, in general, noncompact) has bounded geometry, as defined below. However, it is easy to construct examples when the satellite sequence {(M i ,g i , x i )} fails to have uniformly bounded geometry, and hence this sequence might fail to converge. Even if the satellite sequence {(M i ,g i , x i )} does converge, its limit a priori have no obvious relation to the limit of the original sequence.
In a recent paper [11] , the second author and Marc Nardmann introduced the "flatzoomer" method.
This technique worked efficiently to show that any non-compact Riemannian manifold could be conformally modified to get a metric of bounded geometry. In this article, we show that the estimates involved in the "flatzoomer" method can also be used to control the geometry of the limits of the satellite sequences {(M i ,g i , x i )} under Cheeger-Gromov smooth convergence. Furthermore, we use stable versions of elliptic inequalities to give answers to the above questions in the case when the conformal functions u i are positive solutions of relevant elliptic problems. 1 We follow the convention that a pointed manifold is a manifold with a base point in every connected component.
Bounded geometry. For a Riemannian metric h, we denote by Rm h its Riemannian tensor,
and by inj h its injectivity radius. Let (M, g, x) be a pointed Riemannian manifold. In the case M has has non-empty boundary ∂M , we denote by ∂g = g| ∂M the induced metric. Denote by d the distance function induced by the metric g. Then for given r > 0 we denote by B r (∂M ) a tubular neighborhood of ∂M of radius r, i.e., B r (∂M ) = { x ∈ M | d(x, ∂M ) < r }. In the following, we adopt the following definition of bounded geometry for manifolds with boundary (cf., e.g., [13] 
Remark 1.2.
It is known that the above requirements guarantee that the boundary manifold (∂M, ∂g) also has (c, k)-bounded geometry, see [13] . In the case when ∂M = ∅, some of requirements are empty, and the condition (iii) is the same as inj g ≥ c −1 .
1.3.
Conformal Laplacian and relevant boundary conditions. Let (M, g, x) be a pointed compact Riemannian manifold as above, dim M = n. We denote by L g = −a n ∆ g + R g the conformal Laplacian on M , where a n = 4(n−1) n−2 .
The case of closed manifold. We denote by λ 1 (L g ) the principal eigenvalue of L g and denote by u a corresponding positive eigenfunction, normalized as u(x) = 1, where x ∈ M is a base point.
It is well-known that the conformal metricg = u 4 n−2 g has the scalar curvature Rg = u − 4 n−2 λ 1 (L g ) of the same sign as the principal eigenvalue λ 1 (L g ). We call (M,g, x) the L g -conformal satellite of
The case of non-empty boundary. Here we need relevant boundary conditions. We denote by h g the normalized mean curvature function along the boundary, i.e., h g = 1 n−1 H g , where H g = trA g , where A g is the second fundamental form along ∂M . We consider the following pair of operators:
where ∂ ν is the inward normal vector field and b n := n−2 2 . Let s ∈ [0, 1]. We consider a Rayleigh quotient and take the infimum:
According to the standard elliptic theory, we obtain an elliptic boundary problem which will be denoted by (Lḡ, Bḡ) (s) , and the infimum λ
is the principal eigenvalue of the boundary problem (Lḡ, Bḡ) (s) . We specify the values s = 0 and s = 1. Then the corresponding Euler-Lagrange equations are the following:
on ∂M .
Let u 0 and u 1 be the corresponding smooth solutions of the systems (1.2) for s = 0 and s = 1 respectively. It is well-known that the eigenfunctions u s can be chosen to be positive for all 0 ≤ s ≤ 1, see, say, Escobar's work [6, 7, 8] . We always choose the normalization
for a pointed manifod (M, g, x). Note that this normalization is the same as above in the case of closed manifold.
We consider the conformal metricsg (0) = u
g which yield the corresponding scalar and mean curvature functions:
We will use the notation:
We call the manifold (M,g (0) , x) by scalar-flat satellite of (M, g, x), and the manifold (M,g (1) , x) by minimal boundary satellite of (M, g, x). In order to have a uniformal terminology, we also call the manifold (M,g (s) , x) by P (s) -satellite of (M, g, x), s = 0, 1.
Satellite sequences.
Here we introduce a concept of satellite sequences which plays an important technical role.
} be a sequence of compact pointed Riemannian manifolds.
(i) If all manifolds (M i , g i , x i ) are closed, we denote by P the conformal Laplacian L g .
(ii) If all manifolds (M i , g i , x i ) are with non-empty boundaries, we denote by P either P (0) or
In all those cases, we write P i := P (M i ,g i ) and denote by λ 1 (P i ) the principal eigenvalue and by
} be a sequence of pointed Riemannian manifolds. We consider two cases: the first case when the manifolds (M i , g i , x i ) have empty, and the second one when the manifolds (M i , g i , x i ) have non-empty boundaries. In the first theorem, the boundaryless case is already well-known:
} be a sequence of pointed Riemannian manifolds with boundary of dimension n of (c, k + 1)-bounded geometry (if the boundary is empty, it is enough to assume (c, k)-bounded geometry). Then the sequence {(M i , g i , x i )} C k -subconverges to a complete pointed manifold (M ∞ , g ∞ , x ∞ ) with boundary. Assume furthermore the sequence {d i (x i , ∂M i )} is bounded away from zero and infinity. Then (M ∞ , g ∞ , x ∞ ) has non-empty boundary.
In the following Main Theorems, we assume the manifolds M i , whether with or without boundary, to be compact. Here is the result for conformal satellites of closed manifolds:
Riemannian closed manifolds of dimension n that C k -converges to (M ∞ , g ∞ , x ∞ ). Let P be the conformal Laplacian L g . Let P be either P (0) or P (1) from (1.5), and write
Assume in addition that the sequence of the principal eigenvalues {λ 1 (P i )} is bounded. Then
Now we assume that the manifolds {(M i , g i , x i )} have non-empty boundaries. We denote by d i the distance d i (x i , ∂M i ) with respect to the metric g i . Here is our main result for manifolds with non-empty boundaries:
Theorem C. Let n ≥ 1, k ≥ 8 + 2n and let {(M i , g i , x i )} be a sequence of pointed compact Riemannian manifolds with non-empty boundaries of dimension n that C k -converges to (M ∞ , g ∞ , x ∞ ).
Assume the sequence {d i } is bounded away from zero and infinity. Let P be either P (0) or P (1) from (1.5), and write P i := P (M i ,g i ) . Assume in addition that the sequence of the principal eigenvalues
Remark 1.5. The loss of orders of differentiability in the Main Theorems could certainly be improved, for example by using ring properties of Sobolev spaces instead of Morrey's inequalities, but this is not crucial for our purposes here. , ∂B i = S n−1 centered at the origin, of radius i, provide an obvious example when the boundary vanishes at the limit. In Theorem C, we singled out the case when the limiting manifolds with bounded geometry have non-empty boundary, and thus the boundary value problems for our elliptic operators make sense.
In Theorem B, when all manifolds {(M i , g i , x i )} are closed and compact, the sequence {λ 1 (L g i )} is bounded because of the requirements on bounded geometry of those manifolds. Remark 1.7. The statement of Theorems B, C are not restricted to the conformal Laplacian: From the proof of the main theorem it is clear that the elliptic boundary operator P s as above could also be replaced by any linear elliptic differential boundary operator acting on smooth functions on M which depends uniquely, locally and continuously of the metric g and is natural, i.e. covariant with respect to isometries of g, if its kernel contains a smooth positive function u.
As a corollary to Theorem C, we obtain the following result which goes back to a simple observation that any bounded sequence of numbers subconverges to a non-negative or to a non-positive limit. If, in addition, the manifolds (M i , g i , x i ) have uniformly bounded diameter or volume, then the limiting manifold (M ∞ ,g ∞ , x ∞ ) is compact.
1.6. Plan of the paper and acknowledgments. We review necessary results on smooth CheegerGromov convergence in Section 2. Then we prove Theorems B, C and Corollary D in Section 3. In Section 4 (Appendix) we review the flatzoomer technique and prove relevant technical results.
The first named author would like to thank Richard Bamler for illuminating conversations concerning the Cheeger-Gromov convergence. In particular, R. Bamler explained to the first author crucial analytic issues concerning the satellite sequences. Both authors are grateful to Bernd Ammann for insightful discussions and interest in this work.
2. Cheeger-Gromov convergence for manifolds with boundary 2.1. Height functions. Here we give more details on a convergence for manifolds with boundary.
The idea is very simple: for a (in general noncompact) manifold M with boundary, we can always attach a small collar to get a complete manifold X equipped with a height function f : X → (−∞, 1) (iii) the derivatives |∇ ℓ f | ≤ c for all ℓ = 0, 1, . . . , k.
by definition, X f is a smooth manifold with the boundary ∂X f = f −1 ({0}) = ∅, i.e., the triple (X f , g, x) is pointed manifold with non-empty boundary. Here we denote by g the restriction g| X f to avoid multiple subscripts in sequences. We are interested mostly in the case when the manifold X f is is compact (at least before taking limits). 
is a complete open manifold, and
with non-empty boundary. instead of B r ({y}). Sometimes it will be important to emphasize an ambient space Z, then we use the notation B Z r (y).
Let (X, d) and (X ′ , d ′ ) are metric spaces. Then we say that a continuous map φ : 
We use the notation lim
We need the following fact, which is a particular case of much more general results, see, for example,
Theorem 2.6. Let {(X i , g i , x i )} be a sequence of pointed complete n-dimensional Riemannian manifolds such that Ric g i ≥ (n−1)κ for some κ ∈ R and all i = 1, 2, . . .. Then there exists a pointed 
and there are diffeomorphisms onto their image φ j : U j → M j such that φ j → Id X∞ pointwise, and the metrics
, there is a point-wise convergence φ * j g j → g ∞ and ∇ ℓ φ * j g j → ∇ ℓ g ∞ for all ℓ = 1, . . . , k, where ∇ denotes the Levi-Civita connection of the metric g ∞ on X ∞ . Remark 2.8. Without loss of generalities, we will assume that a system of exhaustions {U j } is nothing but the systems of open balls {B j (x ∞ )} of radius j = 1, 2, . . ., centered at x ∞ ∈ X ∞ . 2 We skip one more equivalent condition (A ′ ), see [2, Section 3. 
Remark 2.10. Strictly speaking, only the case k = ∞ is treated in the Theorems of the references, but their proofs contain implicitly the statement for finite k.
2.4.
Proof of Theorem 2.3. Let {(X i , g i , x i , f i )} be a sequence from Theorem 2.3. By Theorem 2.9 we may assume that the sequence of manifolds {(X i , g i , x i )} already C k -converges to a pointed complete Riemannian manifold (X ∞ , g ∞ , x ∞ ) of dimension n. Without loss of generality, we can also assume that the exhaustions of X ∞ is chosen as a systems of open balls {B i (x ∞ )} of radius
from Definition 2.7.
We recall that f i :
Then by passing to another subsequence if necessary,
By assumptions on the sequence of functions {f i }, it is evident that the function f ∞ is also a (c, k)-height function, and
In particular, we obtain by a quite easy argument that the manifolds (M i := X f i i , g i , x i ) Hausdorffconverge (in the limit manifold) and thus Gromov-Hausdorff-converge to (M ∞ := X f∞ ∞ , g ∞ , x ∞ ) as pointed metric spaces. However, we need more in order to prove Corollary 2.4: we need to prove Cheeger-Gromov convergence.
Proof. For any fixed radius r and i > r, we construct diffeomorphisms D r i from the manifold with height function
i (x i ) and that thef i are defined as in Section 2.4) by means of the gradient flows off i :
where t(x) is chosen such thatf
It is easy to see that t is a smooth function (using the product decomposition of a neighborhood U 
and with this uniform flow time estimate and the C k -estimates on gradf i , we get C k -bounds of the D r i,∂ tending to 0. Now D r i,∂ is a diffeomorphism from H to its image, which is in B r+1 ∩ X f∞ ∞ . For i large enough, we get d(D r i,∂ y, y) smaller than the convexity radius in B r+1 . This allows us to interpolate D r i,∂ geodesically with the identity in int(M ): we define Now it is easy to see that if f is a (c, k)-height function on a manifold of (c, k)-bounded geometry,
) is a manifold with boundary of bounded geometry. It is a bit harder to see that actually also the converse is true: Theorem 2.12. Let c > 0 then there existsc > 0, depending on c, such that, for any compact pointed manifold (M, g, x) (with non-empty boundary) of (c, k)-bounded geometry, there exists a pointed isometric inclusion ι : (M, g, x) → (X,ḡ, x) where (X,ḡ, x) is a complete open pointed manifold of (c, k)-bounded geometry and (c, k)-height function f on X with ι(M ) = f −1 ([0, 1)).
We postpone a proof of this theorem to Section 3. Then the principal eigenvalue λ 1 (L g ) is given by minimizing the Rayleigh quotient
Proof. Indeed, we use the test function f = 1 in (3.1) to see that
Then there exists a smooth function f 0 such that
Then we have:
This proves Lemma 3.1.
Now we assume that
The next proposition gives geometric conditions for uniform bounds on λ
1 and λ
1 .
Lemma 3.2. Let |R g | max be the maximum value of |R g | over M and let |h g | max be the maximum value of |h g | over ∂M . Then
Proof. We first consider the case s = 0. Indeed, we use the test function f = 1 in (3.3) to see that
On the other hand, for a general function f , we can estimate Q (0) (f ) as
which yields the claim. The calculation for s = 1 is completely analogous. 
where C depends continuously on the C 1 -norm of the coefficients of P restricted to V .
We also get a stable Harnack inequality of the following form: all metrics h ∈ U the following inequality holds
for any positive element u of the kernel of L = L h .
Proof. In order to apply Theorem 5.3 in from [12] we use the geodesic connectedness number N (K) of K, which is defined as the supremum over the number of geodesic balls not intersecting the boundary that one needs to connect a point p ∈ K \∂M to another point q ∈ K \∂M . This number N (K) is finite and C 1 -stable in the metric, as can be seen by a lower bound of the convexity radius in K. Thus we apply [12, Theorem 5.3 ] to every geodesic ball in such a chain and use the telescope product, which yields A K = e N C(1+β(n+1) 2 +K(n+1) 2 ) in the terminology of [12] . It is easy to see that C, β and K depend continuously on the C 2 -norm of the metric in K.
Remark 3.6. We will apply Theorem 3.5 for particular operators L. Namely, in the case of closed
, and in the case of a manifold with non-empty boundary, the operator
1 , B g ). Then there is a natural choice of function u in the kernel of L, namely a corresponding principal eigenfunction.
3.3. Extending functions beyond a boundary. We will need the following technical result allowing us to extend functions beyond the boundary of a manifold in a way that respects infima.
To that purpose, let us be given a pointed Riemannian manifold with boundary (M, g, x) of (c, k)-bounded geometry.
We would like to construct a standard outer collar to M . First, we recall necessary constructions from [13] . Let (M, g) be a Riemannian manifold with non-empty boundary ∂M equipped with the metric ∂g = g| ∂M . We denote by ν the inward normal vector field along ∂M . Then for a point x 0 ∈ ∂M we fix an orthgonormal basis on the tangent space T x 0 ∂M to identify it with R n−1 . Then for small enough r 1 , r 2 > 0 there is normal collar coordinates
where the exponential maps of ∂M and of M are composed. By assumption, the manifold (M, g) has (c, k)-bounded geometry, in particular, the boundary (∂M, ∂g) also has (c, k)-bounded geometry.
Let us choose a collar ∂M × [0, δ) for a small enough δ > 0 such that it is covered by normal collar coordinates charts U ℓ with
where κ ℓ is the corresponding map from (3. 
where, again, c 0 only depends on c and k. We fix this atlas { U ℓ | ℓ ∈ Λ } of the interior neck neighborhood once and forever, as well as the subordinate partition of unity { ψ ℓ | ℓ ∈ Λ }, as it can serve as the atlas of a normal neighborhood of metrics close to g as well. Now the atlas (κ i , κ int j ) (where the κ int i are charts for the interior) can be extended to an atlas (κ i , κ int j ) of a (boundaryless) manifold X diffeomorphic to the interior of M by extending the smooth chart transitions from
(where V ij := κ −1 i (U i ∩ U j ))providing gluing data for a manifold X preserving the bounds (3.9) for the chart transitions. We refer to these atlases as cylindrical atlas and extended cylindrical atlas. Now let (X, p) the extension of the manifold with boundary M as above and let h be a complete Riemannian metric on X. Let, furthermore, 0 < r ≤ ∞ be given and define B r := B r (x) ⊂ M . Let Λ r ⊂ Λ be the subset of boundary chart domains of the cylindrical atlas contained in B r . Then we define ∂ r M := ℓ∈Λr U ℓ and let X r be the union of M and of the images of the extended cylindrical charts belonging to Λ r . Lemma 3.7. (Stable nonlinear extension operator) Let (X, x) the extension of the manifold with boundary M as above and let h be a complete Riemannian metric on X, which we can assume to satisfy κ * i h > m 0 e in every chart. Then there is a map F : C 0 (M, (0, ∞)) → C 0 (X, (0, ∞)) with the following properties:
(i) the map F is an extension operator, i.e., F (u)| M = u for all u ∈ C 0 (M, (0, ∞)), and (iii) for each k ≥ 1, F r maps C k (B r )-bounded sets uniformly to C k -bounded sets, i.e., for every a > 0 there is a constant c 1 > 0 such that
for a C k (B r )-neighborhood of metrics.
Finally, for every b > 0 there is a constant β ∈ (0, b), β = β(b), such that the bound inf(u| Br ) ≥ b implies the bound inf(F r (u)| X ) ≥ β, uniformly in a C k (B r )-neighborhood of metrics.
Proof. We use the extension operator E from [14] , defined on the half-space R n + = R n−1 × [0, ∞). Namely, let C ∞ (R n + ) be the space smooth functions on R n + with uniform convergence on its compact subsets of all derivatives. In [14] , Seeley defines a continuous linear extension operator operator
, a stretching diffeomorphism. Define the operator E 2 := E • Φ :
We first extend every member ψ ℓ of the partition of unity by
which is well-defined as E 2 is a combination of reflections at {x 1 = 0}, which fits the cylindrical charts, and as supp(ψ ℓ ) ⊂ U ℓ . 3 We define an extension operator E M :
It is well-defined for the same reason as above, and by inspection, it is clear from [14] that E M satisfies the above properties (i), (ii) and (iii) (here we use that the respective metrics in every boundary chart of M satisfy C k -bounds with respect to the Euclidean metric on open subsets of half-spaces.).
However, this construction of the extension map still does not imply a bound β > 0 on the infimum of F (u) for all u with inf(u) > b > 0. Now, let u ≥ b be a function on B r . We define: such that inf(F (u)| Xr ) ≥ β provided inf(u| Br ) ≥ b. 3 The family of theψ ℓ is not a partition of unity beyond the boundary any more but still its sum nowhere vanishes and the family is locally finite, thus by the usual normalization procedure the family could be made a partition of unity. However, we do not need this property here.
3.4.
Proof of Theorem B. Let {(M i , g i , x i )} be a sequence of compact closed manifolds. We denote P i = L g i , and let λ 1 (P i ) be the principal eigenvalue, and u i be a corresponding eigenfunction normalized as u i (x i ) = 1. Since the sequence {(M i , g i , x i )} has (c, k)-bounded geometry, then by Lemma 3.1, the sequence {λ 1 (P i )} is also bounded by a(n) · c, where a(n) depends only on n. Let (M ∞ , g ∞ , x ∞ ) be the limit of the sequence {(M i , g i , x i )} with diffeomorphisms φ 
we obtain uniform point-wise bounds of the (φ
i ) away from zero and infinity on the ball B m+1 (x ∞ ). The latter imply uniform L 2 -bounds depending on m.
Now we apply the stable Schauder estimate from Theorem 3.4 to the case of
showing that there is a single constant C for all of the involved Schauder estimates. Together with the established L 2 -bounds we obtain that there are constants
for all i ∈ N up to l = k−3, as the C k -norm of the coefficients of the conformal Laplacian depends on the C k+2 -norm of the metric, and the Schauder estimates require a C 1 control over the coefficients.
Then the stable Morrey's estimate from Theorem 3.3 and the elliptic estimates Eq. 3.10 above imply that
for some constantsC 4 Note that for the sake of greater consistency with the article [11] , in the Appendix we maintain the convention that the conformal factor is e 2u instead of a power of u as before. Therefore, the bounds from zero and infinity for u here imply bounds from ±∞ in the Appendix, which is needed to bound the value of the quasi-flatzoomer.
Taking inductively subsequences for every m ∈ N, the diagonal sequence is finally a subsequence that converges in Hamilton's sense. It is easily seen that the metricg ∞ is conformal to g ∞ , as the conformal distortion between the metrics (φ (m) i ) * g i andg ∞ tends to zero with i → ∞ for every m. Here the conformal distortion conf-distortion x (g 1 , g 2 ) between two Riemannian metrics g 1 , g 2 at a point x is defined by
This proves Theorem B.
3.5. Proof of Theorem C. For every i, we solve the principal-value boundary problem given by the operator P i on M i to find its principal eigenvalue λ 1 (P i ) and a smooth positive eigenfunction u i normalized by u i (x i ) = 1. Then we construct the conformal metricg i = u 0, 1)). We fix the embeddingι i :
Now, using Theorem 2.3, we pass to a subsequence, called {(X i ,g i , x i )} again, that C k−6−2n -converges to the manifold {(X ∞ ,g ∞ , x ∞ )} and such that the sequences of the height-functions {f i } converge as well. In particular, we obtain the following commutative diagram of convergent sequences:
We choose yet one more subsequence such that the functions u i are C k−6−2n -converging to a smooth function u ∞ on M ∞ =f −1 ∞ ([0, 1) ). This, together with the Theorem 2.11 and the consideration of the conformal distortion as before, proves Theorem C.
3.6. Proof of Theorem D. By assumptions, the sequence {(M i , g i , x i )} has (c, k)-bounded geometry. Consider the operators P (1) . Then Lemma 3.2 implies that the sequence of eigenvalues {λ 1 (P (1) i } is bounded. By passing to a subsequence, we can assume that λ 1 (P (1) i ) converge to λ 1 . Assume that λ 1 ≥ 0. Then Theorem B implies that the conformal satellites (M i ,g P i , x i ) converge to a manifold (M ∞ , g ∞ , x ∞ ) with R g∞ ≥ 0. If λ 1 ≤ 0 we get a similar conclusion.
3.7. Proof of Theorem 2.12. This is basically an extension of the proof of Lemma 3.7 to endomorphism-valued functions. Let κ i : V i → U i be a member of the cylindrical atlas. We denote by g ℓ the metric g restricted to U ℓ , and by e ℓ = (κ [0, r 2 ) ). For each ℓ, we define the operator
where the metrics are understood as maps T U ℓ → T * U ℓ . The operators A ℓ are positive-definite symmetric operators, their spectrum is therefore contained in (0, ∞). In [13, Proposition 2.3] , it is shown that there is constant a 0 > 0 such that the norms |A ℓ | are uniformly bounded by a 0 away from ∞ and by a −1 0 > 0 from 0. This allows to define the maps a ℓ := ln(A ℓ ), which are smooth maps from U i to the set of symmetric matrices Mat s (R n , R n ) bounded by ln a 0 . We use the Seeley operator F from Lemma 3.7 to extend the coefficients of each matrix a ℓ to the members of the extended atlasÛ
This gives mapsâ ℓ :
Equally we defineψ ℓ as the Seeley extensions of the partition of unity ψ i . Then we defineÂ ℓ := exp(â ℓ ), which is a positive-definite symmetric smooth extension of A ℓ . Thus we can define the Riemannian metricĝ ℓ := e ℓ •Â ℓ . Finally, we putĝ := ψ ℓ ·ĝ ℓ , which is complete metric on the open manifold X. Now let e ℓ be the Euclidean metric in the new chartÛ ℓ , and define the metric
DenoteĀ ℓ :=ḡ ℓ . By construction, each operatorĀ ℓ is has norm bounded away from infinity. But also the norm of its inverse is bounded: Since each point x ∈M there at most m 0 neighborhoods
0 and thus we have
for some ℓ 0 , as all summands are positive. NowÂ ℓ 0 (v, v) in turn can be estimated bỹ
These are exactly the estimates needed to show bounded geometry of (X,ĝ). As a height function we take, for τ ∈ C ∞ (−∞, r 2 ]) with τ (r) = r for all r ∈ (−∞, r 2 /4] and τ ([r 2 /2, r 2 ]) = r 2 /2, (3.15) complemented by r 2 /2 in the interior, which is easily seen to satisfy all our requirements.
3.8.
Proof of Theorem A. Now let us prove Theorem A. Assume that we are given a sequence of pointed manifold with boundary (M i , g i , x i ) of (c, k)-bounded geometry. Then we can extend every (M i , g i , x i ) to a pointed boundaryless manifold (X i , g i , x i , f i ) as in Theorem 2.12. Then Theorem 2.9 implies that there is a convergent subsequence for both manifolds and height functions, also denoted by (X i , g i , x i , f i ) . Finally, Proposition 2.11 implies that, in the C k sense,
which proves Theorem A.
Appendix: Uniform flatzoomers
In this section, we define the notions uniform flatzoomer and uniform quasi-flatzoomer. This is a direct adaptation and sharpening of the results in [11] , with only slightly modified proofs. The crucial difference is that in the following we also have to show local uniformity in the metric (which for simplicity is assumed to be Riemannian, in contrast to the very general setting in [11] ).
4.1.
Notations and definition. Let (M, g) be a Riemannian manifold. We denote by Riem(M ) the space of all Riemannian metrics. We introduce the following notations:
• For u ∈ C ∞ (M, R), we denote the Riemannian metric e 2u g by g [u] .
• For i ∈ N, the ith covariant derivative with respect to g of a C ∞ tensor field T on M is denoted by ∇ i g T .
• The function T, T g ∈ C ∞ (M, R) is the total contraction of T ⊗ T via g in corresponding tensor indices. If T is for instance a field of k-multilinear forms, this means that for every x ∈ M and every g-orthonormal basis (e 1 , . . . , e n ) of T x M , we have
2 .
• The function |T | g ∈ C 0 (M, R ≥0 ) is defined to be T, T g 1/2 .
• The bundle s : S → M is defined as S := τ * M⊗ τ * M where⊗ is the symmetric tensor product.
• For any vector bundle π : E → B over a manifold B, we denote its l-th jet bundle by
• Rm g denotes the Riemann tensor, viewed as a tensor field of type (4, 0). We adopt the Besse sign convention for Rm g [3] .
• For m, d ∈ N, P d m denotes the (finite-dimensional) vector space of real polynomials of degree ≤ d in m variables, equipped with its unique Hilbert space topology.
a uniform Riemannian flatzoomer of degree k if and only if for some metric η on M , there exist k, l, d ∈ N, a continuous positive function α : J l (S) → R >0 , u 0 ∈ C 0 (M, R) and a continuous map
holds for all x ∈ M and all u ∈ C ∞ (M, R) which satisfy u(x) > u 0 (x).
It is easy to prove that the notion of uniform Riemannian flatzoomer does not depend on the choice of the metric η.
4.2.
Norm of the Riemannian tensor as a uniform flatzoomer. Below we adopt the following convention: if we fix a metric g, then a flatzoomer is written as Φ :
is a uniform flatzoomer of degree k + 2. 
Let k, m be nonnegative integers. We consider two types of basic morphisms of tensor bundles
Here π is given by a permutation (the same over each x ∈ M ) of the tensor indices, and ξ contracts each of the first m pairs of indices via the metric g. Clearly the morphisms π and ξ and their compositions depend continuously on the 0-jet of the metric g. By construction, the space PC g k,m is finitely-dimensional. In [11] , Claim in proof of 2.5., the authors prove: 
Moreover, inspection of the proof in [11] yields immediately that the first three items above are independent of the metric used, whereas ψ k,i , being an element of PC g k,m , depends continuously on the metric, as mentioned above. Now let u ∈ C ∞ (M, R). To compute Φ(u) at a point x ∈ M , we choose an h-orthonormal basis
Let η be any Riemannian metric on M . Now we use (4.4) to conclude that there exists a polynomial
. Furthermore, the polynomial P does not depend on u but does depend continuously and pointwise on the metric η. Hence Φ is a uniform Riemannian flatzoomer.
4.3.
Composition of uniform flatzoomers. Let M be a manifold, let m ∈ N. For i ∈ {1, . . . , m},
Definition 4.5. We say that a function Q ∈ C 0 (M × (R ≥0 ) m , R ≥0 ) is homogeneous-polynomially bounded if there exist r ∈ R >0 and c ∈ C 0 (M, R ≥0 ) with
Now we use Q to compose the flatzoomers Φ 1 , . . . , Φ m by defining a new functional Φ : C ∞ (M, R) → C 0 (M, R ≥0 ) as follows: Proof. Let η be a Riemannian metric on M . For each i ∈ {1, . . . , m}, there exist
holds for all l ∈ N and x and u ∈ C ∞ (M, R) which satisfy u > u i . We consider k := max {k 1 , . . . , k m },
. . , α m } and the pointwise maxima u 0 := max {u 1 , . . . , u m },
holds for all l ∈ N and x and u ∈ C ∞ (M, R) which satisfy u > u 0 . This implies for all l ∈ N and x and u > u 0 :
Thus Φ is a uniform flatzoomer.
4.4.
Uniform quasiflatzoomers and injectivity radius. Here our goal is to provide uniform estimates for the injectivity radius of the conformal metrics. 
holds for all g ∈ U (h) and u ∈ C ∞ (M, R) with u > c.
Again, it easy to show that a functional φ :
flatzoomer independently of a choice of the metric η. If a metric g is fixed, we write a quasiflatzoomer as a functional φ :
Remark 4.8. In particular, a functional φ :
Example 4.9. Given a metric g and a uniform flatzoomer Φ :
is a uniform quasi-flatzoomer of degree k.
Now let (M, g) be a Riemannian manifold, and K = (K l ) l∈N be a compact exhaustion of M . We say that a functional φ :
is a quasi-flatzoomer. Analogously to the proof of Lemma 4.6 (replacing pointwise estimates by taking maxima on C) one can show:
is homogeneous-polynomially bounded. Then the functional φ :
is a uniform quasi-flatzoomer for the family K, of degree ≤ max{k 1 , ..., k m }.
We denote by inj g the injectivity radius of (M, g). For x ∈ M and r > 0, we denote by
an open ball centered at x. Recall the convexity radius conv g is defined as conv g (x) = sup{ ρ ∈ [0, inj g ] | for every r ∈ [0, ρ) the ball B r (x) is strongly g-convex} .
Theorem 4.11. Let g be a Riemannian metric on a manifold M . Then for any compact K ⊂ M ,
are uniform quasi-flatzoomers of degree 2.
Proof. Let A be an atlas for M . We choose a (parametrized) finite cover U = (U i ) i∈N of K by open sets U i each of which has compact closure contained in the domain of some A-chart ϕ i .
Let n := dim M . For any u ∈ C ∞ (M, R), we can consider the Christoffel symbols g [u] Γ c ab of the metric g [u] with respect to the coordinates determined by ϕ i . Since U i has compact closure in dom(ϕ i ), there exists a constant A i ∈ R >0 C 1 -continuously depending on g such that For i ∈ N, we denote the Euclidean metric on T M dom(ϕ i ) , obtained via ϕ i -pullback by eucl i . There exists a constant C i ∈ R >0 depending C 0 -continuously on g such that
holds for every x ∈ U i ∩ L and every v ∈ T x M . We define H i := 4n 2 A i C 3 i ∈ R >0 . Since U is finite and can be chosen the same for a C 1 -small variation in the metric, we can put
Let Q(x, s) = is a uniform quasi-flatzoomer of degree 2. Moreover, Φ 1 : C ∞ (M, R) → R ≥0 given by
is obviously a uniform quasi-flatzoomer of degree 1.
There exists a (sufficiently large) function u 1 ∈ C 0 (M, R) such that for every i ∈ N and for every x ∈ M , there is an index j such that
Clearly, Φ 2 : C ∞ (M, R) → R ≥0 given by Φ 2 (u) := 4|e −u e u 1 | C 0 is a uniform quasi-flatzoomer of degree 0.
By Lemma 4.6, Ψ := Φ 0 + Φ 1 + Φ 2 is a uniform quasi-flatzoomer of degree 2. holds for all i ∈ N and x ∈ K i \ K i−1 and u ∈ C ∞ (M, R) which satisfy u > u 0 on K i+1 \ K i−2 .
We notice that Lemma 4.12 implies Theorem 4.11.
Proof. In order to verify (4.6), only the right-hand side inequality has to be checked. We denote by B g r (x) a closed ball (with respect to g) centered at x of radius r. According to [11, Corollary 3.5] , it suffices to verify that for all indices i and points x ∈ (K i \ K i−1 ) and u ∈ C ∞ (M, R) which satisfy u > u 0 , there exists an r > 0 such that the ball B g [u] r (x) is compact and the following inequalities hold:
r (x), σ ∈ Gr 2 (T z M ) 
Hence (4.8) also holds. This completes the proof of Lemma 4.12.
This concludes the proof of Theorem 4.11.
