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ABSTRACT
Flux Profile Modeling Using Monte Carlo Simulation
by
Ramprasad Vijayagopal
Dr. Rama Venkat, Examination Committee Chair 
Professor and Chair 
Department o f Electrical Engineering 
University o f Nevada, Las Vegas.
Molecular beam Epitaxy (MBE) is a process by which semiconductor films are grown 
on the substrate by physical vapor deposition of the source material in an ultra high 
vacuum environment. Spatial variations in flux are a result of the shape o f the crucible 
and the geometry of the growth chamber. In this study a process simulation tool for MBE 
based on a phenomenological model is proposed and elaborated. The tool can be used in 
the industry to simulate the effusion and deposition of molecular beams by taking into 
account different parameters that influence the process. Additionally, it can generate 
deposition profiles created by the effusing flux species, on the platen containing the 
wafers.
Two different models based on physical principles are investigated. Model 1 
includes the primary flux from the liquid surface and a secondary flux re-emitted from 
the crucible walls for the total flux at the platen. No intermolecular collisions are
111
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
considered in this model. Since the investigated lOOOOg SUMO crucible has a tapered 
region leading to the crucible opening (smallest radii opening), molecules undergo 
extensive interwall and intermolecular collisions in that region. Simulation of 
intermolecular collisions requires considerable time and limits the usage of the modeling 
tool in the industry. Thus, the effect of intermolecular collisions is captured through the 
assumption of a virtual flux source (VFS) at the neck in model 11. For the two models, the 
simulation is performed using the Monte Carlo approach. The results of model 11 
obtained from using cos^G distribution from the VFS, best describes the experimental 
data for the SUMO lOOOOg crucible.
Thus the tool is capable of simulating flux effusion for different crucibles and 
geometries once the nature of distribution from the crucible is established. The accurate 
description o f the distribution can be obtained by changing the distribution parameter and 
comparing the generated profiles with experimental results.
IV
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CHAPTER 1
INTRODUCTION
1.1 Thesis Objective
Increasing demand for the miniaturization o f semiconductor devices in contemporary 
times has necessitated research to improvise semiconductor processing techniques. For 
these scaled devices, minor size inhomogenities in the same type o f device on different 
parts of the wafer result in glaring performance variations. Consequently, over the years 
there has been a continued emphasis to develop processing techniques that offer precise 
control during the device fabrication process.
Molecular beam Epitaxy (MBE) is one such technique and is widely used for the 
growth of thin epitaxial semiconductor films. In MBE the films are grown by physical 
deposition of the molecular beams effusing from a crucible on the substrate surface. The 
entire process is carried out in ultrahigh vacuum and the source is maintained at an 
elevated temperature with respect to the substrate. The stochiometry of films grown using 
several sources depend on the evaporation rates of the constituent elements. Simple 
mechanical shutters in front of the crucibles allow the user to stop and start growth when 
desired.
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MBE offers significant advantages over other traditional film growth techniques. It 
allows for low-temperature processing, which prevent any unwanted diffusion and 
preserves doping profiles that may have been previously created. It allows precise control 
of the beam fluxes. On account o f vacuum deposition, MBE growth is carried out under 
conditions far from thermodynamic equilibrium and is governed only by the surface 
processes on the substrate which are controlled easily. This is in contrast with other 
techniques such as liquid phase or vapor phase epitaxy, which proceed at conditions near 
thermodynamic equilibrium and are controlled by diffusion processes occurring in the 
crystallizing phase surrounding the substrate [1]. Furthermore, as it is carried out in an 
ultrahigh vacuum environment, it can be monitored in situ by diagnostic methods which 
allow controlled processing.
Reflection High Energy Electron Diffraction (RHEED) [1] is one of the diagnostic 
tools, which can be used to monitor cation and anion incorporation rates, alloy 
composition and surface morphology. Optical characteristics o f the film and their 
changes during growth in MBE can be studied using ellipsometry [1]. Another technique 
called Reflection mass spectroscopy [1] allows the characterization of native oxide 
desorption and the sticking coefficients of group 111 elements in real time MBE.
The spatial uniformity of films grown using this technique depend on the distribution 
pattern of the molecular beam incident on the wafers. Several factors such as geometry of 
the crucible, the setup of the crucible relative to the platen and the evaporating qjecies 
influence the nature of the beam and its orientation to the platen. The scope of this thesis 
is to develop a process simulation tool in order to study the effects o f these process 
variations on the film uniformity. Additionally, by simulating the actual effusion process.
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modifications to the process parameters can be effected so as to yield high film 
uniformity.
The tool is developed, using the Monte Carlo (MC) algorithm. The results of the 
simulation depict the characteristics of a large ensemble of random events. The algorithm 
assigns random directions to molecules from the crucible and tracks their trajectories. 
The molecule is allowed to propagate under the same geometrical and vacuum conditions 
that would be encountered by a real molecule while following the same trajectory. 
Statistics on the location of impingement of these molecules on the walls of the crucible 
and the platen are recorded for each trajectory. After a large number o f such simulations, 
the recorded data is averaged to obtain information on flux profiles, efficiency and effects 
of process parameters.
The flux profile curves obtained using the MC algorithm are compared with the 
experimental curves to determine their validity. In the course o f developing the right tool, 
several models were developed. The results from each effort and the cause of 
inconsistency between the data from earlier models are discussed. This serves to identify 
the actual physics behind commercial MBE systems and the assumptions that did not 
yield the correct results.
1.2 Organization o f the Thesis
This thesis is organized into five chapters. The main body of the text dealing with the 
physics behind the MC algorithm and chronology of different models is detailed in Chap. 
3. The results obtained from using the different models and discussions pertaining to the 
validity o f results and deductions are elaborated in Chap. 4.
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These chapters include:
• The assumptions forming the basis of each mathematical model
• All the equations that were used to describe the actual behavior o f molecules based on 
the underlying assumptions
• The physical meaning of the equations and definition of parameters on those 
equations that influence the simulation results.
• Deductions from the results obtained from each model and the elaboration of the 
probable causes for the agreement/disagreement with experimental data for each 
model
• Discussion of efforts taken at each stage to improve the computational efficiency of 
the algorithm and guidelines for the end user to incorporate the same.
• Suggestions on reducing the uniformity loss and improving the efficiency based on 
the insight obtained from the simulations from changing various process parameters
• Hints for better design of MBE systems that alleviate uniformity losses present in 
contemporary systems.
The second chapter provides a survey of the existing literature which relate to the 
modeling of MBE systems and other works which correspond to the subject o f this thesis 
in an identical fashion. The thesis ends with a conclusion in Chap. 5 which summarizes 
the objective, effort and results for the work towards developing the MBE process 
simulation tool. Recommendations for possible future work in this direction are also 
included in Chap. 5.
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CHAPTER 2
LITERATURE REVIEW
2.1 Need for Molecular Beam Epitaxy 
As the size of the devices become smaller, the need for absolute precision in the 
dimension of the devices becomes of paramount importance. Reduction in the feature 
size of devices and monolithic circuits requires a high level of substrate film uniformity. 
Since, non-uniformity of the film causes a variation in the dimensions o f the same type 
of device on different parts o f the wafer; it is required to control the processes that 
deposit the film on the substrate. The application o f MBE to the growth o f semiconductor 
films offers precise control over growth conditions. In the MBE process, non-linearities 
in film thickness result from spatial and angular distribution of molecular flux beams. 
Spatial variation in flux patterns is a result of the geometry and shape o f the crucible in 
relation to the platen. Effect o f the shape, relative dimensions of the crucible to the mean 
free path of the atoms and the crucible’s relative orientation to the platen influence the 
angular distribution o f molecular beams from the source.
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2.2 Chronology of MBE Technologies and Device Applications
The development o f the MBE technique can be demarked into three distinct phases 
[2]. Understanding the MBE process was mainly undertaken in the decade, between 1970 
- 1980. The use of MBE to produce low-dimensional structures (EDS), took place during 
the following decade which was followed by the application of the method to produce 
device structures.
The key steps involved in understanding the MBE process were all accomplished in 
the first decade from about 1970 onwards. The chemistry of the process was investigated 
using mass spectrometry and the dynamics of the growth were studied using electron 
diffraction [3]. The other important element was the study of dopant incorporation 
needed for devices and consequently the heterojunctions [4].
The chemistry of the process was first studied using a pulsed molecular beam method 
in order to separate the gases in the vacuum and those coming directly from the sample 
surface [3]. In the studies conducted by John Arthur [3], it was observed that during MBE 
growth of GaAs, the sticking coefficient of Asi molecules depended on the supply rate of 
Ga to the surface and the excess As2 was being desorbed from the surface. This implied 
that stochiometric gallium arsenide would be grown provided the flux of arsenic atoms is 
greater than the flux of gallium atoms. On account of this reason almost all 111-V 
semiconductors were grown under excess group V conditions.
The study of dynamics of the growth began with the pioneering work of A1 Cho [5], 
who used Reflection High Energy Electron Diffraction (RHEED). His work 
demonstrated that, during growth, there is a relation between the RHEED pattern 
observed and the morphology of the epitaxial film. The original spotty pattern changes to
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one showing RHEED streaks as growth goes from three-dimensional (3D) to quasi-two- 
dimensional 0D). This key observation demonstrated that growth rate in the lateral 
direction exceeds that of the vertical, leading to smoothing of the surface, at least for 
(001) oriented samples and other low index planes.
Earlier studies on doping [2] showed immediate success in obtaining controlled m 
type doping of GaAs using Si and Ge for films grown under As rich conditions. After 
considerable discussions. Be became the preferred p-type dopant for most III-V systems 
because by using Be as dopant, higher doping levels (of more than one order of 
magnitude) could be achieved, than by using other acceptors. Additionally, by using Be 
as dopant, the surface morphology of the doped film was comparable to that o f the 
undoped film [6]. Novel doping profiles were, at first, limited to those produced by 
varying dopant cell temperature, but the concept of atomic plane (delta) doping [7] 
allowed any arbitrary profile to be obtained and led ultimately to the acceptance of delta 
doping.
Various modifications of the MBE methods have evolved over the years [2] with the 
intention of improving the quality of the films. The recovery of RHEED intensity on 
stopping growth led to the concept of growth interrupts as a method o f smoothening 
interfaces at heterojunctions. Also, in a method known as the migration enhanced epitaxy 
(MEE), group 111 and group V elements were supplied separately in time to the surface to 
allow the species adsorbed on the surface to diffuse to the correct lattice site before 
chemically reacting with the other species [8]. In a related technique known as nucléation 
enhanced MBE, the group V flux was periodically interrupted to promote enhanced 
diffusivity for the group 111 species [9]. When the solid sources were replaced by external
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8gaseous sources, there was an advantage in the reduced requirement for reloading and 
baking the equipment. In such cases, when the group III source was a metahorganic 
compound, the technique was often termed Metahorganic MBE or MOMBE. Likewise 
when both elements were replaced by gas sources, the term chemical beam epitaxy was 
commonly applied.
2.3 Devices and applications based on MBE growth 
The first GaAs - Al^Gai-xAs double heterostructure lasers, which were produced early 
in the development of MBE technology, were limited by the presence o f non-radiative 
centers. It is still not clearly known whether these centers are at the AkGai-xAs -  GaAs 
interfaces or in the active layer [10]. Later developments based on low-dimensional 
structures showed improved performance beginning with quantum well lasers and 
superlattice lasers [2]. Further developments have included vertical cavity surface 
emitting lasers (VCSEL) and quantum cascade lasers. All of the above contributed to the 
use of MBE for the production of lasers in commercial quantities for compact disc 
applications.
Considerable progress was made in the development of GaAs based heterojunction 
bipolar transistors (HBT) by using MOMBE. Using MOMBE, heavily doped, well 
confined layers o f either n-type or p-type could be grown. This characteristic arises from 
the ability to use gaseous dopant sources in the absence of interfacial gas boundary layers 
[11]. The MOMBE technique is flexible in that it allows the incorporation and control of 
carbon as a dopant [12-14]. Good progress was made on the development o f HBT’s, 
primarily on account of the ability to confine the heavily doped base regions through the
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use of carbon as a replacement for conventional p-type dopants such as Be and Zn [15- 
16].
The applications o f Resonant Tunneling diodes (RTD’s) for building microwave 
oscillators and high speed devices became possible after Sollner et. al [17] demonstrated 
a large peak to valley ratio (6:1 at 77k) o f negative differential resistance in 
AlGaAs/GaAs quantum well structures grown by MBE. In a pioneering effort J. W. Lee 
and M. A. Reed [18] outlined a method o f fabricating RTD’s using MBE to achieve 
resonant tunneling in AlGaAs/lnGaAs structures at room temperatures. The MBE growth 
procedure used a slow growth rate and modified substrate temperatures. Additionally, 
graded doping profiles, spacer layers between contact layers and the active regions 
yielded room temperature tunneling structures.
2.4 In Situ Characterization Techniques in MBE
The experimental setup of the MBE apparatus enables one to study and control the 
growth process in situ in several ways. Specifically, the RHEED technique allows direct 
measurements o f the surface structure and dynamics o f the grown epilayer [1]. In the 
conditions which are usually employed in MBE, a high energy beam of electrons (5-40 
KeV) is directed at a grazing angle (l°-3°) to the substrate. The beam penetrates the 
outermost few atomic layers o f the deposited material. Interference between the beams 
reflected from these atomic layers caused diffraction patterns. A detailed analysis o f the 
diffraction patterns, particularly, in the way it changes with incident angle allows an 
exact determination of the complete profile o f the surface. Also, dislocations and stresses
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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occurring during growth of the film can be identified fi-om the nature o f the diffraction 
pattern.
Ellipsometry and laser interferometry are some of the optical diagnostic facilities that 
are employed as in-growth analytical techniques [1]. In an ellipsometric measurement, 
polarized light is shone on the sample. An ellipsometer detects change in the polarization 
of the reflected light. The optical characteristics o f the film and the structural changes 
during MBE growth can be studied in situ according to variations o f the reflected wave 
polarization. In this method, thickness variations o f the order o f hundredths of a 
monolayer can be detected.
In laser interferometry [1], laser light of wavelength À, illuminates the film on the 
substrate. Interference between the light reflecting fi-om the top surface of the substrate, 
with the light penetrating through the substrate and reflecting off its polished back causes 
multiple beam interference. The intensity of the reflected light oscillates in a periodic 
fashion with increasing layer thickness as the optical path length within the substrate 
increases. This allows the monitoring of thickness and surface morphology of the film as 
growth proceeds.
In the Quartz crystal monitor (QCM) method, flux profiles can be established directly 
from the angular variation o f beam intensity fi-om the source [19]. The QCM uses an 
oscillating quartz crystal to measure the flux intensity variation o f the incoming beam. An 
arm containing an oscillating quartz crystal is moved in an arc at a predetermined rate 
over the solid angle encompassing the platen flux. As flux deposits over the oscillating 
crystal, it causes the crystal to gain mass and thus dampens the oscillation. From the rate 
of change of frequency as the arm moves from the previous to the current location, one
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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can obtain the relative flux intensity variation. Using the geometry of the system, the 
intensity estimated during each step of the QCM can be projected onto the phten. In this 
fashion, the entire spatial flux profile on the platen can be mapped.
2.5 Flux Measurement Experiments and Modeling 
The actual effusion process and the beam patterns produced by simple cylindrical 
crucibles have been well understood fi-om theory [20]. Much o f the earlier work on 
spatial and angular flux distribution patterns was based upon the ideal Knudsen cell [1]. It 
was an isothermal enclosure with a small orifice. The evaporating surface within the 
enclosure was large compared with the orifice and maintained an equilibrium pressure 
inside the cell. The diameter of the orifice was about one-tenth or less than the mean free 
path o f the gas molecules at equilibrium pressure. The wall around the orifice was 
assumed to be vanishingly thin so that the gas particles leaving the enclosure were not 
scattered or adsorbed by the orifice wall. Further, Knudsen assumed cosine law of 
effusion firom the liquid surface in which the probability of an atom propagating along a 
particular direction is proportional to the cosine of the angle the atom subtends with the 
normal to the surface. In order to prove the validity of the law, he considered a hollow 
sphere of radius R  in which an elementary area dsj was sending n molecules according to 
the cosine law. The solid angle subtended by the propagating molecules cut a surface area 
ds2 on the inner surface of the sphere. Based on the cosine law, he showed that the 
number of molecules (dn/ds2 ) hitting a unit area of the surface of the sphere had the same 
value all over the sphere and was equal to (n/47iR^). Later, he experimentally verified the 
exactness o f his assumptions by measuring the thickness of a film of mercury inside a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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glass bulb. The mercury layer which formed on the inner surface of the sphere had the 
same thickness at all places.
One of the seminal efforts to employ Knudsen’s assumptions in MBE applications 
was by Clausing [21]. He employed an analytical analysis to obtain the flux patterns from 
a point source. However, the problem with Knudsen’s assumption was that an ideal cell 
with an infinitely thin orifice thickness was not practically feasible. In reality, orifices of 
finite thicknesses were used. This necessitated the application of corrective terms in the 
ideal effusion equations.
It was also noted by Curless [22] that with normal MBE geometries, the crucible 
orifice had significant width, which could not be neglected. He observed that the orifice 
had a collimating effect on the molecular beam. Moreover, he stated that Clausing’s 
correction to Knudsen’s equation to account for cylindrical orifices, did not detail how 
the molecules traveling within a particular direction were spatially distributed. Curless 
treated the orifice as a combination o f many smaller point sources and superimposed their 
fluxes. Experimental growth of GaAs was performed in a Varian GEN II system 
containing a conical type Gallium crucible and a cylindrical Arsenide crucible with a one 
hole end cap. He performed a computer simulation of approximately the same growth 
conditions by treating the orifice as a combination of many point sources. The flux ( dF ) 
fi-om one point ( on the cell to a point ( P )  on the substrate was given by:
# /  \ _ E (n -v ) ( - v -h )d d
where E was the areal rate at which molecules are leaving at P' , n was the unit 
normal to the surface atP% v was the vector fi-om P  to P ,  n was the unit normal to
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the substrate at P , and d a  was the area o f the region containing P \  The results 
obtained from this approach were in reasonable agreement to the experimental data.
In order to investigate the effects o f extended sources and other existing complex 
geometries on molecular-beams, the Monte Carlo (MC) method was developed [23]. This 
approach simulates the actual effusion o f gas atoms from the liquid surface and has been 
successfully employed to obtain simulation results, which agree with experimental beam 
profiles o f distributions from crucibles used in commercial MBE b  within the error 
estimate [27] [22] [32].
Davis [23] used the MC method to calculate the molecular flow rates in complicated 
connectors in vacuum systems. He has illustrated the methodology through calculations 
for a cylindrical elbow. The scope of the algorithm was to calculate the probability P/.y 
(The probability that a molecule entering opening i will leave by opening j ) .  Davis 
assumed that the flow o f gas within the connectors was in the molecular flow regime and 
thus no intermolecular collisions were present. He further assumed that the probability of 
a molecule entering an elementary solid angle was proportional to the cosine o f the angle 
with respect to the normal to the surface (cosine distribution). Similarly, molecules 
striking the walls of the pipe underwent cosine scattering and the reflection was 
independent of the incident direction.
A sequence of molecule histories, created from a set of random numbers was used to 
obtain an estimate on Pi-j values. For creating molecule histories, the space coordinates, 
direction cosines and the velocity vector of a molecule at an opening were generated from 
uniform random numbers. With the space coordinates and the direction cosines, it was 
determined whether the molecule collided with the wall or entered an opening. If a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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molecule collided with a wall, the coordinates of the collision point were calculated and 
new direction cosines were generated. Thus, the molecule was followed from wall to wall 
until it hit an opening. If a molecule hit an opening, the history was terminated. 
Simulation was performed until enough histories were generated for the estimates of Pj.j 
values.
The results of calculation of flow rates (P) in several complicated connectors used in 
the MBE process was evaluated using this approach and tabulated. The standard 
deviation (sp) of the estimates and sample size were also given. The errors in the 
estimates o f the flow rate were o f the order o f the magnitude o f the standard deviation s p
Davis e t al [24] also used the MC method to investigate the effects o f rough walls 
assuming diffuse scattering from the walls. In the diffuse reflection law the re-emission 
direction is independent of the incident direction o f the molecule undergoing collision 
with the walls. Further, the direction o f propagation of the molecule after collision 
follows cosine law o f distribution. All the assumptions for the MC simulation were 
similar to those already outlined in the previous discussion of his work on molecular flow 
rates through connectors, fri this work, he observed that surface roughness reduces the 
conductance (gas flow rate) to below that calculated with diffuse reflection from smooth 
walls. Additionally, he observed that most of the measured values were less than those 
calculated by using Clausing’s approach, which did not account for surface irregularities. 
He emphasized the need for smooth surfaces by indicating that corrugated walls reduce 
conductance by as much as 20%.
Smith et. al [25] used the MC technique to calculate the probability that a molecule 
passed through a cylindrical tube with wall sorption. They defined the sticking
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coefficient*s’ as the probability, per individual collision, with the wall, that a particle is 
completely adsorbed by the wall. Upon collision with the wall, a random number was 
generated and compared to the assigned value o f ‘s ’. If the generated number was greater 
than ‘s’, the particle was taken to have been reflected from the wall; otherwise it was 
considered to have been adsorbed. They observed that the total flux adsorbed by the wall 
was proportional to the sticking coefficient. Small values of sticking coefficient had a 
disproportionately large effect on increasing wall sorption. Further, they estimated the 
backscattering of molecules from surfaces showed a drastic reduction for small values of 
sticking coefficient. Finally, they concluded that for non-zero values o f ‘s’, considerable 
reduction o f molecular conduction is observed in comparison to Clausing’s [21] 
approach.
Chien e t al [26] applied the MC procedure to analyze free molecule and near free 
molecule flow through circular tubes. Unlike Davis [23], who assumed the flow o f gas in 
the free molecular regime, they included inter-molecular collisions in their algorithm. 
They allowed propagation of molecules from random locations in an entrance plane. The 
velocity and the direction cosines o f each molecule followed a cosine distribution. They 
defined the ratio of molecular velocity to the thermal velocity as the molecular speed 
ratio (S). They observed that the probability of molecules undergoing direct transmission 
and those undergoing transmission after collisions, increased to unity as S was increased 
without limit. Also, the heat transfer between molecules and the wall increased as S 
increased. Moreover, they noted that the molecule flow experienced more drag as the 
nature o f wall collisions changed from reflecting to cosine scattering.
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Ramachandran e t al [27] used the MC approaeh to perform a theoretical analysis of 
PbTe molecular flow in hot-wall epitaxy. Based upon a normally distributed mean free 
path, and the distance to the wall along a randomly assigned trajectory, a molecule could 
either have an inter-molecular collision or a wall collision. They assumed cosine 
scattering at the walls and obtained the direction cosines for each movement o f the 
molecule from thermal velocity components. They also modeled the effect of velocity 
persistence following a collision. They found that as the length of the cylindrical crucible 
increased, the probability o f a direct transmission and transmission through scattering in 
the walls smoothly decreased. Further, for the PbTe material, for crucible high crucible 
lengths, the molecules were found to be collimated towards the center of the exit plane in 
comparison to the periphery.
Nanbu [28] investigated the effects o f thickness of the sources, on the film 
uniformity. Using the MC method, he determined the angular distributions for different 
sources, each having a different ratio of thickness (t) over diameter (d). He observed that 
there was considerable variation from the cosine distribution for t/d ratios as small as 0.3. 
He contrasted the distribution profiles for various t/d ratios and observed that thicker 
orifices caused greater collimation of the flux and hence their use decreased uniformity.
In yet another article, Nanbu [29] obtained an analytical result to predict the thickness 
of the film at a given point on the substrate. He used the MC method to evaluate the 
angular distributions for flux effusing from orifices with conical nouth and open end 
crucibles. In the case of conical orifice, he calculated the variation in angular distribution 
as a function of the apex angle (k) o f the cone extension. His results indicated that as the 
apex angle increased, the probability of transmission increased until it reached unity for
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
17
k=60°. He used the probability distribution function, along with other parameters such as 
angle of tilt of crueihle and distance from the platen in the expression to calculate the 
thickness of deposit at a given point on the substrate.
Krasuski [30] obtained analytic expressions for the distribution of molecules in 
different angular zones of the exit surface. Results were also compared with data obtained 
from a MC simulation. His equations included a function that describes the deformation 
o f the cosine distribution in different zones of the exit, caused by molecular flow through 
the tube. However, there was some deviation at small angles, between the flux patterns 
produced by his method and MC technique. For tubes with exits partially closed by a 
diaphragm, he obtained the flux distributions o f particles after they hit the diaphragm. He 
noted that flux distribution o f molecules coming back to the entrance enhances the 
angular distribution of flux than those for a tube with an opened exit. He also obtained 
the flux distribution of molecules returning back to the source from the tube walls. He 
postulated that the distribution is complementary to that at the exit such that the sum of 
the two reproduces cosine law distribution.
Adamson et. al [31] employed the Monte Carlo approach to investigate the angular 
distribution o f molecular beams produced by capillaries. On the basis o f excellent 
agreement between experimental and MC simulation, they stated that the cosine law 
behavior exists for gas scattering off tube walls and roughness effects are not significant 
for standard wall finishes for capillaries. They stated that the results from Clausing’s 
expressions closely resembled the beam shapes provided the capillary acted as a point 
source. However, under typical beam dosing conditions the capillary was likely to act as 
an extended source and considerable error may be introduced if  existing analytical
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expressions were used. This problem may not exist for narrow multi-capillary sources as 
the individual capillaries behaved like point sources.
Adamson et. al [32] also used the MC technique to investigate the spatial distribution 
o f flux produced in single capillary gas dosers. They obtained the flux ratios fi-om two 
capillaries of different radii(r) and length (1) but the same shape factor y ('f=2r/l). When 
the ratios were compared over varying distances from the substrate, the MC technique 
showed 15% more contribution from the small bore capillary whereas the ratios remained 
the same in analytical theory. Consequently, they cited this as the reason behind the 
discrepancy between experimental and analytical simulation. They concluded that 
analytical theories which assume a point source and predict that beam profile depends on 
capillary dimensions only through the shape factory, overestimate the flux by as much as 
25% for some geometries.
Humenberger and Sitter [33] used the MC method to model Te2? 2Te cracking 
mechanism in hot wall epitaxy (HWE). Since the mean free path of Te at equilibrium 
pressure was o f the order of the tube diameter, they stated that the flow of vapor was 
close to the free molecular regime. They employed an iteration method in which test 
particles were used to build a density distribution of molecules within the cell. It started 
with a plausible initial distribution and ended when the density distribution did not 
change significantly with additional iterations. The test molecule could undergo multiple 
wall collisions and intermolecular collisions before reaching the tube exit. . However the 
mean free path each movement was based upon the density distribution, and the location 
o f the molecule. From their simulations, they observed that for the HWE cell, the vapor 
pressure of particles over the source had little influence on the spatial distribution at the
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exit plane. Further, they noted that for angles less than 45 degrees to the axis of the 
substrate, the intensity of the flux was higher than that expected for a cosine distribution.
Adamson et. al [34] applied the MC approach to model the beaming effect observed 
in cylindrical tubes as the cell emptied. Since the MC calculations matched the measured 
values, they postulated that the analytical theories overestimated the beaming effect due 
to point source assumption. Additionally, they stated that the beaming effect would be 
less pronounced with shallower sources and would reduce when the cell was tilted with 
respect to the source. Further, it was observed by Adamson [34], that in approaches by 
both Knudsen [1] and Clausing [21], the crucible orifice was assumed to be sufficiently 
far from the substrate that the orifice acted as a “point source” o f flux. The point source 
approximation implied that all the particles originated from a point at the centre of the 
exit plane o f the crucible. By extensive experimentation, Adamson identified that the 
point source assumption was the primary cause for the substantial deviation from 
experiment while modeling the deterioration in flux uniformity as the cell emptied.
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CHAPTER 3
THEORY AND FORMULATION
3.1 Overview of the Mathematical models 
In order to capture the correct behavior of the effusing gas speeies, several models of 
the actual MC procedure were developed. Each o f the successive models is an 
improvement over the previous model in light of a new assumption. Also, each newer 
model included capabilities for simulating physics that was not previously considered. 
The later models also incorporated algorithmic improvements to save computation time 
and provide better accuracy of the results. In this section the mathematical 
implementation of three major models which were used for the MC simulation are 
outlined. The assumptions on the basis of which these models were constructed are 
elaborated. The limitations o f the earlier models and consequently, the addition of 
calculations to overcome the same are discussed.
3.2 Model I - Direct Effusion from the Liquid Surface 
In this model, it was assumed that the pressure inside the crucible was sufficiently 
low at the operating temperatures for the Ga species. The molecules evaporating from the 
liquid surface were assumed to be subjected only to the geometry and orientation of the
20
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crucible before depositing on the platen. Thus, it was determined that the flux reaching 
the platen had two components. The primary flux component reaches the platen directly 
from the liquid surface after being screened by the crucible opening (Refer Fig. 3.2). The 
secondary flux component contains those molecules that reach the platen after 
undergoing a single wall collision (Refer Fig. 3.1). The secondary flux component is also 
subjected to the screening of the crucible opening in a manner similar to the primary flux.
3.2.1 Random Molecule Generation from Liquid Surface 
In order to shoot molecules in a cosine distribution impregnated random manner, the 
liquid surface was represented by a fine grid, the coordinates o f which produced the gas 
molecule as shown in Fig. 3.3. First, the equation o f the plane containing the liquid 
surface was described in the following manner. The equation o f a plane can be expressed 
in terms of its normal as;
( r - a )  » = 0 , ( 1)
where f  and a  represent the coordinates of a vector in the plane, ( r  — d )  represents the
distance vector lying in the plane o f interest, n  represents any unit vector normal to this 
plane. The plane of the liquid is shifted from the origin along the negative xdirection 
(Refer Fig. 3.2), and is inclined at an angle 0t defined as the angle between the normal to 
the liquid and the z-axis. Since the crucible is tilted from the wafer along the x-z plane, 
the normal to the liquid («  ) does not have any y component and is given as:
fr = sin 0^  / -  COS0, k . (2)
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In order to account for the position of the liquid surface, the position vector a  can be 
chosen as a  =  —x* i (%* represents the distance along the x direction, as shown in 
Fig. 3.2) while F ean be the position vector of any coordinate on the plane. Hence 
F = {xi + yj + zk).  Substituting r ,5 a n d  n into Eqn. (1), the equation o f the liquid 
plane can be obtained as:
xsin Qj -  ZCOS0, = -x *  sin 6 ^ . (3)
The equation of the crucible which the liquid plane interseets can be described as a 
cylinder o f varying radii. The radii changes as a function o f the x coordinate. Radii 
eorresponding to each x coordinate is obtained from a look up table containing a large 
number of elosely spaeed radii values and eorresponding x coordinate values. The 
equation describing the surface of the crucible geometry is given as:
j ^  +  z ^ = r ^ ( x ) .  (4)
Solving Eqn. (3) and Eqn. (4) the y and z coordinates for the substituted x eoordinate, 
that lie on the liquid boundary can be obtained as:
y  = -Jr^ (x )-{ (x -x * )tan 0 ,}^
and
z = ■^x-x*)tan0;j- (5)
Continuing in this fashion, the coordinates of the liquid boundary can be determined by 
substituting x coordinates into the above equations. Since the erucible is symmetrical 
about the y-axis, it is sufficient to obtain the eoordinates only for the positive half of the
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y-axis. The coordinates of the liquid boundary for the other half can be obtained by 
simply changing the sign of the y coordinate o f the existing data set.
The next step in this process is to apply a grid on the liquid boundary. Corresponding 
to each x and z value representing a point on the boundary, there exists a y value that is 
positive and one that has the same magnitude but is negative. By progressing from the 
positive y value in small increments until the negative y value a set o f points is created. 
These points are in a line and differ only in their y values. By repeating this process for 
each coordinate on the liquid boundary, a grid containing a large number o f points 
enclosed by the liquid boundary is then created. These points are stored in a matrix and 
are used later in the simulation to serve as the locations from where molecules are 
randomly shot. In model I, these liquid points are designated as the base points and are 
denoted by the suffix ‘bp’. The density o f these points can be augmented by decreasing 
the increment along both y axis and abng the liquid boundary. Increasing the density 
beyond a sufficient limit increases the computation time in a drastic manner. However, 
from the simulations, it has been determined that a low density of points on the grid 
adversely affects convergence o f the results. In light o f these constraints an empirical 
formula has been suggested to the user which maintains a careful tradeoff between them.
3.2.2. Generation of Random Directions for Molecular Effusion 
The direction cosines of the molecule to be shot are obtained from a spherical 
coordinate system. A polar angle 0  and an azimuthal angle (j) are used in this process as 
shown in Fig. 3.3. Since each molecule should proceed in a random direction, random 
numbers are used to generate these angles for each molecule. Molecules propagated in 
this fashion do not have a uniform spatial distribution because the probability density
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function for each angle interval is not uniform. The prohahility density fimction for an 
angle interval is given by;
/ ( 0 )  =  A:sm((/)), (6)
where ‘K ’ is a constant. In this model, the effusing molecules were assumed to follow a
cosine distribution postulated by Knudsen [20]. The cosine distributed random
propagation provides a uniform spatial distribution of molecules. In order to study the 
effects of distribution on flux uniformity, a general density fimction that allows the user 
to modify the cosine term of variable exponent was developed. By changing the value of 
the exponent parameter ‘N ’, the distribution o f the molecules from the liquid surface can 
be altered as;
f{ (p )  = K  cos ^  (0) sin (0) . (7)
From the geometry of the crucible, the polar angle 0  of the effusing molecules varies 
from 0 to 2jc radians and the azimuthal angle 0  varies from 0 to k /2  radians. The 
distribution function is obtained in the following manner:
j j K  cos^ (0) sin( (j))d(l)dd
J  Jzcos^(0 )sin ( 0)i/0i/0
0 0
f(0)=l-COS^+'(0).
By equating the probability distribution function P (0 ) to  the uniformly generated 
random number , the random angle 0  that provides a cosine distribution o f the 
appropriate power is obtained as:
T*(0) = Generated random number (R^ )
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Rj = l-c o s^ ^ '(0 )  (8)
Angletj) =
The angle 9 is uniformly distributed from 0 to 2tc and is obtained as:
6  = 2 71R 2 . (9)
Onee the angles are generated for a particular molecule, the Cartesian coordinates o f the 
generated point, along the trajectory ( x  , , 2  ), specified by the angles is obtained
by converting the spherical coordinates to cartesian coordinates:
X = J c o s 0 c o s 0 ,
y^p = J c o s 0 s in 0 ,
Zgp = t/s in 0  ,
where ‘d’ specifies the distance of the coordinates from the origin (0,0,0). However, the 
generated points are referenced to a coordinate system which is different from the system 
in which the crucible geometry is defined. From Fig. 3.4, it can be seen that the z-axis of 
the generated system, needs to be transformed into the x-axis of the crucible system. Next 
the generated coordinates are then rotated by an angle 6  ^ anti-clockwise about the y axis 
using the following transformation
x' = x ^ c o s ( 0 J - z ^ s in ( 0 ,) ,  (10)
y  -  Fgp ’ (11)
z' = x^cos(0 ,)-H z^ sin(0^ ). (12)
Finally, it is necessary to add the rotated coordinates to the coordinates o f the base point 
which were chosen from the grid in the liquid surface to obtain the shot point coordinates.
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(13)
JKsp =  J / '- t  , (l^l)
z ^ = z ' + z % , -  (15)
3.2.3 Primary Flux Calculation 
The line joining the shot point and the base point is the trajectory along which the 
molecule will propagate. Once the trajectory o f the moleeule has been obtained, the 
coordinates o f the molecule along the trajectory at the crucible opening is calculated. This 
is done by substituting the x coordinate o f the crucible opening (x^  ) into the equations 
defining the trajectory of the molecule (Eqns.l6 and 17). The radial position o f the 
molecule in the plane of the opening is checked with the radius of the crucible opening in 
the following manner:
V 2 2
y opening ^  ^opening
== Cy^--}'4p))<(C% c--J:Ap)/C% ^--aAp)) +  Tap, (16)
Zqwwmg == (Z 4 ,--Z A p)> ((C % c--jvp)/(z^--a)p ))-^Z A p. (1?)
If Rgpe„i„g is less than the radius o f the crucible opening (Refer Fig.3.2), the
molecule is allowed to propagate towards the platen. If the radial position is greater than 
the radius at the mouth, then the molecule undergoes a collision with the walls o f the 
cmcible. The molecules propagating from the crucible neck are not subjected to 
screening by the flare opening o f the cmcible. This is because the flare opening does not 
limit the solid angle sdbtended from the cmcible opening on the platen. Once a molecule 
passes through the cmcible opening, the next step is to compute the intersection of the
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molecule with the platen. At this stage, it is assumed that the molecule propagates in a 
straight line path along the trajectory and does not encounter intermolecular collisions 
before reaching the platen plane.
3.2.4 Platen Intersection and Areal Integration o f Flux on Platen 
In the setup of the MBE system, the platen is kept horizontal and the crucible is 
inclined to it at an angle as shown in Fig.3.7. The angle of tilt can also be defined as the 
angle between the normal to the platen and the axis of the crucible. For purposes of 
simulation, the crucible is kept horizontal, along the x-axis and the platen plane is 
inclined to it at the angle of tilt. The equation of the platen plane is similar to that of the 
liquid plane as the liquid is parallel to the platen. However, the platen is shifted from the 
origin along the negative x direction at a distance from the origin:
x s i n 0 ^ - Z C O S 0 ;  = x ^ s i n 0 , .  (18)
In order to find the intersection of the molecule with this plane, the equations describing 
the trajectory of the molecule are obtained from the two point formula:
By letting
(^sp ~  ^bp ) ( y s p ~  y  bp ) i ^ s p ~  ^bp )
~  (^sp ~ ^ b p ) ’
K y  = ( y s p  ~  y  bp) ’
We get
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(19)
and
(20)
Solving Eqns. (19) and (20) to eliminate y we get:
K  y K  ~  ^  y ^ z ^  = K  y^bp -  ^ x y b p )  + ^  x ( ^  zybp ~  ^  y ^ b p )  ■
Let
L — KyKj . ,
M  K i^^KyXfjp K  ^ yiyp) + K  ^ybp KyZ^p)
Eqn.(21) reduces to:
Thus X can be expressed as:
G x  — L y  = M .
X,
_ M  + L y (22)
Substituting Eqn. (22) in Eqn (18) we obtain an expression for z:
' M  + L y ^
[  G  y
sin 0, -  ZCOS0, = Xg sin 0,
(M + Ly)sin 0^  -  Gz cos 0, = Gx^ sin 0^
sin0^GXg, -  M )
(23)
(Lsin0, - G c o s O f )
The y coordinate can be obtained from substituting the value of x into the following 
expression obtained from Eqn.(19):
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, _  ~  ~  ^ x ï b p  )
. (24)
Once the coordinates of intersection with the platen plane have been calculated, the 
next step is to put them in circular bins o f different radii. This is to integrate the 
molecules within a radial interval in order to simulate rotation o f the crucible. The radii 
of the circular bins on the platen are chosen in such a manner that the area o f the annular 
region between two consecutive bins is constant. Once the area between any two bins is 
constant, the number of molecules collected within each bin can be compared with those 
collected within any other bin in a different part o f the platen. The area between any to 
radii is given as:
= k  {k > 0,r^ > r2)
71
In this methodology, initially the RHS was fixed to be unity. In other words the above 
expression can be written as:
i ( 4 p f  ) = L
where p  and q consecutive positive integers (q = p-1). Thus by choosing the radii o f the 
bins as the square root of consecutive positive integers the area between two bins can be 
kept as unity. In this approach as the radius o f the bins increases, the separation between 
two radii become very close to each other. Thus the number of data points at larger radii 
o f the platen is more than that at the center of the platen. By fixing the area between the 
rings as unity, if  the first radius on the platen were zero, then the next radii would be at 
one inch. For platen with small radii, this distribution o f radii contains only a few data
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points at the center o f platen. In order to circumvent this problem, the radii were chosen 
closer by choosing them in the following manner:
Area between radii = ~  ) ’
0.25 = ( ( ^ )  - ( ^ ) ) .
Here the difference between the radii is one fourth of the difference in the previous case. 
Thus there are four data points in place o f one. Since for all radii, the area between the 
bins is constant, its effect on the molecules collected within different bins can be 
neglected.
3.2.5 Secondary Flux Calculation 
If the trajectory of the molecule does not pass through the crucible opening, then its 
intersection with the cylindrical portion is determined. From the geometry of the crucible, 
it was ascertained that molecules reflected from the tapered portion below the crucible 
neck have a very low probability of reaching the platen. Hence the tapered portion below 
the crucible neck was not considered for purposes of secondary flux. In order to 
determine the intersection point with the cylinder, the equation of the line that determines 
the trajectory o f the molecule is obtained from the two point formula:
( z - Z i , p ) = 7 ^ ^ -------------------------- ) .
i y s p - y b p )
Assuming that:
K
^bp )
the above relation reduces to:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
31
By letting
C  = {Kybp - Z f , p ) ,
we get:
z = K y - C . (25)
The equation of the cylinder is given as :
/ + z " = R g , \  (26)
where is the radius o f the cylinder portion (Refer Fig. 3.2).Substituting for z from 
Eqn. (25) into Eqn. (26) we get:
On expanding:
By letting:
Q = ( l + K ^ ) ,
R  = 2 K C .
We get the y-solutions as:
R ± J r ^ - 4 Q P
y  soi\M  2 -  ^  • (27)
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There are two solutions corresponding to the two points where the trajectory of the 
molecule intersects with the cylinder. The correct solution is isolated by the fact the 
intersection point lies above the liquid plane. In order to do this the unit vectors along the 
direction o f both the solutions are first calculated. Next the dot product o f these vectors 
with the unit vector normal to the liquid plane pointing towards the crucible opening 
(« ; .Refer Fig. 3.2) is calculated. Correct solution corresponds to that point which yields 
a dot product greater than zero. The x and z coordinates are determined from the y 
solutions using the equations;
=  +  (28)
and
 ^= +  (29)
where
my
The coordinates corresponding to the two y-solutions can then be termed as (Xj )
fi-om y ggii and (Xj, ^ 2  ’ ^ 2  ) fhe two vectors fi-om the two solutions for a
trajectory can be given as:
«1 =  (Xi -  Xf^p)! +  (Ti -  y^p ) j  + (zi -  z ^ p ) k  (30)
and
^ 2  =  (% 2  -  ^ A f -  }"Af ) y  +  ( ^ 2  -  ^ A f - ( 2 1 )
The unit vector normal to the liquid surface pointed toward the crucible opening is given
as:
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= - sin 0 ,i  +  CO s 0 . (32)
The lExt step is to determine the dot product of the unit vector it, along with vectors
and 0 -2  :
( - s in  0 J ( x i  -  Xfp) +  (c o s0 ,X z i -  Z&;,) 
dp^ =   -----------------------     (33)
-  ^ b p f  +  (Ti -  y b p f  +  (^1 “  ^b p Ÿ
and
(-Sm0 J(X2 - X^) + (COS0 J (%2 -  ZA;,) 
d p  2 = I     :---------r  • (34)
V (^2 ~ ^ b p )  +  (.y i ~ y b p )  +  (^2 “  ^bp)
For those molecules shot from the liquid boundary, the trajectory intersects the 
cylinder at points that are very close to the base point itself. For such cases the 
denominator of Eqns. (33) and (34) tends to zero. This produces a dot product of infinite 
magnitude which halts the program execution. In order to avoid calculating the dot 
produet for such cases, the denominator terms of both Eqns (33) and (34) are calculated 
first. If  they are found to have a magnitude lesser than lO ’®, the cylinder intersection 
points are assumed to be the base point itself.
Since one of the solution points lies above and the other lies below the liquid plane, 
one would expect the dot product from the solution lying above the liquid to be greater 
than zero while that lying below the liquid plane to be lesser than zero. During 
simulations, it was, however observed that for those points on the liquid boundary whose 
trajectories intersected the cylinder very close to the base point, one of the solutions was 
above the liquid plane while the other was on the liquid plane. Since this phenomenon 
occurs only for cylinder intersections very close to the base points on the liquid
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boundary, the cylinder intersections were assumed to be the coordinates o f the base 
points themselves. For all remaining points, the cylinder intersection point 
{Xcy 5 Tty 5 ) is assumed to be that solution, which yields a dot product greater than
zero.
Once the cylinder intersection point has been determined, the next step in the process 
is to shoot a molecule from the point of intersection. Here it is assumed that a molecule 
undergoing collision at the cylinder walls will be re-emitted in a direction that is 
independent of the incident direetion [20]. Additionally, the direction of re-emission from 
the cylinder walls follows cosine law of evaporation. First, cosine distributed random 
angles are used to generate coordinates as outlined in seetion 3.2.2. Sinee the generated 
coordinates need to be referenced to the normal at the point o f intersection (Refer Fig. 
3.5), the coordinates need to be transformed into a new coordinate system whose z-axis 
has the same direction cosines as
From Fig. 3.5 it is observed that the cylinder intersection point can be treated as the 
origin o f a coordinate system which is rotated from the original coordinate system along 
the y-z plane by an angle s a y / .  Thus the direction cosines obtained from the dot product 
of the normals o f both coordinate systems can be used for the transformation proeess. 
The unit vector n  is given as:
Dot product of this unit vector with the unit vector along the z-axis ( A: ) of the original 
system yields C O S /and that with J  gives sin  y .
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y  cy + z
sin 7  = —j = = ^ ^ = .  (36)
V 2 2y  cy A- Z cy
The next step in the process is to transform and shift the generated points in the same 
manner outlined in section 3.2.2 using Eqn. (10) to Eqn. (15). At this stage, the cylinder 
intersection point is taken as the base point and the cylinder shot point is taken as the shot 
point. Now the trajectory o f the molecule proceeding from the cylinder is screened by the 
crucible opening. The molecule proceeds to a bin on the platen if  it passed through the 
crucible opening. Its intersection on the platen is calculated as outlined in section 3.2.4. 
On the contrary, if  the molecule does not pass through the crucible opening, calculation is 
terminated.
When simulations were performed using model I, it was observed that as the liquid 
distance was increased, there was considerable loss in the uniformity of flux deposition 
on the platen. However, experimental results [19] showed no loss o f uniformity as the 
crucible emptied. This led to the conclusion that the molecules from the liquid surface 
underwent several collisions with the crucible walls and also suffered inter-molecular 
collisions before depositing on the platen. In order to include the effects of collisions, 
model 2 was developed.
3.3 Model II- Effusion from a Virtual Flux Source
Model II applies to the situation in which the crucible dimensions are comparable to 
the mean free path of the molecules. Here, the molecules undergo several intermolecular
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collisions within the crueihle. These collisions result in the formation of a dense flux 
source at the erucible opening, which has been termed as the virtual flux source (VFS). 
This VFS’s spatial distribution will depend on the collisions with the crucible wall, 
intermolecular collisions within the crucible, geometry of the crucible and depth o f the 
liquid surface from the crucible opening. The best approach to obtain flux distribution 
from the erucible opening is to perform an exhaustive MC analysis for intermolecular 
collisions. Unfortunately, even with fast computers, achieving consistent data with an 
acceptable degree of statistical fluctuations, for large erucible substrate distances has 
proved to be computationally expensive. In order to circumvent this problem, a 
phenomenological approach was taken in which a VFS is assumed at the opening. The 
VFS’s spatial distribution is calculated from the primary and secondary flux components 
only. This distribution is then used to find the spatial distribution of flux on the platen. 
The net effect o f the intermolecular collisions within the tapered region leading to the 
crucible opening is to collimate the beam. This is modeled by modifying the parameter 
‘N ’ in the cos^G distribution of flux effusing from VFS. The degree of collimation will 
depend on the geometry of the taper.
The crucible opening is treated as an imaginary surface called the virtual flux source 
(VFS) and is divided into a large number of grid points. The density o f the grid points can 
be changed hy an external input parameter. The VFS region is a circle bounded by the 
neck o f the crucible. In order to obtain even spatial distribution of grid points in the VFS, 
a square o f side equal to the diameter of the VFS was first created. Grid points were 
created at equal intervals along both directions in within this square. From the nature of 
the data, it was observed that if  the density of the grid points were less, more scatter was
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present in the profile data. As the number of grid points was increased, the scatter 
reduced. From the results, it was observed qualitatively that a spatial density 
corresponding to a 300x300 grid was optimum for an area 0.75 sq. inch and provided 
smooth profile curves. An expression was developed which allows the user to choose the 
increments o f grid points along both axes for different dimensions, such that the optimum 
spatial density is maintained
The primary and secondary fluxes are computed using the same methodology 
outlined for model I in sections 3.2.1-3.2.3, 3.2.5. Instead of collecting the molecules on 
the platen, they are collected on the imaginary grid on the VFS. The x-coordinate o f all 
the points in the imaginary grid is constant and is equal to the xcoordinate of the VFS. 
The coordinates of the effusing molecules at the location of the VFS ( ) is
determined by substituting the x coordinate of the VFS into the equations that determine 
the trajectory o f the molecule as outlined in section 3.2.3. Next using the radii of the 
VFS {fyfg) as the limiting parameter, molecules that pass through the VFS are chosen 
using the condition:
(0 ^  +  0 ')^  ^  . (37)
The imaginary grid that collects the molecules consists of a two dimensional array of 
zeros, the indices (j, k) of which correspond to the y and z coordinates of the crucible 
opening. The size o f the array is determined by the number o f increments along y and z 
axes when one covers a distance equal to the diameter of the crucible opening and can be 
changed using external input. The array can be imagined as a square grid o f side equal to 
the diameter of the crucible opening, placed at the x coordinate of the VFS. When the 
coordinate o f intersection of the molecule with the VFS is obtained, the indices f/.y+ij.
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(k, k+1) within which the and coordinates lie are determined. Next, the cell in
the imaginary array which is defined by these indices is incremented by one. In this 
manner each molecule that reaches the VFS is put into cells of the imaginary array.
The next step in this approaeh is to shoot the molecules from the VFS using a cosine 
term of appropriate exponent to obtain a distribution on the platen that best suits the 
experimental data.
3.3.1 Model HA- Cos 0 Distribution 
In this model, moleeules from the VFS are shot using a eosine distribution and the 
flux deposition is evaluated on the platen. This model does not simulate seeondary 
collisions from the walls of the flared portion since it was assumed that the secondary 
flux does not improve the deposition profile in any signifieant manner. The proeess of 
molecular generation is performed in the same manner as outlined in sections 3.2.2. The 
value o f the parameter ‘N ’ is set to be unity in Eqn. (8), as the distribution uses a cosine 
generation. Also, the molecules are shot with reference to the normal of the VFS. Sinee 
this normal is perpendicular to the z-axis of the coordinate system in which the 
coordinates are generated, the generated eoordinates are rotated by 90° in Eqns (10,11). 
Also the base points are obtained from those coordinates, which define the eell in the 
imaginary array, from whieh a molecule is being shot.
This proeess is repeated as many times as the number of molecules collected within a 
cell. The base points for all the molecules shot in a given cell remain the same with only 
the random directions changing each time. Proceeding in this fashion, molecules within 
all the cells of the imaginary grid are shot. No molecules are shot for those cells in the
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imaginary grid, which lie outside the radii o f the VFS as they do not collect any 
molecules.
The molecules effusing from the VFS were allowed to reach the platen plane. 
Intersections with the platen plane were calculated and they were radially integrated in 
circular bins as described in section 3.2.4. From the flux profile obtained, it was observed 
that the flux uniformity was considerably lesser than that observed experimentally for the 
SUMO lOOOOg crucible [19]. Thus this model was amended to include the accurate value 
of the parameter ‘N ’ in model IIB to fit the experimental data.
3.3.2 Model IIB-Cos^0 Distribution
In this model, the molecules are distributed using a cosine squared distribution with 
respect to the normal to the VFS. This is done by setting the value o f the parameter ‘N ’ 
equal to 2 in Eqn.(8). Also in this model it is assumed that the flux depositing at all points 
on the VFS from the lower portion o f the crucible is constant. This assumption was hased 
upon the observation that at source platen distances employed in commercial MBE, for 
all practical purposes, the VFS can be treated as a point source with uniform distribution. 
Also, any offset in the number o f molecules collected in the VFS, which may affect the 
flux profile, can be modeled by a adjusting the parameter ‘N ’ to yield similar results for a 
VFS having uniform distribution. By making this assumption, considerable time is saved 
as the part o f the algorithm in model HA which calculated flux deposition on the VFS is 
not required. A fixed number of molecules are shot from all the grid points lying within 
the VFS.
From the interactions with the employees it was noted that although the flared portion 
of the crucible does not impact relative flux profiles, it contributed in a significant
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maimer towards improving the efficiency of the deposition. In order to account for the 
efficiency o f the system, the necessary equations for simulating a single secondary re­
emission with a cosine distribution were included in model IIB. Since the molecule 
undergoes a re-emission each time it collides with the walls, the effect of higher order re­
emissions cannot be distinguished from a molecule undergoing re-emissions for the first 
time. Molecules are shot from the VFS and are screened by flare opening as outlined in 
section 3.2.3.Those molecules that pass through the flared opening are termed as the 
primary flux and their contribution towards flux profiles is calculated as already outlined 
in sections 3.2.3, 3.2.4.
To perform collisions on the flare, the program requires the two dimensional profile 
o f the flare to be described in terms of points. Since the flare is assumed to be symmetric 
along y and z axes, a set of points describing the change in radius of the flare along the x 
axis is sufficient to describe the flare. A sample array of xcoordinates, taken from the 
origin in the positive direction of x-axis is required (Refer Fig. 3.6). Care should be taken 
that file X-coordinates o f the flare opening and the crucible opening are included among 
other points, in this array. Since the flared portion r f  the crucibles may have a non- 
linearly increasing radius profile, sufficient number of sample points are necessary to 
define the slope transitions in the flare contour. Fourteen points—containing x and r 
values—within a span of three inches were used in the program. Next a large number of 
X -coordinates, at regular increments were generated within the span of the flared portion. 
In the program, for the SUMO lOOOOg crucible, as the flared portion was three inches 
long, three thousand values o f x-coordinates were generated in order to obtain a 
resolution o f a thousandth of an inch. Using the sample points and the generated array of
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X -coordinates, the required numbers of radii values are interpolated. At this stage the flare 
can be described by the equation:
4- ==;rr(;cy. )2 . (381)
The RHS of Eqn. (38) defines the radii values at each Xrcoordinate o f the flare. Thus the 
y and z values lying on a circle at a given x location can be obtained using the above 
equation. By substituting the interpolated x and r values in the RHS, the entire flare 
profile can be generated.
To calculate the intersection o f the molecule with the flared portion, the y and z
values o f points along the trajectory, are written in terms of the x values in the following
manner:
y  = m ^x  + Cj (39)
and
z =  WjX +  C j . (40)
The terms m ^ ,m 2 ,c^ ,C 2 are defined as follows:
":2= (Zjp -- Zap )/(-%%, -- Zap )» 0*1)
fMi = (J^ ap - Jyap)/(-%,p ---%ap), 0*2)
<C2 =  (Zap -- "%i:Kap), (*))
cj ==(jKap -- fW)
Substituting for y and z from Eqns. (39) and (40), into Eqn. (38), we get:
( m ^ X f + C i Ÿ  + ( m 2 X f + C 2 Ÿ  = r ^ ( % y )
Bringing all the terms o f the above equation to the LHS and writing as a function
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of Xy :
jf(Xyr) == 4-C,)2 +  (WtzJCy F C, )% -- (45)
For a given molecular trajectory, the terms m jj/W jjCpCjare constant. In order to
find the intersection of that molecule with the flared portion, the constants defining the 
trajectory are obtained from using Eqns (41) to (44). Next, the constant terms are 
substituted in Eqn. (45). The values of interpolated Xj  and corresponding are
substituted in sequence and the value o f / ( ^ y )  is observed at each case with its 
previous value. This process is continued until the value of / ( X y  ) switches from 
positive to negative or vice versa. The scope behind this approach is to obtain the x- 
coordinate of the flare where / '(X y )  reaches zero. In other words, this methodology
yields the xcoordinate where the radius specified by the trajectory and that of a circle 
constituting the flare are the same.
The sequence of Xy values substituted should be sufficiently close to each other to
resolve the sign change in the function f  (Xy ). If  the interval between successive values 
of Xy is large, the function f  (Xy ) may cross zero and return to a value greater than 
zero. Thus the algorithm which checks for sign change only at the substituted values of 
Xy will not be able to capture the sign change. Since the function f  (Xy ) changes for
each trajectory and radii, it is necessary to substitute a sequence of Xy values close
enough to resolve all behaviors. However, reducing the interval between successive 
values of Xy leads to larger number of substitutions for each trajectory and thus
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increases computation time drastically. Thus, a trade-off has to be made between 
accuracy and time consumption in this methodology. The precision of the program was 
fixed as a thousandth of an inch after several simulations which characterized the nature 
of results and computation time.
From the Eqn. (45), it can be seen that the function f  (Xy )has two zeros. Values of
X -coordinates at both these locations will cause the function to switch signs. Spatially, 
this corresponds to two points of intersection along the same trajectory. Qualitatively, the 
correct solution is the first intersection that the molecule makes after leaving the virtual 
flux source. Thus, to get the correct intersection, it is sufficient if  the substitution o f Xy
is performed from the starting point, to the first time when f  (Xy )goes to zero.
Once f  (Xy ) switches signs, the two values o f Xy that caused the sign inversion are
averaged to approximate to obtain the correct x value (x^^^) that produces a zero in the 
function. The next step in the process is to obtain the y and z values o f intersection. They 
are obtained by substituting this x-value into the equations describing the trajectory o f the 
molecule, given as follows:
.kva, == (jKq, --.y4p)>< KZya, "  ^  fAp 0*6)
and
== (Zq, --:%%,)) 24, .  0*7)
To generate a new molecule from the point of intersection on the wall, it is necessary to 
obtain the coordinates that define the normal at the point of intersection.
The gradient operator, when operating on the equation o f the surface provides the 
divergence vector. Since the divergence at any point is maximum along the normal, one
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can obtain the normal to a surface from the divergence vector. Writing Eqn. (38) as a 
function to describe the flare portion, we have:
7:'(%,};,z) = 3;^  +  z ^ -yy(xy)^ .  (48)
The radius at the point of intersection ry  can be obtained from the values of the
coordinates (X j,rj) and (%2 ,^2 ) which describe the line within which intersection 
occurs in two-dimensional space:
y-/ — ^ x ( X y - X i ) .  (49)
(X2_Xj)
By using the divergence operator on ‘F ’ and setting it to zero, we can obtain the normal 
components (x^ormai’y  normal’ ^normal) ^h ich  describe the normal to the surface at the 
point of intersection. The gradient operator is defined as:
=  (50)
dx d y  dz 
Thus using Eqn. (33) and Eqn. (34) in Eqn. (34.1), we get:
y  normal ^3^int ’
^normal (61)
where
=(^2 - n ) / ( z 2  - Z i ) .
Differentiating Eqn. (48) provides expressions for the normal at the point of intersection
directed outward. However, as we require the normal directed towards the axis o f the
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flare, the signs of the y and z relations are changed. Thus the unit normal vector is 
obtained as:
where
X normal
V 2 2 2X  normal T y  normal 4" Z  normal
^   _______________y  normal
V 2 2 2X normal T y  normal T Z normal
  ^norm al
“ z -
V  2 2 2 ■X normal +  y  normal +  Z normal
Once the unit normal vector is obtained, it is taken to be the z-axis {A^ ) of a
coordinate system with origin as the point of intersection. Obtaining the x and y axes of 
the new coordinate system allows us to dot product the components o f each vector in the 
original and new coordinate systems. This dot product will provide the transformation 
matrix which will transform a randomly generated point in the original system to the new 
coordinate system. The coordinates of the transformed point define the trajectory along 
which the molecule travels after collision. At this stage, two vectors Ay  and A^ normal
to each other and to the normal vector A^ need to be generated. Once this condition is 
satisfied, the cosine distribution on the angle (j) in the original system will be preserved 
through the transformation to the new system. Since the dot product of normal vectors is 
zero, we designate a new vector A ^  with components such that its dot product with A^
IS zero:
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b ^ = Q .
The third vector Ay  is obtained from the cross product of A ^  withv4^ ;
Jd, = ( : ,  d-cTy 4- c , ,
),
(îy = (4 ,2 ,, -  a ,! ) ,) ,
At this stage, all the three vectors of a coordinate system at the point of intersection 
have been obtained. The coordinate’s generated using equation must be transformed into 
this coordinate system in order to get the new shot point from the intersection point. This 
is achieved by a transformation matrix containing the unit vectors in the new system. The 
coordinates o f the point in the new system are given as:
<3,
y  new Z», f ) ,  6 , y  old
7
new _
These coordinates have been generated with respect to the intersection point as the origin. 
Since the intersection point is shifted from our old coordinate system origin [0,0,0], it is
necessary to add the coordinates of the intersection point to and to get
the shot points as:
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^sp ~  ^val +  ^neW  
y  sp y  val  4 " y  new  ’
^  sp ^ va l  4"  ^new ‘
The base point for this trajectory is the intersection point:
^bp ~  ^val »
y  bp ~  y v a l  ’
^bp ~  ^val ■
The molecule shot along this trajectory is screened by the flare opening. If it passes 
through the flare opening, it is allowed to proceed in the direction o f the platen. Its 
incident location on the platen is determined and its contribution to the flux profile is 
calculated as described in section 3.2.4. If the molecule does not pass through the flare 
opening but collides with the flare again, further calculation is not performed.
3.3.2.1 Efficiency of the MBE System
In model IIB, Efficiency is calculated from the ratio o f the total (primary + 
secondary) number of molecules that arrive within a user specified radius, to the total 
number o f molecules that arrive over a platen radius o f 30 inches. For the case without 
the flared portion, the calculation pertains to primary flux only. Efficiency is defined as:
Num ber o f  molecules arriving within user specified platen radius
Efficiency [f/o) = ------------   xlOO
Num ber o f  molecules arriving over al>Q inch platen radius
This relation was obtained from the observation that if  the platen were kept at the mouth 
of the crucible, all the molecules effusing from the crucible would deposit on the platen. 
When the distance between the platen and crucible increases, the platen covers a smaller
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solid angle from the crucible and thus intercepts only a portion of the molecular beam. 
From the simulations, it was observed that a platen having a radius of 30” was able to 
capture most o f the effusing molecules at a platen crucible distance of 32”used for the 
SUMO lOOOOg crucible. The 30” platen was also used as a standard in all simulations 
involving other crucibles as their crucible-platen distance was lesser than that used for the 
SUMO lOOOOg crucible. In order to calculate the efficiency, all the molecules depositing 
on a 30” platen radius are integrated as described in section 3.2.4. From this data, 
molecules falling within a user specified platen radius are calculated. Efficiency is then 
obtained as the ratio between these molecule counts.
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Figure 3.1: Schematic diagram showing primary and secondary flux components.
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Figure 3.2: Schematic diagram showing the tilted liquid plane along with its normals.
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Figure 3.3: The angles 0 and (j) used in generating random molecules.
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Figure 3.4: Axes of the liquid plane and that of the original coordinate system.
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Figure 3.5: Schematic diagram showing normal at the point o f intersection of the 
molecule with the cylinder.
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Figure 3.6: Schematic diagram showing the geometrical description o f the flare portion of 
the crucible.
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Figure 3.7: Schematic diagram showing the actual setup of the crucible and platen.
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CHAPTER 4
RESULTS AND DISCUSSION 
The spatial flux profile and other flux variations have been simulated for the lOOOOg 
SUMO crucible with a platen rotated at a constant speed. In commercial MBE systems, 
this crucible is inclined at an angle o f 45° to the normal to the platen and with a crucible- 
platen distance o f 32inches as shown in Fig.3.7. Moreover, the platen radius used in these 
systems is 9.5 inches; is smaller than the simulated platen radius of 30 inches used for 
efficiency calculation in Models II and III. In order to study the influence o f the setup 
parameters such as angle of inclination, crucible-platen distance etc., they have been 
changed in the simulation and resulting flux uniformity losses are shown.
All o f the flux profile curves are plotted as the flux variation relative to the maximum 
flux. For most cases, maximum flux deposition occurs around the center of the platen, 
with loss in uniformity towards the periphery of the platen. Dividing the entire platen flux 
by the maximum flux reduces all the plots to a 0 to 1 scale. This allows the comparison 
between spatial flux profile curves generated under different setup conditions.
Plots generated by the MC method are obtained by replicating the actual physical 
process of molecular effusion and deposition. The number o f molecules arriving on each 
point on the platen is controlled by a random process. Although, the characteristic of the 
flux profile is accurately captured, there will be minor statistical fluctuations o f the flux
56
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
57
pattern between successive data points. On account of this reason, it is not possible to 
analytically calculate the flux variation from the difference in flux deposited over data 
points. However, a good qualitative number can be obtained from the plots as the plots 
are enlarged in scale.
The statistical fluctuations on the curves can be reduced by shooting more number of 
points but this may take significantly more time to simulate. This effect also manifests 
itself as a variation in the level of smoothness as the distance of the platen from the 
crucible is varied. Smaller distances produce smoother curves than larger distances. 
Likewise, plots shown for Model III have considerable scatter in comparison to the 
curves from the previous models on account of the large computation time required, thus 
leading to fewer molecular trajectories simulated.
4.1 Model I
The flux profile curves in this model are obtained from direct flux deposition from the 
liquid surface onto the platen. The total flux curve in Fig. 4.1 shows the radial flux 
variation, normalized by the maximum flux obtained around the center o f the platen. The 
curves shown in Fig. 4.1 have been obtained for a liquid plane distance of 9 inches from 
the origin for model I. This model uses cosine distribution for molecules effusing from 
both the liquid surface and the walls of the crucible.
The total flux has two components; the primary flux and the secondary flux. Those 
molecules that reach the platen directly from the liquid surface after passing through the 
crucible opening constitute the primary flux. Over a platen radius of 10 inches, the 
primary flux shows a drop of around 25% from the center o f the platen. The secondary
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flux curve in Fig. 4.1 shows the deposition behavior of those molecules which reach the 
platen after undergoing a collision on the walls of the crucible. These molecules are re­
emitted from the walls of the crucible and are screened by the crucible opening. It can be 
observed that the secondary flux is insignificant until a radius of about 6 inches after 
which it rises until the end of the platen. However, it can be seen that even at the end of 
the platen where its contribution is the maximum, it is roughly 1/15 of the primary flux.
Despite the fact that the secondary flux tends to reduce the radial flux variation, its 
contribution is very less and thus the total flux curve shows a 20% loss in uniformity at 
the end of the platen. Fig. 4.2 shows the effect o f liquid distance on the total flux profiles 
on the platen. It is seen that as the liquid distance from the origin increases, there is more 
uniformity loss, which is not consistent with the experimental results [8], which indicate 
that the spatial flux profiles are constant for all liquid distances. Further, the experimental 
results show a maximum uniformity loss o f about 3.6%, which does not agree 
quantitatively with the flux uniformity loss produced by this model for any liquid 
distance.
4.2 Model HA
In this model, the formation of a VFS on the crucible opening is assumed as described 
earlier in section 3.2. Flux is re-emitted from the VFS using a cosine distribution. In this 
model, only the primary flux component contributes to flux deposition as the contribution 
to the flux from molecules reflected by the flare are not included. There is no dependence 
of the spatial flux profiles on the liquid distance from the origin as shown in Fig. 4.3.
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Flux profiles obtained on the VFS using different liquid distances produced the same flux 
profiles.
This shows that this model correctly captures the effect of the molecules undergoing 
intermolecular and wall collisions near the crucible opening where the VFS is formed. 
Since these collisions result in the molecules being totally randomized, there is no 
dependence o f the flux profiles on the liquid distance. However, the profile produced by 
this model does not match with the experimental curve. This suggests that the distribution 
produced from the VFS does not represent the actual distribution occurring in reality.
4.3 Model IIB
This model differs from model HA in two respects; the distribution o f molecules from 
the VFS follows a cosine squared distribution and it allows for secondary collisions on 
the walls o f the flare portion. Flux effusing from the walls o f the flare follows a cosine 
distribution. In this model, in order to calculate the efficiency of flux deposition, flux 
profiles have been obtained over a platen radius o f  30 inches.
The flux components and the total flux profiles are shown in Fig. 4.4. The secondary 
flux from the flare portion, does not improve the uniformity loss at any portion over the 
entire platen radius. The contribution of the secondary flux to the total flux at platen radii 
o f 10 inches is about 12%. This suggests that for the platen, having a radius o f 9.5 inches, 
the flux components from the flare portion, enhances molecular deposition by a 
significant factor.
Excellent agreement between the experimental and the simulated profiles obtained 
from using this model is shown in Fig. 4.5. The experimental curve obtained for a platen
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radius of 9 inches shows that the flux deposition obtained during real time deposition 
using a lOOOOg SUMO crucible follows a cosine squared distribution. The uniformity 
loss predicted by this model over a platen radius o f 9 inches is 3.6%.
4.3.1 Effect of Crucible Distance on Total Flux Distribution 
The change in flux profiles as the crucible distance from the platen is increased, is 
shown in Fig. 6. These plots were obtained for the lOOOOg SUMO crucible inclined at 90° 
to the platen. Each curve represents the flux deposition when the crucible is located at the 
distance associated with that curve. It can be seen that as the crucible distance decreases, 
most of the flux has a tendency to concentrate around the center of the platen. This is 
evident by comparing the flux uniformity loss observed for the 4 inch case and 32 inch 
case. For a platen radius of 9.5 inches, there is 100% loss when the crucible is 4 inches 
from the platen, whereas the 32 inch case shows 20% loss in uniformity.
This effect can be explained qualitatively on the basis of the solid angle subtended by 
the crucible. At larger distances, the solid angle within which the molecules propagate 
increases, which allows the molecules to spread angularly and deposit over a larger 
portion of the platen. This is in direct contrast with the closer case, where the molecules 
encounter the platen early in their trajectory. The angular spread is lesser and thus the 
molecules are focused towards the center of the platen.
Even though it is not advisable to place the platen close to the crucible due to high 
loss of uniformity, closer crucible-platen distances produce better efficiency. From the 
plots shown in Fig.7, the maximum efficiency is obtained for the closest crucible platen 
distance and is around 96% when the platen is 4 inches from the crucible. As the distance 
increases, the efficiency drops in a linear fashion and is 25% for the 32 inch case.
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This is because, when the crucible is located close to the platen, all the flux effusing 
from the crucible is captured within a radius o f 10 inches. Flux hitting larger platen radii 
is insignificant in comparison to that received within this region. For larger platen radii, 
the distribution of molecules is spread out on the platen on account of larger solid angles. 
More flux is incident at larger platen radii than the case for closer crucible distances. This 
makes the ratio of flux received within a platen radius of 10 inches to that within a radius 
of 30 inches smaller than that of the closer crucible case.
4.3.2 Effect o f Angle on Total Flux Distribution
The flux uniformity variation has a non-linear dependence on angle of inclination of 
the crucible. The plots in Fig.8 show the flux profiles at different angles from the normal 
to the platen. For a platen of 10 inch radius, lower angles when the crucible is nearly 
perpendicular to the platen, the flux profile and has a convex contour. As the angle of 
inclination increases, the flux profile acquires a flat profile and exhibits minimum 
uniformity loss. At still higher angles, the profile changes from flat to convex and the 
uniformity loss increases.
This can be explained qualitatively by assuming that the crucible acts as a point 
source at the crucible-platen distances employed in the simulation. When the crucible is 
normal to the platen, flux reaching the periphery o f the platen is symmetric with respect 
to the center of the platen and there is no path difference between the fluxes reaching the 
ends of the platen. Thus, uniformity loss on the platen is on account o f the inherent 
angular distribution of molecules from the crucible. At angles around 45°, there is a path 
difference between the flux reaching the near and farther ends o f the platen. This path 
difference causes more flux on the periphery o f the platen as the platen is rotated. An
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increase in flux reaching the periphery exactly offsets the uniformity loss on account of 
the angular distribution from the crucible. This causes the flux deposition to be flat and 
uniform at these angles o f inclination. At higher angles, the inequality in flux deposition 
due to increasing path difference overcomes the influence of angular distribution and 
makes the flux at the periphery more dominant than that at the center.
The flux uniformity loss obtained for a 10 inch platen at different angles is shown in 
Fig. 9. At an angle of 10°, the flux uniformity loss is 16%; as the angle is increased, the 
flux deposition becomes more uniform and shows a minimum of 1.75% at the optimum 
angle o f 50°. Increasing the angle of tilt further, increases the uniformity loss and at an 
angle o f 80° the observed loss is 8%. From the nature of the variation, it can be stated that 
in order to achieve minimum uniformity loss, the crucible should be inclined at the 
optimum angle to the platen.
The variation o f efficiency with angle o f inclination is shown in Fig. 10. The 
efficiency is highest at 28% for 10° showing that the flux distribution at these angles is 
focused towards the center. As the angle increases, more flux reaches the periphery o f the 
platen at radii greater than 10 inches. This causes a loss in efficiency as angle increases 
and shows a minimum of 9% at an angle of 80°.
4.3.3 Effect o f the Exponent ‘N ’ on the Total Flux Distribution 
By changing the value of the positive exponent ‘N ’ it is possible to change the 
distribution of molecules effusing from the crucible opening. As already explained in 
section 3.2.2, increasing the value o f ‘N ’ causes the distribution to be more focused 
towards the center of the platen, while a smaller value of ‘N ’ causes the molecules to 
spread out angularly with respect to the center o f the platen. This is evident from the plots
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in Fig. 11. In the case for N=3, the spatial distribution produces a curve that rolls off 
rapidly than that for N=2.5. Similarly N=2.5 shows a greater spatial variation than the 
curve for N= 1.5.
Over a platen radius of about 10 inches, the loss in flux uniformity for N=3, 2.5 and 
1.5 are 8%, 6% and 2.5% respectively. On comparison with the experimental results, for 
the SUMO crucible, the distribution obtained by using N=2 (corresponding to cosine 
squared distribution) fits the experimental data the best.
4.3.4 Effect o f Flare on the Total Flux Distribution
The flared portion o f the crucible does not influence the flux profile curves for the 
setup used in the lOOOOg SUMO crucible. This is evident from Fig. 12, which shows the 
total flux profiles obtained using a flare and without a flare, for crucible-platen distances 
of 32 inches and 10 inches. For the platen located at 32 inches, over a platen radius o f 9.5 
inches, the flux profiles obtained from using a flare and that obtained without a flare are 
in excellent agreement. In contrast, at a crucible-platen distance o f 10 inches, there is an 
increase in the flux profile obtained using a flare over that without a flare, by about 5%. 
This suggests that the flare improves the flux profiles only when the crucible is close to 
the platen.
As primary flux tends to fall o f more rapidly than that of the secondary flux, the 
profile produced by the crucible with a flare shows lesser flux uniformity loss. This effect 
is apparent for both large and small crucible-platen distances. However, for larger 
crucible-platen distances, this variation shows at a platen radius of approximately 23 
inches and thus, is irrelevant for a system using a platen of 9.5 inch radius.
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The improvement in flux profile in terms of the flux variation obtained by using a 
flare for different crucible-platen distances is shown in Fig. 13. From this figure, it can be 
seen that the flare for the lOOOOg SUMO crucible, inclined at an angle of 45 °, is the most 
efficient when the crucible-platen distances are in the range o f 12.5 to 17.5 inches. In this 
range, the improvement in the flux profiles obtained from using a flare is nearly 10%. At 
crucible-platen distances greater than 24 inches, there is no variation between the profiles 
obtained with and without the flare. In other words, the flare’s contribution to the 
secondary flux in the range of interest in the platen is negligible.
In Fig. 14 the molecular density o f atoms hitting the flare is shown. This plot was 
obtained by creating annular rings of equal area on the flare. Along the xaxis, as the 
radius of the flare increases from the crucible opening to the flare opening, the size o f the 
annular rings on the flare surface reduces progressively so as to keep the area of each ring 
constant. The number o f molecules undergoing collisions within each bin is counted in 
that bin. As the area of the bins is constant, the number of molecules collected within 
each bin corresponds to the density o f molecules on the area covered by the bins. The 
curve has been normalized by the maximum flux received at the bin closest to the VFS. 
As the distance from the VFS increases, the number of molecules within each bin reduces 
in a rapid and non- linear manner. Close t> the flare opening, the flare encounters only 
10% of the molecules colliding with that region near the crucible opening.
This behavior can be explained by superimposing the flux distribution from the VFS 
and the diverging shape of the flare. On account of the cosine squared distribution, more 
molecules are directed along the axis of the crucible. As the flare diverges towards the 
flare opening, lesser number of molecules are incident on these regions than the crucible
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opening, where the walls of the flare are closer to the axis o f the crucible. This suggests 
that one can reduce the length the flare at regions close to the flare opening without a 
major compromise on the efficiency of the system.
4.4 Model III
The effect of 3,4and 5 order collisions of the secondary flux is investigated in this 
model. Molecular effusion takes place from the liquid surface and the crucible walls 
using a cosine distribution. The curves in Fig. 15 show the total flux, the primary flux and 
two reflected flux components. It is seen from Fig. 15 that in this model, the reflected 
flux components provide an insignificant contribution to the total flux at the platen. In 
Fig 16 the secondary flux along with profiles from 3, 4, and 5 order collisions for a 10 
inch platen are shown. The secondary flux is only 2% of the total flux, while the profiles 
from 3,4,and 5 order collisions are lesser than 1% o f the total flux and are 
indistinguishable from each other on account of the scatter in the data. Further, the 3, 4 
and 5 order fluxes display a profile that is similar to that of the secondary flux.
This reinforces our assumption in section 3.2.1.2 that molecules undergoing higher 
order collisions from the walls o f the crucible cannot be distinguished from the secondary 
flux components. Thus for simulation purposes, considerable computation time can be 
saved by considering only the secondary flux. The major contributor to the total flux is 
the primary flux, which shows a 25% loss in uniformity over the 10 inch platen. This is 
inconsistent with the experimental results, which indicate a lesser uniformity loss.
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4.5 General Observations from Investigations
1. For the 10000g SUMO crucible, 0t of around 45° provides the best uniformity.
2. The larger the distance from the crucible mouth to the platen, the better is the 
uniformity.
3. The larger the crucible opening the less effective model IIB is. (This is due to loss of 
collimating effect In other words, the number and effect o f the interwall and 
intermolecular collisions will be less)
4. The tapering neck portion improves flux uniformity at larger platen radii for both 
models.
5. As liquid distance increases, (i.e. liquid level falls), less flux reaches the platen 
(Model I only).
6. The cos^0 distribution in model IIB best describes the collimating effect in SUMO 
lOOOOg crucible
7. The flux emission from the VFS will, in general, follow a cos^0 model with ’N ’ 
depending on the crucible taper geometry and dimensions. The factor ‘N ’ should be 
established either through comparison to experiments or detailed Monte Carlo 
methods.
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Figure 4.1: Plot showing the total simulated flux profile along with components for 
Model I.
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Figure 4.2: Plots showing the simulated total flux for different liquid distances in Model 
I.
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Figure 4.3: Plots showing independence o f total flux variation from liquid distance in 
Model IIA. First plot shows inconsistency between experimental and simulated total flux.
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Figure 4.4: Plot showing the simulated total flux and its components over a 30 inch platen 
radius using Model IIB.
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Figure 4.5: Simulated total flux versus radial distance on the platen using Model IIB 
along with experimental data.
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Figure 4.6; Normalized total flux versus radial distance on the platen for various crucible- 
platen distances.
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Figure 4.7: Percentage Variation of efficiency with crucible-platen distance.
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Figure 4.8: Effect o f angle of tilt of the crucible with respect to the normal to the platen 
on the flux variation.
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Figure 4.9: Flux variation versus angle o f tilt of crucible with respect to the normal to the 
platen.
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Figure 4.10: Percentage Efficiency versus angle of tilt of the crucible with respect to the 
normal to the platen.
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Figure 4.11: Effect of changing the value of the distribution parameter ‘N ’ on the flux 
profiles.
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Figure 4.12: Effect o f the flare on flux profiles at different crucible-platen distances. 
Dotted line represents the edge of the platen.
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Figure 4.13 : Plots o f the percentage flux variation versus crucible-platen distance for two 
cases: with flare and without flare.
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Figure 4.14: Molecular impingement density versus location on the flare portion.
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Figure 4.15: Simulated total flux and the primary, secondary and tertiary components 
using Model III.
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Figure 4.16: A comparison of secondary and higher order flux components versus radial 
distance, obtained using Model III.
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CHAPTER 5
CONCLUSION AND RECOMMENDATIONS
5.1 Conclusion
MBE grown semiconductor films find wide application in optical and electronic 
devices as elaborated earlier in section 2.2. The reliable fabrication of these devices 
depends to a large extent on the uniformity of the semiconductor film obtained during the 
epitaxial process. This study has identified the process parameters that influence the 
uniformity loss and efficiency and incorporated them into a process simulation tool. This 
allows the user to circumvent laborious experimental trials, saving considerable expense 
and time to arrive at the best configuration of process parameters. The general trends 
observed from the deductions o f various profile curves are discussed in the following 
text.
One of the major factors affecting the uniformity of the deposited film is the angle of 
inclination of the crucible. The angle that gives the least uniformity loss depends on a 
host o f other factors, some of which include but are not limited by: the shape of the 
crucible, material o f constituent species and geometry of the MBE system. Some o f these 
factors such as the shape of the crucible also influence the flux deposition directly.
83
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Generally speaking, angles which tend to make the crucible normal to the platen are 
good for efficiency but produce large uniformity losses. At higher angles (30°-50°), the 
least uniformity loss is observed and the choice of angle is governed by the factors 
discussed above. Efficiency is drops significantly in this region o f operation. For the 
lOOOOg SUMO crucible our simulations indicate that lower uniformity loss (1.75%) from 
the current (3.6%) is possible by inclining the crucible 50° from the normal of the platen 
rather than the presently used 45°. Still higher angles (>50°) produce a profile that 
increases towards the periphery and is concave at the center. The degree o f this behavior 
aggravates as the angle is increased. Efficiency is very low and uniformity loss is 
pronounced in this region.
The crucible-platen distance also influences the uniformity and efficiency to a large 
extent. For any crucible, it can be stated that the crucible needs to be placed at a 
sufficiently long distance for uniform flux deposition to occur. However, choosing the 
right distance requires a careful tradeoff between uniformity and efficiency as longer 
distances severely reduce efficiency. Fixing the right distance is also subjective with 
regard to considerations such as size of the platen. Smaller platen may require the flux to 
be uniform only over a short radius and thus may be capable o f being produced by 
crucibles positioned at shorter distances.
Change of crucible-platen distance has a linear relationship with uniformity loss and 
efficiency. For the lOOOOg SUMO crucible, all distances less than the employed distance 
of 32 inches yielded profiles with a proportionate reduction in uniformity and increase in 
efficiency. Extrapolating the same trend, one can say higher distances will yield more 
uniform profiles but with lesser efficiency.
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The shape of the crucible is plays a vital role in determining the degree collimation 
present in the flux distribution when it effuses from the crucible opening. Crucibles with 
larger openings have a distribution closer to the cosine distribution inherently present in 
molecules from an evaporating liquid. Whereas, crucibles with tapered regions leading to 
smaller openings tend to introduce more intermolecular and wall collisions that result in 
the formation o f a VFS at the opening. The flux distribution from these crucibles is more 
collimated along the axis of the crucible. Again, the sizes of these openings are subjective 
with regard to the material being evaporated. Gallium, used in the lOOOOg SUMO 
crucible produced a cosine squared distribution from the crucible opening.
Crucibles with larger openings also display a phenomenon that adversely affects flux 
uniformity. As the liquid level recedes in the crucible due to use, the flux is subjected a 
larger portion of the cylindrical crucible which collimates the flux. This produces a 
decrease in flux uniformity on the platen as the crucible empties. In contrast, for crucible 
s with smaller openings, the VFS acts as an independent flux source and completely 
isolates the direct flux from the liquid surface from reaching the platen.
The flare portion serves to augment the efficiency of flux deposition but does not 
influence the flux uniformity in any serious manner for the lOOOOg SUMO crucible. 
Along with the small size opening it serves to effectively reduce shutter transients. These 
shutter transients are oscillations in flux uniformity, observed during the opening of 
shutters to allow flux effusion. When the shutter is closed, the flux from the crucible 
reflects back into the crucible and thus increases the temperature. When the shutter is 
opened, there is increased flux deposition until the crucible comes to the equilibrium 
temperature. The flare portion introduces considerable distance between the shutter and
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the opening and thus prevents the reflected flux from increasing the temperature of the 
crucible.
From the plot showing molecular deposition on the flare portion in Fig 4.14, one can 
determine that the length o f the flare portion can be shortened near the flare opening 
without any loss of efficiency in the system. Further improvements in efficiency are 
possible by making the flare more collimated such that uniform flux deposition is 
observed over the entire surface of the flare. However, any such modifications to the flare 
portion may limit its purpose to reduce shutter transients.
All the factors discussed bear a direct relationship with the flux profile uniformity on 
the platen; however it is not possible to optimize the parameters separately in order to 
obtain reduced uniformity loss. As an example, decreasing the crucible-platen distance 
may require the crucible to be oriented at a different angle to achieve reduced uniformity 
losses. Based upon the general trends observed from changing the process parameters and 
the requirements on the system, a comprehensive approach should be adopted while 
designing the MBE system design. The process simulation tool can be used to identify 
the correct configuration of process parameters for each requirement that will produce the 
least uniformity loss and reasonable deposition efficiency.
5.2 Recommendations
One of the limitations o f the process simulation tool is the dependence on experimental 
data to validate the simulated results. At this stage, it is necessary for the simulator to 
identify the nature of distribution effusing from each crucible. By matching the 
experimental results with that of the simulated results, the distribution parameter ‘N ’
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needs to be fixed before one can use the tool to observe effects o f variation in process 
parameters. In order for the simulator to produce results independent of the experimental 
results, it is necessary to build a comprehensive model to simulate intermolecular 
collisions and wall collisions occurring within the crucible. This will allow the simulation 
of the formation of the VFS and will account for the change in distribution of flux 
effusing from the crucible opening. Guidelines for such an effort can be found in the 
related works presented by Ramachandran and Vaya [27].
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