The pricing of American options on multiple as-
INTRODUCTION
An option is a security granting the owner the right, but not the obligation, to buy or sell an asset at a specified price.
If the option may be exercised at only a specified time, it is called European, if it may be exercised at any time in an interval, it is called American.
More generally, "American" refers to any security whose cash flows can be influenced by its owner. Pricing an American option entails determining an optimal policy and is thus more difficult than pricing an otherwise equivalent European option.
In practice, American options are usually priced by applying dynamic programming to a discrete-time, discrete-space approximation to the evolution of the underlying asset or assets. The binomial method of Cox, Ross, and Rubinstein (1979) is probably the best known and most widely used such technique. See Chapter 14 of Hull (1993) for an introduction and see Broadie and Detemple (1994) for an extensive comparison of methods. Using multi-dimensional generalizations like that of Boyle et al. (1989) , the binomial method and its variants are effective in pricing options involving up to three or perhaps even four assets. But 
where the maximum is over all stopping times 7 taking values in {O, 1, ..., T}. The optimal policy stops at r = inf{o < t < T : hi(St) z gt(St)};
i.e., the first time the immediate exercise value is at least as great as the continuation value. That the market price of an option can be represented in this way is a consequence of the generaI theory of the pricing of contingent claims.
For an entry into the connection between simulation and this theory see Boyle et al. (1995) ; for textbook treatments see Duffie (1992) and Hull (1993) . Broadie and Glasserman (1995) argue that, in general, there is no unbiased estimator of (1). As an alternative, they introduce two estimators, one biased high and one biased low, both consistent and asymptotically unbiased. We discuss these next.
The Estimators
Our method simulates random trees determined by the evolution of St, rather than just sample paths. Given a value of the branching parameter b, the evolution of the tree can be described recursively as fol- Our high estimator is simply the result of applying dynamic programming to the random tree. More precisely, working backwards through the tree using the recursions and we compute the high estimator (3 = 630. That this estimator is biased high is a consequence of Jensen's inequality; that it is also consistent and asymptotically unbiased as b~co is proved in BG (1995).
The high estimator uses all branches emanating from a node to approximate both the optimal action (stop or continue) and the value of this decision. Our low estimator differs in that it separates the branches 1.
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At each node in the tree, reserve one successor 
