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The key of reactive power planning (RPP), or Var planning, is the optimal allocation 
of reactive power sources considering location and size. Traditionally, the locations for 
placing new Var sources were either simply estimated or directly assumed. Recent 
research works have presented some rigorous optimization-based methods in RPP. 
Different constraints are the key of various optimization models, identified as Optimal 
Power Flow (OPF) model, Security Constrained OPF (SCOPF) model, and Voltage 
Stability Constrained OPF model (VSCOPF).  
First, this work investigates the economic benefits from local reactive power 
compensation including reduced losses, shifting reactive power flow to real power flow, 
and increased transfer capability. Then, the benefits in the three categories are applied to 
Var planning considering different locations and amounts of Var compensation in an 
enumeration method, but many OPF runs are needed.  
Then, the voltage stability constrained OPF (VSCOPF) model with two sets of 
variables is used to achieve an efficient model. The two sets of variables correspond to 
the “normal operating point (o)” and “collapse point (*)” respectively. Finally, an 
interpolation approximation method is adopted to simplify the previous VSCOPF model 
by approximating the TTC function, therefore, eliminating the set of variables and 
constraints related to the “collapse point”. In addition, interpolation method is compared 
with the least square method in the literature to show its advantages. It is also interesting 
to observe that the test results from a seven-bus system show that it is not always 
economically efficient if Var compensation increases continuously.  
 v




CHAPTER               PAGE 
1 . INTRODUCTION..................................................................................................................................1 
1.1  DEREGULATION LEADING TO PROBLEMS............................................................................1 
1.2  BLACKOUT REASONS ...................................................................................................................3 
1.3  WHY REACTIVE POWER CAN NOT BE SHIPPED FROM FAR AWAY? ............................5 
1.3.1 TRANSMISSION LINE I2X LOSSES DUE TO REACTIVE POWER FLOW.....................5 
1.3.2 INCREMENTAL I2X AT HIGHER LOADING.....................................................................5 
1.3.3 I2X UNDER LOW VOLTAGE ...............................................................................................7 
1.4  FLEXIBLE AC TRANSMISSION SYSTEMS (FACTS) ...............................................................7 
1.5  OPTIMAL POWER FLOW (OPF) AND SECURITY CONSTRAINED OPF (SCOPF) ...........9 
1.5.1 OPTIMAL POWER FLOW (OPF) .........................................................................................9 
1.5.2 SECURITY CONSTRAINED OPF (SCOPF).......................................................................11 
1.6  ORGANIZATION OF THE DISSERTATION.............................................................................13 
2 . A LITERATURE REVIEW OF STATIC VAR PLANNING: MODELS AND ALGORITHMS 14 
2.1  PRESENT SOLUTION TECHNIQUE FOR RPP ........................................................................15 
2.2  OPF MODEL....................................................................................................................................16 
2.2.1 CATEGORY OF OPF CONSTRAINTS...............................................................................16 
2.2.2 CLASSIFICATION OF THE OPF MODEL BASED ON THE OBJECTIVE FUNCTIONS
...............................................................................................................................................17 
2.3  SCOPF MODEL...............................................................................................................................22 
2.3.1 SECURITY LEVEL AND OPERATION MODES ..............................................................23 
2.3.2 CLASSIFICATION OF THE SCOPF MODEL BASED ON THE OBJECTIVE 
FUNCTIONS.........................................................................................................................24 
2.4  STATIC VOLTAGE STABILITY ANALYSIS (VSA) TECHNIQUES .....................................26 
2.4.1 CONTINUATION POWER FLOW (CPF) ...........................................................................27 
2.4.2 OPTIMAL POWER FLOW (OPF) .......................................................................................28 
2.4.3 MODAL ANALYSIS............................................................................................................29 
2.5  VAR PLANNING OPF CONSIDERING STATIC VOLTAGE STABILITY (OPF-VS) .........30 
2.5.1 INDIRECT USE OF VOLTAGE STABILITY MARGIN....................................................30 
2.5.2 DIRECT USE OF VOLTAGE STABILITY MARGIN........................................................31 
2.6  VAR PLANNING OPF CONSIDERING STATIC VOLTAGE STABILITY (SCOPF-VS) ....33 
2.7  CONCLUSION.................................................................................................................................36 
3 .  A LITERATURE REVIEW OF DYNAMIC VAR PLANNING: SVC AND STATCOM ...........40 
3.1  DYNAMIC VOLTAGE STABILITY ANALYSIS (VSA) TECHNIQUES.................................41 
3.1.1 HOPF BIFURCATION POINT ............................................................................................41 
3.1.2 TIME-DOMAIN SIMULATION..........................................................................................42 
3.2 SVC PLANNING..............................................................................................................................42 
3.2.1 PRIORITY BASED ALGORITHM......................................................................................42 
3.2.2 OPTIMIZATION BASED ALGORITHM............................................................................44 
3.3  STATCOM PLANNING .................................................................................................................47 
3.3.1 CPF AND MODAL ANALYSIS ..........................................................................................47 
 vi
3.3.2 TIME DOMAIN SIMULATION VS. STATIC VOLTAGE STABILITY MW MARGIN..48 
3.3.3 TIME DOMAIN SIMULATION VS. MODAL ANALYSIS ...............................................49 
3.4  CONCLUSIONS...............................................................................................................................50 
4 .  ASSESSMENT OF THE ECONOMIC BENEFITS FROM REACTIVE POWER 
COMPENSATION.................................................................................................................................53 
4.1  BENEFITS FROM VAR SOURCE IN A TWO-BUS SYSTEM .................................................53 
4.1.1 BENEFIT FROM REDUCED LOSSES (B1) .......................................................................55 
4.1.2 BENEFIT FROM SHIFTING REACTIVE POWER FLOW TO REAL POWER FLOW (B2)
...............................................................................................................................................55 
4.1.3 BENEFIT FROM INCREASED MAXIMUM TRANSFER CAPABILITY (B3)................57 
4.1.4 SUMMARY ..........................................................................................................................58 
4.2  QUANTITATIVE EVALUATION OF REACTIVE POWER BENEFIT..................................60 
4.2.1 OPF FOR EVALUATION OF REACTIVE POWER BENEFIT .........................................60 
4.2.2 OPF FOR CALCULATION OF TOTAL TRANSFER CAPABILITY (TTC).....................62 
4.3  CASE STUDY WITH RESULTS ...................................................................................................65 
4.3.1 TEST SYSTEM.....................................................................................................................65 
4.3.2 EQUATION (4.7-4.9) RESULTS .........................................................................................70 
4.3.3 EQUATION (4.2-4.5) THREE CASES RESULTS ..............................................................72 
4.3.4 BENEFIT AND PAYMENT COMPARISON......................................................................74 
4.4  CONCLUSION.................................................................................................................................75 
5 . SENSITIVITY ANALYSIS OF THE ECONOMIC BENEFIT OF REACTIVE POWER 
COMPENSATION.................................................................................................................................78 
5.1  SENSITIVITY OF VAR ECONOMIC BENEFITS WITH RESPECT TO THE SIZE OF THE 
VAR COMPENSATOR...................................................................................................................78 
5.1.1 TIE LINE TOTAL TRANSFER CAPABILITY (TTC)........................................................79 
5.1.2 GAMS (GENERAL ALGEBRAIC MODELING SYSTEM) PROCEDURE ......................81 
5.1.3 TOTAL FUEL COST IN THREE CASES VERSUS VAR COMPENSATION AT BUS 3 82 
5.1.4 VAR ECONOMIC BENEFITS VERSUS QC(BUS3)...........................................................82 
5.1.5 SENSITIVITY OF VAR ECONOMIC BENEFITS VERSUS VAR COMPENSATION....87 
5.1.6 VAR SUPPORT COST ALLOCATION ..............................................................................87 
5.2  SENSITIVITY OF VAR ECONOMIC BENEFITS WITH RESPECT TO THE GENERATOR 
MARGINAL COST ..........................................................................................................................89 
5.2.1 GENERATOR MARGINAL COST INCREASE IN LOAD CENTER ...............................89 
5.2.2 GENERATOR MARGINAL COST INCREASE IN GENERATOR CENTER ..................95 
5.3 CONCLUSIONS..............................................................................................................................100 
6 .  ENUMERATION METHOD FOR REACTIVE POWER PLANNING BASED ON VAR 
ECONOMIC BENEFITS ....................................................................................................................102 
6.1  INTRODUCTION TO ENUMERATION METHOD ................................................................103 
6.2  IMPLEMENTATION OF ENUMERATION METHOD...........................................................104 
6.3  TEST SYSTEM RESULTS ...........................................................................................................107 
6.3.1 VAR BENEFITS .................................................................................................................107 
6.3.2 STATCOM COST FUNCTION..........................................................................................110 
6.3.3 NET BENEFIT FOR CANDIDATE BUSES......................................................................110 
6.4  CONCLUSION...............................................................................................................................113 
7 VOLTAGE STABILITY CONSTRAINED OPTIMAL POWER FLOW (VSCOPF) WITH TWO 
SETS OF VARIABLES (TSV) FOR VAR PLANNING...................................................................115 
 vii
7.1  A GENERAL FORMAT OF VSCOPF MODEL WITH TSV ...................................................116 
7.2  A DETAILED VSCOPF MODEL WITH TWO SETS OF VARIABLES FOR VAR 
PLANNING .....................................................................................................................................117 
7.3  TEST SYSTEM RESULTS ...........................................................................................................120 
7.3.1 SBB SOLVER PROCEDURE ............................................................................................120 
7.3.2 BRANCH AND BOUND (B&B) ALGORITHM...............................................................120 
7.3.3 GAMS OUTPUT OF THE CASE STUDY.........................................................................122 
7.4  CONCLUSION...............................................................................................................................126 
8 . VOLTAGE STABILITY CONSTRAINED VAR PLANNING OPF MODEL 
SIMPLIFICATION USING APPROXIMATION THEOREM ......................................................127 
8.1 VSCOPF MODEL WITH APPROXIMATED TTC PATH FUNCTION ................................129 
8.2  TAYLOR SERIES APPROXIMATION FOR TTC FUNCTION OF VAR PLANNING.......131 
8.2.1 TAYLOR THEOREM.........................................................................................................131 
8.2.2 TAYLOR SERIES IMPLEMENTATION CASE STUDY.................................................132 
8.3  INTERPOLATION APPROXIMATION FOR TTC FUNCTION OF VAR PLANNING.....138 
8.3.1 MULTIVARIATE INTERPOLATION THEOREM ..........................................................139 
8.3.2 INTERPOLATION APPLICATION PROCEDURE..........................................................146 
8.4  COMPARISON OF THE INTERPOLATION APPROXIMATION, LEAST SQUARE 
APPROXIMATION GIVEN IN REFS. [62], AND THE TWO SETS OF VARIABLES 
METHOD.........................................................................................................................................152 
8.5  CONCLUSION...............................................................................................................................161 
9 .  STATIC SYNCHRONOUS COMPENSATOR (STATCOM) MODELING FOR VAR 
PLANNING ..........................................................................................................................................164 
9.1  A DETAILED STATCOM MODEL FOR VAR PLANNING...................................................164 
9.2  CASE STUDY.................................................................................................................................169 
9.3  CONCLUSION...............................................................................................................................171 
10 CONTRIBUTIONS AND RECOMMENDATIONS.........................................................................172 
10.1 CONTRIBUTIONS ...........................................................................................................172 









LIST OF FIGURES 
 
FIGURE 1.1. THE ORIGINAL AND NEW TRANSFER CAPABILITY CONSIDERING A CERTAIN 
SECURITY MARGIN. ............................................................................................. 2 
FIGURE 1.2. REACTIVE POWER COMPENSATION AND ALL BUS VOLTAGE RELATIONSHIP....... 4 
FIGURE 1.3. TRANSMISSION LINE I2X LOSSES DUE TO REACTIVE POWER FLOW. .................. 6 
FIGURE 2.2. P-V CURVE. .................................................................................................... 28 
FIGURE 2.3. PV CURVE FOR BASE CASE AND CONTINGENCY. ............................................. 35 
FIGURE 2.4. LOCUS OF POC WITH REACTIVE COMPENSATION. ........................................... 36 
FIGURE 3.1. STATCOM POWER INJECTION MODEL. .......................................................... 48 
FIGURE 4.1. A TWO-BUS SYSTEM. ...................................................................................... 54 
FIGURE 4.2. DIAGRAM OF A SEVEN-BUS TEST SYSTEM. ...................................................... 65 
FIGURE 4.3. INITIAL OPERATION POINT. ............................................................................. 68 
FIGURE 4.4. POC (POINT OF COLLAPSE) WITHOUT VAR COMPENSATION. ........................... 68 
FIGURE 4.5. POC (POINT OF COLLAPSE) WITH 15MVAR COMPENSATION. .......................... 69 
FIGURE 4.6. BASE CASE. .................................................................................................... 71 
FIGURE 4.7. CASE1. ........................................................................................................... 71 
FIGURE 4.8. CASE2. ........................................................................................................... 72 
FIGURE 5.1. TIE LINE TRANSFER LIMIT VERSUS REACTIVE COMPENSATION AT BUS 3. ........ 80 
FIGURE 5.2. TTC WITH RELAXED LIMITS VERSUS REACTIVE COMPENSATION AT BUS 3...... 81 
FIGURE 5.3. GAMS SCHEME FOR SENSITIVITY ANALYSIS. ................................................. 82 
FIGURE 5.4. FUEL COST IN FIVE CASES VERSUS VAR COMPENSATION AT BUS 3.................. 83 
FIGURE 5.5. BENEFIT 1 VERSUS VAR COMPENSATION AT BUS 3. ........................................ 84 
FIGURE 5.6. BENEFIT 2 VERSUS VAR COMPENSATION AT BUS 3. ........................................ 84 
FIGURE 5.7. BENEFIT 3 VERSUS VAR COMPENSATION AT BUS 3. ........................................ 85 
FIGURE 5.8. TOTAL BENEFIT VERSUS VAR COMPENSATION AT BUS 3. ................................ 86 
FIGURE 5.9. B1-B3 & BT VERSUS VAR COMPENSATION AT BUS 3...................................... 86 
FIGURE 5.10. BI SENSITIVITY VERSUS VAR COMPENSATION AT BUS 3................................ 87 
FIGURE 5.11. GENERATORS DISPATCH IN BASE CASE VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 1. .......................................................................................................... 90 
FIGURE 5.12. GENERATORS DISPATCH IN CASE 1 VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 1. .......................................................................................................... 90 
FIGURE 5.13. GENERATORS DISPATCH IN CASE 2 VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 1. .......................................................................................................... 91 
FIGURE 5.14. ECONOMIC BENEFITS VERSUS GENERATOR MARGINAL COST INCREASE AT BUS 
1. ...................................................................................................................... 92 
FIGURE 5.15. GENERATORS DISPATCH IN BASE CASE VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 4. .......................................................................................................... 92 
FIGURE 5.16. GENERATORS DISPATCH IN CASE 1 VERSUS GENERATOR MARGINAL COST 
INCREASE  
 ix
AT BUS 4. .......................................................................................................... 93 
FIGURE 5.17. GENERATORS DISPATCH IN CASE 2 VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 4. .......................................................................................................... 93 
FIGURE 5.18. ECONOMIC BENEFITS VERSUS GENERATOR MARGINAL COST INCREASE AT BUS 
4. ...................................................................................................................... 94 
FIGURE 5.19. GENERATORS DISPATCH IN BASE CASE VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 6. .......................................................................................................... 95 
FIGURE 5.20. GENERATORS DISPATCH IN CASE 1 VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 6. .......................................................................................................... 96 
FIGURE 5.21. GENERATORS DISPATCH IN CASE 2 VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 6. .......................................................................................................... 96 
FIGURE 5.22. ECONOMIC BENEFITS VERSUS GENERATOR MARGINAL COST INCREASE AT BUS 
6. ...................................................................................................................... 97 
FIGURE 5.23. GENERATORS DISPATCH IN BASE CASE VERSUS GENERATOR MARGINAL COST 
INCREASE  
AT BUS 7. .......................................................................................................... 98 
FIGURE 5.24. GENERATORS DISPATCH IN CASE 1 VERSUS GENERATOR MARGINAL COST 
INCREASE 
 AT BUS 7. ......................................................................................................... 99 
FIGURE 5.25. GENERATORS DISPATCH IN CASE 2 VERSUS GENERATOR MARGINAL COST 
INCREASE 
AT BUS 7. .......................................................................................................... 99 
FIGURE 5.26. ECONOMIC BENEFITS VERSUS GENERATOR MARGINAL COST INCREASE AT BUS 
7. .................................................................................................................... 100 
FIGURE 6.1. IDENTIFY THE OPTIMAL VAR SIZE FROM NET BENEFIT VERSUS QC CURVE. ... 104 
FIGURE 6.2. LOCUS OF POC WITH REACTIVE COMPENSATION. ......................................... 105 
FIGURE 6.3. GAMS PROCEDURE FOR ENUMERATION METHOD......................................... 106 
FIGURE 6.4. B1, B2, B3, AND BT VERSUS VAR COMPENSATION AT BUS 2......................... 108 
FIGURE 6.5. B1, B2, B3, AND BT VERSUS VAR COMPENSATION AT BUS 3. ........................ 108 
FIGURE 6.6. B1, B2, B3, AND BT VERSUS VAR COMPENSATION AT BUS 5. ........................ 109 
FIGURE 6.7. TOTAL BENEFIT BT AT CANDIDATE BUSES VERSUS VAR COMPENSATION. .... 109 
FIGURE 6.8. TYPICAL INVESTMENT COSTS FOR STATCOM ($/KVAR). ........................... 111 
FIGURE 6.9. STATCOM INVESTMENT COSTS ($/HR). ...................................................... 112 
FIGURE 6.10. NET BENEFIT AT CANDIDATE BUSES VERSUS VAR COMPENSATION. ............ 112 
FIGURE 7.1. ILLUSTRATION OF A BRANCH AND BOUND TREE............................................ 121 
FIGURE 7.2. COMPARISON OF NORMAL STATE OPERATING POINT TTC0 AND THE COLLAPSE 
POINT TTC*  
OF TSV MODEL I AND TSV MODEL II. ............................................................ 125 
FIGURE 7.3. SEARCH TREE FOR TEST CASE. ...................................................................... 127 
FIGURE 8.1. PATH OF TTC WITH REACTIVE COMPENSATION. ........................................... 129 
FIGURE 8.2. TTC WITH RESPECT TO DIFFERENT VAR AMOUNT AT BUS 3 AND BUS 5....... 133 
 x
FIGURE 8.3. TAYLOR SERIES APPROXIMATION FOR TTC FUNCTION. ................................ 135 
FIGURE 8.4. NON-CONTINUOUS TAYLOR SERIES SUB-SECTION FUNCTIONS WITH PRE-
DEFINED BORDER............................................................................................ 137 
FIGURE 8.5. TAYLOR SERIES SUB-SECTION FUNCTIONS WITH NATURAL CROSS BORDER... 138 
FIGURE 8.6. BASIS FUNCTIONS LI AND INTERPOLANT P FOR A SAMPLE PROBLEM INVOLVING 
QUADRATIC INTERPOLATION. ......................................................................... 140 
FIGURE 8.7. FUNCTION Π3(T)........................................................................................... 148 
FIGURE 8.8. INTERPOLATION APPROXIMATION FOR TTC FUNCTION COMPARED WITH GAMS 
OUTPUT........................................................................................................... 151 
FIGURE 8.9. INTERPOLATION APPROXIMATION ERROR FUNCTION. ................................... 151 
FIGURE 8.10. TTC APPROXIMATION ERROR ILLUSTRATION USING LEAST SQUARE 
QUADRATIC APPROXIMATION (FEASIBLE REGION FROM 0-20MVAR, STEP SIZE = 
1MVAR)......................................................................................................... 154 
FIGURE 8.11. TTC APPROXIMATION ERROR ILLUSTRATION USING LEAST SQUARE 
QUADRATIC APPROXIMATION (FEASIBLE REGION FROM 0-20MVAR, STEP SIZE = 
2MVAR)......................................................................................................... 155 
FIGURE 8.12. TTC APPROXIMATION ERROR ILLUSTRATION USING LEAST SQUARE 
QUADRATIC APPROXIMATION (FEASIBLE REGION FROM 0-50MVAR, STEP SIZE = 
1MVAR)......................................................................................................... 156 
FIGURE 8.13. ILLUSTRATION OF TTC APPROXIMATION ERROR USING LEAST SQUARE 
QUADRATIC APPROXIMATION (FEASIBLE REGION: 0-50MVAR; STEP SIZE = 
2MVAR)......................................................................................................... 157 
FIGURE 9.1. INDUSTRY USED STATCOM MODEL FOR VAR PLANNING STUDY. ............... 165 
FIGURE 9.2. DETAILED STATCOM MODEL FOR VAR PLANNING STUDY. ........................ 166 
FIGURE 9.3. STEADY STATE V-I CHARACTERISTIC OF A STATCOM. .............................. 167 
FIGURE 9.4. TOTAL OBJECTIVE COST VS. REACTIVE COMPENSATION QC IN SCENARIO I... 170 






LIST OF TABLES 
 
TABLE 1.1. STATCOM INSTALLATIONS SAMPLE (IN THE U.S.)........................................... 8 
TABLE 2.1. STATIC VAR SOURCE PLANNING MODEL CATEGORY TABLE ............................. 38 
TABLE 3.1. DYNAMIC VAR SOURCE PLANNING TECHNOLOGY............................................ 52 
TABLE 4.1. PARAMETERS OF THE TEST SYSTEM ................................................................. 66 
TABLE 4.2. LOAD AND GENERATIONS IN TWO AREAS ....................................................... 67 
TABLE 4.3. BASE CASE RESULTS. ...................................................................................... 73 
TABLE 4.4. CASE1 RESULTS. ............................................................................................. 73 
TABLE 4.5. CASE2 RESULTS. ............................................................................................. 73 
TABLE 7.1. VARIABLES OUTPUT FROM VSCOPF WITH TWO SETS OF VARIABLES GAMS 
MODEL............................................................................................................ 122 
TABLE 7.2. RESULT COMPARISON OF TSV MODEL I AND TSV MODEL II. ........................ 125 
TABLE 8.1. TAYLOR SERIES EXPANSION COEFFICIENTS. ................................................... 134 
TABLE 8.2. VARIABLES OUTPUT FROM VSCOPF WITH TAYLOR SERIES APPROXIMATION 
GAMS  
MODEL............................................................................................................ 136 
TABLE 8.3. FEASIBLE REGION CUTTING AND SAMPLING POINT VALUE. ............................ 149 
TABLE 8.4. COEFFICIENTS OF TTC POLYNOMIALS. .......................................................... 150 
TABLE 8.5. VARIABLES OUTPUT FROM VSCOPF WITH INTERPOLATION APPROXIMATION 
GAMS  
MODEL............................................................................................................ 152 
TABLE 8.6. THREE MODELS’ RESULTS COMPARISON. ....................................................... 160 
TABLE 8.7. COMPARISON OF THREE MODELS. .................................................................. 160 
TABLE 9.1. VAR PLANNING RESULTS COMPARISON OF INDUSTRY USED STATCOM MODEL 
AND DETAILED STATCOM MODEL................................................................ 169 
 
 1
1 .   INTRODUCTION 
 
1.1 Deregulation leading to problems 
When the creation, movement, and utilization of electrical power are discussed, they 
can be separated into three areas, which traditionally determined the way in which 




With the ongoing deregulation of the electric utility industry in many countries, 
generation, transmission, and distribution are not provided by one company any more. 
Instead, generation functions have been separated from the transmission and distribution 
service in a deregulated market as mandated by the Federal Energy Regulatory 
Commission (FERC) under Order Number 889 [2].  
Deregulation requires an open-access power delivery system, which enables power 
delivery within and between regions and facilitates access to interconnected competitive 
generations. Meanwhile, deregulation leads to little or no market-based incentives for 
transmission investment. At the same time, open transmission access has resulted in 
increased electric power transfers and the system operates closer and closer to its voltage 
stability limits.  However, the existing system is not originally designed for open-access 
power delivery. System capacity has not kept pace with supply and demand. The 
permitting, siting, and construction of new transmission lines are difficult, expensive, 
time-consuming, and controversial in the long run. 
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Recent FERC study identified 16 major transmission bottlenecks in the U.S. for 2004 
summer flow conditions [3]. These bottlenecks cost consumers over $1 billion in the past 
2 summers, and it is estimated that $12.6 billion is needed to fix the identified bottlenecks.  
Congestion and voltage instability problems are getting worse largely because the 
grid is continuously loaded more heavily. Reactive power compensation at key locations 
in the system is a viable solution to ease the problems, because it may increase the 
maximum transfer capability constrained by voltage stability. This is shown in Figure 1.1. 
This proposal will focus on finding the key locations with the consideration of both 







Original maximum transfer 
capability with 20% margin 
New maximum transfer 
capability with 20% margin 
when local Var is connected 
 
 




1.2 Blackout reasons 
Reactive power shortage and inadequate reactive power management are at the heart 
of the reliability problems of the electric power transmission, including unplanned and 
planned rolling power blackouts. Chebbo et al. [4] noted that the cause of the 1977 New 
York blackout was proved to have been a reactive power problem, and the 1987 Tokyo 
blackout was believed to be a consequence of a reactive power shortage and a voltage 
collapse during a summer peak load. 
  Reactive power is critical to affect voltage in electric power systems because 
deficiencies of reactive power cause voltages to fall, while excesses cause voltages to rise 
as shown in Figure 1.2 (a 7-bus case). Voltages that are too high or too low can result in 
increased power system losses, overheating of motors and other equipment, and system 
voltage collapse with consequent loss of customer load. Indeed, today the 
voltage/reactive problem is the single most frequent bulk system event causing customer 
outages. 
However, the reactive power in US power systems was not very well planned and 
managed, as evidenced by the Great 2003 Blackout that occurred in northeastern US and 
Canada in August 2003. The official final report of the Blackout indicated that 
“deficiencies in corporate policies, lack of adherence to industry policies, and inadequate 
management of reactive power and voltage caused the blackout [5].”  
Reactive power including its planning process has received tremendous interest and 
re-examination after the Blackout involving power utilities, independent system operators 
(ISOs), researchers, and the government. For example, various reactive power planning 
 4
 
Figure 1.2. Reactive power compensation and all bus voltage relationship. 
 
groups have been formed in ISOs. Also, the U.S. Department of Energy has funded a 
project at Oak Ridge National Laboratory to study Distributed Energy Resources for 
Reactive Power Compensation [6]. 
Consequently, an interesting question has been raised frequently by utility planners 
and manufacturers: where is the right location and what is the right amount of reactive 
power compensators that we should install considering technical and economic needs? In 
order to answer the above questions, it should be stated that optimal allocation of static 
and dynamic Var sources belongs to the Reactive Power Planning (RPP) or Var planning 
category. RPP deals with the decision on new Var source location and size to cover 
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 5
system with efficient Var compensation to enable the system to be operated under a 
correct balance between security and economic concerns.  
 
1.3 Why reactive power can not be shipped from far away? 
ion line I2X losses due to reactive power flow 
When the reactive power is moved over a certain distance, reactive loss on the 
transmission line I2X becomes a corresponding burden on the sending end as shown in 
Figure 1.3 (a). With an increase of the active power flow through a line, the line reactive 
power loss I2X increases because the line current I becomes larger as shown in Figure 1.3 
(b). In addition, I2X increases with the square of the current flowing in the line as shown 
in the two circles of Figure 1.3 (c).   
This is why the inadequate reactive power supply at the sending end may limit the active 
power transfer capability. Delivering reactive power to customers adds more current to the 
line as shown in Figure 1.3 (b) and also increases reactive losses. As a result, reactive power 
is preferred to be provided locally, which also induces the location question.  
 
al I2X at higher loading 
The more heavily the line is loaded, the more reactive power is needed. Increasing the 
active power load pushes up the I2X curve where even a small increase in current leads to 
great increase in the reactive losses as is compared in Figure 5 (c).  For example, when a 
system is stressed, delivering 100 MVar to the receiving end may need 250 MVar at the 
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 When voltage drops, usually the generator active power output remains constant 
because generator governors make adjustments. Since the active power is the product of 
voltage and active current such as P=VI=1.0, any voltage drop results in an increase in 
active current to keep the constant power such as P=0.9x1.11=1.0. For a 10% drop in 
voltage, current increases 11%, so I2X increases 23.4% because of 1.112=1.234. As a 
result, when the system runs close to its voltage stability limit, shipping reactive power 
will be quite inefficient.  
 
1.4 Flexible AC Transmission Systems (FACTS) 
The deregulation has pushed the industry to promote advanced technologies for the 
transmission congestion because of shortage of transmission line capacity. Besides the 
impact from the Blackout, the continuous technical advances in power electronics, such 
as Static Var Compensators (SVC), Static Synchronous Compensators (STATCOM), D-
VAR, SuperVAR, etc, make the application of large amount of VAR compensation more 
efficient, affordable, and attractive.  
Power electronics based equipment, or FACTS, provide proven technical solutions to 
voltage stability problems. Especially, due to the increasing need for fast response for 
power quality and voltage stability, the shunt dynamic Var compensators such as SVC 
and STATCOM have become feasible alternatives to a fixed reactive source. 
 More than 50 SVCs have been installed in the United States, ranging from 30 MVar 
to 650 MVar each [7]. STATCOMs are installed at several sites in the United States, 
ranging between 30 MVar and 100 MVar each [8]-[11], as shown in Table 1.1. However,  
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there are new questions raised from the shunt FACTS device application. Can the models, 
methods, and tools used for static Var planning be applied in dynamic Var planning? The 
answers to these questions are needed for the utilities to make better utilization of these 
new Var sources with power electronic. 
 
1.5 Optimal Power Flow (OPF) and Security Constrained OPF 
ower Flow (OPF) 
Basically, Var planning is an optimization problem, which is called Optimal Power 
Flow (OPF) in a power system. There are six variables for each bus: generator active and 
reactive power output, active and reactive load, and bus voltage magnitude and angle. At 
the same time, there are two equations related to each bus, active power balance and 
reactive power balance equations. In the “conventional” power flow, four of the six 
variables are known or specified, the other two are unknown. For a system with n buses, 
power flow solves the 2n unknowns from the 2n equations. Using some suitable 
mathematical algorithm, a feasible solution can be obtained.  
However, conventional power flow algorithms do not automatically minimize any 
objective functions such as fuel cost or real power transmission losses. They only obtain 
a single feasible solution. Hence, the need for an OPF arose in the early 1960’s to achieve 
a desired objective, rather than just a feasible solution. Some controllable power system 
elements of the 4n known variables in power flow are relaxed into a bounded range; as a 
result, an infinite number of feasible solutions are obtained by solving the 2n equations 
for more than 2n unknown variables. 
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 All these feasible solutions construct a feasible region. An optimal solution can be 
selected from the feasible region to obtain a desired objective by adjusting the optimal 
setting for the controllable variables with respect to various constraints. The OPF is a 
static constrained nonlinear optimization problem, whose development has closely 
followed advances in numerical optimization techniques and computer technology.  
OPF is formulated mathematically as a general constrained optimization problem as: 
                                                  Minimize            f (u,x)                                            (1.1) 
                                                  Subject to          g (u,x) = 0                                       (1.2) 
                                                   and                   h (u,x) ≥ 0                                        (1.3) 
where u is the set of controllable variables in the system, and x is the set of dependent 
variables called state variables. Objective function (1.1) is scalar. Equalities (1.2) are the 
conventional power flow equations, and occasionally include a few special equality 
constraints. Inequalities (1.3) represent the physical limits on the control variables u, and 
the operating limits on the power system. 
The control variables u may be defined as follows: 
• Generator active power output 
• Regulated bus voltage magnitude 
• Variable transformer tap setting 
• Phase shifters 
• Switched shunt reactive devices 
• Load to shed in special conditions 
 
The state variables x may be defined as follows: 
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• Voltage magnitudes at load buses 
• Voltage phase angle at every bus 
• Line flows 
 
onstrained OPF (SCOPF)  
A conventional Optimal Power Flow program minimizes an objective function such 
as production costs or losses, while maintaining the nonlinear power flow balance and the 
system variables, such as voltages, tap ratios, active and reactive generations, and line 
flows within the specified limits. However, the optimal solution is only valid for the 
particular system conditions and constraints presented to the OPF.  
If some “credible” contingency cases (single or multiple equipment outages) 
occurred, that would create steady-state emergencies. Usually contingency analysis is 
performed in order to respond to each insecure contingency case. People had hoped to 
integrate the contingency/ security constraints into OPF formulation, then SCOPF debuts 
in the history as an important step forward in OPF technology [12][13].  
The SCOPF program extends the OPF problem solving capacity to include the effect 
of a limited number of potential contingencies, such as outages of transmission branches, 
generation units, or system buses. The contingencies contribute additional constraints to 
the base case OPF problem in that: 1) The nonlinear power flow equations must be 
observed, and 2) All control variables must be within prescribed emergency limits. The 
SCOPF program minimizes the base case/ pre-contingency objective function while 
observing both the pre- and post-contingency constraints. In other words, SCOPF 
determines an optimal operating point, such that in the event of any contingency of a 
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given list, the post-contingency states will remain secure (within operating limits). 
SCOPF formulation is as follows: the engine of SCOPF is the basic OPF problem. 
The original OPF formulation in (1.1) (1.2) (1.3) can be expanded to include contingency 
constraints, thus 
                                               Minimize                 f (u0, x0)                                            (1.4) 
                                               Subject to       gk (uk, xk) = 0,  for k = 0,1,⋅⋅⋅, Nc                (1.5) 
                                             and            hk (uk, xk) ≥ 0,  for k = 0,1,⋅⋅⋅, Nc                       (1.6) 
where superscript “0” represents the pre-contingency (base-case) state being optimized, 
and superscript “k” (k>0) represents the post-contingency states for the Nc contingency 
cases. 
Note that the solution of the SCOPF includes both the pre- and post-contingency 
power flow states, and that all constraints during those states are satisfied. As far as the 
power flow equations are concerned, the SCOPF models two constraints for each system 
bus: the active and reactive power equations.  
Thus, for a 1000-bus system, there are 2000 nonlinear constraints for each system 
condition. The post-contingency constraints are of the same dimensional order as those of 
the pre-contingency case. If there are m total constraints in a given base case optimal 
power flow, there will be (k+l)•m constraints in a security constrained OPF problem with 
k contingencies. As a result, a 1000-bus system with nine contingencies would be 
equivalent to solving a 10,000-bus optimal power flow. It is obvious that the complexity 
of SCOPF increases greatly compared with the OPF problem. 
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1.6 Organization of the dissertation  
This dissertation consists of nine chapters. In Chapter II, a literature survey is made 
on static reactive power planning. In Chapter III, a literature survey is made on dynamic 
reactive power planning. In Chapter IV, a generalized assessment of the economic 
benefits from reactive power compensation is proposed. In Chapter V, the sensitivity 
analysis of the economic benefit of reactive power compensation is presented and 
modeled. In Chapter VI, an enumerative method based on Var economic benefits is 
proposed to incorporate voltage stability margin in the reactive power planning. In 
Chapter VII, the voltage stability constrained OPF with two sets of variables is 
implemented with a new objective. In Chapter VIII, the voltage stability constrained OPF 
with two sets of variables is simplified using approximation method such as interpolation, 
least square. In Chapter IX, STATCOM model is incorporated into the simplified voltage 







2 . A LITERATURE REVIEW OF STATIC 




Reactive power or Var is critical to support voltage and regulate power factor in 
electric power systems. Consequently, there is a growing interest in the optimal location 
and size of reactive power compensators. This is also popularly known as reactive power 
planning (RPP) or Var planning. Many different models as well as different optimization 
techniques have been presented by power engineering researchers.  
This chapter will first review various Var planning models such as Optimal Power 
Flow (OPF) model, Security Constrained OPF (SCOPF) model, OPF with Voltage-
Stability consideration (OPF-VS), and SCOPF with Voltage-Stability consideration 
(SCOPF-VS), the current state of the art in Var planning.  
The relationship between the four models is shown in Figure 2.1. Then, the literature 
will be categorized by different solution techniques including Linear Programming (LP), 
Nonlinear Programming (NLP), Mixed Integer Programming (MIP), Mixed Integer Non-
Linear Programming (MINLP), etc. Meanwhile, some tools without optimization 
technique such as modal and eigenvalue analysis will also be demonstrated to handle the 
voltage stability in line with the optimal allocation. Finally, the chapter will conclude the 






















2.1 Present solution technique for RPP 
Essentially, RPP is a large-scale nonlinear optimization problem with a large number 
of variables and uncertain parameters. There are no known ways to solve such Nonlinear 
Programming Problems (NLP) exactly in a reasonable time. The solution techniques of 
OPF have evolved over many years, and dozens of approaches have been developed, 
each with its particular mathematical and computational characteristics [14]. The 
majority of the techniques discussed in the literature of the last 20 years use at least one 
of the following 3 categories of methods, which also include some subcategories.  
• Conventional methods (Local optimum): A group of methods such as Generalized 
Reduced Gradient (GRG), Newton’s Approach, and Successive Quadratic 
Programming (SQP) for NLP problem are often trapped by a local optimal 
solution. 
• Heuristic methods (Near-global optimum): In recent years, the intelligent 




Figure 2.1. RPP models' relationship. 
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(GA), and Tabu Search (TS) have received widespread attention as possible 
techniques to find the global optimum for the RPP problem, but these methods 
need more computing time. 
• Sensitivity based methods: index, modal/ eigenvalue analysis 
 
2.2 OPF model 
of OPF constraints  
The compact format of mathematical formulation of OPF is introduced in section 1.5. 
The detailed OPF constraints are categorized in this section as follows. Equalities (2.1) 
are the conventional power flow equations. Inequalities (2.2) represent the physical limits 
on the control variables u, and (2.3) represent the physical limits on the state variables x. 
1) Power flow constraints  
• Pgi – Pli – P(V,θ) = 0           (active power balance equations)                     
• Qgi  + Qci – Qli – Q(V,θ)= 0 (reactive power balance equations)                     (2.1) 
2)  Control variables limits 
• maxmin gigigi PPP ≤≤                   (active power generation limits)                      
• maxmin gigigi VVV ≤≤                 (PV bus voltage limits)                                   
• maxmin lll TTT ≤≤                     (transformer tap change limits)                      
• maxmin cicici QQQ ≤≤                  (Var source size limits)                                     (2.2) 
3) State variables limits 
• maxmin gigigi QQQ ≤≤                  (reactive power generation limits)                 
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• maxmin iii VVV ≤≤                     (PQ bus voltage limits)                                  
• maxll LFLF ≤                        (line flow limit)                                                 (2.3) 
4) Other limits 
• Power factor constraints 
where Qci — Var source installed at bus i ; Pgi — generator active power output; 
PLi — load active power;                             Qgi — generator reactive power output; 
QLi — load reactive power;                         LFl — transmission line flow; 
Vi — bus voltage;                                        Vgi — PV bus voltage;  
Tl — transformer tap change;                     i — the set of buse; 
l — the set of lines;                                     
 
ion of the OPF model based on the objective functions 
The majority of the VAR planning objective was to provide the least cost of new 
reactive power supplies with feasible voltage magnitudes as constraints. Many variants of 
this objective from economic and technical benefits point of view were also presented by 
many researchers. The five objectives are discussed as follows. 
 
1) Minimize Var source cost 
Generally, there are two Var source cost models. In the majority of the literature, Var 
source costs with the format C1i·Qci are treated as linear functions with no offset, only 
considering the variable cost relevant to the rating of the newly installed Var source Qci; 
the common unit for C1i is $/MVar·hour. This means the costs of two 200 MVar reactive 
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power sources are exactly the same as one 400 MVar source. This formulation would 
always bias a solution toward placement of several smaller sizes sources instead of a 
small number of larger ones.  
A better formulation with the format (C0i + C1i·Qci)·xi is to approximate the cost as a 
fixed charge per source along with an incremental/variable cost per MVar, the unit for C0i 
is $. This is a much more realistic model of cost, but this would complicate the problem 
from a NLP to a mixed integer NLP (MINLP), because there will be a binary variable xi 
to show installing or not in the cost model. The slight difference in the cost model leads 
to dramatic difference in the OPF model type and the corresponding mathematics 
technique to solve it.  
As a result, the OPF with the first cost function as an objective is a traditional LP or 
NLP problem [15]; however, the second one is a Mixed Integer Nonlinear Programming 
(MINLP) problem [16-18], and some special techniques are needed for it. The recursive 
mixed integer programming technique is employed in [16] to solve the linearized load 
flow equations, which constructs a Mixed Integer Linear Programming (MILP).  
Successive Linear Programming (SLP) can change the problem into a MILP in the 
initial phase, thereafter Branch and Bound is used to solve the MILP [17]. In [18], MILP 
is constructed by successive linearization of the original nonlinear model, and it is solved 
by applying a hybrid procedure in which the genetic algorithm substitutes branch and 
bound method when numerical problems occur. The objective function is the overall cost 
of Var compensation.  
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2) Minimize weighted sum of Var cost and real power losses 
This is the most common objective in the Var planning problems. Based on the Var 
cost model, this group of OPF is divided into NLP and MINLP models. 
 
1. NLP model objective: min F= C1(Qc) + C2(Ploss) 
MINOS, a NLP solver, is used in [19] for optimal capacitor planning. Bender’s 
decomposition is applied in [20] where a Genetic Algorithm (GA) is used to select the 
location and the rating of the Var source and Successive LP is used to solve operational 
optimization sub-problems assuming the investment cost to be linear with respect to the 
amount of newly added Var source. Tabu Search (TS), which is a heuristic optimal 
technique characterized by avoiding local optimal solutions in high probability, is 
proposed in [21] for the optimal Var planning problem considering 3 different load 
operation conditions, called heavy, normal, and light load conditions. SLP in [22] 
linearizes the NLP problem. Modal analysis is used to site and the successive 
multiobjective fuzzy LP technique (SMFLP) is used to size the capacitors in [23]. 
 
2. MINLP models objective: min F= (C0 + C1Qc)·x + C2(Ploss) 
The reactive power planning problem has been stated as a mixed nonlinear-integer 
constrained optimization problem – to minimize the fixed as well as variable cost of Var 
source installation and the cost of the active power transmission losses. 
Evolutionary Programming (EP) in [24], an artificial intelligent optimization method 
based on the mechanics of natural selection, is applied to minimize operation cost by 
reducing real power loss and the cost of Var source including fixed and variable cost. 
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Hybrid Evolutionary Programming (HEP) in [25] is proposed to speed up the computation 
for obtaining an exact global optimum, while keeping the same model in [24]. 
In the 1990’s, combinatorial algorithms were introduced as a means of solving the 
capacitor placement problem: a hybrid method is based on GA and SLP in [26]. The 
hybrid partial gradient descent/simulated annealing (HPGDSA) in [27] is an innovative 
fast global optimization technique, which can reduce the CPU time of SA while retaining 
the main characteristics of SA.  
A hybrid GA and SA algorithm [28] is to start with GA for a fairly good feasible 
solution instead of starting completely at random, then SA is applied to search from this 
solution to find the optimal one, the efficiency is expected to increase. Another hybrid 
algorithm based on Tabu Search (TS) and sensitivity analysis is proposed in [29]; the 
sensitivity is used to reduce the number of candidate buses, which measures the impact of 
a change in the reactive injection in a given bus on the active power losses in the system. 
 
3) Minimize weighted sum of Var cost and generator fuel cost:  
Rather than the usual real power loss, the fuel cost is adopted as a direct measure of 
the operation cost, because the minimization of real power loss can not guarantee the 
minimization of the total fuel cost unless all units have the same efficiency. Instead, 
minimization of the total fuel cost already includes the cost reduction due to the 
minimization of real power loss. 
This objective consists of the sum of the costs of the individual generating units:  






)(                                                 (2.4) 
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where 2210)( giigiiigii PaPaaPf ++=  is the generator cost-versus-MW curves modeled as a 
quadratic function approximately, and a0i, a1i, a2i are cost coefficients. 
In the 1970’s, the Generalized Reduced Gradient (GRG) method was used to solve the 
NLP model with the combined Var cost and fuel cost as the objective F= C1(Qc) + CT, by 
providing a movement direction through reduced gradient and a step length through line 
search [30]. A modified OPF with the same objective in [30] is solved by MINOS in the 
1990’s [31]. A MINLP OPF model with objective F= (C0 + C1Qc)·x + CT  is designed in [32]; 
three different Evolutionary Algorithms (EAs): Evolutionary Programming (EP), 
Evolutionary Strategy (ES), and Genetic Algorithm (GA) are compared for the same model. 
 
4) Minimum Deviation from a Specified Point  
This objective is usually defined as the weighted sum of the deviations of the control 
variables from their given target values. The target values correspond to the initial or 
some other specified operating point. Minimizing voltage deviation such as min F = ∑i 
(Vimax - Vi) is the objective in [33], before Nonlinear Optimization Neural Network 
approach (NLONN) is used to optimize the Var variables to improve the voltage profiles, 
Analytic Hierarchical Process (AHP) uses parallel analytical criteria for accommodating 
the ranks based on different indices such as sensitivity index and stability margin index. 
 
5) Multi-objective (MO) 
Several single objectives have been discussed above, even though there are weighted 
sum of different objectives such as active power losses and Var cost, usually the weights 
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are easily decided by transferring the objective to $. However, the goal of Var planning 
problem is to provide the system with efficient Var compensation to enable the system to 
be operated under a correct balance between security and economic concerns. If both 
security and cost are all included in the objective function, then the weights can not be 
decided directly and easily. The objective in [34] includes Var investment cost 
minimization, power loss reduction, and voltage deviation reduction as equ. (2.5): 
                  Min         F= (C0 + C1Qc)·x + C2(Ploss) + maximum | Vimax - Vi|                    (2.5) 
A Two-Layer Simulated Annealing (TLSA) [34] technique has been proposed to 
efficiently find a desirable, global optimal solution in the MO problem, involving a 
decision level concerned with the decision strategy and an analysis level which generates 
efficient solutions to meet the decision maker’s (DM) goal. The same objective exists in 
[35], and the “fuzzy satisfying method” for a MO problem is employed to transform the 
complicated multi-objective optimization problem into a single-objective optimization 
problem by virtue of assigning each objective function with a fuzzy goal by the decision 
maker (DM). Then, hybrid Expert System Simulated Annealing (ESSA) is proposed to 
improve the computing time of traditional SA for the global optimum. 
GA is used in [36] to handle the Multi-objective function as equ. (2.6):  
Min F= 10 ∑(voltage violation)2 + 5 ∑(generator Var violation)2 + power losses in p.u.      
(2.6) 
 
2.3 SCOPF model 
Security constrained optimization was introduced in the 1960’s and early 1970’s. The 
original formulations ignored the non-linearity of the network power flow equations and 
 23
simply used the DC power flow equations for equality constraints. Alsac and Stott [37] in 
1974 introduced the security constrained OPF with exact AC power flow equations. More 
work has been done on the topic since then. With the development of SCOPF scheme, the 
objective of Var planning is extended to determine a minimum cost allocation plan of 
new reactive resources in terms of size and location so as to guarantee feasible operation 
both under normal conditions and after contingencies.  
 
evel and Operation Modes 
The SCOPF is aimed at scheduling the power system controls to achieve operation at 
a desired security level, while optimizing an objective function such as cost of operation. 
SCOPF usually treats security level 1― “secure” and level 2― “correctively secure”, 
which are in secure state. Level 1 security is the ideal operating requirement but is more 
expensive than operating with a level 2 security.  
A system with security level 1 corresponding to the preventive mode is one where all 
load is supplied, no operating limits are violated and no limit violations occur in the event 
of a contingency; in other words, level 1 has the ideal security, the power system survives 
any of the relevant contingencies without relying on any post-contingency corrective 
action.  
A system with security level 2 corresponding to the corrective mode is one where all 
load is supplied, no operating limits are violated and any violations caused by a 
contingency can be corrected by appropriate control action without loss of load, within a 
specified period of time [38]. Note that the solution of the SCOPF is not assured to be 
transiently stable. 
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ion of the SCOPF model based on the objective functions 
The classification of SCOPF has been developed for the benefit of the reactive power 
operation and planning problem. The three objectives are discussed as follows. 
 
1) Minimize Var cost 
NLP cost model is built and linearized through SLP process [39]. The new Var 
sources are required to satisfy voltage constraints for not only normal but also contingent 
states of operation of the system. The algorithm processes the cases sequentially, instead 
of optimizing them simultaneously.  
 
2) Minimize weighted sum of Var cost and real power losses 
1. NLP model objective: min F= C1(Qc) + C2(Ploss) 
The optimum placement of shunt capacitance is studied by running the contingency 
constrained Optimal Power Flow in preventive mode [40], which minimizes an objective 
function such as real power losses and new capacitor bank cost. 
 The real power losses consumed in the base case and all contingency cases are taken 
into account in [41], so the objective is as equ. (2.7): 




C2(Ploss)k                                          (2.7) 
where k =1, ⋅⋅⋅ Nc is the k-th operating case, and includes (1) base case (k =0), (2) 
contingencies under preventive mode (k = 1, ⋅⋅⋅ L), and (3) contingencies under corrective 
mode (k = L, ⋅⋅⋅ Nc). Both preventive mode and corrective mode are considered.  
A preventive contingency constrained OPF is explicitly introduced in the Var 
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planning problem [42], whose objective is to maximize the benefit from the viewpoint of 
real power losses reduction due to new Var source installation. It can be expressed as equ. 
(2.8):  
          max   -C1(Qc) + C2(P0L - Ploss)     or    min  C1(Qc) + C2(Ploss - P0L )                     (2.8) 
where P0L is the minimum value of the losses obtained from the base case without Var 
compensation situation.  
2. MINLP models objective: min F= (C0 + C1Qc)·x + C2(Ploss) 
The traditional two-level methodology including investment and operation levels is 
extended to take into consideration the load change in operation sub-problem [43]. The 
ability to represent multiple load levels is particularly important in reactive planning 
studies, because the reactive requirements for low and high-load levels may be 
significantly different.  
The preventive mode methodology in [44] can also be extended to accommodate a 
variable load level situation. Since the objective function is non-differentiable, General 
Bender Decomposition (GBD) is used to decompose the problem into a continuous 
problem and an integer problem; thereafter SA is adopted to handle the integer variables. 
The corrective control strategy is more economical and is more easily solvable 
(through decomposition strategies) than the preventive approach [45]. The post-
contingency corrective actions are carried out and limited not only by the capacity 
decisions but also by the deviation from the “base case” operating point. Bender 
Decomposition Method (BDM) is used to decouple the problem into an investment 
subproblem and operation subproblem.  
 
 26
3) Multi-objective (MO) 
A multi-objective Var planning model is proposed in [46], the objective is designed 
as a minimize weighted sum of Var cost + real power losses + deviation of voltage + 
deviation of line flow. The contingency constrained multi-objective optimization problem 
is transformed into a single objective optimization problem by employing ε constraint 
method, and SA technique is applied to the single objective optimization problem.  
In the ε-Constraint method, one must choose a main objective function, while the 
other components of the original multi-objective function are treated as constraints, 
where ε is a threshold value chosen by the user for the “secondary” objective function. 
Choosing a value for ε is usually easier than selecting appropriate values for weights of 
the multi-objectives, as ε defines a minimum stability margin, which has a more 
“physical” meaning. 
 
2.4 Static voltage stability analysis (VSA) techniques  
Voltage collapse studies, an integral part of VSA of power systems, are of growing 
importance for the design and operation of power systems. The main function of shunt 
reactive power compensation is for voltage support to avoid voltage collapse. Then, 
voltage stability is a very important consideration when the location and size of new Var 
sources need to be determined during Var planning.  
Many analytical methodologies have been proposed and are currently used for the 
study of this problem, such as P-V and V-Q curve analysis, Continuation Power Flow 
(CPF), optimization methods, modal analysis, and saddle-node bifurcation analysis. 
Static voltage stability analysis is concerned with two main aspects: 
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• Determination of how far the system is operating from the voltage collapse point 
using CPF based on bifurcation theory, or OPF considering a given load increase 
pattern and generator sharing scheme. 
• Identification of buses or areas prone to voltage instability problems by using 
modal analysis. 
 
ion Power Flow (CPF) 
The Point of Collapse (PoC) is given by the nose point of P-V or V-Q curve, where 
the voltage drops rapidly with an increase in load demand as shown in Figure 2.2. PoC is 
also known as the equilibrium point, where the corresponding Jacobian becomes singular, 
power flow solution fails to converge beyond this limit, which is indicative of voltage 
instability, and can be associated with a saddle-node bifurcation point.  
Of the different types of bifurcations, saddle-node bifurcations are of particular interest in 
power systems, because they are one of the primary causes for “static” voltage collapse 
problems [47]. These instabilities are usually local area voltage problems due to the lack 
of reactive power, and hence by increasing the static voltage stability margin (SM) 
defined as the distance between the saddle-node-bifurcation point and the base case 
operating point as shown in Figure 2.2, one could expect an improvement in the stability 
of the system for that operating point. Hence, determining the location of this point is of 
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Figure 2.2. P-V curve. 
 
CPF was originally developed to determine bifurcation points of Ordinary Differential 
Equations (ODE) systems, and have been successfully applied to the computation of 
collapse points in power systems [48][49][50]. CPF was first developed to overcome the 
ill-conditioning near the critical point, where the Jacobian matrix of the Newton-Raphson 
method becomes singular. 
 
ower Flow (OPF) 
Most of the numerical tools such as continuation methods used in voltage collapse 
studies are based on concepts and/or techniques developed from bifurcation analysis of 
power systems. More recently, however, new optimization-based tools have been 
developed to study voltage collapse problems in power systems. It is demonstrated in [51] 
that bifurcation theory, is basically equivalent to some typical optimization 
methodologies. A voltage collapse point computation problem can be formulated as an 
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optimization problem, known as Total Transfer Capability (TTC). 
It is obvious that there are similarities and strong ties between tools developed for the 
computation of collapse points from bifurcation theory and those based on optimization 
techniques. Several computational methods based on bifurcation theory have been shown 
to be efficient tools for VSA; however, it is difficult to introduce operational limits and 
computationally expensive to use continuation method, especially for large systems with 
multiple limits. Using optimization techniques for these types of studies present several 
advantages, especially due to their limit handling capabilities. Further extension has been 
made to include the security (contingency) constraints in the OPF model, which is known 
as SCOPF model. 
 
alysis 
Modal or eigenvalue analysis of the system Jacobian (J) matrix of the system load 
flow equation, near the point of voltage collapse, which is obtained at the point of 
maximum power transfer capability of the system, can be used to identify buses 
vulnerable to voltage collapse and locations where injections of reactive power benefit 
the system most. 
The participation of each load in the critical mode (near PoC) determines the 
importance of the load in the collapse. The use of both left and right eigenvector 
information of the critical mode (PoC) leads to the notion of participation factors. The 
participation factors indicate which generators should be motivated to inject more active 
or reactive power into the system, and where the load shedding would be more effective 
to increase the stability margin. 
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2.5 Var planning OPF considering static voltage stability (OPF-VS)   
Traditionally in Var planning, the feasible operation has been translated as observing 
voltage profile criteria ensuring that the system voltage profile is acceptable for system 
normal and post contingency conditions. Voltage itself is a poor indicator of proximity to 
system collapse conditions. Thus, the incorporation of voltage stability margin in the 
operation of power systems has become essential. 
 
se of voltage stability margin 
In this section, the voltage stability margin is converted into several voltage stability 
indices, which can be used to select weak nodes as new Var source locations or as 
candidate locations for OPF process. It also can be applied as the OPF objective, which 
results in the index relevant to voltage stability instead of direct voltage stability margin, 
is considered as the optimization objective. 
Venkataramana et al. introduces a method of determining the minimum amount of 
shunt reactive power support which indirectly maximizes the real power transfer before 
voltage collapse happens [52]. A voltage stability index is available from continuation 
power flow (CPF) method served as an indirect measure to indicate the closeness to 
voltage collapse point from present system load level, which is defined as the ratio of 
variation of load parameter from CPF and the voltage variation. The weak buses are 
chosen by the voltage stability index, which are the sites of the shunt Var source injection; 
thereafter a nonlinear constrained optimization routine will be employed to minimize the 
Var injection at the selected weak bus for deciding the size of the Var source. 
Sensitivity method and voltage stability margin index are used to rank the locations of 
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the new Var source in [33], but the result may be different, and then analytic hierarchical 
process (AHP) uses parallel analytical criteria for accommodating the ranks. Based on the 
Var sites decided by the AHP, nonlinear optimization neural network (NLONN) is used 
to optimize the Var variables to improve the voltage profiles as min F = ∑i (Vimax - Vi).  
 In [53], the algorithm uses three indices based on power flow Jacobian matrix to 
identify weak buses and selects those buses as candidate buses for installing new reactive 
power sources to enhance system security. At last, simulated annealing (SA) is applied to 
solve a constrained, non-differentiable optimal reactive power planning problem. The 
objective is to maximize the minimum singular value of the power flow Jacobian matrix, 
which is used as a static voltage collapse index. Thus, the static voltage stability indices 
are used both in the predefined candidate buses selecting process and the Var planning 
OPF objective. 
 
of voltage stability margin 
Traditionally, the system security margin has not been taken into consideration. The 
following papers all directly use voltage stability margin as an objective function. 
1) Voltage stability margin as single objective 
The Var planning problem is formulated as maximization of the active power supply 
margin (P-margin) in order to improve the static voltage stability [54]; PoC calculation is 
incorporated in the Var planning model only from the viewpoint of static voltage stability. 
However, the obtained solutions are sometimes too expensive since they satisfy all of the 
specified feasibility and stability constraints. This implies that the formulations do not 
evaluate the cost reduction effect in operation by the devices to be invested. Therefore, it 
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is preferable to take into consideration both the economical cost and system security.  
 
2) Voltage stability margin as one of the multi-objectives 
Y. L. Chen and C. C. Liu [55]-[58] incorporate the voltage stability margins (S-
margin) directly into the objective function and create a comprehensive multi-objective 
model as equ. (2.9): 
min F1 =  (C0 + C1Qc)·x + C2(Ploss)     
                                      min F2 =  1- SM                                   










                                 (2.9) 
where F1 is to minimize operation cost caused by real power losses and Var source 
investment cost; F2 attempts to maximize the voltage stability margin (SM), which is 
defined by equ. (2.10)  














SM                                     (2.10) 
where normaliS  and
critical
iS  are the MVA loads of load bus i at normal operating state B and 
the voltage collapse critical state (PoC) A as shown in Figure 2.2, respectively; F3 
attempts to minimize the voltage magnitude deviation, where Φ(x)=0 if x<0; and Φ(x)=x 
otherwise,  Vi ideal is the ideal specific voltage at load bus i and is usually set to be 1 p.u., 
and dvi is the tolerance of maximum deviation in the voltage.  
The four papers [55]-[58] all use the same MINLP model, but different methods to 
deal with MO problems such as the goal-attainment based simulated annealing (SA) [55], 
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a weighted- norm approach based on SA [56], fuzzy goals [57], and ε-constraint method 
[58]. This model considers the economical cost and system security trade-off. 
In addition to the above four papers, [59] is another example to treat the voltage 
stability as one objective in the MO problem with objectives as min F1 = C1Qc, min F2= 
C2(Ploss), and max F3 = the maximum loadability associated with the critical state, which 
is calculated using the continuation method, assuming a proportional load increment 
through all buses of the network. A new approach based on a Strength Pareto 
Evolutionary Algorithm (SPEA) is applied to handle the Multi-objective Optimization.  
      
2.6 Var planning OPF considering static voltage stability (SCOPF-
Recently, due to a necessity to include the voltage-stability constraint, a few papers in 
2.5 incorporate the static voltage stability margin in the Var planning OPF objective in 
normal state, which provides more realistic solutions for the Var planning problem, but it 
can not guarantee the voltage stability margin still exists when contingencies happen. 
Thus, it is preferable to count on the voltage stability constraints in the contingency states. 
Several papers that can cover the two key points, contingency analyses and voltage 
stability margin, will be introduced in this section. 
The voltage stability margin is treated as an objective in 2.5 section, and the 
continuation, or optimization methods are used as the tools to obtain the PoC for the 
voltage stability margin in every iteration. However, the SM is incorporated as the 
constraints instead of objective in [60], the Var planning takes into account voltage 
stability margin and contingencies analysis, whose purpose is not only to guarantee the 
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voltage at all buses lies within a pre-defined range at normal condition, but also to ensure 
the operating point should be away from the point of collapse or critical point (PoC) at 
least by a pre-defined “distance” measured in MVA, which is also called S-
margin/MVA-margin as shown in Figure 2.3.  
It is not necessary to use a separate tool to calculate PoC like before, but two sets of 
constraints, one for normal operating state, and the other for critical state are required in 
this model.  
The objective in [60] is to minimize a linear combination of fixed and variable Var 
costs, which is a typical MINLP problem. The same model is adopted in [61], which is 
solved by MINLP solver (DICOPT++) in GAMS ― an optimization modeling language 
combined with different solvers.  
The model in [62] is the same with [60], [61]. The sensitivity information derived 
from the optimization model is discussed in this paper, including sensitivity of load 
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Figure 2.3. PV curve for base case and contingency. 
  
distribution pattern, power factor, stability margin (SM), load growth. These sensitivities 
are the good economic indicator of the Var cost associated with marginal increasing of 
some control variables. 
 The complexity of the voltage stability constrained model lies in the requirement of 
having two sets of network variables and power flow constraints corresponding to the 
“normal operation point” and “point of collapse (PoC)”. The paper [63] explores the use 
of statistical linear/quadratic approximation function of the path of PoC as shown in 
Figure 2.4 as an alternative of the variables and constraints for PoC state.  
In general, the PoC increases with Var compensation at different buses. The locus of 
PoC can be expressed as a function of the bus reactive compensation as equ. (2.11) or 
(2.12):                                 
                                               PoC = a + bi*Qci                                                      (2.11) 
                               or     PoC = a + bi*Qci + ci* Qci2                                                          (2.12) 
where PoC is the maximum MVA loadability for the system with reactive compensation, 
a, bi, ci, are parameters of the locus which may be estimated using the multivariate 
ordinary least square (OLS) regression method, and Qci is the reactive compensation from 
new sources at bus i. However, if we increase the number of candidate buses, the 
procedure will involve evaluating a high number of Var support configurations to capture 
the interaction of Var compensation at different locations with specified accuracy. 
Voltage stability constrained optimal Var planning in [64] is used to determine a 
minimum cost Var support scheme, which satisfies voltage profile criteria and ensures a 
minimum voltage stability Q-margin under normal and contingency conditions. A 
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combined solution satisfying both criteria (voltage profile and voltage stability Var 
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Figure 2.4. Locus of PoC with reactive compensation. 
 
 
margin) is derived to ensure the Var requirement will be the greater of the two solutions 
at any candidate bus. However, manual examination is used to guarantee that the final 
solution is feasible, which will lose the robustness of the program. 
 
2.7 Conclusion 
In the end, the technologies in the literature of static reactive power planning are 
summarized in Table 2.1. This chapter introduces the reactive power planning general 
purpose, objective category, constraints development with time, and methods or tools  
used for corresponding models, taking into account the Var source as static Var source, 
therefore, the new Var source is modeled as a control variable Qci at bus i.  
With the rapid development of Flexible AC Transmission System (FACTS) device, 
the shunt dynamic Var source such as SVC and STATCOM have become feasible 
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alternatives to a fixed reactive source. How to model these dynamic Var source? Can the
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Table 2.1. Static Var source planning model category table 
 
Objective category OPF(22) SCOPF(7) OPF-VS(7) SCOPF-VS(4) 
NLP [15] interior point 
algorithm 
[39]SLP   Obj.1 
Min Var source cost 
MINLP  [16] recursive MIP 
[17]SLP & B&B 
[18]SLP & GA 




Min   Total Var 
NLP    [64]EPRI’s VSTAB program 
NLP [19]MINOS  
[20]SLP & GA 
[21]TS 




       PM & CM 
[42]recursive LP,  
PM 
  Obj.3 
Min  







[26]SLP & GA 
[27] HPGDSA 
[28]GA & SA 
[29]TS 
[43] BDM,  
        CM 
[44]GBD& SA,  




   Obj.4 
Min   weighted sum of cost of 
          Var and generator fuel cost MINLP [32]EP & ES &GA    
Obj.5 
Min   voltage deviation  
NLP [33]NLONN & 
AHP 
   
Obj.6 
Min Var cost + real power loss +  
         voltage deviation  
MINLP [34]TLSA 
[35]ESSA 
   
 
Obj.7 
Min  voltage deviation +  
         generator Var deviation +  
         real power losses 
MINLP [36]GA    
Obj.8 
Min Var cost + real power losses  
        + voltage deviation  
        + line flow deviation 
MINLP  [46]ε-constraint 
method & SA 
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Table 2.1, continued 
 
Objective category OPF(22) SCOPF(7) OPF-VS(7) SCOPF-VS(4) 
Obj.9 
Max  the minimum singular 
         value of Jacobian matrix 
NLP   [53]SA  
Obj.10 
Max  P-margin 





real power losses+ Var source cost + 
voltage deviation  
& 
Max 
voltage stability margin (S-margin)  





[57] fuzzy logic 
& SA 
[58] ε-constraint 
method & SA 
 
Obj. 12 
Min  real power losses 
         + Var source cost  
& Max  PoC 




models, methods, and tools used for static Var planning be applied in dynamic Var 
planning? The answers to these questions are needed for the utilities to make better use of 
these new power electronic controlled Var sources. These questions will be answered in 
next chapter. 
Note:  
MIP- mixed integer programming               SLP- Successive Linear Programming 
B&B- Branch and Bound                            GA- Genetic Algorithm  
MINOS- a NLP solver                                 TS-Tabu Search                                          
SMFLP-successive multiobjective fuzzy LP technique  
EP- Evolutionary Programming                  HEP- Hybrid Evolutionary Programming  
SA- Simulated Annealing                            HPGDSA-hybrid partial gradient descent/SA 
GRG -Generalized Reduced Gradient         EP- Evolutionary Programming             
ES-Evolutionary Strategy                            Analytic Hierarchical Process (AHP) 
NLONN - Nonlinear Optimization Neural Network approach  
TLSA -Two-Layer Simulated Annealing    ESSA- hybrid Expert System Simulated 
SM - Security Margin                                             Annealing  
PM- preventive mode                                   CM- corrective mode 
BDM- Bender Decomposition method         GBD- General Bender Decomposition  
SPEA- Strength Pareto Evolutionary Algorithm  
NAG – Numerical Algorithm Group software package 
APEXIV- software package 
GAMS - General Algebraic Modeling System 
DICOPT++ - MINLP solver in GAMS           
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3 .  A LITERATURE REVIEW OF 




The previous chapter focuses on static Var planning tools and models. This chapter 
categorizes the literature relevant to optimal allocation of shunt dynamic Var source SVC 
and STATCOM, based on the voltage stability analysis tools used. Those tools include 
static voltage stability analysis ones such as P-V and V-Q curve analysis, continuation 
power flow (CPF), optimization methods (OPF), modal analysis, saddle-node bifurcation 
analysis, and dynamic voltage stability analysis ones such as Hopf bifurcation analysis 
and time-domain simulation. Static voltage stability analysis techniques are also used in 
dynamic Var planning. At the end of the paper, the advantages of static and dynamic 
voltage stability analysis tools are summarized.  
 
3.1 Dynamic voltage stability analysis (VSA) techniques  
rcation Point 
Not all events of voltage collapse in power systems can be associated to saddle-node 
bifurcations, as other bifurcations have also been shown to induce collapse, such as Hopf 
bifurcations which corresponds to dynamic voltage stability [65]. Therefore, voltage 
instabilities directly related to Hopf bifurcations have been categorized as dynamic voltage 
collapse problems. The Hopf bifurcation occurs when the pair of complex eigenvalues of 
Jacobian lies exactly on the imaginary axis when the parameter is slowly varied.  
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main Simulation 
The conventional transient stability time domain simulation programs have been 
greatly enhanced over recent years to make them suitable for assessment of long-term 
and voltage stability problems. However, time domain simulation is usually combined 
with static voltage stability analysis tools such as modal analysis in dynamic Var 
planning. 
 
3.2 SVC planning 
ased Algorithm 
 
1) CPF and Modal Analysis  
Traditional voltage stability analysis tools such as continuation power flow (CPF) for 
PoC or modal analysis at PoC to determine weak areas or buses are used in [66] for SVC 
location. The SVC size is determined based on the need to continuously meet the voltage 
stability margin requirement. The speed with which the shunt device should operate is a 
separate issue. The dynamic aspects of the voltage collapse phenomenon cannot be 
properly analyzed by modal analysis based on power flow static models. 
CPF and modal analysis are also used to indicate the candidate buses for voltage 
support in [67]. However, the modal analysis is helpless regarding the minimum amount 
of reactive support to solve the voltage collapse problem. As a result, OPF is used to 
determine the MVar rating of the reactive compensator, SVC is still described as voltage 
independent Var source Qc like in static Var planning, but in fact it is voltage dependent 
Var source. 
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The location of a SVC device is determined by the participation factors from modal 
analysis and the use of controllability indices of the most critical stability state in the 
modal analysis in [68]. It evaluates the extended steady-state voltage stability margins in 
electric power system due to FACTS controller such as SVC and UPFC. 
In [69], the dynamic voltage stability margin has been considered as the distance 
between the Hopf bifurcation point and the base case operating point, the static voltage 
stability margin as equ. (2.10). SVC should be placed at a bus, which produces maximum 
enhancement in both margins. The saddle-node bifurcation points have been obtained by 
a continuation power flow software package UWPFLOW. A method has been proposed 
to combine the two margins in [69], which computes static and dynamic participation 
factors and thereafter, combined hybrid participation factors at different buses. The bus 
with maximum value of the hybrid participation factor for the intact system and critical 
contingency cases has been selected as the candidate bus for the SVC placement. This 
paper is one of the few papers which consider not only static margin but dynamic margin. 
 
 
2) Loss Sensitivity Index 
The SVC has been considered from a static point of view to reduce the total system 
real power transmission loss (PL) in [70]. Loss sensitivity index is proposed as the 
sensitivity of total transmission loss with respect to the control parameters of SVC for 
their optimal placement. The bus with the most negative loss sensitivity value is preferred 
to be the SVC location.  SVC has been considered as a reactive power source with the 
following reactive power limits as equ. (3.1): 
QSVC = Vt(Vt - Vref)/Xsl                                                
 44
Qind = BindV2ref 
                                                          Qcap = BcapV2ref                                                    (3.1) 
where Xsl is the equivalent slope reactance in p.u. equal to the slope of voltage control 
characteristics, and Vt and Vref are the node and the reference voltage magnitudes, 
respectively. QSVC is valid as long as it is within inductive limits Qind and capacitive limits 
Qcap set by available inductive and capacitive susceptances (Bind and Bcap, respectively).                
After deciding the optimal location of SVC, the formulation of OPF to minimize real 
power losses as the objective has been developed to determine the size. The same 
methodology is used in [71], but the OPF objective minimizes fuel cost. The method 
based on Loss Sensitivity Index ignores the voltage stability limits, and only considers the 
economical aspect. 
 
ion Based Algorithm  
1) Maximize voltage stability margin  
From the viewpoint of optimal reactive reinforcement for voltage stability, optimal 
SVC planning is evaluated in [72] such that the reactive margin (Q-margin) of the study 
configuration including critical modes is maximized by using a hybrid method based on 
the simulated annealing (SA) and Lagrange multiplier techniques. The system reactive 
margin is defined as the maximum amount of extra reactive demand that the system can 
supply, before it reaches a critical point and encounters a voltage instability problem. 
The optimal SVC planning is treated as a multi-objective optimization in [73] for 
maximizing the system reactive power margin, minimizing system real power losses and 
voltage depressions at critical points. Fuzzy logic techniques are applied to transform the 
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multi-objective optimization problem into a constrained problem with a single objective 
function known as the fuzzy performance index. SVC is still modeled as voltage 
independent Var source Qc.  
 
2) Minimize Voltage Deviation 
A two-stage Tabu Search (TS) is proposed in [74] for determining the location and 
the output of SVC devices to reduce the voltage deviation in a distribution system with 
DG. The location is expressed as a discrete variable, and the rating of SVC is a 
continuous one. SVC is treated as voltage independent Var source Qc in the model. 
However, post-contingency state security and voltage stability margin are ignored in this 
paper. 
 
3) Minimize Cost 
The objective of the optimal allocation of SVC in [75] is to minimize the overall cost 
function, which includes the investment costs of FACTS and the bid offers of the market 
participants. The cost function of SVC is as equ. (3.2) in [76]: 
                          C(s)= 0.0003 s2 – 0.3051s + 127.38 (US$/kVar)                             (3.2) 
where C(s) is in US$/kVar and s is the operating range of the FACTS devices in MVar. 
The proposed approach converts the objective into minimizing the overall cost function 
consisting of FACTS like SVC devices investment cost and fuel cost in [77]. Genetic 
Algorithm (GA) is used in both papers [75] [77]; however, post-contingency state 
security and voltage stability margin are still ignored. 
The location of SVC for reactive compensation is chosen according to reactive 
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marginal cost criterion in [78], whose value can be obtained from the OPF solution 
corresponding to the Lagrange multiplier of the reactive power constraint. The objective 
is the $ improvement due to the reduction of the fuel cost in this paper. Thus, for each bus 
in the system, there will be a corresponding reactive marginal cost. The bus with the 
highest reactive marginal cost will be chosen as the SVC location. 
In most of the work, the placement of FACTS controllers has been considered for the 
intact system normal operating state. Very limited efforts have been made to study the 
impact of these controllers and their placement under contingencies. Therefore, if 
contingency and voltage stability are considered, it may be a considerable improvement 
in this field. 
In [79], the objective is to minimize the sum of the new FACTS investment costs 
such as F= (C0 + C1Qc)·x, corrective control cost such as fast load shedding cost, and 
preventive control cost to improve the voltage stability margin in all predefined 
contingencies. Meanwhile, the bus voltage profile and voltage stability margin are kept 
within specified limits in normal and the corresponding contingency states. Two sets of 
constraints including normal condition constraints and critical mode constraints are 
formulated in the OPF. The problem is formulated as a large-scale Mixed Integer 
Nonlinear Programming (MINLP), which is solved by a two level hybrid GA/SLP 
method. However, the shunt FACTS model is still a voltage independent Var source Qc 
in the OPF. 
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3.3 STATCOM planning 
Modal analysis 
The main goal of the voltage stability study in [80] is to keep the static voltage 
Stability Margin (SM) based on active power (P-margin) greater than at least 5% at N-1 
contingency states, usually such a margin is treated as a safe one, which is defined as equ. 
(3.3):  














SM                                              (3.3) 
where normaliP  and
critical
iP  are the MW loads of load bus i at normal operating state and the 
voltage collapse critical state (PoC), respectively. This means that after a single branch 
outage, the power system can afford 5% active load increment without voltage collapse 
occurring.  
For this purpose, the software package Interactive Power Flow Program (IPFLOW) is 
the main tool for steady state calculation, and then the Voltage Stability Analysis 
Program (VSTAB) by EPRI for PoC calculation and modal analysis is used to determine 
the best location for installing STATCOM as remedial measures against voltage collapse. 
VSTAB is also for contingency assessment to ensure the rating of STATCOM is enough 
to keep the 5% stability margin.  
The optimal location of some FACTS devices including STATCOM in [81] is 
determined from the viewpoint of increasing the loadability margin of a power system by 
applying continuation power flow tool. Power System Analysis Toolbox (PSAT) 
software with power flow and continuation power flow functions is applied to calculate  
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Figure 3.1. STATCOM power injection model. 
 
 
and compare the P-V curves with and without FACTS device. A detailed STATCOM 
power injection model is proposed to use in the continuation power flow as shown in 
Figure 3.1. In the several buses with the same minimum loadability margin, the one with 
the weakest voltage profile is chosen as the STATCOM location. However, no 
contingency cases are involved in the analysis. 
So far no work has been reported in open literature for the optimal location of 
STATCOM considering the effects on economical cost and voltage stability margin 
under both normal and contingency circumstances. 
 
main Simulation vs. Static Voltage Stability MW Margin  
Reference [82] focuses on a STATCOM as a dynamic Var source providing voltage 
support in a power system. Both static voltage stability margins based on P-V curve and 
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time-domain dynamic simulation are carried out and compared to verify the agreement 
between the two study methods. Even though one method is static analysis and the other 
is dynamic analysis, the two different methods lead to the same result. For example, 
voltage collapse in time-domain simulation reflects on P-V curve as the operating point 
out of the range of maximum load capability.  
 
main Simulation vs. Modal Analysis  
Modal analysis and time-domain simulation are used to determine the best location 
for the STATCOM controllers in [83]. Three violations for voltage stability criteria are 
defined in this paper, which are recovery voltage less than 90% of its initial value; 
transient voltage less than 80% of its initial value; and oscillations remaining for more 
than 20 cycles. 
First, critical contingencies that result in voltage unstable condition are identified by 
the sign of the eigenvalues computed in modal analysis. Secondly, time-domain 
simulation is performed to test all critical contingencies and identify the types of criteria 
violations for each critical contingency. By comparing the results from both modal 
analysis and dynamic analysis, a good correlation between the two techniques is found: 
buses with high participation factors in modal analysis are the same that have violations 
to the voltage stability criteria in dynamic analysis. 
 Thirdly, the candidate locations of FACTS controllers are selected by combining the bus 
participation factor from modal analysis and the number of violations from the dynamic 
analysis. However, this testing method to decide the final size and location ignores the 
economic analysis. As a result, it is not accurately based on the maximum benefit. 
 50
In [84], the results for voltage stability analysis from the dynamic analysis using time 
domain simulations and the static analysis using modal analysis are compared, which are 
shown to be consistent in indicating system voltage stability. 
 
3.4 Conclusions 
Voltage stability is indeed a dynamic phenomenon and may be studied using a set of 
differential and algebraic equations. However the static approach is shown to have a 
number of practical advantages over the dynamic approach, which make the static 
approach more attractive. 
• It requires only small modifications of a standard load flow program, so it is 
computationally less intensive. 
• The P-V curves can cover a wide range of system operating conditions, whereas 
the time-domain simulations are for only one operating point. As a result, time-
domain simulation usually requires a large number of study cases at different 
system operating conditions and contingencies.  
• The P-V curves can provide much more information on the relationship between 
system and control parameters and voltage stability. An index value “voltage 
stability margin” is effectively used to illustrate the impact on the voltage stability 
for changing system parameters and Var source size parameters. Time-domain 
simulation gives us the voltage profile of every bus, but can not demonstrate how 
far away to the voltage collapse point from the present operating point. 
• Modal analysis can clearly indicate whether the system is stable or not at the 
given operating mode. In addition, the participation factors clearly define areas 
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prone to voltage instability and indicate elements which are important to improve 
the system voltage stability most effectively. 
Advantage of dynamic analysis is as follows: 
• Time-domain simulation can clearly show the transient process and how long it 
will take to transfer to another stable operating point, which would not be 
illustrated in the P-V curve. The static voltage stability margin in the P-V curve 
can not guarantee transient stability. 
• It is necessary to use dynamic analysis when to decide how fast the Var source 
needs to respond to the contingencies, thereafter, to decide the type of Var source 
such as dynamic Var source or static Var source.  
The response of system voltage to a disturbance and system behavior during a voltage 
collapse situation can be considered as dynamic power system phenomena. However as 
far as reactive long term planning is concerned, a steady-state analysis has been shown to 
be generally adequate for providing an indicator of the margin from current operating 
point to voltage collapse point and for determining the location and MVar rating of any 
necessary reactive power source.  
Although dynamic analysis is separately used to design the controls for system 
reactive support, the advantages of the above static analysis make it suitable for the Var 
planning under a large number of conditions. In the end, the technologies in the literature 
of SVC and STATCOM planning are summarized in Table 3.1. Some methods that are 
originally designed for one compensator may be applied to the other with slight 
modification due to the similarity of SVC and STATCOM. If detailed models of SVC or 
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STATCOM are desired, the specific features of the compensators need to be incorporated 
in the Var planning method, as shown in some previous works.  
After the literature review on static and dynamic reactive power planning, a method 
based on maximizing reactive power economic benefits will be introduced to select Var 
size and location in the following chapters. How to evaluate the reactive power economic 
benefits will be immediately proposed in the next chapter. 
 
Table 3.1. Dynamic Var source planning technology. 
 
Technology SVC(12) STATCOM(4) 
CPF+ Modal analysis (no CA) [66][67][68] [80] IPFLOW, VSTAB 
CPF+ P-V curve     (no CA)   [81] PSAT 
P-V curve + time-domain dynamic simulation  (CA)  [82] 
Modal analysis+ time-domain dynamic simulation (CA)  [83] 
Saddle-node &Hopf bifurcation (CA) [69]  
Loss sensitivity index (no CA) [70][71]  
Max  Q-margin   (NLP)(SA)(no CA) [72][73]  
Min voltage deviation     (NLP)(TA)( no CA) [74]  
Min Var cost and bid offers (SA)( no CA) [75]  
Min Var cost and fuel cost   (SA)( no CA) [77] [78]  
Min Var cost+ load shedding cost+ preventive control 
cost (MINLP)( GA/SLP)(CA)(P-margin) 
[79]  
 
Note: CA- contingency analysis 
IPFLOW, VSTAB- software package for voltage stability analysis 
PSAT - Power System Analysis Toolbox software 
NLP – Nonlinear Programming 
MINLP – Mixed Integer Nonlinear Programming 
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4 .  ASSESSMENT OF THE ECONOMIC 




Before reactive power planning is studied, it is necessary to make clear the benefits 
obtained from reactive power compensation and their quantitative evaluation. The 
optimal location chosen is based on maximizing the quantitative benefits evaluation. 
However, the cost of local dynamic Var sources is high and no a standard method to 
evaluate the economic benefits exists. Although it is generally known that there are 
technical benefits for utilities and industrial customers to provide local reactive power 
support, a thorough quantitative investigation of the economic benefit is greatly needed.  
This chapter demonstrates a possible quantitative approach to assess the “hidden” 
benefits from Var sources at the demand side. This chapter investigates the benefits 
including reduced losses, shifting reactive power flow to real power flow, and increased 
transfer capability. These benefits are illustrated with a simple two-bus model and then 
presented with a more complicated model using Optimal Power Flow. Tests are 
conducted on a system with seven buses in two areas. It should be noted that the 
discussion in this paper is from the viewpoint of the load-serving utility. 
 
4.1 Benefits from Var source in a two-bus system 
To help readers understand these benefits, a two-bus system shown in Figure 4.1 is 
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Figure 4.1. A two-bus system. 
 
 
4.1, there is a generation center with a cheap unit of $20/MWh cost, a load center with a 
large amount of load, and an expensive unit of $25/MWh cost, and a tie line connecting 
the two areas. The net load of the load center (i.e., the total load minus the total local 
generation) is 100 MVA with 0.9 lagging power factor. This implies an import of 90 MW 
and 43.59 MVar (P2 and Q2, respectively) from the generation center through the tie line.  
The other parameters are as follows: the power base is 100 MVA; the voltage at the 
generation center bus is fixed at o00.1 ∠  per unit; and the line impedance is 0.02 + j0.2 per 
unit. It is assumed that the load center is stressed and the tie-line is congested at its 
maximum transfer capability of 100 MVA at the receiving end, constrained by voltage 
stability. Also, the assumption is that the local compensation device will constantly inject 
Qc = 14.01 MVar to lift the load power factor to 0.95, i.e., P’2 = P2 = 90 MW and Q’2 = 
Q2-Qc = 43.59-14.01 = 29.58 MVar. The economic benefits from local Var compensation 
are classified into three categories.  Each of these is discussed below.  Also, hard-to-
quantify benefits are mentioned. 
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om reduced losses (B1) 
 Injection of reactive power at the receiving end reduces the reactive power through 
the tie line and therefore reduces the line current. Since the real power loss is I2R, the loss 
will be reduced if the current is reduced. With the consideration of the load-side voltage 
magnitude remains unchanged and very close to 1.0, the original line loss and the power 

















MWPPP loss 9229021 =+=+=  
 After Qc is connected, the power losses and delivery end power are as follows.  















MWPPP loss 80.9180.19021 =+=′+′=′  
Therefore, the total loss savings at the delivery end is 0.2 MW (92-91.8) or 10% 
reduction of the original 2 MW losses for every 14.01 MVar compensation at the load 
center. This loss reduction represents reduced total generation. The annual saving will be 
$35,040/year ($20/MWh x 0.2 MW x 8760hr) if the same amount of load is assumed for 
every hour. Therefore, the savings in dollars per MVar-year is $2,501/MVar-year 
[($35,040/year) /14.01 MVar]. 
 
om shifting reactive power flow to real power flow (B2) 
  As previously assumed, the tie line is congested due to the maximum transfer 
capability of 100 MVA at the receiving end. If this is the case, it is still assumed that the 
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limit of S2 remains at 100 MVA after the local Var compensation. The reason is that the 
possibly increased amount of transfer capability affects the tie-line tariff collected by the 
transmission owner, as discussed in the next sub-section.   
 Since the reactive power flow, Q2, has been reduced due to local compensation, this 
makes it possible to have more real power delivered from the lower-cost generator while 
the 100 MVA limit is still respected because of 2
2
2
22 QSP −= . This benefit of transferring 
more cheap real power while keeping the same transfer capability is classified as the 
benefit of shifting reactive power flow to real power flow, as in the title of this subsection. 
With the same case in Figure 4.1, after the compensation, Q2 has been reduced to 29.58 
MVar to give a 0.95 lagging power factor for the net load at load center. The new real 
power transferred over the tie-line is given as 
( ) MWQQP C 52.9558.29100100 222222 =−=−−=  
 Hence, the additional deliverable real power is 5.52 MW. Ignoring the additional loss 
due to the 5.52 MW, this is the amount of additional lower-cost real power from the 
generation center to the load center. Therefore, if a re-dispatch is performed, the local 
higher-cost generation will be reduced by 5.52 MW. The economic benefit to the load-
serving utility will be the reduced production cost equal to the 5.52 MW times the price 
difference between the two generators. 
 When a full year is considered, an hour-by-hour accumulation is needed for hours 
when the maximum transfer capability is reached and limits additional power transfer. 
Assuming the tie line is congested during 2 peak months, the total savings due to the 
shifting of reactive power flow to real power flow is equal to $39744/year [($25/MWh -
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$20/MWh) x 5.52MW x 60day x 24hr]. Hence, the savings per MVar-year for the load 
center is $2,837/MVar-year [($39744/year) / 14.01MVar].  
 Under this category, the load will pay less due to the shift of reactive power flow to 
real power flow. Meanwhile, the unit at generation center will receive increased revenue 
due to increased MW dispatch. Similarly, the IPP unit at load center will receive reduced 
revenue due to reduced dispatch.  
 
om increased maximum transfer capability (B3)  
 In the previous analysis, the maximum transfer capability is assumed to be unchanged. 
However, it is very possible that the local Var compensation in the stressed area may 
increase the maximum transfer capability constrained by voltage stability. This is shown 
in Figure 1.1. There are various ways to calculate the change of transfer capability with 
respect to a change of system conditions including local Var injection. Here the equation 
of the maximum real power transfer in a two-bus model [85] is employed as (4.1): 







max                                       (4.1) 
 Again, assume the compensation lifts the power factor from 0.9 to 0.95, i.e., from 90 
MW + j43.59 MVar to 90 MW + j29.58 MVar. Also assume the generation center 
voltage remains at o00.1 ∠ . It can be easily verified that the maximum transfer capacity has 
been improved by 15.5%. Therefore, the load center may receive 103.95 MW (90 x 
1.155), which means it may receive another 8.43 MW (103.95-95.52) of lower-cost 
power from the generation center due to the increase of the transfer capability. 
  Ignoring the line loss caused by this transfer capability increase, the lower-cost 
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generation dispatch is increased by 8.43 MW while the higher-cost local generator 
dispatch is decreased by 8.43 MW. With the previously assumed 2 months of peak load, 
the saved production cost due to the increased transfer capability is equal to $61,416/year 
[($25/MWh -$20/MWh) x 8.43MW x 60day x 24hr]. Hence, the benefit in $/MVar-year 
is $4384 /MVar-year [($61416/year) / 14.01MVar]. 
Similar to the second category, the load will pay less under this consideration due to 
the increased transfer through the tie-line. Also, the unit at the generation center will 
receive increased revenue and the IPP unit at the load center will receive reduced revenue. 
In addition, the transmission company may receive more transmission tariff due to more 
MVA flow through the tie-line. This is also an important reason to distinguish this benefit 
from the previous one. 
 
 Given the sample system above, it is straightforward to conclude the following 
equations: 
                                          1 2 3Bt B B B= + +                                               (4.2) 




1                                             (4.3) 
                                         2 ( )L G shift
congested hours
B C C P= − ⋅Δ∑                         (4.4) 
                                         ( )_ _ _ _3 L inc trans L G inc trans G
congested hours
B C P C P= ⋅Δ − ⋅Δ∑                (4.5) 
where        
Bt = the total benefit from local Var compensation; 
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B1 = the benefit from reduced loss; 
B2 = the benefit from shifting reactive power flow to real power flow without   
        considering change of transfer capability; 
B3 = the benefit from the increased transfer capability; 
CG = the average cost of the generators at the generation center; 
CL = the average cost of the generators at the load center; 
ΔPloss = the reduced loss; 
ΔPshift = the shift of reactive power flow to real power flow; 
ΔPinc_trans_L = the transfer change at the receiving end; 
ΔPinc_trans_G = the transfer change at the delivery end. 
 In (4.5), the change of transfer at the delivery end and the receiving end are 
considered different due to the additional loss caused by the additional transfer in the tie-
line. If the additional loss is ignored as in the previous subsection, ΔPinc_trans_L should be 
the same as ΔPinc_trans_G.  
 It should be noted that while B1 applies to all hours, B2 and B3 apply only to the 
hours when congestion due to transfer capability occurs. In the hours when maximum 
transfer capability is not reached, it is not likely to get more real power imported through 
the tie line after compensation. Otherwise, the base case should have more real power 
import capability. Other constraints such as generation output limits or other transmission 
limits may restrict more real power transfer.    
There are many other benefits which are difficult to quantify such as improvements in 
voltage regulation and voltage quality due to local Var compensation. More detailed 
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investigation is needed to address all these benefits more fully.  
 
4.2 Quantitative evaluation of reactive power benefit 
valuation of reactive power benefit 
This section presents a generic formulation to assess the economic benefits of Var 
compensation via comparisons of five different cases of optimal generation dispatch. The 
dispatch is performed for the three cases using Optimal Power Flow (OPF) with respect 
to transmission limits and inter-tie transfer capability limits [86]. The three cases are as 
follows: 
Base Case: Base system without Var compensation (Qc=0); 
Case1: Compensation is available at a given bus in a given amount, and the original 
interface transfer limit is maintained; 
Case2: Compensation is available as in Case 1, and a new interface transfer limit is 
applied;  
The objective of the OPF for the above three cases is to minimize the fuel cost. The 
constraints include the limits of the transmission networks. The dispatch formulation in 
the OPF model can be written as (4.6): 
Min: ∑ )( GiPf                                                                                                (4.6) 
Subject to: 
0),( =−− θVPLiPGiP
               (Real power balance) 
( , ) 0Q Q Q Q VGi ci Li θ+ − − =




                   (Generation real power limits) 
maxmin
GiQGiQGiQ ≤≤
               (Generation reactive power limits) 
maxmin
iViViV ≤≤                (Voltage limits) 
maxmin
ciQciQciQ ≤≤
                 (Compensation limits)            
maxLF LFl l≤
                            (Line flow thermal limits) 
max
l Lt l Lt
S Sl l
∈ ∈
≤∑ ∑                      (Tie line MVA transfer capability limits considering 
                                                 security margin)                                                
where Lt— the set of tie lines. 
After the optimal dispatches are performed for the three cases, the benefits B1+ B2, B3, 
and Bt may be calculated by simply a comparison of the total fuel cost for each of three 
cases as (4.7-4.9). Assuming z, z1, z2 are the fuel cost for the Base Case, Case1, Case2 
respectively. However the simple comparison of the fuel cost can not facilitate the 
separation of B1 and B2. 
B1+ B2 = z – z1                                                                 (4.7) 
B3 = z1 – z2                                                                        (4.8) 
Bt= z - z2                                                                            (4.9) 
The B1, B2 and B3 also can be identified using the following approach by adopting 
equations (4.2-4.5). In this approach, but the result may not be accurate as that from (4.7-
4.9) due to the adoption of average cost of the generators in (4.3-4.5).   
1.  Perform OPF for Base Case and Case1. 
2.  Calculate the total reduced MW generation from Base Case to Case1. This MW 
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amount 
       is ΔPloss+ ΔPshift.  
3.   Find the reduced system losses, ΔPloss. Then, ΔPshift can be easily obtained. 
4.   Perform OPF for Case2.  
5.   Calculate the changes of MW dispatch in the generation center and the load center 
from 
       Case1 to Case2. These changes are ΔPinc_trans_G and ΔPinc_trans_L. 
6.   Obtain the average marginal costs in generation center and load center from Base 
Case. 
        These values are CG and CL, respectively. 
7.   Apply Eqs. (4.3-4.5) to calculate the three economic benefits, B1, B2, and B3. 
8.   Obtain the fuel cost difference between Base Case and Case2. This is the total  
        accurate economic benefit, Bt.  
9.   Because Bt is not usually equal to B1+B2+B3 due to non-linearity of the system, 
B1, B2,  
        and B3 may be adjusted proportionally such that B1+B2+B3 = Bt.  
10. Steps 1-9 need to be repeated if many different hours or scenarios are considered.  
 
alculation of total transfer capability (TTC) 
In the two-bus system, the Pmax equation is used to obtain the change of tie line 
transfer capability with respect to the local Var injection. However, the Pmax equation is 
not suitable for the multi-bus system. Then how to calculate TTC becomes a key point in 
the evaluation of reactive power benefits, which is also a discussion topic in the literature.  
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In chapter 2, various ways to calculate Point of Collapse (PoC) of a P-V curve are 
introduced such as continuous power flow (CPF) and OPF. In this section, OPF is applied 
to obtain the TTC because it is easy to incorporate various limits into the OPF model 
such as generator real power and reactive power limits, bus voltage limits, which is 











0))(),(),((              (4.10) 
Subject to: 
0),( =−− θVPLiPGiP
               (Real power balance) 
0),( =−−+ θVQLiQCiQGiQ
    (Reactive power balance) 
max
kLFkLF ≤
                          (Line flow limits) 
maxmin
GiPGiPGiP ≤≤
                  (Generation real power limits) 
maxmin
GiQGiQGiQ ≤≤
              (Generation reactive power limits) 
maxmin
iViViV ≤≤               (Voltage limits) 
maxmin
ciQciQciQ ≤≤
                 (Compensation limits) 
0
LiPLiP ≥                 ( Sinki∈ ) 
0
LiQLiQ ≥                   ( Sinki∈ ) 
0
































0                      ( Sinki∈ )     (4.13) 
0/0/ LiQLiQLiPLiP =                                                              ( Sinki∈ )      (4.14) 
where 
PLi0, QLi0, PGi0= initial operation point; 
Generation center is named as Source area, and load center is named as Sink area. The 
objective is to maximize the load demand increase from the initial operation point in Sink 
area. The real power outputs of generators in Source area increase following a specified 
pattern, which is the ratio of reserved real power of generator i to the total reserved real 
power of the generators in Source area.  
The reserved real power is the power available for use to balance the load demand 
increase, which can be expressed as 0max GiPGiP − .  The real power loads in Sink area raise 




P 0/0 . And the complex load is adjusted with constant power factor. 
The real power outputs of generators in Source area and the real/ reactive load in Sink 
area can be adjusted in order to get the maximum transfer capability.  
Assuming the Qci is zero, the tie line transfer capability limit for Base Case can be 
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achieved by running the TTC OPF model. Then assigning the Qci a specified value, an 
increased tie line transfer capability limit may be obtained for Case2. Both limits can be 
put into the three OPF models in section 4.2.1. 
 
4.3 Case study with results 
m 
 In this section the 7 bus test system from PowerWorld [87] is used to demonstrate the 
economic benefits from Var compensation. The diagram of the test system is shown in 
Figure 4.2. The data for the loads, generation, transmission thermal limits and voltage 
limits are shown in Table 4.1. In order to study the increased maximum transfer 
capability for the tie lines, the test system is divided into two areas, the Top Area and the  














Table 4.1. Parameters of the test system 
 
Power base: 100MVA 
Voltage base: 138kV 
Load 
Bus 1 2 3 4 5 6 7 
PL (MW) 0 100 190 150 200 50 80 
QL (MVar) 0 40 75 50 60 20 40 
Generator fuel consumption coefficient 
Bus 1 4 6 7 
a ($/h) 798.92 814.03 515.34 400.41 
b ($/MWh) 20 19 14 15 
Marginal cost 
($/MWh) 
20 19 14 15 
Active power generation limits (MW) 
Bus 1 4 6 7 
PGmax 150 200 300 300 
PGmin 70 50 60 0 
Reactive power generation limits (MW) 
Bus 1 4 6 7 
QGmax 100 100 100 100 
QGmin -100 -100 -100 -100 
Transmission line thermal limits (MVA) 
Line 1-2 1-3 2-3 2-4 2-5 4-3 5-4 6-2 6-7 7-5 
Limit 120 100 100 100 100 120 80 250 100 250 
Voltage limits (p.u.) 
Vmax =1.05 and Vmin=0.95 for every bus. 
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Table 4.2. Load and Generations in Two Areas 
 







1, 2, 3, 4, 5 350 640 -290 
Gen. Center 6, 7 600 130 470 
 
Bottom Area, as shown in Figure 4.2 and Table 4.2. The Top Area is a load center, and 
the Bottom Area is a generation center. The generators in the load center are owned by 
IPPs and more expensive than those in the generation center. 
The interface tie lines between the two areas are line 6-2 and line 7-5. The initial 
operation condition without tie line limit is as shown in Figure 4.3. The inter-tie line 
voltage stability limit from the TTC OPF (the nose point of the P(S)-V curve) is 464 
MVA (233MVA+231MVA) as illustrated in Figure 4.4, which is lower than the sum of 
their thermal limits (500 MVA). If the voltage stability margin is assumed to be 25%, 
then the interface transfer limit is 464 *75%=348 MVA. 
margin, the new interface limit is set as 492.25*75%=369 MVA. 
 The OPF models for the three cases are solved by the Nonlinear Programming (NLP) 
solver MINOS. 
In this test, it is assumed that a 15 MVar compensator will be installed at Bus 3, where 
the lower voltage occurs as indicated by the power flow study of the base case. Although 
the location and amount of Var installation should follow a more rigorous approach 
considering engineering and economic tradeoff, in this case it is chosen simply for 
illustrative purposes. The 15 MVar compensation at Bus 3 raises the voltage stability 








Figure 4.4. PoC (point of collapse) without Var compensation. 
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1) B1 +B2 calculation 
Assuming the tie line transfer capacity limit stays constant after the Var compensation, 
the fuel cost drop owing to Var compensation can be divided into two parts, one is the 
loss cost reduction corresponding to B1, the other is more cheap power delivery to the 
customers corresponding to B2 by reducing the reactive power transfer. The fuel cost 
difference between Base Case as shown in Figure 4.6 and Case1 as shown in Figure 4.7 is 
the sum of B1 and B2: 
B1 + B2  = z – z1= $15283.28/hr - $15273.04/hr = $10.24/hr         
2) B3 calculation 
The above cases are all under the assumption of tie-line limit being constant, however, 
the maximum transfer capability of tie lines has been improved from 4.64 p.u. to 4.92 p.u. 
after Var compensation, as a result, the interface flow limit should be changed 4.92 x 
75% = 3.69 p.u. considering the 25% security margin. Case2 is created by changing the 
tie-line limit form 3.48 p.u. to 3.69 p.u. The result is shown in Figure 4.8, the fuel cost 
reduction due to the tie-line maximum transfer capability improvement is as follows: 
B3 = z1 – z2 = $15273.04/hr - $15169.13/hr = $103.91/hr 
In conclusion, the total economic benefits are Bt = B1+B2+B3 = z - z2= 
$15283.28/hr - $15169.13/hr = $114.15/hr, which is equivalent to $7.61/MVar·hr. 
delivers 20.833 MW more to the load center in Case2 than in Case1, and the load center 
generates 20.82 MW less than in Case1. The slight difference, 0.013 MW, is due to the 




Figure 4.6. Base case.      
 
                               
 








(4.2-4.5) three cases results 
Equation (4.2-4.5) also can be adopted to calculate the benefits. The detailed 
procedure is as follows. From Tables 4.3 and 4.4, it is shown that the total amount of 
dispatch has been reduced by 0.375 MW in Case1 from the Base Case. The dispatch of 
the generation center is increased by 0.547 MW. With the assumption that the reduced 
loss is due to the dispatch reduction at the load center, this implies that 0.547MW 
additional real power is dispatched from the generation center because of the shift of 
reactive power flow to real power flow. Hence, we have ΔPloss = 0.375 MW and ΔPshift = 
0.547 MW.  
Table 4.5 shows the test results from Case2, in which the transfer capability is 
increased from 348 MVA to 369 MVA. Table 4.5 shows that the generation center power  
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Table 4.4. Case1 Results. 
 
System:  15 MVar source at Bus 3,  tie lines limit is 348 MVA 
Total fuel cost : 15273.04 $/hr 
Real power loss: 10.92668MW 
Active power generation (MW) 
Bus 1 4 6 7 
PG 106.087 200.000 300.000 174.839 
Interface flow (MVA) 
Tie Line Line 6-2 Line 7-5 Total 





Table 4.5. Case2 Results. 
 
System:  15 MVar source at Bus 3,  tie lines limit is 369 MVA 
Total fuel cost : 15169.13$/hr 
Real power loss: 10.939343MW 
Active power generation (MW) 
Bus 1 4 6 7 
PG 85.267 200.000 300.000 195.672 
Interface flow (MVA) 
Tie Line Line 6-2 Line 7-5 Total 
Flow 198 171 369 
 
 
System:  No Var source,  tie lines limit is 348 MVA 
Total fuel cost :  15283.28$/hr 
Real power loss: 11.30191MW 
Active power generation (MW) 
Bus 1 4 6 7 
PG 107.010 200.000 300.000 174.292 
Interface flow (MVA) 
Tie Line Line 6-2 Line 7-5 Total 
Flow 188.691 159.309 348 
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MW is very close to the increased transfer capability, 21 MVA (369 - 348). This means 
that almost all increased MVA capacity is used to deliver cheaper real power to the load 
center. This is very reasonable.  
In this test, the average cost, weighted by generation changes, of the marginal units is 
employed to calculate the marginal cost of the whole generation (or load) center. Hence, 
considering fuel price and fuel consumption in GibPa + , we have CG = $15/MWh and CL = 
$20/MWh. Please note the generator at Bus 4 and Bus6 is not considered when 
calculating CG  and CL because they are at its maximum output and are not a marginal 
unit. Using (4.2-4.5), we can obtain the benefits as follows: 
B1 = $20/MWh x 0.375 MW = $7.5/hr 
B2 = ($20/MWh - $15/MWh) x 0.547 MW = $2.735/hr 
B3 = $20/MWh x 20.82MW -$15/MWh x 20.833MW = $103.905/hr 
Bt = B1 + B2 + B3 = $114.14 /hr 
In this test, the two sets of equations (4.2-4.5) and (4.7-4.9) obtain very similar results. 
Equations (4.7-4.9) are more direct and simple as they only need one variable― fuel cost 
from each case. In addition, the results are accurate because no approximate assumption is 
made, but can not directly separate B1 and B2. Equations (4.2-4.5) are very useful to separate 
B1 and B2, however, the approximation for the fuel cost and loss lead to the error. 
 
d payment comparison  
The above simulation is a test for one hour. If multiple hours need to be simulated, we 
may simply employ a chronological simulation or some estimation from several typical 
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hours. Assuming that the B2 and B3 only exist during 4 peak months, and B1 exists for 
the whole year, the total saving for the whole year is ($7.5/hr x 8760hr + ($2.735/hr + 
$103.905/hr) x 120day x 24hr) /15MVar = $26,047.2 /MVar·year. 
As a reference and comparison, the capacity payment to central generators from ISOs 
may be used as a rough evaluation of the value of local Var compensation, because more 
local Var means less Var capacity from central generators. Various ISOs in the U.S. 
provide payment in the range of $1,000~$4,000/MVar-year to generators with reactive 
capability.  
Another viewpoint of Var value is the penalties that may be applied to some U.S. 
power utilities. The penalties are set by the transmission companies or system operators 
to ensure the distributors meet the minimum power factor requirement. The power factor 
penalty costs are then passed to customers. The data among nationwide utilities shows 
that the typical penalty is about $0.10/kW-month [6], which may be translated to a few 
thousand $/MVar-year depending on the required power factor and the present low power 
factor. Despite the above two approaches for rough estimation of local Var value, they do 
not truly represent the economic benefits of the local Var support.  
It can be verified that the total benefit in $/MVar-year is very comparable to the Var 
payment to central generators or power factor penalties, if the tie-line congestion is 
assumed to be a few months.  
 
4.4 Conclusion 
In this chapter, the economic benefits from Var sources are discussed through a 
quantitative approach. Certainly, it is not possible to include all benefits in the form of 
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dollars. However, the method developed in this chapter does present a systematic 
approach to quantify some important benefits from Var compensation in dollars. The 
conclusions and need for future work based on this research may be summarized as 
follows: 
• The economic benefit to utilities from local Var compensation is significant if 
compared with the payment to central generators or power factor penalties.  
• Other entities may have reduced or increased revenues from local Var 
compensation under each of the three benefit categories. Therefore, the allocation 
of the installation cost and operation benefit of Var compensators needs further 
investigations in the future. 
• The major and quantifiable economic benefit may be classified into three 
categories: reduced losses, shifting reactive power flow to real power flow, and 
increased transfer capability.  
• The economic benefit can be obtained by a set of OPF runs. 
• Since the benefit is significant and comparable to the payment to central 
generators, it will be necessary to include DERs or other local Var sources into 
future Var markets.  
• The separation of the three benefits may be helpful to design future reactive 
power market and pricing for different components. So, reasonable payment or 
revenue may be collected and distributed to different market participants.  
• This paper assumes a constant Var injection and a fixed location. In the future, an 
in-depth analysis of different Var sources and locations is needed because they 
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may have different voltage-power characteristics. 
The next chapter will discuss the reactive power economic benefit sensitivity to the 
size of Var compensation and sensitivity to the generator marginal cost. The sensitivities 
can be used to estimate the effect on the economic benefits variations in parameters such 







5 . SENSITIVITY ANALYSIS OF THE 




The previous chapter has discussed the economic benefits of local reactive power 
compensation. Under a competitive market environment, the economic efficiency should 
be considered with engineering requirements. This chapter investigates the sensitivity 
analysis of the economic benefit with respect to the size of the Var compensator and the 
generator marginal cost.  
A new procedure is proposed in this chapter to estimate the economic sensitivity 
subject to different Var requirements. With the proposed model and procedure, system 
planning engineers may easily identify where the most economic upgrade can be 
achieved while respecting all engineering requirements among many different upgrade 
options, and what is the economic effect to the Var benefit if the generator marginal cost 
increases with the surge of the fuel price. Tests are performed in a standard system to 
verify the proposed approach.   
 
5.1 Sensitivity of Var economic benefits with respect to the size of the 
ensator 
In the case study of chapter 4, Var compensation Qc is chosen as 15 MVar, a question 
maybe raised why the size of 15 MVar is selected? This question will be answered in this 
section. In fact, when Qc is 15 MVar, the total economic benefits Bt reaches its peak. In 
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order to decide the optimal Var quantity, sensitivity analysis of Var economic benefits 
with respect to the size of the Var compensator is necessary, which has fundamental 
economic interpretation of the $ benefits associated with marginally increasing the Var 
quantity. 
 
tal transfer capability (TTC) 
This sensitivity may be obtained by increasing the variable of Var size step by step 
and solving the associated OPF nonlinear problems such as Base Case, Case1, Case2, and 
TTC. However, tie lie TTC is a parameter in Base Case and Case1 and Case2, especially 
it is closely associated with Qc quantity in Case2; in other words, it changes in Case2 
with the increase of Var size as shown in Figure 2.4. Minimizing fuel cost and the 
calculation of TTC can not be realized in just one OPF, as a result, tie line TTC vs. Qc 
curve should be calculated beforehand.  
Tie line transfer limit versus reactive compensation at bus 3 is shown in Figure 5.1. 
The tie line transfer limit equals tie line TTC x (1 - SM), SM is 25% in our cases. The tie 
line transfer limit rapidly increases from 3.48 p.u. and reaches its maximum value 3.69 
p.u. when Qc(bus3) increases from 0 to 15MVar, immediately followed by a slow decline 
to 3.5729 p.u. over the period of  Qc = 15MVar to 130MVar. After that, it gradually 
increases from 3.5729 p.u. to 3.6066 p.u. during the period of Qc = 130MVar to 200MVar. 
The TTC OPF model becomes infeasible if the Qc is greater than 200MVar, so the upper 
limit of Qc size in this case is 200MVar. 
Usually, TTC is considered to increase with more Var compensation, but it is only 
true in some specific Qc range such as 0-15MVar and 130MVar-200MVar. On the 
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Figure 5.1. Tie line transfer limit versus reactive compensation at bus 3. 
 
 
contrary, it becomes smaller with more Var compensation when Qc = 15MVar-130MVar. 
This trend affects the benefit greatly.  
In order to explore the shape of the tie line transfer limit vs. Qc curve, some limits 
such as generator real power Pg, generator reactive power Qg, and voltage V constraints 
are relaxed respectively as shown in Figure 5.2. In practice, particularly when the power 
system is uniformly and highly stressed, there are often multiple limits encountered. 
Therefore, the tie line TTC may drop with Qc going up. For example, if there is no Pg 
upper and lower limits, tie line TTC will be much higher than that with Pg limits after Qc 
≥15MVar. However, Pg limits do not take effect before Qc = 15MVar since the blue line 





















TTC relax Pg limit TTC relax Qg limit TTC relax V limit TTC with all limit
 
 
Figure 5.2. TTC with relaxed limits versus reactive compensation at bus 3. 
 
 
eneral Algebraic Modeling System) procedure  
The general scheme of GAMS will be summarized in this section. The basic 
procedure as applied to sensitivity analysis is shown in Figure 5.3. The GAMS process 
starts by repeating to solve the TTC model with different Qc quantity from 1MVar-
200MVar, the output is the tie line transfer limit L1-L200 corresponding to Qc1-Qc200. The 
benefits calculation includes Base Case, Case1 and Case2 introduced in chapter 4.  
The total fuel cost output is Z in Base Case, in which there is no Var compensation. 
Thus, Z will not change in the whole process. Repeating Case1 with Qc1-Qc200 as input, 
the corresponding output of total fuel costs in Case1 are Z1,1-Z1,200. Then repeating Case2 
with (Qc1, L1) - (Qc200, L200) as input, the corresponding output of total fuel costs in Case2 
are Z2,1-Z2,200. Finally, Bi,1 - Bi,200 (i = 1,2,3) may be obtained following the procedure  
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L1 , L2 , … L200TTC Model 





Z1,1 Z1,2 … Z1,200  
Z2,1 Z2,2 … Z2,200  
B3,1 B3,2 … B3,200  
B1+B2,1 … B1+B2,200
 




introduced in chapter 4. The most important feature in this process lies in the tie line 
transfer capability constraints changing corresponding to the quantity of Var 
compensation. 
 
cost in three cases versus Var compensation at bus 3 
The total fuel cost in Base Case, Case1 and Case2 versus Qc(bus3) is shown in Figure 
5.4. As introduced in section 5.1.2, Z keeps as constant during the whole process. Z1 slips 
first and then climbs up at Qc = 103 MVar. The minimum Z1 is $15247.12. Z2 is closely 
relevant to Figure 5.2(a). It is easily noted that the shape of Z2,1-Z2,200 is exactly opposite 
to tie line transfer limit L1-L200. The reason is that the higher tie line transfer limit, the 
more cheap power can be delivered, then fuel cost becomes less.  
 
mic benefits versus Qc(bus3) 
From the Figure 5.4, Var economic benefits versus Qc(bus3) curves can be calculated 
directly by adopting equations (4.2-4.5) in chapter 4.  
Benefit 1 from reduced losses vs. Var compensation shapes like a hill as shown in 
Figure5.5. The uphill part is due to the reduction of current flow from the injection of 
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Figure 5.4. Fuel cost in five cases versus Var compensation at bus 3. 
 
reactive power at the load center, therefore the lower losses increases benefit 1. The 
reason for the downhill part is the over injected reactive power that can not be consumed 
by the loads have to be balanced by generators. Therefore, the overprovided reactive 
power has to be transferred through the lines; as a result, the line current increases, then 
the I2R losses increases. The top of the hill is $23.74 at Qc = 87MVar. 
Benefit 2 from shifting reactive power flow to real power flow vs. Var compensation 
is shown in Figure 5.6. B2 increases from zero to about $14.00 until saturation at Qc = 
90MVar. 
Benefit 3 from increased maximum tie line transfer capability vs. Var compensation is 
shown in Figure 5.7. The shape of Figure 5.7 is the same with Figure 5.2 due to the greater tie 
line transfer capability the more cheap power can be delivered from generation center to load 






























































In reactive power planning, the total benefit Bt is generally the most important; the 
criteria of location and size selection is to get maximum total benefit. The total benefit Bt 
including B1, B2, and B3 vs. Var compensation is shown in Figure 5.8. Bt reaches its 
maximum value $114.15 at Qc = 15Mvar. This means if the Var is over_compensated 
more than 15Mvar, the potential economic benefits will decrease. In one word, 
continuously increasing Var is not necessarily better; the benefits may decrease at some 
point with the Var compensation increasing.  
Figure 5.9 gives us a whole picture for the economic benefits changing tendency with 
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Figure 5.10. Bi sensitivity versus Var compensation at bus 3. 
 
 
of Var economic benefits versus Var compensation  
Sensitivity of Var economic benefits including 
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versus Qc(3) is shown in Figure 5.10.  Generally, Figure 5.9 and Figure 5.10 reflect the 
same principle, but it is obvious in Figure 5.10 the sensitivity becomes negative from 
positive at some specific point, which is the maximum point in Bi (i = 1,2,3) vs. Qc curve. 
This point may be a useful indicator in deciding the Var size. 
 
rt cost allocation 
However, people may ask why Bi (i = 1,2,3) sensitivity is needed if Bt sensitivity is 
enough for reactive power planning analysis? The answer is Bi (i = 1,2,3) sensitivity is 
very useful for “Var support cost allocation”. While the Var planning model determines 
the optimal location and size of Var support, it does not directly provide any means to 
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allocate the costs among the generators, transmission, and load customers in a 
deregulated market framework.  
There is no a standard method to allocate the Var cost, which prevents people from 
installing some expensive Var compensator such as STATCOM because it is unclear who 
should pay for it. The problem of cost allocation is a hotly debated topic. We propose to 
allocate the Var cost based on the economic benefits percentage among the generators, 
transmission, and load customers, but allocation cost among different load customers will 
not be covered in this proposal.  
Assuming 15MVar compensation is injected at bus 3, the load will pay less due to the 
benefits 1-3, the total amount is Bt. The IPP units at the load center will receive reduced 
revenue due to the reduced dispatch, so IPPs can not get any benefits, they will be 
excluded in the cost allocation, or even receive compensation at a rate acceptable to all 
parties.  
The units at the generation center will have reduced revenue due to benefit 1, but 
have increased revenue due to benefit 2 and 3. The reduced dispatch of generation center 
in benefit 1 analysis is R1 MW, while the increased dispatch in benefit 2 and 3 analysis is 
R2 MW and R3 MW respectively. So, the total revenue is (R2+R3-R1) x generator 
marginal price. The transmission company may receive more transmission tariff due to 
the increased MVA flow (T1) mainly though the tie line in benefit 3 analyses.  
In conclusion, the utility will get economic benefit Bt ($/hr), generator center will 
obtain benefit in dollars as (R2+R3-R1) x generator marginal cost ($/hr), the transmission 
company will gain T1 x transmission tariff ($/hr). Var cost allocation can follow the ratio 
of these benefits. 
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5.2 Sensitivity of Var economic benefits with respect to the generator 
cost 
The natural gas price surged at around 2000; as a result, the marginal cost of some 
generators burning gas is also rising. What is the effect of generator marginal cost 
increase on the Var economic benefits? This section is conducted in response to the sharp 
increase in gas price and the corresponding generator marginal cost. The section focuses 
on two situations (1) load center generator marginal cost increase, (2) generator center 
generator marginal cost increase. These two situations have different effect on the 
economic benefits. 
 
marginal cost increase in load center 
The marginal costs of the generators at bus1, bus4, bus6, and bus7 in the case are 
$20/MWhr, $19/MWhr, $14/MWhr, and $15/MWhr respectively. One hundred steps will 
be executed to increase the generator marginal cost. In total, $10/MWhr cost increase will 
be tested using $0.1/MWhr for every step.  
Generator dispatch in Base Case, Case1, and Case2 versus generator marginal cost 
increase at bus 1 is shown in Figure 5.11-5.13. The generator at bus1 is already the most 
expensive one in the four generators. It will keep as the most expensive one when its 
marginal cost increases. That is why its cost increase can not affect the dispatch as shown 
in the figures.  
However, the average cost of the generators at the load center CL becomes higher and 
higher, even the average cost of the generators at the generation center CG, the shift of 
reactive power flow to real power flow ΔPshift, and the increased real power transfer 
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Figure 5.12. Generators dispatch in case 1 versus generator marginal cost increase at bus 1. 
 
 91









19 21 23 25 27 29 31














Gen.(1) Gen.(4) Gen.(6) Gen.(7)
 
 
Figure 5.13. Generators dispatch in case 2 versus generator marginal cost increase at bus 1. 
 
 
ΔPinc_trans is kept as constant due to the unchanged dispatch. From the equations 
2 ( )L G shift
congested hours
B C C P= − ⋅Δ∑ and ( )_ _ _ _3 L inc trans L G inc trans G
congested hours
B C P C P= ⋅Δ − ⋅Δ∑ ,  it can be 
concluded that B2, B3, and Bt will linearly increase with the bus1 generator marginal cost 
increase as shown in Figure 5.14. 
Generators dispatch in base case, Case1, and Case2 versus generator marginal cost 
increase at bus 4 are shown in Figures 5.15-5.17. The generator at bus4 is the second 
most expensive one in the system. Its dispatch keeps as a constant at the beginning until it 
drops to some lower level because it becomes the most expensive generator with the 
marginal cost increase. At the same time, the dispatch of generator at bus1 increases to 
compensate the dropped part of bus4 generator because bus1 generator is cheaper to 
dispatch. 
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Figure 5.14. Economic benefits versus generator marginal cost increase at bus 1. 
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Figure 5.16. Generators dispatch in case 1 versus generator marginal cost increase at bus 4. 
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Figure 5.17. Generators dispatch in case 2 versus generator marginal cost increase at bus 4. 
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Figure 5.18. Economic benefits versus generator marginal cost increase at bus 4. 
 
As the bus1 generator marginal cost increase, B2, B3, and Bt will linearly increase 
with the CL becoming higher and higher when generator’s dispatch keeps as constant, 
which is only partially true in Figure 5.18, Economic benefits versus generator marginal 
cost increase at bus 4.  
It is easily noted that the B1, B2 and B3 are constant at the beginning of the curve 
when bus4 generator is fully dispatched 200MW, even CL becomes higher and higher. 
That is due to the fact that the margin is zero and the marginal cost is infinity for a fully 
dispatched generator, alternatively, the marginal cost does not change until the dispatch 
of bus4 generator is less than 200MW. 
The generator marginal cost in load center increase has positively contributed to the 
Var economic benefits since the generator marginal cost difference between load center 
and generation center is positive in proportion to the benefits. Thus, any time the fuel 
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increases in the load center the economic benefits tend to increase also. The Var 
compensator user will not suffer from continuous generator marginal cost increase in load 
center. 
 
marginal cost increase in generator center 
Generators dispatch in base case, Case1, and Case2 versus generator marginal cost 
increase at bus 6 are shown in Figures 5.19-5.21. The bus6 generator is the cheapest one 
in the four generators. The dispatch does not change until generator marginal cost at bus6 
exceeds that of bus7, which leads to bus7 generator fully dispatched instead of bus6 
generator, because the bus7 generator becomes the cheapest one.  
There is another dispatch exchange between the generators at bus6 and bus1 when 
generator marginal cost at bus6 exceeds that of bus1; as a result, bus1 generator is fully 
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Figure 5.19. Generators dispatch in base case versus generator marginal cost increase at bus 6. 
 
 96









13 15 17 19 21 23 25














Gen.(1) Gen.(4) Gen.(6) Gen.(7)
 
 













13 15 17 19 21 23 25














Gen.(1) Gen.(4) Gen.(6) Gen.(7)
 
 
Figure 5.21. Generators dispatch in case 2 versus generator marginal cost increase at bus 6. 
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dispatched. In terms of bus4 generator fully dispatched, there is no dispatch exchange 
between the generators at bus6 and bus4; otherwise, there will be three dispatch 
exchanges. 
Similar to the Figure 5.18, Var economic benefits remain unchanged at the beginning 
part concerning bus6 generator fully dispatched in Figure 5.22, Economic benefits versus 
generator marginal cost increase at bus 6. Afterward, it is followed by a steep decline 
until benefit 3 drops to zero, as a result of the average cost difference of the generators at 
the generation center and the load center (CL- CG) shrinking. The curves in Figure 5.22 
end as a constant with regard to three of the four generators fully dispatched. 
Generators dispatch in base case, Case1, and Case2 versus generator marginal cost 
increase at bus 7 are shown in Figures 5.23-5.25. One dispatch exchange happens 
between bus7 generator and bus1 generator when the marginal cost at bus7 goes beyond  
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Figure 5.22. Economic benefits versus generator marginal cost increase at bus 6. 
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that of bus1, the dispatches before and after the exchange all remain constant. 
 
Figure 5.26 demonstrates the economic benefits versus generator marginal cost 
increase at bus 7. Its trend is very similar to Figure 5.22 except the beginning constant 
part of the curve as bus7 generator is not fully dispatched initially, then benefits drop 
with the (CL- CG) shrinking from the start until the generators at bus 1, 4, 6 are all fully 
dispatched. The marginal cost increase in generator center could be attributed to the Var 
benefits decrease. In other words, the increased tie line transfer capability is worthless if 
no cheaper power is ready to be transferred. 
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Figure 5.23. Generators dispatch in base case versus generator marginal cost increase at bus 7. 
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Figure 5.25. Generators dispatch in case 2 versus generator marginal cost increase at bus 7. 
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The conclusions based on this chapter may be summarized as follows: 
• The sensitivity analysis of Var economic benefits with respect to the size of the 
Var compensator is adopted to decide the optimal Var quantity. 
• A new procedure is proposed in this chapter to estimate the economic sensitivity 
subject to different Var size. 
• The most important feature in this procedure lies in the change of the tie line 
transfer capability constraints corresponding to different amount of Var 
compensation. 
• Continuously increasing Var is not necessarily better; the benefits may decrease at 
some point with the Var compensation increase.  
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• The shape of benefit 3 versus Qc is the same with tie line transfer capability 
versus Qc, due to the increased tie line transfer capability allows additional cheap 
power delivered from generation center to load center, therefore, the more benefit 
3. 
• Bt versus Qc is used for Var planning, Bi (i=1,2,3) versus Qc is helpful for “Var 
support cost allocation” among the generators, transmission, and distribution in a 
deregulated market framework. 
• The sensitivity analysis of Var economic benefits with respect to the generator 
marginal cost is used to predict the Var benefits change if the fuel price 
continuously increases. 
• The interesting trend revealed in the marginal cost sensitivity analysis is the 
positive relationship between the generator marginal cost in load center and the 
Var economic benefits, and negative relationship between the generator marginal 
cost in generation center and the Var economic benefits.   
• The reason is the average generator marginal cost difference between load center 
and generation center is positive in proportion to the benefits.  
• In general, the generators in load center are more expensive gas turbine generators 
whose cost is easily affected by the fuel price, so the positive relationship between 
the marginal cost and the benefits is common. 
The main content in the next chapter is the future work including location selection 
based on economic benefit sensitivity analysis, a new VSCOPF (voltage stability 
constrained optimal power flow) model to solve location and size problem in one model, 
and a detailed STATCOM model incorporated in the VSCOPF. 
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6 .  ENUMERATION METHOD FOR 
REACTIVE POWER PLANNING BASED 
ON VAR ECONOMIC BENEFITS  
 
The assumption in Chapter 4 and Chapter 5 is that the location and size of Var 
compensator are assigned arbitrarily or based on engineering or financial constraints. 
However, this assumption may not be always true in engineering practices. The further 
research work will focus on optimal location and size decision strategy based on 
maximum economic benefits considering technical requirements such as voltage stability.  
In this chapter, an enumerative method based on Var economic benefits is proposed 
to incorporate voltage stability margin in the reactive power planning. The study on Var 
planning presented in this chapter is a straightforward, two-step approach: 1) it utilizes an 
Optimal Power Flow (OPF) model to update the Total Transfer Capability (TTC) for 
different Var amounts and at different locations in order to give a more accurate 
evaluation of Var benefits, which is not clearly shown in the literature; 2) it then performs 
two OPFs for each Var location and amount combination to evaluate the Var benefits in 
three categories. Although this approach may be time-consuming, it does give a full 
spectrum and insightful information about the benefits under different categories if a Var 
compensator is installed at a specific location and a specific amount compared with 
considering only two benefits (B1 + B2) in the literature. Hence, the sensitivity of 
economic benefits under different categories will be easily obtained. This approach may 
be used for benchmarking. In addition, the test results from a seven-bus system in this 
chapter show that it is not always economically efficient if Var compensation increases 
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continuously. As an example, tests are conducted on a system with seven buses in two 
areas and three Var installation candidate locations. 
 
6.1 Introduction to Enumeration method 
In order to decide the optimal Var quantity, sensitivity analysis of Var economic 
benefits with respect to the size of the Var compensator is necessary, which has 
fundamental economic interpretation of the $ benefits associated with marginal increase 
of the Var quantity. 
The sensitivity to the Var quantity is a good indicator not only for size selection but 
also for location decision. In the economic benefits analysis, the location is fixed; if some 
other buses as potential candidates for Var compensator installation are tried for the 
benefit sensitivity analysis, a series of benefits versus Qc curves at different buses may be 
obtained.  
The optimal location can be achieved by a comparison of the net benefit (total benefit 
- Var cost) as shown in Figure 6.1 at all candidate buses, which is called enumeration 
method. If the maximum net benefit is the goal to achieve in reactive power planning, the 
location and amount at highest net benefit will be chosen as the optimal solution. Please 
note that if the cost-effectiveness is the goal, then a cost-benefit analysis can be easily 
employed on top of the benefit analysis in this work to identify the most cost-effective 
location and size of Var compensation. Nevertheless, consideration of Var cost imposes 
little additional mathematical complexity since it can be simply addressed by subtracting 
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Figure 6.1. Identify the optimal Var size and location from net benefit versus Qc curve. 
 
 
6.2 Implementation of Enumeration Method  
The sensitivity of economic benefits with respect to the Var quantity may be obtained 
by increasing the Var compensation amount gradually and solving the associated OPF 
nonlinear problems such as Base Case, Case 1, Case 2, and TTC (total transfer capability). 
However, tie line TTC is a parameter in Base Case, Case 1, and Case 2. Especially, it is 
closely related to Qc quantity in Case 2. In other words, the tie line TTC changes in Case 
2 with the increase of Var size as shown in Figure 6.2. Minimizing fuel cost and the 
calculation of TTC cannot be realized in just one OPF, as a result, tie line TTC vs. Qc 
curve should be calculated with the procedure introduced in section 4.2.2 (i.e., OPF 
model for the calculation of total transfer capability) before the reactive power planning 
process (i.e., another OPF model for minimizing fuel cost considering Var size and 
location). 
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Figure 6.2. Locus of PoC with reactive compensation. 
 
 
The general procedure of the enumerative method will be summarized in this section. 
The approach is implemented in General Algebraic Modeling System (GAMS), a 
programming language for optimization. The basic procedure of the enumerative method 
is shown in Figure 6.3. The GAMS process starts from Base Case, in which there is no 
Var compensation.  Thus, the total fuel cost output Z0 in Base Case will not change in the 
whole process. After assigning the trial location bus i and the MVar amount of Var 
compensation j, TTC OPF model can be run to obtain the tie line transfer limit Lij 
corresponding to Qcj. With Qcj and Lij as input to Case 1 and Case 2, the total benefit of 
Var compensation corresponding to Qcj at bus i may be obtained as ∆Zij. Then, the net 
benefit, ∆Zij’, can be easily obtained by subtracting the Var cost from the total benefit. By 
repeating the above process, the full spectrum of benefits under different bus locations in 
various amounts may be drawn in a graph shown in the next section. The most important 
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different quantity and a different location of Var compensation. 
Four OPF models are involved in this approach: Base Case, Case 1, TTC, and Case 2 
models. If there is no need to identify B1, B2 and B3, and only Bt is needed, then only 
three OPF models (Base Case, TTC, and Case 2) are involved. If we assume there are n 
candidate buses and m possible Var compensation amounts, the complexity for the 
selection of optimal location and size by adopting the above enumeration method is (1 + 
2mn) OPF runs.  
 
6.3 Test system results 
 
its 
Assume bus2, bus3, and bus5 in Figure 4.3 are three Var compensation location 
candidates. By applying the scheme in Section 6.2, Figures 6.4, 6.5, and 6.6 provide the 
whole picture for the tendency of the economic benefits versus Var compensation at Bus 
2, Bus 3, and Bus 5, respectively. The TTC OPF model becomes infeasible if the Qc is 
greater than 200 MVar, so the upper limit of Qc size in this case is set to 200 MVar. If 1 
MVar step change is chosen, m = 200 cases are calculated to draw each curve in Figures 
6.4, 6.5, and 6.6.   
In reactive power planning, the total benefit Bt is an important index. The criterion of 
location and size selection is to identify the maximum (total benefit – Var cost). Hence, 
Bt_bus2, Bt_bus3 and Bt_bus5 are shown in one picture for convenient comparison in 
Figure 6.7. The benefits, Bt_bus2, Bt_bus3 and Bt_bus5, rapidly increase from 0 and then 
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MVar, Qc_bus3 = 15 MVar, and Qc_bus5 = 35 MVar, respectively, then immediately 
followed by a slow decline. 
 
M cost function 
Assuming the Var compensator is a STATCOM in this work, the Var cost function 
f2(Qci) will be derived based on Figure 6.8. For typical devices’ ratings, the lower limit of 
the cost areas shown in Figure 6.8 indicates the equipment costs, and the upper limit 
indicates the total investment costs including the infrastructure costs. Thirteen points 
from the upper limit are read as fitting points, which are given as the following (MVar, 
US$/kVar) pairs: (100, 130), (125, 127), (150, 123), (175, 118), (200, 116), (225, 113), 
(250, 110), (275, 107), (300, 105), (325, 104), (350, 103), (375, 102), and (400, 100). A 
least square method is employed to fit all the 13 points in order to obtain the cost function.  
The quadratic polynomial cost function shown in Figure 6.8 is y(Qci) = 0.0002466 * 
Qci 2  - 0.2243 * Qci + 150.527 ($/kVar). With the assumption of 10-year lifetime, then the 
cost function becomes 1000 * y(Qci) /(8760 * 10) ($/MVar·hr). Thus, the total Var cost 
shown in Figure 6.9 is f2(Qci) =  [1000 * y(Qci) /(8760 * 10)] * Qci ($/hr), which has 
consistent units with the benefits. 
 
t for candidate buses 
The net benefit at candidate buses versus Var compensation curves are shown in 
Figure 6.10. The maximum net benefit $88.94/hr happens at the point Qc3 = 15 MVar. It  
is obvious that installation of 15 MVar Qc at Bus 3 is the best choice if the max benefit is 















Figure 6.8. Typical investment costs for STATCOM ($/kVar). 
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economic loss since the net benefit drop below zero. The above analysis shows that the 
potential economic benefits will decrease if the Var is compensated more than 15 MVar. 
In other words, it is not necessarily better to have more Var compensation. The benefits 
may decrease at some point as the Var compensation grows.  
 
6.4 Conclusion 
In this chapter, the economic benefit analysis is applied to Var planning to show the 
benefit under each category varies differently with respect to locations and amounts of 
Var compensation. The conclusions and need for future work based on this research are 
summarized as follows: 
• An important feature in the enumerative approach lies in the impact to economic 
benefit from the new tie line transfer limits corresponding to different amount of 
Var compensation, which is not clearly shown in the literature. 
• A full spectrum and insightful information about the benefits under different 
categories is given if a Var compensator is installed at a specific location in 
various amounts. 
• Net benefit versus Qc curves at different candidate locations may be adopted to 
decide the optimal location and Var quantity. Although this straightforward 
approach may be time-consuming, the results from this approach may be used for 
benchmarking purposes for future research. 
• Based on the sensitivity of Var benefits, the economic efficiency may not grow as 
the Var compensation amount grows. The benefits may decrease at some point as 
the Var compensation increases.  
 114
• Three OPF models (Base Case, Case 2, and TTC models) are involved to evaluate 
the total benefit of Var compensation at a given location and amount. Assuming 
there are n candidate buses, m possible Var compensation amounts, the total OPF 
runs in the Enumeration Method will be (1 + 2mn). In the future, an efficient 
model to simultaneously address the change of new TTC and the new economic 
benefit is needed. The complexity of the efficient model is preferred to be 
independent of n. A new RPP model using two-set variables based on VSCOPF 
(voltage stability constrained optimal power flow) to solve location and size 
problem will be introduced in Chapter 7. Then, a novel algorithm using 


























7   VOLTAGE STABILITY 
CONSTRAINED OPTIMAL POWER FLOW 
(VSCOPF) WITH TWO SETS OF 
VARIABLES (TSV) FOR VAR PLANNING 
 
The enumeration method for a large system is time-consuming because 3 models and 
1+2mn OPF runs are needed. Therefore, it will be a great achievement if all the models 
are combined in one optimization model to maximize the net benefit ( = Base Case fuel 
cost - Case 2 fuel cost - Case 2 Var Cost). Since Base Case fuel cost is fixed, maximizing 
net benefit is equivalent to minimizing the sum of fuel cost and Var cost for Case 2 (with 
Var compensation). A new VSCOPF (voltage stability constrained optimal power flow) 
model with two sets of variables (TSV) to solve the location and size simultaneously in 
one optimization model is introduced in this chapter, which is equivalent to a 
combination to the 3 models of Chapter 6.  
Originally, TSV method is presented in [88] as a mathematical model to handle 
voltage stability issue. However, it does not address the application of TSV approach in 
Var planning. Other later works in [60-62] use the similar TSV constraint for Var 
planning with Var cost minimization as the objective function. Thus, the three Var 
benefits are ignored, and then the motivation to install Var compensator, especially in the 
de-regulated environment, is weakened. The research work in this dissertation employs a 
new objective goal of minimizing the sum of fuel cost and Var cost, which represents the 
true optimization model of Var planning. The results show that the new objective 
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function may lead to significant difference in the optimal Var location and size.   
 
7.1 A general format of VSCOPF model with TSV  
The objective here is to minimize both fuel cost and Var cost, and at the same time, 
increase system voltage security by keeping the operating point away from the PoC 
(point of collapse or critical point) at no less than a pre-defined distance measured by 
MVA. For this purpose, two sets of network variables and power flow constraints 
corresponding to the “normal operating point” and “critical point (PoC)” are adopted in 
the VSCOPF model [88] as follows: 
Min: C(xo, ρ)  
Subject to: 
F(xo, ρ, λo) = 0 
F(x*, ρ, λ*) = 0   
(λ* - λo)/λ* = SM 
SM ≥ SMspec 
xomin ≤ xo ≤ xomax 
x*min ≤ x* ≤ x*max 
ρ min ≤ ρ ≤ ρ max                                                                                                     (7.1) 
where “o” stands for the “normal operating point” and “*” for the “critical point (PoC)”; 
x represents dependent system variables such as voltage V, angle θ, generator real power 
and reactive power output PG and QG; ρ represents power system independent parameters 
and control variables such as Var compensation Qc, which are the same in both “normal 
operating point” and the “critical point (PoC)”; λ represents tie line load level; C(xo, ρ) 
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represents the operating cost and the Var cost function that usually depends on some of 
the system variables such as PG at the current operating point and control variables such 
as Qc; F(x, ρ, λ) = 0 represents steady state power flow equations of the system; (λ* - 
λo)/λ* is satisfied with the definition of security margin SM = 
[ ]
PoCatloadMVA
loadbaseMVAPoCatloadMVA − . 
By using this model, λ* can be automatically pushed to the total transfer capability 
(TTC) without running another TTC OPF like what is done in Chapter 6, which is the 
significance of this VSCOPF model based on TSV. Because minimizing fuel cost leads to 
transferring cheaper power from generation center to load center as much as possible, the 
tie line flow at “normal operating point” λo will be pushed as high as possible. As a result, 
tie line load level for “critical point” λ* keeping a pre-defined distance from λo will also 
be pushed as far as possible on the P-V curve until it reaches the collapse point. However 
if the objective function does not include minimizing fuel cost, λo and λ* will not be 
pushed as far as possible on the P-V curve, since the motivation to increase TTC then to 
decrease fuel cost does not exist. The case study will show this in detailed results.  
 
7.2 A detailed VSCOPF model with two sets of variables for Var 
The above general VSCOPF format will be expanded to a detailed model especially 
for Var planning in this section as follows: 
Min: iciGoi yQfPf ×+∑∑ )()( 21   
Subject to: 
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A. The following constraints are applicable to both normal operating point and the critical 
point: 
∑ = kyi                                       (Number of Var compensator installations) 
0),( =−− ooLoiGoi VPPP θ               (Real power balance) 
0),( **** =−− θVPPP iLiG  
0),( =−−+ ooLoiciGoi VQQQQ θ      (Reactive power balance) 
0),( **** =−−+ θVQQQQ iLciiG  
maxmin




GiiGGi PPP ≤≤  
maxmin




GiiGGi QQQ ≤≤  
maxmin




iii VVV ≤≤  
maxmin
cicici QQQ ≤≤                         (Compensation limits)        
maxLFLFlo ≤                                (Line flow thermal limits) 
max
















                (Tie line MVA transfer capability security margin)   
             
spectSMSM ≥                              (Security margin limits)    
                                                                                                                  (7.2) 
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B. The following constraints are only applicable to the critical point: 
0
** iLiL PP ≥      ( Sinki∈ )                (real load in load center increases) 
0
** iLiL QQ ≥       ( Sinki∈ )               (reactive load in load center increases) 
0
** iGiG PP ≥      ( Sourcei∈ )           (real power generation in generation center 

































**      (the pattern of generation 
                                                                                   increase)     































** // iLiLiLiL QQPP =                   (maintaining constant power factor when load 
                                                    increases) 
                                                                                                                          
                                                                                                                                  (7.3) 
where o —“normal operating point”;  *  —“critical point (PoC)”; 
k — number of Var compensator installation;  l —  the set of lines; Lt —  the set of tie 
lines;  f1(PGoi) — fuel cost for generator at bus i;   f2(Qci) — Var cost at bus i;       
Sl  — transmission line MVA flow; yi —binary variable, yi = 1 if the bus i is selected for 
Var installation; PL*i0, QL*i0, PG*i0= initial operation point. 
The x variable of the general VSCOPF format corresponds to {V, θ, PG, QG, PL*, QL*} 
in the detailed VSCOPF model; ρ includes independent parameters {PLo, QLo, k, SMspec, 






7.3 Test system results 
r procedure  
SBB, a state-of-the-art mixed integer non-linear programming (MINLP) solver, is 
employed to solve the model efficiently. It is based on a combination of the standard 
Branch and Bound (B&B) method known from mixed integer linear programming and 
some standard NLP solvers supported by GAMS such as MINOS [89].  
The key feature of a MINLP problem is to reduce the problem to a NLP problem once 
the discrete variables are fixed. During the solution process, (1) the feasible region for the 
discrete variables is subdivided into subsets, (2) MINLP problem is relaxed to NLP 
submodel by relaxing the discrete variables to continuous ones corresponding to each 
subset, (3) the solution from the NLP submodel is assumed to be lower bound on the 
objective function (assuming minimization), (4) SBB solves a number of relaxed MINLP 
models with tighter and tighter bounds on some of the integer variables until integer 
solution with acceptable termination tolerance is found. Thus the process basically breaks 
the big MINLP problem into manageable size subproblems.  
 
d Bound (B&B) algorithm  
This section will introduce how to improve the bounds and how to prune the nodes on 
a branch and bound search tree, as is shown in Figure 7.1, in order to reduce the number 
of nodes explored. 
The branch and bound method implicitly enumerates all the feasible solutions by  
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Figure 7.1. Illustration of a branch and bound tree. 
 
using optimization problems that involve no integer constraints. The idea of the method is 
to partition the feasible set into smaller subsets, and then calculate certain bounds on the 
objective function within some subsets. At last, use these bounds to economize 
computation by eliminating nodes of the tree that can not contain an optimal solution [90].   
The pruning criteria are explained as follows: 
Given the problem of minimizing f(x) over x∈X, and two subsets (also two nodes) Y1⊂X 



















≥ . Then the branch and bound tree at a node Yi can be 
pruned if any one of the following conditions holds: 
 
(1) Infeasibility:  Yi = φ (an empty set) 
(2) Optimality: If upper bound equals lower bound
ii
YY
ff = , an integer optimal 
solution is found. 
(3) Value dominance: If the lower bound exceeds the best upper bound such 
as
12
ff ≤ , the solutions in Y1 and its descendant nodes need not be considered 
X = {1,2,3}
Y1 = {1,2} Y2 = {3}
{1} {2}
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further since their objective function can not be smaller than that of the best 
solution in Y2.  
Branch and Bound typically uses continuous optimization problems (without integer 
constraints) to obtain the lower bound
iY
f .  For example, 0-1 binary variables are treated 
as continuous variables, and can take any values in the interval [0, 1]. The objective 
function )(xf  of a feasible solution iYx∈ can serve as an upper bound iYf  to the 
minimum cost over Yi.  
 
tput of the case study 
 
1) GAMS result output for scenario I 
The case in Chapter 6 will also be tested in this chapter. The Var cost function f2(Qci) 
in model (7.3) is the same with that in Chapter 6. Still, it is assumed that Bus 2, Bus 3, 
and Bus 5 are Var compensation location candidates, and at most one STATCOM may be 
installed by setting∑ =1iy .       
Variables’ values at the “current operating point (o)” and the “critical point (*)” are 
shown in Table 7.1. The inter tie line MVA limit is 369.5443, which is 75% of the PoC* 
(492.7257MVA). The final optimal solution for the Var planning is to install a Var 
compensator at bus3 with size of 14.54 MVar. The answer is very close to but more 
accurate than the enumeration method result – 15 MVar at bus3, since Qc variable is 




Table 7.1. Variables output from VSCOPF with two sets of variables GAMS model. 
 
Objective 
Fuel cost ($/hr)                                  Var cost ($/hr)                                 Total cost ($/hr) 
15168.98                                           24.46                                                15193.44 
Variables output 
Bus 1 2 3 4 5 6 7 
Qc (MVar)   14.54     
y  (binary)   1     
PGo (MW) 85.21   200.00  300.00 195.74 
QGo (MVar) 80.86   100.00  51.64 54.74 
PLo(MW)  100.00 190.00 150.00 200.00 50.00 80.00 
QLo(MVar)  40.00 75.00 50.00 60.00 20.00 40.00 
Vo (V) 1.05 1.01 0.99 1.00 0.97 1.04 1.01 
TTCo(MVA) 369.54 
PG* (MW) 70.00   200.00  300.00 300.00 
QG* (MVar) 62.90   100.00  97.56 100.00 
PL*(MW)  113.12 214.93 169.68 226.25 50.00 80.00 
QL*(MVar)  46.56 87.47 59.84 73.12 20.00 40.00 




2) GAMS result output for scenario II 
The same data and assumption are used in scenario II except at most two 
STATCOMs may be installed. Two ways are explored and compared to realize the 
scenario II, one is setting ∑ = 2iy in model (7.3), that gives the opportunity to install 
two STATCOMs at the same time; the other is running model (7.3) with ∑ =1iy twice, 
the first case result of Var amount is treated as an assumption in the second case, that 
means installing one STATCOM first and then deciding whether another one is needed or 
not and where it is.  
The same result with scenario I is obtained, only one STATCOM with size 14.543254 
MVar is selected to install at bus3 in the first way, even if it is possible to install two. The 
result shows it does not help to decrease the total cost if an additional STATCOM is 
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installed. In the second way, Var compensation at bus3 is fixed as 14.543254 MVar, Bus 
2 and Bus 5 are candidates, then model (7.3) with ∑ =1iy is run. The result is nothing 
should be installed, or every yi is zero. In fact, the two ways obtain the same result. The 
additional STATCOM installation is not economic.  
 
3) Result output for TSV model [60-62] with minimizing Var cost as objective 
The objective for the above two cases is minimizing the sum of fuel cost and Var cost, 
but the TSV model in [60-62] treats minimizing Var cost as the only objective, which is 
Min: ici yQf ×∑ )(2 . The TSV model in this dissertation (TSV model II) considers Var 
benefit as well as Var cost, but the TSV model in [60-62] (TSV model I) is based on Var 
cost only.  
Table 7.2 shows the result comparison of TSV models (TSV model I and TSV model 
II). The result of TSV model I does not suggest installing a Var compensator since the 
Var cost is minimized as zero.  However the total transfer capability corresponding to the 
operating point (TTC0) and the collapse point (TTC*) are all lower than that of TSV 
model II.  Because there is no motivation to push the “operating point” further right on 
the P-V curve in model I, the optimal solution stops at an “operating point” with a 
stability margin (SM) greater than required margin as shown in Figure 7.2. As is shown in 
Table 7.2, the total cost in model I is $322.42/hr higher than that of model II. TSV model 
II proposed in this dissertation is a great improvement over the TSV model I shown in 
literature.             
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Table 7.2. Result comparison of TSV model I and TSV model II. 
 
 TSV model with minimizing Var cost 
(TSV model I) 
TSV model with minimizing fuel cost + 
Var cost 
(TSV model II) 
Fuel cost ($/hr)            15515.86 15168.98 
Var cost ($/hr) 0.00 24.46 
Total cost ($/hr) 15515.86 15193.44 
Var location none Bus 3 
Var size (MVar) 0.00 14.54 
TTCo(MVA) 304.39 369.54 
TTC*(MVA) 464.28 492.73 




















Figure 7.2. Comparison of normal state operating point TTC0 and the collapse point TTC* of TSV 













   V
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7.4 Conclusion  
The complete search tree including 6 nodes in this case is shown in Figure 7.3. By 
applying branch and bound method, SBB only explores 4 nodes to obtain the optimal 
solution. It is obvious the complexity of Var planning VSCOPF with TSV model has 
been significantly reduced compared with enumeration method, and is not directly related 
to n, the number of candidates. In addition, the Var planning problem is solved in only 
one OPF model instead of 3 OPF models (Base Case, Case 2, and TTC model) in the 
enumeration method.  The above two important features of the VSCOPF with TSV model 
are the great improvement compared with the enumeration method of Chapter 6.  TSV 
model II considers minimizing fuel cost in the objective of TSV model I [60-62], which 
successfully drives the “operating point” further right on the P-V curve and greatly 
improve the final result. 
However, the VSCOPF with TSV model doubles the number of variables and 
constraints in the voltage stability constrained model, which extends the computation 
time, and in addition, increases the risk of no convergence and infeasibility. Is it 
necessary to apply two sets of variables in order to incorporate the voltage stability 
constraints related to PoC in Var planning?  The next chapter will introduce and compare 
some approximation method to avoid the two sets of variables.              
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9 VOLTAGE STABILITY CONSTRAINED 




The major reason of the computational challenge of the Voltage Stability Constrained 
Optimal Power Flow (VSCOPF) with two sets of variables (TSV) model in the previous 
Chapter is the requirement of two sets of variables and constraints corresponding to the 
“normal operating point (o)” and “collapse point (*)”. With no doubt, the two sets of 
variables become the heavy burden especially for a larger system with contingency, since 
n contingency constraints needs 2n sets of variables with the TSV model of Chapter 7. As 
indicated in [63], “the doubling of non-linear power flow constraints, in particular, has 
major impact on computation for large-scale systems. It may not only be an increase in 
computational time, but may have other serous implications such as non-convergence, or 
getting stuck at sub-optimal solutions.” Hence, a model simplification may be a welcome 
addition in cases where the TSV model fails to provide any solution due to non-
convergence, or it is prone to yield grossly sub-optimal solutions because of its size and 
complexity [63].  
If we can use an approximation to estimate the tie line total transfer capability (TTC) 
path within a reasonable degree of error, this would imply a substantial simplification of 
the model presented in Chapter 7. First, a data set of TTC versus reactive compensation 
at various candidate buses is generated. Secondly, two approximation methods are 
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proposed and compared to represent these observation points as a function of Var 
compensation, which are Taylor series and interpolation. Discussions show interpolation 
approach is a better one. Finally, the proposed approach - interpolation is numerically 
tested and compared with the simplified model using least square method proposed in 
[63]. It is concluded that interpolation is a better simplified model and more suitable for 
Var planning than Taylor series and least square method.  
 
9.1 VSCOPF model with approximated TTC path function 
The analysis explores the possibility to circumvent the two sets of variables, but still 
incorporate voltage stability constraint such as SM ≥ SMspec in the Var planning OPF 
model, by using approximation of the TTC path, as shown in Figure 8.1.  
In the previous VSCOPF with TSV model, the second set of variables is used to 
indicate the TTC value. If the path of TTC can be approximately estimated beforehand 
 








   V
 
Figure 9.1. Path of TTC with reactive compensation. 
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for different Var compensation configurations, the second set of variables and constraints 
for the new TTC under compensation can be eliminated. Based on this idea, a new 
“VSCOPF model with approximated TTC path function” is proposed as follows. It is 
shown that only one set of variables related to the “normal operating point (o)” is needed 
in this model. 
Min: iciGoi yQfPf ×+∑∑ )()( 21   
Subject to: 
∑ = kyi                                       (Number of Var compensator installations) 
0),( =−− ooLoiGoi VPPP θ               (Real power balance) 
0),( =−−+ ooLoiciGoi VQQQQ θ     (Reactive power balance) 
maxmin
GiGoiGi PPP ≤≤                        (Generation real power limits) 
maxmin
GiGoiGi QQQ ≤≤                    (Generation reactive power limits) 
maxmin
ioii VVV ≤≤                    (Voltage limits) 
maxmin
cicici QQQ ≤≤                         (Compensation limits)        
















                   (Tie line MVA transfer capability security  
                                                     margin)   
              





lSTTC *                                (Tie line total transfer capability definition) 
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TTC = f(Qci)                                (TTC is not a constant, but a function of Var Qci)   
                                                                                                                          (8.1) 
where  f(Qci) —TTC is a function of Qci;  PLo, QLo, SMspec, and all upper and lower bounds 
are known parameters; the others are all variables. 
                                     
9.2 Taylor series approximation for TTC function of Var planning 
eorem 
In the model (8.1), the key is to obtain the function f(Qci). The proposed approach is 
to statistically estimate the function f(Qci) based on Taylor series expansion theorem. 
Taylor series gives the approximation of a differentiable function near a point by a 
polynomial whose coefficients depend only on the derivatives of the function at that point 
[91]. This can be further generalized for a function with n variables. Take for example, 
for a function that depends on two variables, x and y, the Taylor series to second order 









                                                                                                                                (8.2) 
Taylor series approximation for a function is only accurate when (x, y) is close 
enough to (a, b). In other words, Taylor series approximation is locally accurate, and it 
lacks the ability to predict the turning trend of a curve. In addition, it is difficult to 
calculate the convergent radius R (indicating series convergence and divergence 
boundary) for a function only having sample points, but no explicit expression. For 
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1lim , then: (1) if L < 1, 
the series is absolutely convergent, and the convergent radius R = 1/L, which means when 
|x| < R, the series is convergent; (2) if L > 1, the series is divergent, and it is hard to 
evaluate how close it should be to keep the Taylor series approximation accurate in an 
acceptable error. The above two disadvantages basically limit the application of Taylor 
series to the TTC function approximation. The following case analysis will demonstrate 
how the shortcomings cause trouble to implement a Taylor series approximation. 
 
ies implementation case study 
1) Taylor series expansion equation 
Suppose Bus 3 and Bus 5 are two Var compensation candidates. If the TTC path will 
depend on the two variables Qc3 and Qc5, then the TTC function will be a surface. If the 
candidates’ number is more than two, the discussion below should be applicable, 
although it will be difficult to visualize the multi-dimensional surface.  
In order to test the Taylor series, accurate TTC results from GAMS TTC OPF model 
for various Qc3 and Qc5 values are needed to draw a surface, as is shown in Figure 8.2. 
Assume x is Qc3 and y is Qc5. Two points, (0, 0) from A surface and (15, 0) from B 
surface, are chosen to perform the Taylor series expansion. Certainly, other points in the 
two surfaces also can be selected. The reason that at least two points are chosen is that the 
Taylor series approximation is locally accurate, and can not make a turn by itself. TTC 
Taylor series approximation to second order about the point (0, 0) is as (8.3), and about 































Figure 9.2. TTC with respect to Different Var amount at Bus 3 and Bus 5. 
 











































































































































































































































































































                                                                                                                                      (8.4) 
 134
Table 9.1. Taylor series expansion coefficients. 
 
                     Point 
coefficients 
(0, 0) (15, 0) 








-6  2.37×10-5 
∂2TTC/ (∂Qc3 ∂Qc5) -4.19×10
-6 2.09×10-5 
∂2TTC/ (∂Qc5 ∂Qc3) -3.46×10
-6  2.76×10-5  
 
 








3  can be calculated directly from TTC 
OPF GAMS model. The variable marginal cost of Qc3 and Qc5 can be given by GAMS output, 
which are exactly the ∂TTC/ ∂Qc3 and ∂TTC/ ∂Qc5. Also, ∂2TTC/ ∂Qc32, ∂2TTC/ (∂Qc3∂Qc5), 
∂2TTC/ (∂Qc5∂Qc3), and ∂2TTC/ ∂Qc52 may be obtained from the slope of (∂TTC/ ∂Qci) versus 
Qcj curve. The coefficients of Taylor series expansion are shown in Table 8.1.  
 Substitute the coefficients in Table 8.1 into (8.3) and (8.4), the Taylor series 
expansions at points (0, 0) and (15, 0) are shown in (8.5) and (8.6) respectively. The two 
surfaces TTC1 and TTC2 are shown in Figure 8.3. The two surfaces in Figure 8.3 cross 
with each other at the line TTC1 = TTC2. When TTC2 > TTC1, TTC1 is taken as TTC path 




































































Taylor series expansion about (0,0)
Taylor series expansion about (15,0)
 




Hence, the conditional function TTC is equal to TTC1 when TTC1 < TTC2, and TTC = 
TTC2 otherwise. If we use this conditional function into VSCOPF Taylor series 
approximation model (8.1), the optimal solution is shown in Table 8.2, which is very 
close to the GAMS output of VSCOPF with two sets of variables model in Table 7.2. 
 
2) Limitation of Taylor series implementation  
It is true that Taylor series approach is effective if it is used to estimate TTC at a Var 
amount that is close to the original point or the reference point. If the new Var amount is 
quite different from the reference point, large errors may occur. To avoid large error, a piece-
wise Taylor series approximation may be needed as shown in the previous discussion. Four 
difficulties are concluded for piece-wise Taylor series application as follows: 
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Table 9.2. Variables output from VSCOPF with Taylor series approximation GAMS model. 
 
Objective 
Fuel cost ($/hr)                                  Var cost ($/hr)                                 Total cost ($/hr) 
15168.96    24.45                                               15193.45   
Variables output 
Bus 1 2 3 4 5 6 7 
Qc (MVar)   14.56     
y  (binary)   1     
PGo (MW) 85.21   200  300 195.74 
QGo (MVar) 80.85   100  51.64 54.74 
PLo(MW)  100 190 150 200 50 80 
QLo(MVar)  40 75 50 60 20 40 





• How many points such as (0, 0) and (15, 0) for Taylor series expansion are 
necessary to reflect the true shape of TTC curve? 
• How to locate these points for accurate results? 
• Assume n first order Taylor series approximation functions applied to n points 
with a pre-defined subsection border. Then, TTC function becomes a series of 


























How to connect these subsection functions continuously? Otherwise these non-
continues subsection functions will cause trouble for optimization. Figure 8.4 
shows the gap between these subsection functions.  
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Taylor series 2 
f2(Qc) 








Non-continuous gap  
Sub-section 1  Sub-section 2  
Pre-defined subsection border 
 TTC 
 
Figure 9.4. Non-continuous Taylor series sub-section functions with pre-defined border 
. 
 
• Careful readers may find out that the previous discontinuity problem can be 
addressed by the following approach: extend each piece of two neighboring 
Taylor series to find the intersection point; and then use the intersection to find 
the appropriate subsection for each Taylor approximation series. For instance, f1 
and f2 in Figure 8.5 can be extended to find the intersection. Then, f1 is effective 
for Subsection 1 and f2 is effective for Subsection 2, as shown in Figure 8.5. Then 


























However, this method will raise a new problem: as shown in Figure 8.5, the 
intersection of f2 and f3 is beyond the normal range of MVar compensation. Thus, 








f 1 (Qc) 
 • 
MVar 
Sub-section 1  Sub-section 2  
 TTC 
  f 1 and f2 intersection (appropriate) 
Sub-section 3  
 
Figure 9.5. Taylor series sub-section functions with natural cross border. 
 
 
Therefore, additional effort is needed to solve the above difficulties. The next section 
will propose a new approach based on interpolation. 
 
9.3 Interpolation approximation for TTC function of Var planning 
The above two disadvantages essentially limit the application of Taylor series to the 
TTC function approximation. Interpolation method is proposed in this section to 
overcome the difficulties raised by Taylor series because of two reasons. (1) Interpolation 
polynomial can give the whole picture of a function by passing all the sampling points 
instead of the local image of Taylor series by using the local derivatives.  (2) The 




ate interpolation theorem  
1) Lagrange Interpolation Formula for One Variable  
1. One dimensional interpolation with an example 
Assume that there are m + 1 data points (xi, yi) for i = 0,…, m, yi = f(xi), and xi ≠ xj for i 
≠ j. The task of polynomial interpolation is to find an approximate function (interpolant) 






)( . In 













)( , since each of the polynomials L0, L1, …, Lm vanishes at all but 
one of the points xi. This can be achieved by setting [92]  
( ) ( )( ) ( )




























Figure 8.6 shows an example [95] for the case m = 2, in which x0 = 1, x1 = 3, and x2 = 4. 
The upper part of the figure shows graphs of the basic functions L0, L1, and L2, each of 
them is a quadratic polynomial having the value 1 at its associated node and having a 
















The lower part of the Figure 8.6 shows the linear combination p = -1L0 + (1/2)L1 + 0L2, 
which is the quadratic polynomial passing through the points (x0, y0) = (1, -1), (x1, y1) = 
(3, 1/2), and (x2, y2) = (4, 0).  
 
 140
                   
Figure 9.6. Basis functions Li and interpolant p for a sample problem involving quadratic 
interpolation. 
 
2. Interpolation error estimation  
Theorem 8.1[93] shows how to estimate the distance between the original function 
and its interpolant. 
Theorem 8.1: Let f(x) have an (n+1)st derivative, f(n+1)(x), in an interval [a, b]. Let 
pn(x) interpolate f(x) at the distinct points x0, …, xn in the interval [a, b]. Then for each 
x∈ [a, b] there exists a point ξ = ξ(x) in the open interval min(x0, …, xn, x) < ξ < 













xxxxxxxpxfxe          (8.7) 








The connection between accuracy and mesh size h is shown as follows. In the case of 
equidistant nodes xi+1 = xi + h with x = x0 + ht for t∈[0, n], the error is as follows: 























hntttxpxfxe         (8.8) 














π .  
 
2) Lagrange Interpolation Formula for Two Independent Variables on a Rectangular Grid 
For simplicity, we concentrate on functions of two variables, but extension to more 
dimensions has no difficulty. 
 
1. Product form 
Given n +1 interpolation points (xj, yj, zj = f(xj, yj)) for the distinct nodes (xj, yj), j = 0, 
1, …, n, we want to find an interpolating algebraic polynomial p(x, y) with  p(xj, yj) = f(xj, 
yj) for all j = 0, 1, …, n. In general, the existence and uniqueness of solution of 
interpolation for functions in several variables is not certain. Since if all of the points (xj, 
yj) lie on a straight line in x, y, z space, then there are infinitely many planes containing 
this line [93]. 
However, if specifically the nodes (xi, yj) are (m + 1)(n + 1) distinct points of a 
rectangular grid for i = 0, 1, …, m, j = 0, 1, …, n, and f(xi, yj) = fij, then this special 













with (m +1)(n +1) coefficients, aij, to be determined. Here the degree of p(x, y) is defined 




{i + j}. Suppose m = n, it can be extended as p(x, y) = a00 + a10x + a01y + 
a20x2 + a11xy + a02y2 + · · · + am0xm + am-1,1xm-1y + · · · + a0mym.  
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2. Blending process 
The Lagrange polynomial may be generalized for two variables via the double 
blending process [94]. 
For a general function f(x, y), if the value of x is fixed at xi, then the equation z = f(xi, 
y) corresponds to the curve defined by the intersection of the plane x = xi and the surface z 
= f(x, y). Assume there are m + 1 such curves, corresponding to x = x0, x1, … , xm. Then 



























xL )( , 
ξ(x, y) is called a blending function. ξ(f; x, y) is denoted as the blending function 
dependent on the function f. The blending function ξ(f; x, y) agrees with f(x, y) at all 
points where the plane x = xi intersects z = f(x, y), for 0 ≤ i ≤ m. 
If the roles of x and y are interchanged in the construction of a blending function, an 


























yyyM )( , 
Mj(y) is the fundamental polynomials of the univariate Lagrange interpolation at the 
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variables y = y0, y1, … , yn. The second blending function η(f; x, y) agrees with f(x, y) at 
all points where the plane y = yj intersects z = f(x, y), for 0 ≤ j ≤ n. 
If the second blending process is applied not to f(x, y), but to the first blending 
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For ξ(x, y) agrees with f(x, y) along the m + 1 curves defined by the intersection of the 
planes x = xi with the surface z = f(x, y), for 0 ≤ i ≤ m, and p(x, y) agrees with ξ(x, y) along 
the n + 1 curves defined by the intersection of the planes y = yj with the surface z = ξ(x, y). 
Thus p(x, y) agrees with f(x, y) on all points (xi, yj) for i = 0, 1, …, m, j = 0, 1, …, n. 
From another view point, Li(x)Mj(y)  has the value 1 at the point (xi, yj), and the value 














3. Cartesian product 
Central of the product interpolation is the notion of Cartesian product [95]. Denoting 
the two sets defined above by 
X = { x0, x1, … , xm} and Y = { y0, y1, … , yn}, 
A rectangular grid of (m + 1)× (n +1) points can be written as  
X ×Y = {(xi, yj)| xi ∈  X , yj ∈  Y }. 
X ×Y is called the Cartesian product of the two sets X and Y [94].  
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For example, let X = Y = {-1, 1}, then the Cartesian product of X and Y is the set of 
points  {(-1, -1), (-1, 1), (1, -1), (1, 1)}. And the interpolating polynomial for a function f 
















4. Interpolation error estimation for two variables [93]   
If f(x, y) has continuous partial derivatives of orders m + 1 and n + 1, respectively, in 
x and y and the appropriate mixed derivative of order m + n + 2, then by applying the 
extension of Theorem 8.1 the error becomes 

























































      
                                                                                                                              (8.9) 
In the case of equidistant nodes xi+1 = xi + hx with x = x0 + hxtx for tx∈[0, m], and yi+1 = yi 
+ hy with y = y0 + hyty for ty∈[0, n], we can obtain special error forms as follows: 

































































   
                                                                                                                              (8.10) 

















Assuming m = n, and hx = hy = h, then (8.10) becomes (8.11): 






























































        
                                                                                                                                   (8.11) 
The partial derivative factor may become big in high degree. Thus high degree 
polynomial interpolation is risky! The next section will discuss one way to circumvent 
the use of high degree polynomial interpolation without abandoning the use of fine grids. 
 
5. Piecewise polynomial interpolation [96] 
If there are many known interpolation points, the problem of interpolating by a 
polynomial of “large” degree is met. On one hand, the calculation and evaluation of the 
interpolating polynomial becomes costly and unreliable as the number of interpolation 
points becomes large. On the other hand, the use of interpolating polynomials of high 
degree may increase error. Thus, the interpolating polynomials of high degree can be 
avoided by partitioning the interval into sufficiently small subintervals and interpolating 
f(x) in each subinterval by a suitable polynomial. This leads to piecewise-polynomial 
interpolation, which is a way to incorporate many points into the interpolation of a 
function without using high degree polynomials. 
 
 
3) Lagrange Interpolation Formula for Multi Independent Variables on a Rectangular 
Grid 
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It is obvious to extend all these ideas to boxlike regions in three-dimension. Consider 
three sets defined by  
X = { x0, x1, … , xm}, Y = { y0, y1, … , yn}, and Z = { z0, z1, … , zl }. 















where Li(x), Mj(y), and Nk(z) are fundamental polynomials defined on X, Y, and Z, 
respectively. 
The product interpolation offers the most direct way to use one-dimensional results in 
multi-dimensional settings. The idea is to use one-dimensional interpolation in each 
coordinate direction, which allows the products of the interpolating functions to govern 
variations in directions oblique to the coordinate axes. 
The product approach can be extended to the interpolation of functions f(x1, x2, … , xd) 
of arbitrarily many variables. The main requirement is that the function f is defined on 
some hypercube [a1, b1] ×[a2, b2] ×· · · ×[ad, bd] in the d-dimensional Euclidean space. 
Then a d-dimensional grid X1× X2×· · · × Xd can be constructed by using grids in each of 
the orthogonal coordinate directions x1, x2,…, xd. The product scheme may be 
automatically applied on the set defined by Cartesian product X1× X2×· · · × Xd. 
 
ion application procedure 
 
1) Cutting the feasible region into small pieces for piecewise interpolation 
The degree of polynomial interpolation is assumed as m = n =3 in order to be easily 
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solved in optimal power flow model because high order polynomial is expensive to 
evaluate and calculate in an optimization model. Then, the selection of the mesh size h 
depends on the error estimation.   If it is assumed that the partial derivatives are all less 
































































































































































                        
(8.11) 
If n = 3, π3(t) is equal to t(t-1)(t-2)(t-3) as shown in Figure 8.7. The maximum absolute 
















































),( ππ          (8.12) 
If h = 2 MVar, |en(x, y)| ≤ 1.78 M (p.u.); if h = 3, |en(x, y)| ≤ 18.14 M (p.u.); and if h = 
4, |en(x, y)| ≤ 135.11 M (p.u.). Even though the accurate value of M is hard to approximate, 
the difference of error level corresponding to mesh size is clearly shown. The guess of M 
is given as 0.02 based on the data in Table 8.1, hence, mesh size h = 2 is preferred in 
order to keep the maximum error lower than 1% considering the real value of TTC ≈ 5.0 
(p.u.).   
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Figure 9.7. Function π3(t). 
 
 
Assume the feasible region is 0 <= Qc3 <= 48 MVar, 0 <= Qc5<= 48 MVar. It can be 
divided into 64 small pieces by every 6 MVar, as is shown in Table 8.3. The cells in 
white background show the 6 sub-regions of the 64 ones, which are {0 <= Qc3 <= 6, 0 <= 
Qc5<= 6}, {6 <= Qc3 <= 12, 0 <= Qc5<= 6}, {12 <= Qc3 <= 18, 0 <= Qc5<= 6}, {0 <= Qc3 
<= 6, 6 <= Qc5<= 12}, {6 <= Qc3 <= 12, 6 <= Qc5<= 12}, and {12 <= Qc3 <= 18, 6 <= 
Qc5<= 12}. The cells in gray background are the common borders of these sub-regions. 
Interpolation is applied on every sub-region, thus there is an interpolation polynomial 
function corresponding to each sub-region. The two neighboring interpolation functions 
will cover all the points on their common borders, thus all the piecewise functions can be 
connected continuously. This is the fundamental difference from the Taylor series 





Table 9.3. Feasible region cutting and sampling point value. 
 
        Qc5(MVar) 
Qc3 
0 2 4 6 8 10 12 … 48 
0 4.6424 4.6550 4.6676 4.6802 4.6928 4.7054 4.7180  4.8283 
2 4.6819 4.6945 4.7070 4.7196 4.7322 4.7448 4.7574  4.8241 
4 4.7213 4.7338 4.7464 4.7589 4.7715 4.7841 4.7967 … 4.8200 
6 4.7606 4.7731 4.7856 4.7982 4.8107 4.8233 4.8358  4.8160 
8 4.7997 4.8122 4.8247 4.8372 4.8498 4.8623 4.8749  4.8121 
10 4.8387 4.8512 4.8637 4.8762 4.8887 4.9013 4.9020 … 4.8083 
12 4.8776 4.8901 4.9026 4.9151 4.9089 4.9028 4.8968  4.8047 
14 4.9164 4.9224 4.9161 4.9098 4.9037 4.8977 4.8917  4.8011 
16 4.9234 4.9170 4.9108 4.9046 4.8986 4.8926 4.8868 … 4.7976 
18 4.9180 4.9117 4.9056 4.8995 4.8935 4.8877 4.8819  4.7943 
M    M    M   O   





2) Piecewise interpolation polynomial functions 
The sampling points in Table 8.3 are interpolated based on the following equation, 



































There should be 64 interpolation polynomial functions in total corresponding to the 
whole feasible region. Here, only 6 functions corresponding to the 6 sub-regions in Table 
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Table 9.4. Coefficients of TTC polynomials. 
 
Func. TTC1 TTC2 TTC3 TTC4 TTC5 TTC6 
x(MVar) [0,6] [6,12] [12,18] [0,6] [6,12] [12,18] 
y(MVar) [0,6] [0,6] [0,6] [6,12] [6,12] [6,12] 
Coefficients of polynomial items 
Const. 4.64 4.64 2.88 4.64 8.35 4.87 
x 2×10-2 2×10-2 3.6×10-1 2×10-2 -1.4 1.6×10-2 
y 6.3×10-3 6.3×10-3 -1.7 6.3×10-3 -1.6 2.7×10-2 
x2 -1.5×10-5 -1.5×10-5 -2.1×10-2 -1.5×10-5 1.6×10-1 -1.2×10-3 
xy   3.4×10-1  5.9×10-1 -5.8×10-3 
y2   6.7×10-1  2.1×10-1 -3.1×10-3 
x3   4.1×10-4  -6.2×10-3 2.5×10-5 
x2y   -2.3×10-2  -7.1×10-2 3.6×10-4 
xy2    -1.3×10-1  -8×10-2 5.9×10-4 
y3   -5.6×10-2  -8.9×10-3 1×10-4 
x3y   5.1×10-4  2.7×10-3  
x2y2   8.9×10-3  9.6×10-3 -3.7×10-5 
xy3   1.1×10-2  3.3×10-3 -2×10-5 
x3y2   -1.9×10-4  -3.7×10-4  
x2y3   -7.4×10-4  -4×10-4  
x3y3   1.6×10-5  1.5×10-5  
 
 
Assume x = Qc3 and y = Qc5. The coefficients of TTCi are shown in Table 8.4: 
Figure 8.8 demonstrates the combination of these piecewise interpolation functions in 
the whole feasible region, and the original GAMS TTC result as reference for the 
comparison purpose. Figure 8.9 shows the error between the above two surfaces. The 
sampling step is 2 MVar in this case, the maximum error = 0.006 p.u. (≈ 0.1%) is 
acceptable. The error will become greater with the increase of the sampling step h. As 
analyzed in (8.12), if h = 2, |en(x, y)| ≤ 1.78 M (p.u.); if h = 3, |en(x, y)| ≤ 18.14 M (p.u.); 
and if h = 4, |en(x, y)| ≤ 135.11 M (p.u.). The difference of error level corresponding to 










































































Figure 9.9. Interpolation approximation error function. 
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Table 9.5. Variables output from VSCOPF with interpolation approximation GAMS model. 
 
Objective 
Fuel cost ($/hr)                                  Var cost ($/hr)                                Total cost ($/hr) 
15170.08 25.26                                          15195.34 
Variables output 
Bus 1 2 3 4 5 6 7 
Qc (MVar)   15.03     
y  (binary)   1     
PGo (MW) 85.46   200.00  300.00 195.47 
QGo (MVar) 80.46   100.00  51.58 54.63 
PLo(MW)  100.00 190.00 150.00 200.00 50.00 80.00 
QLo(MVar)  40.00 75.00 50.00 60.00 20.00 40.00 




3) GAMS output of the VSCOPF with interpolation approximation model 
The piecewise interpolation TTC approximation function is incorporated into GAMS 
VSCOPF model. The result from VSCOPF with interpolation approximation GAMS 
model is shown in Table 8.5.     
 
9.4 Comparison of the interpolation approximation, least square 
ation given in refs. [63], and the two sets of variables method 
Reference [63] is one of the very few papers related to voltage stability constrained 
Var planning OPF model simplification by approximation. This section describes how the 
approximating accuracy given in [63] can be improved by the interpolation 
approximation. Reference [63] uses a standard linear/quadratic ordinary least square 
multi-variate regression model to approximate the locus of TTC in order to obtain the 
lower computational complexity. The locus of TTC is estimated over various Var 
compensation scenario/configurations such as increasing the Var support step by step at 
each individual bus; and various combinations of Var compensation across the buses. The 
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locus of TTC can be expressed as a function of the bus reactive compensation as: 
                                          ∑+=
i
ciiQbaTTC                                             (8.13) 




cii QcQbaTTC ∑∑ ++=                                               (8.14) 
where TTC is the maximum MVA loadability for the system with reactive compensation; 
a, bi, ci, are parameters of the locus which may be estimated using the multivariate 
ordinary least square (OLS) regression method; and Qci is the reactive compensation from 
new sources at bus i. However, if the number of candidate buses is increased, the 
procedure will involve evaluating a large number of Var support configurations to 
capture the interaction of Var compensation at different locations with specified accuracy. 
Given the computational advantage, linear and quadratic function forms are selected 
by [63] to estimate the path of TTC. However, large amount of path of TTC such as the 
one in 7-bus case as shown in Figure 8.2 will seriously lose the accuracy if approximated 
by linear or quadratic function as shown in Figure 8.10 - 8.13.  
Figure 8.10 shows the TTC approximation using quadratic least square assuming the 
feasible region is 0-20MVar, and the sampling step size is 1MVar. Figure 8.11 uses 
2MVar as step size. The least square quadratic polynomial corresponding to Figure 8.10 
is TTC|(0-20) = 4.67 -0.000088 * Qc32 + 0.0036 * Qc3 - 0.00088 * Qc52 + 0.0265* Qc5 . 
Figure 8.12 shows the TTC approximation using quadratic least square assuming the 
feasible region is 0-50MVar. Figure 8.13 uses 2MVar as step size. The least square 
quadratic polynomial corresponding to Figure 8.12 is TTC|(0-50)  = 4.84 -0.000042 * Qc32 
+ 0.00068 * Qc3 - 0.000067 * Qc52 + 0.0026 * Qc5. It is shown in Figure 8.10 -13 that the 
larger assumed feasible region, the results are less accurate. 
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Figure 9.10. TTC approximation error illustration using least square quadratic approximation 
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Figure 9.11. TTC approximation error illustration using least square quadratic approximation 

































Figure 9.12. TTC approximation error illustration using least square quadratic approximation 
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Figure 9.13. Illustration of TTC approximation error using least square quadratic approximation 












As a result, the Var planning model will possibly miss the true optimal solution 
because linear/quadratic function formulation may not have the capability to capture the 
turning boundary of the TTC versus Qc surface in non-linear/non-quadratic cases. Thus, 
linear or quadratic function, though easier to solve, cannot be used at all in the cases due 
to losing control of error in a reasonable range. Piecewise interpolation may create the 
functions suitable for any shape of TTC vs. Qc curve with reasonable degree of accuracy 
as analyzed in the previous section.  
Usually, interpolation approximation needs less sampling points than least square 
method under the same accuracy. That is one reason why [63] evaluates large amount of 
scenarios to obtain many observation points to apply Least Square; the other reason is the 
linear/quadratic function form proposed in [63] is short of coupling item such as Qci*Qcj 
corresponding to the interaction of Var compensation at different locations. Therefore, 
the coupling effect that should be reflected in the coefficients di of the item Qci*Qcj has to 
be incorporated into the coefficients bi and ci of linear and quadratic items such as Qci and 
Qci2 in (8.13) and (8.14). This not only implies potentially a large number of Var support 
configurations to be enumerated in order to get a “coupling item coefficients integrated 
estimation of bi and ci”, but also causes less accuracy when the true result is 
compensation at a single location (a very common case).  
The interpolation polynomial has coupling item Qci*Qcj, which can avoid all the 
trouble brought by the least square polynomial in [63]. Then number of scenarios to be 
evaluated in the interpolation model depends on the specified degree of accuracy, and 
does not need to increase the amount of observation points to consider the interaction of 
Var compensation at different buses. 
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The main results from 3 models discussed in this dissertation (TSV method I, 
Interpolation method, and Least Square method) are compared in Table 8.6. The Least 
Square method totally loses the accuracy on location selection, since it shifts the optimal 
location from Bus 3 to Bus 5. The Qc amounts (13.93MVar at Bus 5 for 0-20 feasible 
region with 1MVar step size, 4.87MVar at Bus 5 for 0-50 feasible region with 1MVar 
step size ) of Least Square method are also very different from the TSV method 
(14.54MVar) and Interpolation method (15.03 MVar) due to the inaccurate estimation of 
TTC function as shown in Table 8.6. In the test, the actual TTCs at the Qc calculated 
from each method are re-calculated using the accurate TTC OPF model in Section 4.2.2, 
and then compared with the TTC predicted by each method. The TTC error of the Least 
Square method (14.36 MVA, 17.41 MVA) is much higher than that of Two Sets of 
Variable method (0.04MVA) and Interpolation method (0.23MVA). Thus, the objective 
values of least square method are not precise due to the inaccurate TTC estimation. The 
actual objective values based on the actual TTC are the real values corresponding to the 
Var location and size results of every model. If the objective ($15193.56/hr) of TSV 
model without approximation is treated as the reference, the objective error of 
interpolation approximation is only $0.98/hr. However, the objective errors of least 
square approximation are $66.09/hr and $80.56/hr corresponding to 0-20MVar feasible 
region with 1MVar step size and 0-50 feasible region with 1MVar step size respectively. 
The least square method makes inaccurate TTC estimation in this case. As a result, it 
loses the ability to make a sound decision about the Var location and size selection.  
Table 8.7 compares the TSV model, Least Square model and Interpolation model at 
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Table 9.6. Three models’ results comparison. 
 
























































0.219 0.176 0.188 0.172 0.172 0.141 
Objective 
($/hr) 
15193.44 15195.34 15207.65 15210.64 15224.98 15217.25 
Qc location Bus3 Bus3 Bus5 Bus5 Bus5 Bus5 
Qc amount 
(MVar) 
14.54 15.03 13.93 4.87 20 25.27 
TTC (MVA) 492.73 492.33 487.38 484.72 483.86 487.20 
Actual TTC 492.69 492.56 473.02 467.31 476.85 480.18 
TTC error 




















“two sets of 
var. model” 
($/hr) 
0 0.98 66.09 80.56 56.79 48.98 
 
 
Table 9.7. Comparison of three models. 
 
 Accuracy Easiness in Computational effort 
Two Sets of Variables (TSV) model *** * 
Least Square model in [62] * *** 




accuracy and computational time aspects. The more “*” means desired features in Table 
8.7. TSV model is the most accurate, but needs the longest computational effort. Least 
Square model is fastest due to its simple approximation function form, but the least 
accurate level. Interpolation model proposed in this work is more accurate than Least 
Square model in [62], and easier to solve than two sets of variables model. 
 
9.5 Conclusion 
In this chapter, two approximation methods, Taylor series and Interpolation are 
presented to simplify the previous VSCOPF with TSV model. The Taylor series has been 
shown to be incompetitive to the Interpolation method. Then, Interpolation method is 
compared with the TSV method and another simplified method, the Least Square method 
proposed in [62]. The test on a seven-bus system shows that very close results are 
obtained from TSV method and the Interpolation approximation, but the Least Square 
method shown in literature loses its accuracy on TTC estimation, objective calculation, 
and Var location and size selection. The conclusions including advantages and 
disadvantages of every method are compared and summarized as follows: 
• The two sets of variables model can be simplified by an approximate method to 
express TTC as a function of Qc. This can remove the needs to model all collapse 
point (PoC) state variables, all PoC state constraints, the power flow constraints, and 
the bounds in VSCOPF formulation. Thus, the number of variables and constraints 
would be nearly halved. This is a significant simplification especially for a mixed 
non-linear optimization problem. 
• Taylor series is a series expansion of a function around a point based on its local 
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derivative information. It is only accurate when it is close to this point. However, 
challenges arise if the TTC-Qc curve has a turning point or surface. It is difficult to 
locate this turning point or surface for an expansion of a multi-dimension function 
without running a large amount of TTC versus Qc simulation to obtain such 
information.  
• Interpolation polynomial can give the whole picture of a function by passing all 
the sampling points instead of local image of Taylor series by using the local 
derivatives. 
• The boundary problem can be easily solved by adopting piecewise interpolation 
polynomial algorithm. Interpolation is applied on every predefined sub-region, thus 
there is an interpolation polynomial function corresponding to each sub-region. The 
two neighboring interpolation functions will cover all the points on their common 
border, thus all the piecewise functions can be connected continuously, unlike the 
Taylor series having boundary location problem. 
• The shortcoming of interpolation lies in the bigger error at the non-smooth part of 
the original function than at the smooth part. The above disadvantage can be 
overcome by decreasing the sampling step width until the maximum error is 
acceptable. 
• Theoretically, piecewise interpolation may create the function form suitable for 
any shape of TTC vs. Qc curve with reasonable degree of accuracy, but 
linear/quadratic functions proposed in least square model in [63] can only obtain 
acceptable results for linear/quadratic shape TTC curve, not for non-linear/non-
quadratic shape TTC curve as the 7-bus case. 
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• Interpolation polynomial has coupling item such as Qci*Qcj corresponding to the 
interaction of Var compensation at different locations, but least square model in [63] 
does not have this item.  
• The Interpolation model is easier to solve than two sets of variables model. At the 
same time, it is much more accurate than the Least Square model proposed in [63]. 
• Short term planning or reactive power dispatch is computational-time sensitive 











10 STATIC SYNCHRONOUS 
COMPENSATOR (STATCOM) 
MODELING FOR VAR PLANNING 
 
The potential benefits of Flexible AC Transmission System (FACTS) equipment are 
now widely recognized by the power systems engineering community. Static Var 
Compensator (SVC) systems are employed for reactive compensation for power 
transmission lines. There are about 50 SVCs installed in the U.S. Subsequently, with the 
advent of high power gate turn-off thyristors and transistor devices (GTO, IGBT, etc.), a 
new generation of power electronic equipment, STATCOM, shows great promise for 
application in power systems [97]. A STATCOM is specially suited for supplying full 
compensating current at low AC system voltage and has the ability to compensate for 
unbalanced voltages and currents. There are several recently completed STATCOMs in 
the U.S., in the states of Vermont, California, and Texas [98-100]. In addition, there are 
newly planned STATCOMs in Connecticut [101] and Texas, as well as a small 
STATCOM (D-VAR) planned for BC Hydro [102] and several other locations. 
STATCOM planning becomes more and more important in practice in Var planning area. 
 
10.1 A detailed STATCOM model for Var planning 
In the previous study, the Var compensator is simply modeled as a special generator 
only providing reactive power Qc, as shown in Figure 9.1. Then the type of the 








Figure 10.1. Industry used STATCOM model for Var planning study. 
 
 
condenser, SVC, or STATCOM. All the compensators have a common model, and the 
special characteristics for different compensators have been ignored in the previous 
studies [80]. For example, the output of STATCOM is independent of the system voltage, 
unlike the SVC and capacitor, whose compensating current is dependent on the system 
voltage. That is a key difference between the SVC and STATCOM. This chapter 
demonstrates how the STATCOM can be modeled to emphasize its special characteristics.  
Variables such as V, θ, and Qc are already in the industry used STATCOM model. 
The new variables in the detailed STATCOM model are Ic and Vc. A detailed STATCOM 
model consists of a voltage source converter (VSC) and a coupling transformer 
represented by reactance X, as shown in Figure 9.2. This model assumes that the losses in 
the inverter and the coupling transformer are negligible. Based on the principle of 
operation, the inverter is then gated such that the output voltage cV
v
 is in phase with the 
system bus voltageV
v
, which means they have the same phase angle θ. Therefore the 
output current Ic is a purely reactive current, which is perpendicular to the output voltage. 
The magnitude of the converter voltage Vc, and thus the reactive output of the converter 






















=                                                     (9.1) 
Equation (9.1) reflects the principle of operation: the STATCOM will absorb reactive 
power from the AC system if V is greater than the magnitude of the converter voltage Vc,; 
and it will supply reactive power to the system if V is smaller than Vc. In other words, the 
reactive power compensation Qc depends on the voltage magnitude difference Vc – V. 
Besides the principle of operation, STATCOM has another important characteristic, 
the steady state V-I characteristic, as shown in Figure 9.3. The steady state V-I 
characteristic of a STATCOM may be expressed as Vc = Vref ± X• Ic. The current limits in 
the electronic switches represent the basic control limits on an actual STATCOM in 
steady state, which is the main limiting factor in VSC-based controllers. Therefore, Icmin ≤  
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Ic Ic max Inductive  
 




Ic ≤ Icmax becomes the main binding limit in the detailed STATCOM model instead of 
Qcmin ≤ Qc ≤ Qcmax in the industry used STATCOM model. 
A complete voltage stability constrained STATCOM planning optimal power flow 
model is as follows:  
Min: iciGoi yQfPf ×+∑∑ )()( 21   
Subject to: 
∑ = kyi                                       (Number of Var compensator installations) 
0),( =−− ooLoiGoi VPPP θ               (Real power balance) 
0),( =−−+ ooLoiciGoi VQQQQ θ     (Reactive power balance) 
maxmin
GiGoiGi PPP ≤≤                        (Generation real power limits) 
maxmin
GiGoiGi QQQ ≤≤                    (Generation reactive power limits) 
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maxmin
ioii VVV ≤≤                    (Voltage limits) 
















                   (Tie line MVA transfer capability security  
                                                     margin)   
              





lSTTC *                                (Tie line total transfer capability definition) 












=                                     (STATCOM V-I characteristic) 
 
Icimin ≤ Ici ≤ Icimax                                   (STATCOM voltage source converter current  
                                                     limits) 
 
 
The last three equations of the above model may be summarized as one 
equation: oicicioicioici VIIVQVI
maxmin ≤=≤ . Usually, Qcmax is derived from IcmaxVrated in 
industry, and Vrated is 1 p.u.. Thus, whether the rated voltage such as 1 p.u. or the actual 
voltage is used to calculate the upper and lower Var compensation limit is the main 




10.2 Case study 
 
For consistency with the previous chapter, it is still assumed Qcmax is 50MVar, Qcmin is 
-50MVar, Vrated is 1 p.u. (138kV), and X is 0.03 p.u., therefore Icmax = Qcmax/ Vrated = 0.5 
p.u. (362.32 A). Then, Icmax = 0.5 p.u. is adopted in the detailed STATCOM model. The 
results from the STATCOM model employed in the industry and the exact STATCOM 
model proposed here are compared in Table 9.1. They have almost the same results 
(Point A) in this case, as is illustrated in Figure 9.4 Scenario I, but it is not always so. For 
example, if the Qcmax is encountered before the objective function reaches its minimum 
point, as shown in Figure 9.5 Scenario II, then the two results may be different. The result 
with industrial STATCOM model is point B, and the result with detailed STATCOM 
model is point C.  
 
 
Table 10.1. Var planning results comparison of industry used STATCOM model and detailed 
STATCOM model. 
 
 Var planning using industry used 
STATCOM model 
Var planning using detailed 
STATCOM model  
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A detailed STATCOM model for Var planning is demonstrated in this chapter. 
Including the variables V, θ, and Qc in the industrial STATCOM model, the additional 
new variables in the detailed STATCOM model are voltage source converter current 
output Ic and voltage output Vc. The additional constraints that connect all these variables 
are concluded as follows: 
• The reactive power flow Qc between the voltage source converter (VSC) of 
STATCOM and the AC bus depends on the voltage magnitude difference 





• Steady state V-I characteristic of a STATCOM: Vc = V ± X• Ic.  
• The current limits (Icmin, Icmax) in the voltage source converter (VSC) represent the 
basic control limits on an actual STATCOM in steady state, which is the main 

















11   CONTRIBUTIONS AND 
RECOMMENDATIONS 
 
11.1   Contributions 
This dissertation has contributed to the existing body of knowledge as follows:  
• Demonstrate a possible quantitative approach to assess the “hidden” benefits from 
Var sources at the demand side including reduced losses, shifting reactive power 
flow to real power flow, and increased transfer capability. 
• Investigate the sensitivity analysis of the economic benefits with respect to the 
size of the Var compensator and the generator marginal cost.  
• The enumeration method based on Var economic benefits is proposed to 
incorporate voltage stability margin in the reactive power planning. Although this 
approach may be time-consuming, it does give a full spectrum and insightful 
information about the benefits under different categories if a Var compensator is 
installed at a specific location and a specific amount. 
• The voltage stability constrained OPF (VSCOPF) with two sets of variables (TSV) 
model for Var planning can combine 3 models and 1+2mn OPF runs in the 
enumeration method. A new objective function is proposed for the VSCOPF with 
TSV model in order to maximize the net benefit (equivalent to minimizing the 
sum of fuel cost and Var cost). The results show that the new objective function 
may lead to significant difference in the optimal Var location and size.   
• In order to circumvent the two sets of variables in the VSCOPF with TSV model, 
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interpolation method is proposed to approximately estimate the total transfer 
capability (TTC) path; this would imply a substantial simplification of the TSV 
model in cases where the TSV model fails to provide any solution due to non-
convergence, or it is prone to yield grossly sub-optimal solutions because of its 
size and complexity. 
• A detailed STATCOM model is proposed, which is based on the current limits 
(the basic control limits on an actual STATCOM in steady state) multiplying real 
system voltage instead of current limits multiplying rated voltage. 
 
 
11.2   Recommendations for future work 
Future work: Incorporate transient constraints in the present Var planning model. The 
transient constraints include recovery voltage more than a specified percentage of its 
initial value; transient voltage more than another specified percentage of its initial value; 
and oscillations remaining for less than some number of cycles. STATCOM is known for 
its superior performance in preventing transient voltage stability. Var planning based on 
steady-state model may not be sufficient to identify the technical benefit of STATCOM. 
Hence, consideration of the transient constraints may better discover the capability of 
STATCOM in Var planning. 
 
11.3   Publications 
Parts of this dissertation have been published as follows: 
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “A Literature Review of Reactive 
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Power Planning: Objectives, Constraints and Algorithms,” Accepted by IEEE 
Transactions on Power Systems (Journal). 
• Fangxing Li, Wenjuan Zhang, L. M. Tolbert, J. D. Kueck, D. Tom Rizy, “A 
Framework to Quantify the Economic Benefit from Local VAR Compensation,” 
Submitted to Electric Power Systems Research (EPSR) (Journal). 
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “Voltage stability constrained 
optimal power flow (VSCOPF) for Var planning: Model simplification using 
interpolation,” in preparation for IEEE Transactions on Power Systems (Journal). 
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “Voltage Stability Constrained 
Optimal Power Flow (VSCOPF) with Two Sets of Variables (TSV) for Var 
Planning,” in preparation for 2008 IEEE PES Transmission and Distribution 
Conference and Exposition, April 21-24, 2008 in Chicago, Illinois .  
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “Var Compensation Economic 
Benefits Sensitivity to Generator Marginal Cost,” Submitted to The Third 
International Conference on Electric Utility Deregulation and Restructuring and 
Power Technologies (DRPT 2008), April 6-9, 2008, Nanjing, China. 
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “Analysis of Var Benefits with 
Application to Var Planning,” Accepted by International Power Engineering 
Conference (IPEC 2007), Dec. 03-06, 2007, Singapore. 
• Wenjuan Zhang, Fangxing Li, L. M. Tolbert, “Optimal Allocation of Shunt 
Dynamic Var Source SVC and STATCOM: A Survey,” 7th IEE International 
 175
Conference on Advances in Power System Control, Operation and Management 
(APSCOM 2006), Oct. 30 – Nov. 02, 2006, Hong Kong, China. 
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“Assessment of the Economic Benefits from Reactive Power Compensation,” 
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• Fangxing Li, Rui Bo, Wenjuan Zhang, “Comparison of Different LMP 
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