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RESUMO:
O objectivo deste trabalho é o estudo da dimensã,o fractal, nomeadamente a dimen-
são de Hausdorff, dimensão de capacidade e dimensão de correlação, relacionando-as e
efectuando o cáIculo em alguns exemplos.
Sempre que se considere indispensável, são apresentadas noções introdutórias paxa
uma melhor compreensão dos conceitos aualisados. O CapÍtulo 2 é dedicado ao estudo da
dimensão de Hausdorff, introduzindo, previamente, uma noção de medida de Hausdorff.
No CapÍtulo 3 analisamos a dimensão de capacidade, suas propriedades e inconvenientes,
relacionando, no final, esta dimensão com a dimensão de Hausdorff.
O CapÍtulo 4 estuda técnicas para calcular dimensões. São estudados subconjuntos
de medida ffnifs,, sistemas de funções iteradas, conjuntos auto-semelhantes e auto-afins e
dimensões de gráficos.
O CapÍtulo 5 é dedicado à dimensão de correlação. Estuda o expoente de correlação
u introduzido por Grassberger e Procaccia. São ana.lisadas funções de dimensão 1 e no
plano. Terminamos com o estudo de séries temporais de variável única.
PATAVRAS-CHAVE:
Geometria fractal, dimensão fractal, dimensão de Hausdorff, dimensão de capacidade,
dimensão de correlaçã,o.
D(
Ftactals dimensions and correlation dimension
ABSTRACT:
The aim of this work is the study of the fractal dimension, na,mely the Hausdorfl dimen-
sion, the box-counting dimension and the correlation dimension, relating and computing
them in some exa,rrples.
Everytime it is necessary we introduce the basic concepts to a better ,ro6s1s1aníling of
the concepts analysed in this work. Chapter 2 is dedicated to the study of the Hausdorfl
dimension, introducting first the notion of Hausdorff measure. Chapter 3 is concerned with
the box-counting dimension, its properties and problems. Then we relate this dimension
with Hausdorff dimension stuüed in Chapter 2.
Chapter 4 is dedicated to the tecniques for calculating dimensions. We study subsets
of finite measure, iterated function schemes, self-similar and self-e,ffine sets and dimensions
of graphs.
Finally, in Chapter 5 we present the correlation dimension. We study the correlation
expoent u, introduced by Grassberger and Procaccia. We finish this Chapter with a study
of single-variable time series.
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L.1 As minhas motivações
Ao longo do meu percurso escolar sempre tive um gosto especial pela disciplina de Matemática.
Desde que comecei a pensar num futuro profissional, esta disciplina sempre fez parte das
minhas expectativas e dos meus interesses. A relação da Matemática com a realidade e a
utilização das novas tecnologias sempre foram motivações para o meu estudo.
Foi na licenciatura que ouvi falar pela primeira vez sobre fractais e desde logo me
suscitou interesse e me incitou a aproveitar outras oportunidades que foram surgindo para
aprofundar este assunto. Comecei por notar a forma como o estudo de um só fractal
pode conectar uma vasta lista de conceitos matemáticos e como a sua representação grá-
fica no computador pode tornar esse objecto de estudo muito interessante e apelativo.
Depois, de forma mais gradual, fui-me dando conta da enorme aplicabilidade destes ob-
jectos geomêtricos ao estudo de elementos e fenómenos naturais o que torna, portanto,
perfeitamente evidente a ligação da Matemática com o real.
Mais tarde, já como docente de Matemática, ingressei no Mestrado em Matemática
e Aplicações e frequentei a disciplina Sistemas Dinâmicos onde, de entre outros, o temà
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dos fractais foi explorado e me interessei pelo tema da dimensão fractal, que é onde se
concentra o trabalho desta dissertaçáo.
1".2 Geometria fractal
As formas dos objectos no mundo sã,o geralmente pensadas em termos de figuras geomêtri-
cas clássicas (círculos, triângulos, quadrados, esferas, cubos,...). Mas nada no Mundo tem
a perfeição dessas frguras (e poucas são as que a parecem ter). Os seres humanos apreciam
bastante essas formas e é das suas mãos que geralmente surgem objectos que as repre-
sentam (mas apenas aproximadamente, mesmo que isso não seja visíve1 a olho nu). É a
mente humana que aproxima as formas dos objectos por flguras geométricas clássicas.
Mas se assim é, qual a verdadeira forma das coisas no mundo? Terá a Matemática
(como única lente correcta para a observação do mundo) explicações e descrições paÍa a
forma como as coisas realmente se apresentam (e menos como rrnósrr gostarÍamos de as
ver)?
O mundo é um poço de surpresas mas o ser humano tem conseguido permanentemente
alargar a sua consciência, a sua cultura e o seu conhecimento de forma a compreender
mais e mais a infinita complexidade do Universo no qual nasceu e no qual foi moldado
(uma complexidade que se espelha no próprio cérebro humano que â procura entender).
Muitos matemáticos têm desenvolvido conceitos matemáticos geométricos que vão mais
além da geometria tradicional. Benoit B. Mandelbrot, com o seu trabalho criativo e
monumental, estudou a geometrica fractal, um conceito introduzido por si próprio. Deste
estudo podem surgir várias questões. O que é um fractal? O que é a dimensão fractal?
Como se pode encontrar a dimensão de um fractal?
1.2 Geometri,a fractal
O ponto fulcral deste trabalho é fornecer um tratamento matemático de fractais e suas
dimensões, podendo responder a estas questões.
O Conjunto de Cantor demzáo $, e rr* dos fractais mais conhecidos, de fácil construção
que mostra diversas características dos fractais tÍpicos. Consideramos o intervalo unitário
[0, L], que designa.mos por .Es. Prosseguimos dividindo este segmento em três partes iguais,
removendo a parte central. Seja E1 o conjunto obtido pela eliminação do centro de Es,
tal que.E1 consiste em dois intervalos [0,]] e [f,t]. Dividem-se novarnente cada um
destes intervalos em três partes iguais removento a parte central, obtendo 82. Lssim, E2
consiste em quatro intervalos [0,á] , [3,â] , l?,Znl . [$,t]. Continuamos este processo
com Ep obtido pela remoção do centro de cada intervalo de Ep-1. Assim, E;, consiste em
2e intervalos de comprimento 3-k. O Conjunto de Cantor F é a intersecçãa Àf:oD1r. Num
primeiro olhar, durante a construção, parecerá que não restou nada do intervalo [0, 1]. De
facto, .F'é um conjunto infinito e incontável de pontos.Veja-se a Figura 1.1.
O Conjunto de Cantor de razão $ apresenta diversas características encontradas em
muitos outros fractais:
i) F é auto-semelhante. Os intervalor [0, *] " [3,1] de .81 são 
geometricamente semel-
hantes a },, reduzido a um factor $. Novamente, cada um dos intervados de Ez ê semel-
hante a r, mas reduzido a um factor $, ... O Conjunto de Cantor contém cópias de si
próprio em diversas escalas diferentesl
ii) O conjunto F tem uma rrestrutura finarr, isto é, contém detalhes em escalas arbi-
traria,mente menores. Quanto mais ampliarmos a representação do Conjunto de Cantor,
maior passa a ser o buraco visível aos olhosl
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Figura 1.1: Construção do conjunto de Cantor .F. de razão $
fácil de compreenderl
iv) F é obtido por um processo recursivo. A construção consiste na remoção repetida
do intervalo central . Os passos sucessivos fornecem-nos aproximações .86 do conjunto f';
v) A geometria de .F, não é facilmente descrita em termos clássicos: não é o lugar dos
pontos que satisfazem alguma condição geométrica simples, nem o conjunto das soluções
de uma equaçáo simples;
vi) É dificil descrever o lugar geométrico de l' - perto de cada um dos pontos, está um
1.2 Geometria Jractal
largo número de outros pontos, separados por aberturas de diversos comprimentos;
vii) Embora F seja um conjunto infinito não numerável, o seu tamanho não ê quan-
tificado por uma medida usual como o comprimento - por qualquer definição razoável, F
tem comprimento zero.
A Curva de Von Koch é também um fractal bastante conhecido. Seja .Eo o segmento
unitário no intervalo [0, 1]. O conjunto ,81 consiste em quatro segmentos que se obtêm
dividindo o segmento inicial em três partes iguais e removendo-se a parte central de Es,
substituindo-a por outros dois lados de um triângulo equilátero baseado no segmento
removido. Construimos .82 aplicando o mesmo procedimento a cada um dos segmentos
de E1. Assim, Es obtém-se substituindo o centro de cada segmento de Ep4 pelos outros
dois lados do triângulo equilátero, como se pode ver na Figura 1.2.
5
Figura 1.2: Processo iterativo da construção da Curva de Von Koch "F
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A Curva de Von Koch tem muitas caracterÍsticas semelhantes às do Conjunto de Can-
tor. Este fractal é composto por quatro segmentos, cada um semelhante ao todo, mas
reduzidos por um factor l. E ruzoâvel chamar-lhe uma curva, mas é demasiado irregular
para ter tangentes no sentid.o clássico. fi1, temcompriment" (á)*. Fazendo k tender para
o infinito, concluimos que.F tem comprimento infinito. Por outro lado, .F'ocupa área zero
no plano. O seu tamanho não é quantificado por uma medida usual como o comprimento
ou a área.
Muitos outros conjuntos podem ser construídos usando procedimentos recursivos, como
por exemplo a Pirâmide de Sierpinski, como pode ser observado na Figura 1.3.
Figura 1.3: Construção da Pirâmide de Sierpinski
Existem, também, muitos outros tipos de construções, como por exemplo a estrutura
complicada mas de uma beleza extraordinária do Conjunto de Julia, que pode ser visto
1.2 Geometri,a .fractal
na Figura 1.4, que se origina a partir de uma função quadrática Í (r) : z2 + c para uma
constante c apropriada. Este conjunto não é estritamente auto-semelhante no sentido do
Conjunto de Cantor ou da Curva de Von Koch, mas ê I'quase auto.semelhanterr, uma vez
que pequenas porções arbitrárias do conjunto ampliadas e distorcidas fazem-se coincidir
com grande parte do conjunto.
Figura 1.4: Conjunto de Julia.
Estes são alguns exemplos de fractais, palavra inventada por Mandelbrot para descrever
objectos demasiado irregulares para caber na geometria tradicional. Propriedades como as
enunciadas para o Conjunto de Cantor são caracterÍsticas de fractais. Métodos e cálculos
da geometria clássica sáo impróprios para estudar fractais.
A geometria fractal adapta-se bem à representação de objectos naturais (Veja-se o
exemplo demostrado na Figura 1.5.). Ao contrário dos objectos criados pelo Homem que
são caracterizados por possuirem linhas e ângulos rectos, cÍrculos perfeitos, etc, os objectos
naturais estão repletos de irregularidades, assimetrias e rrimperfeições", factos estes, que
a geometria fractal tanto tem em conta. Utiliza algoritmos e fórmulas iterativas, estando,
desta forma, intimamente ligada à utilização de computadores.





Figura 1.5: Modelo do sistema arterial do coração. O coração está repleto de redes fractais:
as coronárias, as artérias e as veias, as fibras que ligam as válvulas à parede do coração,
os músculos cardíacos e o sistema His-Purkinje (que é constituído pelas fi.bras através das
quais viajam os impulsos eléctricos que fazem contrair os ventrÍculos). (Imagem retirada
de http: I lcftc.cii.fc.ul.pt/PRISMA/capitulos/capitulo2/modulo4/topico6.php.)
pontos que formam uma linha no espaço Euclideano tem dimensão topológica D7 : l.
Similarmente) um conjunto de pontos que formam um plano tem dimensão topológica
Dr : 2. Finalmente, uma bola ou esfera tem dimensão topológica Dr : 3, (veja-se a
Figura 1.6. No entanto, o Conjunto de Cantor ou a Curva de Von Koch não podem, como
já foi referido acima, ter o seu tamanho quantificado por estes valores. Para resolver este
problema temos o conceito de dimensão fractal, que assume valores fraccionários em vez
de apenas números inteiros. Por exemplo, a construção do Conjunto de Cantor gera um
fractal comdimensão D entre 0< D ( l eaCurvadeVon Kochdimensão 1< D <2.
Desde os primórdios, a curiosidade e a inteligência humana levaram-nos a procurar
padrões naquilo que era aparentemente aleatório. Assim se foi construindo o conhecimento










Figura 1.6: Ilustração do conceito de dimensão do Espaço Euclidiano IR.', onde uma recta
possui dimensão 1, um plano dimensão 2 e um cubo dimensao 3. (Imagem retirada de
http: //www.inf.ufsc.br/ -visao/)
cientÍfico, descortinando a ordem que se esconde por detrás dos fenómenos naturais. A
Teoria do Caos, ao contrário do que o nome possa sugerir, vem no seguimento dessa busca
de um padrão em todo o comportamento irregular.
Imaginemos um saco de berlindes. Se o despejarmos no chão, os berlindes vão espalhar-
se e é praticamente impossÍvel prever a posição final de cada um, embora possamos ter uma
ideia da área que irão ocupar. Repetindo a experiência, nunca conseguiremos que estes
voltem a posicionar-se da mesma forma, mesmo que tenhamos umâ grande preocupação
em repetir as condições iniciais do despejo. Isto sucede porque não é possível ter em
conta tudo o que pode influenciar a experiência: a posição do saco em relação ao chão,
a distribuiçáo dos berlindes dentro do saco, as pequenas irregularidades de cada berlinde
e do cháo, o movimento do despejo, a velocidade do vento (se houver), etc.; o que não
significa que o resultado não respeite leis físicas exactas.
Daqui vem a noção de elevada sensibilidade às condições iniciais, introduzida por
Poincaré, que está relacionada com a existência de inúmeros equilÍbrios instáveis e com a
consequente complexidade de um sistema.
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Um dos sistemas mais complexos que se conhece é o clima. A sua imprevisibilidade
só começou a ser verdadeiramente entendida quando Edward Lorenz observou um fenó-
meno extraordinário. Lotenz estava a trabalhar num modelo informático de previsão
meteorológica, baseado em doze equações diferenciais, na demanda histórica de vislum-
brar a ordem nas alterações climatéricas. Naquele momento, analisava uma sequência
num longo perÍodo de tempo, após introduzir os parâmetros iniciais. Ao repetir a se-
quência, deparou-se com um resultado dramaticamente diferente. Reparou então que, da
segunda vez, tinha arredondado um dos números introduzidos. Uma diferença da ordem
dos décimos de milésimo nos valores iniciais, acabava de se revelar catastrófica no perÍodo
de tempo estudado!
Lorenz conseguiu ainda reduzir o modelo meteorológico a apenas três equações difer-
enciais. Quando o computador representou graficamente o novo modelo, revelou-se um
peculiar tipo de ordem. A curva desenhada era uma dupla espiral no espaço: não tinha um
comportamento cÍclico, visto que nunca passava duas vezes no mesmo ponto, mas estava
restringida a um determinado volume. A essa figura chamou-se Atractor de Lorenz, que
pode ser vista na Figura 1.7.
Lorenz tinha descoberto um sistema caótico, de onde ficou célebre o conceito de Efeito
Borboleta. Ilustrado com a anologia: 'rO bater das minúsculas asas de uma borboleta no
Brasil pode desencadear semanas depois um violento tornado no Texasrr. Inspirado pela
extrema sensibilidade às condições iniciais de um sistema tão complexo como o clima.
A Teoria do Caos estuda sistemas dinâmicos não-lineares ou, de uma forma mais
simples, sistemas determinÍsticos cuja elevada sensibilidade às condições iniciais origina
resultados aparentemente aleatórios. E a I'linguagem do caos" é a própria geometria






Figura 1.7: Atractor de Lorenz.
fractal: só esta permite a irregularidade infinitesimal e só esta nos dá a noçáo de que
uma perturbação numa escala microscópica pode estar associada a uma perturbação de
enormes proporções, através das ideias de escala e padrão; enfim, só esta permite descrever
o Universo, que é bastante mais rico do que a Geometria de Euclides pode conceber.
1.3 A estrutura da tese
Este trabalho está estruturado em 6 CapÍtulos. O Capítulo 1 refere-se à Introdução e o
último, Capítulo 6, à Conclusão. No CapÍtulo 2 é apresentada uma definição de dimensão
fractal, a dimensão de Hausdorff, tendo por base um estudo da teoria de medida. São
mostrados alguns exemplos, onde se efectuam os cálculos para determinar a dimensão de
Hausdorff.
O Capítulo 3 versa sobre o estudo da dimensã,o de capacidade, outra definiçã,o de
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dimensão fractal e o estudo das suas propriedades, vantagens e inconvenientes do seu uso.
Seguidamente, será feita a comparação entre estas duas definições de dimensão: dimensão
de Hausdorff e dimensão de capacidade. Finalmente apresentam-se alguns exemplos e
cálculos da dimensão de capacidade.
O CapÍtulo 4, intitulado exemplos de técnicas para calcular dimensões, apresenta out-
ras formas de calcular dimensões. São analisados subconjuntos de medida finita, sistemas
de funções iteradas, dimensões de conjuntos auto-semelhantes, conjuntos auto-afins e di-
mensões de gráficos.
No CapÍtulo 5 é apresentada outra definição de dimensão, a dimensão de correlação,
menos conhecida mas de grande interesse, pois pode ser aplicada ao estudo de séries
temporais. É estudada em funções de dimensão 1 e no plano. É, também, apresentada
uma relação entre a dimenão de Hausdorff e a dimensão de correlação. Termina com o
estudo de séries temporais de variável única.
Os documentos que fundamentam a maior parte do conteúdo deste trabalho são os
seguintes: -Fractal Geometry- Mathemati,cal Foundati,ons and Apph,cattons de Keneth Fal-
coner [8]; -Dynam'ical Systems with Applicati,ons usi,ng MAPLE de Stephen Lynch [20];
-Essenti,al MATLAB- for Engineers and Scient'ists de Brian Hahn e Daniel T. Valentine
f16l; e -lVeasuring the Strangeness of Strange Attractors de Peter Grassberger e Itamar
Procaccia 115].
Dada a diversidade de notação dos diferentes documentos consultados, foi necessário
proceder a escolhas e ajustes de modo a torná-la uniforme em toda a dissertação.




A ümensão fractal é uma ferramenta essencial paxa o estudo dos objectos fractais. Ela
representa o grau de ocupação destes no espaço, estando relacionada com o seu grau de
irregularidafls. psfinimos, então, como sendo um número que caracteriza a maneira como
a distância entre dois pontos aumenta à medida que a escala diminui. A dimensão estudada
neste CapÍtulo é a dimensão de Hausdorff, talvez 6 dgfinição mais conhecida e utilizada
para a estimação da dimensão de um fractal, pois pode ser entendida como uma extensão
6a dgfinição clássica de dimensão topológica.
Para definir dimensão de Hausdorff é necessárh 3 dsffnição de medida de Hausdorff,
pelo que antes é necessário definir medida. Assim, neste CapÍtulo, far-se-ão primeiro essas
dsfinições, com a devida apresentação dos conceitos básicos necessários para tal e só depois
será apresentada a deffnição de ümensão de Hausdorff. Finalmente, serão apresentados
alguns exemplos onde se aplica o cálculo da dimensão.
2.L Noções introdutórias de teoria de medida
Uma medida ê uma forma de atribuir uma grandeza numérica a conjuntos, de modo que se
um conjunto é decomposto num número finito, ou numerável, de peças, então o tamanho
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do todo é a soma dos tamanhos das peças.
Chamamos a p,:umamedida em IRz se /, associa um número náo-negativo, possivelmente
oo, a cada subconjunto de IR" tal que:
(a) p,(o) : s;
(t) p(e) < p.(B) se A c B;








se Ai ê uma sequência de conjuntos Borelianos disjuntos. O conjunto dos Borelianos é
a mais pequena sigma-álgebra que contém os conjuntos abertos, ou seja, os Borelianos
são os conjuntos que se podem escrever através de uniões contáveis e complementares de
conjuntos abertos. Os conjuntos abertos, os conjuntos fechados e os conjuntos numeráveis
são Borelianos.
Chamamos a p,(A) a medida do conjunto Á.
A condiçáo (a) diz-nos que o conjunto vazio tem medida zero.
A condição (b) diz-nos que o conjunto maior tem medida maior.
A condição (c) diz-nos ç[ue, se um conjunto é uma união de um número numerável de
peças (que se podem sobrepôr), então a soma das medidas das peças ê maior ou igual à
medida do todo. Se um conjunto é decomponÍvel num número numerável de conjuntos
_)
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Boreüanos disjuntos então â medida total das peças é igual à medida do todo.
Se á > B então Á pode ser expressa como uma união disjuntà1 A: BU(Á\B),
a,ssim: concluÍmos imediata.mente a pa,rtir de p
conjuntos Boreüanos, temos
(#,') : ir(Á6) que, se Á e B sãa
p (,4\B) : p'(A) - p'(B).
Analoga"rnente, se Á1 C Az C... é uma sequência crescente de conjuntos Borelianos
então
),m p(Aà: í, (,q,Á,)
Para ver isto, note-se que Up1Á6 : ArU (Áz\ár) U (&\á2) U..., com esta união
disjunta, logo
/, (,q,Á,) : p(Ar)+i rp (At+t) - p(Ar))
k
:p (Ar) * .lim D 0, @+r) - r 1An)),c+ó;-í
:.Iim p(ár).
"+6
Mais geralmente, segue que se, para ô ) O, A5 são conjuntos Borelianos crescentes
conforme ôdecresce, istoéÁ5, CAd, para0< ô< ô', então
limz
ô+O'
O suporte de uma medida é o conjunto no qual esta se concentra. Formalmente, o
suporte de p, é o menor conjunto fechado X tal que p (R"\)í) : 0. O suporte de uma
(áa) :, (#rrr)
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medida é sempre fechado e r está no suporte de p se e só se p(Br(r)) > 0 para qualquer
bola de raio r, centrada em r. Dizemos que p é uma medida de probabilidade em .Á, se
P(A) :7.
Uma medida num subconjunto limitado de IR" para o qual 0 < p (R") ( oo pode ser
chamada uma distribuiçã,o de n'Lo,ssq e consideramos p(,4) a massa do conjunto Á.
No contexto deste trabalho, as medidas mais importantes são as medidas de Hausdorff
s-dimensionais em subconjuntos de JR.n, onde 0 ( s í n. Estas medidas são generalizações
da medida Lebesgue para dimensões que não são necessariamente inteiras.
Exemplo 2.1.L Med,ida de Lebesgue ernRn
Se A: {(rr,...,rn) e IR': o6 < ri 1b,i} éumparaleleptpedo em R,, o uolurne
n-d'imensional de A é dado por
uol" (A): (ôr - at)(bz - az)...(b" - an).
(uott éocomprimentol uolz éaó,rea; aol3 éousualaolumeS-dimensi,onal.) Arne-
di,da de Lebesgue n-d'imens'ional Ln pode ser interpretada corno a ertensã,o do aolume
n-d,'irnens'ional para uma grande classe de conjuntos. Obtemos a medida d,e Lebesgue ern
R" defi,ni,ndo
L"(A): inf{Duol" (Ai), A c .3.Aay
i:L
onde o ínfimo é tomado sobre todas as coberturas de A por paralelepípedos Ai. Temos que
L" (A) : l)oln (A) se A é um paralelepíped,o ou qualquer conjunto para o qual o uolume
pode ser deter"minad,o pelas regras de mediçã,o usua,is.A
2,1 Noções introd,utóri,as de teori,a de medida
Dizemos que uma propriedade é vátida pâra quase todos os ,, ou quase por toda a
parte (com respeito a uma medida p) se o conjunto para o qual a propriedade falha, tem
medida p nula.
Às vezes, é necessário integrar funções com respeito a medidas. Uma grande classe de
funções, incluindo as funções contÍnuas, satisfaz a seguinte condiçã,o: para Í : D '--+ IR. uma
fnnção definida num subconjunto Boreliano D de IRn, o conjunto .f-1(-*, a): {r e D z
f (*) < a) e um conjunto Boreliano para todos os números reais a. Estas funções podem
ser integradas.
Para definir integração, primeiro supomos que / : D --+ IR é uma funçao simples, ou
seja, que toma um conjunto finito de valores alt.,,tek. Definimos o integral com respeito
à medida p duma função simples não-negatirm, / como
k
I Íap: \a6p,{r : Í (r) - o1"}.
i.:L
O integral de funções mais gerais é definido usando aproximações através de funções
simples. Se / : D --+ IR. é uma função nãonegativa, definimos o seu integral como
[ Íap : suipff sdLL : g é si,mples,o < 9 < .f]
Para completar a definição, se / tomar valores positivos e negativos, temos
"f+ 
(r) : max{.f (r) ,0} e f - (r) : ma*{-Í (r) ,0}
de forma que / : Í+ - i-, e deffnimos
17
I ror: | Í*or- | r-or
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desde que I i*dp e .[ Í-dp sejam ambos finitos.
Todas as propriedades usuais são válidas para estes integrais, por exemplo
I I Í Í IU + g)ap: Ídp+ gdp e Àf d,p.: 7 Ídp
se À é um escalar. Temos, também, o teorema da convergência monótona, ou seja, se
Í : D '- IR é uma sequência crescente de funções não-negativas convergindo para /, então
/5L/ Íxdp: [ Íap.
Se Á é um subconjunto Boreliano de D, definimos a integração sobre o conjunto .4,
por
Í dp, Íxddl.t
onde la : lRn --+ lR é a rrfunçã,o caracterÍsticarr, tal eue Xe(r) : t se r está em á e
Xn@): 0 caso contrário.
Note-se que, se f (")> 0 e I fdpr:0, entáo Í (r):0 para /r-quase todo o z.
2.2 Medida e dimensão de Hausdorff
Existe uma grande variedade de frdimensões fractaisrr. A dimensão de Hausdorff tem
vantagem de ser deflnida para qualquer conjunto e é matematicamente conveniente, pois
como é baseada em medidas é relativamente fácil de calcular ou estimar.
Depois de definida a medida de Hausdorff, será definida a dimensáo de Hausdorff.
l^
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2.2.L Medida de Hausdorff
Se t/ é algum subconjunto não-vazio do espaço Eucüdiano n-dimensional, lR', o diâmetro
deU é definido como lLrl - süp {l* - yl ; r,g e Lr}, isto é, a maior distância eutre qualquer
par de pontos em[J. Se{Uo} é uma colecção numerável (ou finita) de conjuntos de diâmetro
no máximo ô que cobre },, isto ê F C U;?1U; com 0 < luàl <ô para cada i € /, dizemos
Sue {Ui} é uma õ - cobertura de F.
Supondo que F é um subconjunto de IR'e s é um número não negativo, para gualquer
ô > 0 definimos
(a )
Tíi@):i"f {Ilu,l":{u,1} êumaô -coberturaderf . (2'1)(i:r )
Assim olhamos para todas as coberturas de F por conjuntos de diâmetro no máximo ô e
procluarnos *iairnizar a soma das s-ési,mos potências dos diâmetros. Quando ô diminui,
a classe das coberturas possÍveis de .t' é reduzida. Então, o Ínfimo 11"õ(F) aumenta, e então
aproxima-se um limite quando ô * 0 e escrevemos
11" (F): ISz; (r). (2.2)
Este ümite existe para qualquer subconjunto .t- de IR", embora os valores limites possam
ser (e usualmente são) 0 ou oo. Cha,rramos a'17" (F) a medida de Hausdorff s-dimensional
de ,F.
Em particultr,ll" (a) :0, se E está contido em l' então 11" (E) <'H (F), e se {.8;}
é alguma colecção numerável de coujuntos Borelianos disjuntos, então
x" (ü r,\ : iu" çr01.
\?:I / l:t
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A medida de Hausdorff generaliza a familiar ideia de comprimento, área, volume, etc.
Pode ser demonstrado que, para subconjuntos de JRu, a medida de Hausdorff z-dimensional
é, a menos do produto por uma constante, a medida de Lebesgue n-dimensional, isto é, o
usual volume n-dimensional. Mais precisamente, se .F'é um subconjunto Boreliano de IR.',
11" (F) : cnuol" (F)
onde a constante cn:2n (lrn)t7"à" é o volume de uma bola n-dimensional de diâmetro
1. Analogamente, para subconjuntos de lR" de dimensáo inferior, temos qlre'Ho (f) e
o número de pontos em Í' se .F fôr um conjunto frntto; '171 (f') dá-nos o comprimento
duma curva suave .F; 't1'(F) : (4/r) x ô,rea (F) se .F é uma superfície suave; f73 çf1 :
(6/r) xuol (F); e11* (F) : cm\uol* (F) se .F' é uma subvariedade suave rn-dimensional
de IR." (isto é, uma superfÍcie rn-dimensional no sentido clássico).
Existem propriedades de escala para comprimentos, áreas e volumes. Numa ampliaçáo
por um factor À, o comprimento de uma curva é multiplicado por À, a área de uma região
plana é multiplicada por À2 e o volume de um objecto 3-dimensional é multiplicado por






onde ÀF: {Àz : r e F}, ,isto é, o conjunto F é alterado por unx factor À.
Demonstração:
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Se {Ue} é uma õ - coberturo de F então {ÀQ} é uma \õ - cobertura de ÀF. Daqui
77\õ (^F) < » lÀt/il' : À' » lt[1" logo, como isto se passa para qualquer õ - cobertura
{Ue} de F, obtemos ?í\6$F) S 
^"'lí"õ(F). 
Fazendo ô -- 0 obtemos 11" (^F) < 
^"'11" 
(F).
Substitúndo À por f e F por ÀF dá-nos a desigualdade oposta requerida.I
Proposição 2.2.L Seja r' c lR.n e f : F --+ lR- uma funçã,o tal que
lÍ @) - Í (u)l < "lr - yl" @,s e F)
para constantes c ) 0 e a ) 0. Então para ud,a s
,H"/. (Í (F)) < "i;t-t" 
(r)
Demonstraçõ,o:
Se {%} é uma õ - cobertura de F, então, üsto que l/(.F' nUàl S cltlal", segue-se
que {.f (F nuc)} é uma e - coberturo de / (.F'), onde e -- cõo. Assim Da lf (f n f4)l* <
"* Dnlt\1" , 
d6. HZl" (Í (.tr,)) < "i,u8 
(n. Como ô --* 0, então e ---+ 0.r
A condição lÍ@)- Í(y)l<cln-yl' paratodos os n,y e F é conhecida como
wa undi,çã,o ile Htild,er d,e erpoente a; tal condição impüca que / é contÍnua. Particu-
larmente importante é o caso o: 1r isto ê
lÍ (r) - / (y)l < clr - yl @,y e F)
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onde / é chamada uma funçã,o Lipschitz, e
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11" (f (F)) < c"'11" (F). (2.3)
Qualquer funçáo diferenciável com derivada limitada é necessariamente Lipschitz, como
uma consequência do teorema do valor médio. Se / é uma isometria, isto é l/ (*) - Í (y)l :
l* - yl, erfiáo1ls (/ (f)) :71" (F). Em particular, as medidas de Hausdorffsão invariantes
portranslações(istoé'11"(F*z):'11(F),ondeF+z:{n*z:r€-F'}),einvariantes
por rotações.
2.2.2 Dimensão de Hausdorff
Retomando a definição (2.1,) ê claro que para qualquer conjunto F e qualquer ô < 1, 71"õ (F)
é não-crescente com s, então por (2.2), 7í" (F) é também não-crescente. De facto, é verdade
que, se t > s e {Ut} é uma õ - coberturade f' temos
\luol'< ô'-'» lr4l'
ii
então, tomando o Ínfimo, obtemos 7í'6@) < õt-"'t13(.F). Fazendo ô --+ 0 vemos que se
'lí" (F) < m então 17'(F): 0 para ú ) s. Assim o gráfico de ?1" (F) em função de s
mostra que existe um valor crÍtico de s em qu'e ')í" (},) rrsalta" de oo para 0, veja-se a
Figura 2.1. Este valor crÍtico é chamado de dimensão de Hausdorff de r,, e escreve-se
dims f'.
Formalmente
dims F : inf {s :'}7" (F) - 0} : sup {s : }í' (f; : m1










0 <'11" (.F') < -.
Um conjuuto Boreliano satisfazendo esta última condição é chamado um .s - coniunto.
Seja tr, um disco plano de raio 1 em lR3. Das propriedades sobre comprimento, área e
volume, temos ?1'(F): cümry'irnento(F): oo: 0 <112 @): @lr)xárea(.F') :4 < m
eU|@) : (6ln) xuot(F) : g. Assim dim;rF: 2, com 11"(F): oo se s < 2 e
17" (F):0 se s > 2.
A dimensão de Hausdorff satisfaz as seguintes propriedades.
ses<dimsf'
se s ) dims.F
Se s : dims F, elcrtãa'|l" (F) pode ser zero ou infinito, ou pode satisfazer
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Conjuntos abertos: Se F c lR" é aberto, então dims f' : nr desde que .F' contenha
uma bola n-dimensional de volume positivo.
Conjuntos sual)est Se F é uma subvariedade suave rn-dimensional de IR.n então dims F :
m. Em particular, curvas suaves têm dimensão 1 e superfícies suaves têm dimensão 2.
Essencialrnente, isto pode deduzir-se da relação entre medidas de Hausdorff e medidas de
Lebesgue.
Monotoni,a; Se -E c -F então dims E ( dims F. Isto é imediato pela propriedade de
medida em que 1í (E) < U" (F) para cada s.
Estabi,lid,ad,e numerá,uel: Se Fr, F2,...ê uma sequência de conjuntos (numerável) então
dims Up1E; : süpl<i<m {dim77 4}. Certamente, dimp UErXi ) dims Q para cada
j pela propriedade da monotonia. Por outro lado, se s ) dimg Fi para todo i, então
?í" (F,,): 0, logo 11" (U=tFi): 0, dando a desigualdade oposta.
Conjuntos numerdoe,i,s: Se .F' é numerável então dims,F : 0. Se ,4 ê um ponto
singular, ff @o): 1 e dima Fi : O, então pela estabilidade numerável dims Upr.Q : 0.
Proposição 2.2.2 Sejam F C lR" e f : F ---R.? unta função que satisfaz a condi,çã,o de
Hõld,er,
l/ (") - f (y)l I clr - yl" @,y e F)
Então dimn "f (F) < (tla) dims F.
Demonstraçã,o:
Se s > dimr .F então, pela Proposiçã.o2.2.7, na página 21, y"/o (/ (r')) < 
"s/ays 
(f, ) :
0 implicando que dims f F < s la para todo s > dims .F,.I
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Corolário 2.2,L (a) Se f : F --, IR- é uma transformação Li,pschitz entõ,o üu';. / (.F) <
dimn r'.
(b) Se f : F ---+R* é uma transformaçõ,o bi'-Li,pschi,tz, isto é, tal que
clln-slSlÍ@)-Í (s)l < "zl*-yl @,yeF)
onde 0 < cL < cz 1 6t entõ,o, dimr "f (f') : dimn.F.
Demonstraçã,o:
A parte (a) segue pela Proposiçã'o2.2.2 tomando a : L. Aplicando isto a /-1 : / (F) ---+
f, dá-nos a outra desigualdade requerida por (b).I
Este corolário revela uma propriedade fundamental da dimensão de Hausdorff: a di-
mensão de Hausdorff ê invariante segundo transformações bi-Lipschitz.
Proposição 2.2.3 Um conjunto F c lRu com üms r, < L é totalmente desconero.
Demonstraçõ,o:
Sejarn x e g portos distintos de r'. Define-se uma função .f , IR" --+ [0, m) por / (z) :
lr-*1. Como/ nãoaumentadistâncias,istoêl/ (r)- f (r)l < lr-rl,temospelaalínea
(a) do Corolário 2.2.1, quLe dimn.f (f') < dims F < L. Assim f (F) ê um subconjunto de IR
com ?/l-medida ou comprimento zeto, e então tem um complementar denso. Escolhendo
rtalquer4f @) e0<r<Í(A) segueque
F : {z e F : lz - rl < r} u {z e F : lz - rl > r}.
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Assim F está contido em dois conjuntos abertos disjuntos com Í num conjunto e gt no
outro, ou seja r e y peÍmànecem em diferentes componentes conexas de r'.I
Cálculo da dimensão de Hausdorff
Podemos, então, ver como calcular a dimensão de Hausdorff em dois fractais simples: a
Poeira de Cantor e o Conjunto de Cantor
Exemplo 2.2.1. Seja F a Poe'ira de Cantor constra[da a part'ir d,o quadrado unitá,rio. (A
cada passo da construçã,o os quadrad,os sã,o di,uidi,dos em 16 quadrados corn urna quarta
parte d,o comprimento do lado, d,e for"rna Eue o nlesnxo padrão d,e quatro quadrados é


























Figura 2.2: Construção da Poeira de Cantor (dims F : 1)
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Cá,lcuto: Tomando a cobetrura de F por 4k quadrados de lado 4-k (isto ê, de diâ,metro
õ : a-kfr) em Eprno k - ési,mo passo de construção, obtemos uma estimativa?t! (f') S
4'4-ntfz para o Ínfimo em (2.1). Como k --+ m então ô --+ 0 dando TiL (F) < rn.
Proj representa a projecção ortogonal no eixo rx. A projecção ortogonal não aumenta
distâncias, isto êlproj n-woj yl Slr-ul se n,U e N, ?roi é uma função Lipschitz.
Em virtude da construção de F, a projecção ou rrsombrail de F no eixo rx, yroi F, está
no intervalo [0,1]. Usando (2.3)
L : comw,i,mentof0,Ll :'t{L ([0, 1]) : ?íL (proj F) < ur 1r1 .
Usar a projecção ortogonal para minimizar a medida de Hausdorff ê um truque que só
funciona em circunstâncias especiais e não é a base de um método mais geral. Norma,lmente
conseguir um mínimo dá múto mais trabalho do que neste exemplo.E
Exemplo 2.2.2 Seja F o Conjunto d,e Cantor d,e razã,o *. f O seu processo de onstraçã,o
já, foi, eryli,cailo e pod,e ser ai,sto na Fi,gura 1.1 d,a pó,gi,na 4.) Se s :lo82llog3 : 0.6309...
entã,o dim.s F: s " t <?t" (r') < 1.
Cá,lculo Heurísti,co: O Conjunto de Cantor F divide.se na parte esquerda Fs : F n
[0, â] " 
na parte direita Fo : Fnffr, f]. Ctaramente ambas as partes são geometricamente
semelhantes a f, mas reduzidas pela razão t, " F 
: Fel)Fp com essa união disjunta.
Assim para qualquer s
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Tí" (F) :'tí" (Fe) + 17" (FD) : lu u" (r) + * ?ú' (r)
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pela Propri,edade de Escala da medida de Hausdorff. Assumindo que no valor crÍtico s :
dimsll temos 0 <'11" (.F') < oo podemos dividir pela'll" (F) obtendo I :2 (t)'ou.e:
log 2/ log 3.
Cá,lculo R'igoroso: Chamamos aos intervalos de comprimento 3-k &:0, 1,2,...) que
constituem os conjuntos Ek ta construção de .F'intervalos elementares. A cobertura {t[]
de .F- consistindo em 2k intervalos de ,87, de comprimento 3-& dá-nos que Tl"s_1r(.F,) <
»lucl" - 2kg-ks: 1 se s:log2llog3. Fazendo k --+ oo dá-nos 11" (F) < 7.
Para provar qtrc 71" (.F,) > + mostramos que
!lu,l"=i:r-" (2.4)
para qualquer cobertura {f4} de J7. Claramente, é sufi.ciente supor que {t4} são intervalos,
e aumentando ligeiramente e usando a compacidade de .t,, precisamos apenas verificar (2.4)
se {f4i é uma colecção finita de subintervalos fechados de [0,1]. Para cada Ui, seja le o
inteiro tal que
3-(r+t) <ltâ<B-k (2.5)
Então t[ pode intersectar no máximo um intervalo elementar de .87. desde que a sepa-
raçã,o entre esses intervalos elementares é pelo menos 3-À. Se j > k erttã"o, pela construção,
U; intersecta no máximo 2i-k:2ig-sx <2i3" lU;l'intervalos elementares de 87, usando
(2.5). Se escolhemos j suficientemente grande tal que 3-0+t) S lu,il para todo (J,;, en-
tão, como os {f4} intersectam todos os 2J intervalos elementares de comprimento 3-i, a
contagem de interralos dá2i <»i2i3s lUnl" o que se reduz a (2.4).2
Capítulo 3
Dimensão de capacidade
O que é fundamental para quase todas as definições de ümensã,o ê a ideia de medida à
escala d: para cada d, o conjunto é medido desprezando as irregularidades de taman-ho
inferior a ô, depois observa,m-se como os resultados dessas medições se comporta,m à medida
que ô tende para zero.
A definição de dimensão estudada neste CapÍtulo é a dimensão de capacidade, uma
das dimensões mais usadas e a sua popularidade deve-se essencialmente à facilidade com
que se pode calcular e estimar empirica,mente. Na literatura poderá aparecer com outras
designações mas aqui utilizar-se-á a designação de dimensão de capacidade e representar-
se-á por dims, em conformidade com a bibliogra,fia utilizada que é maioritariamente de
lÍogua inglesa e onde esta dimensão se designa por 'tbor-counti,ng d,'i,mens'i,ontt.
Neste CapÍtulo que se segue apresentar-se-á, então, a definição de dimensão de capaci-
dade e será feita uma relação entre esta e a dimensão de Hausdorff (estudada no CapÍtulo
a.nterior), mencionando as suas propriedades, vantagens e inconvenientes. Serão dados
alguns exemplos para os quais calcularemos a sua dimensão de capacidade.
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S.L Dimensão de capacidade
Seja .F'um qualquer subconjunto não-vazio de IR.- e N5 (.F) o menor número de conjuntos
de diâmetro no máximo ô que pode cobrir F. As dimensões de capacidade inferior e









Se estes forem iguais referimos o valor comum como a dimensão de capacidade de f'
* losNô (r)
l1ÍÍr -------:----*
ô-o - Iog ô
dimaF:m+#P (3.2)
Considerando a colecção de cubos na ô-rede coordenada de IR', isto é cubos da forma
1m16,(m1+ 1)ô] x ... x lm,õ,(mn+ 1)á]
onde m1, ...)n1,n são inteiros. (Relembrando que um trcuborr ê um intervalo em IR.l e um
quadrado em IR.2.) Seja Nj ("F') o número de cubos da ô-rede que intersectam F. Estes,
obviamente fornecem uma colecção de Nj (.t') conjuntos de diâmetro 61/n que cobrem .F',
assim
Seô/n<1entã,o
Naa@) s Nj (r)
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assim tomando limites quando ô --+ 0, obtemos
los^t"6 @) - logNj(F): r0ãlô\/r}) > -sE - los ô




Por outro lado, qualquer conjunto de diâmetro tro máximo ô está contido em 3D cubos




Figura 3.1: Ilustração da ô - rede em 1R., IR2 e IR3
Assim
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nj (r') < 3"^b (r)
e tomando logaritmos obtemos as desigualdades opostas de (3.3) e (3.4). Para encontrar
a dimensão de capacidade (3.1) e (3.2), podemos tomar Na (.F') como sendo o número de
cubos de lado ô que intersectam .F.
Para encontrar a dimensão de capacidade de um conjunto plano .F podemos desenhar
uma rede de quadrados ou caixas de lado ô e contar o número Na (.F) de caixas que
intersectam o conjunto para vários d'pequenos (daqui o nome 'tcontagem de caixas'r). A
dimensão é a taxa logarítmica com que 
^Iô 
(F') aumenta quando O -- 0, e pode ser estimada
pelo gradiente do gráfico de log Na (.F) em função de - log ô.
O número de cubos de lado ô que intersectam um conjunto, é uma indicação de como
um conjunto se dispersa, ou da sua irregularidade quando examinado numa escala ô. A
dimensão reflete a rapidez com que as irregularidades se desenvolvem quando 6 --+ 0.
Outra definição frequentemente usada de dimensão de capacidade é obtida tomando
Nô (,F') em (3.1) e (3.2) como sendo o menor número de cubos arbitrários de lado ô que
cobrem f'. A equivalência desta definição segue como no caso da rede de cubos, notando
que qualquer cubo de lado ô tem diâmetro 61/n, e que qualquer conjunto de diâmetro no
máximo ô está contido num cubo de lado ô.
Analogamente, obtemos exactamente os mesmos valores se em (3.1) e (3.2) tomarmos
Na (.F,) como o menor número de bolas fechadas de raio ô que cobrem 17.
Deffnição 3.1.,1. Defi,ni,ção Equi,ualente
As di,mensões d,e capacidade i,nferi,or e superi,or dum subconjunto F d,e R" sã,o dadas










e a dimensã,o d,e capacid,ad,e d,e F por
dimpF_ri*loe&(í)d-o - log ô
(se estes limi,tes eri,stem), onile N6(F) é algum d,os segu'i,ntes:
(i,) o menor número d,e bolas fechadas d,e raio õ que cobre F;
(i,i,) o menor número de cubos d,e lado 6 que cobre F;
(i,i,i,) o número ile õ-red,e d,e cubos que intersectam F;
(i,u) o menor número de conjuntos d,e d,i,ô,metro no mó.r'i,mo 6 que cobre F;
(a) o mai,or núrnero ile bolas d,isiuntas d,e ra'io õ com centro em F.
(3.6)
Em (3.5) e (3.6), é suficiente considerar limites quando ô converge para 0 (zero) através
de alguma sucessão decrescente ô7, tal que ôr+r ) có'76 para alguma constante 0 < c < J.,
em particulâ,r pâra 6k : ck. Visto isto, note que se ôyr..1 S ô ( ô6, então
log.lÍ5 @) - 1ogN67,..1 @) - loglí67.11(F) , log.1156.,'1(F)
-l"cã- : -logôk : m 
> 
-logô&+1+logc
EI"s{o (I) < ffi losIr. !F).â:õ -logô -rIã -logôy,
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A desigualdade oposta é trivial; o caso dos limites inferiores pode ser desenvolvido da
mesmâ forma.
Existe uma deflniçã,o equivalente de dimensão de capacidade, com uma forma um pouco
diferente, que vale a pena mencionar. Relembrando que o corpo ô - paralelo F5 de F é
F5 : {r e lR' : ll, - All l õ para algum A e F}
isto é, o conjunto de pontos dentro da distância ô de F. Consideramos a taxa com que o
volume n-dimensional de ,F,a diminui quando á -+ 0. Em JR.S, se f' é um ponto singular
então F6 é uma bola com uol(F5): trõ3, se F é um segmento de comprimento I então
F5 é umarrespécie de salsicha'r comaol (,F'ô) - nlõ2, e se -F é um conjunto plano de área
a então J75 é essenciahnente uma extensão de F com uol(Fo) - 2aõ. Em cada caso,
uot(F6) - sô3-s onde o inteiro s é a dimensão de.F', então o expoente de ô é indicativo
da dimensão. O coeficiente c de ô3-", cor.hecido como o conteúdo de Minkowski de ,t,, é
uma medida do comprimento, área ou volume do conjunto quando apropriado.
Esta ideia é extensÍvel às dimensões fraccionárias. Se ,F, é um subconjunto de lR.a e,
para algum s, uoln (Fa) lõ"-" tende para um limite finito positivo quando ô * 0, en-
táo faz sentido considerar .F como s-dimensional. O valor limite é chamado conteúdo
s-dimensional de -F'- um conceito de uso restrito, visto que não é necessariamente aditivo
em subconjuntos disjuntos, isto é, não é uma medida. Ainda se este limite não exis-
tir, podemos ser capazes de extrair o expoente crÍtico de ô, que está relacionado com a
dimensão de capacidade.
Proposição 3.1.1 ,Se F é um subconjunto deRn, então
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ond,e F5 é o corpo õ-paralelo a F
Demonstraçõ,o:
Se .F pode ser coberto por .lí6 (F) bolas de raio d então .Fa pode ser coberto pelas bolas
concêntricas de raio 2ô. Daqui
aol" (F) S Na (r) c"(2õ)"
onde cr, é o volume da bola unitá,ria em IRa. Tomando logaritmos,
log2" cn+ n log ô + log.lfa
-logô
obtemos
lfa (,F') c.(2õ)" < uol" (F5) .
Tomando logaritmos obtemos a desigualdade oposta a (3.7) usando a Definição 3.1.L de-
scrita na página 32.I
loguol" (Fd) ---------;-----;-<:
-logô
,. Ioguol" (Fr\Ulqffis < -n* dimBF (3.7)
com umâ desigualdade similar para limites superiores. Por outro lado, se existirem lfo (f)
bolas disjuntas de raio ô'com centro em F, então
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A dimensão de capacidade ê as vezes referida como a dimensão de Minkowski.
3.2 Relação entre dimensão de Hausdorff e dimensão de ca-
pacidade
E importante entender a relação entre a dimensão de capacidade e a dimensão de Haus-
dorff. Se .F pode ser coberto por 
^fd 
("F,) conjuntos de diâmetro ô, então, pela Propried,ad,e
de Escala, na página 20, no CapÍtulo 2,
1í3 @) < N5 (F) ô',.
Se 1 < 11"(F) - Iim5*s118@) então log^fd(.F') _F slogô > 0 se ô é suficientemente
pequeno. Assim s í lima-6logN5 g) le logô) portanto
dimp,FsdimsF<dimsF
para qualquer F c lR". Em geral náo obtemos aqui a igualdade. Embora a dimensão de
Hausdorff e a dimensão de capacidade sejam iguais para muitos conjuntos rrrazoavelmente
regularesrr, existem abundantes exemplos onde estas desigualdades sáo estritas.
Grosseiramente falando, (3.2) diz que N5 (r,) = ô-' para á pequeno, onde s : dima f,.
Mais precisamente, diz que
Nô (,F')ô" -- oo se I < dima.F
e
lfa (J7)ô' --+ 0 .se .s > dims F.
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Mas
/Vô (J7)ô' : inf DO' , {Ui é uma õ - cobertura (fi,ni,ta) de F
o que ocorre na definição de medida de Hausdorff e dimensão de Hausdorff. Calculando
a dimensão de Hausdorff, atribuimos diferentes pesos lUal' aos conjuntos de cobertura
[/6, considerando que para a,s dimensões de capacidade usamos o.mesmo valor ô" para
cada conjunto da cobertura. As dimensões de capacidade podem ser entendidas como
indicando a eficiência com que um conjunto pode ser coberto por conjuntos pequenos
de igual tamanho, enquanto a dimensão de Hausdorff envolve coberturas por conjuntos
pequenos mas de ta,manhos possivelmente muito variados.
Visto que a dimensão de capacidade é determinada através de coberturas por conjuntos
de igual tam.anho, tende a ser mais fácil de calcular do que a dimensão de Hausdorff. No
entanto, tem algumas propriedades com consequências indesejáveis. Essas propriedades
irão ser referidas neste trabalho um pouco mais à frente.
Exemplo 3.2.L Seja F o Conjunto de Cantor d,e razõ,o l. (Veja-se a Fi,gura (1.1), na
pó,gi,na l.) Entõ,o dimrF: clim-aF: log2/log3.
Cá,lculo: A cobertura óbvia por 2k intervalos de .87, de comprimento 3-k dá-nos que
Na (lr) í 2e se 3-e 1 ô < 3-e+1. Por (3.1)
dims.F _ mlos& (Í) < m- ô-0 -logÔ -&*m
log2k log 2
log 3e-r log 3
Por outro lado, qualquer intervalo de comprimento ô com 3-e-l < ô < 3-e intersecta no
máximo um dos intervalos elementares de comprimento 3-& usados na construção de f'.
38 Di,meruõ,o de capac'idad,e
Existem 2& intervalos tais que ao menos 2k intervalos de comprimento á são necessários
para cobrir f,. Daqui Na (.F,) > 2À, logo dimrP -- log2llog 3.!
Assim, a.o menos para o Conjunto de Cantor de razáo $, dirrrs F : dima .F'.
As seguintes propriedades elementares da dimensão de capacidade retratam as con-
hecidas paÍa a dimensão de Hausdorfl e podem ser verificadas da mesma maneira.
(i) Uma subvariedade suave rn-dimensional de IR.u tem dims F : m.
(ii) dimB e dims são monótonas.
(iii) ãimB é finitamente estável, isto é
aim-, (A U F) : ma* {ffi64, ffisf }
contudo dimn não é.
(iv) dimp e ãim6 são Lipschitz invariantes. Isto acontece porque se l/(r)-/(y)l <
clr - Al e f' pode ser coberto por lfô (,F,) conjuntos de diâmetro no máximo ó', então as
Na (.F,) imagens desses conjuntos por / formam uma cobertura por conjuntos de diâmetro
no máximo cô, assim dimr.f (.F') S dima F. Similarmente, as dimensões de capacidade
comportam-se como dimensões de Hausdorff sob transformações bi-Lipschitz e HÕlder.
Vejam-se agora algumas desvantagens da dimensão de capacidade. A próxima proposição
é, a princÍpio, apelativa, mas tem consequências indesejáveis.
Proposição 3.2.1 SejaF o fecho de F (i,sto é, o menor subconjunto fechado deF." que
contém F). Entã,o
dims,F : dimrF e dirr.6F: dimsF,
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Demonstraçõ,o:
Seja Br, ..., ,86 uma colecção ffnita de bolas fechadas de raio ô. Se o conjunto fechado
U\:tBu contém F, ta.rnbém contém F. Consequentemente o menor número de bolas
fechadas de raio á que cobre F é suficiente paxa cobrir o conjunto maior F, o resultado
segue.f
Uma consequência imediata é que se r, é um subconjunto denso de uma região aberta
de IR" então dimnF :M.nF : n.
Exemplo 3.2.2 F: {0,1, â,á,...} é um conjunto compacto com üms F : *
Có,lculo; Se lul : õ < + e le é ointeiro que satisfaz Ll @ - 1) e > 6 > Llk(/c + 1) então
U pode cobrir no máximo um dos pontos {1, à,...,1//c}. Assim pelo menos & conjuntos
de diâmetro ô são necessários para cobrir F, então
log lf5 (.F) - log k-:1ããã- z losk(k+ r)'
Quando ô -* 0 dá-nos dimrF > |. eor outro lado, se â > ô ) 0, toma,mos Ic tal que
Ll (k - 1) k > 6 > tlk (Ií + 1). Então (/6 + 1) intervalos de comprimento ô cobrem l},Llkl,
deixando k - 1 pontos de I'que podem ser cobertos por outro k - L intervalos. Assim
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À partida, não seria de esperar que este conjunto cujos pontos são todos isolados,
excepto um, fosse um fractal; no entanto, ele tem dimensão de capacidade fraccionária.n
Tal como são muito convenientes na prática, as dimensões de capacidade são também
muito úteis na teoria. Se, como acontece regularmente, se puder demonstrar que um
conjunto tem dimensão de capacidade igual à dimensão de Hausdorff, da relação entre
essas duas definições podem surgir resultados profÍcuos.
O teorema seguinte simplifica o processo de cálculo da dimensão de capacidade porque
permite que se substitua a variável contÍnua ô por uma variável discreta.
Teorema 3.2.L Seja F e 11(X), send,o (X,d,) um espaço métrico. Seja6p:C.rk para
logNa, (F)
- log d6 entõ,o, F tem
Demonstraçã,o:
Considerem-se os números reais r e C e a sucessão {ôr}t.x como definidos no enunciado
do Teorema.
Considere-se ô ( r e seja / (ô) : -*{ô7, : ô7, < õ, lí€ N}. Entáo, Crk :/ (ô) < d <
+: Crk-L (porque o < r < 1) e, portanto,
N71ay (r) > Nô (r') à Nr«ar (F). (3.8)
Para valores de ô pequenos tais que /(á) < ô < ry ( l vem # > â > fO.l t t
Como logr êuma função crescente e positiva pâra n ) 1, vem que log (+) > foe (t) >
a* (A) que é o mesmo que escrever
números renis 0 < r < 1 e C ) 0 e para k € N.,Se D : 
eli_11
dimensã,o de capacidade igual a D.
9.2 Relaçã,o entre di,mensã,o de Hau,sd,orff e d,i,mensã,o d,e capac'idaile 41
-loe"f (ô) > -logô > -log
/ (ô)( )
(3.e)r
De (3.8) e (3.9) vem
roc (Nlo (F)) . loe(Na (r)) . tos (Nr(.ô ({))j
-1ogô 
j _bc(49)- log/ (ô)
(3.10)
Assumindo que.l[6(Í,) - m à medida que ô ---+ 0 (caso contrário, o Teorema é ver-







- los / (ô)
l- ,. logr - log ô/,1: 
L-g rrsryó;(rfl
,. los^Iô. (F): llm*.






















,. logNo" (lr)llID 
---=?.k+oo - log ô7,
Portanto, à medida que ô --+ 0, ambos os extremos de (3.10) convergem para o valor
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D indicado no enunciado do Teorema 3.2.1, de onde, o limite quando ô -- 0 do termo
intermédio de (3.10) também existe e tem o mesmo valor D.I
Este último resultado permite que o cálculo da dimensão de capacidade se torne mais
simples, sempre que seja possível determinar uma sucessão {ôr} adequada.
Exemplo 3.2.3 Seja F o Conjunto Poe'ira de Cantor apresentad,o no Eremplo 2.2.1, na
pá,gi,na 26, no Capítulo 2. A sua di,mensão de capaci,dade é igual a 1: dim6 F : l.
Có,lculo: Considere-se a sucessão õn : b com k : 7,2,3,.... Usando a alÍnea (ii)
da Definição 3.1.1, na página 32, basta considerar que, para cada valor de dy, os cu-
bos pretendidos coincidem com os quadrados que constituem cada um dos conjuntos .87.
correspondentes às várias etapas de construção do conjunto F. Para cada á7r, tem-se
Na (tr,) : 4k para todo k € N. Quando k tende para infinito, ô tende para zero e pelo
Teorema 3.2.1 dima F : ]=àj.=:#à : 1.E
Para este conjunto já tinha sido determinada a sua dimensão de Hausdorff, cujo valor
também é 1 (Exemplo 2.2.7, na página 26, to CapÍtulo 2).
Exemplo 3.2.4 Seja F o Tbiô,ngulo de Sierpi,nski ern IR' cujo proccsso de constr"uçõ,o
se 'in'ic'ía con'L urn triô,ngulo equi,látero e se rennol)e repetidamente um triô,ngulo equi,ló,tero
inaertido cujos uértices sã,o os pontos méd'i,os de cada lado do triô,ngulo inic'ial, como mostra
a F'igura 3.2. Entõ,o, dimp ,F' : Iog 3/ log 2.
Cá,lculo: Considere-se a sequência 6r : (\)r. Sendo Na, (.F') o número de quadrados
delado ô7, que cobre .F, tem-se: dr: * e 
^Iôr(r,) 
:3; õz:1" Nór(r,) :9; ôa: â u
Nô, (F) :27;...e, em geral, Na, (F) :3'; veja-se a Figura 3.3.
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AAA
Figura 3.2: Ilustração do processo iterativo de construção do Triângulo de Sierpinski.
Figura 3.3: Recobrimento do Triângulo de Sierpinski por quadrados de lado *, i " à
Então, pela alínea (ii) da Definição 3.1.1, na página 32, e pelo Teorema 3.2.7, a dimen-
sáo de capacidade do Triângulo de Sierpinski é
log 3k log 3
lim
k*m - rog (})* 
- 1og2
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Capítulo 4
Exemplos de têcnicas para calcular
dimensões
Neste CapÍtulo serão introduzidas técnicas para calcular dimensões. Para muitos frac-
tais, podemos obter estimativas superiores pa,ra a dimensão, usando coberturas naturais
por conjuntos pequenos. Estudamos fractais gerados por sistemas de funções iteradas.
Muitos fractais são constituÍdos de partes as quais são, de alguma maneira, semelhantes
a,o todo, esta propriedade denominada por autosemelhaflça, paxâ além de ser uma das car-
acterÍsticas dos fractais, pode ta,mbêm ser usada paxa os definir. Estes porêm, constituem
apenas uma pequena parte dos fractais. Para esta definição introduzir-se-á previamente e
brevemente, o conceito de contracção, de métrica e de métrica de Hausdorff.
Nas Secções seguintes são apresentados conjuntos auto-semelhantes e conjuntos auto-
afins e dimensões de gráficos.
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4.1 Mêtodos básicos
Para muitos fractais, podemos obter estimativas superiores para a dimensão, usando cober-
turas naturais por conjuntos pequenos.
Proposição 4.1..1 Supondo que F pode ser coberto por nk conjuntos d,e di,ô,metro no mó,r-
'imo õp, com õp ---+ 0 quando le '-+ x. Então
dimHF!dimrFí lim '?titÀ+m - lo$ 076





Além d'isso, se npõf pennanece li,mi,tado quando k ---+ oo, entã,o 7{s (.F-) < -.
Demonstraçã,o:
As desigualdades para a dimensão de capacidade são imediatas a partir 62s dsfinições.
Para a riltima parte,'11"5p(.F,) í npõ"1r, erftáo H\x@) tende para um limite finito ?ú" (.F)
quando fo --+ m.I
Assim, no caso do Conjunto de Cantor de razão | (r"ja-r" a Figura L.L, na página 4),
a cobertura natural por 2k intervalos de comprimento 3-e dá dims r, < log 2/ tog 3.
Para obter um limite superior é suficiente calcular somas da forma » l[/rl' para cober-
turas específicas {I[] de .F, enquanto que para um limite inferior precisamos mostrar que
» lucl' é maior que alguma constante positiva para todas as d'-coberturas de r'. Clara-
mente existe um número grande de tais coberturas disponÍvel. Em particular, quando
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trabalhamos com a dimensã,o de Hausdorff, em oposição à dimensão de capacidade, temos
que ter atenção a coberturas onde alguns dos tl são muito pequenos e outros têm um
diâmetro relativa,mente grande - isto impede-nos de obter estimativas para ! lUel' tuit
como a obtida para limites superiores.
Uma ma,ueira de contornar estas dificuldades é mostrar que nenhum conjunto individ-
ual t/ pode cobrir demasiado de .t', comparado com o seu ta,manho medido como lUl'.
Então se {t4} cobre totalmente F a soma ! lUll'não pode ser demasiada,mente pequena.
A maneira usual de fazer isto é concentrar uma distribuição de massa p, em F e compârax
a massa p (U) coberta por [/ com lUl' para cada t/. (Relembrando que uma distribúção
de massa em r' é uma medida com suporte contido em .t' tal que 0 < p,(F) < oo, como
pode ser consultado na Secção 2.1. do CapÍtulo 2.)
Teorema 4.L,L (Pri,ncíptio d,e Di,stri,bui,çã,o d,e Massa,)
Seja p, uma d,istri,buiçã,o d,e nlassa em F e suponha que para algum s eristem números
c)Oeõ>Otaisque
1,c(U) 3 clul" (4.1)
para tod,os os conjuntos U com ltll < ô. Dntã,o 11" (F) > p,(F) lc e
s ( ümsI'( dims ( dim6F,
Demonstraçã,o:
Se {t4} é alguma cobertura de F então
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o < p (r) : , (Xr,) = I, @t) í"I lu,l" . (4.2)
Tomando o Ínfimo, 1íitri) 7 tr(r) f c se õe'rrfi"i"ot"-"ir," o"n "oo, então U" (F) >
p.(F) lc.t
Note que a conclusão X" (F) > p,(F) /c continua verdadeira se ;r é uma distribuição
de massa em lR.' e .F'é algum subconjunto de IR.".
O Teorema 4.1,.1, dá rapidamente uma estimativa para a dimensão de Hausdorff do
Conjunto de Cantor de razáo $ f. Se;a p a distribuição de massa em .F, tal que cada um
dos 2à intervalos elementares de comprimento 3-k em .87, na construção de .F', conduz a
uma ma,ssa Z-À. (Imaginamos que começamos com uma massa unitária em E6 e dividimos
repetidamente a massa em cada intervalo de -87, entre os dois subintervalos em .E7ra1.) Seja
U um conjunto com l[ll 1I e k o inteiro tal que 3-(e+t) < IUI < 3-e. Entáo U pode
intersectar no máximo um dos intervalos de Ex, daÍ
p(u) <2-k - (s-r)t'szu 
t.g' . (,ly1;roszlroga
e consequentemente 71ros2/ros,3 (.t,) > 0 pelo Teorema 4.7.L dando dims F > log2/log3.
Exemplo 4.L.L Seja Fr : F x [0,1] C lR2 o produto cartes'iano do Conjunto de Cantor
d,e razã,o I F, com o 'interualo uni,tó,ri,o. Entõ,o dima r'r : d-imr Ft: L +Iog2llog3 : s,
com0<7l'(Fr) <-.
Cá,lculo: Para cada k, existe uma cobertura de -F por 2k intervalos de comprimento 3-À.
Uma coluna de 3k quadrados de lado 3-k (diâmetro T-kr/r) cobre uma parte de r.1 sobre
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cada intenralo, portanto tomando todos juntos, f'1 pode ser coberto por 2k3k quadrados
de lado 3-k. Assim Ht-ra(rl) < gx2r'ç3-xt[)" -,"'' portanto'17"(Fi { 2"/2 e
dims F1 < dimnFl < dimaFr < s.
Deffnimos uma distribuição de massa p, em Fl tomando a distribuiçã,o natural de
marisa em tr' descrita em cima (cada intervalo elementar de F de tado 3-b tem massa
2-k) e rexpandindoart uniformemente ao longo dos intervalos acima de Ir. Assim se [/ é
um rectângulo de altura à, com lados paralelos aos eixos coordenados sobre um intervalo
elementar de I'de lado 3-e, então p (U) : h2-k. Qualquer conjunto tl está" contido num
quadrado de lado lUl com lados paralelos aos eixos coordenados. Se 3-('c+1) < lUl < 3-e
erttãa U cobre, no máximo, um intervalo elementar de .F de lado 3-e, então
tr(U) <lul2-k S lUla-kt"c2/bca < lyl (A lyl)I"c2/ros3 < 3los2/loc3l7ls.
Pelo Teorema 4.7.1,'11" (Fr) > O.tr
Note que neste exemplo a dimensão do produto cartesiano de dois conjuntos é iguaf à
soma das ümensões dos conjuntos.
A seguinte construçã,o geral de um subconjunto de IR pode ser entendida como uma
generalização da construção do Conjunto de Cantor. Seja [0, ]"] : Es ) E1 ) Ez ) ...
nma sequência decrescente de conjuntos, com cada E6 uma união de um número ffnito de
intervalos fechados disjuntos (chamados intervalos elementares), com cada intervalo de .86
contendo ao menos dois intervalos de.E7ra1, e o comprimento máximo de intervalos em -86
tendendo para 0 quando k -+ oo. Então o conjunto
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é um subconjunto totalmente desconexo de [0, L], que é geralrnente um fractal.
Os limites superiores óbvios para a dimensão de .F sáo obtidos considerando os inter-
valos de -E;, como intervalos de cobertura, para cada k, mas, como usual, limites inferiores
são difÍceis de encontrar. Note que, nos exemplos seguintes, as estimativas superiores para
dim71 J7 dependem do número e tamanho dos intervalos elementares, enquanto as estima-
tivas inferiores dependem do seu espaçamento. Para estas serem iguais, os intervalos de
.87r..1 devem ser rrdistribuídos quase uniformementerr nos intervalos de Ep.
Exemplo 4.1.2 Seja s um ntimero estri,tamente entre 0 e L. Assurna que os Ep na con-
str"ução anterior têm a segu'inte propri,edade: para cada 'interlalo elementar I de Ep, os
'interualos IL, ...,1^ (m 2 2) d,e Ep'ry contid,os em I sã,o de igual comprimento e com ,igual
espaçamento, os conxprinxentos são dad,os por
1
l4l'::_vf Q<i,<m) (4.4)
ern que as ertrem'idades dos lados esquerdos d,e 11 e I co'incid,en'1, e as ertrem'id,ad,es dos
lados di,re'itos de I* e I co'inc'id,em. Então dims.F: s eO <'11" (.F,) < o". (Note que
m pode ser di,ferente para di,ferentes 'interualos I na construção, logo os interualos de Ep
podem ter comprimentos mu'i,to di,ferentes.)
Cá,lculo: Com 1, 16, como acima, temos
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m
l/l' : » lril' (4.5)
i:l
Aplicando isto indutiva,mente aos intervalos de .86 para sucessivos k, segue que, para cada
k, L : D l/e l', onde a soma ê sobre todos os intervalos em .86. Os intervalos de .86 cobrem
.F'; visto que o comprimento máximo dos intervalos converge para 0 quando k'-+ q, temos
113@) ( L para ô suficientemente pequeno, dando 11" (F) < L.
Agora distribuimos uma massa p, em F de tal maneira que p (/) : l/l' sempre que .I
ê um intervalo elementar. Assim, começando com uma massa unitária em [0, 1] dividimo-
la igualmente eutre cada intervalo de Er, a massa em cada um desses intervalos vai ser
dividida ig,ualmsals entre cada subintervalo de El2, e assim sucessiva,mente. A equação
(4.5) assegura que temos uma distribúção de massa em -F com p(I) : lfl' para todos os
intervalos elementares. Estima.rnos p(U) para qualquer intervalo U com os extremos em
F. Seja.f o menor intervalo elementar que contém [/; suponhamos que -[ é um intervalo
de Ep, e sejam li.r..., I* os intervalos de -87111 contidos em "f. Então U intersecta um
número j 22 de.I;, doutro modo [/ podia estar contido no menor intervalo elementar. O
espaça,mento entre consecutivos .[ ê
(lll-*lrtl) l(m-r) l/l (1 - rnlld I lrl) I (m - t)
trt (r-mL-L/')/@-t)
usando (4.4), onde c, : (1 -21-L/s). Assim
c"lIl lm





Isto é verdade para qualquer intervalo U com os extremos em f,, e assim para qualquer
conjunto [/ (aplicando (4.6) a,o menor intervalo contendo U n F). Pelo Teorema 4.1,.1
71" (F) > o.tr
Exemplo 4.1.3 Conjuntos d,e Cantor Uni,formes
Sejam)2 umi,nteiro e0 < À <Ll*. SejaF um conjunto obtido pelaconstraçõ,o
enx que cad,a intentalo elementar I é substituído por rn subinterlalos 'i,gualmente espaçad,os
de comprimento \lll, os ertremos de I coinci,dem com os ertremos dos sub'i,nteraalos
ertrernos. Entã,o üm77 F : dima F :lo1ml(- losÀ), e 0 111rosm/(-1ocÀ) (tr,) < m.
Cálculo: O conjunto P ê obtido tomando rn constante e s: logrn/(-1ogÀ) no Ex-
emplo (4.1..2). A equação (4.4) passa a ser (Àl/l)": (llm)lll', o que é satisfeito iden-
ticamente, assim dims F : s. Para a dimensão de capacidade, note que .F' ê coberto
po, mk intervalos elementares de comprimento À-À em Ep para cada /c, conduzindo a
dimr.F < logmf (- log À) .tr
(4.6)
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Exemplo 4.L.4 Suponhamos Eue na unstraçã,o geral (1.3) cada i,nterualo d,e Ep-1 con-
tém ao rnenos ms intertsalos d,e Ep(k : L,2,...) qr" sã,o separad,os pelo espaço de ao menos
ep, ond,e 0 ( e611 < €.k para cad,a k. Então




Cô,lculo:Podemos assumir que cada conjunto,E;r-1 contêm exactamente rn6 intervalos
de E;r; se não, podemos retirar os intervalos em excesso obtendo conjuntos El1, e F mais
pequenos parâ os quais é assim. Podemos definir uma distribuição de massâ p, em F
associando uma massa de (m1...mp)-1 a cada rnL...rnk intervalos elementares de .86.
seja u um intervalo com 0 < lul < 61; estimamos p,(u). seja /c o inteiro tal que
en < lUl I €b-r. O número de intervalos de .86 que intersecta U é
(i) no máximo rn6 visto que [/ intersecta no máximo um intervalo de Ep-1
(ii) no máximo lul I ,x + 1 < zlul I ,* visto que os intervalos de .87. têm espaços de ao




lUl' - (m1...mp-) m"1re"1,
54 Eaemplos ile técni,cas para u,lcular d,i,mensões
o que ê limitado superiormente por uma constante desde que
s < lim log(m1*np-1.) I -log(mpep)
,k*oo
O resultado segue pelo Teorema 4.1..1., na página 47.!
Agora supomos que no Exemplo 4.1..4 os intervalos de .87" são todos de comprimento
ó'7r, e eue cada intervalo de .86-1 contém exactamente rn7, intervalos de -87., que são trgros-
seiramente igualmente espaçadosrr no sentido em que mx€k Z cõn_t, onde c ) 0 é uma
constante. Então (4.7) passa a ser
dimsF> Iim l9g(rnr",rnt-r) : hm l"s(T'"'yr-')- /d-+oo - log c - log ôa-1 t= - log ô7"-1
Mas -E6-1 irchljm1...m7r-1 intervalos de comprimento ô6-1, assim esta expressão é igual ao
limite superior para dims tr, dado pela Proposiçáo 4.1.1, na página 46. Assim na situação
onde os intervalos são bem espaçados, obtemos uma igualdade em (4.7)
Exemplo 4.L.5 Seja 0 < s < t en1rn21 ... uma sequênc,ia d,e i,nte,iros rapid,amente cres-
cente, d,,igamos, tal Çuen1çq1) max {"1,5"1rt"} para cad,ak. 
para cad,ak,If. C IR. con-
s'íste em'interaalos 'igualmente espaçad,os d,e amprim"ntos nf,/" con'L os pontos mé-d,,ios d,e
'interualos consecutiuos à d,i,stô,nci,a n;l . Então dimg .F : dimB F : s , ond,e F : lÊt fft.
Có,lculo: Visto que F C Hp para cada k, o conjunto ,t'O [0, 1] está contido no máximo
em 27. * 1 intervalos de comprim 
"rtto 
nrtl" , assim a Proposiçã,o 4.1.1, na página 46, dános
ãim6 1f n [0, 1]) ( ii-m;.-- log (na + 1) l-logni'/" : s. Similarmente, diãp (F n ln,rl + 1]) <
s para qualquer n Ç Z, portanto F, como uma união numerável de tais conjuntos, tem
dim6r, < s.
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Agora .86 : [0, L] e, para k ) L,.Ey, consiste nos interrmlos de Hp que estão completa-
mente contidos em -87.-1. Então cada intervalo I de Ep-1contém ao menos nplll - L >
nrn/!r" -t ) 2 intervatos de -Eyr, que são separados por espâços de a,o menos nlrt -n|t/" >
ln;t se /c é grande o suficiente. Usando o Exemplo 4.L.4, na página 53, e substituindo
nxnlLl" - 1 por "o"o!|" nã.o afecta o limite,
oo
.. se - .. 
log (@r...noà'-'/" nr,-r)
dimr fl Er: Iim--" n:t * k--* _bg("x"k!lr"L";r)
Como n7. é rapidamente crescente, os termos em logn6-1 no mrmerador e denominador
desta expressão são dominantes, logo dimr F ) s, como requerido.E
Embora o Teorema A.L.L, na página 47, seja baseado numa ideia simples, vimos que
pode ser muito útil para encontrar dimensões de Hausdorff e de capacidade. Vamos agora
desenvolver algumas variações importantes deste método.
É necessário usar o seguinte lema para a demonstração da alínea b) da Proposição
4.1..2 que se irá seguir.
Lema 4.L,L Lema d,a ubertura
Seja C uma famíli,a d,e bolos contid,as em alguma regi'ã,o li'mitad,a de IR'. Entõ'o edste
uma subcolecçd,o (fi,ni,ta ou numeró,ael) ilisjunta {8,;} tal que
,. log (nr...nx-r)'-t/s +logn7,-1
k= log2 * (losnh-i ls
U _B cQB6BQC N
onile Én é a bola fechad,a concêntri,ca am Bi e corn ra'i,o quatro aezes o seu.
(4.8)
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Demonstração:
Por simplicidade, faremos a demonstração no caso em que C é uma famÍlia finita; a
ideia básica é a mesma no caso geral. Escolhemos {B;} indutivamente. Seja .B1 uma
bola em C de raio máximo. Supomos que .B1, ...,Bk-t tenha sido escolhido. Tomamos 87,
como sendo a maior bola em C (ou uma das maiores) que não intersecta BL,...,Bn-t. O
processo termina quando não existe mais nenhuma bola nessas condições. Claramente as
bolas seleccionadas são disjuntas; devemos provar que (4.8) se verifica. Se B e C, ettáo
B : Bt para algum i, ott B intersecta uma das Bi corn lBcl > lBl; se este náo for o caso,
então B pode ser escolhido em yez da primeira bola .B7, com lBpl < lBl. De qualquer
maneira, B c Éi, então temos (4.8). (E fácil ver que o resultad.o permanece verdadeiro
tomando E;co:lrLo a bola concêntrica com Bi e de 3*e vezes o raio, para algum e ) 0; se
C é finito podemos tomar e: 0.)I
Proposição 4.L.2 Sejam p, unxa d,istribui,ção de massa ent Rn, .F' C IR.' um conjunto
Borel'iano e 0 < c < @ urna constante.
(a) Se iiã7-6p (8,(r)) lr" < " 
para todo r e F entõ,o 71" (F) >- t"@) l"
(b) Se lim,*sp (8, (")) lr" > " 
para todo n Ç. F entõ,o 'J1" (F) í 2" t" (R") /"
Demonstraçõ,o:
(a)Paracadaô>0seja
F6: {r e F: p,(Br(")) < (c- e)r" paratodo0 ( r ( ô para algum 6 > 0}.
Seja {U1} uma ô - cobertura de F e logo também de lt. Para cada Q contendo um ponto
r de F6, abola B com centro z e raio l@l certamente contém U6. Pela definição de f'6
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r.r(U)Sp.(B)<clUtl"
logo
p(Fil < § {p (Ui : Ua ,i,nterseda Jt} < c)- lU;l' .
Logo {Q} é uma d - "oU"rtirra de F, segue entã,o sue 
p (Fô) , *f (F) < c'tl" (F). Mas
ft aumenta para f'quando ô diminú para 0, então p (F) < c17" (F).
(b) Por simplicidade, prova,rnos uma versáo simples de (b) com 2' subtituÍdo pot 8u,
mas aideiabásicaésimilar. Primeirosupomos que ,t, é limitado. Seja,m ô > 0eC uma
colecção de bolas
{8, (x) :, r e F,0 < r ( õ e p,(8, (*)) > n"}
Então pela hipótese de (b) F c lJsççB. Aplicando o Lema d,e Cobertura 4.1.L para
a colecção C, existe uma sequência de bolas disjunt as Bi e C tal que UaecB C UaÉ.i.,
onde Br é a bola concêntrica com Bi mas de quatro vezes o seu raio. Assim
86 - cobertura de r', então
Be é uma
Fazendo , -- 0, temos ?t" (F) < 8'c-11.r (R") < oo. Finalmente, se tr, é não limitado e
?1" (F) > 8"c-L lt(lR"), u 71" - medi,da de algum subconjunto limitado de l7 pode também
ultrapassar este valor, ao contrário do acima.I
){
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Note que é imediato da Proposiçáo 4.1.2 que dim;r -F : lim,-o log p, (8, (r)) / log r se
este limite existir.
As densidadês liÍr7-6 tt (8, (r)) f r" que ocorrem na Proposiçã"o 4.1.2 são por vezes us-
adas para definir a dimensã,o de um conjunto. Muitas vezes um fractal F possui natural-
mente uma distribuição de massa p, por exemplo, uma medida invariante no atractor dum
sistema dinâmico. Se a massa das bolas pequenas obedecer à regra log p (F et B, (r)) f logr --n
s quando r --- 0 para todos os r em .F', então a dimensão de Hausdorff de "F' é igual a s.
Isto é por vezes usado como um método prático para estimar uma rrdimensáort dum con-
junto portador duma distribuição de massa natural. Para um ponto rrtípicofi z, podemos
estimar p,(F À B, (")) para uma série de pequenos valores de r, e ver a dimensão como o
gradiente do gráfico de Iogp (F a B, (r)) em função de logr.
4.2 Subconjuntos de medida finita
O Teorema 4.2.7 qre se irá seguir, assegura que qualquer conjunto (Boreliano) .F' com
11" (F): oo contém um subconjunto E com 0 < 11" (E) < m (isto é, com ,E um s -
conjunto). É possÍvel existir uma sequência decrescente de conjuntos E1 ) E2 ) ... com
71" (En) : oo para todo os k, mas com'll" (nprE*; : g. (Para um exemplo simples,
tomamos Ey:f},llk)c IR e0< s < 1.) Parademonstraroteoremaprecisamosolhar
mais profundamente para a estrutura das medidas de Hausdorff.
Teorema 4.2.1 Seja F um subconjunto Borel'iano deRncomll" (F): a. Entã,o er'í,ste
um conjunto compacto E c F tal que 0 < fí" (E) < -.
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Uma maneira de aproximar conjuntos s - dlimensi,orua'is com '17" (.F.) : oo é usar o
Teorema 4.2.1, paru extrair urn subconjunto de medida ffnita positiva, estudar as suas
propriedades como um s - conjunto, e então interpretar essas propriedades no contexto
do conjunto maior .F'. Similarmente, qualquer conjunto r- de dimensão de Hausdortr ú > 0
tem'll" (.F) : m se 0 ( I ( ú, e então contém um I - conjunto.
A Proposição 4.2.L, qtne é efectivamente um Corolário da Proposiçãa 4.1..2, na página
56, permite.nos fortalecer o Teorema 4.2.L.
Proposição 4.2.1 Seja F um conjunto Boreli,ano satisfazendo 0 <'11" (r') < x. Eri,ste
uma constanteb e um conjunto compacto E c F com'|l" (E) > 0 tais que
?7" (E À B, (x)) < br" (4.e)
para toilos os 0 elRz e r ) 0.
Demonstraçã,o:
Na alÍnea b) da Proposis,o 4.1-.2, na página 56, tomam.os l, como a restrição de'lí"
para F, isto é, p(A) :7{" (F fl .4). Entã,o, se
R : {, € IRu : ]go1í" (F nBr@D lr", zt*'}
segue que ?7" (Fi < 2s2-Q+s)1" (.F') < *U" (p).Assim ?t" (F lF'1) > *U" (p) ) 0, então
se.E1 :FlF1 então'11"(Ei > 0effi,-o'11"(FnB.(r)) fr" <2L+" para, € Er. Pelo
Teorema de Egoroffl segue que existe um conjunto compacto E c Er com 71" (E) > 0
lTeorema de Egorof: Seja D um conjunto Boreliano de IR" e p uma medida com p (D) ( m, Sejam
Ír, f2,... e / funções de D para lR tais que Íx (r) - .f (o) para cada o em D. Então, V61s' existe um
Boreliano E c Dtal que p(D\.8) < ô 
" {.fr} 
+ 1l uniformemente em.E. Para as medidas ufiliz6dss assls
trabalho, pode tomar-se .E compacto.
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e um rúmero rs ) 0 tal que T7"(FnBr(r))lr" 122*s paÍa todos os fi e E e todo
0 < r ( rs. Mas'H" (FnB,(r)) lr" 1'11" @) lr|, se r ) rs então segue (4.9).1
Corolário 4.2.1 Seja F um subconjunto Borel'iano d,eRn com17" (F) : a. Entõ,o eri,ste
um conjunto compacto E c F tal que O <'178 (.E) < "" e tal que para alguma constante b
71" (E n B, (r)) < br"
para todos os r e lRu e r ) 0.
Demonstraçã,o:
O Teorema 4.2.7 fornece-nos, a este conjunto, um subconjunto de tr, de medida finita
positiva, e aplicando a Proposição 4.2.7, obtemos o resultado.I
4.3 Sistemas de funções iteradas
Muitos fractais são feitos de partes as quais são, de alguma maneira, semelhantes ao todo.
Por exemplo, o Conjunto de Cantor de razáo $ C a uniao de duas cópias semelhantes de
si próprio, e a Curva de Von Koch é feita de quatro cópias semelhantes. (Vejam-se as
Figuras l.l e 1.2, nas páginas 4 e 5, respectivamente.)
Seja D um subconjunto fechado de lR'. Uma função S : D '-+ D é chamada uma
contracção em D se existe um número c com 0 < c < 1 tal que lS(r) - S(y)l S clr - al
para todos os r1A em D. Claramente qualquer contracção ê uma função contÍnua. Se se
verificar igualdade, isto é, l^9 (") - S (y)l : clr - yl, então ,9 transforma conjuntos noutros
geometricamente semelhantes, e chamamos a,9 uma semelhança.
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Tais conjuntos invariantes são frequentemente fractais.
Isto é facilmente ilustrado quando F ê o Conjunto de Cantor de razão $. Sejam
51,52: lR. ---+ IR dadas por ^91(r) : *r;Sr(x): lr + fr. Entao Sr("F,) e S2(F) são as
rrpartesrr esquerda e direita de f', tais que .F : 
^9r 
(Í,) U §z (f) Assim II é inva.riante paÍa
as funções 51 e 52, as duas funções que representa,m a auto-semelhança funda.mental do
Conjunto de Cantor.
Mostramos que famÍlias de contracções, ou sistemas de funções iteradas, como estas são
por vezes conhecidas, definem conjuntos compactos invariantes (não vazios) únicos. Isto
significa, por exemplo, que o Conjunto de Cantor de razão $ é completa.mente especificado
como o conjunto compacto inrariante das funções St e Sz dadas acima.
Vamos agora definir uma métrica ou uma distância entre subconjuntos de D. É significa
a classe de todos os subconjuntos compactos nã,o vaaios de D. Recordamos que o corpo
õ - paralelo de á e É é o conjunto dos pontos dentro da distância õ a A, isto é, á5 :
{re D:lr-al1õparaalgumaeA}. Fazemos de É um espaço métrico defi:rindo a
üstância d(A,B) entre dois conjuntos A,B como sendo o menor ô tal que o corpo ô-
paralelo de Á contém B e vice.versa:
d(A,B) : inf {ô : A c 85 e B c A6}. (4.11)
Uma simples verificação mostra que d é uma distância ou mêtrica, conhecida como a
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métrica de Hausdorff em .C. Assim (i) d(A,B) > 0, com igualdade se e só se á: B, (ii)
d(A,B) : d,(8,Á), e (iii) d(A,B) < d(A,C) + d(C,B) para quaisquer A,B e C em L-
Em particular, se d (A, B) é pequena, então, num certo sentido, A e B sáo próximos um
do outro.
Teorema 4.3.L Sejarn 51,..., S^ contracções em D C R." tais que
lsa (r) - &(a)l < ql* - al @,y e D)
corn c,i 1 L para cada'i,. Então etiste um ún'ico conjunto compacto nõ,o uaz'io F que é
'inaari,ante para os Si, isto é, sat'isfaz
r : Ü_rsiçr1
Além di,sso, se defi,n'irmos urna transformaçã,o S na classe L de conjuntos cornpactos nã,o
uazios por
s (E) : Ü_rso{o) (4.12)
e escreuer"rnos Sk para a k - ési,ma i,teração de S, dada por So (E) : E, Sk (E) :
S (Sr-t @)) para k ) 1, então
r : ürs* (a) (4.13)
para qualquer conjunto E em L tal que &(E) c E para cada i,
Demonstraçã,o:
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Note-se que os conjuntos em .4 são transformados por .9 noutros conjuntos em L.
Seja E algum conjunto em É tal que 
^9i 
(O) c E para todos os i; por exemplo D O
Br(0), desde que r seja suficientemente grande. Então Sk @) c Se-1(.8), logo Sb (E) é
uma sequência decrescente de conjuntos compactos não vazios, que necessariamente têm
intersecção compacta não vazia F : nÊ1,9k (E). Visto que Sk @) é uma sequência
decrescente, segue que S (r') : .t,, logo r, é invariante.
Para mostrar que o conjunto invariante é único, note-se que se A, B e L eúãa
d (s (A), s (B)) : a (uQ_rso @), uprsu(B)) < r^&*d (sr @), sr (B))
(visto que se ô é tal que o corpo õ - paralelo (S, (a))a contém St (B) para cada 'í, ertáo
(u?r9u (,4)), contém u?r9n (B)). Assim
( )
d(s (A), s (B)) < max c,
l1i1m
d(A,B). (4.14)
Segue que se S(Á) : Ae S(B) : B são conjuntos invariantes, então d (A,B):0, o que
implicaqueá:B.l
De facto, a sequência de iterações Sk @) converge para .F' qualquer que seja o conjunto
iniciat E em É, no sentido que d (S* (A) , }') - 0. Isto segue visto que (4.14) implica
que d(s(E),F) : d(s(E),s(F)) < cd,(E,.F), logo d(sk@),F) < ckdçg,,r') onde
c: maxl<i<mei, 11. Assim os,5e(a) fornecem de forma crescente boas aproximações
a F. (Se F ê um fractal essas aproximações são às vezes úamadas prêfractais para F.)
Para cada k
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Sk @): !§;, o... o S;* (E): VS,, (Si, (...(Sr- (E)))) (4.15)Jk Jh
onde a união é sobre o conjunto fi, de todas as sequências de k termos ('ir,...,i7r) com
7 1 ii 1rn. Se $ (E) está contido em -E para cada i e r é um ponto de .t', segue por (4.13)
que existe uma sequência (i1, i2, ...) (não necessariamente rinica) ta1 que z e S,iro...oSU (E)
para todos os k. Assim
-F: U {rA,U,...}
onde
- X,ex7]2t...- ., ,-J6 o ... o ^9;, (.O) . (4.16)lc: I
Esta expressão para nü,i.2,... é independente de.E desde que S., (.8) esteja contido em.E para
todos os i.
I{ote-se que) se a união em (4.10) é disjunta então .F' será totalmente desconexo, uma
vez que se:Dá7,12,... * *4,t;,... podemos encontrar k tal que (h,...,ix) * U\,...,2'6) logo
os conjuntos fechados disjuntos (S;, o..." Sir) (.F) e 54o...o S1L(f,) desconexam os dois
pontos.
De novo isto pode ser ilustrado por ,S1 (*) : t*, S2(n) : à" +3 e .F o Conjunto
de Cantor. Se .E : [0, 1] então Sk @) : Ek, o conjunto de 2k intervalos elementares de
comprimento 3-k obtido no k - és'imo passo da usual construção do Conjunto de Cantor.
Além disso, tit,,iz,... é o ponto do Conjunto de Cantor com expansão em base 3, 0.a1a2...,
onde o7r:0 se i*:l €ap:2 se'ip:). Os prâfractais,ge("E) fornecem ausual
4.4 D'i,men sões de coniuntos auto-semelhantes
construção de muitos fractais, tomando um conjunto inicial fechado E convenientel os
§;. o...o Si* (E) são chamados os conjuntos elementares da construção.
4.4 Dimensões de conjuntos auto-semelhantes
Vamos analisar o caso onde .91, ..., Sr : IR' --+ lRu são semelhanças, isto é, com
lSe (r) - Sn(s)l: qlr - yl (z,y e IR") (4.17)
onde 0 < ci < t (q e chamada a razão ae S;). Assim cada ,S; transforma subconjuntos
de IRa em conjuntos geometrica,mente semelha,ntes. Um conjunto que é invariante sob tais
colecções de semelhanças é chamado um conjunto (estritamente)-auto-semelhante, sendo
a união de um número de pequenas cópias semelhantes de si próprio. Exemplos deste tipo
incluem o Conjunto de Cantor de razão $, o Tliâneulo de Sierpinski e a Curva de Von
Koch (Vejam-se as Figuras L.L,3.2 e L.2, nas páginas 4,43 e 5, respectivamente).
Mostramos que, sob certas condições, um conjunto auto-semelhante "t'tem dimensão
de Hausdorff e dimensão de capacidade iguais ao valor de s satisfazendo
t-s _ r (a.18)fi'o-'
e que F tem'lís - med,id,a finifa s positiva. Se .F, : U?rSt,(.F) com a união rrquase
disjuntart, temos que
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usando (a.L7) e a propriedade de escala. Na suposição que 0 <'J1" (,F,) < * para o valor
s: dimaF temos que s satisfaz @.18).
Dizemos que os ,9; satisfazem a condição de conjunto aberto se existir um conjunto
aberto limitado não vazio I/ tal que
v ) Ü_f i (v) (4.20)
com a união disjunta. Mostramos que, desde que os 56 satisfaçam a condição de conjunto
aberto, a dimensão de Hausdorff de conjuntos invariantes é dada por (4.18).
É necessário o seguinte resultado geométrico.
Lema 4.4.L Seja {fi} uma colecção de subconjuntos abertos di,sjuntos deRn tai,s que cada
V contém uma bola de ra'io a1r e estó, cont'ido nurna bola d,e ra'io azr. Entã,o qualquer bola
B d,e ra'io rintersecta no mó,r'ímo (1, + 2a2)" ar" dos fechosT;
Demonstraçã,o:
Se 76 interse cta B , elrtãa7,i está contido na bola concêntrica com B de raio (7 + 2a2) r.
Suponhamos que q dos conjuntos 7a intersectam B. Então, somando os volumes das bolas
interiores correspondentes de raio a1r, segue que q(ar)" < (1 + 2a2)nrn, dando o limite
para q.I
Teorema 4.4.'1. Supondo que a cond,i,çã,o de conjunto aberto (4.20) se uerifica para os
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entã,o ümg. F: dima F : st ond,e s é dad,o por
D"í : t' (4.22)
i:l
Além d,isso, para este aalor de s, 0 ( 11" (F) < a.
Dernonstraçõ,o:
Suponhamos que s satisfaz (4.22), Pa,ra algum conjunto Á escrevemos 4ir,...,6^ :
Sa, o ...o Sio (á). {, indica o conjunto de todas as sequências com k termos (d1, ..., i;r) com
L <ii < rn. Segue, usando (4.21) repetida,mente, que
, : 
,uorur,...,or.
Verifica,mos que essas coberturas de .F'fornecem umâ estimativa superior apropriada para
a medida de Hausdorff. Visto que a função ,Sir o. " o S;o é uma semelhança de raio q. " ' ci*,
então
rn
DtFu,, ,n*t, : ; ki,-..c,*), rrr" 
: (?,t) (;-) rFr" : rrr" (4.2s)
por (4.22). Para algum ô ) 0, podemos escolher k tal que lFnr,.,nl ( (max6 o)k < õ,
entãa'l-tf; (r,) S l"F' l" e consequentemente ?í (F) S l.F, l'.
O limite inferior é mais diffcil. Seja .I o conjunto de todas as sequências infinitas
I : {(h,i'2,...):L !i,i Sm}, e li,r*..,à*: {(ir, ...,ik,qk+t,...) , 1 < qi <rr"} o "cilindrorl
consistindo nas sequências em f com termos iniciais (h,...,iu). Podemos colocar uma
distribuiçãodemassa p,eu.I talque F(Iar*..i.r):(ctr...eu)". Vistoque ("0,,"'h*)":
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DLr ("a.,...cákci)s) isto é, p(1a,...1) : DLtF(Iú,...,trt), segue que p, ê na verdade
uma distribuição de massa em subconjuntos de ,I com p (/) : t. Podemos transferir p
para uma distribuição de massa !, em F de uma maneira natural pela definiçã,o /.(A) :
lt{(ü,i,2,...)rÍi.t,iz...e á} para subconjuntos Á de F. (Relembramos que nir,iz,...:
À,P*rFtr,.-,,*.) É facl verificar que ! (F) : 1.
Mostramos que fL satisfaz as condições do Teorema 4.1,.1, na página 47. Seja 7 o
conjunto abeúo de (a.20). Visto que V > S (D : UZrSn(D,u sequência decrescente
de iterações Sr (n converge para F. Em particularV > F eV;r,...,6r ) F4r,...,4r pàÍà
cada sequência finita (h,...,i*). Seja B alguma bola de raio r ( 1. Estimamos p(B)
considerando os conjuntos Vt,...,àr" com diâmetros comparáveis com os de B e com fechos
que interceptam F lt B.
Tluncamos cada sequência infinita (h,'i2,...) e / depois do primeiro termo ip para o
qual
(4.24)
e seja Q denotando o conjunto finito de todas as sequências (finitas) obtidas desta maneira.
Então para todas as sequências infinitas (iuiz,...) e / existe exactamente um valor de /c
com (i1, ...,ix) e Q. Como VLr...,V* são disjuntas, também o sáo V6r,...,.iy",1r ..., Vr,...,ir,*
para cada (ü,...,i7r). Usando isto desta maneira, segue que a colecção de conjuntos abertos
{Vr,...,tr:(h,...,iàeQ}édisjunta.Analogamenter'cueFi,r,...,,i.rCuqVir,...,ir.
Escolhemos at e a2 tais que V contém uma bola de raio a1 e está contida numa
bola de raio a2. Então, para (i1, ...,i,n) Ç Q, o conjunto Vt,...,it" contém uma bola de
raio c1, ...ci.t"aL e portanto uma de raio (min; c1)ag, e está contida numa bola de raio
(*") r 1c6,q,"'c;r 1r
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ci.1 . . . ci1,a2 e consequentemente numa bola de raio a2r. Seja Q1 o conjunto das sequências
('h,...,i6) em Q tais que B intersecta Vi.r*..,i,o. Pelo Lema 4.4.L existem, no máximo,
q : (1* 2a2)" ar* (minicl)-" sequências em Q1. Então
ír(B) : Ít(FnB) < tr{(h,i2,...).ni.,,àr,... e F nB}
logo, se fih,i2... € .t, n B c UqrVir,...,ir; êrtão existe um inteiro /c tal que (h, ,..,ià e Qt
Assim
Qt
: D@r. ..e,*)" ( Irs ( r'q
Qt Qr
usando (4.24). Visto que qualquer conjunto U está contido numa bola de raio lUl, temos
í, (U) S ltll" q, então o Teorema 4.1.L, na página 47, dá-nos T7 (F) ) q-r > 0, e dims .F :
s
Se Q é um conjunto de sequências finitas tais que para todos (h,i2,...) e ,t ex-
iste exacta,mente um inteiro k com (h,...,i*) e Q, segue indutivamente por (4.22) que
Dq(ArAr...eo)": 1. Assim, se Q for escolhido como em (4.24), Q contém no máx-
imo (minz ct)-"r-" sequências. Para cada sequência (h,...,i*) em Q temot l-yer,...,rol :
cü...e'lVl S,l7l, então.F pode ser coberto por (min; a)-"v-" conjuntos de diâmetro
r l7l nara cada r ( 1. Segue pela alínea (iv) da psfinição Equivalente 3.1.1, na página
32, no Capítulo 3, que airnaf ( s; üsto que a dimensão de Hausdorff é também s,
completa,mos a demonstração.I
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Se não assumirmos a condição de conjunto aberto no Teorema 4.4.1, podemos ainda
demonstrar que temos dima }, : dimB f, ainda que este valor seja menor do que s.
O Teorema 4.4.1 facilita-nos determinar a dimensão de muitos fractais auto-semelhantes.
Exemplo 4.4.1 Tbi,â,ngulo de Si,erpi,nski
O triô,ngulo de Si,erpi,nski F é construído a partir de um tri,â,ngulo equi,lá,tero remoaendo
repetid,amente tri,â,ngulos equi,lá,teros 'i,naert'id,os, corno pode ser a'isto na Figura 3.2, na
pá,gina f3, no Capítulo 3. Então dima.F,: dim3 F:log3llog2.
Có,lculo: O triângulo .F é o conjunto invariante sob as três óbvias semelhanças de razão
! eue transformam o triângulo ,Es nos triângulos de .Er. A condição de conjunto aberto
é verificada, tomando 7 como o interior de .Eo. Assim, pelo Teorema 4.4.1,, dims f. :
dims F : log 3/ log 2, que é a solução au Di (à)' : t.l
O Exemplo 4.4.2 qte se segue, envolve transformações de semelhança de mais do que
uma razão.
Exemplo 4.4.2 Curaa de uon Koch Mod,ifi,cada
FicemosO<o(leconstr"uan'LosacuruaFsubsti,tui,nd,orepetid,amenteapartecentral
proporc'ional a a de cada 'interualo por outros dois lados dum tri.ô,nqulo equi,lá,tero, co,rno
pode ser a'isto na Fi,gura 1.1. Entõ,o dims "F : dims F é a solução de2as-12 (â tt - o))' :
1.





Figura 4.1: Construção da Curva de Koch Modificada- veja-se a Figura 4.2 q:ue representa
uma curva fractal constrúda através de um gerador.
Cá,lculo: A cunra .P é inva,riante sob as semelhanças que transforma.m o intervalo
unitário em cada um dos quatros intervalos em 81. A condição de conjunto aberto é
verificada, tomando I/ como um triângulo isósceles de base com comprimento 1 e altura
!J3, e*ã.o o Teorema 4.4.1 dá-nos a dimensão esperada.E
$r
Figura 4.2: Construção de uma curva, fractal por um gerador. As dimensões de Hausdorff
e de capacidade da curva são dadas por 3 (*)' +2(l)":1 ou s:7,34.
I e
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4.5 Conjuntosauto-afins
Os conjuntos auto.afins constituem uma importante classe de conjuntos, que incluem
os conjuntos auto-semelhantes como um caso particular. Nesta secção apresentar-se-à a
definiçáo destes conjuntos.
Uma transformação afim ,S : lR' --+ lRz é uma transformação da forma
'9(r):T(r)+b
onde 7 é uma transformação linear em lR' (representada por uma matriz n x n) e b um
vector em IR.'. Assim uma transformação afim .9 é uma combinação de uma translação,
rotação, dilatação e, possivelmente, uma reflexão. Em particular, ,9 transforma esferas em
elipsóides, quadrados em paralelogramos, etc. (Ao contrário das semelhanças, transfor-
mações afins contraem com diferentes razões em diferentes direcções.)
Se ,91, ...,5- são contracções afins em IR', o único conjunto compacto invariante r, para
as ,9; assegurado pelo Teorema 4.3-7, na página 62, é chamado um conjunto auto-afim.
É natural procruar uma fórmula para a dimensão d.e conjuntos auto-afins que gen-
erahze a fórmula (4.22) para tais conjuntos. Podemos esperar que a dimensão dependa
de transformações afins de uma maneira razoavelmente simples, facilmente exprimÍvel em
termos de matrizes e vectores que representam a transformação. Infelizmente, a situação
é muito mais complicada do que isto - o seguinte exemplo mostra que podemos variar
transformações afins de uma forma contÍnua, sem que a dimensão do conjunto auto-afim
varie continuamente.
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Exemplo 4.6.! Sejam Sy 52 contracções afi,ns erz IR2 que transformam o quadrad,o uni,tó'rio
nosrectâ,ngulosRr eRz iletaitosl ee ondeO<e< l. Oru,tâ,ngulo Rr aentano eiro
d,os yg, rnü) o lado esquerd,o d,e R2 está, à d,istô,ncia \ do eino d,os AA. Se F é o coniunto in'
uari,anteparasl e52,temosdima.F') L quand,o À ) 0, masümsF:log2l(-loge) < 1
quand,o À : 0. (Veja-se a Figura 1.3.)
proj F
lol (bl
Figura 4.3: Descontinúdade na dimensão de conjuntos auto-sfins. Em (a) À > 0 e
dima F ) üm6, proj F : L, mas em (b) À : 0, e dim6 F : log2l - log e < L.
Có,lculo: SejaÀ > 0. Então ok-ési,mo passodaconstrução, E6: US6ro...o
Sao (E) consiste de 2k rectângulos de lados 2-e u 6b com a projecçã,o de Ep no eixo
dos rr, Trojgx, contendo o intervalo [0,2À]. Visto que F : O?rEx segue que WoiF
contém o intervalo [0,2À]. (Outra maneira de ver isto ê notando que WoiF pode ser
invariante sob as transformações §r, §z t R --+ IR dadas por ,§1 @) : f,r,§2@) : lr + \
em que o único conjunto invariante é o intervalo [0,2À].) Assim dimsr' ) ümsyroiF --
dims [0,2À] : 1.
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quais têm todos os seus lados limitados pelo eixo dos yy, com Ey contido na faixa
{(",y):0 {r <2-k}. Fazendo k --- cn vemos que F é um conjunto de Cantor uniforme
contido no eixo dos yy, que pode ser obtido removendo repetidamente uma proporção
7 - 2e em relação ao centro de cada intervalo. Assim dimsf' : log2l(-toge) < 1.
(Veja-se o Exemplo 4.1.3, na página 52.)tr
Com tal comportamento descontÍnuo, que se torna ainda pior para outros conjuntos
de transformações afins, é naturalmente difÍcil obter uma expressão geral para a dimensão
de conjuntos auto-afins. No entanto, uma situação que tem sido completamente analisada
é o conjunto auto-afim obtido pela seguinte construção recursiva.
Exemplo 4.6.2 Seja o quadrad,o un'itó,r'io Es d,iuid,id,o en-t, pxq recti,ngulos semelhantes de
ladosLfp eLfq ondep eq são inte'iros positiaos complq. Escolhemos urnasubcolecção
desses rectô,ngulos para forrnar 81, e seja Nj o núnlero de rectô,ngulos escolhidos para a
j - ésima coluna para L < j < p. Repetimos esta constr"uçõ,o na mane'ira usual, com cada
rectô,ngulo substi,tuído por urna cópia afim d,e 81, e seja F o conjunto limite obtid,o. Então




ond,e p1 é o número de colunas contendo ao rnenos um recti,ngulo d,e Et
)*
logpr 'OrmBÍ: , +tOglogp I,,
Neste exemplo omitimos os cálculos.
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Nota-se neste exemplo, que a dimensão depende não só do número de rectângulos
escolhidos em cada passo, mas também das suas posições relativas. Além disso, dimp F e
dima F não são, em geral, iguais.
O exemplo acima é muito especÍfico pois as transformaç§ss â,fins são todas translações
umas das outras. Obter uma fórmula de dimensão para conjuntos auto-a,fins gerais é
um problema intratável. Esboçamos brevemente uma aproximação que nos leva a uma
expressão da dimensão do conjunto invariante paxa as contracções afins ^9; (r):T,i(r) +
br (1 < i < *) para quase todas as sequências de vectores b1,...,b*.
Seja ? : lR' -- IRU uma função linear que é contractiva e não-singular. Os valores
singulares 1 ) or ) ol2)_ ...2 qn ) 0 de ? podem ser definidos de duas maneiras: são os
comprimentos dos semi-eixos principais da elipsóide 7 (B) onde B ê a bola unitária em IR',
e são as raÍzes quadradas positivas dos valores próprios deT*7, onde 7* é a adjunta de
?. Assim os valores singulares reflectem o efeito contractivo de 7 em diferentes direcções.
Para 0 1s 1n definimos a funçã,o dos valores singulares
g" (T) : o4e2...otr-r.oí-'*' (4.25)
onderéointeiroparaoqualr-L < s ( r. Então g"(T) êcontínuaeestritamente
decrescente em s. Além disso, fixando s, demonstra-se que g' é submultiplicativa, isto é,
,p' (TU) a p" (T) p" (U)
para quaisquer funções lineares T e U. Introduzimos as somas do /c - ési'mo nível !fl :
D4g' (Tu, o ... o fro) onde {6 representa o conjunto de todas as sequências com k termos
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(ü,...,i7r) com 7 < ii < rn. Fixando s, temos
!i*n \v" (To, " ..- oTnu*n)
Jk+s
lV" (Tu, " ... o Tt) p" (Ttr*, o ... o To.rno)
)(;





isto é, a sequência ![é submultiplicativa em /c. Pelas propriedades das sequências sub-
multiplicativa., (»;)t/k converge para um número liquando k --+ oo. visto que rpe é
decrescente em s, também o e DL. Como »3 < 1, existe um único s, que designamos por
d,(7.1,...T*),tal que t : DL : lim7ç-- (Drrv" (Tt, o .... 4r))'/r . oumesma forma
d (Tr, ...,7*) : inÍ
" 
, !!r" (7., " ... o 4*) < oo (4.26)k:l fi
Teorema 4.5.1 SejamTL,...,T* contracções l,ineares €bt,...,b* uectores. Se F é o con-
junto'inaariante afi,m que satisfaz
F : Ü. ei@) + bi)
L:L
entõ,o dims F : dimr F : d, (Tt, ...7*) para quase todos os (bt ...,b-) € JR."- no sentido
da med,i,da de Lebesgue nrn - d,imensi,onal.
D emonstraçã,o ( P arcial) :
Mostramos que dimg F < d(Tt,...,7*) para quaisquer bt,...rb*. Escrevemos ,g; para
a transformação afim contractiva Si(r) : fe@) + bi. Seja B uma grande bola tal que
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&(B) C B para todos os i. Dado ô > 0 podemos escolher k suficientemente grande para
obter 156, o...o,S,;o (B)l < ô para todas as sequências com k termos (h,...iu) € J6' Por
(4.15) r ct)4s,1ro...o§;.(B). 142s §;, o...oszo(B) é uma translaçãodo elipsóide
Tnr o ...onr (B) cujos eixos principais têm comprimentos o1 lBl , ..., anlBl', onde 01, "', arx
são valores singulares deT,iro...oTi". Assim S,;, o...oSr. (B) está contido num paralelepÍpedo
rectangula,r P com comprimentos de lados arlBl,...,dnlBl. se 0 í s < n er ê o menor
inteiro maior ou igual do que s, podemos dividir P em, no máximo,
77
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cubos de lado a,lBl < ô. Consequentemente S,;, o ... o Sr, (B) pode ser coberto pela
colecção de cubos [)i com lucl < õ"fr, tal que
i.
Tendo então essa cobertura de S,;r o ... o ,S1;* (B) para cada (41, ,..i'*) e |, se$ue Que
HíA@) 52" lBl"\v" Qt, o "' oT'ir) '
J6
Mas k ---+ oo quando ô --+ 0, então por (4.26),11"(F):0 se s ) d(Tt,...,7-)' Assim
dimr F 3 d (Tr, ...,7,") .l
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4.6 Dimensões de gráficos
Consideramos funções f : la,b] --+ lR. Sob certas circunstâncias o gráfico
sraph f : {(t, f (t)) : a < t < b}
considerado como um subconjunto plano de coordenadas (ú,r) pode ser um fractal. (Note
que trabalhamos com coordenadas (t,r) em vez de (",g)).Se / tem uma derivada con-
tÍnua, então não ê difícil ver que o gráfico de / tem dimensão 1 e, de facto, é um conjunto
regular. Omesmoéverdadesef édevariaçãoiimitada;istoé,se»-ÃrlÍe;)-"f (ú;+r)l <
c para alguma constante c, para todas as partições 0 : úo 1fu I ... 1t*: 1. No entanto,
é possÍvel uma função contÍnua ser suficientemente irregular de forma a ter um gráfico de
dimensão estritamente maior do que 1. Possivelmente o melhor exemplo conhecido é
Í (t): !l(,-zltri" (.ler)
À:1
onde I < § < 2 e À > 1,. Esta função, é um exemplo de weierstrass de uma função
contÍnua que em parte alguma é diferenciável, o seu gráfico tem dimensão de capacidade
s, e julga-se ter dimensão de Hausdorff s. (Veja-se a Figura 4.4.)
Primeiro procedemos a algumas estimativas simples mas aplicáveis para a dimensão de
capacidade de gráfi.cos. Dando uma funçáo / e um intervalo [hrtz], escrevemos Ãy para a
















Proposição 4.6,1 Seja"f t[0,1] -+lR contínua. Tomemosque|<ô<1, erít'ornenor
intei,ro ma,ior ou i,gual a Ll6. Então, se N5 é o núnlero de quad,rad,os ila red,e ile lado õ




ô-'Ia, liõ,(i, + 1) ôl < N5 12m+ ó-1».8, [dô, (u + 1) ô] . (4-27)
Demonstraçõ,o:
O número de quadrados da rede de lado ô na coluna sobre o intervalo liõ,(i + 1) ô] que
intersectaográficode/épelomenos Rlli,õ,(d+1) õ]lõenomáximo2+RÍliõ,(i,+1')6llõ,
sendo / contínua.I
Esta Proposição pode ser aplicada imediatamente em funções que satisfazem a condição
de HÕlder.
Corolário 4.6.1 Seja / : [0,1] --+ IR urno funçõ,o conttnua.
(a) Suponhamos
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l/ (ú) - Í @)13 c1t - u12-" (0<ú,u<1) (4.28)
onde c) 0 e 1 ( s ( 2. Então?l" (F) ( oo e dimp graphl < dim6 graph f 1 s. Isto
perynanece aerdade se (1.28) é ueri,ficad,o quando lt - ul16 para algum ô > 0.
(b) suponharnos queetistemnúmerosc) 0,ôs ) 0 e71s <2 con-Laseguinte




(a) E imediato por (4.28) que Rtltr,t) < "ltr-trl'-" para 0 1t1,t2 1. t. Com
notação como na Proposição 4.6.1, m a (t + ô-1) togo
Na S (1+ ô-r) (z+ "õ-rgz-") 
( c1ô-,
onde c1 é independente de ô. o resultado segue pela Proposição 4.1.1, na página 46.
(b) Da mesma maneira, (4.29) implica que Rt [tr,tz] > "lt, - trlr-". Visto que 5-t <
rn, temos por (4.27) que
N5)f-15-1"52-s:c6-"
então a alÍnea (iii) da Definição Equivalente 3.1.1, na página J2, no CapÍtulo B, dá-nos
s(dimngraphf.l
4. 6 Di,mensões d,e gró,ficos
Infelizmente, limifss inferiores para a dimensão de Hausdorff de gráfrcos são geralmente
muito mais diffceis de encontra,r do que a dimensão de capacidade'
Exemplo 4.6.L A funçõ'o de We'ierstrass
Suponhamos que 
^> 
L eL < s 12. Defina-se /: [0,1] --+lR por
81
f (t) : !.rG-zlr 'i. (lkt) . (4.30)
(4.31)
k:\
Então, send,o À sufi,c'i,entemente grand,e, dimp graph Í : s.
Có,lculo: Dado 0 < h < 1, seja N o inteiro tal que
1-(iv+t)<h<À-N
Entã,o
lf (t+ h) - Í (t)l
N
k:r




usando o teorema do valor médio nos primeiros N termos da soma, e uma estimativa óbvia
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onde c é independente de fr., usando (4.31). A alÍnea a) do Corolário (4.6.1) dá-nos que
M7graph / < s.
Da mesma maneira, mas decompondo a soma em três partes - os primeiros N - 1
termos, e o resto - temos que
lf A * h) - f(r) - À('g-2)N (sinÀN (t + h)- sinÀNt)l t+.ezl
1_À1-, ' l_^"-2
."tr-(N+t)<h<Àl1r.
Suponhamos que À > 2 é suficientemente grande para que o lado direito de (a.32)
seja menor do que frÀ('-z)'n" para todos os N. para ô ( À-1, tomamos N tal que
À-N < 5 1 1-(r-t). Para cada ú, podemos escolher à, com 1-(n-t) < h < À-N tal
que lsin,lN (t + à) - sinÀNtl , ,,1, então por (4.82)
lÍ Q + h) - f(t)l > r1lt'-2)Ir > fi»"-,d,-"
Segue pela alÍnea b) do Corolário 4.6.1que g!!4qsgraph f > s.A
É imediato pela estimativa acima que a dimensão de Hausdorff do gráfico da função de
Weierstrass (4.30) é no máximo s. Julga-se ser igual a s, pelo menos para muitos valores
de À. Isto ainda não foi demonstrado rigorosamente - pode ser que existam coberturas do
gráflco da função por conjuntos de vários tamanhos que dão um pequeno valor. Mesmo
para mostrar que dims graph / > 1 não ê trivial. Os limites inferiores conhecidos surgem
de métodos de distribuição de massa dependendo de estimatir,as para L {t : (t, f (t\ e a}
ondeBéumdiscoeLêamedidadeLebesgue.Arápidaoscilaçã,oempequena-escalade
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f Íaz comque o gráfico só rara,mente esteja no interior de B, Iogo esta medida é pequena'
Desta maneira é possível mostrar que existe uma constante c tal que
s ) dims graphl 2 s - cllo.g\
então quando À é grande a dimensão de Hausdorff não pode ser muito menor que o valor
conjecturado.
A fgnção de Weierstrass (4.30) é representativa duma a.mpla classe de funções, às quais
estes métodos se aplicam. Se g é uma funçã,o periódica apropriadao um método similax
pode mostrar que
Í (t):!rt"-zr*e (.lkr) (4.33)
k=L
tem dim6 graph f : s. Em primeiro lugar tais funções parecem um pouco inventadas,
mas elas ocorÍem como repulsores em certos sistemas dinâmicos, dando-Ihes uma nova
importância.
Vimos atrás que conjuntos auto-afins são muitas vezm fractaisl faaendo uma escolha
apropriada de transformações afins, podem ta,mbêm ser gráficos de funções. Sejam S, (1 < i < m)
transformações afins representadas numa matriz com respeito à coordenada (Ú, r) por
"lr.):l'': : ] tl ]-' [(, 
-il'*) (434)
Assim as .9; transformarn linhas verticais em linhas verticais, com a faixa vertical 0 < Ú S 1
transformada na faixa (i - 1) l* < t < il*. Suponhamos que
llm<q<L (4.35)
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de forma que a contracção na direcção ú é maior do que na direcção r.
Sejam ?r : (0, hl 0 - cr)) e p* : (l,(a*+b*) I 0 - "^)) os pontos fixos de 51 e
^9-. Assumimos que as entradas da matriz tenham sido escolhidas de forma que
&(p*): ,9r+r (pr) (1 < i < rn - t) (4.36)
tal que os segmentos [s;(pr) ,&(p*)] unem-se na forma duma curva poligonal -E1. para
evitar casos triviais, assumimos que os pontos ,9r (pr) ,..., S*(p) ,p* não são todos colin-
eares. O conjunto invariante tr'das ,52 pode ser construÍdo pela substituição de segmentos
de recta repetidamente por imagens afins de ,81. A condição (4.36) assegura que os seg-
mentos se unem de forma que f' é o gráfico de uma função contÍnua / : [0, 1] -+ R.
Exemplo 4.6.2 Curuas auto-afins
SejaF:graph f acurlaauto-afimdescritaac,ima. Entõndimpf,:1*log("r +... +c*) lLogm.
Có,lculo: Seja fr a I'parte linearrr das ,S;, representada pela matriz
1l* 0
a,i ci
Seja {r,...,;6 um intervalo do eixo ú consistindo dos ú com expansão base rn de inÍcio O.i\-..iL
onde i,l - i,i - 1. Então a parte de .F acima de lir,...,;, é a imagem afim ,S,;, o... o ^91, (f,),
que é uma translação de Ti, o ... o T;.r (r). E fácil de ver por indução que a matriz que
representa Th o ... o Tit, (F) é
rn-le 0
cix_roix cúCiz...Cir*t-k aü * m2-k circ;2 * ... * c,irc,i,
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Esta transformação contrai a linha vertical por um factor ci.rQ,z...cin. Observamos que o
lado esquerdo é limitado por
l*t-no * m2-kc4ra+ ... + "ir..."io-rol
(@à'-k -t (mc)2-k +... + t) a,..."uo-,o
TCh...Cir"_t
onde a: max latl, c:milr{q} > llm er: a/(f - 1-";-1). essim a imagem T'i,o...o
Teo (F) está contida num rectângUlo de altura (r + h) ci.t...côt" onde lr ê a altura de r'. Por
outro lado, se er,e2tq3 são três pontos não colineares escolhidos de ,Sr (pr) ,..., S*(pt) ,p*,
errtãa Tiro...oT6o (f') contém os pontos Tüo ..."Tik (qi) (i : 1,2,3). A altura do triângulo
com esses vértices é pelo menos c\..,h1"d, onde d é a distância vertical de 92 ao segmento
lqtrqzl. Assim a sêrie de fuações f, sobre làr...,ix satisfaz
dqr...c;.r 3 RÍ llr,r*-,t*f 1 ,útr..."i,o
onderl:rlh.
Para /C fixo, soma.-os isto sobre os rnb intervalos l,ir,..,,i.* de comprimento rn-k para
obter, usando a Proposi$,o (4.6.1), na página 79,
rokd,»cit...cir, S N--o (F) S2mk *mkryDqr...qr
onde N--r (F) é o número de quadrados da rede de lado rn-& que intersecta F. Para
cada j o número ct1 variaentre os nalores c\t,,,rcm tais que Dq.r...qo: (c1 * "' + Càk'
s
Assim
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drnk (c1a ...c*)k ( N--r (F) < 2mk * rrmk ("r + ... + c*)k .
Tomando logaritmos e usando a alÍnea (iii) da Definição 3.1.1, na página 32, da dimensão
de capacidade obtemos o valor declarado.n
As funções auto-afins são usadas para interpolação fractal. Suponhamos que queremos
encontrar uma curva fractal duma dada dimensão, passando pelos pontos (i,lm,r,i) para
'i - 0,1,...,rn. Escolhendo transformações do tipo (4.34) de tal maneira que ,si transforma
o segmento lpr,p*] no segmento [((i - 1) /m,*;r),(ilm,r;)] paru cada,i, a construção
descrita acima dá-nos uma função auto-afim com gráfico passando pelos pontos dados.
Adaptando os valores das entradas da matriz podemos a.ssegurar que a curva tem a di-
mensão de capacidade requirida; existe também alguma liberdade para variar a aparência
da curva.
F\rnções auto-afins podem ser generaüzadas tal que as ,9t não têm todas a mesma razão
de contracção na direcção ú. Isto leva-nos à interpolação fractal de pontos que não estão




Neste CapÍtulo irá ser estudada a dimensão de correlação u, introduzida por Grassberger
e Procaccia como uma medida caracterÍstica de atractores estranhos que servem para
distinguir entre o saos dsfslminístico e ruÍdo aleatório. O expoente o está próximo da
dimensão fractal, mas o cálculo é consideravelmente fácil. Irão ser apresentados algoritmos
para calcular 2 em séries temporais de variável única. Irá ser feita, ta,mbém, uma relação
entre o orpoente de correlaçáo e a dimensão de Hausdorff. Para já segue-se a definição de
dimensão de correlação.
5.1 Dirnensão de correlação
Os autores Grassberger e Procaccia introduziram uma nova medida que ê obtida através da
correlaçã,o entre pontos aleatórios nos atractores. Consideremos o conjunto {Xa,i :1, ..., N}
de pontos num atractor, obtidos por exemplo a partir de uma série temporal, isto é
Xi = X (t + iT) com um crescimento do tempo fixo r entre medições sucessirras. Dev-
ido à divergência exponencial de trajectórias, a maioria dos pares (X6, Xr') com i, I i setãa
pares de pontos msencia,lmente aleatórios não correlacionados dinamicamente. Os pontos
permanecem, no entanto, no atractor. Por conseguinte podem ser correlacionados espa-
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Um dos ojectivos centrais é estabelecer que para pequenos t, C (l) cresce como uma
potência
c (t) - 1", (5.2)
e que este rrexpoente de correlaçãorr pode ser tomado como uma medida mais útil da
estrutura local de um atractor estranho.
Dado um sinal experimental, se determinarmos (5.2) com u ( F, em que F ê a dimen-
são do espaço de fases, sabemos que o sinal detém mais caos determinÍstico do que ruÍdo
aleatório, visto que o ruÍdo aleatório resulta sempre em C (l) - lr.
Uma das principais vantagens de o é que pode ser medida facilmente, pelo menos mais
facilmente que a dimensão de Hausdorfl. Isto é particularmente verdade para casos onde
a dimensão fractal é grande (à 3) 
" 
uma cobertura por células pequena,s se torna virtual-
mente impossÍvel. Desta forma a medida u pode ser usada nas situações experimentais,
onde tipicamente existem sistemas de grandes dimensões.
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5.2 Funções de dimensão 1
Os casos mais simples de sistemas caóticos são representados por funções de um intervalo
em si próprio, como por exemplo a função logística
frn*r: arn(L - *n) . (5.3)
Estudamos esta função quando a: ao: 3.5699456"' e parâ a:4'0' O primeiro caso da
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Figura 5.1: Cálculo da dimensão de correlação paxa a função logistica (5.3) quando a :
aoo :3.5699456..' '
Da série temporal, gerada por um atractor, descartamos os primeiros 1000 pontos.
Depois, com os restantes L000, calcula,rnos a distância entre todos os pares de pontos e
contamos quantos pares de pontos estão a uma distância menor que J, como a função (5.1),
-10-n
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sendo N o número de pontos considerados. Tomamos um N gÍande e aproximamo-nos
do limite. Finalmente constrúmos o gráfico de log(C(l)) em função de log(l), dando uma
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Figura 5.2: Cálculo da dimensáo de correlação para a função logistica (5.3) quando a: 4.0
É conhecido que para a função logÍstica o atractor é um Cantoriano com uma dimensão
de Hausdorff que satisfaz exactamente o limite 0.5376 ( dimp < 0.5386. Encontramos
u : 0.500 + 0.005. Para distâncias múto pequenas, os dados para C (l) desviam-se de
uma potência, mas isto era esperado: o comportamento para a: a@ não é caótico ainda,
e por conseguinte os valores rn estã,o fortemente correlacionados. Verificamos que de facto
a potência se mantém para valores pequenos de I se aumentarmos N ou usarmos somente
valores fitfii+ptfr,i+zp,Íi+ilp,... com p sendo um número ímpar grande.
A mesma fi:nção pode ser usada também para introdtzir a importante questão de
5.3 Funções no plano
correcções para escalas. Essas encontram-se para o parâmetro a : 4. Aqú, o atractor




Por isto, encontra-se facilmente
tr: dims : 1
5.3 Funções no plano
Consideremos a funçáo de Hênon
fin*t : Un*1-ar2n,
An*L bfin,
com a : 1,4 e b : 0, 3, e a função de Kaplan-Yorke
Iwo - dt-'t' .







92 D'i,men são ile correlação
Nestes casos, encontramos excelentes acordos com a regra de potência; enquanto para
a função Kaplan-Yorke encontramos ?, : 1,42+0,02 de acordo com o valor de dims, uma
função de Hênon apropriada produz 'ü :1,21, (veja-se a Figura b.B), menor que o valor
de dims : 1,261+ 0,003. o valor de tr para a função de Hénon é subestimado, e toma o
valor de u : L,25 + 0,02 = dims.
Podemos dizer que excepto para a função logÍstica com o : ooo (atractor de Feigen-
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Figura 5.3: Cálculo da dimensão de correlação para a função de Hénon (5.4) quando
a:1,4eà:0,3.
5.4 Relação entre u e dims
Consideremos pi como a probabilidade de um X6 arbitrário cair na célula i sendo
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(5.6)
oloide p,6 é o número de pontos X6 Que caiu na célula i.
Seja M(l) o número de células necessárias para cobrir o atractor.
Pela definição de C (l), obtemos um factor de ordem unitária
,Y9 Wc(t)=,t1i#» p?--Ye?. (5.7)
i.:l i:L
Aqui, temos de substituir o número de pares com distância < I pelo número de pares que
caiu na mesma célula de comprimento I. O erro cometido é independente de l, e assim
não afecta a estimativa de u. usando a desigualdade de schwartz temos
c (t) : rvr tt)le?l > M (t) \pal' : ofui - e. (5.8)
Nesta equaçáo os parêntesis rectos indicam a média sobre todas as células. Comparando




Observação: Pela demonstração é claro que se o atractor é coberto uniformemente,
temos a igualdade
u : dimÍt (5.e)
É uma questão interessante como a cobertura não uniforme a pode quebrar. Com a
excep@o da firnção de Feigenbaum (função logÍstica com o : 0-), que é no entanto não
genérica, todos os exemplos anteriores são compatíveis com (5.9).
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Em casos onde u I dimg, alegamos que de facto o é a observação mais relevante.
Irlesses casos a vizinhança de certos pontos tem uma maior I'antiguid.aderr no sentido em que
eles são visitados mais vezes que outros. A dimensão de Hausdorff ignora a antiguidade,
sendo um conceito puramente geométrico. Mas a dimensão de correlação pondera regiões
de acordo com a sua antiguidade.
5.5 Séries temporais de variável única
Muitas vezes não temos acesso a uma série temporal {Xr} de vectores F-dimensionais.
Em lugar disso temos apenas um ou quanto muito alguns componentes de xrr. Isto é
particularmente relevante para experiências reais onde o número de graus de liberdade
é frequentemente muito alto se não infinito. Tais sistemas contudo podem ter atrac-
tores de baixa ümensão. É então múto desejável possuirmos um método seguro que
permita uma caracterizaçáo desses atractores para uma série temporal de variável única.
{rt,i :1, ..., N; ri e R} .
A ideia essencial consiste em construir vectores d-dimensionais
€t : (r,i, fii+L, ... t n+a_l)
e usar o espaço dos ( em vez do espaço dos X. O integral de correlação pode ser, por
exemplo
íN
c (t): rryLF'Dt u - l(c - €jl)i,i:r
Mais geraknente, pode-se usar
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€a: (r (t) ,,* (t,i + r) ,,...,r (tr. + (d - 1) r)) ,
com r fixo nalgum intervalo. A magnitude de r não deve ser muito pequena visto que
doutro modo 16 N üi,+r x fii+z.r ^, ... e o atractor no espaço dos 
( será esticado na diagonal
e assim rtiffculta a sepa,ração. Por outro lado, r não deve ser muito grande üsto que nalores
distantes nas sêries temporais não são fortemente correlacionados.
Um compromisso análogo deve ser tido em conta na escolha da dimensão d. Clara-
mente, d deve ser maior do que a dimensão de Hausdorff dimr do atractor (doutro modo,
C (t) - ld). Se o atractor é um Cantoriano em dimensão maior que L, isto pode no entanto
não ser suficiente. Ta,mbém, pode ser que, quando observada na dimensão d, a densidade
1N
p (€) : ,q"r)íô (€; - €)
desenvo\m, singularidades que estão ausentes em dimensões maiores que d (tais singula,r-
idades ocorrem por exemplo quando projectamos uma esfera com densidade constante,
p(€) : põ(*'+a2+22-R2), no plano nui à nova densidade F@,u) é inffnita para
n2 +a2 : R2).
Por outro lado, não se pode tomar d grande sem provoca,r erros experimentais e falhas
estatísticas.
Vamos agora aplicar estas considerações à função logÍstica com a : 4, e à firnção de
Hênon.
Na firnção logÍstica, úmos que existem correcções logarítmicas da regra C (l) - 7".
Elasresulta,mprecisa,mente de singularidades dep(r), para t:0 efr:1. Apesar de
mergulhar o atractor num espaço de ümensã,o maior não remover completa.mente essas
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singularidades, reduz substancialmente a sua influência. A razáo é que o mergulho num
espaço de dimensão maior resulta sempre num alongamento do atractor. No entanto, as
porções que são mais fortemente estendidas são aquelas que são mais densamente povoadas
na dimensão inferior. Por exemplo na função logÍstica com o : 4 o rratractorrr ê o intervalo
[0, 1] em 1d mas é a parábola em2d. A parábola tem maiores declives nos pontos extremos,
exibindo o alongamento mais forte associado com regiões de distribuições singulares na
dimensão inferior. Um efeito similar aparece quando partimos de d : 2 para d,: J. Assim
esperarnos que a importância das singularidades na distribuição possa ser reduzida nas
dimensões maiores.
A fim de verificar isto, temos de calcular para a função logÍstica com o : 4 o in-
tegral de correlação original e o integral modificado, obtido mergulhando num espaço
2 e 3-dimensional. Observamos na verdade o esperado decréscimo de erros sistemáticos
quando aumentamos d, acompanhado por um aumento do erro estatÍstico.
Para a função de Hénon usamos como séries temporais as séries {fin,frn+2,Ín+A,...}.
Enquanto o integral de correlação 2-dimensional nos dá um u efectivo , o encaixe 3-dimensional
dá-nos um valor maior o :1,.25 + 0.02 que coincide com o valor de dims.
Tais efeitos não eram observados no modelo de Lorenz, onde o originalmente definido
C (l) e o integral de correlação modiflcado usando apenas séries temporais de uma única
coordenada nos dão valores de u que coincidem com dims.
A conclusão extraÍda destes exemplos é que é muitas vezes útil representar o atractor
num espaço de dimensão maior do que absolutamente necessário, de forma a reduzir erros
sistemáticos. Esses erros resultam de uma cobertura não-uniforme do atractor, desde que
esta não-uniformidade não seja tão forte quando fazemos u I dim11.
Capítulo 6
Conclusão
Apesar de bastante recentes, os fractais já se espalharâ.m por quase todos os domÍnios
da actividade humana e âs suas apücações parecem não ter limites. Por outro lado, a
geometria fractal aprofundou a ideia intuitiva de infinito. A geometria fractal em paralelo
com a teoria do ca,os teve, ta,mbêm, consequências filosóficas drásticas. Dura,nte milhares
de anos, muitos cientistas julgara,m que, na posse das leis da FÍsica que regem o Uni-
verso, seria possÍvel prever o futuro. Hoje, o 6ulssminismo é apenas um conceito teórico:
nunca possúremos apa,relhos de medida suficientemente poderosos para que os erros ex-
perimentais não influenciem as previsões. No entanto, a geometria fractal veio aprofundar
e aperfeiçoar modelos para estudar o Universo, não se pode negar a eficiência das suas
aplicações. Este trabalho constata que a geometria fractal, nomeada,mente os conceitos de
dimensão fractal, têm uma grande apüdabilidade na Matemática e no Universo.
A frase que se houve muito na geometria fractal tra beleza dos fractaisrr mostra uma
vez mais a sua veracidade, tal como em 1918 esvreveu Bertraad Russel no seu livro rrMisti-
cismos e Lógicarr: rrA matemática possui não apenas a verdade, mas uma beleza suprema -
uma beleza fria e austera como a de uma esculturarr. Este trabalho mostra que formas tão
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complexas e tão bonitas, podem ser criadas ou simuladas por processos matemáticos muito
simples. O computador é uma ferramenta muito valiosa no estudo da dimensão fractal,
porque permite realizar com rapidez uma enorme quantidade de cálculos e representá-los
graficamente com grande precisão. Àinda assim, e por muito potente que seja a máquina,
a sua capacidade de cálculo e de representação gráfica ê sempre limitada; há que ter isso
em consideração e imaginar o que esta nã,o consegue executar.
A dimensão fractal ê uma propriedade dos objectos fractais. Ela apresenta o nÍvel
de ocupação do espaço euclidiano por um objecto fractal. Ttata-se de uma caracterÍstica
importante dos fractais, uma vez que um nível maior de ocupação do espaço implica uma
estrutura fractal mais complexa, ou seja, a dimensão fractal pode ser utilizada para medir
algumas caracterÍsticas ligadas à complexidade da imagem.
Essa ligação entre o nÍvel de ocupação de espaço e a complexidade da imagem faz corr;.
que a dimensão fractal possa ser utilizada também como umâ ferramenta para análise
de formas. Isto pode ser observado acompanhando a literatura dos últimos anos, onde a
dimensão fractal vem ganhando muita atenção, passando a ser utilizada nas mais diversas
áreas do conhecimento.
Dito de outra forma, a dimensão de uma curva fractal é um número que caracteriza
a maneira na qual a medida do comprimento entre dois pontos aumenta à medida que a
escala diminui.
No entanto, fractais são objectos exclusivamente matemáticos, ou seja, não existem no
mundo fÍsico (só na mente humana), pois é impossÍvel em tempo e em espaço concretizá-
los graficamente, já que não podemos determinar um número infinito de iteradas de uma
funça,o. Isto faz com que a técnica utilizada para o cálculo da dimensão fractal necessite
OQ
de ser adaptada para trabalhar com as limihç§ss que o mundo fÍsico impõe. Os métodos
existentes utiliza,m medições de diferentes ca,racterÍsticas da imagem, o que torna alguns
deles limitados a certos grupos de imagens. Alêm dessas limitações, percebe-se que deter-
minados métodos são mais adequados para certas apücações e grupos de imagens. O que
é feito então é adaptar a têcnica de estimativa da dimensão fractal para traba.lhar com as
limitações frsicas e autosemelhança dos objectos, tornando a técnica útil para diferentes
objectos fractais.
Como pode ser visto ao longo deste trabalho as técnicas utilizadas para o cálculo da di-
mensão fractaL dimensão de Hausdorfl dimensão de capacidade e dimensão de correlação,
apenas nos dão estimativas desse valor, valor este fraccionário.
A dimensão de Hausdorff e a dimensão de capacidade são dos métodos mais conhecidos
para estimar a dimensão fractal. Isto deve-se à sua simplicidade de implementa@,o.
A rtimensão de Hausdorff é uma dimensão que pode tomar valores inteiros e é igual à
dimensão topológica para objectos uniformes e compactos, por exemplo, o espaço euclid-
iano lR' tem dimensão de Hausdorff n. Mas é uma dimensão aplicável a muitos outros
conjuntos, como objectos fractais, e toma um valor fraccionário.
O método da dimensão de capacidade consiste em sobrepor à imagem uma rede de
quadrados e contar o número de quadrados necessários paxâ cobrir toda a imagem.
De acordo com Grassberger e Procaccia, a dimensão de correlação é uma medida da
densidade do atractor dentro do espaço de fases. Os resultados deste CapÍtulo fora,m basea-
dos em sêries temporais pequenas. Comparando os algoritmos de dimensã,o de capacidade,
a dimensão de correlação tem vantagens. Primeiro, porque a exigência de armazenamento
é drasticamente reduzida. Segundo, num algoritmo paxa o cálculo da dimensão de capaci
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dade pode-se iterar até que todas as rfcaixasn não-vazias dum dado tamanho I tenham
sido visitadas. Isto é claramente impraticável, em particular se I é muito pequeno. Assim,
obtemos erros sistemáticos se o número de iterações N é excessivamente grande. Na di-
mensão de correlação não existe tal problema. Em particular, a restrição de N não induz
a erros sistemáticos para além das correcções de escala C (l) - 1". Na maioria dos casos
o valor da dimensão de correlação está muito próximo da dimensão de Hausdorff. Uma
conclusão importante é que se pode distinguir caos determinÍstico de caos aleatório.
Uma conclusão igualmente importante para mim, após a conclusão deste trabalho, é
que aprendi muito mais para além da curiosidade e do interesse inicial que tinha sobre
fractais e dimensão fractal. À medida que fui pesquisand.o, sintetizando e ordenando
este trabalho fui compreendendo melhor os conceitos relativos a este tema. Também
importante, mas um pouco inquietante é que sinto que este trabalho serviu para adquirir
conceitos básicos e fica a sensação que só neste momento estaria em condições para iniciar
este estudo. A geometria fractal é um processo que não tem fim. Cada conceito tem
uma aplicabilidade noutro contexto de uma forma muito abrangente. Posso concluir que
o trabalho foi extremamente gratificante pois a curiosidade e o interesse inicial cresceu
amplamente, o que considero muito positivo, pois quanto mais aprendo, mais descubro
que múto mais há para aprender.
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