Abstract
Introduction
Edge computing is being promoted as a strategy to achieve scalable and highly available Web services (e.g. [10] ). It pushes business logic and data processing from corporate data centers out to proxy servers at the "edge" of the network. There are several potential advantages: Running applications at the edge cuts down network latency and produces faster responses to end-users' applications and partners' Web services. Adding edge servers near user clusters is also likely to be a cheaper way to achieve scalability than fortifying the servers in the corporate data center and provisioning more network bandwidth for every user. Finally, by lowering the dependency on the corporate data center, edge computing removes the single point of failure in the infrastructure, hence reducing its susceptibility to denial of service attacks and improving service availability.
In theory, edge computing is a natural extension of the Content Delivery Network (CDN) architecture. In practice, pushing application logic to edge servers introduces a number of technical challenges, one of which is data security: For applications that run on a database, edge computing entails the distribution of (parts of) the database, to edge servers that perform query processing on behalf of the central DBMS. Since the edge servers are not necessarily as secure as the corporate data center, the query results produced by them must be checked for integrity. Specifically, a recipient must be able to verify that the values in his query result have not been tampered with, and that no spurious tuples are introduced.
In this paper, we propose a mechanism for authenticating the query results produced by edge servers. The central database server maintains on each base table one or more verifiable B-trees (VB-tree), which are B-trees extended with concepts from the Merkle hash tree [11] . Each internal node of a VB-tree is associated with a signed digest or hash value, derived from all the tuples in the subtree that is rooted at the node. The VB-tree is distributed to the edge servers along with the base table. In processing a query, an edge server will identify the smallest subtree that envelops the query result, and return a verification object (VO) containing the digests for all the attributes and branches in the subtree that are not part of the query result. With this VO, the recipient can verify the query result by computing a digest from them, and checking for a match with the subtree's digest that was signed by the trusted central database server.
One of the primary contributions of this paper over existing work is that the proposed mechanism creates VOs that are linear in the size of the query answers, and independent of the database size. Moreover, all the relational operations can be fulfilled by the edge servers; for example, we do not push projection operations to the clients. Hence, our mechanism lowers the transmission overhead, and also the storage and processing demands on the clients. Finally, we demonstrate how the VB-trees can be updated dynamically while The remainder of this paper is organized as follows: Section 2 summarizes related work on data authentication, with particular emphasis on authentication in database systems. Our proposed authentication mechanism is introduced in Section 3, while Section 4 analyzes the costs and performance of the mechanism. Finally, Section 5 concludes the paper.
Related Work
This paper builds upon the work by Merkle in [11] . We shall explain the Merkle hash tree with the example in Figure 1 , which is intended for authenticating data values ½ , .., . Each leaf node AE is assigned a digest ´ µ, where is a one-way hash function. The value of each internal node is derived from its child nodes, e.g. AE ½¾ ´AE ½ AE ¾ µ where denotes concatenation. In addition, the value of the root node is signed. The tree can be used to authenticate any subset of the data values, in conjunction with a verification object (VO). For example, to authenticate ½ , the VO contains AE ¾ , AE ¿ and the signed AE ½¾¿ . The recipient first computes ´ ½ µ and ´ ´ ´ ½ µ AE ¾ µ AE ¿ µ, then checks if the latter is the same as the signed AE ½¾¿ . If so, ½ is accepted; otherwise, the recipient concludes that ½ has been tampered with.
Merkle hash trees have inspired many proposals on data authentication, including certifying answers to queries over XML documents [4] , for proving the presence or absence of public key certificates on revocation lists [7, 12] , and for authenticating JPEG2000 images [13] . The proposal that is most closely related to our work is [5] , which describes a scheme for verifying query results produced by untrusted third-party publishers. The scheme calls for the data owner to periodically distribute signed digests directly to users. The digests are hashes computed recursively over tree indices on the owner's database. To prove that the answer to a query is correct, the publisher constructs a VO using the same tree index that the owner used to compute the signed digest. The VO provides a hard-to-forge proof that links the answer to the signed digest.
This work by Devenbu et al [5] is among the first few papers to address the authentication of query results in database systems. However, when applied directly in our context of edge computing, their scheme poses a number of limitations that we aim to overcome: First, a Merkle tree is needed for every sort-order on a table; this incurs large storage overheads, and makes updates very expensive. Second, a VO needs to contain links all the way to the digest for the root of the tree index. This means that the VO grows linearly to the query result and logarithmically to the base table, which can be quite sizeable for large databases. Another potential problem is that projections have to be performed by the clients, which leads to wasteful data transfers especially if the filtered attributes are BLOBs. There is also no provision for dynamic updates on the database and the associated Merkle trees. Finally, the approach is weak in terms of access control -even attributes that are supposed to be filtered out through projection must be returned to users for verification. Moreover, to check for completeness, tuples beyond the left and right boundaries of the query result must be exposed to the user; this would undermine any tuple-based access control in the system. A more recent work by Roos et al [16] also employs the Merkle hash tree to authenticate range queries. However, the focus of that paper is on encoding the VO in a more compact form to minimize communication overhead; it has the same limitations as the scheme in [5] .
Authenticated Query Processing at Edge Servers
This section presents our proposed mechanism for verifying the query results produced by proxy servers in edge computing. The idea is for the trusted central DBMS to maintain and distribute verifiable B-trees (VB-tree) on the base tables, that the edge servers use to create a verification object (VO) for each query. This VO enables the recipient to check the integrity of the query result -that the values of the result tuples have not been tampered with, and that no superfluous tuples are introduced. It is computationally infeasible for an edge server to compromise the integrity of the result, without invalidating the VO and being detected.
We start with an overview of the system setup, then present the structure of the verifiable B-tree. Following that, we show how an edge server constructs a VO from the VBtree for the selection, projection and join operations in a query. Finally, we address how the central DBMS carries out insertions and deletions on the VB-tree while preserving the consistency requirement of other queries and update operations. Figure 2 shows the set-up of a generic edge computing environment. The central server hosts the master database, and is responsible for creating and maintaining the VBtrees. The database (or parts of it) and VB-trees are distributed to servers situated at the edge of the network, i.e., edge servers, near the users and their application clients. The database queries issued by the applications are processed at the edge servers; the result for each query is returned together with a VO that the client can use to verify the query result. Unlike the proposal in [5] , all the information that the client needs for verifying the query result are returned by the edge server on-demand; the central server does not need to periodically broadcast any information to the clients. Finally, the edge servers are assumed to be unsecured, meaning it is possible for a hacker to tamper with the data there, but the servers themselves do not act maliciously, e.g. they do not intentionally drop qualifying tuples from the query results. Figure 3 depicts the structure of the verifiable B-tree (VB-tree). It is constructed by adding signed digests to the B+-tree as follows:
System Overview

Verifiable B-Tree
Within each tuple, a signed digest is added for every attribute , i.e.,
Child node
Child Pointer
Internal node where is a one-way hash function on the concatenation of the database name, the table name, the attribute name, the key of the tuple, and the attribute value;
and × encrypts its argument with the private key of the DBMS. A one-way hash function is one that is easy to compute but effectively impossible to invert [6] ; i.e., if ´ µ, then it is easy to compute given and , but difficult to recover given and . Popular oneway hash functions include MD5 [14] and SHA [1] . We assume that the central server has a pair of public and private keys in a digital signature scheme, and the public key can be disseminated to users through an authenticated channel using, for example, a public key infrastructure [8] .
The (pre-signed version of the) attribute digests are (2) where is another one-way hash function and × ½ decrypts its argument with the public key of the DBMS. Ì is then stored with the corresponding tuple pointer in the leaf node of the VB-tree. With the DBMS' public key, any user can subsequently confirm the integrity of the tuple, by recalculating the tuple digest from the retrieved attribute values or their digests using formulas (1) and (2), and matching it with × ½´ Ì µ. For each leaf node AE, a signed node digest AE is derived from the tuple digests within it, i.e.,
The node digest is stored with the corresponding child pointer in the parent node. This process is performed recursively up the VB-tree.
Finally, a signed digest is computed for the root node and stored as part of the metadata of the VB-tree.
Definition:
The enveloping subtree is the smallest subtree within the VB-tree that covers all the result tuples of a query (involving selection, projection or join operations), or all the tuples affected by an update. Figure 4 illustrates the enveloping subtree.
Before we explain how the VB-tree is used to create VOs for query answers, let us first consider the choice of the oneway hash function . plays a key role in ensuring that it is infeasible for an edge server to tamper with the tuples or introduce superfluous tuples, in such a way that the query results still match the signed digests. While any one-way hash function can be employed, a judicious choice can lead to improved performance. For this work, we use the function ´Üµ Ü ÑÓ Õ, which combines its input digests with a commutative operator:
As we shall discuss shortly in the following subsections, this property has three advantages. First, it allows digests to be combined in arbitrary order, i.e., a set of digests 
Query Verification
In this section, we shall present the VOs for selection, projection and join operations, and show that they are sufficient to verify the correctness of the answers for the respective operations.
Selection:
´Êµ Ø Ø ¾ Ê and ´Øµ where Ê is a relation, is a condition of the form ¢ , is an attribute of Ê, and ¢ ¾ . When an edge server receives a query that performs only selection(s) on the primary key of a table, the result is a range of contiguous tuples as illustrated in Figure 5 . In this case, the edge server needs to compose a verification object that includes: AE , the signed digest for the node AE at the top of the enveloping subtree; for each node in the enveloping subtree, the signed digests representing those branches that do not overlap the result. The VO and the query result are sufficient for the recipient to reconstruct the hierarchy of digests to check for a match with the signed digest for node AE. As the attribute digests within the result tuples are not needed here, they are filtered out by the edge server.
In the case of a query that performs selection on non-key attribute(s), the result is likely to contain non-contiguous tuples from the table; in other words, there are "gaps" within the result range. The above procedure still applies, but the VO is expected to be bigger here as it needs to include additional digests to account for the gaps.
As we maintain a signed digest for every VB-tree node, our VO does not contain digests for branches all the way up to the root node of the index as in [5] . Hence the VO grows only linearly with the size of the query result, but is independent of the table size. Although our decision to sign every node digest imposes processing overhead on the central server in creating and maintaining the VB-tree, the expected I/O savings at the edge servers during runtime more than justify the overhead. In addition, as input digests to the hash function are coalesced with a commutative operator, the VO does not need to preserve the order in which the digests are merged into node AE's digest in the VB-tree. Hence our VO simply contains a set of signed digests, Ë ; it is simpler than the scheme in [5] , which requires its VOs to contain the structure among the digests. These advantages reduce the transmission overhead, and also the amount of processing that the client must perform in order to verify the query result. Figure 6 shows an example of the query result and the associated VO after a selection operation.
Lemma 1:
The VO is sufficient for verifying the correct- ´È unsigned digest for result tuple Ì µ from the result tuples using formulas (1) and (2), combine the signed digests for the filtered tuples and nodes in Ë , and finally check that they satisfy the above equation. Since AE and the digests in Ë are signed, and the digests for the result tuples are derived with a one-way function [6] , it is practically impossible to manipulate the values of the result tuples without violating the above equation. Thus the VO is sufficient for verifying the correctness of the result for selection operations.
As the edge server is not necessarily secure, it cannot combine the signed digests in Ë for the client. Rather, the client needs the original signed digests to check their validity, before combining them to verify the query result. Conceptually, constructing a VO for a projection operation is similar to handling selection on non-key attributes -the gaps within the result tuples left by the filtered attributes are accounted for by their respective attribute digests. Again, we can exploit the commutative property of the hash function to consolidate those attribute digests into a set È without recording the attribute orders, and which attribute digest belongs to which result tuple. Thus, the VO remains linear in the size of the query results, containing only the signed digest for the node at the top of the enveloping subtree, Ë for the digests from the selection operation(s) as described above, and È for the projection operation(s). As with Ë , È contains the signed version of the digests for the filtered attributes, so they cannot be tampered with at the edge servers. Figure 7 shows how the query result and the associated VO in Figure 6 change after a further projection operation.
Lemma 2:
The VO is sufficient for verifying the correctness of the result for projection operations. 
Since the VO contains the signed digest AE , the signed digests for the filtered attributes in È , and the signed digests for the filtered tuples/nodes in Ë , the client can verify the results by checking whether the above equation holds. ß Fortunately, in edge computing most of the database queries are not likely to be ad-hoc, but are embedded in application programs and hence known in advance. It is thus possible to materialize each join operation, and construct a VB-tree on the materialized view for authenticating the query results. Thus, join operations can be verified in a similar manner as selection-projection operations.
Update Operation
While queries can be processed by any edge server, update operations have to be channeled back to the central database server as they change the digests in the VB-trees, and only the central server possesses the private key for signing new digests. Depending on the consistency requirement, the DBMS can either lock and update the VB-trees at all the edge servers concurrently, or propagate the changes periodically. In the former case, a distributed concurrency control mechanism like basic 2PL [3] , with the central server hosting the master copy, can be applied. For delayed broadcast of the updates to the edge servers, the central server can include the timestamp or version number in its public key, and make available to users the validity period of each public key at a well-known location. This would ensure that edge servers cannot masquerade out-ofdate data, signed with an old private key, as the latest data without being detected by the recipients.
Insert:
When a tuple is to be inserted, the DBMS first calculates the attribute digests and the tuple digest Ì using formulas (1) and (2). Ì is then used to update the digests on the path from the root of the VB-tree to the leaf node that holds the new tuple. As the digest for each node is a combination of all the tuple digests under it, and as input digests to the hash function are coalesced with a commutative operator, each node digest AE on the path is simply updated using the formula:
To ensure consistency, the DBMS needs to exclusively lock (X-lock) each digest in turn only as it is being modified. Finally, if the insertion necessitates a node to be split, the DBMS would have to X-lock the parent node, so the digests for the split nodes can be safely recorded in the parent. The locking protocol for VB-tree is the same as B-tree locking (e.g. see [2] ).
Delete:
Unlike insertion, a tuple deletion transaction is more expensive to process. Since the SQL statement specifies only criteria on the tuples to be deleted rather than the entire tuple content, the tuples' contribution to each node digest cannot be reversed out immediately while the transaction traverses down the VB-tree. Instead, the transaction has to X-lock all of the digests on the path from the root of the VB-tree to the affected leaf nodes, delete the selected tuples, then re-calculate the digests back up to the root.
In the course of the delete transaction, other queries on the same table can still proceed as long as their enveloping subtrees do not overlap the tuples affected by the transaction. This is because a query requires only the digests in its own enveloping subtree, not the root of the entire index as in [5] . To ensure that there is no overlap with the transaction, each query should shared-lock the digests within its subtree.
Analysis and Evaluation
Having presented our authentication mechanism, we now analyze the overheads that it introduces. We begin by quantifying the storage overhead on the base tables and the index trees. Next, we look at the communication cost for transmitting the answer and the VO to the user. Following that, the costs incurred by the edge servers in constructing verification objects for queries, and the clients in verifying the query results are presented. Finally, we investigate the processing demand on the central server in updating the VB-trees for insertion and deletion transactions. The parameters used in the analysis are summarized in Table 1 . As a baseline for comparison, we use the naive strategy that transmits, for each answer tuple, the signed digest for verifying the tuple. We shall denote the VB-tree scheme as VB-tree, and the naive strategy as Naive. The cost formulas for the naive strategy is shown in the Appendix.
Storage Costs
Base Table: Since each attribute in a database table is associated with a signed digest, the space overhead for the table is Ì Ê ¢ Ì ¢ bytes.
VB-tree:
The fan-out factor of the original B-tree is:
ØÖ ÔØÖ Ã · ÔØÖ · ½ and the height of a fully packed B-tree is Ð ÐÓ ´ ØÖ ½µ Ì Ê Ñ . In comparison, the fan-out factor of the VB-tree is:
This means that there is a space overhead of Î ØÖ ¢ bytes per node. Moreover, the height of a fully packed VBtree is:
To visualize the height differences, Figures 8 and 9 show the fan-out and height, respectively, of the B-tree versus the VB-tree for different key lengths. As expected, the VB-tree has a significantly smaller fan-out than B-tree when the key length is short relative to the size of the digest. However, as this does not translate to a material difference in height, the performance penalty for index traversal is minimal. 
Query -Communication Cost
For each query, the edge server has to construct two sets of digests -Ë and È :
Ë : Assuming that the query result is a range of contiguous tuples in the base table and that the VB-tree is fully packed, the height of the enveloping subtree is: Figure 10 shows the communication cost of the proposed VB-tree and the Naive schemes for three scenarios -É ¾ , 5 and 8. Here, we vary the number of answer tuples by changing the selectivity factor, defined as É Ê Ì Ê .
We also fix the size of tuples at 200 bytes with an average of 20 bytes per attribute. As expected, VB-tree incurs smaller transmission costs than Naive, because sending a signed digest per result tuple is expensive especially with high selectivity factors. Moreover, as É increases, the communication cost also increases. This is the case because more attribute values are returned instead of their digests, and the attribute size (in our settings) is larger than the size of the digests.
In Figure 11 , we profile the effect of the ratio between the attribute size and the digest size (by setting the attribute size to ¾ ØØÖ ØÓÖ·½ , ØØÖ ØÓÖ ½ ¾ ) for two selectivity factors, 20% and 80%, while keeping the default values for the other parameters. As shown in the figure, the communication cost of the two schemes converge gradually as the attribute size increases. This is reasonable because the cost of transmitting the query results dominates the overhead due to the digests. However, the cost differential is still significant in absolute terms. For example, compared to VB-tree, Naive incurs at least 3 MB more communication cost for selectivity factor of 20% and 12 MB more for selectivity factor of 80%.
Query -Computation Cost
After the query result and VO (i.e., Ë and È ) are 
For large queries, we expect É Ê Ì , É , Î Ø Ö and É , so Ó × Ø ÉÙ ÖÝ increases roughly linearly with the size of the query result, i.e., Ó × Ø ÉÙ ÖÝ O´É Ê µ. The reason is that most of the overheads are incurred in computing the digests for the attributes within the result tuples, Figure 12 , which plots Ó×Ø ÉÙ ÖÝ for various selectivity factors for the default values in Table 1 . According to [15] , hash functions are about 100 times faster than signature verification and 10000 times faster than signature generation. This is because public key signature operations involve large prime modulus and are computationally expensive. Clearly, Naive incurs more processing cost as it needs to decrypt the signature for each result tuple. Figure 12 compares the computation cost of VB-tree and Naive for , 10 and 100, where is the ratio of
The results clearly show the superiority of VB-tree over Naive since it essentially reduces the number of decryptions needed for verifying the answers. Moreover, the performance difference between the two schemes widens as increases. Figure 13 shows more sensitivity analysis of the query cost. In Figure 13 (a), we study the effect of Ó×Ø Ó × Ø for selectivity factors of 20% and 80% while keeping the other parameters at their default settings. As the figure shows, VBtree still outperforms Naive. Moreover, the difference between VB-tree and Naive remains almost constant. This is because the difference in the cost components comes largely from the cost of decrypting the signatures which is independent of Ó × Ø and Ó × Ø . In Figure 13 (b), we study the effect of É for selectivity factors of 20% and 80%. The results show that É has little effect on the relative performance of the two schemes either, for the same reasons that the main determinant of the performance difference between the two schemes is the decryption cost of the signatures.
Update Costs
When a new tuple is inserted, the central server computes the digests for the Ì attribute values, and combines them to derive the tuple digest Ì . Next, the digest for each node on the path from the root of the VB-tree to the leaf must be combined with Ì . Assuming that the VBtree is fully packed, the number of nodes on this path is systems usually do not require their B-tree nodes to actually contain at least entries, so nodes are merged only when they become empty [9] .
Conclusion
In this paper, we propose a mechanism for verifying the query results produced by proxy servers in edge computing. The idea is for the trusted central DBMS to maintain and distribute verifiable B-trees (VB-tree) on the base tables, that the edge servers use to create a verification object (VO) for each query. This VO enables the recipient to check the integrity of the query result -that the values of the result tuples have not been tampered with, and that no spurious tuples are introduced. It is computationally infeasible for an edge server to compromise the integrity of the result, without invalidating the VO and being detected.
One of the primary contributions of this paper over existing work is that the proposed mechanism creates VOs that are linear in the size of the query answers, and independent of the database size. Moreover, all the relational operations can be performed by the edge servers; for example, we do not push projection operations to the clients. Hence, our mechanism lowers the transmission overhead, and also the storage and processing demands on the clients. Finally, we address how the VB-trees can be updated dynamically while ensuring data consistency. 
