Abstract: Interference is a severe concern in wireless sensor networks (WSNs): sensors communications are easily corrupted by transmissions of other devices that leading to packet losses might potentially increase data delay and energy consumption of sensor nodes. Dynamic Spectrum Access (DSA) mechanisms can mitigate these problems. These approaches allow frequency agile sensor networks to avoid frequency bands experiencing high interference levels and select channels suitable for their transmissions. In this context, detecting interference and identifying spectrum opportunities in a reliable and efficient manner becomes a task of vital importance. In this paper we propose a new interference detection algorithm for wireless sensor networks accounting both for energy and complexity constraints of sensor motes as well as for the intermittent nature of interference typically experienced by sensor networks in unlicensed bands. We develop an analytical framework that allows to explicitly characterize the performance of our algorithm and show how it is possible to tune its parameters so as to achieve a desired behavior while minimizing energy consumption. The proposed interference detection scheme is also implemented on the TMote Sky sensor platform in order to evaluate its effectiveness over the 16 IEEE 802.15.4 channels in the 2.4 GHz ISM band. Experimental results are in good agreement with the developed analytical framework and clearly demonstrate the capabilities of our interference detection scheme to identify interfered channels.
INTRODUCTION

Background
Packet transmissions of low-power sensor nodes are easily corrupted by interference generated by other collocated wireless devices that might induce packet losses eventually increasing data delay and energy consumption. This results in degraded performance and has to be prevented for instance by avoiding interference. With this respect DSA-like interference avoidance algorithms tailored to wireless sensor networks have been recently proposed: examples can be found in Xu, Trappe, and Zhang (2007) and Stabellini and Zander (2008) . These algorithms basically implement interference-aware communication protocols where sensor nodes can detect and consequently avoid interfering signals by selecting in an opportunistic manner the frequency band used for their transmissions.
In order to make these schemes effective sensor devices must be capable of identifying sources of interference. Such a procedure is normally carried out through spectrum sensing and is indeed a demanding task that might require complex algorithms aiming for instance at identifying signals with unknown modulations or low power levels. Furthermore, it becomes even more challenging in the context of energy and complexity constrained wireless sensor networks. Spectrum sensing requires extensive usage of the radio unit which represents the major source of energy consumption for wireless sensor nodes (Dunkels et al. (2007) ). In order to meet the constraints of sensor networks and enable the adoption of interference avoidance schemes based on dynamic spectrum access energy efficient spectrum sensing algorithms for interference detection have thus to be designed.
In particular an effective interference detection scheme must meet several requirements which are specific to the considered scenario. It has to be simple and energy efficient in order to be suitable for energy and complexity constrained devices. It has to provide reliable outcomes and correctly identify spectrum opportunities and interfered channels. Finally we note that common sources of interference for wireless sensor networks are packet transmissions of other devices operating in the same frequency band: with this respect a clear example is provided by the problematic coexistence among the IEEE 802.15.4 and IEEE 802.11 radio standards in the 2.4 GHz ISM band (Petrova et al. (2006) ). A properly designed algorithm for spectrum sensing has to account for the intermittent nature of such sources of interference. In fact interfered frequencies might be perceived as idle for a significant fraction of time and in order to cope with this peculiarity and detect interfering transmissions it might be necessary to sense the considered channel at different time instants.
Related Work and Contribution
Interference detection in sensor networks has recently received considerable attention and for this purpose several schemes have been proposed. These can be classified based on the particular kind of interference that sensor nodes want to detect. A first high level distinction can be made among intra-network and internetwork interference: in the first case transmissions of sensors belonging to the same network interfere with each other while in the latter scenario interference is generated by devices that are not part of the considered sensor network. An algorithm for detecting intranetwork interference has been proposed by Zhou et al. (2007) that have developed a scheme for identifying potential interference among the nodes of a sensor network and used this algorithm to design collision-free TDMA protocols. Inter-network interference can further be classified in homogeneous and heterogeneous: the first case arises when similar devices (for instance operating within the same radio standard) mutually interfere while the second situation involves heterogeneous terminals. The homogeneous case has been considered by Shah and Nachman (2008) that have presented a method for detecting and mitigating interference among collocated IEEE 802.15.4 PANs. Mousȃloiu and Terzis (2008) have instead focused on the heterogeneous scenario and have developed an algorithm aiming at detecting WiFi interference in IEEE 802.15.4 based wireless sensor networks. This has been done considering different interference estimators based on RSS (Received Signal Strength) and experimentally evaluating their effectiveness.
These works normally assume that interference is incidental : however in certain situations malicious users might intentionally generate traffic that interferes with transmissions of sensor nodes. The detection of these forms of intentional jamming has been considered by Xu et al. (2006) that have discussed the feasibility of identifying jamming activities using measurements of signal strength, carrier sensing time and packet delivery ratio.
In this paper we focus on the general inter-network heterogeneous case and consider a receiver centric perspective where each sensor node independently chooses the channel used for receiving packets and avoid interference by exploiting spectrum holes in the frequency domain. In this context we address the problem of designing an energy efficient algorithm that can be used to select a frequency band presenting favorable interference conditions; these conditions will likely result in a packet error rate that is bounded by a defined maximum threshold. To this purpose: 1) we define a spectrum sensing algorithm suitable for detecting interference in low-complexity wireless devices;
2) we provide a framework that allows to design the considered algorithm and tune its parameters so as to achieve a specified performance level while minimizing energy consumption;
3) we evaluate the obtained procedure on real motes, implementing our sensing scheme on the TMote Sky sensor platform and testing its effectiveness over different channel scenarios.
Our work addresses a problem similar to the one investigated by Mousȃloiu and Terzis (2008) . However, the algorithm we propose classifies channels as Interfered or Clear: the sensing procedure can therefore be stopped as soon as an interference-free channel is identified. This significantly differentiates from the scheme developed by Mousȃloiu and Terzis (2008) where no absolute classification is adopted, all the available channels are sensed and consequently ranked using a defined metric and the best one is selected for packet transmissions. Identifying under which conditions one approach outperforms the other is out of the scope of this work.
The rest of this paper is organized as follows. Section 2 outlines the models that have been considered in our investigation. Section 3 introduces our problem formulation. Section 4 describes the structure of the sensing scheme and outlines the importance of its parameters: the energy efficient choice of these parameters is discussed in Section 5. Section 6 shows with a simple example how the proposed algorithm can be designed in a specific application case; finally Section 7 presents our performance evaluation on real sensor nodes and Section 8 draws conclusions and outlines the limitations of our work.
SYSTEM MODEL
Scenario and Communication Model
The scenario we consider (see Figure 1) consists of an unlicensed spectrum band partitioned in a set of M channels {c 1 , c 2 , . . . , c M }. On these channels operate low-power and low-complexity wireless sensor nodes (S 1 , S 2 , . . . , S j ) as well as other devices (I 1 , I 2 , . . . ) that are less severely constrained in energy and complexity. They can for instance transmit with higher power in order to achieve a higher data rate. We denote the location of sensor S i with S i : components of vector S i = s ix , s iy , s iz define the position of the considered sensor in an opportune reference system. All terminals are supposed to be selfish and do not try to coordinate their transmissions: as outlined above the frequency band we consider is unlicensed, and terminals can therefore transmit without accounting for the interference that they eventually cause to others. Note that this scenario differs from a typical licensed setting where secondary users have to limit interference induced to primary user transmissions.
State of the M channels and interference vectors at S i :
Busy Idle The interference avoidance scheme adopted by sensors in order to handle interference generated by the set of interfering devices {I 1 , I 2 , . . . } is the one introduced by Stabellini and Zander (2008) . Each node aims at identifying its own frequency spectrum hole, i.e. a channel that the node perceives as not interfered: this channel is used for receiving packets (with reference to Figure 1 , S i might for instance chose channel c M ). On the other hand, in order to communicate with its neighbors that might listen on different channels, a node dynamically switches its radio unit on the appropriate frequency prior to each packet transmission. We remark that this scheme does not make any assumption on the sensor communication paradigm or on the network topology and can therefore be applied to a broad variety of sensor network scenarios.
Interference Model
Interfering terminals (I 1 , I 2 , . . . ) use for their transmissions a subset of the available channels. At a certain time instant a channel c used by interfering nodes can therefore be in two different states (see Figure 1 ): Idle if no interfering traffic is generated and Busy if instead some of the interfering devices is accessing c for packet transmissions. Unutilized channels are instead always in the idle state. According to the classification proposed by Xu, Trappe, and Zhang (2008) interfering traffic is supposed to be incidental (thus transmissions of interfering devices do not intentionally overlap with sensors' packets) and for instance we do not consider intentional jamming: for an overview of techniques allowing to detect and consequently avoid or mitigate jamming attacks in sensor networks the reader is referred to Law et al. (2009) ; Wood, Stankovic and Gang (2007) ; Xu et al. (2006) .
Following the model introduced by we describe the dynamics of interference using a two-state semi-Markov model: busy periods last for the time T B required to carry out packet transmissions while the length of idle periods is assumed to be exponentially distributed. Mean durations of busy and idle periods on channel c are respectively equal to E[T B (c)] and 1 λI (c) . Channel occupancy is defined by the parameter ρ(c) ∈ [0, 1]:
( 1) that represents the average fraction of time during which c is in the busy state. Finally, the level of interference experienced on channel c at location S i is characterized by the Interference Vector defined according to:
where
. σ 2 0 (c) here denotes the average power of noise and σ 2 1 c, S i the average total power in case of interference (the noise power is supposed to be location independent). Note that this will basically map the set of available channels (at a certain location) onto the Interference Domain defined by:
It should be remarked that while the definitions of Idle and Busy channel given above are not location dependent, the actual level of experienced interference depends on S i thus the same interfering traffic over the same channel might lead to different interference vectors and result in different perceived interfering powers depending on the particular considered location.
Sensing and Energy Model
In order to identify frequency spectrum holes and determine the presence of interference, sensor nodes can sense the medium and collect channel samples. Sensing is performed by means of energy detection. For channel c and at location S i we assume that the channel noise as well as the superposition of noise and signals of interfering devices can be modeled as white Gaussian processes with power respectively equal to σ 2 0 (c) and σ 2 1 c, S i (note that this assumption generally does not hold if different interfering flows, which might be perceived by the same node with different power levels, share the same channel(s)). Therefore if we let X denote a sample collected over c at S i during a sensing operation we will have that:
A similar assumption has already been made by and Zhao et al. (2007) . Collecting a channel sample requires a sensor node to use its radio unit and has an associated elementary energy cost equal to E U .
PROBLEM FORMULATION
As already outlined, the algorithm we propose is executed by a sensor node to asses the available channels aiming at selecting a frequency band that will be used to receive packets. After being tested a channel is classified either as interfered or clear. Given the interference vector ψ = ψ(c, S) of channel c at location S, we denote with P I (ψ) the probability that c is classified as interfered.
From a communication perspective we can characterize the quality of channel c at a defined location S using the packet error rate (P ER) induced by the interference vector ψ(c, S). We here assume that such packet error rate P ER ψ(c, S) can roughly be estimated (or eventually upper bounded) for instance by knowing the modulation technique employed by sensors at the physical layer and assuming that each bit/symbol is received with a certain minimum power level. A properly designed interference detection algorithm should be able to identify and avoid channels with interference conditions leading to an unacceptably high packet error rate and select instead frequency bands that are not used by interfering devices or present interfering activities that result in sporadic loss of packets and induce a low packet error rate. The energy efficient design of such a scheme is the problem addressed in this paper.
Let's assume that a node can't tolerate a packet error rate greater that a certain maximum threshold P ER Max while it is willing to operate on a channel if the experienced P ER is less than P ER Tol < P ER Max . This allows to define over the interference domain two regions:
Using definitions analogous to the ones introduced by Haykin (2005) we might call channels whose interference vectors belong to C (Clear) or I (Interfered) respectively white spaces or black spaces. Let's further assume (the
Figure 2 Sketch of the two regions (continuous lines) C and I defined on ID. The two dashed lines define two iso-curves that correspond to
reader is referred to Appendix 1 for a proof of the existence of these two interference vectors) that it is possible to find two interference vectors ψ Max and ψ Tol such that:
The considered situation is sketched in Figure 2 . The problem we want to solve is to design an interference detection scheme such that:
• if the interference vector of a channel belongs to I (thus the channel is a black space) then that channel is classified as interfered with probability greater than a minimum threshold P Min D ; • if a channel is classified as clear with probability greater than a reference value 1 − P Max F then its interference vector belongs to C (thus the channel is surely a white space);
• the energy cost E Tot of the considered procedure is minimized.
These conditions can be formalized in the following way:
are two parameters of the algorithm defining respectively the minimum detection probability (i.e. the minimum probability that a channel belonging to I is correctly classified as interfered) and the maximum false identification probability (i.e. the maximum probability that a channel belonging to ψ :
, that is surely a white space, is erroneously classified as interfered).
THE SENSING ALGORITHM
This section describes the interference detection algorithm and outlines the importance of its parameters. From now on, we will focus on a single node and fix its position, omitting thus the dependence on the location through out the rest of the paper. On channel c, with interference vector ψ = (ρ, γ I ) the node executing the interference detection scheme collects N channel macrosamples y 1 , y 2 , . . . , y N at time instants t 1 , t 2 , . . . , t N (see Figure 3) . Sensing instants are such that t i+1 ≥ t i + t Min , ∀i = 1, . . . , N − 1: t Min here denotes a minimum macro-sample time spacing, for instance introduced by hardware constraints. Each macro-sample y j consists of
s are random variables whose behavior is described by equation (4).
Figure 3 Sketch of the channel sensing strategy used by our interference detection scheme.
We here assume that the channel state does not change while the L micro-samples belonging to a certain macro-sample are collected. This assumption that has already been adopted by Kim and Shin (2008) is reasonable if the time required to collect those samples is small if compared to E[T B ] and 1 λI . From the obtained L values the node estimates the state of the channel at time t j using the Neyman-Pearson test that for this problem is given by the following expression (energy detector, see Zhao et al. (2007) ):
The choice of the threshold ζ defines the notion of busy channel for the considered node and provides a trade-off among the two figures that characterize the performance of the Neyman-Pearson test. Those are the probability of false alarm α defined according to:
and the probability of detection β, which is given by:
In the equations above Γ(a, x) = 1 Γ(a) x 0 t a−1 e −t dt denotes the regularized incomplete lower gamma function. Macro-sensing outcomes y j s are set according to:
I {·} being the indicator function. We remark that increasing L will improve the accuracy of the performed test and for instance, for a given probability of false alarm α, higher values of L will result in higher detection probabilities as shown in Figure 4 . This will produce highly reliable macro-samples. On the other hand, this will also increase the energy cost of the sensing procedure and for instance, for a given fixed energy budget, increasing L will decrease the number of macrosamples that the node can collect. Figure 4 Detection probability as a function of the number of collected micro-samples L for a fixed false alarm probability α = 10 −3 .
Varying the decision threshold ζ, will allow to achieve different trade-offs among false alarm and detection probabilities as shown in Figure 5 : a low value of ζ guarantees high detection probability but also results in high probability of false alarm while higher values will produce extremely conservative behaviors resulting in low probability of false alarm α but also decreasing the detection probability β.
Note that on channel c, with interference vector ψ = (ρ, γ I ) macro-sample outcomes y j s are by definition Bernoulli random variables with parameter p(ψ) equal to: Figure 5 Detection and false alarm probability as a function of the decision threshold ζ. We here assumed L = 1. In the first case a new channel is selected and assessed while in the latter situation the procedure is stopped and the identified frequency band is chosen for receiving packets. n is a parameter of the algorithm that basically defines how many macro-samples with positive outcome are required in order to mark a channel as interfered.
We suppose that the energy cost E of the sensing procedure can be computed by simply considering the energy required to collect the N · L micro-samples, neglecting for instance the energy needed by the CPU to process the acquired data thus:
Assuming that channel states in two consecutive macro-samples are uncorrelated we can compute as a function of ψ the probability P I (ψ) of classifying a channel as interfered: in particular N j=1 y j will be the sum of N identically distributed Bernoulli random variables and will therefore have binomial distribution with parameters p(ψ) and N . This means that:
Note that solving the problem formalized in Section 3 basically boils down to identifying the set of parameters that allow to satisfy the two specified constraints on P I ψ Max and P I ψ Min while minimizing the energy consumption of the algorithm.
We note that interference conditions might change over time, and a channel that has been classified as clear might become interfered. To handle this problem, we suppose that each node maintains an estimate of the packet error rate: when this estimate exceeds a maximum threshold (for instance P ER Max ) then the interference detection algorithm is executed and a new channel is selected.
ALGORITHM DESIGN
In this Section the problem originally introduced in Section 3 is decomposed in to two sub-tasks. First, we assume that a fixed energy budget E is available, and we identify the set of parameters L Opt , ζ Opt and n Opt allowing to maximize P I ψ Max for the given constraint on P I ψ Tol . Let's denote this first sub-task with P 1 (E). Then, we identify the minimum energy budget E Tot , such that the set of parameters obtained by solving P 1 (E Tot ) allows to fulfill also the requirement on P I ψ Max . We call this second sub-problem P 2 .
Solution to P 1 (E)
Problem P 1 (E) can be formalized as follows:
where N is the number of macro-samples of size L that the node can collect with energy budget E and L and N L are defined according to:
A solution to the considered problem can be computed using Algorithm 1. The basic idea implemented by this algorithm is to compute, ∀L ∈ L and ∀n ∈ N L the value of ζ that allows to satisfy the given constraint on P I (ψ Tol ) and then select the set of parameters (L, n, ζ) leading to the highest P I ψ Max . Note that for fixed L and n it is straightforward to prove that there always exists a unique ζ allowing to satisfy the Algorithm 1 Computes the solution to problem P 1 (E)
for all n such that n ∈ N L do 6:
8:
if P I > P Max I then 10:
S← (L, n, ζ L,n );
12:
end if
13:
end for 14: end for 15: return S;
. In fact, P I (ψ Tol ) is a continuous, monotonic increasing function on p(ψ Tol ) (see the last equality in equation 12), and:
thus, since 0 ≤ P Max F ≤ 1, the equation on line 6 of algorithm 1 always admits a unique solution, in this case p L,n . Furthermore, p(ψ Tol , L, ζ) is a continuous monotonic decreasing function on ζ, (since both α and β are monotonic decreasing and continuous on ζ) and:
therefore also the equation on line 7 always admits a unique solution, ζ L,n . Both p L,n and ζ L,n can easily be numerically computed with arbitrary precision for instance using the bisection method (Burden and Faires (2004) ). It is interesting to observe how the optimal parameters of the algorithm vary while the interference vector ψ
Max of the tested channel spaces over the interference domain. For instance let's consider the macro-sample size L: as outlined in Section 4 the chosen value will result in a trade-off among the reliability of each macro-sample and the number of samples that can be collected for a given energy budget. It is reasonable to suppose that many unreliable macro-samples would be the best solution when dealing with high power interfering devices, while more reliable samples would be required to identify interfering activities perceived at the node location with lower power. This intuition is in perfect agreement with Figure 6 where we show the optimum macro-sample size L Opt as a function of ρ 
Solution to P 2
Solution to problem P 2 is trivial, and is simply obtained by progressively increasing the energy budget E (starting for instance from the initial value E = E U ) and solving P 1 (E) until the required constraint on P I (ψ Max ) is satisfied (see Algorithm 2).
Algorithm 2 Computes the solution to problem P 2 1: E = 0; 2: repeat 3:
Compute L Opt , n Opt , ζ Opt solving P 1 (E);
Note that depending on the chosen ψ Tol and ψ Max , the interference detection algorithm will require a specific amount of energy: to illustrate such a dependency in Figure 7 we show how the probability of missed detection 1 − P I (ψ Max ) varies as a function of the energy budget E for four different ψ Max . All curves are obtained for ψ Tol = (0, 1) and P Max F = 0.05. For completeness in Table 1 we present the optimal setting of the algorithm parameters for the four considered ψ
Max and E = 800E U .
If we fix P , we decrease the interfering power that can be tolerated and introduce more strict requirements on the interference conditions that a channel should present in order to be = 382E U . Even higher energy budgets are required for the other two considered cases.
We finally remark that solving problems P 1 (E) and P 2 might result in significant computational complexity. However, we stress that all the computations described in this Section are performed off-line using a PC: the obtained results (i.e. L, N , ζ Opt and n Opt ) are then locally stored on sensors.
EXAMPLE
We here show with a simple example how the algorithm can practically be designed in order to achieve a desired behavior. Let's for instance consider the IEEE 802.15.4 sensor standard (IEEE 802.15.4 (2004) ): assuming the physical layer adopted in the 2.4 GHz ISM band, the bit error probability P b (γ) as a function of the signal to interference plus noise ratio γ is given by (see Annex E of IEEE 802.15.4 (2004) ):
We remark that in order to compute the packet error rate according to the expression above, the signal strength must be known in advance: the power of received signals will in general depend on parameters that might not be known a priori such as the power used by the transmitting node as well as the particular path gain among the transmitting and receiving sensors. We here consider worst-case conditions and assume a minimum signal to noise ratio equal to γ 0 = 2[dB]; if the effect of interfering signals is similar to additive white Gaussian noise in the same bandwidth (see E.4.1.7 in IEEE 802.15.4 (2004) ) we have that the signal to interference plus noise ratio is simply obtained as γ = γ0 γI . In order to compute the packet error probability induced by a certain interference vector ψ = (ρ, γ I ), we further need a temporal model, describing how packets received by sensor nodes overlap in time with the ones transmitted by interfering devices: developing such a model is out of the scope of this paper, therefore we here simply assume that with probabilities ρ and 1 − ρ a packet is received when the channel is respectively in the busy and idle state (a similar assumption has already been used in IEEE 802. 15.4 (2004) ). The resulting packet error probabilities for the two cases will be:
where N b is the length of packets used by sensor nodes that according to the already mentioned Annex E of IEEE 802.15.4 (2004) we will assume equal to 22 bytes (i.e. N b = 22 · 8 bits). Note that this simple model does not account for partial temporal overlap among packets of sensors and interfering devices. The mean packet error probability as a function of the interference vector can now be obtained as:
By fixing P ER Tol = 0.005 and P ER Max = 0.05, we have that the two regions I and C are as in Figure 8 . Now for given P 
and using the algorithms developed in Section 5 we compute the following setting for the parameters of our detection scheme: I Figure 8 Plot of the I and C regions (continuous lines) for the considered problem. We have also plotted the two iso-curves (dotted lines) defined by
The two iso-curves defined by P I (ψ) = P Min D and P I (ψ) = P Max F are plotted in Figure 8 : as clearly shown the behavior achieved by the algorithm perfectly matches the desired one and in fact all channels belonging to I are classified as interfered and consequently rejected with probability greater than P Min D while all channels accepted with probability greater than 1 − P Max F belong to C.
EVALUATION
Scope of the Evaluation
In this Section we present a performance evaluation of our interference detection scheme. The algorithm was implemented on TMote Sky sensor nodes (TMote (2006)) featuring an IEEE 802.15.4 2420 Chipcon radio transceiver and tested over the 16 IEEE 802.15.4 channels in the 2.4 GHz ISM band. We developed the application using the Contiki operating system (Dunkels, Grönvall and Voigt (2004) ). Experiments were performed both in office and residential indoor environments in order to fully capture the algorithm behavior under different interference conditions. The purpose of this simple evaluation test is two-fold: first we aim at verifying if the real behavior achieved by the algorithm matches the desired one. Second, we intend to check if and how this behavior is sensible to our set of modeling assumptions. In particular:
i. during our evaluation we didn't attempt to control the interference level of the considered channels. In our analysis we have assumed that all packets transmitted by interfering devices are perceived with the same average power: however this assumption might not hold in real scenarios where for instance different packet flows sharing the same frequency band might be perceived with different powers by the same sensor node or interfering devices might vary the power level used for their transmissions.
ii. It has been assumed that the channel noise as well as signals of interfering devices are both white Gaussian processes.
iii. In Section 4 we have further supposed that channel states in two consecutive macro-samples are uncorrelated: this might not always be the case.
Implementing our detection scheme and evaluating its performance on real settings allows to easily verify if these potential modeling inaccuracies have any relevant influence on the behavior of the algorithm.
Approach and Results
In order to estimate P I , the probability of classifying a channel as interfered, we followed a three-step procedure:
1) we first collected a continuous sequence of macrosamples: each of them is obtained by using the built-in Receiver Signal Strength Indicator (RSSI) of TMote Sky that assumes L = 8 and provides the energy level measured over a specified channel averaged over 8 symbol periods (each symbol period is here a micro-sample). Even if this choice is in general not optimal (since as shown in Section 5.1 the optimum L depends on the chosen ψ 3) we finally run the algorithm several times over different sets of macro-samples obtained by resampling the originally stored sequence.
During our experiments 3600 sequences were collected (225 for each of the 16 IEEE 802.15.4 channels in the 2.4 GHz ISM band): one third in residential indoor environments and the remaining two thirds in office spaces. An example of the obtained data is shown in Figure 9 where we present the measured received signal strength as a function of time for two different sequences of channel samples. We fixed: ψ Tol = (0; 1)
In order to satisfy the specified constraints, approximatively N = 50 macro-samples need to be collected: assuming periodic sampling with period equal to 2 [ms] the total execution time for this procedure (on a single channel) will be equal to 0.1 [s] . Using the algorithm proposed in Section 5.1 we computed the following parameters:
The black line shown in the two graphs presented in Figure 10 represents a contour plot obtained (analytically) for P I = 0.95. On the same plots we have added the values of P I experimentally estimated: crosses (top graph) denote channels for whichP I < 0.95 while asterisks (bottom graph) correspond toP I > 0.95. The behavior achieved by the algorithm matches very closely the desired one and in fact, beside few exceptions, all channels whose interference vectors fall in the region defined by the black line, thus all the black spaces, are correctly identified and can consequently be avoided. An analogous match among theory and experiments was also observed for the white spaces as shown by the two plots presented in Figure 11 : note that for this example the only white spaces are located in correspondence of ψ = (0, 1) (the algorithm also detects as white spaces channels with a slightly higher γ I as shown in the top plot). As outlined in Section 5.2, higher detection probabilities can be achieved by increasing the energy budget of the sensing procedures: this is shown in Figure 12 where P I is plotted as a function of E for two different interference vectors. Also in this case experimental results closely match the developed analytical model.
CONCLUSIONS
In this paper we considered the problem of detecting packet-based interference in wireless sensor networks. For this purpose we have proposed a simple spectrum sensing algorithm: this algorithm accounts for energy and computational constraints of sensor nodes as well as for the intermittent nature of typical sources of interference affecting wireless sensor networks in unlicensed bands. We have explicitly characterized the performance of our scheme and provided a framework that allows to select its parameters so as to achieve a desired behavior while minimizing energy consumption. We have implemented our algorithm on the TMote Sky sensor platform and tested its effectiveness on the 16 IEEE 802.15.4 channels in the 2.4 GHz ISM band: results obtained during our performance evaluation were in good agreements with the developed analytical framework showing the strength of the proposed scheme that can therefore be exploited by interference avoidance algorithms in order to perform channel assessment.
We here highlight the limitations of our contribution. As shown in Sections 5 and 6 detecting the presence of interference might require a significant amount of energy and thus represents an efficient solution only if channel conditions change slowly over time. If this assumption does not hold and the interference pattern is highly dynamic it might be unfeasible to identify and avoid interfered channels: a better approach could be instead to opportunistically exploit spectrum opportunities in the time domain (Geirhofer, Tong and Sadler (2007) ). Energy efficient sensing schemes will be required also if this last strategy would be adopted and we anticipate the investigation of this problem in our future work.
APPENDIX
Appendix 1
We here prove the existence of the two interference vectors ψ Tol and ψ Max . Let's consider the scenario depicted in Figure 13 . Without loss of generality let's assume that the interference domain is bounded, in particular:
is an arbitrary high but finite value. Let's also assume that ∀x ∈ [0, 1] the set:
is convex. This is true if the function describing the packet error rate is continuous, monotonic and nondecreasing in ρ and γ I : this assumption is verified in our scenario since it is reasonable to suppose that higher channel occupancies or higher interfering powers will lead to higher packet error rates and that P ER(ψ) (the function allowing to compute the packet error rate induced by a certain interference level ψ) is continuous in ρ and γ I . Our aim is to show that there exists an interference vector ψ * , such that:
Note that if x = P ER Max , then A = I and consequently ψ * = ψ Max . On the other hand if x = P ER Tol , then the second relation above can be reversed in:
Proof: Let's defineĀ as: Figure 13 Sketch of the considered scenario.
A = {ψ : P ER(ψ) = x} and let's consider the two interference vectors:
as sketched in Figure 13 . Since P I (ψ) is a monotonic increasing function on ρ and γ I (see equations (10) and (12)), we have that:
Also, the set S 1 defined by:
S 1 = {ψ : P I (ψ) ≥ P I (ψ 1 )} satisfies the relation:
A ⊆ S 1
Finally we have that:
P ER(ψ) < x < P ER(ψ 2 ) ∀ψ : P I (ψ) = P I (ψ 1 ) (13) for the already mentioned continuity and monotonicity of P ER(ψ). Let's now start moving ψ 1 toward ψ 2 , over the dotted line drawn in the figure stopping as soon as the considered iso-curve touchesĀ (note that since P ER(ψ) is continuous and eq. (13) holds, on all the possible paths from any point belonging to the iso-curve defined by P I (ψ) = P I (ψ 1 ) to ψ 2 there is at least an interference vector ψ ′ such that P ER(ψ ′ ) = x). Let's denote by ψ * the interference vector shared byĀ and our iso-curve. Note that ψ * belongs toĀ, thus:
furthermore, by definition we have that:
A ∩ {ψ : P I (ψ) = P I (ψ * )} = ψ * thus also the following relation holds:
P I (ψ) > P I (ψ * ) ∀ψ ∈ A/{ψ * } but this translates in:
A ⊆ {ψ : P I (ψ) ≥ P I (ψ * )} thus there exist an interference vector ψ * such that:
P ER(ψ * ) = x A ⊆ {ψ : P I (ψ) ≥ P I (ψ * )} Note that no particular assumption has been made on x or P I (ψ * ), thus the relation above has to hold for any x ∈ [0, 1] and for any P I (ψ * ) ∈ [0, 1]. This proves the existence of the two interference vectors ψ Tol and ψ Max .
Appendix 2
In this appendix we briefly describe the empiric procedure we have used to determine the two interference vectors ψ Tol and ψ Max . In particular using a simple example we illustrate how it is possible to determine ψ Max for a fixed ψ Tol for instance ψ Tol = (0, 1). The same approach could be used for the joint selection of ψ Tol and ψ Max . With reference to the top left sketch shown in Figure 14 , we start by selecting a certain interference vector ψ 1 satisfying P ER(ψ 1 ) = P ER Max . By executing algorithms 1 and 2 described in Section 5 we compute the parameters of the sensing procedure allowing to satisfy the specified constraints on P Max F and P Min D and consequently plot the iso-curve defined by P I (ψ) = P I (ψ 1 ). It is quite obvious that the selected point does not satisfy the relation:
(note that a part of the plotted iso-curve falls inside the region I) and that the considered iso-curve should be moved to the left part of the interference domain. We then select a new interference vector ψ 2 (always located on the boundary of I but on the left side with respect to ψ 1 ), re-execute algorithms 1 and 2 and plot over the interference domain the iso-curve defined by P I (ψ) = P I (ψ 2 ) (see the top right plot of Figure 14 ). Also this choice does not allow to satisfy the relation specified by (14): now we need to shift the considered iso-curve toward the lower part of the interference domain. This empiric procedure, that at every step selects a new interference vector ψ i and draws the corresponding isocurve P I = P I (ψ i ) over the interference domain, can be iterated until an interference vector satisfying the specified constraints is identified: in our example ψ 3 (see the bottom plot in Figure 14) can be chosen as our ψ Max . In fact ψ 3 satisfies the following two relations:
P ER(ψ 3 ) = P ER Max I ⊆ {ψ : P I (ψ) ≥ P I (ψ 3 )}.
Note that a similar result could have been achieved by starting from ψ 1 and progressively shifting the considered interference vector (for instance using regular intervals) overĀ.
