The classical secretary problem studies the problem of hiring the best secretary from among the secretaries who arrive in random order by making immediate and irrevocable decisions. After the interesting connection to online mechanism design was found [19, 20] , the random order input assumption has been studied for a variety of problems. Babaioff et al. [4] formalized a general version of the secretary problem, namely the matroid secretary problem. In the problem, a secretary corresponds to an element in the universe U . The goal is to select the maximum weight independent set. They conjectured that the matroid secretary problem, for any matroid, allows a constant competitive algorithm. The conjecture remains open. Some constant approximation algorithms are currently known for some special cases of matroids. Another interesting type of secretary problem was studied where elements have non-uniform sizes, as is the case in the knapsack secretary problem [3, 6] .
Introduction
In the classical secretary problem [15, 12, 14] , one interviews n secretaries who arrive in random order one by one. The interviewer must make an immediate and irrevocable decision concerning whether or not to hire each secretary upon his or her arrival. The total number of secretaries n is known prior to the algorithm. The goal is to hire the best secretary. The beauty of the problem is that the random order assumption makes the problem surprisingly tractable which is otherwise hopeless 1 . Furthermore, there is a very simple optimal algorithm that is known. The algorithm observes the first n/esecretaries, and from among the remaining secretaries hires the first secretary who is better than anyone among the first observed n/e secretaries. It is known to hire the best secretary with probability 1/e. For the fascinating history of the secretary problems, we refer the reader to [13] .
The interesting connection to online mechanism design was recently revealed [19, 20] . The classical secretary problem, for example, precisely captures the situation where agents arrive with different values for a single item (if agents are assumed to arrive in random order). Accordingly, the essence of the secretary problem that the random input order overcomes the restriction that decisions are irrevocable, has been studied for a variety of problems.
One very interesting line of work was initiated by Babaioff et al. [4] . They formulated the matroid secretary problem. In the problem we are given a matroid M(U, I). The elements arrive in random order. When an element arrives, it reveals its weight. The algorithm must make an immediate and irrevocable decision concerning whether to accept it or not. The goal is to select an independent set X ∈ I of the maximum total weight of the elements in the set. They gave an O(log r)-approximation for a general matroid, where r is the rank of the given matroid. Henceforth if there is no confusion in the context, for simplicity, we will say that an algorithm is c-approximation if it is ccompetitive. They conjectured that any matroid secretary problem allows a constant approximation. This conjecture remains open. Constant approximations have been found for several special cases of matroids. They include uniform / partition matroids [20, 3] , truncated partition matroids [4] , graphic matroids [1, 21] and transversal matroids [11, 21] .
For definition of these matroids, see [24] .
Another interesting line of work for secretary-type problems involves elements which have non-uniform sizes. The knapsack secretary problem is one such problem. In this problem, items of different sizes and weights arrive in random order. One must select some items which can be packed into the given knapsack of a limited size. It adds more difficulty since one item occupies a substantial amount of space into which many smaller items could otherwise fit. Constant approximations were given for this problem [3, 6] .
Although a great deal of progress has been made towards understanding the realm of secretary-type problems, it would be fair to say that our understanding remains limited. This paper considers two interesting secretary problems. One is the secretary problem which is constrained on a laminar matroid, which naturally generalizes uniform matroids, partition matroids and truncated partition matroids. Laminar matroids were specifically addressed as an important case in the submodular minimization on matroid constraints [7, 8] . A laminar matroid is defined as follows. Let F be a laminar family of sets defined over U , i.e. for any two sets B 1 , B 2 ∈ F, it must be the case that B 1 ⊆ B 2 or B 2 ⊆ B 1 or B 1 ∩ B 2 = ∅. Each B ∈ F is associated with a capacity µ(B). A set S ⊆ U is in I if and only if ∀B ∈ F, |B ∩ S| ≤ µ(B). The reason why this problem is non-trivial is because one element may belong to multiple (possibly more than a constant number of) sets in the family. Thus, when an element is considered to be selected, one must ensure that the element does not violate any constraint.
The other problem we are considering is the problem which we call the Interval Scheduling Secretary Problem (ISSP), which generalizes the knapsack secretary problem. In this problem, there is a unique resource which is available during a time interval [0, T ], where T > 0 is an integer. Each agent (or job) J i arrives in random order and asks for the resource exclusively for p i amount of time during interval I i . The quantity p i can be seen as J i 's processing time or equivalently its size. The job J i gives a weight (or profit) of w i if it is accepted. Here the number of jobs n is known prior to the algorithm. The accepted jobs must be schedulable; each accepted job J i must be scheduled in its interval I i . We allow preemption. By preemption we mean here that a job does not have to be scheduled continuously. Any decision is irrevocable, i.e. the acceptance or rejection of each job cannot be revoked. We note that the only decision that the algorithm must make is whether to accept or reject each job. In other words, the algorithm does not assign time slots to accepted jobs online. Our goal is to select jobs that give the maximum total weight. 
The instance used to show Theorem 1.3 is fairly simple. The intervals form a laminar structure. That is, for any two intervals I i and I j , one contains the other, or the two are disjoint. Further, each job has a weight equal to its length and processing time. This suggests that it is generally hard to obtain a constant approximation for secretary problems that are constrained on some laminar structure.
Our techniques: In the Laminar Matroid Secretary Problem, the difficulty in obtaining a constant factor algorithm, as already mentioned, lies in the fact that each element may belong to multiple (possibly more than a constant number of) sets in F. In literature concerning the secretary problems , a popular approach is to show that an element in the optimal solution is chosen by the algorithm with a constant probability. In this method, the element is shown, with a constant probability, to pass a certain constraint which varies depending on each secretary problem. Thus a naive extension of the standard approach fails because the failure probability accrues for multiple constraints. In order to overcome this hurdle, we will consider a novel, yet simple, algorithm. We follow the standard approach, and build a reference set for each B ∈ F, which is the best solution for B constructed from the sample. The reference set is used to decide whether or not to accept a newly arriving element i. We accept element i only when it can kick out an element of smaller weight from the reference set. If we accept i, we kick out the largest element smaller than w i from the reference set. This is why we nickname our algorithm "Kick Next," because it kicks out the element that is next to i in decreasing order of weights. Due to this replacement rule, elements are "locally" replaced; kicking out the smallest weight element does not have this local property. This helps the analysis in a setting such as a laminar matroid where multiple constraints intervene. However, we remark that we do not know whether or not some threshold-type algorithms might work.
To the best of our knowledge, this "kicking the next element" has not been used in the secretary problems literature. Our algorithm is simple but the analysis is non-trivial. We do not show that each element in the optimal solution is accepted with a constant probability. We instead identify some "good" elements in the optimal solution whose total weight is greater than the sum of other elements in the optimal solution. We remark that defining "good" elements is fairly non-trivial and the essence of our analysis. Then we show that each good element is chosen by the algorithm with a constant probability. For the goal, we show that each good element can find victim elements that it can kick out overall for all sets in F to which the element belongs. For a detailed overview of the analysis, see the first paragraph in Section 2.2.
Related works: The random input model was also considered in the online adwords problem [10, 16] . The setting where an accepted element can be canceled later with some penalty was considered in [9, 2] . Babaioff et al. [1] studied the secretary problem where the values of elements decrease over time. Gupta et al. [18] recently studied the matroid secretary problem with a submodular objective function. They gave an O(log r)-approximation for any matroid of rank r, and constant approximations for uniform matroids ( [6] gives this result as well) and partition matroids. Bateni et al. [6] also considered the multiple knapsack secretary problem and gave an O(l) approximation where l is the number of knapsack constraints. We note that the result [21] is in fact on the maximum weight matching in bipartite graphs and hypergraphs, which generalizes the transversal matroid secretary problem. In the offline setting, the ISSP problem is now a classical problem. For the problem of selecting nonoverlapping intervals of the maximum total weight, it is well known that there exists an optimal dynamic programming [17] . Lawler gave a pseudo polynomial time algorithm for ISSP [22] . For more pointers to ISSP, we refer the reader to [5] .
Organization: In Section 2, we give the main algorithm for the Laminar Matroid Secretary Problem and prove its constant competitiveness. In Section 3, we study the Interval Scheduling Secretary Problem. Finally, we conclude with open problems in Section 4.
Laminar Matroid Secretary Problem
This section considers the Laminar Matroid Secretary Problem (LMSP). We first set up some notation. Let U = {1, 2, ..., n} be the set of elements. Element i has weight w i . A laminar family F is given over U . WLOG, we can assume that U ∈ F. Each set A in F is associated with capacity µ(A). Again, WLOG, we can assume that µ(A) < µ(B) for any A, B ∈ F such that A ⊂ B; otherwise the constraint for A is redundant. Given X ⊆ U , let w(X) denote the total weight of all elements in X. We say that X ⊆ U is feasible if for all A ∈ F, |A ∩ X| ≤ µ(A). The goal is to find a feasible set of elements X ⊆ U which gives the maximum total weight.
Algorithm
Let M (i) denote the inclusion-wise minimal set B in F such that i ∈ B. We say B 1 ∈ F is a child of B 2 ∈ F if B 1 ⊂ B 2 and there exists no intermediate set B ∈ F such that B 1 ⊂ B ⊂ B 2 . Naturally, B 2 is said to be the parent of B 1 . We denote it by B 2 = p(B 1 ). The k th closest ancestor of B 1 is denoted by p (k) (B 1 ). Thus when B 2 is the parent of B 1 , then we can write it as
to be the sequence of sets in F starting with A and ending with B where each set is a child of the following set. Notation-wise, by Chain[A, B] we sometimes mean just the collection of sets on the chain. In order to denote all sets in F that i is in, we may interchangeably use Chain[M (i), U ] or F(i). To save notation, let OPT denote the set of elements in the optimal solution, the optimal solution itself or the total weight of the optimal solution, depending on the context. For any V ⊆ U and B ∈ F, let OPT V (B) denote the optimal feasible solution that can be obtained from V ∩ B. For the sake of simple notation, let OPT(B) = OPT U (B). We will use π to denote the random ordering of U = [n]. We present the main algorithm as follows.
Algorithm KICKNEXT FOR (LMSP):
Let t ← Binom(n, 1/2) and S = {π(1), π(2), ..., π(t)}.
with probability 1/10
if R(B) = ∅ and w i is greater than some element in R(B) then if AddIt = 1 then add i to SOL(B) and remove the largest element less than
A simplifying assumption: In order to simplify our analysis, we will assume that in each B ∈ F there are sufficiently many dummy elements of infinitesimal weight. Then with high probability it is the case that for all B ∈ F,
In the algorithm, we obtain a sample S by observing the first t elements, where t is a random number obtained from the binomial distribution Binom(n, 1/2), i.e. the number of heads when a fair coin is tossed n times. It is easy to see that the sample S can be equivalently obtained by sampling each element with a half probability from [n]. For each B ∈ F, we set R(B) to be the optimal solution for the elements that are restricted to B ∈ F and appear in the sample S. We call R(B) the reference set for B. To decide whether or not to add a new arriving element to the solution SOL(U ), we need to check if our solution, when i is added, violates the capacity constraint for any set in F(i). Thus we consider each B on Chain[M (i), U ] in the order that the sets are ordered on the chain.
The element i can be added to the solution only if it can find a smaller element in R(B) for each B ∈ Chain[M (i), U ]. However, it is added to the solution with a small probability even though such a condition is satisfied for each B ∈ F(i). Note that AddIt, the value used in the decision concerning whether or not to add i to SOL, is obtained only once for each element. It is important to note that the largest element less than w i is removed from R(B) (not the smallest element). To the best of our knowledge, this replacement rule does not seem to have been used before in the secretary problems literature. After the algorithm ends, the set SOL(B) is the solution of our algorithm restricted to B (that is, SOL(B) ⊆ B). Thus the algorithm returns SOL(U ) as the final solution. We note that maintaining SOL(B) except when B = U is solely for the purpose of analysis.
It is easy to see that the following simple algorithm BottomToTop (BTT) gives the optimal solution for B ∩ S for each B ∈ F.
Algorithm BTT(B): If B has no child then return the µ(B) largest elements in B ∩ S. else let C(B) ⊆ F be the collection of the children of B. return the µ(B) largest elements
Note that if OPT S (B)(= BTT(B)) selects some elements from B , which is a child of B, then they must come from OPT S (B ).
Analysis
We first give an overview of the analysis. The algorithm accepts an element by kicking out a smaller element in R(A) for all A ∈ F(i). This can be seen as replacing an element in R(A) with a larger element in SOL(A). Thus our solution easily satisfies all of the capacity constraints. Note that an element i may belong to a large number of sets in F, and thus to be accepted it needs a victim element to kick out in R(A) for each A ∈ F(i) when it arrives. Intuitively, it is more likely to be accepted if it can find many potential victims (of smaller weights). Thus we define the backward rank for each element i and each A ∈ F which is the number of potential victims that i can kick out in R(A). We show that the probability that there is no element remaining in R(A) for i to kick out when it arrives, is exponentially small depending on the backward rank of i in R(A). Thus if i's backward rank grows overall for the sets on Chain[M (i), U ], we call such an element good, and we are able to show that i is selected by the algorithm with a constant probability. Then we show that there are plenty of good elements which account for the majority of the total weight of the optimal solution, and this completes our analysis.
We start with showing that the algorithm gives a feasible solution.
LEMMA 2.1. The algorithm KickNext returns a feasible solution.
Proof. We show that for all B ∈ F, |SOL(U ) ∩ B| ≤ µ(B). We start with making an observation. Note that SOL(U ) ∩ B ⊆ SOL(B). This is because the algorithm adds the element i ∈ B to SOL(U ) only if it adds i to SOL(B). Thus in order to prove the lemma it is sufficient to show that |SOL(B)| ≤ µ(B). Recall that R(B) is initially OPT S (B). Since each element in SOL(B) was added when it kicks out an element from OPT S (B), it follows that
We now turn to showing the quality of the solution. We will show that our algorithm captures some "good" elements in OPT with a constant probability. We need more notation for further analysis including definition of "bad" elements in OPT. Consider any element i ∈ OPT. Define the backward rank of i for B, denoted by brank(i, B), to be the number of elements in OPT(B) less than w i ; for example, if i is the smallest element in OPT(B) then brank(i, B) = 0. Similarly let brank S (i, B) denote the analogous quantity for the elements in OPT S (B). Note that brank(i, B) does not depend on the sample S but brank S (i, B) does.
Intuitively, an element i ∈ OPT, when brank S (i, B) is large, is more likely to be picked by the algorithm, by kicking out a smaller element from R(B). However, the value brank S (i, B) varies depending on the sample S. So for the sake of analysis, we will use its lowerbound brank(i, B) which does not depend on S. The following proposition is not difficult to show by observing how the algorithm BTT works. 
We now define bad elements OPT bad ⊆ OPT. For any integer k ≥ 0, define OPT To guarantee the quality of our solution SOL(U ), it is not enough to bound the number of bad elements. We show that there are good elements in OPT whose total weight is greater than that of bad elements in OPT. More concretely, we will show that there exists a function f of mapping each bad element in OPT bad to a distinct element in OPT good of larger weight.
LEMMA 2.2. There exists an injective function f :
In order to prove Lemma 2.2, we will show, in Lemma 2.3, that in any number of elements of the largest weights in OPT, there are only a fraction of bad elements. After that, in Lemma 2.5, we will show the probability that i ∈ OPT good cannot be added to SOL(B) for any B ∈ F(i), is exponentially small depending on brank(i, B). Since any good element i, roughly speaking, does not have the same value of brank for many sets, we will be able to bound the sum of the bad probabilities for all B ∈ F(i).
Let OPT large denote the largest elements in OPT.
We say B ∈ F is OPT -different if OPT large ∩ B ⊃ OPT large ∩ B for any child B of B; note that " ⊇ " trivially holds (If B has no child, then B is said to be OPTdifferent if OPT large ∩ B = ∅). In words, B has at least one more element from OPT large than any child of B. Proof. Consider any fixed integer k ≥ 0. For i ∈ OPT large , let d i denote the number of sets in F(i) for which i's brank is at most k. 4 . Thus we will focus on bounding d. For B ∈ F(i), we say that i increases brank for p(B) when brank(i, p(B)) > brank(i, B). We claim that all elements in OPT large ∩ B increase their branks for any 
Using Lemma 2.3, it is easy to prove Lemma 2.2. Proof of [Lemma 2.2] For each i ∈ OPT
bad , let N i denote the elements in OPT good greater than w i . By Hall's theorem, it is enough to show that for any C ⊆ OPT bad , | i∈C N i | ≥ |C|. Let s denote the smallest element in C. Note that i∈C N i = N s . Say s is the th largest element in OPT. Then by Lemma 2.3, |C| < 2 , and therefore | i∈C N i | > − 2 = 2 . This completes the proof.
2 Our remaining task is to show that each element i ∈ OPT good is chosen to be in SOL(U ) with a constant probability. For this goal, we will bound the probability of some bad events occurring. Since i may belong to multiple sets in F, namely F(i), we need to check if our solution, when i is added, remains feasible for each B ∈ F(i). Let ALLKICKED(B, i) denote the bad event that all elements in OPT S (B) less than w i are kicked out when the algorithm completes. In Lemma 2.5, we will show Pr[ALLKICKED(i, B)|i / ∈ S] ≤ 3 · 0.02 brank(B,i)+1 . Since the probability exponentially decreases depending on i's brank which increases "overall" on Chain[M (i), U ], we will be able to bound the probability that any bad event occurs concerning the element i.
In order to obtain an exponentially decreasing bound on the probability, we need the following lemma. We say that an element i qualifies for B if for each B ∈ Chain[M (i), B], there exists an element in OPT S (B ) less than w i . Note that an element i will be considered to be included in SOL(B) by the algorithm only if i qualifies for B. In the following lemma, we will bound the number of qualifying elements in T = U \S that appear in OPT S (B). A similar idea was used for the uniform matroid secretary problem [20] . LEMMA 2.4. Consider any B ∈ F. Let OPT S (B) = {a 1 , a 2 , ..., a m }, where elements are sorted in decreasing order of weights. Let w(a ) denote the weight of a ; for simple notation, let w(a 0 ) = ∞. Let N (B) ⊆ T , 1 ≤ ≤ m denote the elements which qualify for B and whose weights are bigger than w(a ) and smaller than w(a −1 ).
. Let n ≥ 0, ∈ I be any integer. Then, for any i ∈ U , we have that
Proof. In order to prove the lemma, we will show that for any n ≥ 0, ∈ I s.t. < ,
Note that a sample S is an outcome. Conditional on the event that ( ∈I, < (|N (B)| = n )) ∧ (i / ∈ S), consider each case that w(a ) = x where = − 1. Let us call this event ε(x). Let L(x) ⊆ U denote the set of elements whose weights are no smaller than x. It is not difficult to see that U \ L(x) does not affect the event ε(x). Conditional on ε(x), consider each case where each element in L(x) is fixed either in S or in T . Let L (x) ⊆ L(x) denote the elements that are fixed to be in S.
denote the set of elements such that j ∈ Y x ( , B) if and only if j ∈ OPT L (x)∪{j} (B). If |Y x ( , B)| ≤ n , the event |N (B)| = n cannot occur, thus the probability is 0; this is one of the reasons why we obtain only an upper bound on the probability. So suppose that |Y x ( , B)| > n . Note that all elements from Y x ( , B) may not be included together, since they together may violate some capacity constraints. It is easy to see that |N (B)| = n occurs only if the largest n elements in Y x ( , B) are in T and the (n + 1) th largest element in Y x ( , B) is in S. Knowing that L(x) and i decides ε(x), and L(x) ∩ Y x ( , B) = ∅, we obtain the desired probability.
2
We now bound the probability that a bad event occurs. In the proof, Lemma 2.4 and Proposition 2.1 will be used with the Chernoff inequality. We remind the reader that brank(B, i) does not depend on the sample S. LEMMA 2.5. Consider any i ∈ OPT and any set B ∈ F(i).
Proof. Let OPT S (B) := {e m , e m−1 , ..., e 1 } where the elements are ordered in decreasing order of weights. Let w(e i ) denote the weight of e i . Let d = brank(B, i). Suppose that i / ∈ S. Note that w i > w(e d+1 ) by Proposition 2.1. Let A denote the number of elements in SOL(B) of weights smaller than w(e +1 ); for simple notation, let w(e m+1 ) = ∞. Let Q denote the number of qualifying elements for B that are less than w(e +1 ). It is not difficult to see that ALLKICKED(i, B) occurs only if A ≥ for some d + 1 ≤ ≤ m. Thus we focus on bounding
To this end, we use
We first bound (2.1). Let N l denote the number of elements that qualify for B and whose weights are between w(e l ) and w(e l+1 ). Note that Q = N 1 + N 2 + ... + N . Then for any integer k ≥ 0, by Lemma 2.4, we have
The quantity
is the number of sets of nonnegative integers n 1 , n 2 , ...n satisfying that n 1 + n 2 + ... + n = k. Therefore we have
The last inequality is obtained as follows. We interpret
2 k+ as a probability of an event. Consider a fair coin being tossed infinite times. Let H k denote the event that the first k + tosses give exactly heads and end with a head. Note that the events H k , k ≥ 20 are disjoint and that P [H k ] = p k . Also note that for any event H k , k ≥ 20 , at most heads are observed for the first 21 tosses. Then the last inequality follows by applying the Chernoff inequality (Theorem A.1).
We now bound (2.2) as follows.
The second to last inequality is obtained as follows. Recall that each element i is added to SOL(B) with a probability of 1/10 3 . Let coin( 1 10 3 ) denote a biased coin that gives a head with probability
∈ S] is bounded by the probability that at least heads are observed when a coin( 3 ) and (1 + δ) = 10 3 /20. We are now ready to complete the proof. We have
02 . Finally, using the union bound of the probabilities, we obtain
We are now ready to prove the main lemma.
LEMMA 2.6. Each element i ∈ OPT good is chosen by the algorithm to be included in SOL(U ) with an O(1) probability.
Consider any element i ∈ OPT good . We first bound the sum of all bad probabilities for i as follows.
The second to last inequality is due to definition of OPT good and Lemma 2.5. Since
. Thus when element i arrives, with a probability of at least 3 8 , there exists at least one element remaining in R(B) that i can kick out for each B ∈ F(i). Since i is added to OPT(U ) with probability 1 10 3 , we conclude that i ∈ OPT(U ) with a probability of at least 
Interval Scheduling Secretary Problem
This section studies the Interval Scheduling Secretary Problem (ISSP). For the definition of the problem, see Section 1. Let D denote the maximum length of any interval I i . In Section 3.1, we give a simple O(log D)-approximation and then in Section 3.2, show a nearly matching lower bound of Ω(log D/ log log D) on the competitive ratio that any online randomized algorithm can achieve.
O(log D)-approximation
In this section, we give a simple randomized algorithm with approximation factor O(log D) as follows.
Algorithm for the ISSP:
, where α is a random number from [0, 2 h+2 ). for each do parallelly as follows:
input: only consider job
) and I i ⊂ V h, with probability 1/2, run Dynkin's classical secretary algorithm; otherwise, run the knapsack secretary algorithm with knapsack size 2 h .
The algorithm picks an integer h uniformly randomly from [0, log 2 D ]. Our algorithm then only consider jobs with interval size
, for ≥ 0 and drop all jobs that do not entirely fall into the intervals. Notice α is a random number in [0, 2 h+2 ). Any job with size in [2 h , 2 h+1 ) will be contained in one interval V h, with probability at least 1/2. Now we have fixed all the jobs that we will process. Since all {V h,l } for a fixed h are disjoint, we can parallelly run one algorithm with each . In particular, we run the Dynkin's classical secretary algorithm [12] with probability 1/2; here only weights are considered. Otherwise, we run the knapsack secretary algorithm [3] with the knapsack having size 2 h . We prove the algorithm achieves a constant approximation. Proof of [Theorem 1.2] Let OPT be the optimal offline solution and w(OPT) be the total weight. Define OPT(h, ) be the set of jobs such that |I i | ∈ [2 h , 2 h+1 ) and I i ⊂ V h, . Based on the construction of V h, , we have
Now let A(h, ) and w(A(h, )) denote the analogous set and quantity obtained by the algorithm, respectively. We will show that (3.5)
Let us say a job of processing time at least 2 h /2 is "long", and otherwise "short". Define w l and w s be the total weight of the "long" jobs and the "short" jobs in OPT(h, ), respectively. We consider two cases. (1) w l ≥ w s . Since we can pack at most 8 "long" jobs in V h, , there exists a long job of weight at least 1 16 w (OPT(h, ) ). This job, with a 1/e probability, is captured by Dynkin's algorithm [3] which runs with probability 1/2. Thus in this case, the expected weight is at least 1 32e w(OPT(h, )). (2) w l < w s . In this case, we claim that the knapsack secretary algorithm with approximation factor 1 10e , which runs with a half probability, achieves an expected weight of at least 1 20e w(OPT(h, )). Recall that we run the knapsack algorithm with the knapsack having size 2 h . Thus all of the jobs accepted by the knapsack algorithm will have total processing time at most 2 h . Notice that we can safely assume |V h, ∩ [0, T ]| ≥ 2 h , since otherwise OPT(h, ) is empty. Each job we accpet will have interval size at least 2 h . It is not difficult to show that the accepted jobs can be scheduled, as we allow preemptions. Now sort all "short" jobs in OPT(h, ) by decreasing ratio of weight to processing time. The jobs span at most 4 · 2 h processing time. Notice that each short job has processing time at most 2 h /2. The first several jobs with total processing time up to 2 h will have a total weight of at least 1/8 of the total weight of all short jobs in OPT(h, ). Since all "short" jobs in OPT(h, ) have a total weight of at least w(OPT(h, ))/2 in this case, the knapsack secretary algorithm will give an expected weight of 1 320e w(OPT(h, )). Since the above argument assumes that h = h , which occurs with a probability of 1 log 2 D +1 , we obtain (3.5).
Hence from (3.4) and (3.5), the expected total weight achieved by the algorithm is lower bounded as follows.
h,
Ω(
log D log log D ) lower bound We start with describing the "hard" instance for which no online algorithm can achieve a good approximation. See Figure 1 for reference. In this instance, each job J i has processing time of the length of its associated interval, i.e. p i = |I i |. Thus J i must be scheduled exactly on I i . The weight of the job is w i = p i = |I i |.
The jobs are randomly sampled from a h 2 -ary tree structure. By scaling, we assume the given entire interval is [0, 1] (the top node), and the smallest job has length h −2(h−1) (in the h th level); note that D = h 2(h−1) . In the th level of the tree for ∈ [h], the set of the intervals of the nodes is
In other words, L is the set of intervals that are obtained by partitioning the interval [0, 1] seamlessly into subintervals of size h
There will arrive H/h jobs. At each time t ∈ [H/h], exactly one job J t will arrive. Its interval I t is sampled uniformly randomly from L. If I t ∈ L , we will have p t = w t = |I t | = h −2( −1) . Since at each time the interval is randomly sampled, our random instance is clearly oblivious to the random permutation which is assumed in the secretary problem.
Before giving the formal analysis, we give some intuition why any (randomized) online algorithm cannot do well. Since there are only H/h random jobs, all jobs only from one level L can give an expected weight of at most
On the other hand, we will show that the expected profit of the optimal solution is at least 1 − 1/e, which means the optimal algorithm can carefully pack the jobs in different levels to achieve a good profit. However, selecting jobs only from one level, as in the O(log D) approximation algorithm, cannot give a large total weight. Thus the algorithm should collect weights from many levels. A job of larger weight (a node in higher level in the tree) arrives with a smaller probability in our samples. The algorithm, in order to capture a job of larger weight, may have to wait while discarding jobs of smaller weights, sacrificing weights from lower levels. Further, the samplings are identical at all times, thus the standard technique used for the secretary problems, learning by sampling or waiting does not help here. LEMMA 3.1. The optimal solution has an expected total weight of at least 1 − 1/e.
Proof. Consider one node v in the lowest level, with size and length h −2(h−1) . Let C(v) be the set of nodes in the path from v to the root in the tree. If the algorithm accepts a node u ∈ C(v), we say v is covered, i.e., there is a job scheduled during the time interval of v.
Clearly, the optimal algorithm will accept nodes as higher as possible in the tree to maximize the total weight. Therefore, if v is not covered by the optimal algorithm, there is no node in C(v) appeared in our H/h random samples. This happens with probability at most (1 − h/H) H/h ≤ 1/e. Hence the optimal algorithm will cover v with probability at least 1 − 1/e. By linearity of expectation, the lemma follows by taking the expectation over all nodes in the lowest level. 2
We now show that no online algorithm can have an expected total weight greater than 2 h . We first define two notations: empty node and maximal empty node. A node v is an empty node at time t, iff any of v's descendants, ancestors and v itself is not selected by the algorithm. v is a maximal empty node if it is empty and there is no other empty nodes in the path from v to the root.
At any given time, the total length of the maximal empty nodes is at most 1, since they are mutually disjoint. For any algorithm, if the job J t arriving at time t is a node in the set of maximal empty nodes, we should definitely accept the job. Of course, the algorithm can also accept jobs which are not maximal empty. The follow lemma, however, claims that such jobs are very rare. LEMMA 3.2. adf The total weight of the non maximal empty nodes accepted by any algorithm is at most 1/h.
Proof. For any non maximal empty node v that the algorithm accepts at time t, its parent u as well as all u's children must be empty before time t. Now after v is accepted, the other h 2 − 1 children of u become maximal empty nodes immediately. None of them can be accepted as non maximal empty node any more. Therefore, the total length of the non maximal empty nodes accepted is at most h −2 of the total length of the nodes in the entire tree, which is h −2 · h = 1/h. Since each job gives a weight equal to its length, the lemma follows.
2 THEOREM 3.1. For a sequence of random jobs {J t } for t ∈ [H/h] sampled from the tree, no online algorithm can have an expected total weight greater than 2/h.
Proof. It is sufficient to bound the total weight that the algorithm achieves from maximal empty nodes during the execution of the entire algorithm. Similar to the analysis of the optimal algorithm, consider any node v in the lowest level in the tree. In the chain C(v), the path from v to the root, there is at most one maximal empty node by definition before any time t. Therefore, the probability that v is covered by a maximal empty node at time t is at most 1/H. By simple union bound, the probability that v is covered by any maximal empty node during the algorithm is at most 1/H · H/h = 1/h. This implies the total expected weight any algorithm achieves from maximal empty nodes is at most 1/h, simply counting the lowest level nodes that are covered by them. The theorem follows by considering the additional gains from the non maximal empty nodes (Lemma 3.2). 2
Thus any online algorithm cannot have an expected total weight greater than 2/h, while the optimal solution has an expected total weight of at least 1 − 1/e. Thus any online algorithm has a competitive ratio of Ω(h) = Ω( log D log log D ), and this completes the proof of Theorem 1.3.
Conclusions and Discussions
In this paper, we gave the first constant approximation for the Laminar Matroid Secretary Problem (LMSP). Babaioff et al. [4] showed that given a c-competitive algorithm for the matroid secretary problem for matroid M, one can obtain an O(c)-competitive algorithm for the truncated matroid secretary problem. Can one extend this result to show that there exists a O(c)-competitive algorithm for the intersection of M and any laminar matroid? It is not difficult to get an O(1)-competitive algorithm for the ISSP problem when all of the jobs have a unit size using the algorithm in [21] . We believe that there may be other interesting special cases for the ISSP problem that allow constant-competitive algorithms.
