This paper presents a general approach to solving the problem of defining the time of arrival of a signal in the noise, or the similar one of defining the position of a peak in a histogram. In particular, it solves the problem of a signal in white noise, giving the well know result that the optimum filter before a zero crossing discriminator should have an impulse response function equal to the derivative of the waveform to be observed. It then solves the problem of estimating the position of a peak in a histogram in which the number of counts in each bin has a variance equal to the number of counts in that same bin. The resulting optimum filter is the derivative divided by the function itself. Examples of applying the results are given and the uniqueness of the solution to the set of non-linear simultaneous equations resulting from the problem is demonstrated.
Introduction
The problem of defining the time of arrival of a signal is well known in nuclear electronics. A variety of schemes are in use at present to determine the arrival time of a particle for the definition of a nuclear event, for example. The available nethods use some form of linear processing as a step previous to the observation of the crossing of a threshold, at whici1 time a timing signal is derived. In the nuclear electronics timing problem, the signal to be observed has an additive white noise component (high frequency series noise in the first amplifying element) and it is well known that the optimum linear filter to precede a zero crossing discriminator is one with an impulse response function equal to the derivative of the noise-free waveform to 
Solution for Poisson Noise in a Histogram
In that case where the number of counts in a bin follows Poisson statistics, as is the case in a histogram generated from independent events, we start from: (14) (i.e., the variance in the number of counts is equal to the expected number of counts).
The functional to minimize is then: The width of the ramp should be truncated, in practice, at a point where the waveform is not expected to have any substantial number of counts, or where other histogram features would cause distortion in the results. The effects of this truncation will be investigated below.
For Gaussian waveform, it is possible to calculate the rms error expected in zero crossing of the filtered signal by finding F1/2 from a continuous integral form of Eq. (15). For a Gaussian of standard deviation a and a total number of counts N within the waveform, the rms error e is obtained from:
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Discussion of Results
It is interesting to consider the intuitive aspect of the two particular solutions investigated in this paper given by Eqs. (12) From the computer simulations of Table 1 , for a Gaussian waveform, it appears that the theoretical expected error in position determination can best be approached when the filter half-width h is near 4 standard deviations or more (in the absence of other disturbing histogram features). It is also clear that the ramp gives consistently better results in all situations, except for very narrow h, when at low N a zero crossing may not be uniquely defined.
Conclusion
The method presented here provides one straight forward approach to solving the problem of position determination in the presence of noise. It can be considered quite general and it should be useful whenever the variance of Eq. (3) can be calculated or measured well and the final set of equations can be solved without excessive pain. The specific result obtained for the Poisson case can be useful in finding best estimates of energy for nuclear or x-ray spectral peaks, specially when few counts are obtainable. Improvements over Least Squares methods of better than 40% in expected error are achievable, for example. 
