The PROPACK package developed by Larsen is able to efficiently and accurately estimate singular values and vectors for large matrices based on the Lanczos bidiagonalization with partial reorthogonalization. We incorporate the Pavtial Reorthogonalization Package (PROPACK) package into the double-difference seismic tomography code tomoDD and estimate the model resolution matrix for large seismic tomography problems. Compared to previous Least Squares QR (LSQR)-based methods for estimating the model resolution matrix the PROPACK-based method calculates the full resolution matrix and thus gives a complete description of how well the model is resolved. Several observations are drawn from the application to data from the 2001 eruption of Mt Etna: for this example, it is reasonable to use ray-sampling density information to characterize the model resolution qualitatively; the model resolution resulting from just velocity inversion bears a close linear relationship to that from simultaneous inversion but always overestimates resolution; and the inversion system using differential times has a greater ability to resolve the source region structure than the system using absolute times.
I N T RO D U C T I O N
The primary goal of geophysical inverse problems is to estimate the unknown model parameters from a set of observations. In addition, it is also important to characterize how reliable the resulting model parameters are through a resolution analysis. For non-linear seismic tomography problems, the inversion is usually linearized and the model resolution matrix is estimated at the final iteration. In this case, model resolution matrix is just the linear estimate for a nonlinear inverse problem but it is still of value. For smaller problems, the model resolution can be evaluated using a model resolution matrix estimated using the singular value decomposition (SVD) of the sensitivity matrix. SVD computes the complete set of singular values and singular vectors with nothing other than machine accuracy limitations. For some tomography problems, however, there may be hundreds of thousands to millions of observations and tens to hundreds of thousands of model parameters (Vasco et al. 2003) . The SVD algorithm is not practical for such large problems because it requires large memory space and is very time-consuming (Dongarra et al. 1978) .
In practice, synthetic tests are generally used to estimate the model resolution and/or uncertainty by applying the same inversion algorithm to a synthetic data set having the same data distribution as the real data. These synthetic tests include the checkerboard test (Humphreys & Clayton 1988) and restoration test (Zhao et al. 1992) for resolution, and statistical analysis methods such as 'jacknifing' and 'bootstrapping' (Tichelaar & Ruff 1989) for uncertainty. However, these tests suffer the shortcomings of measuring the sensitivity only with respect to fixed cell or grid patterns (Leveque et al. 1993; Nolet et al. 1999) . Soldati & Boschi (2005) contend that the checkerboard test does not provide more valuable information than a simple plot of data coverage. The 'jackknifing' and 'bootstrapping' methods are computationally very expensive and of questionable use for tomographic systems (Nolet et al. 1999) .
Several researchers have suggested using an LSQR-based method to estimate the model resolution and covariance matrices for large seismic tomography problems (Berryman 1994a,b; Zhang & McMechan 1995; Minkoff 1996; Vasco et al. 1999; Yao et al. 1999; Vasco et al. 2003) . LSQR is now a standard algorithm for solving large inverse problems and its core is based on the Lanczos bidiagonalization process (Paige & Saunders 1982) . The central concept of this method is to use Ritz values and vectors resulting from the Lanczos bidiagonalization process to approximate singular values and vectors and then to estimate model resolution and covariance matrices (e.g. Zhang & McMechan 1995; Vasco et al. 1999) . The major argument against using this method is that the Ritz vectors resulting from a limited number of Lanczos bidiagonalization iterations only span a portion of the model space and thus could not provide adequate estimates of model resolution and covariance matrices (Deal & Nolet 1996; Nolet et al. 1999) . However, Yao et al. (1999) contended that although the resolution matrix estimated in this way may not be a good approximation to the full resolution matrix, it is a 'full and adequate description' of the properties of the subspace model that the data can actually solve.
Because of the controversies over the validity of the LSQRbased method, the checkerboard resolution test is still the 'standard' method to check the reliability of model parameters for seismic tomography applications (Tryggvason et al. 2002) , with the exception of a very few studies (e.g. Vasco et al. 1998 Vasco et al. , 2003 Van Avendonk et al. 2004 ). The LSQR-based model resolution and covariance matrices estimation is seldom applied in the practical large-scale geophysical inverse problems. Instead, Nolet et al. (1999) proposed an explicit expression for the approximate inverse matrix using a onestep projection method. Although this one-step projection method may give a reasonable estimation of the resolution matrix under some circumstances, i.e. when AA T is diagonally dominant (Nolet et al. 1999 (Nolet et al. , 2001 , it may fail to approximate the full-resolution matrix because it ignores the iterations required to converge in the conjugate gradient method when solving the Penrose condition AA −1 = I . One approach to estimate the fullresolution matrix is to apply parallel Cholesky factorization to the matrix A T A, an approach that is feasible and efficient (Boschi 2003; Soldati & Boschi 2005) . This approach may potentially lose its accuracy when the matrix A is ill-conditioned since the matrix A T A is more ill-conditioned than the matrix A and it cannot calculate singular values and vectors that are important to assess the stability of the system.
Recently, a package called PROPACK that can accurately estimate the singular values and vectors for sparse matrices was developed by Larsen (1998) . The PROPACK package is still based on the Lanczos bidiagonalization process but it is able to estimate the larger singular values and vectors more accurately than LSQR. We integrate the PROPACK package into the double-difference seismic tomography code tomoDD (Zhang & Thurber 2003) to estimate model resolution and covariance matrices for various problem sizes. This method is shown to be very efficient for estimating the full model resolution matrix for inverse problems having hundreds of thousands of observations and tens of thousands of model parameters. Using this method, estimating the full model resolution matrix is no longer a significant challenge for large inverse problems.
In this paper, we will first review model resolution estimation based on the SVD of the sensitivity matrix. We will then review the PROPACK package and show its validity for estimating the model resolution matrix based on an application to the 2001 Mt Etna eruption data set. Finally, we address several important issues related to model resolution estimation for large-scale seismic tomography problems.
T H E R E S O L U T I O N M AT R I X B A S E D O N S V D
For a linear inverse problem with m observations and n model parameters, the SVD of the m by n sensitivity matrix A is
where the matrices U ∈ R m×m and V ∈ R n×n are orthogonal and S is an m by n diagonal matrix with non-negative diagonal elements called singular values. The singular values are generally arranged in decreasing size (Aster et al. 2005) . If only the first p non-zero singular values are chosen, the truncated SVD of A is
The pseudoinverse of A is then given by
The resolution matrix R is represented as
which acts as a filter between the true and inverted model parameters. Equation (4) actually gives two ways to compute the resolution matrix R: one uses the inverse of A and the other uses the inverse of A T A. When A is ill-conditioned, the rounding errors that occur when A T A is formed make it impossible to recover the smallest singular values with high accuracy, as any information about the smallest singular values becomes drowned in the rounding errors (Larsen 1998) . Since the singular values of A T A are squares of those from A, the system of A T A is more ill-conditioned. Because of the noise in the data and ill-conditioning of the system which together can produce a solution dominated by noise (Aster et al. 2005) , it is typically necessary to use some regularization methods to stabilize the inverse system. Suppose the regularization operator is L, then the pseudoinverse of A is
The most common regularization tool is damping, or zeroth-order Tikhonov regularization (Aster et al. 2005) . Assuming the damping factor is λ, the pseudoinverse of A in this case is defined as
where D is a diagonal matrix defined as
In the case of using other non-diagonal regularization methods, such as first-order or second-order smoothing constraints (Pratt and Chapman 1992) , there is no simple way equivalent to eq. (6) to represent the pseudoinverse of the matrix A, although generalized SVD can be used to develop a similar representation (Aster et al. 2005) . Suppose the SVD of the augmented matrix G = [ A αL ] is defined as G = PΛQ T . The resolution matrix R is this case is equal to
where Σ is given by Σ = I− −1 (P 2 ) T (P 2 )Λ and P 2 is the submatrix of P corresponding to the Nr rows of the smoothing constraints (Vasco et al. 2003) . For details of the derivation of eq. (8), refer to Appendix B1 in Vasco et al. (2003) . In many cases, one also includes damping in addition to the smoothing constraints. In this case Σ is given by
L A N C Z O S B I D I A G O N A L I Z AT I O N O F A R E G U L A R M AT R I X
For a rectangular matrix A of size m by n, a sequence of vectors u j ∈ R m and v j ∈ R n and scalars α j and β j for j = 1, 2, . . . , k can be calculated through the following process after k iterations of Lanczos bidiagonalization (Paige & Saunders 1982) :
Here, vectors u j and v j resulting from the above Lanczos bidiagonalization process are known as the Lanczos vectors and they satisfy the recurrence relations
which can be represented in compact matrix form as
where
, e i is the i th column of a unit matrix with the appropriate dimension, and B k is a lower bidiagonal matrix
In the case of exact arithmetic, the Lanczos vectors are orthonormal so that
where I k is the k × k identity matrix.
R E S O L U T I O N M AT R I X E S T I M AT I O N B A S E D O N L S Q R
For the matrix equation Ax = b, the LSQR algorithm of Paige & Saunders (1982) is based on the Lanczos bidiagonalization process described above with the starting vector p 0 equal to the data vector b. In this case, U k+1 (β 1 e 1 ) = b. A solution x k is sought in kdimensional Krylov space spanned by V k to minimize Ax − b 2 . The solution can be written in the form x k = V k y k and it then follows that
Using the orthogonality of U k+1 , the minimization of Ax − b 2 is satisfied by choosing y k to be the solution to the least squares problem of min y∈R k (B k y − β 1 e 1 ) 2 . Therefore, the LSQR algorithm is a conjugate gradient method where a good solution in the Krylov subspace spanned by Lanczos vectors can quickly be obtained with a small number of iterations because each Lanczos vector points to a steep descent direction in a subspace of eigenvectors (Deal & Nolet 1996) . (16) gives the truncated SVD of matrix A. Since there exists a very efficient algorithm to calculate the SVD of the lower bidiagonal matrix B k , we could efficiently calculate the SVD of A by means of the Lanczos bidiagonalization process. This is the basis for the LSQR-based resolution matrix estimation proposed by Zhang & McMechan (1995) and Yao et al. (1996) as well as the approximate SVD estimation using the PROPACK package (Larsen 1998 ).
In the finite-precision case, however, the Lanczos vectors will quickly lose their orthogonality due to rounding errors and they 'tend to have unwanted large components in the direction of any converged Ritz vector' (Larsen 1998) . While the accuracy of the converged Ritz values is not affected by the loss of orthogonality, the spectrum of B k will contain false multiple copies of converged Ritz values known as doppelgänger singular values (Larsen 1998 ). In addition, spurious singular values, or ghosts, will also appear periodically between the converged Ritz values (Larsen 1998) . Without reorthogonalization, too many iterations are wasted on computing false copies of singular values. There are two ways to estimate accurate singular values of a matrix in finite precision arithmetic. The first one is to remove the ghosts and doppelgänger singular values using some criterion resulting from the simple Lanczos process without reorthogonalization (e.g. Zhang & McMechan 1995) . The advantage of this method is to avoid the extra work associated with the reorthogonalization process. The disadvantage is that many iterations are wasted on getting the repeated copies of the large Ritz values, which can be large compared to the case of executing the Lanczos process in exact arithmetic (Parlett & Reid 1981) . Another disadvantage is that it is difficult to correctly choose various tolerance parameters for weeding out false singular values (Larsen 1998) .
Another way to stabilize the simple Lanczos process is to apply some reorthogonalization scheme to enforce the orthogonality among the Lanczos vectors (e.g. Yao et al. 1999) . The full reorthogonalization using the Gram-Schmidt algorithm is too time consuming and is not practical for large problems (Simon 1984) . The PROPACK package we will introduce in the next section uses a partial reorthogonalization scheme to greatly improve the efficiency of reorthogonalization.
We note that the starting vector p 0 equals the data vector in the Lanczos bidiagonalization process realized in the LSQR algorithm. This indicates that the Ritz values and vectors resulting from LSQR are also dependent on the data observations, not just on the sensitivity matrix. For a small number of iterations, the Ritz values fall in between groups of singular values and the corresponding Ritz vectors lie in the subspace spanned by a group of eigenvectors (Deal & Nolet 1996) . For large problems, Ritz vectors resulting from the LSQR algorithm are likely to span a very small portion of the model space and the calculated model resolution matrix cannot give a full description of the model resolution (Deal & Nolet 1996) .
A C C U R AT E LY E S T I M AT I N G S I N G U L A R VA L U E S A N D V E C T O R S U S I N G T H E P RO PA C K PA C K A G E
The full reorthogonalization of Lanczos vectors using the GramSchmidt algorithm is too time consuming and is not practical for large problems (Simon 1984) . Paige (1971) found that the level of orthogonality among the Lanczos vectors satisfies a recurrence relation similar to the recurrence eq. (12) used to generate the vectors themselves. Using the recurrence relation, Simon (1984) realized that the level of orthogonality can be monitored efficiently and a partial reorthogonalization scheme can be devised to decide when to reorthogonalize and which Lanczos vectors to include in the reorthogonalization, but the algorithm he developed only works on the symmetric Lanczos process. The PROPACK package of Larsen (1998) uses a partial reorthogonalization procedure that is mathematically equivalent to the symmetric Lanczos algorithm with partial reorthogonalization developed by Simon (1984) but works directly on the Lanczos bidiagonalization of matrix A. In comparison, the new algorithm proposed by Larsen (1998) uses only half of the storage and a factor of 3-4 less computation than that of Simon (1984) .
Unlike the LSQR algorithm, the PROPACK package chooses the starting vector p 0 to be a random vector for the Lanczos bidiagonalization process. This indicates that the resulting Ritz values and vectors only depend on the sensitivity matrix itself. Because of the partial reorthogonalization of Ritz vectors, the convergence behaviour of the Ritz values is simpler and no ghosts appear (Larsen 1998) . As noted by Deal & Nolet (1996) , for a limited number of iterations, most of the Ritz values are likely to fall in between groups of singular values and do not converge to the true singular values. As a result, the corresponding Ritz vectors only lie in the subspace spanned by a group of eigenvectors and do not converge to the true singular vectors either (Deal & Nolet 1996) . This critical issue is overcome in the PROPACK package by carefully analyzing the convergence behaviour of Ritz values and vectors to guarantee that they converge to corresponding singular values and vectors within an error bound (Larsen 1998) . For this reason, more Lanczos iterations are needed than the number of singular values requested.
The PROPACK package also uses several 'tricks' to turn the Lanczos bidiagonalization with partial reorthogonalization into a robust and efficient algorithm (Larsen 1998) . We briefly summarize these 'tricks' for completeness and interested readers are encouraged to refer to Larsen (1998) for details. It was found that maintaining semiorthogonality instead of full orthogonality of the Lanczos vectors is sufficient to accurately estimate singular values and prevent ghosts and doppelgängers from appearing in the Lanczos bidiagonalization process. In the case of computing small singular values and the corresponding singular vectors where semi-orthogonalization may fail to guarantee the accuracy of the small singular values, the PROPACK package can automatically switch to full orthogonalization. A conservative bound on arithmetic round-off errors is used to guarantee the semi-orthogonality of the Lanczos vectors that is estimated using recurrence relations similar to eq. (12). A proper estimation of the norm of the matrix A is also important for the stability and efficiency of the algorithm because it is involved in estimating the bounds on the round-off terms. Larsen (1998) realized that the norm of the matrix A is equal to its largest singular values, which can be estimated accurately and efficiently only after a few Lanczos iterations. Instead of choosing all of the Lanczos vectors from previous steps for reorthogonalization, Larsen (1998) efficiently selects only the Lanczos vectors that make the greatest contribution to the deviation from orthogonality and need to be reorthogonalized. In the actual implementation of the PROPACK package, either iterated classical Gram-Schmidt or iterated modified Gram-Schmidt is used for the reorthogonalization. All of these practical considerations make PROPACK an efficient tool to estimate the approximate SVD of any matrix.
To estimate the first k singular values and vectors for a matrix of m by n using the PROPACK package, it requires the memory space on the order of O(m × k + n × k + k 2 ). For the systematic analysis of how the size and sparseness of a matrix affect the speed of the PROPACK package, interested readers should refer to Larsen (1998) for details.
A P P L I C AT I O N T O T H E 2 0 0 1 M T E T N A E RU P T I O N D ATA S E T
We incorporate the PROPACK package into the double-difference seismic tomography code tomoDD (Zhang & Thurber 2003) and apply it to data from the 2001 Mt Etna eruption. This data set includes 276 earthquakes that were recorded by 41 stations of the Instituto Nazionale di Geofisica e Vulcanologia -Sezione di Catania (INGV-CT) seismic network (Fig. 1 ) during the July 12-18 eruption period, similar to the data set used by Patané et al. (2002) . A hypothesis for this eruption is that magma was continuously injected from a depth of 6 to 10 km into the shallow magma reservoir and accumulated in the upper part of Mt Etna's plumbing system during 1994 to 2001 (Patané et al. 2003) . This study used ∼5200 catalogue P and S times and ∼45000 catalogue P and S differential times, among which S arrival times are about 1/6 of the number of P arrival times. The inversion grid intervals in the horizontal and vertical directions are 2 km and 1 km, respectively. The code tomoDD computes a non-linear solution to the joint velocity-hypocenter problem. At each iteration, relative weighting between absolute and differential data is assigned as part of the convergence strategy (see Zhang & Thurber (2003 for detailed discussion). We test the resolution calculation for the iteration where the absolute times are 10 times more highly weighted than the differential times as an example. Only 573 inversion grid nodes whose derivative weight sum (DWS) values (a measure of model sampling) (Thurber & Eberhart-Phillips 1999) are greater than five are included in the inversion. Including event location and origin time parameters, there are a total of 1677 unknown parameters. Fig. 2 shows the singular value amplitudes for the inversion equation systems with and without smoothing. In the case when smoothing constraints are applied to the slowness perturbations (Zhang & Thurber 2003) , the weighting parameters are 4.3 in the X, Y and Z directions (values chosen based on a trade-off analysis). For the system without smoothing, the maximum and minimum singular values are 984.68 and 0.51, respectively, in addition to 5 zero singular values. With smoothing, the largest and smallest singular values are 529.03 and 13.08, respectively. This indicates that the system is better conditioned and more stable with smoothing, as expected. In addition to smoothing, damping is also applied with a damping value of 3 (again chosen by a trade-off analysis).
The unknown parameters, both event locations and slowness model parameters, solved using the LSQR and Bidagonalization with Partial Reorthogonalization (BPRO) algorithms are very similar to each other. The L 2 norm of the difference between the two solutions is 0.00388 (10 −3 s km −1 ) compared to a mean value of 0.9043 (10 −3 s km −1 ) for each solution. All 1677 singular values and vectors estimated from the BPRO algorithm are used to construct the pseudoinverse of the sensitivity matrix. Because of partial reorthogonalization of the Lanczos vectors and the well-conditioned seismic tomography problem due to smoothing, only 1677 Lanczos iterations are used for Ritz values and vectors to converge to the singular values and vectors. In terms of calculating the solution, the LSQR method behaves like the full SVD method but is much faster. It takes ∼3 s for the LSQR method while it takes ∼298 s for the BPRO algorithm. There are only 115 iterations of the Lanczos process used in the LSQR method, much smaller than the number of singular values and vectors used to construct the pseudoinverse of the sensitivity matrix. The resolution matrix estimated using only 115 Ritz values and vectors will not resemble the full-resolution matrix since the singular values below the 115 th singular value are still relatively large (Fig. 2) . Since the two solutions from the LSQR algorithm and the PROPACK package are very similar (root mean square (RMS) difference is 0.00388 (10 −3 s km −1 )), we can separately use the LSQR algorithm to obtain the solution and use the PROPACK package to estimate the model resolution without causing any inconsistency. We note that the true condition number for the regularized system using the maximum and minimum singular values is ∼40.44 compared to ∼420.4 estimated by the LSQR algorithm. The overestimation of the condition number in the LSQR algorithm is because the Ritz vectors do not keep orthogonality due to finite precision arithmetic. This indicates that the system is actually better conditioned than it would be judged by the condition number resulting from the LSQR algorithm.
Selecting optimal smoothing and damping parameters
As discussed previously, there are typically two regularization parameters to choose during the inversion: the damping and smoothing parameters. In the case that just damping is applied, the 'Lcurve' of data variance versus model variance (Aster et al. 2005; Farquharson & Oldenburg 2004) can be used to choose the optimal damping value so that the selected value reduces most of the data variance without causing a large increase in the solution variance. We use the same strategy to choose both the optimal damping and smoothing parameters. We test a series of damping values of 3, 8, 24, 72, 144 and 288 and smoothing weight values of 0.2, 0.7, 2.0, 4.3, 6.0, 18.0 and 54.0. Fig. 3 shows trade-off curves of data variances and model variances for different damping and smoothing weight values, where the optimal values correspond to the damping value of 3 and smoothing weight of 4.3. This strategy could be very time consuming in situations where computing the inversion is slow. Another strategy is to choose the optimal smoothing weight to be equal to the ratio of the average singular values of the matrix A T A to L T L (Sambridge 1990 ). This strategy is not possible without an efficient approximate SVD method. For this data set, the ratio is equal to 4.28, which corresponds extremely well to the optimal smoothing weight value selected via the 'L-curve' method. After the optimal smoothing parameter is selected, one can use the 'L-curve' method to choose the optimal damping value.
Validation of using ray-sampling density to describe the model resolution
In real applications, ray-sampling density (e.g. DWS values) has been routinely used to qualitatively describe if the model is well resolved (Haslinger et al. 1999; Kissling et al. 2001; Salevas et al. 2003; Toomey & Foulger 1989; Toomey et al. 1994 ) although ray angular coverage information is not considered. Given the difficulty of calculating the model resolution matrix for large seismic tomography problems, here we show the degree to which it is reasonable to use the DWS values to characterize model resolution qualitatively for this data set. As shown in Fig. 4 , there is a general trend that the larger the DWS values are, the greater the corresponding singular values are. However, for inversion grid nodes whose DWS values are somewhat smaller, the relationship is more complicated in that some nodes also have larger resolution values even if their DWS values are small. This example shows that the ray density distribution gives an underestimate of the model resolution, but still can be used qualitatively to characterize the model resolution for large inverse problems.
Comparing model resolution for simultaneous inversion and velocity inversion only
It is well known that there exists a coupling effect between event locations and the velocity model (Thurber 1992; Thurber & Ritsema 2007) . Therefore, we should simultaneously determine event locations and velocity structure to remove any bias caused by separately inverting either of them in the solution. However, this will increase the number of unknown parameters for the inverse problem. The memory space required by Lanczos bidiagonalization with partial reorthogonalization is proportional to the square of the number of singular values and vectors requested (Larsen 1998) . Thus it may be desirable to use a velocity-only inversion estimate of resolution in some cases. Fig. 5 shows diagonal resolution values estimated for the systems from velocity inversion only and simultaneous inversion of velocity structure and event locations. The least-squares line fitting these resolution values is R v−only = 1.236R simul + 0.0121, with the RMS residual of 0.0015. The correlation coefficient of the linear fit is 0.949. It is thus clear that the resolution values estimated for the system of velocity inversion systematically overestimate the true values for simultaneous inversion by about 25%. This example shows that it is generally reasonable to use the resolution values estimated for the system of velocity inversion only to represent the true simultaneous values, knowing that the results will be somewhat over-optimistic. 
Comparing model resolution for systems using differential and absolute times
Based on a simple and idealized 2-D synthetic model, Zhang & Thurber (2006) compared the model resolution for different systems (combinations of weighting for absolute and differential times) with damping applied. The tests showed that resolution values for slowness model parameters are comparable for different systems for inner grid nodes, but they are systematically greater for the systems with higher weighting on the absolute times for some nodes near the boundary of the model. Here we compare the resolution values for slowness model parameters based on a real example when only the absolute or differential times are used. For these two systems, only smoothing constraints are applied and the condition numbers are similar. Fig. 6 shows the difference in diagonal resolution values for the two systems. The resolution values from the system using the differential times are generally greater than those from the system using only the absolute data, with just a few exceptions. The exceptions for which the resolution values are greater for the system using the absolute data are mostly nodes outside the source region. This example shows that the double-difference seismic tomography method using differential times has a greater ability to reveal the source region structure than conventional tomography using only absolute data. Fig. 7(a) shows the W-E cross section through Mt Etna of the P-wave velocity model at Y = −2 km determined using the doubledifference tomography method. The inversion starts with applying 10 times higher weighting to absolute times than differential times for four iterations. Then the weighting on differential times is changed to 20 times higher than the absolute times for four iterations. Figs 7(b) and (c) show W-E cross sections of the resolution values at Y = −2 km for the two systems. We can see that the resolution values for the system with 20 times higher weighting on differential times are about 2 times greater than those for the other system. We also tested the case when differential times are 10 times higher weighted than absolute times and the resulting resolution values are similar. This example indicates that the system with higher weighting on differential times has greater ability to resolve the structure near the source region. 
Estimating model resolution using A T A for relatively large problems
In cases that there are far more observations than model parameters, it may still be very time consuming to accurately estimate singular vectors from A with BPRO. In this case, it would be more efficient and save more memory space to calculate the resolution matrix using the matrix A T A based on eq. (4) since the dimension of the singular vectors is smaller. However, as mentioned above, it is not possible to estimate accurately the SVD of A T A when the matrix A is very ill-conditioned. For geophysical inverse problems, regularization methods, such as smoothing and damping are generally applied to condition the system. When both smoothing and damping are applied, we actually want to estimate the SVD of the matrix
, which is generally well conditioned. As a result, the singular values and vectors for (
estimated by PROPACK will be sufficiently accurate. Note that the Lanczos bidiagonalization process only involves the multiplication of a matrix or its transpose with a vector. Therefore for the PROPACK package, it is not necessary to calculate the matrices A T A and L T L explicitly. We can still take advantage of the sparseness of the matrices A and L. This makes it efficient to estimate model resolution using A T A even if it is a much denser matrix. We test the efficiency and accuracy of this method on a relatively large seismic tomography problem of about ∼600000 observations and 5633 model parameters including event location and slowness parameters based on the Parkfield, California data set (Thurber et al. 2004) . On the Macintosh G5 platform, the program takes ∼275 min. to estimate the complete singular values and vectors for the augmented matrix. We check the resulting singular vectors to verify that they are orthonormal. We also calculate the solution using the estimated singular values and vectors and find it comparable to that from LSQR, which takes ∼1.5 min. These tests demonstrate that the resulting singular values and vectors are accurate and correct, indicating that this 'short-cut' will be effective. Fig. 8(a) shows the resolution matrix for all 1979 slowness model parameters that are solved for in the inversion. The resolution values are dominantly large along the main diagonal of the matrix. Fig. 8(b) only shows the resolution matrix for the first 100 parameters, which more clearly shows the side lobe patterns among neighbouring nodes.
C O N C L U S I O N S
It has been a challenge to estimate the model resolution matrix for large seismic tomography problems due to the difficulty of applying the SVD to large sensitivity matrices. We show that it is practical to estimate the model resolution matrix for large problems based on the BPRO algorithm developed by Larsen (1998) . This algorithm is able to accurately and efficiently estimate singular values and vectors for a very large sensitivity matrix. The memory space required by the BPRO algorithm is proportional to the square of the number of singular values and vectors requested. When there are far more observations than model parameters, we show it is more efficient to estimate singular values and vectors for A T A under the condition that the problem is regularized by damping and/or smoothing.
We incorporate the BPRO algorithm into the tomoDD code and apply it to data from the Mt Etna 2001 eruption. This application shows that it is generally reasonable to use ray-sampling density to describe model resolution qualitatively. Furthermore, the model resolution estimated for just velocity inversion always overestimates that for the true simultaneous inversion, but in a relatively predictable manner. Our results also confirm that the double-difference seismic tomography method is able to better characterize the source region structure, with substantially higher resolution than is obtained via conventional tomography. With availability of the BPRO algorithm for efficiently estimating the singular values for large sensitivity matrix, we can also easily estimate optimal smoothing parameters for seismic tomography problems.
With the ability of using the BPRO algorithm to accurately and efficiently estimate the singular values and vectors for a large sensitivity matrix, it is then straightforward to construct the covariance matrix in a similar way to that for estimating the resolution matrix (Aster et al. 2005) . Therefore, a strict uncertainty analysis for large geophysical inverse problems is possible, although we note that the solution from the regularized system is biased by the applied regularization methods (Aster et al. 2005) .
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