In this paper, a new and innovative semi-analytical technique, namely Akbari-Ganji's Method (AGM), is employed for solving three nonlinear damped oscillatory systems. Applying this method to nonlinear problems is very simple because, in the solving process of only a trial solution, the main di erential equation and its derivatives are required. The analytical solutions obtained by AGM are utilized to study the impact of amplitude on nonlinear frequency and damping ratio. It is found that AGM produces acceptable results for the problems considered in this paper. Moreover, in order to obtain a more accurate solution, instead of using a trial solution with higher-order terms that may result in complicated and time-consuming mathematical calculations, the solution obtained by AGM is improved via Variational Iteration Method (VIM). The usefulness and e ectiveness of the approach is demonstrated through the comparison of the obtained results and those achieved by the numerical method. Hence, AGM can be applied to nonlinear problems consisting of signi cant nonlinear damping terms and, if necessary, can be easily improved. . His research focuses on the nonlinear dynamics, fracture mechanics and fatigue, stress analysis, design of mechanical structures, and nano-mechanics. He has published more than 250 scienti c papers and books.
Introduction
Studying nonlinear damped oscillatory systems is an important issue for researchers because there are so many phenomena in structural mechanics and physics that can be modeled like a nonlinear oscillator including strong nonlinearities and damping terms [1{ 3]. For example, studying the transverse vibration of a simply supported exible beam subjected to an axial force leads to a governing nonlinear di erential equation containing cubic-quintic nonlinearities and linear and nonlinear damping terms [4] . When an oscillatory system includes damping, there is a nonconservative system and, in contrast to the conservative one [5{8], the amplitude of oscillations decreases over time. Most of analytical approaches such as maxmin approach [9, 10] , Hamiltonian approach [11] , and modi ed variational technique [12] are unable to handle non-conservative systems.
Baltan as et al. [13] studied the impact of a nonlinear term proportional to the power of velocity and energy dissipation over a cycle in double-well Du ng oscillator. Liao [14] developed the Homotopy Analysis Method to positively damp the vibrations of oscillators, and showed that the method was valid for systems with small or large parameters. Studying oscillators with nonlinear elastic and damping forces was performed by Cveticanin [15] . He derived a second-order di erential equation for the problem, and showed that the obtained analytical solutions were in good agreement with the numerical results. Shamsul Alam et al. [16] combined the Krylov-Bogoliubov-Mitropolskii (KBM) and harmonic balance methods to obtain approximate solution of damped oscillatory systems. They reported that the combination of extended KBM and harmonic balance methods led to the desired results. In another work, Newton's method and harmonic balance method were combined by Wu and Sun [17] for obtaining the analytical approximate solutions of strongly nonlinear damped oscillators. The proposed method can approach very accurate solutions in a few iterations even if damping and nonlinearities are high in the system. Nourazar and Mirzabeigy [18] applied Di erential Transform Method (DTM) to a nonlinear Du ng oscillator with damping e ect under di erent boundary conditions. They showed that the results of DTM were only valid within a small range of time domains. Hence, they improved the results by combining the DTM with Laplace transform and Pade technique. Numerical results con rmed the accuracy of their approach. Cveticanin [19] applied harmonic balance method to study the nonlinear damped-van der Pol oscillator. He obtained a second-order di erential equation with nonlinear terms and, also, linear and nonlinear damping terms. The comparison of the results and those obtained numerically con rmed his procedure. An exponential non-viscous damped oscillator was investigated by Ene et al. [20] . They proposed an Optimal Homotopy Perturbation Method to solve the nonlinear oscillator. They showed that their method was very accurate and, thus, the existing small or large parameters in the system were not necessary. In addition, the same method was employed by Herisanu and Marinca [21] and applied to the non-conservative system of a rotational electrical machine. Further to that, Razzak and Molla [22] combined Struble's method with Homotopy Perturbation Method (HPM) and proposed a new analytical approach for obtaining approximate solutions of a nonlinear oscillator with considerable damping e ect.
Recently, a new semi-analytical approach, which is called the Akbari-Ganji' Method (AGM), has been proposed for solving nonlinear equations. In this method, a trial solution is assumed for the problem and, then, through a set of algebraic calculations, the constant parameters of trial solution such as angular frequency and phase angle are determined. In comparison with other semi-analytical techniques such as the DTM [23, 24] , the optimal homotopy perturbation method [25] , and the Adomian decomposition method [26] , AGM has a very simple solving process such that only the initial conditions, the main di erential equation, and its derivatives are required. Hence, the method can be easily implemented even by students with intermediate mathematical knowledge. Furthermore, in contrast to the perturbation method [27] , the presence of small parameters is not required. The application of AGM can be found in some strong nonlinear problems such as Du ng, Vanderpol and Rayleigh equations [28, 29] . Further, Akbari et al. [30] applied AGM to two complicated nonlinear di erential equations. In the rst one, they analyzed the structures with the variable cross-section and materials and, in the second problem, they studied one-dimensional heat transfer with various logarithmic surfaces and heat generation. In another work, the nonlinear di erential equation governing on a rigid beam on the viscoelastic foundation was investigated by AGM [31] .
Besides all the advantages of AGM, in some cases, it may need to be improved. For example, in the solving process of Du ng equation with cubic nonlinearities, Mirgolbabaee et al. [32] assumed a trial function up to three terms to obtain an accurate solution. The same authors in another work [29] supposed a solution up to four terms for large values of amplitude to increase the precision of solution. This treatment using higherorder terms for trial solution led to a set of equations, including seven equations with seven unknowns and nine equations with nine unknowns in [32] and [29] , respectively. Solving such a set of equations, which are nonlinear with respect to unknowns, may be sometimes cumbersome or impossible. Moreover, the situation may be more complicated when the quadratic, quintic nonlinearities and nonlinear damping terms exist together in the problem.
In the current paper, AGM is applied to nonconservative oscillators. Three damped systems with strong nonlinearities are considered, and their nonlinear frequency, displacement, and phase plane diagrams are obtained. In addition, the e ciency of AGM is examined for non-zero initial conditions. It is shown that using a trial solution with only one term leads to accurate results for problems considered here. In situations where a more accurate solution is required, contrary to the previously published papers that have utilized a trial solution with higher-order terms, it is shown that AGM can be easily improved by Variational Iteration Method (VIM). Moreover, the e ects of amplitude and system parameters on nonlinear frequency and damping ratio are studied. The comparison of the results obtained by AGM and those predicted by the numerical method reveals the correctness and usefulness of the approach.
Basic idea of the AGM
In general, the nonlinear governing di erential equation of a vibrational system can be de ned as follows: f ( u; _ u; u; F 0 sin (! 0 t)) = 0;
where ! 0 and F 0 are the angular frequency and amplitude of the external harmonic force, respectively. The initial conditions are as follows:
The answer of Eq. (1) is introduced as the sum of the particular solution (u p ) and the harmonic solution (u h ) as follows:
Eq.
(3) can be expressed as in the following form:
where b = p C 2 + D 2 , d = p M 2 + N 2 , ' = arctan(D=C), and = arctan(N=M). In order to increase the accuracy of Eq. (3), one can add another term in the form of cosine to it. Hence, the exact solution of Eq. (1) will be obtained in the following form:
where fa; b 1 ; b 2 ; ; ' 1 ; ' 2 ; ; !; d; g are the coefcients that will be obtained by AGM. If there are n unknowns, n equations are required to determine all unknowns. In AGM, the initial conditions are employed to construct the required equations as in the two following steps:
Step 1. The initial conditions given in Eq.
(2) are substituted into Eq. (5). Therefore, we have:
Now, there are only two equations and, therefore, (n 2) equations are still required that will be constructed in the next step;
Step 2. In this step, the initial conditions are applied to the main di erential equation and its derivatives.
After choosing a trial function as the answer of Eq. (1), which is given in its general form by Eq. (5), it is substituted into the main di erential equation instead of its dependent variable u. Considering the trial function as g(t) and substituting it into Eq. (1) instead of u, we have: f(t) = f (g 00 (t); g 0 (t); g(t); F 0 sin(! 0 t)) :
Now, the initial conditions are substituted into Eq. (8) and its derivatives as follows: f(IC) = f (g 00 (IC); g 0 (IC); g(IC); ) ; f 0 (IC) = f (g 00 (IC); g 0 (IC); g(IC); ) ; f 00 (IC) = f (g 00 (IC); g 0 (IC); g(IC); ) ;
The higher-order derivatives of Eq. (1) must be applied until the number of yielded equations in Eq. (9) is equal to (n 2). According to Eqs. (6), (7) , and (9), a set of algebraic equations including n equations and n unknowns is created. By solving these equations simultaneously, the unknowns are determined. For a vibrational system without any harmonic external force, the simplest form of trial function regarding Eq. (5) is as follows: u(t) = e at fb cos(!t + ')g; (10) where a, b, !, and ' are the unknowns that should be determined. Considering the initial conditions as Eq. (2) and regarding Eqs. (6), (7) , and (9) 
Therefore, if the trial function is considered as Eq. (10), only four equations are required to obtain the unknowns. To increase the precision of the obtained solution, one can choose a trial function with higherorder terms, resulting in more unknowns. However, as expressed in the introduction section, this treatment is sometimes conducted on a set of algebraic equations with a cumbersome and even impossible solving process. Hence, in the current paper, the VIM is employed to improve the solution obtained by AGM. In the following section, the basic idea of the VIM is brie y explained.
Application of the VIM to damped oscillatory systems
The variational iteration method, which was rst proposed by He in 1997 [33] , introduces a powerful approximate analytical technique for solving nonlinear di erential equations. The main characteristic of this method is to create a correction functional using a general Lagrange multiplier. In order to illustrate the main concept of this method, a general nonlinear di erential equation is considered as follows: L[u(t)] + N[u(t)] = g(t); (12) where L and N are the linear and nonlinear operators, respectively. Moreover, g(t) is an inhomogeneous term. According to the VIM, the correction functional is as follows [34, 35] :
(13) where is the Lagrange multiplier that can be determined optimally through the variational method. In addition, u n is the nth approximate solution andũ n is considered as a restricted variation, i.e., ũ n = 0. For a damped system, Eq. 
where: = p 4mk c 2 2m :
By using the correction functional and the Lagrange multiplier given in Eqs. (13) and (17), respectively, the solution of AGM can be improved. In the following, the procedure with three examples is illustrated.
Illustrative examples
In this section, three examples are presented to illustrate the usefulness and e ectiveness of the current approach.
Example 1. Consider the damped Du ng oscillator
as follows:
As explained in Section 2, the answer of Eq. (19) is considered as follows:
u(t) = e at fb cos(!t + ')g;
According to Step 1 in Section 2, the initial conditions are applied to Eq. (20) as follows: 
Considering the physical values for Eq. (19) as = 1, = 20, = 2, the solution for A = 0:6 is depicted in Figure 1 and compared by the numerical solution. Good agreement can be seen between the two methods.
The term e !t in a vibrational di erential equation is the main factor for damping. In Eq. (20), the term e at is the damping factor and, therefore, damping ratio () can be found as follows: e !t e at ! = a ! :
Hence, for the current problem, we have:
Using the analytical expressions obtained through Eqs. (25) and (28), one can investigate the in uence of system physical parameters on the frequency and damping ratio. For example, Figures 2 and 3 illustrate the variation of frequency and damping ratio with respect to the amplitude for the mentioned physical parameters, respectively. Further, by increasing the amplitude, the nonlinear frequency and damping ratio increase and decrease, respectively. The investigations showed that for A > 1 and the same coe cients as those mentioned before, the 
By considering Eq. (29) as the zero-order solution (u 0 (t)) and substituting it into Eq. (13), the improved solution (u IAGM ) can be obtained through the following correction functional: It should be noted that the phase plane diagram illustrates the oscillator displacement with respect to its velocity. For a conservative system, there is an equilibrium point in which the oscillator has a periodic motion around it. However, for a nonconservative system, the oscillation starts based on the assumed initial conditions and, then, the total Figure 5 . The phase plane diagram obtained by Akbari-Ganji's Method (AGM), Improved AGM (IAGM), and numerical method for Example 1, A = 1:5. energy of the system gradually decreases due to existing damping in the system. As can be seen, in the phase plane diagram (see Figure 5 ), the velocity of the system gradually decreases and, eventually, the oscillator comes to rest.
In the following, to investigate the e ciency of AGM with respect to the non-zero initial velocity, the initial conditions are assumed as u(0) = 0:2 and _ u(0) = 2. After solving Eq. (11) for the mentioned system parameters, the following solution is achieved: u(t)= 0:46959e 0:50727t cos(4:46856t+1:130834): (32) The above solution and its phase plane diagram are depicted in Figures 6 and 7 , respectively. As can be seen, there is good agreement between the solution achieved by AGM and the numerical results. For the current problem and the same physical parameters, Nourazar and Mirzabeigy [18] As is depicted in Figure 10 , the above solution has low accuracy. Similar to Example 1, the solution obtained by AGM is improved by the VIM. For the current problem, the Lagrange multiplier is as follows:
() = sin(0:9219( t)) 0:9219 e 0:3875( t) :
Considering Eq. (40) as the zero-order solution (u 0 (t)) and substituting it into Eq. (13), the improved solution u 00 0 ()+ ( +u 0 ())u 0 0 ()+u 0 ()+u 2 0 () d: (42) Figures 10 and 11 , which show the comparison between the achieved solutions and the numerical method, reveal that the solution of AGM can be easily improved by the VIM. Figure 14 reveals that, by increasing the amplitude, the nonlinear frequency decreases. In addition, for a speci c value of amplitude, increasing results in a smaller frequency. Regarding Figure 15 , it can be seen that, by increasing the amplitude, damping ratio decreases rstly and, then, increases. Moreover, for a speci c value of the amplitude, by increasing , the damping ratio increases. The investigations showed that, for A > 0:8, the obtained solution in Eq. (50) has low accuracy. For instance, if the amplitude is selected as A = 1, the following solution will be obtained by AGM: u(t) = 1:02e 1:5t cos(7:5t 0:1974):
(52)
The above solution, which is compared with the numerical solution in Figure 16 the Lagrange multiplier is obtained as follows:
() = sin(7:9373( t)) 7:9373 e ( t) :
Considering Eq. (52) as the zero-order solution (u 0 (t)) and substituting it into Eq. (13), the improved solution (u IAGM ) can be obtained through the following correction functional: u IAGM (t)=u 0 (t)+ t Z 0 sin(7:9373( t)) 7:9373 e ( t) u 00 0 () + ( u 2 0 () + u 4 0 ())u 0 0 () + 2 u 0 () u 3 0 () "u 5 0 () d: (54) As is clear in Figures 16 and 17 , AGM improved solution (u IAGM ) is in good agreement with the numerical results. 
Conclusion
In this paper, Akbari-Ganji's Method (AGM) was employed for solving three damped oscillatory systems with linear and nonlinear terms in damping coe cients. Considering a simple trial solution for the corresponding di erential equation and, then, by applying the initial conditions to the supposed answer, the main di erential equation, and its derivatives, the constant coe cients of trial solution can be determined. AGM is a very simple procedure, because it can be easily implemented and does not need to introduce a new independent variable, which is common in some analytical techniques such as harmonic balance method. Although AGM produces accurate solutions, in some problems, lower accuracy is achieved. In such cases, in contrast to the previously published papers proposed by a trial solution with higher-order terms, it was suggested that the solution obtained by AGM could be improved through the variational iteration method. The comparison of the results and those obtained by the numerical method con rmed the correctness and usefulness of the approach. Hence, AGM can be extended to other strong nonlinear problems with or without damping terms and, if necessary, its accuracy can be easily improved. 
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