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Abstract
We give expansions for the unbiased estimator of a parametric function of the mean vector
in a multivariate natural exponential family with simple quadratic variance function. This
expansion is given in terms of a system of multivariate orthogonal polynomials with respect to
the density of the sample mean. We study some limit properties of the system of orthogonal
polynomials. We show that these properties are useful to establish the limit distribution of
unbiased estimators.
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1. Introduction
First of all, we introduce some notation and basic facts about exponential families.
Let Mdd be the space of all the real square matrices of order d; and denote
GLðdÞCMdd all the invertible matrices ofMdd : Given a matrix M ¼ ðmijÞAMdd
we denote Diag M ¼ ðm11; m22;y; mddÞtARd : We denote by N the set of all the
non-negative integers. For k ¼ ðk1;y; kdÞtANd ; we denote jkj ¼ k1 þ?þ kd and
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k! ¼ k1!k2!?kd !: ei is the ith canonical vector of Rd : The usual inner product in Rd is
/a; bS ¼Pdi¼1 aibi: Given two vectors a; bARd ; we deﬁne ab ¼ ab11 ?abdd :
Let BðRdÞ be the Borel s-algebra on Rd : The Laplace transform of a Radon
measure, m; on ðRd ;BðRdÞÞ is
LmðyÞ ¼
Z
exp/y; xS dmðxÞ:
Let Y be the largest open set in Rd for which LmðyÞoþN: Then, the natural
exponential family (NEF) generated by the measure m is
Fm ¼ fexpf/y; xS kmðyÞg; yAYg;
where kmðyÞ ¼ log LmðyÞ: It can be easily shown that the mean and variance function
of the family are, respectively, mðyÞ ¼ k0mðyÞ and VðyÞ ¼ k00mðyÞ; where k0m and k00m
denote the gradient vector and the Hessian matrix of km; respectively. As VðyÞ ¼
k00mðyÞ is a positive-deﬁnite matrix, the inverse function of k0m is well deﬁned and will
be denoted by c: This property allows a reparametrization of the family in terms of
the mean vector m ¼ ðm1;y; mdÞt: Thus, the densities of the family with respect to
the measure m are
fmðx;mÞ ¼ expf/cðmÞ; xS kmðcðmÞÞg; mAMF ;
where MF ¼ mðYÞ is called the mean space. The variance function in terms of the
mean is VðcðmÞÞ ¼ ½c0ðmÞ1: For simplicity, hereafter, we denote the variance
function by VðmÞ ¼ ðVijðmÞÞ1pi;jpd : It is well known, that the pair ðVðmÞ;MF Þ
characterizes the NEF among other NEFs. The moments rkðmÞ ¼ Em½Xk exist for
any kANd and are obtained by the recurrence relation
rkþeiðmÞ ¼ mirkðmÞ þ
Xd
j¼1
VijðmÞ@rkðmÞ
@mj
; i ¼ 1;y; d; kANd ;
r0ðmÞ ¼ 1: ð1Þ
A multivariate NEF is said to be a NEF with simple quadratic variance function
(SQVF) if its variance function is of the form
VðmÞ ¼ ammt þ BðmÞ þ C;
where aAR; B :Rd-Mdd is a linear function, and CAMdd : The real number a is
called the principal coefﬁcient of the family.
Morris [9] classiﬁed all the NEF–SQVF families in the one-dimensional case.
This classiﬁcation comprises some of the most common distributions like
normal, Poisson, binomial, gamma, negative binomial, and generalized hyperbolic
secant (GHS) distributions. More generally, Casalis [3,4], classiﬁed all the
NEF–SQVF families in Rd ﬁnding 2d þ 4 types, which are the d þ 1 types of
Gaussian–Poisson families, see also [6], the d þ 1 types of negative multinomial–
gamma–Gaussian families, the multinomial family and the hyperbolic family.
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We recall that given a measurable function f :Rn-Rm; and a measure m deﬁned
on ðRn;BðRnÞÞ; the image measure induced by f; fm; deﬁned on ðRm;BðRmÞ is
deﬁned by fmðBÞ ¼ mðf1ðBÞÞ; for BABðRmÞ: In particular, given a matrix A; we
denote the linear transformation of m by A; Am; as the measure Am ¼ xm where
x : x-Ax: Given a set of probabilities, F ; we denote AF ¼ fAm : mAFg:
Given AAGLðdÞ; the linear transformation of the NEF–SQVF family Fm by A;
denoted AFm; is also a simple NEF–SQVF family with the same principal coefﬁcient
a: A special subclass of this family is the diagonal NEF–QVF studied by Bar-Lev
et al. [1]. In fact, in this paper we give full proofs of our results for diagonal families
and then we extend these results to the general case.
Some relations between F and AF are given in the next lemma, whose proof can be
found in [8].
Lemma 1.1. Let F be a NEF–SQVF family and AAGLðdÞ; then
1. If m generates F ; then Am generates AF :
2. kAF ðyÞ ¼ kF ðAtyÞ:
3. MAF ¼ AMF :
4. cAF ðmÞ ¼ ðAtÞ1cF ðA1mÞ:
5. VAF ðmÞ ¼ AVF ðA1mÞAt:
6. fmðx;m0Þ ¼ fAmðAx; Am0Þ where the f stands for the density of the elements of F
(resp. AF ) respect to m (resp. Am).
More details and results about natural exponential families can be found in [2,7].
In this paper, we consider the problem of unbiased estimation of a real function of
the mean vector of a NEF–SQVF, hðmÞ: We obtain in Section 3 an expansion for the
minimum variance estimator of hðmÞ: This expansion is given in terms of a system of
multivariate orthogonal polynomials with respect to the density of the sufﬁcient and
complete statistic (the sample mean of the observations). This system of polynomials
has been studied by Pommeret [11]. Our expansion generalizes the results given by
Morris [10], who studied the one-dimensional case and is closely related to the
expansions proposed by Pommeret [12]. This author used the orthogonal expansion
of the estimators to provide lower bound for their variances. Some other interesting
properties of the unbiased estimators can be derived from their orthogonal
expansions, like limit properties as it is shown in Section 4. To derive limit
properties of the estimators, it is necessary to study ﬁrstly limit properties of the
orthogonal polynomials. This study can be found in Section 2.
2. Orthogonal polynomials in the multivariate NEF–SQVF
Given a multivariate NEF–SQVF family with densities fmðx;mÞ; mAMF ; we
consider the following space of real functions deﬁned on Rd :
L2m ¼ fT :Rd-R;
Z
jTðxÞj2fmðx;mÞ dmðxÞoþN; mAMFg:
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As it is usual in the theory of L2-spaces we will consider two functions T1; T2AL2m
to be equivalent (or the same) if mfT1aT2g ¼ 0: We introduce in L2m the inner
product /T1; T2Sm ¼
R
T1T2fm dm and its induced norm jjT jj2m ¼ /T ; TSm; then
ðL2m;/; SmÞ is a Hilbert space.
Given a matrix AAMdd ; consider the polynomials fPA;kgkANd deﬁned by
PA;kðx;m0Þ ¼ @
jkj
@ðAmÞk fmðx;mÞ

m¼m0
,
fmðx;m0Þ; ð2Þ
where the symbol @
jkj
@ðAmÞk means ‘‘derivate n1 times with respect to ðAmÞ1; derivate n2
times with respect to ðAmÞ2; and so on’’. Here, ðAmÞi stands for the ith component of
the vector Am: Provided that fmðx;mÞ is inﬁnitely differentiable, the order in which
the derivatives are taken is indistinct, so that the deﬁnition has no ambiguity. We will
denote Pkðx;m0Þ  PI ;kðx;m0Þ; where I is the d-dimensional identity matrix.
It can be easily checked that
PA;kðx;m0Þ ¼ P˜kðAx; Am0Þ; ð3Þ
where P stands for the polynomials associated to a family F ; and P˜ stands for the
polynomials in the transformed family AF : The second parameter indicates the mean
of the underlying density.
Morris [9], proved in the one-dimensional case that if Fm is a (simple) NEF–QVF,
the set of polynomials deﬁned in (2) is an orthogonal system of polynomials. In the
multidimensional case, we have the following theorem, given by Labeye–Voisin and
Pommeret [5].
Theorem 2.1. Let F be a multivariate NEF–SQVF, and m0AMF : If AAMdd is so
that AVðm0ÞAt is diagonal, then the associated system of polynomials fPA;kgkANd is
orthogonal in the sense of the measure induced by fmðx;m0Þ dm:
Our aim in this section is to study some properties of the polynomials deﬁned in
(2). These properties will be useful to establish some of the results of Sections 3 and
4. Our ﬁrst result concerns about the norms of the orthogonal polynomials
fPkgkANd : For that, we need the following lemma.
Lemma 2.1. Let F be a multivariate NEF–SQVF and mAMF such that VðmÞ is a
diagonal matrix. Then rkðmÞ is a polynomial of degree jkj and the coefficient of the
monomial with exponent k is
qk ¼
Yjkj1
j¼0
ð1þ jaÞ; ð4Þ
where a is the principal coefficient of the family.
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Proof. Let qk ¼ coefðrkðmÞ; kÞ; where for a polynomial pðmÞ; coefðpðmÞ; kÞ denotes
the coefﬁcient of the term containing mk:
As VðmÞ is a diagonal matrix, the recurrence formula for the moments given in (1)
is now
rkþeiðmÞ ¼ mirkðmÞ þ ViiðmÞ
@rkðmÞ
@mi
; i ¼ 1;y; d: ð5Þ
As the family has the SQVF property, ViiðmÞ ¼ am2i þlinear terms, and from (5), it
follows easily by induction that rkðmÞ is a polynomial of degree jkj: Also, equating
powers of the (kþ eiÞth degree in (5), we have
coefðrkþeiðmÞ; kþ eiÞ ¼ ð1þ akiÞ coefðrkðmÞ; kÞ;
or equivalently,
qkþei ¼ ð1þ akiÞqk;
from which (4) follows by recurrence. &
Note that in the case d ¼ 1 (4), we obtain the expression for the norm of the
orthogonal polynomials given by Morris [9].
Theorem 2.2. Let F be a multivariate NEF–SQVF, and m0AMF such that Vðm0Þ is a
diagonal matrix. Then,
(a) Pk is a polynomial in x of order k and the coefficient of the monomial of order k in
x is
lk ¼ ðDiag VÞk: ð6Þ
(b) The norms of the polynomials are given by the expression
jjPkðx;m0Þjj2m0 ¼ k!qklk
with qk as defined in (4).
Proof. (a) From (2) with A ¼ I ; we have
@jkj
@mk
fmðx;mÞ ¼ Pkðx;mÞfmðx;mÞ: ð7Þ
Taking partial derivatives with respect to mi in (7) and omitting arguments for
simplicity,
@jkjþ1fm
@mkþei
¼ @Pk
@mi
fm þ Pk @fm
@mi
;
from which,
Pkþei ¼
@Pk
@mi
þ PkPei ; i ¼ 1;y; d; kANd : ð8Þ
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Taking into account that Peiðx;mÞ ¼ ðxi  miÞ=ViiðmÞ; for i ¼ 1;y; d; and equating
terms in (8) with powers kþ ei in the variable x; we get
lkþei ¼ V1ii ðmÞlk; i ¼ 1;y; d; kANd ;
from which (6) follows by recurrence.
(b) From the relation
rkðmÞ ¼
Z
xkfmðx;mÞ dmðxÞ;
differentiating k times with respect to m (in the sense described previously), we have
@jkj
@mk
rkðmÞ ¼
Z
xkPkðx;mÞfmðx;mÞ dm: ð9Þ
Since rk is a polynomial in m of degree jkj; see Lemma 2.1, we get
@jkj
@mk
rk ¼ k!qk; ð10Þ
and, due to the orthogonality of Pk; we haveZ
xkPkðx;mÞfmðx;mÞ dm ¼ jjPkðx;mÞjj2l1k : ð11Þ
Combining Eqs. (9)–(11) we have the desired result.
A more general result is:
Theorem 2.3. Let F be a NEF–SQVF family, m0AMF ; and AAGLðdÞ such that A
diagonalizes Vðm0Þ: Then
jjPA;kðx;m0Þjj2 ¼ k!qklA;k;
where qk is given in (4), and lA;k ¼ ðDiag ðAVðm0ÞAtÞÞk:
Proof. Using Lemma 1.1 we haveZ
PA;kðx;m0Þ2fmðx;m0Þ dmðxÞ ¼
Z
P˜kðAx; Am0Þ2fAmðAx; Am0Þ dmðxÞ
¼
Z
P˜kðx; Am0Þ2fAmðx; Am0Þ dAmðxÞ:
Since, in the family AF ; the variances–covariances matrix is diagonal at the point
Am0; the result follows by applying Theorem 2.2. &
The generating function of the polynomials fPkg is deﬁned as
Gðw; x;mÞ ¼
X
kANd
Pkðx;mÞ
k!
wk:
Hence the kth polynomial is the kth derivative of G (with respect to wÞ at w ¼ 0:
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An alternative expression for the generating function of the polynomials fPkg is
Gðw; x;mÞ ¼
X
kANd
Pkðx;mÞ
k!
wk ¼
X
kANd
@jkj
@mk
fmðx;mÞ
k!fmðx;mÞ w
k
¼
X
kANd
@jkj
@mk
fmðx;mþ wÞjw¼0
k!fmðx;mÞ w
k ¼ fmðx;mþ wÞ
fmðx;mÞ : ð12Þ
We deﬁne the multivariate Hermite polynomials as those whose generating
function is
Gðw; xÞ ¼ expf/w; xS 1
2
/w;wSg:
It can be proved that the kth polynomial is a product of univariate Hermite
polynomials. Generalizing the one-dimensional case, we have that these polynomials
are orthogonal with respect to the measure induced by a multivariate normal
distribution Ndð0; IÞ:
We deﬁne the polynomials Qk;N as follows:
Qk;Nðz;mÞ ¼ l1k=2Njkj=2Pk;Nðmþ N1=2V 1=2z;mÞ; ð13Þ
where Pk;N stands for the polynomials associated to the density function of the
random vector %XBNEFðVðmÞ=N;MF Þ; with %X the mean of N independent random
vectors from a NEFðVðmÞ;MF Þ distribution. Hereafter, this density will be denoted
as fNðx;mÞ:
Theorem 2.4. Under the above conditions
Qk;Nðz;mÞ-HekðzÞ; N-N:
Proof. Let JNðw; z;mÞ be the generating function of the polynomials Qk;N ; then
JNðw; z;mÞ ¼
X
kANd
ðDiag VÞk=2Njkj=2
k!
Pk;Nðmþ N1=2V 1=2z;mÞwk
¼GNðN1=2V 1=2w;mþ N1=2V 1=2z;mÞ;
where GN denotes the generating function of the polynomials Pk;N : For simplicity, le
us denote C ¼ N1=2V 1=2; then from (12),
JNðw; z;mÞ ¼ GNðCw;mþ Cz;mÞ ¼ fNðmþ Cz;mþ CwÞ
fNðmþ Cz;mÞ : ð14Þ
To prove that each polynomial converges to the respective Hermite polynomial of
the same order, it is sufﬁcient to show that, as N-N; JN converges to
expf/w; zS 1=2/w;wSg; that is, the generating function of the multivariate
Hermite polynomials.
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Taking logarithms in (14), and using Eq. (12) we have
logJNðw; z;mÞ ¼Nf/mþ Cz;cðmþ CwÞ  cðmÞS
 ðkmðcðmþ CwÞÞ  kmðcðmÞÞg: ð15Þ
Expanding in power series taking into account that c0ðmÞ ¼ V1ðmÞ; we have
cðmþ CwÞ  cðmÞ ¼ VðmÞCwþ 1
2
c00ðmÞðCw; CwÞ þ oðN1Þ; ð16Þ
where c00ðmÞðu; uÞ represents a vector with d components, whose jth component is
utHjðmÞu with HjðmÞ ¼ ð@
2cjðmÞ
@mi@mj
Þi;j the Hessian matrix of cjðmÞ; (the jth component of
the function cðmÞ).
Note that k0mðcðmÞÞ ¼ m: Then, expanding again in power series, we obtain
kmðcðmþCwÞÞ  kmðcðmÞÞ ¼ ðCwÞtVðmÞmþ 12ðCwÞtðc00ðmÞmþ VðmÞÞðCwÞt
þ oðN1Þ; ð17Þ
where c00ðmÞm is the matrix whose ði; jÞth element is /@2cðmÞ@mi@mj;mS: Substituting (16)
and (17) in Eq. (15), after some elementary algebra, we have
log JNðw; z;mÞ ¼ wtz  12wtwþ OðN1Þ: &
This theorem can be generalized to the polynomials PA;k;N :
Theorem 2.5. If AAMdd is such that AVðm0ÞAt is a diagonal matrix, then
l1A;k=2N
jkj=2PA;k;Nðm0 þ N1=2V 1=2z;m0Þ-HekðV1=2AV 1=2zÞ; N-N:
3. Unbiased estimation in the multivariate NEF–SQVF
Let X1;y;XN be an i.i.d. sample from a multivariate NEF–SQVF with variance
function VðmÞ: The statistic %X ¼PNi¼1 Xi=N is sufﬁcient and complete and is
distributed as a multivariate NEF–SQVF with variance function VðmÞ=N: Let
fNðx;mÞ be the density function of %X; with respect to the measure mN ¼
ðm*?*mÞ=N: Let L2m;N be the space of real functions deﬁned on Rd which
are square-integrable with respect to the measure fNðx;mÞ dmNðxÞ: Let /; Sm;N
and jj  jjm;N be, respectively, the natural inner product and its associated norm
in L2m;N :
We say that a real function of the mean, hðmÞ; is UMVU estimable for the sample
size N if there exists a function TA
T
mAMF L
2
m;N satisfying Em½Tð %XÞ ¼ hðmÞ; for all
mAMF : We denote by UN the set of all the UMVU estimable functions for the
sample size N: Let hAUN and m0AMF (ﬁxed). Let TNð %XÞ be the unbiased estimator
of h for the sample size N; and A ¼ Aðm0Þ a matrix that diagonalizes Vðm0Þ; that is
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to say AVðm0ÞAt is diagonal. By deﬁnition, TNAL2m0;N then TN admits an expansion
of the form
TNðxÞ ¼
X
kANd
aN;kðm0Þ
jjPA;k;Nðx;m0Þjj2m0
PA;k;Nðx;m0Þ; ð18Þ
where PA;k;N are the orthogonal polynomials associated to fNðx;mÞ; and the
coefﬁcients aN;k are
aN;k ¼/TN ; PA;k;NSm0 ¼
Z
TNPA;k;Nfm dmN ¼
Z
TN
@jkj
@ðAmÞk fN

m¼m0
dmN
¼ @
jkj
@ðAmÞk
Z
TNfN dmN
	 

m¼m0
¼ @
jkj
@ðAmÞk hðmÞ

m¼m0
: ð19Þ
If we deﬁne gðmÞ ¼ hðA1mÞ; then we can rewrite (19) as
/TN ; PA;k;NSm0 ¼ gðkÞðAm0Þ;
where gðkÞ  @jkj
@mk
g:
From Theorem 2.3, the norms of the orthogonal polynomials are
jjPA;k;Nðx;m0Þjj2 ¼ k!qk;NlA;kN jkj;
where
qk;N ¼
Yjkj1
j¼0
1þ j a
N
 
: ð20Þ
Then the orthogonal expansion of the unbiased estimator of h is
TðxÞ ¼
X
kANd
gðkÞðAm0Þ
k!qk;NlA;kN jkj
PA;k;Nðx;m0Þ: ð21Þ
Note that, due to the unicity of the UMVUE, this expression does not depend on the
chosen point m0:
From expression (21), using the orthogonality property of the polynomials, we get
Varm0ðTð %XÞÞ ¼
X
kANdf0g
ðgðkÞðAm0ÞÞ2
k!qk;NlA;kN jkj
: ð22Þ
Note from expression (22) that, if hAUN0 ; then hAUN for all NXN0:
4. Asymptotic properties
We will derive some asymptotic properties of the unbiased estimators from the
orthogonal expansion (21). We will assume in this section that m0 is the true
(although unknown) value of the parameter m:
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For simplicity, we shall provide full details only for the case in which A ¼ I : In this
case, Vðm0Þ is a diagonal matrix. The general case in which A is not the identity can
be worked out similarly, and is given in Theorem 4.4.
Let hAUN ; for some NAN: Given jAN; we deﬁne the remainder of order j:
Rj;Nð %X;m0Þ ¼
X
jkjXj
hðkÞðm0Þ
k!qk;NlkN jkj
Pk;Nð %X;m0Þ:
If N is large enough, it is reasonable to think that the remainder converges, in some
sense, to zero. Concretely, we have the following result:
Theorem 4.1. Let X1;y;XN be a random sample from a NEF–SQVF family, h
an UMVU-estimable function, and m0 so that Vðm0Þ is a diagonal matrix. Let TN
be the UMVUE of h and Rj;N the remainder of order j of the expansion of TN : If
aoj=2; then
NaRj;Nð %X;m0Þ-
Pm0
0; N-N;
where the symbol -
Pm0
stands for convergence in probability.
Proof. Using Tchebychev’s inequality we have
Pm0ðNa j Rj;Nð %X;m0Þ j4eÞp
N2a
e2
Varm0 ; ðRj;Nð %X;m0ÞÞ
¼N
2a
e2
X
jkjXj
ðhðkÞðm0ÞÞ2
k!qk;NlkN jkj
:
We will prove that the last term converges to zero as N-N: First note that the
sequence
wk ¼ N
jkj
0 qk;N0
N jkjqk;N
( )
jkjXj
is decreasing in k for NXN0 in the sense that, if k1pk2 (lexicographical order), then
wk1Xwk2 : To prove this, it is sufﬁcient to show that wkþeipwk; for i ¼ 1;y; d;
kANd : For NXN0 we have
wkþei ¼
N
jkjþ1
0 qkþei ;N0
N jkjþ1qkþei ;N
¼ N
jkj
0
N jkj
N0qk;N0
Nqk;N
ð1þ N10 ajkjÞ
ð1þ N1ajkjÞ
¼wk N0
N
ð1þ N10 ajkjÞ
ð1þ N1ajkjÞ ¼ wk
ðN0 þ ajkjÞ
ðN þ ajkjÞpwk:
Proof. If jkjXj; then there exists k0 with jk0j ¼ j and k0pk: Let k0ANd such that
wk0 ¼ maxjkj¼j wk:
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It is obvious that, for all k with jkjXj; we have wkpwk0 : Thus
N2a
e2
X
jkjXj
ðhðkÞðm0ÞÞ2
k!qk;NlkN jkj
¼N
2a
e2
X
jkjXj
ðhðkÞðm0ÞÞ2
k!qk;N0 lkN
jkj
0
qk;N0N
jkj
0
qk;NN jkj
pN
2a
e2
X
jkjXj
ðhðkÞðm0ÞÞ2
k!qk;N0 lkN
jkj
0
qk0;N0N
j
0
qk0;NN
j
p N
2aj
e2qk0;N
N
j
0qk0;N0
X
jkjXj
ðhðkÞðm0ÞÞ2
k!qk;N0 lkN
jkj
0
¼N
2aj
qk0;N
N
j
0qk0;N0VarN0ðRjð %X;m0ÞÞ -
N-N
0;
using that aoj=2 and qk0;N-1 as N-N: This completes the proof. &
Theorem 4.2. If j is the minimum positive integer such that there is a kANd with jkj ¼ j
and hðkÞðm0Þa0 then
Nj=2fTNð %XÞ  hðm0Þg-L
X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!
HekðZÞ
with ZBNdð0; IÞ:
Proof. From expression (21) we have
Nj=2fTNð %XÞ  hðm0Þg
¼
X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!qk;NlkNj=2
Pk;Nð %X;m0Þ þ Nj=2Rjþ1;Nð %X;m0Þ ¼ W1 þ W2:
From Theorem 4.1, the term W2 converges in probability to zero. Consequently, by
the Slutzky’s Lemma, the limit distribution of Nj=2fTNðXÞ  hðm0Þg and W1 are the
same.
Proof. The term W1 can be written in terms of the polynomials Qk;N ; deﬁned in (13)
as
W1 ¼
X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!qk;N
Qk;NðN1=2V1=2ð %X m0Þ;m0Þ:
Let us denote
jNðzÞ ¼
X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!qk;N
Qk;Nðz;m0Þ;
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then by Theorem 2.4, and using that qk;N-1 as N-N;
jNðzÞ-
X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!
HekðzÞ;
from which
W1-
L X
jkj¼j
hðkÞðm0ÞðDiag VÞk=2
k!
HekðZÞ; ZBNdð0; IdÞ:
In particular, we have the following result which establishes the asymptotic
normality of the unbiased estimator. Let rh denotes the gradient vector.
Corollary 4.3. If rhðm0Þa0 then
N1=2fTNð %XÞ  hðm0Þg-L ðrhðm0ÞÞtV 1=2ðm0ÞZ; ZBNð0; IdÞ:
In the general case in which A is not the identity, we have the following result.
Theorem 4.4. Let AAGLðdÞ so that AVðm0ÞAt is diagonal, and denote gðmÞ ¼
hðA1mÞ: Let j be the minimum positive integer such that there is a kANd with jkj ¼ j
and hðkÞðm0Þa0 then
Nj=2fTNð %XÞ  hðm0Þg-L
X
jkj¼j
gðkÞðAm0ÞðDiag ðAVAtÞÞk=2
k!
HekðV1=2AV 1=2ZÞ:
Proof. Similar to the proof of Theorem 4.2, using Eq. (2.5).
In the one-dimensional case Theorem 4.4 becomes:
Theorem 4.5. If j is the first positive integer for which hðjÞðm0Þa0; then
Nj=2fTNð %XÞ  hðm0Þg-L hðjÞðm0ÞVðm0Þj=2j!1HejðZÞ;
with ZBNð0; 1Þ:
In particular, if j ¼ 1 we obtain the well-known property of asymptotic normality
(and asymptotic efﬁciency) for the UMVU estimator in the one-dimensional case, see
Portnoy [13],ﬃﬃﬃﬃ
N
p
fTNð %XÞ  hðm0Þg-L h0ðm0ÞVðm0Þj=2Z; ZBNð0; 1Þ:
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