Aiming at predicting the key economic and technical indicators (Granularity and Ore content)in the grinding production process, the extreme learning machine (ELM) soft-sensor model with different activation functions on grinding process optimized by improved black hole (BH) algorithm was proposed. Based on the selected auxiliary variables for the soft-sensor model of the grinding, the KPCA method is used to reduce the dimensionality of the high-dimensional data. In order to investigate the influence of different activation functions on the prediction accuracy of the ELM model, seven continuous function (Arctan, Hardim, Morlet, ReLu, Sigma, Sin and Tanh) are used as the activation function of the ELM neural network to establish soft-sensor models respectively. For the shortcomings that ELM model weights and offset values are arbitrarily given so as to result in the low prediction accuracy and low reliability, an improved BH algorithm based on the golden sine operator and the Levy flight operator (GSLBH) was used to optimize the parameters of the ELM neural network. Simulation results show that the model has better generalization and prediction accuracy, and can meet the real-time control requirements of the grinding process.
I. INTRODUCTION
In the process of processing iron ore, the grinding and classifying process is a very important step in the industrial process of the concentrator. This process is to grind ore with different sizes to a certain particle size, and to separate useful minerals and impurity minerals so that these minerals are dissociated into monomers, which is beneficial to mineral selection. Therefore, some production indicators (granularity, impurity content, iron content) during the grinding process will have a great impact on the subsequent operations (especially for flotation operation) and even the economic and technical indicators of the entire concentrator [1] . The grinding process is complicated and affected by many factors, including changes The associate editor coordinating the review of this manuscript and approving it for publication was Zhipeng Cai . in ore characteristics entering the circuit, ore hardness, particle size distribution, mineral composition, the flow rate of water into the circuit and changes in the properties of the vortex feed slurry, etc. The grinding process is characterized by serious non-linearity, strong coupling, and large lag. Due to field conditions and lack of mature detection devices, some key economic and technical indicators (grinding size and iron content) of the grinding process are difficult to obtain in real time, and it is difficult to achieve direct quality closedloop control [2] - [5] . The soft-sensor method can effectively solve the problem of estimating process quality indicators that are difficult to measure online [6] . So many experts and scholars have applied soft-sensor methods to industrial processes [7] - [10] .
In view of the complicated grinding and classifying process, many experts and scholars have proposed various soft-sensing models to predict different production indicators. In the early research of soft-sensing modeling of the grinding process, due to the limitations of theoretical knowledge and computing equipment, some experts tried to analyze the entire grinding process clearly and adopt the algebraic equations or differential equations to establish a mechanism model as a soft-sensor model of the grinding process to predict the ore granularity [11] - [13] . When modeling the mechanism, it is necessary to assume that all working conditions are ideal. But in the actual industrial production process, the industrial production environment is subject to all kinds of unknown disturbances all the time, which will lead to a large error when tracking a certain industrial production index with the method of mechanism modeling. In order to make the soft-sensing model based on mechanism modeling adapt to changes in various environments, Sbarbaro et al. introduced the adaptive weight parameters in the mechanism model for the first time [14] , so that the mechanism model has a certain ability to adapt to changes in industrial environments. However, due to the poor robustness of the mechanism model, it still cannot cope with large changes in the industrial environment, and the prediction error of the model still cannot be maintained in a small range. Therefore, in recent years, few people have studied the mechanism based soft-sensor modeling methods. In order to make the soft-sensing model still maintain high prediction accuracy when the industrial environment changes, some experts use case-based reasoning (CBR) models to predict the granularity of the grinding process [15] , [16] . This method can cope with the changes of the industrial environment very well, and the calculation efficiency of this method is relatively high. However, this method requires accurate classification of samples during the training process, the characteristics of the data collected in a complex industrial environment are diverse, and it is difficult to effectively classify data samples with a more appropriate clustering algorithm, which will cause a large error when test samples are carried out case reuse operations, and the prediction accuracy of soft-sensing models is greatly reduced.
The use of neural networks to build a soft-sensing model of the grinding process shows great advantages. Neural networks only need to focus on the input and output of the model when building a soft-sensing model, and rarely focus on specific industrial processes. The neural network has strong generalization ability. Once a more suitable structure is determined, it is only necessary to adjust some parameters in the model to make it have better prediction accuracy. So many researchers are very willing to adopt neural network to set up the soft-sensing model of the grinding process to predict the various production indicators. Some researchers have used RBF neural network as a soft-sensing model and obtained some prediction results of ore granularity [17] , [18] . Support vector machine (SVM) is also a more commonly used soft-sensing modeling method [19] , [20] , but the accuracy of prediction is not very good. In order to improve the training accuracy of the soft-sensing model of neural network, Wang et al. used the shuffled frog leap algorithm (SFLA) to optimize the structural parameters of wavelet neural network [21] , which greatly improved the prediction accuracy of wavelet neural network. In order to take advantage of the prediction advantages of various neural network models, Shen et al. proposed a hybrid model based on three different neural networks [22] , and proposed a model switching indicator to determine which neural network model should be used to predict the granularity of the ore at a certain moment. However, this method has a higher calculation cost when training the model and reduces the work efficiency. Chai et al. proposed an online robust random vector functional link network (online robust RVFLN) [23] , which enhanced the adaptability of neural networks and achieved better prediction results. Some scholars use the extreme learning machine (ELM) to predict the ball mill fill level in the milling process [24] , [25] , but the error is large. So far, the use of ELM models to predict the ore granularity and pulp iron content in the grinding and classifying process is still relatively rare.
A single hidden layer feed-forward network (SLFN) can be used as a general-purpose approximator, and the extreme learning machine (ELM) is a type of SLFN [26] . ELM algorithm is a very efficient learning algorithm proposed by Huang et al. [27] . The neural network structure of the ELM model is similar to the BP neural network, but it has a fixed number of network layers, with only three layers, namely the input layer, the hidden layer, and the output layer. The weight w and bias p between the input layer and the hidden layer of the ELM model are given randomly. The weight between the hidden layer and the output layer is obtained by solving the least squares solution of the ELM neural network model. In recent years, ELM is often widely used to solve classification problems and regression problems due to its short training time, high execution efficiency, and strong generalization ability [28] , [29] . Zhang used the improved ELM model to classify images [30] , [31] , gas types [32] , and beverage types [33] , respectively, and all achieved better classification results. Li et al. used the improved ELM model to accurately predict the transient stability of power systems [34] , [35] . Because the training method of the ELM model is relatively fixed, the traditional ELM model can only enhance the generalization ability by increasing the number of neurons in the hidden layer. But increasing the prediction accuracy of a neural network by increasing the number of neurons is limited.When the number of neurons in the ELM model is large, its generalization ability may even be destroyed, so it is necessary to find other methods to improve the prediction performance of the ELM model. The ELM model is a type of neural network, which means that it can also adjust the weights and bias between the input layer and the hidden layer by finding the minimum value of the error function, so that the prediction accuracy of the ELM model is improved. Then natural heuristic algorithm with strong exploaration can also be used to find the optimal structural parameters corresponding to the minimum value of the ELM error function. In this paper, the ELM model is used to predict the ore granularity and pulp iron content during grinding and classifying process. The specific operation process is as follows:
(1) Considering the co-linearity and redundancy between the secondary variable, this paper first adoptes the KPCA method to perform dimensionality reduction on the data to reduce the complexity of the data and improve the data utilization rate.
(2) The improved black hole algorithm (GSLBH) is an optimization algorithm with strong global search ability [37] , in the process of training ELM, this paper will use GSLBH to optimize the error function of ELM, and find the weight w and bias p corresponding to the minimum value of the error function through GSLBH.
(3) Huang believes that any continuous function can be used as the excitation function of the ELM model [27] . In order to explore the influence of different excitation functions on the prediction accuracy of ELM models, seven continuous functions of Arctan, Hardim, Morlet, ReLu, Sigma, Sin, Tanh were used as the excitation functions of the ELM neural network, and these ELM models were optimized by GSLBH.
The simulation experiments are carried out to verify the prediction accuracy of the improved ELM model, and the computational cost of the improved ELM model is discussed. The structure of this paper is described as follows. The second section introduces the technique of grinding process and softsensor model. The third section introduces the ELM softsensor model with different activation functions. The fourth section performs experimental simulation and results analysis. The fifth section draws the conclusions.
II. TECHNIQUE OF GRINDING PROCESS AND SOFT-SENSOR MODEL A. TECHNIQUE OF GRINDING PROCESS
The grinding process of hematite in this paper is the research object, and the grinding and classifying process was described. The technique of the grinding process is shown in Fig. 1 . The grinding process generally consists of two parts. The first part is a closed-circuit grinding process consisted of a ball mill and a spiral classifier and the second part is a two-stage closed-circuit grinding process consisted of a twostage ball mill and a hydrocyclone. In Fig. 1 , u 1 indicates the frequency of the mine-feeding inverter, u 2 , u 3 and u 4 indicates the opening degree of the water valves, u 5 represents the frequency of the ore slurry pump inverter.
The rough-processed iron ore is put into a cylindrical ore bin, and then sent through a belt to a ball mill for grinding. At the same time, an appropriate amount of water needs to be added to the entrance of the ball mill to ensure that the ball mill can work normally. After a period of grinding, the ore slurry produced by the ball mill passes through the chute and enters the spiral classifier. Iron ore with a larger particle size settles faster in the classifier and is quickly sent to the chute on the top of the classifier as the it rotates, and the ore returns to one-stage ball mill through the chute to continue grinding. The remaining slurry in the classifier that contains only small-sized iron ore is called classifier overflow product. The overflow product enters the next fine sieving process. Classifier overflow slurry enters the mine pump pool after fine sieving process, the ore slurry in the pump pool is driven into the hydrocyclone by an electric pump. The hydrocyclone classifies the iron ore overflow slurry with particle size that meets the standards as the final product. Larger particles of ore enter the two-stage ball mill through the grit opening to continue grinding. The entire grinding and classifying process will repeat the above process.
B. SOFT-SENSOR MODELING OF GRINDING PROCESS
After careful analysis on the grinding process, ten process variables were selected as secondary variables for set up the soft-sensor model. The position for obtaining auxiliary variables is indicated in the corresponding position in the technique flowchart Fig. 1 and described in Table 1 . The circles in Fig. 1 represent the measuring instruments for different variables. The target variables of the soft-sensor model are the grinding granularity and iron content. Information of secondary variables and target variables are listed in Table 1 . The soft-sensor model data of the grinding process are listed in Table 2 .
The 10 process variables introduced above are used as the input of the soft-sensor model, the grinding granularity and iron content are used as the output, and the ELM neural network optimized by the improved black hole algorithm was used to fit the nonlinear relationship between the input and output variables, then the soft-sensor model of key economic and technical indicators in the grinding process was established, whose structure is shown in Fig. 2 .
C. DATA DIMENSION REDUCTION BASED ON KPCA METHOD
For neural network soft-sensing models, the excessive number of input vector dimensions makes the network topology large and the training process complicated [27] . At the same time, there may be redundancy between various variables, which will interfere with the prediction process of the neural network, so high-dimensional data information needs to be reduced. Thus, the KPCA method was adopted to realize the data reduction. KPCA is a kind of dimensionality reduction method based on kernel function. It uses the kernel function to perform non-linear mapping from low-dimensional space to high-dimensional space. In this high-dimensional space, linear dimensionality reduction is performed by PCA [38] .The specific process of KPCA dimension reduction is introduced as follows. Step 1: Calculate the kernel matrix. The output sample of KPCA is X = {x 1 , x 2 , · · · , x n }, X is the original data set containing 10 secondary variable, then each element in the kernel matrix can be expressed as:
where, 1 < i < n , 1 < j < n, and l1 is the kernel width.
Step 2: Centralize the kernel matrix. The calculation method to centralize the kernel matrix can be expressed as:
where, θ is an n-dimensional vector whose element values are all 1.
Step 3: Decompose eigenvalue. Let ϕ be a non-linear mapping. Then ϕ is used to transform input samples to feature space V , which is recorded as V = {ϕ(x 1 ), ϕ(x 2 ) ,. . . , ϕ(x n )}. Suppose the following equation holds:
Then in the feature space V , the covariance matrix C can be calculated by:
Step 4: Solve Eigenvalues and sort the eigenvalue vectors according to the size of the eigenvalues.The eigenvalues and eigenvectors of Eq. (4) satisfy: 
Step 5: Unitize eigenvectors. The mapping of sample ϕ(x i ) on v can be expressed as:
where, j k (x) is kth non-linear principal component of ϕ.
Step 6: Determine the contribution percentage of the principal components. Assuming that the number of extracted principal elements is m, the calculation of the cumulative contribution percentage E can be realized by:
Step 7: Calculate the load vector after the principal components are extracted.
The input data of the soft-sensor model of grinding process were processed by above KPCA method and the results are shown in Table 3 . It can be seen from Table 3 that the cumulative contribution percentage of the first 6 principal elements is already greater than 85%, so the first 6 principal components are used as the input of the ELM soft-sensor model. The complexity of the ELM neural network is greatly simplified, and the execution efficiency is also improved.
III. TECHNIQUE OF GRINDING PROCESS AND SOFT-SENSOR MODEL A. ELM NEURAL NETWORK
ELM is a neural network model with high learning efficiency proposed by Huang et al. [27] , which is a typical SLFN. The structure schematic diagram of the ELM model is shown in Fig. 3 .
Its structure is a fully connected structure, but it has only three layers, namely the input layer, the hidden layer, and the output layer. Let the ELM model have n neurons in the input layer, corresponding to n input variables, l neurons in the hidden layer, and m neurons in the output layer. The connection weight w between the input layer and the hidden layer can be described as:
The connection weight β between the hidden layer and the output layer can be described as:
where, β jk represents the connection weight between the jth neuron in the hidden layer and the kth neuron in the output layer.
Let the threshold of hidden layer neurons b as:
Let there be a training set of Q samples, the input matrix X and the output matrix Y are defined as:
Let the activation function of the hidden layer neuron be g(x). It can be seen from the structure information of the ELM model in Fig. 3 , the network output T can be calculated by:
where,
At this time, Eq. (14) can be expressed as:
where, T is the transpose of T . H is the hidden layer output matrix of the neural network, and its expression can be expressed as:
According to the theory described by Huang et al. [27] , when the number of hidden layer neurons is equal to the number of training set samples, for any w and b, the ELM model can approximate the value of the training sample with zero error, that is to say:
where, y j = [ y 1j y 2j · · · y mj ] T (j = 1, 2, . . . , Q). Because the training set sample Q is often large, in order to reduce the amount of calculations, the number of hidden neurons K is usually a number smaller than Q. the ELM model training error can approximate an arbitrary value ε > 0, that is to say:
When the activation function g(x) is infinitely differentiable, the parameters of the ELM model do not need to be fully adjusted, w and b can be randomly selected before training, and remain unchanged during the training process, and the connection weight β between the hidden layer and the output layer can be obtained by solving the least squares solution of the following equations, that is to say: The solution of the Eq (19) can be calculated by:
where, H + is the Moore-Penrose generalized inverse of the hidden layer output matrix H . From the above analysis, the weight w and bias b of the ELM model are randomly generated. Only the number of hidden layer neurons, the activation function and parameter β of the hidden layer neurons can be determined. The ELM model training process can be divided into the following steps:
1) Determine the number of neurons, randomly set the connection weight w between the input layer and the hidden layer and the offset value b of the hidden layer neurons.
2) Select an infinitely differentiable function as the activation function of the hidden layer neurons, and then calculate the hidden layer output matrix H .
3) Calculate the output layer weightsβ :β = H + T .
A large number of experiments show that the ELM model has fast learning speed and strong generalization ability. It can use not only many non-linear functions, but also nondifferentiable functions, and even some discontinuous functions can be used as activation functions.
B. IMPROVED BLACK HOLE ALGORITHM
The black hole (BH) algorithm is a new type of natural heuristic algorithm that is inspired by the laws of motion of celestial bodies like ''black holes'' in the universe. Xie and Wang introduced the golden sine operator and Levy flight operator (GSLBH) in the black hole algorithm, which greatly enhanced the exploaration of the black hole algorithm [36] . The Gold-SA algorithm (Gold-SA) is a mathematical heuristic algorithm with strong global search ability proposed by Tanyildizi et al. [39] . The continuous movement of points on a sine function is equivalent to the continuous scanning of points on a unit circle, which is similar to the process of agents in the natural heuristic algorithm searching for an optimal solution in a certain range of solution space. However, these agents are not searched according to the standard sine function trajectory, but a golden sine line proposed by Tanyildizi. The shape of this searching path in a two-dimensional space is shown in Fig. 4 [36] , and the red curve is the searching path.
In Gold-SA, the agents search the optimal solution according to the golden sine line described as follows.
x i (t + 1) = x i (t) * |sin(r 1 )| − r 2 * sin(r 1 ) * |m 1 * D − m 2 * x i (t)| (21) where, x i (t + 1) is the position of agent x i at the next iteration, x i (t) is the current position of the agent, r 1 is a random number between [0, 2π], r 2 is a random number between [0, π], D is the global optimal position in Gold-SA, m 1 and m 2 are coefficients obtained through the golden section method. These coefficients can reduce the search space and improve the search efficiency of particles, and make particles move from the current position to the target position. This searching mode shown in Eq. (21) may be named as a golden sine operator described as:
where, m 1 = −π + (1 − τ ) * π, m 2 = −π + τ * π. Here m 1 and m 2 are specified as constants. The remaining parameters in Eq. (22) have the same meanings as the parameters in Eq. (21) .
Levy flight was proposed by French mathematician Paul Levy. Many scholars have since found that the predation and hunting methods of most creatures are in line with the Levy flight process. It is generally believed that Levy flight can improve the efficiency and accuracy of predation [40] - [42] . The trajectory of Levy flight in a two-dimensional space is shown in Fig. 5 . The agents moved 1000 times in this two-dimensional space. The mechanism of Levy flight is long-term and short-distance migration, which increases the diversity of the population. The organic combination of short-distance and long-distance jumps greatly enhances the exploaration of the population [36] . By reducing the motion step of the Levy flight, the Levy flight becomes a local search operator with strong exploitation, and the improved Levy flight operator can be expressed as:
where, 0.015 is the step size control factor, which can ensure that agents search in a small area, sign(rand − 1 2) is three random numbers, whose values are −1, 0, 1, s is the step size vector for Levy flight, and ⊗ represents the multiplication among elements. The procedure of the improved black hole algorithm can be described as follows.
Step 1: Initialize the population. Let the initial population number be N . The agents position in the population is initialized by Eq. (24) .
where, Xi(t + 1) represents the position of the next iteration of the i-th agent, Xmax and Xmin represent the upper and lower boundaries of the particle, rand represents a random number between [0 , 1] so that agents can be uniformly distributed in the solution space.
Step 2: Find out the current optimal position. Calculate the fitness function value of the agent based on its current position. Let the function optimized by the improved algorithm be f (x), then the fitness of the agent can be calculated by:
Select the minimum value of the fitness value from these agents as the current optimal value Ggest . So the position corresponding to Ggest is the current optimal position Xgest for the agent search.
Step 3: Search the optimal solution. Let the agents move to the current optimal solution according to the black hole algorithm search principle shown in Eq. (26) .
Step 4: Perform the ''swallow'' operation of BH algorithm. In the black hole algorithm, an ''event horizon'' Rs is built around the agent corresponding to the optimal position Xgest , which is defined as:
The distance Di from other agents in solution space to Xgest is expressed by Euclidean distance:
When the distance from agent i to Xgest is greater than Di, the position of agent i does not change. When the distance from particle i to Xgest is less than Di, the agent ''disappears'' from the solution space. In order to keep the population of agents as N , a agent is randomly generated at any position in the solution space.
Step 5: Perform Levy flight operation. Let the agents in the solution space perform the Levy flight search operation according to Eq. (23).
Step 6: Perform golden sine operation. Let the agents in the solution space perform the golden sine search operation according to Eq. (22).
Step 7: Perform from Step 2 to Step 7 in a loop until the iteration conditions are met.
Step 8: Output the optimal position Xgest and solution Ggest found by the improved BH algorithm.
C. IMPROVED BLACK HOLE ALGORITHM TO OPTIMIZE ELM NEURAL NETWORK 1) IMPROVED BLACK HOLE ALGORITHM TO ADJUST STRUCTURAL PARAMETERS OF ELM NEURAL NETWORK
Since the weight w and bias b of the ELM model are randomly generated and the training method of the ELM model is relatively simple, this model can only improve prediction accuracy by increasing the number of hidden layer neurons and the prediction accuracy is limited. This paper attempts to use the improved black hole algorithm to find the minimum value of the ELM model training error function so as to obtain the weight w and bias b corresponding to the minimum value. This paper also try to find some activation functions that can improve the prediction accuracy of ELM model.
The training method of the ELM model is relatively simple. The weight w and bias b between the input layer and the hidden layer generally take random numbers between [0,1]. The weight β between the output layers of the hidden layer is obtained by obtaining the least square solution of min 
The improved black hole algorithm can be used to optimize the defined error function. The algorithm execution steps have been described in Section B of Part III, and the fitness function at this time is the error function. The argument of the error function is C. According to the structure of the ELM model, we can know that the number of parameters in C is (l × n + l), so the dimension of the search agent is (l × n + l). The optimal value finally found by the algorithm is the minimum value of the error function, and the parameters w and b corresponding to the minimum value are reasonable model parameters. The prediction error at this time has reached the minimum.
2) IMPROVED BLACK HOLE ALGORITHM TO ADJUST STRUCTURAL PARAMETERS OF ELM NEURAL NETWORK
The activation function g(x) of the ELM model is generally sigma function. According to the ELM model theory, the activation function g(x) in the neural network model can be any continuous function [27] . This paper selects 7 different continuous functions as the activation function of the ELM model for carry out simulation experiments. The expressions and function images of these seven functions are shown in Table 4 and Fig. 6 , respectively.
One thing needs special explanation here. When the activation function g(x) is a wavelet basis function Morlet, the function Morlet can be expressed as:
where, a j is the scaling factor of the Morlet function, which is also the parameter that needs to be adjusted. When the algorithm optimizes the ELM model, it is necessary to adjust not only w and b, but also the scaling factor a. The dimension of the searching agents becomes (l × n + 2l). For other activation functions, the dimensions of the search particle should remain the same as those specified in the previous section.
3) ALGORITHM FLOWCHART
The pseudo code of the ELM model optimized by the improved black hole algorithm is shown as follows. Determine the number of neurons in the ELM model. Establish the error function in Eq. (29) based on the grinding process and the determine dimensions of the space.
For i = 1 : iter Initialize the position of the population according to Eq. (24)(C i = [w 1 , ... , bl] 1×(l×n+l) ).
Input the population C of the coordinate and the training sample set M into the error function of Eq. (29) and calculate the its fitness value.
Perform the black hole search operation according to the Eq. (26) .
Perform the ''swallow'' operation of the black hole algorithm.
Perform the Levy flight search operation according to Eq. (23).
Perform golden sine search operation according to Eq. (22).
End For Get the optimal position Cbest = [w 1best , ..., blbest ] 1×(l×n+l) corresponding to the optimal fitness value of error function.
Determine the parameter β between the hidden layer and the output layer by w best , bbest and Eq. (20) .
Input the test sample into the trained ELM model to obtain the test result.
Evaluate prediction results. The algorithm flowchart of the ELM model optimized by the improved black hole algorithm is shown in Fig. 7 .
IV. SIMULATION EXPERIMENT AND RESULT ANALYSIS
In this paper, simulation experiments are carried out with the background of grinding process of a beneficiation plant. Hematite is the main processing material in this beneficiation plant. The technique principle of the hematite grinding process has been introduced in details in the second section. After grinding and classifying process, the size of the ore will meet the specified production requirements. Seven kinds of ELM neural network soft-sensor models (GSLBH-ELM) based on improved black hole algorithm with different activation functions will be established to predict the iron content and grinding granularity that reach 200 mesh (0.0074mm) content during the grinding process. In order to clearly indicate the prediction accuracy of each soft-sensor model, four quantitative indicators are selected to evaluate the prediction accuracy. The calculation of these four indicators is shown in Table 5 , whereŷ represents the predicted value of the soft-sensor model and y represents the actual output of the test samples. Among these indicators, the first three indicators MPE, MNE, RMSE are used to reflect the deviation between the predicted value and the true value. R 2 is adopted to evaluate the degree of fit of the soft-sensor model. This indicator is a number between [0, 1], and the larger its value, the better the prediction curve fits.
The production data of grinding process are collected during the one-month, and 1000 sets of experimental samples are selected. These sample sets are divided into 900 training samples and 100 test samples. The training samples are used to train the ELM model, and the test samples are used to test whether the prediction accuracy of the soft-sensor model is accurate. The input variables of the ELM model are reduced to 6 by KPCA dimensionality reduction method. Therefore, the number of input neurons in ELM is 6, the number of hidden layer neurons is 8, and the number of output layer neurons is 1, which is the iron content or grinding granularity.
In order to explore which of the two search operators has a significant effect on the black hole algorithm, this paper compares the prediction results of the original ELM model, ELM optimized by black hole algorithm (BH-ELM), ELM model optimized by black hole algorithm with golden sine operator (GSBH-ELM), and ELM model optimized by black hole algorithm with golden sine operator and Levy flight operator (GSLBH-ELM) to illustrate the optimization ability of GSLBH on the ELM model. The population of these three types of black hole algorithms is set to 30 and the number of iterations is set to 100.
A. PREDICTION RESULTS AND ANALYSIS ON GRINDING GRANULARITY Fig. 8 to Fig. 15 reflect the prediction results of the ore granularity by adopting four soft-sensor models (ELM, BH-ELM, GSBH-ELM, and GSLBH-ELM) under 7 different activation functions. All figures of Fig. 8 to Fig. 15 are divided into two sub-figures (a), (b) to show the predictive results and predictive errors, Fig. 15 shows the fitness convergence curves under different algorithms to optimize ELM soft-sensor for predicting grinding granularity. The quantitative indicators of seven soft-sensor models for predicting ore granularity are listed in Table 6 , which are the average of 10 simulation experiments. Seen from the simulation results in Fig. 8 to Fig. 14 and the numerical results in Table 5 , when predicting the grinding granularity, after the optimization algorithm adjusts the parameters of the ELM model, the prediction accuracy of all ELM models have been improved. But for different activation functions, the optimization effect of the algorithm is different, and exploaration abilities of BH, GSBH, and GSLBH are also different. It can be seen form Fig. 15 that the optimization ability of GSLBH is significantly better than GSBH, and the optimization ability of GSBH is significantly better than BH, which leads to the results of the 7 groups of experiments that the prediction accuracy of GSLBH-ELM is significantly better than GSBH-ELM and BH-ELM. At the same time, Some phenomena can also be observed. The global search ability of the pure BH algorithm is poor, and it is easy to fall into the local optimal solution, which leads to the poor fitting effect of some BH-ELM, and some results have worse prediction accuracy than the original ELM model, such as the BH-ELM model where the activation function is sin. When the activation function is different, the optimization results of the algorithm for the ELM model are also different. From the quantitative indicators listed in Table 5 , it can be seen that GSLBH-ELM has better optimization results for ELM models whose activation functions are sigma, sin, arctan, and Morlet. When the activation function is arctan, the prediction accuracy of GSLBH-ELM is the highest. From all the above results, the golden sine operator improves exploaration ability of the BH algorithm, and the Levy flight operator further enhances exploitation ability of the BH algorithm in a certain range. Two operators make the prediction ability of GSLBH-ELM for grinding granularity greatly enhanced. Fig. 23 shows the fitness convergence curves under different algorithms to optimize ELM soft-sensor for predicting the ore iron content. The quantitative indicators of seven soft-sensor models for predicting ore granularity are listed in Table 7 , which are the average of 10 simulation experiments.
From the simulation results in Fig. 16 to Fig. 22 and the numerical results in Table 6 , when predicting the ore iron content, after the optimization algorithm adjusts the parameters of the ELM model, the prediction accuracy of all ELM models have been improved. But for different activation functions, the optimization effect of the algorithm is different, and exploaration ability of BH, GSBH, and GSLBH are also different. It can be seen form Fig. 23 that the optimization ability of GSLBH is similar to that of GSBH, and the optimization ability of GSLBH and GSBH is significantly better than BH, which led to the results of the 7 groups of experiments showing that the prediction accuracy of GSLBH-ELM and GSBH-ELM was significantly better than that of BH-ELM.
At the same time, some phenomena can also be observed, the global search ability of the pure BH algorithm is poor, and it is easy to fall into the local optimal solution, which results in many BH-ELM fitting effects are poor, and the prediction accuracy is even worse than the original ELM model, such as the BH-ELM model where the activation function are sin and thah. From the quantitative indicators in Table 6 , it can be seen that when the activation function is different, the optimization results of the algorithm for the ELM model are also different. In addition to the hardlim function, the GSLBH-ELM is more ideal for ELM models with other activation functions, and the prediction accuracy is higher. When the activation function is sin, GSLBH-ELM has the highest prediction accuracy. Based on the above experimental results, when predicting the iron ore content, the golden sine operator plays a leading role in the optimization performance of the BH algorithm.
Levy flight has a small improvement in the optimization ability of the BH algorithm. This improvement has greatly enhanced the ability of GSLBH-ELM to predict the iron ore content.
Combining all the above experimental results can lead to such a conclusion, although the optimization effect of the improved black hole algorithm on ELM models with different activation functions will be different, after the parameters of the ELM model are adjusted using the algorithm, the prediction ability of the ELM model for the production index of the grinding process will be greatly improved.
C. COMPUTATIONAL COST ANALYSIS
In order to investigate whether the implementation efficiency of the proposed ELM meets the actual industrial environment, this paper tests the training time of various ELM models.
The test results are shown in Table 8 and Table 9 , and the time unit is seconds (s).
Seen from the experimental results, the length of the training time of the ELM model predicting the two production indicators is very similar. In the case of different excitation functions, the training time of the simple ELM model is basically the same, which are very short. When an optimization algorithm is used to adjust the structural parameters of the ELM model, the training time of the ELM model whose excitation function is Morlet function is obviously longer than the training time of other ELM models, because the ELM model not only needs to optimize its own structural parameters, it also needs to optimize the scaling factors a j mentioned in Section C of Part III, which will increase the solution space dimension of the optimization algorithm and make the search time of the optimization algorithm longer. Because the execution process of the two operators takes time, the training time of GSBLB-ELM is longer than that of GSBH-ELM, and the training time of GSBH-ELM is longer than that of BH-ELM. According to the experimental results in Table 8 and Table 9 , the training time of GSLBH-ELM with Morlet function is the longest, and the training time is 3.053s and 3.1265s respectively. In the process of industrial soft-sensing modeling, the training time of the model is generally not allowed to exceed 60s, and the calculation cost of GSLBH-ELM is still within the specified range. Therefore, the improved ELM soft-sensing model proposed in this paper is suitable for monitoring the production indicators of the grinding process in actual industrial production. 
V. CONCLUSION
This paper first introduces the grinding and classifying process in details. After carefully analyzing the ore processing process in combination with a certain background of grinding process and certain theoretical knowledge, ten process variables were selected as secondary variables to predict the granularity and iron content of the grinding process. Then the KPCA method was adopted to carry out the data dimension reduction. Then the ELM neural network was used to set up the soft-sensor model and 7 different continuous functions are selected as the ELM activation functions. An improved black hole algorithm was used to optimize these 7 different soft sensor model, and then these models were used to predict the granularity and iron content of the grinding process. Through simulation experiments, this paper can draw the followed conclusions.
(1) After using BH and improved BH to optimize the weight w and bias b of the ELM model, the ELM model will show different prediction accuracy, where the prediction accuracy of GSLBH-ELM is better than the prediction accuracy of GSBH-ELM, BH-ELM and ELM. (2) When the ELM model uses different activation functions, its prediction results for the two production indicators will also be different. When the ore granularity is predicted, the ELM model with the arctan function as the activation function has the highest prediction accuracy, and the RMSE of GSLBH-ELM reaches 0.057468. When pulp iron content is predicted, the ELM model with the sin function as the activation functions has the highest prediction accuracy, and the RMSE of GSLBH-ELM reaches 0.19483. (3) Although using optimization algorithms to optimize the parameters of the ELM model increases the computational cost, the added cost is still within an acceptable range. The industrial environment of the grinding and classifying process is very complicated, and the industrial status may change at any time, the future work is mainly divided into two parts. (1) Based on the work that has been done, we try to improve the structure of the ELM model and introduce some adaptive technologies (such as moving window, just-in-time) so that it can maintain a good generalization ability when the industrial state changes. (2) In the database of the grinding grading process, a large number of samples have not been labeled. In the future work, the semi-supervised model of ELM will be studied, so that these unlabeled samples can also be used to predict the production indicators of the grinding process.
