In a previous paper, we presented conjectures of the recurrence relations with constant coefficients for the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types. In this paper we present a proof for the Laguerre and Jacobi cases. Their bispectral properties are also discussed, which give a method to obtain the coefficients of the recurrence relations explicitly. This paper extends to the Laguerre and Jacobi cases the bispectral techniques recently introduced by Gómez-Ullate et al. to derive explicit expressions for the coefficients of the recurrence relations satisfied by exceptional polynomials of Hermite type.
Introduction
The exceptional orthogonal polynomials have seen remarkable developments in recent years in connection with exactly solvable quantum mechanical systems in one dimension [1] - [30] (and the references therein). The exceptional orthogonal polynomials {P n (η)|n ∈ Z ≥0 } satisfy second order differential or difference equations and form a complete set, but there are missing degrees, by which the constraints of Bochner's theorem and its generalizations [31, 32] are avoided. We distinguish the following two cases; the set of missing degrees I = Z ≥0 \{deg P n |n ∈ Z ≥0 } is case (1): I = {0, 1, . . . , ℓ − 1}, or case (2) I = {0, 1, . . . , ℓ − 1}, where ℓ is a positive integer. The situation of case (1) is called stable in [8] . By applying the multi-step Darboux transformation [33] to the quantum mechanical systems described by the classical orthogonal polynomials, various exceptional orthogonal polynomials with multiindices can be obtained. The choice of the seed solutions of the Darboux transformation leads to case (1) or case (2) . When the eigenstate or pseudo virtual state wavefunctions are used as seed solutions, we obtain case (2) [17, 27] . When the virtual state wavefunctions are used as seed solutions, we obtain case (1) and call them multi-indexed orthogonal polynomials [11, 26, 25] .
The ordinary orthogonal polynomials {P n (η)|n ∈ Z ≥0 , deg P n = n} satisfy the three term recurrence relations, and conversely the polynomials satisfying the three term recurrence relations are orthogonal polynomials (Favard's theorem [32] ). Since the exceptional orthogonal polynomials are not ordinary orthogonal polynomials, they do not satisfy the three term recurrence relations. Recurrence relations for exceptional polynomials were discussed by several authors [7, 34, 35, 36, 37, 38] . In our first paper [34] , we showed that M-indexed orthogonal polynomials P D,n (η) (D = {d 1 , . . . , d M }) of Laguerre, Jacobi, Wilson and AskeyWilson types satisfy 3 + 2M term recurrence relations with variable dependent coefficients.
In our second paper [38] , we discussed recurrence relations with constant coefficients for the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types,
n,k P D,n+k (η), and gave conjectures on the condition for the polynomial X(η). Recently Gómez-Ullate, Kasman, Kuijlaars and Milson studied the exceptional Hermite polynomials with multi-indices and showed the recurrence relations with constant coefficients [39] . Their method can be applied to the Laguerre and Jacobi cases and we can prove the recurrence relations with constant coefficients for the multi-index Laguerre and Jacobi polynomials conjectured in [38] . This is the first motivation of the present paper.
The second motivation of the present paper is a study of the bispectral property [32, 40] :
H D P D,n (η) = E n P D,n (η), ∆ X,D P D,n (η) = X(η)P D,n (η), (1.1) where H D is the second order differential operator of η and ∆ X,D is a certain shift operator of n. In [39] they also studied bispectral properties of the exceptional Hermite polynomials with multi-indices. Their key point is the anti-isomorphism ♭, which originates from 'bispectral Darboux transformation' [41] . We explain it briefly. The operators ∂ η and η act on the Hermite polynomial H n (η) as ∂ η H n (η) = 2nH n−1 (η) and ηH n (η) = H n+1 (η) + nH n−1 (η).
By introducing the operators Γ = 2ne −∂n and ∆ = n,k explicitly. This argument can be applied to the Laguerre and Jacobi cases but a slight modification is needed. The reason is that the Hermite polynomial H n (η) has no parameter but the Laguerre
n (η) and Jacobi P (α,β) n (η) polynomials have parameters (α and β). We explain this taking the Laguerre case as an example. The three term recurrence relations of the Laguerre
For differentiation, a well known formula is the forward shift relation
n−1 (η) and it may lead us to define Γ ′ = −e −∂n e ∂α . Their commutators are 2) and ∆, Γ ′ and I ′ commute with ∂ η and η. However Γ ′ and I ′ do not commute with α.
Since the operatorB (D) contains the parameter α as a coefficient of ∂ This paper is organized as follows. In section 2 we prove the conjecture of the recurrence relations with constant coefficients for the multi-indexed Laguerre and Jacobi polynomials.
After recapitulating some fundamental formulas of the multi-indexed Laguerre and Jacobi polynomials in § 2.1 and the conjecture in § 2.2, a proof is given in § 2.3. In section 3
we discuss the bispectral property of the multi-indexed Laguerre and Jacobi polynomials.
After preparing some algebra and shift operators in § 3.1, we define the map ♭ for any ordinary orthogonal polynomials in continuous variable in § 3.2. By using this map, the bispectral property, Theorem 2, is established in § 3.3. Examples for Theorem 2 are presented in § 3.4. The final section is for a summary and comments. In Appendix A we review the algebraic aspects of the Darboux transformation, which are used to derive various properties of the exceptional orthogonal polynomials with multi-indices. In Appendix B the algebraic properties of the multi-indexed Laguerre and Jacobi orthogonal polynomials are reviewed.
The formulas (A.32) and (B.20) are new. These two Appendices fix the notation in this paper.
Recurrence Relations with Constant Coefficients
In this section we prove the conjecture of the recurrence relations with constant coefficients for multi-indexed Laguerre and Jacobi orthogonal polynomials given in [38] .
Multi-indexed orthogonal polynomials
The Darboux transformation and the multi-indexed orthogonal polynomials of Laguerre and Jacobi types are reviewed in Appendix A and B, and we follow the notation there. For a set
, respectively. We assume that the parameters (g and h) are generic such that c Ξ D = 0 (B.14), c P D,n = 0 (B.15) and E n −Ẽ d j = 0. The multi-indexed orthogonal polynomials of the Laguerre and Jacobi types P D,n (η) and the original Laguerre and Jacobi polynomials P n (η) are related as follows:
(η) and m j (η) = m 
This polynomial P D,n (η) satisfies the second order differential equation (see (B.37)-(B.39)),
where M t = #{d j | d j : type t, j = 1, . . . , M} (t = I, II). The degrees of P D,n (η) and Ξ D (η)
are ℓ D + n and ℓ D respectively, and ℓ D is given in (B.12). We set P n (η) = P D,n (η) = 0 for n < 0.
Recurrence relations with constant coefficients
In our previous paper [38] , we discussed the recurrence relations of the multi-indexed Laguerre or Jacobi polynomials with constant coefficients, 9) where the constants r 
roots, the necessary condition for X(η) is the following (Proposition 2 and its Remark in [38] ):
Since the overall normalization and the constant term of X(η) are irrelevant, we take the candidate X(η) as
and we assume Y (η) ∈ C[η, g, h]. The Conjecture given in [38] is that the polynomial X(η) satisfying (2.11) gives (2.8). Since we will prove this conjecture in the next subsection, we state it as a theorem:
Theorem 1 For any polynomial Y (η), we define X(η) as (2.12). Then the multi-indexed
Laguerre and Jacobi polynomials P D,n (η) satisfy 1 + 2L term recurrence relations with con-
common roots, this theorem exhausts all possible X(η) giving recurrence relations with constant coefficients [38] .
Some examples for (2.8) are found in [7, 36, 37, 38] .
Proof
Following the argument in [39] , we prove Theorem 1.
Let us define the set of finite linear combinations of
, and the stabilizer
Since the degree of
a n P D,n (η) (a n : constant) and consider the
. On the other hand, from (2.5), we have
Since the first line of r.h.s is a polynomial in η, we obtain the condition:
Next let us consider the converse. Take any polynomial p(η) satisfying the condition (2.16) and expand it as
In general the polynomial Ξ D (η) has only simple zeros, For any polynomial X(η) and p(η), we set q(η) = X(η)p(η). Then the condition (2.16) Remark If Ξ D (η) has only simple zeros, the converse of Theorem 1 holds. To show this,
. Since the expression in the second line of (2.19) is divisible by Ξ D (η), the expression in the third line should be
We present examples of Ξ D (η) which has higher order zeros [42] . We take D = {1 I , 2 II }.
For the Laguerre case, the denominator polynomial is
and nothing happens at these values.
Bispectral Property
In this section we discuss the bispectral property of the multi-indexed Laguerre and Jacobi orthogonal polynomials, (1.1).
Preparation

some algebra
Let us consider operators A, B and O j (j = 1, 2, . . .), which satisfy
. .] is written as a finite sum F = i,j≥0
. It is easy to show the following identity (i, j ∈ Z ≥0 ) by induction,
The explicit form of O i,j can be obtained by the recurrence relations,
with
The algebra of operators ∂ η (derivative by η) and η (multiplication by η), [∂ η , η] = 1, is a special case of the above, namely O j = 0. Eq. (3.2) with i ↔ j becomes
shift operators
In the bispectral property (1.1), ∆ X,D is a certain shift operator of n. Usually a formal shift operator, e.g. n → n + 1, is used but here we realize shift operators as differential operators acting on smooth functions of n. For a function f (n), the exponential of a∂ n (a : constant) acts on f (n) as a shift operator,
We regard a polynomial P n (η) as a sum n j=0 a j (n)η j and treat n (upper limit of the sum) as a continuous variable in the following way: a sum
where δ(x) is the Dirac delta function (
is replaced by
only an integer shift is allowed for the upper limit of the sum. After all the calculations are done, we can evaluate various quantities at n = 0, 1, 2, . . . (and j = n, n − 1, . . .).
The exponential operator e
a∂n is a shift operator. If a constant a is replaced by a function g(n), the exponential operator e g(n)∂n is no longer a shift operator, e.g. e an∂n f (n) = f (e a n).
Let us define a 'normal ordered' exponential operator : e g(n)∂n : as : e g(n)∂n :
This acts on f (n) as a shift operator,
For a constant a, we have : e a∂n : = e a∂n . We remark that : e −(n+a)∂n : (a : constant) maps a function of n to a constant, : e −(n+a)∂n : f (n) = f (−a). The product of normal ordered exponential operators is again a normal ordered exponential operator, : e g 1 (n)∂n : : e g 2 (n)∂n : = : 9) and associative ((
We give another proof:
: The product of the shift operator e ±k∂n (k: constant, integer) and a sum of functions n j=1 f (n, j) as an operator is
This is understood in the following way. By rewriting the sum as (3.6),
Map ♭
By modifying the arguments in [39] , we define the map ♭ (3.26). In this subsection we consider arbitrary (ordinary) orthogonal polynomials P n (η) in continuous variable η. The polynomial P n (η) = c n η n + (lower degree terms) is defined by the three term recurrence relations [32] 
We set P 0 (η)
We assume that A n , B n and C n are given as functions of continuous n. Note that (3.12) holds for n ∈ Z and P n (η) may not satisfy any differential equation.
Since ∂ η P n (η) is a polynomial of degree n − 1, it can be written as 
We remark that ∆, Γ and O j commute with η and ∂ η . From (3.12), (3.13) and P n (η) = 0 (n < 0), they act on P n (η) as follows:
Let us calculate the commutation relation of ∆ and Γ. Results in § 3.1.2 give
B n−k c n,k : e −k∂n :
where we have used A −1 = 0, c n,0 = 0 and A n c n+1,1 = n + 1. From these we have 18) where the constant b n,k is
The l.h.s of (3.18) acts on P n (η) as 20) and the r.h.s (3.18) acts on P n (η) as . We have checked this for n ≤ 15 by using Mathematica.) Therefore we obtain
Products of O j and (∆, Γ, O k ) are 25) and all of them belong to
The relations (3.22)-(3.25) satisfy the conditions given in § 3.1.1, where the correspondence
Any element F of C[∂ η , η] is written as a finite sum F = i,j≥0
We remark that ♭(∂ η η) is not directly given in the above definition and it is calculated as
By using (3.4) and (3.2) with (A, B) = (∆, Γ), we have
where we have used O i 1 ,j 2 ∆ i 2 ∈ O in the last line. Therefore we obtain the following proposition.
Proposition 2
The action of C[∂ η , η] on P n (η) is related to that of C[∆, Γ] by the map ♭:
Remark 1 This anti-homomorphism property (3.30) does not hold as algebra, namely
Remark 2 The polynomial P n (η) may depend on a set of parameters λ = (λ 1 , λ 2 , . . .), P n (η) = P n (η; λ). For later use, we present ∆ i and Γ j (i, j = 0, 1, 2, . . .):
because of our convention of the summation symbol:
We explain Γ 2 :
Here we have used : e −k 2 ∂n : :
2 )∂n : because k 2 and k ′ 2 are independent of n. As remarked in the first paragraph in § 3.1.2, after all the calculations are done, we can evaluate various quantities at k 2 = n, n − 1, . . ., k
In the rest of this subsection we present the explicit forms of ∆ and Γ for the Hermite, Laguerre and Jacobi polynomials.
example 1 : Hermite polynomial
The Hermite polynomial H n (η) [32] satisfies (3.12) with
and In this case ♭ is an anti-isomorphism of algebra, ♭(F G) = ♭(G)♭(F ) [39] .
example 2 : Laguerre polynomial
The Laguerre polynomial L (α) n (η) [32] satisfies (3.12) with
and
So we have c n,k = −1 (1 ≤ k ≤ n). Therefore ∆ and Γ become
: e −k∂n : . 
example 3 : Jacobi polynomial
The Jacobi polynomial J (α,β) n (η) [32] satisfies (3.12) with
From (3.46)-(3.47) we have
where α n , β n and γ n are α n = (2n + α + β + 1)(2n + α + β + 2) (n + α + β + 1)(n + α + β + 2) , β n = (β − α)(2n + α + β + 1) (n + α + β + 2)(2n + α + β) , γ n = (n + α)(n + β)(2n + α + β + 2) (n + α + β + 1)(n + α + β + 2)(2n + α + β)
.
By substituting (3.48) into the second term of the r.h.s of (3.48) and repeating this, P (α+1,β+1) n (η) has the following form
and we have
n and γ
(k)
n satisfy the recurrence relations:
with the initial values, 
Bispectral property
Following the arguments in [39] , we discuss the bispectral property of the multi-indexed
Laguerre and Jacobi polynomials (1.1).
From (2.1)-(2.2), the M-th order differential operatorsF (D) andB (D) are expressed as determinants:
where µ 
where ε i 1 i 2 ...in is the antisymmetric symbol. From these forms and (2.1)-(2.2), the operator (3.60) and these give the following:
we can consider ♭(Θ X,D ). Following the argument in [39] , let us define ∆ X,D ,
which commutes with η and ∂ η . Then we have a theorem.
Theorem 2 For the multi-indexed Laguerre and Jacobi polynomials P D,n (η) and a polynomial X(η) (2.12), we have
Proof We have
where we have used (3.60)-(3.61), (3.29) and [∆ X,D ,B (D) ] = 0. Therefore we obtain
For appropriate parameter range, various operators appearing in each step of the Darboux transformations are non-singular and we can use properties of the inner product (f, g) =
. For any polynomial P(η) in η, we have 
(3.67)
Examples
As an illustration of Theorem 2, we present examples:
Eqs.(3.58) giveF
and Θ X,D becomes
Laguerre
Let us consider type I Laguerre case, D = {d
where we have used ∂ η X = Ξ D Y and η∂ + η)∂ η ξ = d 1 ξ. For simplicity we take d 1 = 1 and a minimal degree one X min , which corresponds to Y (η) = 1. Then we have
By the map ♭, Θ X,D is mapped to
)∆ 2 + 4(g + 
)e 2∂n − (n + 1)(2g + 2n + 3) × 4(n + g + )e −∂n
where O is an element of
which annihilates P D,n (η). By using (3.63) and π D (n) = 4(n + g + (2g + 2n − 3)(2g + 2n + 3).
These 5-term recurrence relations were given in [36, 37, 38] .
Jacobi
Let us consider type I Jacobi case, D = {d
, (3.78)
where we have used
For simplicity we take d 1 = 1 and a minimal degree one X min , which corresponds to Y (η) = 1.
Then we have
The operators ∆ and Γ are given in (3.55) and ∆ i and Γ 2 are given in (3.31)-(3.32). By using (3.57), a straightforward but a little lengthy calculation gives 
) 2 4(a + 2n − 3) 4 , which were given in [38] (g = h case was given in [37] ).
Summary and Comments
The recurrence relations with constant coefficients for the multi-indexed Laguerre and Jacobi orthogonal polynomials conjectured in our previous paper II [38] are established as Theorem 1
by following the argument in [39] . Their bispectral properties are also discussed by the similar argument in [39] and Theorem 2 is obtained. To obtain this, the map ♭ plays an important role but it is not an anti-isomorphism in contrast to the exceptional Hermite case in [39] .
The discussion in § 3.2 is valid for any ordinary orthogonal polynomials.
From Theorem 2, we can obtain the coefficients r
, ∆, Γ and π D (n) are known as (3.58), (2.12), (B.9), (3.42), (3.55) and (2.3). In practice, however, this calculation is not so easy. The examples in [38] were obtained by a brute force method: Expand X(η)P D,n (η) in terms of P D,m (η) for small n, and guess r X,D n,k for arbitrary n (Or, based on (2.10), calculate Θ X,D P n (η) and expand it in terms of P m (η) for small n, and guess r (0) X,D n,k for arbitrary n). We hope to find a more efficient method to obtain r X,D n,k . In our previous paper II [38] , the recurrence relations with constant coefficients are conjectured also for the multi-indexed Wilson and Askey-Wilson orthogonal polynomials. These polynomials satisfy second order difference equations. The method in the present paper may be applied to these polynomials but it seems more difficult technically. We hope this problem will be solved in the near future. 
A Darboux Transformation
In this appendix we review the algebraic aspects of the Darboux transformation [33] . We do not discuss non-singularity of operators, square integrability of wavefunctions, etc.
Various formulas in the Darboux transformation are expressed in terms of the Wronskian.
The Wronskian of a set of n functions {f j (x)} is defined by
(for n = 0, we set W [·](x) = 1). It satisfies the following identities (n ≥ 0),
where
We learned (A.5) in Ref. [39] .
A.1 Darboux transformation
We consider the Schrödinger equation,
By taking a seed solutionφ(x), which is any solution of the Schrödinger equation,
the Hamiltonian H is expressed as 
A.3 Polynomial type solutions
Let us assume that eigenfunctions φ n (x) and seed solutionsφ v (x) are polynomial type solutions, namely they have the following forms,
where φ 0 (x),φ 0(v) (x) and η(x) are functions of x, and P n (η) and ξ v (η) are polynomials in η.
For concrete examples, e.g. Laguerre and Jacobi cases given in Appendix B, the Wronskians in (A.31) have the following forms,
where Ξ d 1 ...ds (η) and P d 1 ...ds,n (η) are polynomials in η. Therefore φ d 1 ...ds n (x) has the following form,
Let us define the step forward (F) and backward (B) shift operators as, 38) where
The relations (A.18) and (A.24) are rewritten aŝ
The relations (A.30) are also rewritten aŝ
where the multi-step forward and backward shift operators,
We haveB
B Multi-indexed Laguerre and Jacobi polynomials
In this appendix we review the multi-indexed orthogonal polynomials of Laguerre and Jacobi types [11] , mainly their algebraic properties. They are obtained from the Laguerre and Jacobi polynomials by applying the multi-step Darboux transformation explained in Appendix A. If necessary, we write the parameter λ dependence explicitly, 
with φ n (x) = φ 0 (x)P n η(x) . We take the virtual state wavefunctions as seed solutions, L : type I:φ
where the range of v, g, h are found in [11] . These virtual state wavefunctions are labeled by the degree v of the polynomial part and the type t (I or II), (v, t) which we write as v t .
For simplicity in notation, we abbreviate v t as v in most places. ..ds + n in η respectively, are defined by 
We denote the coefficients of the highest degree term of the polynomials Ξ d 1 ...ds (η) and
..ds + (lower order terms), 
