Abstract-In this paper, a new hybrid population-based algorithm (PSOGSA) is proposed with the combination of Particle Swarm Optimization (PSO) and Gravitational Search Algorithm (GSA). The main idea is to integrate the ability of exploitation in PSO with the ability of exploration in GSA to synthesize both algorithms' strength. Some benchmark test functions are used to compare the hybrid algorithm with both the standard PSO and GSA algorithms in evolving best solution. The results show the hybrid algorithm possesses a better capability to escape from local optimums with faster convergence than the standard PSO and GSA.
INTRODUCTION
In recent years, many heuristic evolutionary optimization algorithms have been developed. These include Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Deferential Evolution (DE), Ant Colony (AC), and Gravitational Search algorithm (GSA). The same goal for them is to find the best outcome (global optimum) among all possible inputs. In order to do this, a heuristic algorithm should be equipped with two major characteristics to ensure finding global optimum. These two main characteristics are exploration and exploitation.
Exploration is the ability of an algorithm to search whole parts of problem space whereas exploitation is the convergence ability to the best solution near a good solution. The ultimate goal of all heuristic optimization algorithms is to balance the ability of exploitation and exploration efficiently in order to find global optimum. According to [1] , exploration and exploitation in evolutionary computing are not clear due to lake of a generally accepted perception. In other hand, with strengthening one ability, the other will weaken and vice versa.
Because of the above mentioned points, the existing heuristic optimization algorithms are capable of solving finite set of problems. It has been proved that there is no algorithm, which can perform general enough to solve all optimization problems [2] . Merging the optimization algorithms is a way to balance the overall exploration and exploitation ability. PSO is one of the most widely used evolutionary algorithms in hybrid methods due to its simplicity, convergence speed, and ability of searching global optimum.
There are some studies in the literature which have been done to synthesize PSO with other algorithms such as hybrid PSOGA [3, 4] , PSODE [5] , and PSOACO [6] . These hybrid algorithms are aimed at reducing the probability of trapping in local optimum. Recently a novel heuristic optimization method is proposed called GSA [7] . In this study, we present a new hybrid model combining PSO and GSA algorithms named PSOGSA. We use 23 benchmark functions to compare the performance of hybrid algorithm with both standard PSO and standard GSA.
II. THE STANDARD PSO AND STANDARD GSA
In this section, we provide a brief description of standard PSO and standard GSA.
A. Standard Particle Swarm Optimization
PSO is an evolutionary computation technique which is proposed by Kennedy and Eberhart [8, 9] . The PSO was inspired from social behavior of bird flocking. It uses a number of particles (candidate solutions) which fly around in the search space to find best solution. Meanwhile, they all look at the best particle (best solution) in their paths. In other words, particles consider their own best solutions as well as the best solution has found so far.
Each particle in PSO should consider the current position, the current velocity, the distance to pbest, and the distance to gbest to modify its position. PSO was mathematically modeled as follow:
Where ‫ݒ‬ ௧ is the velocity of particle i at iteration t, w is a weighting function, ܿ is a weighting factor, rand is a random number between 0 and 1, ‫ݔ‬ ௧ is the current position of particle i at iteration t, ‫ݐݏܾ݁‬ is the pbest of agent i at iteration t, and gbest is the best solution so far.
The first part of (1), ‫ݒݓ‬ ௧ , provides exploration ability for PSO. The second and third parts, ܿ ଵ ൈ ‫݀݊ܽݎ‬ ൈ ‫ݐݏܾ݁‪ሺ‬‬ െ ‫ݔ‬ ௧ ሻ and ܿ ଶ ൈ ‫݀݊ܽݎ‬ ൈ ‫ݐݏܾ݁݃‪ሺ‬‬ െ ‫ݔ‬ ௧ ሻ , represent private thinking and collaboration of particles respectively. The PSO starts with randomly placing the particles in a problem space. In each iteration, the velocities of particles are calculated using (1) . After defining the velocities, the (2) . The process of changing particles' position will continue until meeting an end criterion.
B. Standard Gravitational Search Algorithm
GSA is a novel heuristic optimization method which has been proposed by E. Rashedi et al in 2009 [7] . The basic physical theory which GSA is inspired from is the Newton's theory that states: Every particle in the universe attracts every other particle with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between them [10] .
GSA can be considered as a collection of agents (candidate solutions) whose have masses proportional to their value of fitness function. During generations, all masses attract each other by the gravity forces between them. A heavier mass has the bigger attraction force. Therefore, the heavier masses which are probably close to the global optimum attract the other masses proportional to their distances.
The GSA was mathematically modeled as follow. Suppose a system with N agents. The algorithm starts with randomly placing all agents in search space. During all epochs, the gravitational forces from agent j on agent i at a specific time t is defined as follow [7] :
Where ‫ܯ‬ is the active gravitational mass related to agent j, ‫ܯ‬ is the passive gravitational mass related to agent i, G(t) is gravitational constant at time t, ߝ is a small constant, and ܴ (t) is the Euclidian distance between two agents i and j.
The G(t) is calculated as (4):
Where Į and G 0 are descending coefficient and initial value respectively, iter is the current iteration, and maxiter is maximum number of iterations.
In a problem space with the dimension d, the total force that acts on agent i is calculated as the following equation:
Where ‫݀݊ܽݎ‬ is a random number in the interval [0,1]. According to the law of motion, the acceleration of an agent is proportional to the result force and inverse of its mass, so the acceleration of all agents should be calculated as follow:
Where t is a specific time and ‫ܯ‬ is the mass of object i.
The velocity and position of agents are calculated as follow:
Where ‫݀݊ܽݎ‬ is a random number in the interval [0,1].
In GSA, at first all masses are initialized with random values. Each mass is a candidate solution. After initialization, velocities for all masses are defined using (7) . Meanwhile the gravitational constant, total forces, and accelerations are calculated as (4), (5), and (6) respectively. The positions of masses are calculated using (8) . Finally, GSA will be stopped by meeting an end criterion.
III. THE HYBRID PSOGSA ALGORITHM Talbi in [11] has presented several hybridization methods for heuristic algorithms. According to [11] , two algorithms can be hybridized in high-level or low-level with relay or coevolutionary method as homogeneous or heterogeneous. In this paper, we hybridize PSO with GSA using low-level coevolutionary heterogeneous hybrid. The hybrid is low-level because we combine the functionality of both algorithms. It is co-evolutionary because we do not use both algorithm one after another. In other words, they run in parallel. It is heterogeneous because there are two different algorithms that are involved to produce final results.
The basic idea of PSOGSA is to combine the ability of social thinking (gbest) in PSO with the local search capability of GSA. In order to combine these algorithms, (9) is proposed as follow:
Where ܸ ሺ‫ݐ‬ሻ is the velocity of agent i at iteration t, ܿ ᇱ is a weighting factor, w is a weighting function, rand is a random number between 0 and 1, ܽܿ ሺ‫ݐ‬ሻ is the acceleration of agent i at iteration t, and gbest is the best solution so far.
In each iteration, the positions of particles are updated as follow:
In PSOGSA, at first, all agents are randomly initialized. Each agent is considered as a candidate solution. After initialization, Gravitational force, gravitational constant, and resultant forces among agents are calculated using (3), (4), and (5) respectively. After that, the accelerations of particles are defined as (6) . In each iteration, the best solution so far should be updated. After calculating the accelerations and with updating the best solution so far, the velocities of all agents can be calculated using (9) . Finally, the positions of agents are defined as (10) . The process of updating velocities and positions will be stopped by meeting an end criterion. The steps of PSOGSA are represented in fig.1 . To see how PSOGSA is efficient some remarks are noted as follow. In PSOGSA, the quality of solutions (fitness) is considered in the updating procedure. The agents near good solutions try to attract the other agents which are exploring the search space. When all agents are near a good solution, they move very slowly. In this case, the gBest help them to exploit the global best. PSOGSA use a memory (gBest) to save the best solution has found so far, so it is accessible anytime. Each agent can observe the best solution so far and tend toward it. With adjusting ܿ ଵ ᇱ and ܿ ଶ ᇱ , the abilities of global search and local search can be balanced.
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IV. EXPERIMENTAL RESULTS AND DISCUSSION
To evaluate the performance of PSOGSA, it is applied to 23 standard benchmark functions [12] . Table I lists down these benchmark functions, the ranges of their search space, and their dimensions. PSO, GSA, and PSOGSA have several parameters which should be initialized. For PSO we use these settings: swarm size=30, c 1 =2, c 2 =2, w is decreased linearly from 0.9 to 0.2, maximum iteration=1000, and stopping criteria=maximum iteration. For GSA and PSOGSA we use these settings: population size=30, ܿ ଵ ᇱ =0.5, ܿ ଶ ᇱ =1.5, w= random number in [0,1], G 0 =1, Į=20 ,maximum iteration=1000, and stopping criteria=maximum iteration. Statistically speaking, for the best of 30 runs on 23 test functions, PSOGSA is the best on 18 functions, PSO is the best on 13 functions, and GSA is the best on 7 functions.
For the average best of 30 runs on 23 test functions, the PSOGSA performs the best on 16 functions, PSO is the best on 6 functions, and GSA is the best on 8 functions.
Therefore, the number of function which the PSOGSA performs better is close to twice as many as PSO and GSA.
For the average best of 30 runs, PSOGSA reaches global minima in all of the benchmark functions except F 5 F 13 ) , it is hard for PSOGSA to find global minima only on F 12 and F 13 , so it can be also concluded that PSOGSA has good performance on high-dimensional functions.
The following figures of selected functions also show that new PSOGSA performs better than standard PSO and GSA in terms of convergence rate. V. CONCLUSION In this research, a new hybrid algorithm is introduced utilizing strengths of PSO and GSA. The main idea is to integrate the abilities of PSO in exploitation and GSA in exploration. Twenty-three benchmark functions are used to validate the performance of the PSOGSA compared to standard PSO and GSA. The results show that PSOGSA outperforms both in most function minimization. The results are also proved that the convergence speed of PSOGSA is faster that PSO and GSA. 
