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• √s = 14 TeV (7 times higher than Tevatron)
→ search for new massive particles  up to  m ~ 5 TeV
• Ldesign = 1034 cm-2 s-1 (>102 higher than Tevatron)
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27 km ring used for
e+e- LEP machine 
in 1989-2000
Start : Summer 2007
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Cross Sections and Production Rates
• Inelastic proton-proton 
reactions:                               109 / s
• bb pairs                               5  106 / s 
• tt pairs                               8        / s
• W  → e ν                                 150   / s
• Z  → e e                                15   / s
• Higgs (150 GeV)                  0.2    / s
• Gluino, Squarks (1 TeV)    0.03   / s
Rates for L = 1034 cm-2 s-1:  (LHC)
LHC is a factory for: 
top-quarks, b-quarks, W, Z, …. Higgs, ….
(The challenge: you have to detect them !)
Ægreat selectivity needed
Ævery powerful detectors needed
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The ATLAS physics goals
Search for the Standard Model Higgs boson over  ~ 115 < mH < 1000 GeV
Search for physics beyond the SM (Supersymmetry, q/l compositeness,             
leptoquarks, W’/Z’, heavy q/l, Extra-dimensions, ….)  up to the  TeV-range
Precise measurements : 
-- W mass
-- top mass, couplings and decay properties
-- Higgs mass, spin, couplings (if Higgs found)
-- B-physics (complementing LHCb): CP violation, rare decays, B0 oscillations 
-- QCD jet cross-section and αs
-- etc. …. 
Study of phase transition at high density from hadronic matter to plasma of deconfined
quarks and gluons (complementing ALICE). 
Transition plasma → hadronic matter happened in universe ~ 10-5 s after Big Bang
Etc. etc. …..
Neil Jackson LISHEP Workshop on Collider 
Physics 4th April 2006
5
Expected  event rates  at production  in  ATLAS  at  L =  1033 cm-2 s-1
Process                  Events/s    Events for 10 fb-1 Total statistics collected
at previous machines by ‘07
W→ eν 15 108    104 LEP / 107 Tevatron
Z→ ee 1.5 107 107 LEP
1 107 104 Tevatron




H  m=130 GeV              0.02 105 ? 
m= 1 TeV               0.001 104 ---
Black holes                  0.0001 103 ---
m > 3 TeV
(MD=3 TeV, n=4)
Already in first year,  large statistics expected from:
-- known SM processes  → understand detector and  physics at √s = 14 TeV 
-- several New Physics scenarios
Which physics the first year(s) ? 
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(As of the October 2005 RRB)
34 Countries
153 Institutions
1650 Scientific Authors total
(1330 with a PhD, for M&O share)
New applications for CB decision:
UN La Plata,  U Buenos Aires (Argentina)
TU Dresden, U Giessen (Germany)
U Oregon, U Oklahoma (US)
New application for CB announcement:
DESY, Humboldt U Berlin (Germany)
SLAC, New York U (US) 
Albany, Alberta, NIKHEF Amsterdam, Ankara, LAPP Annecy, Argonne NL, Arizona, UT Arlington, Athens, NTU Athens, Baku, 
IFAE Barcelona, Belgrade, Bergen, Berkeley LBL and UC, Bern, Birmingham, Bologna, Bonn, Boston, Brandeis, Bratislava/SAS 
Kosice, Brookhaven NL, Bucharest, Cambridge, Carleton, Casablanca/Rabat, CERN, Chinese Cluster, Chicago, Clermont-Ferrand, 
Columbia, NBI Copenhagen, Cosenza, INP Cracow, FPNT Cracow, Dortmund, JINR Dubna, Duke, Frascati, Freiburg, Geneva, 
Genoa, Glasgow, LPSC Grenoble, Technion Haifa, Hampton, Harvard, Heidelberg, Hiroshima, Hiroshima IT, Indiana, Innsbruck, 
Iowa SU, Irvine UC, Istanbul Bogazici, KEK, Kobe, Kyoto, Kyoto UE, Lancaster, Lecce, Lisbon LIP, Liverpool, Ljubljana, 
QMW London, RHBNC London, UC London, Lund, UA Madrid, Mainz, Manchester, Mannheim, CPPM Marseille, Massachusetts, 
MIT, Melbourne, Michigan, Michigan SU, Milano, Minsk NAS, Minsk NCPHEP, Montreal, McGill Montreal, FIAN Moscow, 
ITEP Moscow, MEPhI Moscow, MSU Moscow, Munich LMU, MPI Munich, Nagasaki IAS, Naples, Naruto UE, New Mexico, 
Nijmegen,  BINP Novosibirsk, Ohio SU, Okayama, Oklahoma, LAL Orsay, Osaka, Oslo, Oxford, Paris VI and VII, Pavia, 
Pennsylvania, Pisa, Pittsburgh, CAS Prague, CU Prague, TU Prague, IHEP Protvino, Ritsumeikan, UFRJ Rio de Janeiro, 
Rochester, Rome I, Rome II, Rome III, Rutherford Appleton Laboratory, DAPNIA Saclay, Santa Cruz UC, Sheffield, Shinshu, Siegen, 
Simon Fraser Burnaby, Southern Methodist Dallas, NPI Petersburg, Stockholm, KTH Stockholm, Stony Brook, Sydney, AS Taipei, 
Tbilisi, Tel Aviv, Thessaloniki, Tokyo ICEPP, Tokyo MU, Toronto, TRIUMF, Tsukuba, Tufts, Udine, Uppsala, Urbana UI, Valencia, 
UBC Vancouver, Victoria, Washington, Weizmann Rehovot, Wisconsin, Wuppertal, Yale, Yerevan
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Diameter 25 m
Barrel toroid length 26 m
End-cap end-wall    
chamber span 46 m
Overall weight 7000 Tons
Construction, integration and installation 
progress of the ATLAS detector
ATLAS superimposed to
the 5 floors of building 40
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The Underground 
Cavern at Pit-1 for
the ATLAS Detector
Length = 55 m
Width = 32 m
Height = 35 m
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An Aerial View of Point-1
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ATLAS
Length  : ~ 46 m 
Radius  : ~ 12 m 
Weight : ~ 7000 tons
~ 108 electronic channels
~ 3000 km of cables
• Tracking (|η|<2.5, B=2T) :
-- Si pixels and strips
-- Transition Radiation Detector (e/π separation)
• Calorimetry (|η|<5) :
-- EM : Pb-LAr
-- HAD: Fe/scintillator (central), Cu/W-LAr (fwd)
• Muon Spectrometer (|η|<2.7) :
air-core toroids with muon chambers
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H → ZZ → 4 l
“Gold-plated” channel for Higgs 
discovery at LHC
Simulation of a   H → μμ ee event in ATLAS 
Signal expected in ATLAS
after 1 year of LHC operation
Physics example
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Central Solenoid
2T field with a stored energy of 38 MJ
Integrated design within the barrel LAr 
cryostat
Magnet System
The solenoid has been 
inserted into the LAr cryostat
at the end of February 2004, 
and it was tested at full current 
(8 kA) during July 2004
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25.3 m length 
20.1 m outer diameter 
8 coils
1.08 GJ stored energy
370 tons cold mass
830 tons weight
4 T on superconductor
56 km Al/NbTi/Cu conductor
20.5 kA nominal current
4.7 K working point
End-Cap Toroid parameters
5.0 m axial length 
10.7 m outer diameter 
2x8 coils
2x0.25 GJ stored energy
2x160 tons cold mass
2x240 tons weight
4 T on superconductor
2x13 km Al/NbTi/Cu conductor
20.5 kA nominal current
4.7 K working point
End-Cap Toroid:
8 coils in a common cryostat
Barrel Toroid:
8 separate coils
Neil Jackson LISHEP Workshop on Collider 




Series integration and tests of the
8 coils at the surface were finished 
in June 2005 
BT test area
BT5 excitation tests
to 22 kA current
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Barrel Toroid coil transport and 
lowering into the underground cavern
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The last coil was moved into position on 25th August 2005
The first coil was installed in October 2004
In-situ cool down will
start in April, and first
full current excitation
end of May 2006 
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End-Cap Toroids
All components are fabricated,
and the assembly is now ongoing
at CERN
The ECTs will be tested at 80 K
on the surface, before installation
and excitation tests in the cavern
The first ECT will move to the pit
in August 2006, the second one in
November 2006
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Inner Detector (ID)
The Inner Detector (ID) is       






Transition Radiation Tracker (TRT)
(4 105 channels)
Common ID items
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PIXELS
The system consists of three barrels at average radii of ~ 5 cm, 9 cm, and 12 
cm (1456 modules) and three disks on each side, between radii of 9 and 15 cm 
(288 modules). 
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Each module is 62.4 mm long and 21.4 mm 
wide, with 46080 pixel elements read out by 16 
chips, each serving an array of 18 by 160 pixels. 
The 80 million pixels cover an area of 1.7 m^2
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Two completed Pixel disks,
each with 2.2 M channels
The rate for assembled 
and fully qualified modules 
meets the needs for a 3-hit 
system in time 
(1766 modules needed)
Pixels
Neil Jackson LISHEP Workshop on Collider 
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Pixels
After excellent progress on the Pixel projects three technical 
problems have affected the schedule:
- Faulty potting of controller chip on a fraction of barrel 
modules (solved)
- Delamination of a fraction of barrel stave supports (solved)
- Corrosion leaks in the barrel cooling tubes (highest priority 
is given to implement an optimum strategy for repair and 
rebuilding of staves)
This means that there is a schedule risk for the installation of
a 3-layer system in time for the start-up, even though the recovery 
progress is good 
The installation schedule has 
been adapted to accommodate 
a late availability    
(Note that the Pixel sub-system 
can be installed independently 
from the rest of the Inner
Detector)
Example of a galvanic 
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The low-mass global support frame for the Pixel detector and beam pipe is ready,
shown here during a trial assembly with a dummy beam pipe
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SILICON TRACKER (SCT)
The SCT system is designed to provide eight precision measurements per 
track
It is constructed using 4088 silicon micro-strip modules arranged as 4 
barrels in the central region and 2 x 9 annular wheels in  the forward 
region 
The SCT covers a pseudo-rapidity-range < 2.5
Neil Jackson LISHEP Workshop on Collider 
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Modules consist of 4 (2) detectors mounted on a baseboard (barrel) or spine 
(forward) consisting of Thermal Pyrolytic Graphite + AlN and /or Be0 ensuring 
good thermal performance 
The kapton hybrids are mounted on carbon-carbon substrates
Modules have 1526 binary readout channels per module
Spatial resolutions σrφ = 16 μm, σz (σR) = 580μm
Barrel Module Forward Module
Neil Jackson LISHEP Workshop on Collider 
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Silicon Tracker (SCT)
All four barrel cylinders are complete and at CERN
Assembly of the four barrel cylinders
Neil Jackson LISHEP Workshop on Collider 










Total of 99.7% of all channels fully 
functional
SCT acceptance tests 
(each barrel was fully tested)
ID integration and commissioning at the surface
SCT barrel during acceptance test
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Insertion of barrel SCT into TRT
The four integrated SCT barrels about to be
inserted into the TRT
Insertion completed, February 15th 2006
The commissioning of the combined system is now underway
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End-cap SCT
All disks for the first end-cap are finished, 




Insertion of the last SCT end-cap disk in Endcap C
Close up view
A total of 99.73% channels 
are fully functional
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Barrel radial coverage 
56cm -107 cm 
Endcap radial coverage
64cm – 103 cm
Drift time measurements
& Transition Radiation 
detection
Average of 36 points on a 
track
Neil Jackson LISHEP Workshop on Collider 
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Straw diameter is 4 mm  
30 µm gold-plated W-Re wire. 
Drift time Î resolution of 170 µm  
Two independent thresholds 
Discriminate between tracking hits                              
and transition radiation hits
Barrel is built of individual modules between 329 and 793 
straws each
The first six layers are inactive over the central 80 cm of their 
length to reduce their occupancy
Each end-cap consists of 18 wheels 
Wheels 7 to 14 have half as many straws per cm in z as the others, 
to reduce material at medium rapidity.
Barrel construction
Neil Jackson LISHEP Workshop on Collider 
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Transition Radiation Tracker (TRT)
The module construction for the TRT is complete, and the first end-cap side
(A and B wheels) has been assembled and integrated
The first of the two
end-cap TRTs
(A and B type wheels) 
fully assembled  
The second is ~ 60% 
assembled
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Two examples of cosmic rays registered in the barrel TRT in the Inner Detector
surface clean room facility SR1
Barrel TRT during insertion of the
last modules (February 2005)
Example 1 Example 2
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LAr and Tile Calorimeters
Tile barrel Tile extended barrel
LAr forward calorimeter (FCAL)
LAr hadronic 
end-cap (HEC)
LAr EM end-cap (EMEC)
LAr EM barrel
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LAr Electromagnetic Calorimeters
The electromagnetic sampling 
calorimeter in the barrel has 
'accordeon-shaped'  geometry and lead 
absorbers
The endcap has a similar construction 
but with a ‘fan shaped’ geometry
In addition, presamplers consisting of 
one layer of LAr in front of the 
electromagnetic calorimeter help to 
correct for the energy loss in front of 
the calorimeter (mainly due to cryostat 
walls and the barrel solenoid). Example of a barrel module
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Hadron Calorimeters
Fe – Scintillating Tile in 
the barrel region
Cu- LAr in endcap region
Flat Cu electrodes
Cu/W – LAr in Forward region
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LAr EM Barrel Calorimeter Commissioning at the Surface
After many years of module constructions, the barrel EM calorimeter was installed in the 
cryostat, and after insertion of the solenoid, the cold vessel was closed and welded in 2004
A successful complete cold test (with LAr) was made during summer 2004 in hall 180 at 
CERN(dead channels much below 1%)
LAr barrel EM calorimeter after insertion into the
cryostat
LAr barrel EM calorimeter module at one
of the assembly labs
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End of October 2004 the cryostat was 
transported to the pit, and lowered 
into the cavern
Neil Jackson LISHEP Workshop on Collider 
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The barrel LAr and scintillator tile calorimeters have 
been since January 2005 in the cavern in their ‘garage
position’ (on one side, below the installation shaft)
A cosmic ray muon registered 
in the barrel Tile Calorimeter
Barrel LAr and Tile Calorimeters 
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November 4th 2005: Calorimeter barrel after its move into the
center of the ATLAS detector
The cool down of 
the LAr calorimeter 
is just beginining
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LAr End-CapsEnd-Cap C: Surface cold tests with LAr are finished, 
with very good results (dead channels well below 1%)
Now installed in the cavern inside the extended barrel
Tile calorimeter
End-Cap A: Surface cold test measurements are now 
finished as well, and it has been transported to the 
surface building awaiting installation
FCAL A before insertion
End-Cap cryostat A before the
insertion of the FCAL and closure End-Cap A during the surface cold tests
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The delicate transport of the first 
LAr End-Cap to point-1
The first LAr End-Cap arriving safely 
on the Tile Calorimeter in the cavern 
through the shaft on the C-side
LAr and Tile Calorimeter End-Caps
Next major activities:
End-Cap C now assembled
Inside the Tile calorimeter
End-Cap A installation
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Endcap C assembled and moved close to the barrel
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EM beam test results: 
Energy resolution
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Impact on Higgs mass resolution
9 H → γγ
Resolution: 1% (low lum) 
1.2% (high lum)
Acceptance: 80% within ±1.4 σ
Simulations, mH=130 GeV
9 H → 4e
Resolution: 1.2% (low lum) 
1.4% (high lum)
Acceptance: 84% within ±2 σ
H → 4 e
Neil Jackson LISHEP Workshop on Collider 
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- MDTs in the barrel and end-caps
- CSCs at large rapidity for the 
innermost end-cap stations
Trigger chambers:
- RPCs in the barrel
- TGCs in the end-caps
The Muon Spectrometer is instrumented with 
precision chambers and fast trigger chambers
A crucial component to reach the required accuracy 
is the sophisticated alignment measurement and 
monitoring system
Neil Jackson LISHEP Workshop on Collider 
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Barrel MDTs
Installation of barrel muon station
A major effort is spent in the preparation and
testing of the barrel muon stations (MDTs and
RPCs for the middle and outer stations) before
their installation in-situ
Chamber production is now almost complete
~25% of the barrel chambers have been installed 
The electronics and alignment system 
fabrications for all MDTs are on schedule
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registered in the stations
installed in the bottom 
sector of the spectrometer
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Barrel muon spectrometer
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Plan for mid May (~50%) 
side C
Plan for mid July (~80%) 
side C
Remaining chambers installed in second half of 2006, 
strong correlation/dependence from ID cabling
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‘Big Wheel’ end-cap muon MDT sector 
assembled in Hall 180
Sectors for MDT wheel (C) will be 
ready in May
‘Big Wheel’ end-cap muon TGC 
sector assembled in Hall 180
Sectors for First TGC wheel (1-C) will
be complete by first week of April) 
End-cap muon chamber
sector preparations
Altogether 72 TGC and 32 MDT 
‘Big-Wheel’ sectors have to be 
assembled
Neil Jackson LISHEP Workshop on Collider 
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The large-scale system test facility for alignment, mechanical, and many other system
aspects, with sample series chamber station in the SPS H8 beam
Shown in this picture is the end-cap set-up, it is preceded in the beam line by a barrel sector
Neil Jackson LISHEP Workshop on Collider 
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Alignment
Need to monitor the movement 
of the system
It is not possible to stabilize to 
30μm for a structure of this 
size
The RASNIK system follows 
movements for correction 
offline
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Example of tracking the sagitta measurements, following the day-night variation due to thermal
variations of chamber and structures, and two forced displacements of the middle chamber
Neil Jackson LISHEP Workshop on Collider 
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Towards the complete experiment: ATLAS combined test beam in 2004 







For the first time, all ATLAS sub-detectors 
integrated and run together with common
DAQ,  “final” electronics, slow-control, etc. 
Gained lot of global operation  experience 
during ~ 6 month run. Common ATLAS 
software used to analyze the data
Neil Jackson LISHEP Workshop on Collider 






~ 90 million events collected 
~ 4.5 TB of data:
e±, π ± 1 → 250 GeV
μ ±, π ±, p up to 350 GeV
γ ~ 30 GeV 
B-field = 0 → 1.4 T 
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Lvl1 acc = 75 kHz
40 MHz
RODRODROD








RoI data = 1-2%
RoI
requests
Trigger, DAQ and Detector Control
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Event data pushed @ ≤ 100 kHz, 

























@ ≤ 100 kHz, 
full events 
@ ~ 3 kHz
Event rate 
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ATLAS total event size = 1.5 MB











size - kBNo. ROLsChannels
1.256LVL1
Fragment 





size - kBNo. ROLsChannels
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Level-1
The level-1 system (calorimeter, muon and central trigger logics) completed the final ASICs
developments and testing of full-functionality prototype modules 
The calorimeter level-1 
trigger worked successfully 
at the combined test beam 
in 2004
The series production of the 
various modules is now starting
The muon level-1 trigger has 
been tested with 25 ns bunched 
test beams, final improvements
were implemented in a last 
iteration
The Central Trigger Processor
progresses on schedule
Neil Jackson LISHEP Workshop on Collider 
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Muon Trigger
Neil Jackson LISHEP Workshop on Collider 
Physics 4th April 2006
65
HLT/DAQ/DCS
HLT/DAQ prototypes worked successfully in 
the 2004 Combined Test Beam, as well as in 
test beds for optimizing the final design
An important criteria in the choice of the 
HLT/DAQ architecture was the ability to 
scale the system for staging needs during 
the initial running of ATLAS
Local DAQ capability is available at Pit-1 
for initial detector commissioning, using the 
Read Out Driver (ROD) crate DAQ
The DCS is the first system already in 
operation at Pit-1
The first full HLT rack in the SDX1 HLT/DAQ room 
at the Pit-1 surface
Neil Jackson LISHEP Workshop on Collider 
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The pre-series of final system with
8 racks at Point-1 (10% of final dataflow) is
now in operation
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The pre-series of final system with
8 racks at Point-1 (10% of final dataflow) is
now in operation


















































































Neil Jackson LISHEP Workshop on Collider 
Physics 4th April 2006
68
Year: 2001 2002 2003 2004 4/2005         7/2005













LXBATCH testbed at CERN
5 weeks, June/July 2005
100 – 700 dual nodes
farm size increasing in steps
DAQ/HLT Large-scale Tests
Large Scale Tests July 2005
Integrated DAQ/HLT software system
- With real algorithms and geometry and conditions DBs
- Obtained useful feedback on performance
HLT Software image built and efficiently distributed 
on 660 nodes
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ATLAS Computing Timeline
2003 • POOL/SEAL release (done)
• ATLAS release 7 (with POOL persistency) (done)
• LCG-1 deployment (done)
• ATLAS complete Geant4 validation (done)
• ATLAS release 8 (done)
• DC2 Phase 1: simulation production (done)
• DC2 Phase 2: intensive reconstruction (re-scheduled)
• Combined test beams (barrel wedge) (done)
• Computing Model paper (done)
• Computing Memorandum of Understanding (in progress)
• ATLAS Computing TDR and LCG TDR (done)
• Start of Computing System Commissioning
• Physics Readiness Reports
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The computing and software suite has progressed on a very broad front, with a 
particular emphasis to make it as accessible as possible to the user community 
Examples: GRID production tools
Software infrastructure
Database and data management
Detector Description and graphics
Framework and Event Data Model
Simulation
Tracking (ID and Muons) and calorimeters (LAr and Tiles)
Reconstruction and Physics Analysis tools
Distributed analysis
Computing System Commissioning along sub-system tests with well-defined 
goals, preconditions, clients and quantifiable acceptance tests
Examples: Full software chain from generators to physics analysis
Tier-0 Scaling
Calibration & Alignment
Trigger Chain & Monitoring
Distributed Data Management
Distributed Production (Simulation & Re-processing)
(Distributed) Physics Analysis
Integrated TDAQ/Offline
ATLAS computing is fully embedded in, and committed to, the LCG framework
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G4 Simulation: from combined test-beam to cosmic runs to pp collisions
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Service Challenges –









June05 - Technical Design Report
Sep05 - SC3 Service Phase
May06 – SC4 Service Phase
Sep06 – Initial LHC Service in stable operation
SC4
SC3 – Reliable base service – most Tier-1s, some Tier-2s – basic experiment software chain – grid data
throughput 500 MB/sec, including mass storage (~25% of the nominal final throughput for the
proton period)
SC4 – All Tier-1s, major Tier-2s – capable of supporting full experiment software chain inc. analysis –
sustain nominal final grid data throughput
LHC Service in Operation – September 2006 – ramp up to full operational capacity by April 2007 – capable
of handling twice the nominal data throughput
Apr07 – LHC Service commissioned
Neil Jackson LISHEP Workshop on Collider 





Ö 139 sites, 32 countries
Ö ~14,000 cpu
Ö ~5 PB storage
LCG Computing Resources 
(May 2005, growing!)
Number of sites is already at the scale expected for LHC
- demonstrates the full complexity of operations
Neil Jackson LISHEP Workshop on Collider 
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This is the first successful 
use of the Grid by a large
user community in ATLAS
Very instructive comments from the user feedback 
have been presented at the recent ATLAS Physics 
Workshop (obviously this was one of the 
main themes and purposes of the meeting)
Physics simulation work on the Grid for the Rome Physics WS
Neil Jackson LISHEP Workshop on Collider 
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Search for  the  Higgs  boson 
ATLAS
H → ZZ(*) → 4l
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ATLAS discovery reach
Time                           reach in squark/gluino mass
1 month                           ~ 1.3 TeV
1 year                              ~  1.8 TeV
3 years                            ~  2.5 TeV
ultimate                           up to ~ 3 TeV
Supersymmetric particles and dark matter
This particle (neutralino) is a good candidate
for the universe dark matter
Neutralino mass can be measured to 10%  Æ SUSY discovery and neutralino
mass measurement at LHC can solve problem of universe cold dark matter
Neil Jackson LISHEP Workshop on Collider 










exp. precision  ~1 %
m (l±j) spectrum
end-point: 479 GeV
exp. precision  ~1 %
m (llj)max spectrum
threshold: 272 GeV










GeV 121 157, 232, 690,)χ ,~ ,χ ,q~( m 12 0R
0
L =l2 χ01
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Discovery reach for 
squarks/gluinos
Time                           mass   reach
1 month at 1033 ~ 1.3 TeV
1 year   at 1033 ~  1.8 TeV
1 year   at 1034 ~  2.5 TeV
ultimate (300 fb-1)       ~ 2.5-3 TeV
~ “1 day” @ 1033: 
up to 1.5 TeV
~ “10 days” : 
up to 2 TeV
~ 100 days : 
up to 2.3 TeV
ATLAS 
5σ discovery curves
But : it will take a lot time to 
understand  the detectors and the 
backgrounds …
band indicates factor ± 2 variation
in background estimate
Discovery reach vs time  with jets + ETmiss signature  (most model-independent)
Neil Jackson LISHEP Workshop on Collider 
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Overall summary installation schedule version 7.09
Task Name Start Finish
PHASE 2: Barrel Toroid & Barrel Calorimeter 03 Sep '03 31 Jul '06
Phase 2b: Barrel Toroid 15 Mar '04 14 Feb '06
Phase 2c: Barrel Calorimeter 07 Jan '04 31 Jul '06
Phase 2d: Racks, Pipes & Cables 29 Nov '04 15 Dec '05
PHASE 3: End-cap Calorimeters & Muon Barrel 23 May '05 12 Dec '06
Phase 3a: Pipes & Cables 23 May '05 26 Sep '06
Phase 3b: Endcap Calorimeter C 26 Oct '05 27 Oct '06
Phase 3c: Muon Barrel 28 Sep '05 22 May '06
Phase 3d: Endcap Calorimeter A 24 Jan '06 12 Dec '06
PHASE 4: Big Wheels C, Inner Detector 15 Feb '06 03 Apr '07
Phase 4a: Big Wheels, side C 15 Feb '06 14 Sep '06
Phase 7a: Big Wheels, side A 14 Sep '06 13 Feb '07
Phase 4b: Inner Detector 11 May '06 03 Apr '07
PHASE 5: End-cap Toroid 23 May '06 25 Jan '07
Phase 5a: Flexible chains 16 Jun '06 12 Oct '06
Phase 5b: End-Cap Toroid A 23 May '06 26 Sep '06
Phase 5c: End-Cap Toroid C 29 Sep '06 25 Jan '07
Full Magnet Test 12 Jan '07 18 Jan '07
PHASE 6: Beam Vacuum, Small Wheels, Start closing 21 Nov '06 08 May '07
Phase 6a: Small Wheels 21 Nov '06 13 Mar '07
Phase 6b: Beam Vacuum, both sides 04 Apr '07 08 May '07
PHASE 7: Forward Shielding & End wall chambers 01 May '07 21 Jun '07
Phase 7a: Forward Shielding & End wall Chambers (EO) 02 May '07 21 Jun '07
Beam Pipe closed 01 May '07 01 May '07
Global Commissioning 04 Apr '07 26 Jun '07
ATLAS Ready For Beam 26 Jun '07 26 Jun '07
Cosmic tests 27 Jun '07 21 Aug '07
PHASE 2: Barrel Toroid & Ba
ys Phase 2b: Barrel Toroid
Phase 2c: Barrel Calorimeter
264 days Phase 2d: Racks, Pipes & Cables
397 days PHASE 3: End-cap Calo
342 days Phase 3a: Pipes & Cables
253 days Phase 3b: Endcap Calorime
159 days Phase 3c: Muon Barrel
231 days Phase 3d: Endcap Calorim
289 days PHASE 4: Big Whee
152 days Phase 4a: Big Wheels, side C
102 days Phase 7a: Big Wheels, s
227 days Phase 4b: Inner Detec
172 days PHASE 5: End-cap Tor
85 days Phase 5a: Flexible chains
91 days Phase 5b: End-Cap Toroid A
79 days Phase 5c: End-Cap Toro
5 days Full Magnet Test
114 days PHASE 6: Beam Va
74 days Phase 6a: Small Whee
25 days Phase 6b: Beam Vac
37 days PHASE 7: Forwar
37 days Phase 7a: Forward
01 May Beam Pipe closed
60 days Global Commissio
26 Jun ATLAS Ready For
40 days Cosmic tests
2004 2005 2006 2007 2008
Schedules are under constant revision and version 7.10 will be presented 
in a few days-- STILL ON TIME FOR FIRST BEAMS
Neil Jackson LISHEP Workshop on Collider 
Physics 4th April 2006
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Summary
The CERN Management and the LHC machine project team are most strongly 
committed to deliver first collisions in Summer 2007 thereby opening a new chapter 
in particle physics which will be exploited in a truly world-wide collaborative effort 
Many important milestones have been passed in the construction, pre-assembly, 
integration and installation of the ATLAS detector components 
Very major software and computing activities are underway as well, using the LHC 
Computing Grid (LCG) for world-wide distributed computing resources
Commissioning and planning for the early physics phases has started
Æ The ATLAS Collaboration is highly motivated, and on track, for LHC physics in 2007
