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REGRESSZI¶OS J¶AT¶EKOK1
PINT¶ER MIKL¶OS
Budapesti Corvinus Egyetem
Egy kooperat¶³v j¶at¶ek megold¶asa az egyes j¶at¶ekosok ¶altal egyÄuttesen el¶erhet}o
eredm¶eny bizonyos elvek szerinti eloszt¶asa a j¶at¶ekosok kÄozÄott. Egy regresszi¶os
modellben a rendelkez¶esre ¶all¶o magyar¶az¶o v¶altoz¶ok ¶altal egyÄuttesen el¶erhet}o
illeszked¶es az az eredm¶eny, amit sz¶et szeretn¶enk osztani. Az egyes magyar¶az¶o
v¶altoz¶ok j¶at¶ekelm¶eleti m¶odszerekkel val¶o ¶ert¶ekel¶ese egyr¶eszt hozz¶aseg¶³t az
adott, modellezni k¶³v¶ant probl¶ema jobb meg¶ert¶es¶ehez, m¶asr¶eszt seg¶³t kiv¶a-
lasztani azoknak a v¶altoz¶oknak a kÄor¶et, amelyek az adott probl¶ema model-
lez¶es¶ehez szÄuks¶egesek. A cikk c¶elja, hogy a kooperat¶³v j¶at¶ekelm¶eletben j¶ol
ismert Shapley-¶ert¶ek fogalmat haszn¶alva ¶ert¶ekeljÄuk a regresszi¶os modellek
magyar¶az¶o v¶altoz¶oit. ¶AttekintjÄuk a Shapley-¶ert¶ek Hart ¶es Mas-Colell{f¶ele
karakteriz¶aci¶oj¶at, ¶es p¶eld¶akon mutatjuk be a javasolt elj¶ar¶ast. Konkl¶uzi¶o: a
Shapley-¶ert¶ek haszn¶alata regresszi¶os modellek magyar¶az¶o v¶altoz¶oinak ¶ert¶eke-
l¶es¶ere v¶edhet}o, j¶ol interpret¶alhat¶o m¶odszer.
1 Bevezet}o
Az Äokonometriai, statisztikai elemz¶esek sor¶an gyakran felmerÄul az adott ma-
gyar¶az¶o v¶altoz¶ok, vagy bizonyos hat¶asok fontoss¶ag¶anak meg¶allap¶³t¶asa. Is-
merjÄuk az elemezni k¶³v¶ant jellemz}ok egyÄuttes hat¶asait, margin¶alis hat¶asait,
ezekb}ol szeretn¶enk a v¶altoz¶ok egy tiszt¶³tott, egy¶eni ¶ert¶ekel¶es¶et kapni, mely
egy¶eni ¶ert¶ekel¶es j¶ol jellemzi az egyes v¶altoz¶okat, hat¶asokat. A feladatot meg-
fogalmazhatjuk ¶ugy is, hogy sz¶et szeretn¶enk osztani az egyes magyar¶az¶o
v¶altoz¶ok egyÄuttes hat¶as¶at az egyes v¶altoz¶ok kÄozÄott ¶ugy, hogy a sz¶etoszt¶as
rendelkezzen bizonyos tulajdons¶agokkal.
A j¶at¶ekelm¶eletben az ilyen, vagy ehhez hasonl¶o k¶erd¶esekre az ¶atruh¶azhat¶o
hasznoss¶ag¶u kooperat¶³v j¶at¶ekok megold¶asai adnak v¶alaszt. A feladat ott az,
hogy sz¶etosszuk az egyes j¶at¶ekosok (magyar¶az¶o v¶altoz¶ok) kÄozÄott az ¶altaluk
egyÄuttesen el¶ert eredm¶enyt (illeszked¶est).
A kooperat¶³v j¶at¶ekelm¶eleti megold¶asok alkalmaz¶asa v¶altoz¶o¶ert¶ekel¶esre m¶ar
Chevan ¶es Sutherland [2] cikk¶eben felmerÄul, akik kÄulÄonbÄoz}o regresszi¶os fela-
datok kapcs¶an a magyar¶az¶o v¶altoz¶ok egyÄuttes magyar¶az¶oerej¶et (tÄobbszÄorÄos
1KÄoszÄonÄom Forg¶o Ferenc professzornak, hogy r¶air¶any¶³totta a ¯gyelmemet a cikk t¶em¶a-
j¶ara, nevezetesen arra, hogy a kooperat¶³v j¶at¶ekelm¶eleti megold¶askoncepci¶ok haszn¶alhat¶oak
tÄobbv¶altoz¶os regresszi¶os modellek magyar¶az¶o v¶altoz¶oinak ¶ert¶ekel¶es¶ere. KÄulÄon kÄoszÄonÄom a
cikk b¶³r¶al¶oj¶anak, Hajdu Ott¶onak, ¶ert¶ekes ¶eszrev¶eteleit, javaslatait. KÄoszÄonettel tartozom
tov¶abb¶a Forg¶o Ferencnek, Orosz ¶Agot¶anak ¶es Solymosi Tam¶asnak, akik sz¶amos megjegy-
z¶esÄukkel, javaslatukkal seg¶³tett¶ek munk¶amat. Term¶eszetesen az el}ofordul¶o pontatlans¶ago-
k¶ert, hib¶ak¶ert egyedÄul ¶en vagyok a felel}os. Ez a munka az OTKA T046194 p¶aly¶azat t¶amo-
gat¶as¶aval k¶eszÄult. Be¶erkezett: 2007. m¶ajus 30. E-mail: miklos.pinter@uni-corvinus.hu.
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determin¶aci¶os egyÄutthat¶o) osztott¶ak sz¶et az egyes v¶altoz¶ok kÄozÄott a Shapley-
¶ert¶ek szerint. Chevan ¶es Sutherland nem ismerte fel, hogy a Shapley-¶ert¶eket
haszn¶alt¶ak ¶ert¶ekel¶esÄukre, erre csak Stufken [17] h¶³vta fel a ¯gyelmet k¶es}obb.
Ett}ol a pont¶ol kezdve vil¶agos volt, hogy a kÄulÄonbÄoz}o statisztikai, v¶altoz¶o-
¶ert¶ekel¶esi stb. vizsg¶alatok sor¶an a kooperat¶³v j¶at¶ekelm¶elet bizonyos megol-
d¶askoncepci¶oi, fogalmai haszn¶alhat¶oak. Shorrocks [16] megmutatta, hogy a
hat¶as¶ert¶ekel¶esi (v¶altoz¶o¶ert¶ekel¶esi) m¶odszerek egy sz¶eles csoportja tekinthet}o
¶ugy, mint a Shapley-¶ert¶ek kÄulÄonbÄoz}o megfogalmaz¶asai, s}ot, a szerz}o ¶altal az
¶ert¶ekel¶esi elj¶ar¶asokkal szemben megfogalmazott elv¶ar¶asoknak a Shapley-¶ert¶ek
eleget tesz, teh¶at abban az ¶ertelemben ide¶alis ¶ert¶ekel¶esi elj¶ar¶as. Lipovetsky ¶es
Conklin [10] szint¶en a Shapley-¶ert¶eket haszn¶alja regresszi¶os modellek v¶altoz¶o-
¶ert¶ekel¶es¶enek meghat¶aroz¶as¶ara, kÄulÄonÄos tekintettel a multikollinearit¶as ¶altal
okozott ¶ert¶ekel¶esi probl¶em¶ak kezel¶es¶ere. Lipovetsky ¶es Conklin nem ismerik
a fenti szerz}oket, ¶³gy nem tudj¶ak, hogy eredm¶enyeik csak r¶eszben ¶ujak.
Sz¶amos, a Shapley-¶ert¶eket haszn¶al¶o, nem kÄozgazdas¶agi, nem Äuzleti alkal-
mazott ¶³r¶as, alkalmaz¶as, elemz¶es jelent m¶ar meg. Csak ir¶anymutat¶as v¶egett,
p¶eldak¶ent megeml¶³tÄunk n¶eh¶anyat: Cox [3], Gefeller et al. [6], Albrecht et al.
[1], Wan [18], Zhang ¶es Wan [19].
GrÄomping [8] a Shapley-¶ert¶ek statisztikai alkalmaz¶as¶anak egy r¶eszletes
¶attekint¶es¶et adja. A cikk megjelen¶es¶enek d¶atuma (2007), tov¶abb¶a annak
tartalma egy¶ertelm}uen mutatja, hogy a Shapley-¶ert¶ek statisztikai alkalmaz¶a-
s¶anak elm¶elete fontos, m¶eg form¶al¶od¶o, kor¶ant sem lez¶art kutat¶asi terÄulet.
A cikk c¶elja, hogy elm¶eleti oldalr¶ol al¶at¶amasszuk a Shapley-¶ert¶ek haszn¶a-
lat¶at regresszi¶os modellek magyar¶az¶o v¶altoz¶oinak ¶ert¶ekel¶es¶ere. Ebb}ol a c¶elb¶ol
bevezetjÄuk a regresszi¶os j¶at¶ekok fogalm¶at, amely fogalom nem mint¶akra,
hanem val¶osz¶³n}us¶egi v¶altoz¶okra ¶epÄul}o fogalom. A regresszi¶os j¶at¶ekok ez a
fajta absztrakt tulajdons¶aga lehet}ov¶e teszi, hogy elvi oldalr¶ol jellemezzÄuk ezt
a j¶at¶ekoszt¶alyt. A f}o jellemz¶esÄunk a Shapley-¶ert¶ek Hart ¶es Mas-Colell{f¶ele
[9] karakteriz¶aci¶oj¶ara ¶epÄul. A 27. t¶etelben megmutatjuk, hogy a Shapley-
¶ert¶ek az egyetlen olyan, a regresszi¶os j¶at¶ekok oszt¶aly¶an ¶ertelmezett ¶ert¶ekel¶es,
amely rendelkezik a Hart ¶es Mas-Colell ¶altal megkÄovetelt, ¶es a regresszi¶os
probl¶em¶ak sor¶an j¶ol interpret¶alhat¶o, jogosan elv¶arhat¶o tulajdons¶agokkal.
A munka fel¶ep¶³t¶ese a kÄovetkez}o: a 2. szakaszban ¶attekintjÄuk a cikkben
haszn¶alt j¶at¶ekelm¶eleti fogalmakat. A 3. szakaszban a Shapley-¶ert¶ek Hart
¶es Mas-Colell{f¶ele potenci¶alra t¶amaszkod¶o jellemz¶es¶et t¶argyaljuk. A 4. sza-
kaszban bevezetjÄuk a regresszi¶os j¶at¶ek fogalm¶at (22. de¯n¶³ci¶o), tov¶abb¶a meg-
mutatjuk, hogy a potenci¶allal mik¶ent jellemezhet}o a Shapley-f¶ele ¶ert¶ekel¶es a
regresszi¶os j¶at¶ekok oszt¶aly¶an (27. t¶etel). V¶egÄul, az 5. szakaszban egy konkr¶et
alkalmaz¶asi m¶odszert ismertetÄunk. Az utols¶o szakasz az Äosszefoglal¶as¶e.
2 Kooperat¶³v j¶at¶ekok
Ebben a szakaszban rÄoviden ¶attekintjÄuk a cikkben ¶erintett kooperat¶³v j¶at¶ekel-
m¶eleti fogalmakat. Nem t¶erÄunk ki r¶eszletesen minden fogalomra, eredm¶enyre,
amit haszn¶alni k¶³v¶anunk, hanem t¶amaszkodva az [5] jegyzetre, csak azokat
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a fogalmakat, eredm¶enyeket t¶argyaljuk, amelyek kÄozvetlenÄul szÄuks¶egesek a
cikk meg¶ert¶es¶ehez.
1. de¯n¶³ci¶o. Legyen N a j¶at¶ekosok v¶eges halmaza, ¶es legyen v : P(N) ! IR
olyan fÄuggv¶eny, hogy v(;) = 0, ahol P(N) az N halmaz hatv¶anyhalmaza.
Ekkor v-t karakterisztikus fÄuggv¶ennyel adott, ¶atruh¶azhat¶o hasznoss¶ag¶u, m¶as
n¶even TU (transferable utility) kooperat¶³v j¶at¶eknak (a tov¶abbiakban rÄoviden
,,csak" kooperat¶³v j¶at¶eknak) nevezzÄuk.
A fenti de¯n¶³ci¶o mÄogÄott megh¶uz¶od¶o intu¶³ci¶o a kÄovetkez}o: az N halmaz
r¶eszhalmazai az egyes koal¶³ci¶ok, m¶³g a v karakterisztikus fÄuggv¶eny ¶ert¶ekei az
egyes koal¶³ci¶ok ¶altal el¶erhet}o ki¯zet¶est, hasznoss¶agot adj¶ak meg. L¶athat¶o,
hogy a koal¶³ci¶ok tagjai egyÄutt ¶ernek el bizonyos ki¯zet¶esi ¶ert¶ekeket, ¶es az
el¶ert ¶ert¶ekeket tetsz}olegesen sz¶et tudj¶ak osztani a r¶esztvev}ok kÄozÄott; innen
az ¶atruh¶azhat¶o hasznoss¶ag jelz}o.
2. seg¶edt¶etel. Legyen GN az jN j (N sz¶amoss¶aga) elem}u j¶at¶ekoshalmazzal
rendelkez}o kooperat¶³v j¶at¶ekok oszt¶alya. Ekkor tetsz}oleges N-re GN ¶es IR2jNj¡1
izomorfak.
Bizony¶³t¶as. A bizony¶³t¶ast az olvas¶ora b¶³zzuk. 2
A fenti seg¶edt¶etelb}ol kÄovetkezik, hogy val¶oj¶aban nem maga a j¶at¶ekosok
halmaza N , hanem N sz¶amoss¶aga az, ami fontos. Teh¶at a j¶at¶ekoszt¶aly fogal-
ma nem a j¶at¶ekosok szem¶ely¶ere, hanem azok sz¶am¶ara ¶epÄul. A tov¶abbiakban
feltesszÄuk, hogy v 2 GN olyan kooperat¶³v j¶at¶ek, amelynek j¶at¶ekoshalmaza
N = f1; . . . ; ng, ¶es a k¶et t¶er kÄozÄott rÄogz¶³tett izomor¯zmusunk van, magyar¶an
sz¶olva, feltesszÄuk, hogy IR2
n¡1 egy rÄogz¶³tett b¶azisa mellett de¯ni¶aljuk v-t.
3. de¯n¶³ci¶o. A v 2 GN kooperat¶³v j¶at¶ek monoton, ha tetsz}oleges olyan
A; B 2 P(N) eset¶en, hogy A µ B, v(A) · v(B).
A monoton kooperat¶³v j¶at¶ekban egy ¶uj j¶at¶ekos tetsz}oleges koal¶³ci¶oba val¶o
bel¶ep¶ese nem csÄokkenti az el¶erhet}o hasznoss¶agot.
4. de¯n¶³ci¶o. A v 2 GN kooperat¶³v j¶at¶ek szuperaddit¶³v (szubaddit¶³v), ha
tetsz}oleges olyan A;B 2 P(N)-re, hogy A \ B = ;, v(A [ B) ¸ v(A) + v(B)
(v(A [ B) · v(A) + v(B)). v addit¶³v, ha egyszerre szuper- ¶es szubaddit¶³v,
teh¶at, ha tetsz}oleges olyan A; B 2 P(N)-re, hogy A \ B = ;, v(A [ B) =
v(A) + v(B).
A szuperaddit¶³v kooperat¶³v j¶at¶ekokban sz¶amolhatunk a nagykoal¶³ci¶o (N)
megalakul¶as¶aval, hiszen az Äosszes j¶at¶ekos Äosszefog¶asa olyan hasznoss¶agi szin-
tet tud biztos¶³tani a j¶at¶ekosoknak, amit m¶as ,,r¶eszÄosszefog¶asokkal" felÄulm¶ulni
nem lehet. A szubaddit¶³v j¶at¶ekok eset¶en azonban (kiv¶eve az addit¶³v esetet)
nem v¶arhat¶o a nagykoal¶³ci¶o megalakul¶asa, ezek a kooperat¶³v j¶at¶ekok bizonyos
¶ertelemben patologikusak.
5. de¯n¶³ci¶o. A v 2 GN kooperat¶³v j¶at¶ek l¶enyeges, ha v(N) > P
i2N
v(fig).
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A l¶enyegess¶eg eset¶eben az elv¶ar¶as az, hogy a nagykoal¶³ci¶o ¶altal el¶erhet}o
hasznoss¶agi szint haladja meg a j¶at¶ekosok ¶altal egy¶enileg el¶erhet}o hasznoss¶a-
gok Äosszeg¶et. A l¶enyeges elnevez¶esre a magyar¶azat abban rejlik, hogy a nem
l¶enyeges j¶at¶ekok eset¶en v¶egk¶epp nem sz¶amolhatunk a nagykoal¶³ci¶o megala-
kul¶as¶aval.
6. megjegyz¶es. Nagyon sok egyens¶ulyfogalom csak l¶enyeges j¶at¶ekok eset¶en
b¶³r jelent¶essel. ¶Igy pl. a mag, kernel, alkuhalmaz, stabil halmaz, nukleolusz
csak l¶enyeges j¶at¶ekok eset¶en tartalmas fogalom (lsd. pl. [4, 5, 11]).
Ebben a cikkben a Shapley-¶ert¶eket (Shapley [14]) haszn¶aljuk.
7. de¯n¶³ci¶o. Legyen v 2 GN kooperat¶³v j¶at¶ek, ¶es legyen v0i(S) = v(S[fig)¡
v(S), ahol i 2 N , S 2 P(N). Legyen tov¶abb¶a tetsz}oleges i 2 N eset¶en
f iSh(S) =
( jSj!(jN j ¡ jSj ¡ 1)!
jN j! ; ha i =2 S
0 kÄulÄonben
eloszl¶as P(N)-en2. Ekkor Ái(v), az i j¶at¶ekos Shapley-¶ert¶eke a kÄovetkez}o:
Ái(v) =
X
S2P(N)
v0i(S) f
i
Sh(S) : (1)
A Shapley-¶ert¶ek mÄog¶e egy j¶ol megfoghat¶o intu¶³ci¶o helyezhet}o. A v0i(S)
az az ¶ert¶ek, ami az i j¶at¶ekos ceteris paribus hozz¶aj¶arul¶asa az S koal¶³ci¶ohoz.
Teh¶at, ha az i j¶at¶ekos nem tagja az S koal¶³ci¶onak, akkor az }o bel¶ep¶ese az S
koal¶³ci¶oba v0i(S) ,,tÄobbletet" hoz, ha pedig az i j¶at¶ekos tagja az S koal¶³ci¶onak,
akkor v0i(S) = 0. TegyÄuk fel, hogy a koal¶³ci¶ok az egyes j¶at¶ekosok v¶eletlenszer}u
sorrendj¶eb}ol alakulnak ki (pl. ¶erkez¶esi sorrend), teh¶at minden azonos elem-
sz¶am¶u koal¶³ci¶o bekÄovetkez¶es¶enek azonos a val¶osz¶³n}us¶ege. Legyen S egy tet-
sz}oleges koal¶³ci¶o, ekkor ha i =2 S, akkor az S koal¶³ci¶o jSj!(jN j ¡ jSj ¡ 1)!=jN j!
val¶osz¶³n}us¶eggel alakul meg, ¶³gy az i j¶at¶ekos hozz¶aj¶arul¶asa ezen a koal¶³ci¶on
keresztÄul v¶arhat¶oan v0i(S)jSj!(jN j ¡ jSj ¡ 1)!=jN j! = v0i(S)fiSh(S), teh¶at Ái(v)
nem m¶as, mint v0i, f
i
Sh-ra vonatkoz¶o v¶arhat¶o ¶ert¶eke.
A kÄovetkez}o p¶eld¶aban a fent ismertetett Shapley-¶ert¶eket ¶es a hozz¶a kap-
csolhat¶o intu¶³ci¶ot mutatjuk be.
8. p¶elda. Legyen N = f1; 2; 3g, ¶es legyen v a kÄovetkez}o:
v(f1g) = 1 ; v(f2g) = 0 ; v(f3g) = 2 ;
v(f1; 2g) = 2 ; v(f1; 3g) = 2 ; v(f2; 3g) = 3 ;
v(f1; 2; 3g) = 5 :
¶Erkez¶esi sorrendek:
1 1 2 2 3 3
2 3 1 3 1 2
3 2 3 1 2 1
2Teh¶at
P
S2P(N)
f iSh(S) = 1.
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Hat¶arhozz¶aj¶arul¶asok (j¶at¶ekosonk¶ent):
1 1 2 2 0 2
1 3 0 0 3 1
3 1 3 3 2 2
A Shapley-¶ert¶ekek:
Á1(v) =
1
6
¡
1 + 1 + 2 + 2 + 0 + 2
¢
=
8
6
Á2(v) =
1
6
¡
1 + 3 + 0 + 0 + 3 + 1
¢
=
8
6
Á3(v) =
1
6
¡
3 + 1 + 3 + 3 + 2 + 2
¢
=
14
6
Fontos l¶atni, hogy a Shapley-¶ert¶ek azonos val¶osz¶³n}us¶eggel, s¶ullyal kezeli az
egyes j¶at¶ekosokat (f iSh-k). Ez az ,,egyenl}o" kezel¶es a Shapley-¶ert¶ek normat¶³v
tulajdons¶aga. Term¶eszetesen haszn¶alhatunk m¶as s¶ulyrendszert is, ekkor kap-
juk a Shapley-¶ert¶ek egy ¶altal¶anos¶³t¶as¶at, az aszimmetrikus Shapley-¶ert¶eket
(lsd. pl. Shapley [15]).
9. megjegyz¶es. Vil¶agos, hogy Á egy line¶aris lek¶epez¶es, ¶³gy annak konkr¶et
form¶aja fÄugg mind az ¶ertelmez¶esi tartom¶any, mind az ¶ert¶ekk¶eszlet vektorterek
b¶azis¶at¶ol. Az ¶ertelmez¶esi tartom¶any b¶azis¶at m¶ar rÄogz¶³tettÄuk, ¶³gy tov¶abbiak-
ban rÄogz¶³tjÄuk az ¶ert¶ekk¶eszlet egy b¶azis¶at is. Ekkor Á j¶olde¯ni¶alt.
A kÄovetkez}okben tiszt¶azzuk, hogy milyen tulajdons¶agokkal rendelkezik a
Shapley-¶ert¶ek, illetve, milyen tulajdons¶agok megl¶et¶evel egyen¶ert¶ek}u a Shap-
ley-¶ert¶ek. Ez ut¶obbi k¶erd¶es a Shapley-¶ert¶ek axiomatiz¶al¶asa, ¶es ehhez van
szÄuks¶eg a kÄovetkez}o fogalmakra, eredm¶enyekre.
10. de¯n¶³ci¶o. Legyen v 2 GN tetsz}olegesen rÄogz¶³tett, ¶es legyen i; j 2 N .
Ekkor az i ¶es j j¶at¶ekosok ekvivalensek (i » j), ha minden olyan S 2 P(N)-re,
hogy i; j =2 S, v0i(S) = v0j(S).
A fenti de¯n¶³ci¶o szerint k¶et j¶at¶ekos ekvivalens, ha felcser¶elhet}oek, teh¶at, ha
egy olyan koal¶³ci¶ot vizsg¶alunk, amiben egyik}ojÄuk sincs benne, akkor mindegy,
hogy melyik csatlakozik az adott koal¶³ci¶ohoz, mind a ketten ugyan annyi
,,tÄobbletet" hoznak. KÄonnyen l¶athat¶o, hogy » ekvivalencia rel¶aci¶o.
11. de¯n¶³ci¶o. A v 2 GN kooperat¶³v j¶at¶ek alapj¶at¶ek, ha i; j =2 NP (v)-b}ol
kÄovetkezik, hogy i » j, ahol NP (v) = fi 2 N j v0i = 0g, a v j¶at¶ek nulla-
j¶at¶ekosainak halmaza.
Egy kooperat¶³v j¶at¶ek akkor alapj¶at¶ek, ha a nullaj¶at¶ekosokon k¶³vÄul csak
egyf¶ele j¶at¶ekosa van. Az alapj¶at¶ek fogalom haszn¶alhat¶os¶aga nem derÄul ki
igaz¶an a kÄovetkez}okben t¶argyal¶asra kerÄul}o probl¶em¶akn¶al, de m¶as, itt nem
t¶argyalt axiomatiz¶al¶asi koncepci¶okn¶al kulcsszerepe van.
12. kÄovetkezm¶eny. Ha v 2 GN alapj¶at¶ek, akkor tetsz}oleges ® 2 IR eset¶en
®v is alapj¶at¶ek.
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Bizony¶³t¶as. A 11. de¯n¶³ci¶o kÄozvetlen kÄovetkezm¶enye. 2
Egy alapj¶at¶ek tetsz}oleges skal¶arszorosa is alapj¶at¶ek. Magyar¶an sz¶olva, az
alapj¶at¶ekokat szabadon lehet ,,ny¶ujtani", ,,zsugor¶³tani", att¶ol m¶eg alapj¶at¶e-
kok maradnak.
Vil¶agos, hogy meglehet}osen sok fajta alapj¶at¶ek van. Ennek megmu-
tat¶as¶ara n¶ezzÄuk a kÄovetkez}o, [12]-b}ol val¶o ¶all¶³t¶ast.
13. ¶all¶³t¶as. Legyen v 2 GN tetsz}olegesen rÄogz¶³tett kooperat¶³v j¶at¶ek. Ekkor
9vi; . . . ; vk 2 GN alapj¶at¶ekok, hogy v =
kP
i=1
vk.
Bizony¶³t¶as. El¶eg azt megmutatni, hogy van 2n ¡ 1 line¶arisan fÄuggetlen
alapj¶at¶ek. Legyen
uT (S) =
½
1; ha T µ S
0 kÄulÄonben,
ahol S;T 2 P(N), T 6= ; tetsz}olegesen rÄogz¶³tett. Az uT j¶at¶ekot a T
koal¶³ci¶ohoz tartoz¶o egyet¶ert¶esi j¶at¶eknak3 nevezzÄuk. KÄonnyen l¶athat¶o, hogy
az egyet¶ert¶esi j¶at¶ekok alapj¶at¶ekok.
A kÄovetkez}o l¶ep¶es annak megmutat¶asa, hogy fuT gT 6=; line¶arisan fÄuggetlen
vektorrendszer. Indirekt tegyÄuk fel, hogy 0 =
P
T2P(N)n; ®T uT ¶es fT j ®T 6=
0g 6= ;. Legyen T ¤ a fT j ®T 6= 0g halmaz egy minim¶alis eleme. Ekkor
azonban µ X
T2P(N)n;
®T uT
¶
(T ¤) = ®T ¤ 6= 0 ;
ami ellentmond¶as. 2
A 13. ¶all¶³t¶as azt mondja, hogy GN -nek van alapj¶at¶ekokb¶ol ¶all¶o b¶azisa,
amely ¶all¶³t¶ast egy konkr¶et b¶azis megad¶as¶aval bizony¶³tottunk. GN alapj¶at¶e-
kokb¶ol ¶all¶o b¶azisainak a jellemz¶ese, kategoriz¶al¶asa nyitott k¶erd¶es. A kÄovet-
kez}okben kiderÄul, hogy egy ilyen karakteriz¶aci¶o sokkal kerekebb¶e tenn¶e a
Shapley-¶ert¶ek axiomatiz¶al¶as¶anak t¶argyal¶as¶at.
3 Potenci¶al fÄuggv¶eny
A Shapley-¶ert¶ek Hart ¶es Mas-Colell [9] szerz}okt}ol sz¶armaz¶o jellemz¶es¶evel
foglalkozunk a kÄovetkez}okben. A t¶argyal¶as sor¶an [12]-re t¶amaszkodunk.
14. de¯n¶³ci¶o. Legyen v 2 GN tetsz}oleges kooperat¶³v j¶at¶ek, ¶es legyen T µ N .
Ekkor a v j¶at¶ek T -hez tartoz¶o vT r¶eszj¶at¶eka a kÄovetkez}o: vT (S) = v(S),
minden S µ T -re. L¶athat¶o, hogy vT 2 GT .
Teh¶at a v j¶at¶ek r¶eszj¶at¶ek¶at ¶ugy kapjuk, hogy egyszer}uen kihagyunk j¶a-
t¶ekosokat. Azok a koal¶³ci¶ok, ahol kihagyott j¶at¶ekosok szerepeltek, azok a
r¶eszj¶at¶ekban m¶ar nem lesznek, teh¶at ott a r¶eszj¶at¶ekot nem is kell de¯ni¶alni.
3Az elnevez¶es nagyon tal¶al¶o, hiszen a j¶at¶ek ¶ert¶eke pontosan akkor 1, ha a T koal¶³ci¶o
tagjai ,,egyet¶ertenek".
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15. de¯n¶³ci¶o. Legyen ¡N = [TµNGT , P : A ! IR fÄuggv¶eny, ahol A µ ¡N ,
¶es legyen tetsz}oleges olyan v 2 GT µ A j¶at¶ekra, hogy T 6= ;, ¶es jT j > 1-re
vTnfig 2 A,
P 0i (v) =
½
P (v); ha jT j = 1
P (v) ¡ P (vT nfig) kÄulÄonben
Ekkor, ha tetsz}oleges olyan v 2 GT µ ¡N -re, hogy T 6= ; ¶es vTnfig 2 A
minden i 2 T -re, fenn¶all, hogyX
i2T
P 0i (v) = v(T ) ; (2)
akkor P -t az A halmazon ¶ertelmezett potenci¶alnak nevezzÄuk.
A potenci¶al teh¶at olyan fÄuggv¶eny, amely a kooperat¶³v j¶at¶ekok olyan r¶esz-
oszt¶aly¶an ¶ertelmezett, ahol nem rÄogz¶³tett a j¶at¶ekosok sz¶ama. Ebb}ol kÄovet-
kez}oleg, a potenci¶al alkalmas kÄulÄonbÄoz}o j¶at¶ekossz¶am¶u j¶at¶ekok Äosszehasonl¶³-
t¶as¶ara is. (2) szerint, tetsz}oleges j¶at¶ekban a nagykoal¶³ci¶o ¶ert¶eke megegyezik
az egyes j¶at¶ekosok potenci¶alra gyakorolt hat¶asainak Äosszeg¶evel. Teh¶at azt
mondhatjuk, hogy egy j¶at¶ekban a nagykoal¶³ci¶o ¶ert¶ek¶et az egyes j¶at¶ekosok
elhagy¶as¶aval kapott j¶at¶ekok ¯gyelembev¶etel¶evel kalkul¶aljuk.
Ehhez szÄuks¶eges a kÄovetkez}o fogalom.
16. de¯n¶³ci¶o. Az A µ ¡N j¶at¶ekoszt¶aly r¶eszj¶at¶ek-z¶art, ha tetsz}oleges v 2 ¡N
tetsz}oleges vT , T µ N, jT j > 1 r¶eszj¶at¶eka benne van A-ban.
A (2) egyenl}os¶egb}ol l¶athat¶o, hogy a potenci¶al fogalma akkor nem sem-
mitmond¶o, ha tetsz}oleges j¶at¶ek tetsz}oleges r¶eszj¶at¶eka is benne van a vizsg¶alt
r¶eszoszt¶alyban. Ellenkez}o esetben a potenci¶al nem egy¶ertelm}u, ¶³gy nem
j¶olde¯ni¶alt.
A kÄovetkez}o t¶etel, amely [12]-b}ol val¶o, a Shapley-¶ert¶ek Hart ¶es Mas-Colell{
f¶ele axiomatiz¶aci¶oja.
17. t¶etel. Legyen A µ ¡N r¶eszj¶at¶ek-z¶art j¶at¶ekoszt¶aly. Ekkor az A-n ¶ertel-
mezett fÄuggv¶eny pontosan akkor potenci¶al, ha tetsz}oleges v 2 GT µ A-ra ¶es
tetsz}oleges i 2 T -re P 0i (v) = Ái(v).
Bizony¶³t¶as. El}oszÄor megmutatjuk, hogy van A-n potenci¶al, s}ot csak egyet-
len egy van. Vil¶agos, hogy ha A r¶eszj¶at¶ek-z¶art, akkor P 0i (v) l¶etezik minden
v 2 A eset¶en. jT j-n val¶o indukci¶oval bizony¶³tunk. Legyen v 2 GT µ A, hogy
jT j = 1. Ekkor legyen P (v) = v(T ).
TegyÄuk fel, hogy a GT µ A, jT j = k < n halmazbeli j¶at¶ekokra P
j¶olde¯ni¶alt (teh¶at egy¶ertelm}uen de¯ni¶alt), ¶es legyen v 2 GS µ A olyan, hogy
jSj = k + 1, ¶es
P (v) =
v(S) +
P
i2S P (v
Snfig)
jSj :
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Ekkor X
i2S
(P (v) ¡ P (vSnfig)) = jSjP (v) ¡
X
i2S
P (vSnfig) =
= v(S) +
X
i2S
P (vSnfig) ¡
X
i2S
P (vSnfig) = v(S) ;
teh¶at P megfelel (2)-nek, s}ot csak P felel meg.
A kÄovetkez}o l¶ep¶esben konkr¶etan megadjuk P -t. Legyen v 2 GT µ A
tetsz}olegesen rÄogz¶³tett, fvSgS 6=;, GT egy alapj¶at¶ekokb¶ol ¶all¶o b¶azisa (a 13. ¶al-
l¶³t¶as miatt ilyen b¶azis l¶etezik), ahol T n S = NP (vS), ¶es v =
P
S 6=; ®SvS .
Legyen tov¶abb¶a
P ¤(v) =
X
S 6=;
®SvS(T )
jSj :
Legyen most v 2 GS µ ¡N olyan, hogy jT j = 1. Ekkor P¤(v) = v(T ), teh¶at
ha jT j = 1, akkor P¤ = P .
Legyen v 2 GT µ A tetsz}olegesen rÄogz¶³tett, ahol jT j > 1. Legyen tov¶abb¶a
i 2 T szint¶en tetsz}olegesen rÄogz¶³tett, ekkor
P¤(vTnfig) =
X
i=2S; S 6=;
®SvS(T )
jSj ;
¶³gy
P ¤
0
i (v) =
X
S 6=;
®SvS(T )
jSj ¡
X
i=2S; S 6=;
®SvS(T )
jSj =
X
i2S
®SvS(T )
jSj : (3)
Ekkor X
i2T
P ¤
0
i (v) =
X
i2T
X
i2S
®SvS(T )
jSj =
X
S 6=;
®SvS(T ) = v(T ) :
Teh¶at P ¤ potenci¶al, magyar¶an sz¶olva P¤ = P .
A kÄovetkez}o l¶ep¶es annak megmutat¶asa, hogy tetsz}oleges i 2 T -re P 0i (v) =
Ái(v). Legyen vS 2 GN tetsz}olegesen rÄogz¶³tett fent haszn¶alt alapj¶at¶ek. Ekkor
a Shapley-¶ert¶ek, ¶es az alapj¶at¶ek fogalmak de¯n¶³ci¶oib¶ol (7. ¶es 11. de¯n¶³ci¶ok)
kÄovetkezik, hogy
Ái(vS) =
8<: vS(T )jSj ; ha i 2 S
0 kÄulÄonben,
¶³gy a (3) egyenl}os¶egb}ol ¶es a Shapley-¶ert¶ek linearit¶as¶ab¶ol kÄovetkezik, hogy
tetsz}oleges i 2 T -re
P 0i (v) =
X
i2S
®SvS(T )
jSj =
X
i2T
®SÁi(vS) = Ái(v) :
2
A 17. t¶etelb}ol l¶athat¶o, hogy a Shapley-f¶ele ¶ert¶ekel¶es potenci¶allal val¶o
jellemz¶es¶enek egyetlen felt¶etele az, hogy a vizsg¶alt j¶at¶ekoszt¶aly r¶eszj¶at¶ek-z¶art
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legyen. Ez sok esetben nagyon k¶ezenfekv}o ¶es kÄonnyen ellen}orizhet}o tulaj-
dons¶ag. Ennek illusztr¶al¶as¶ara n¶ezzÄuk az al¶abbi kÄovetkezm¶enyt.
18. kÄovetkezm¶eny. A P ¤ a(z)
1. ¡N -en
2. szuperaddit¶³v j¶at¶ekok oszt¶aly¶an
3. szubaddit¶³v j¶at¶ekok oszt¶aly¶an
4. monoton j¶at¶ekok oszt¶aly¶an
5. addit¶³v j¶at¶ekok oszt¶aly¶an
¶ertelmezett fÄuggv¶eny pontosan akkor potenci¶al, ha tetsz}oleges v 2 GT µ ¡N -re
¶es tetsz}oleges i 2 T -re P 0i (v) = Ái(v).
Bizony¶³t¶as. Minden eml¶³tett j¶at¶ekoszt¶aly r¶eszj¶at¶ek-z¶art, ¶³gy alkalmazhat-
juk a 17. t¶etelt. 2
Fontos l¶atni, hogy pl. a l¶enyeges j¶at¶ekok oszt¶alya nem r¶eszj¶at¶ek-z¶art,
teh¶at azon a j¶at¶ekoszt¶alyon a potenci¶al nem karakteriz¶alja a Shapley-f¶ele
¶ert¶ekel¶est.
4 Regresszi¶os j¶at¶ekok
Ebben a szakaszban a line¶aris regresszi¶os4 modellez¶esi probl¶em¶at vizsg¶aljuk.
A c¶elunk olyan m¶odszert adni, amelynek seg¶³ts¶eg¶evel ¶ert¶ekelni tudjuk az egyes
magyar¶az¶o v¶altoz¶okat.
Legyenek ´ a magyar¶azott, ¶es »i, i = 1; . . . ; n a magyar¶az¶o v¶altoz¶ok. Ab-
sztrakt form¶aban tekintjÄuk a modellez¶esi feladatot, teh¶at nem foglalkozunk
becsl¶esekkel, feltesszÄuk, hogy ismerjÄuk a val¶osz¶³n}us¶egi v¶altoz¶okat, amikkel
dolgozunk.
19. de¯n¶³ci¶o. Legyen N = f»1; . . . ; »ng a j¶at¶ekosok halmaza, teh¶at N , az n
magyar¶az¶o v¶altoz¶o halmaza.
A tov¶abbiakban feltesszÄuk, hogy N rÄogz¶³tett, amin azt ¶ertjÄuk, hogy n
magyar¶az¶o v¶altoz¶o van a modellben. TekintsÄuk a kÄovetkez}o feladatot (S µ N
tetsz}olegesen rÄogz¶³tett):
var (´) ¡ var (´ ¡
X
i2S
¯i»i) ! max
¯i 2 IR; i 2 S
(4)
20. de¯n¶³ci¶o. Legyen a magyar¶azott (´), ¶es a magyar¶az¶o (»1; . . . ; »n) v¶alto-
z¶ok rÄogz¶³tettek. Tetsz}oleges S 2 P(N)-re v(S) legyen (4) megold¶asa.
Az egyes koal¶³ci¶ok ¶ert¶ek¶et az ¶altaluk el¶ert ,,illeszked¶es" (4) j¶os¶aga adja. Az
¶altalunk haszn¶alt m¶er}osz¶am az RSS-nek feleltethet}o meg (term¶eszetesen nem
4Nem line¶aris regresszi¶os probl¶em¶akra teljesen anal¶og m¶odon megy a fel¶ep¶³t¶es, ¶³gy annak
t¶argyal¶as¶at¶ol itt eltekintÄunk.
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egyezik meg vele). Az alapgondolat a kÄovetkez}o: szok¶asos a statisztikai iroda-
lomban, hogy egy modell illeszked¶es¶en a tÄobbszÄorÄos determin¶aci¶os egyÄuttha-
t¶ot ¶ertik. Ez a mutat¶o azonban egy lenorm¶azott ¶ert¶ek (0 ¶es 1 kÄoz¶e esik), ami
matematikai, j¶at¶ekelm¶eleti szempontb¶ol nem t¶ul szerencs¶es5. Ugyanakkor, az
itt t¶argyalt megkÄozel¶³t¶esben nincsenek mintavektorok (mint¶ak), val¶osz¶³n}us¶egi
v¶altoz¶okkal dolgozunk, ¶es az RSS megfelel}oj¶et keressÄuk6. Mivel a (4) ¶altal
meghat¶arozott j¶at¶ekok csak egy pozit¶³v skal¶ar szorz¶oval t¶ernek el az RSS ¶altal
meghat¶arozott¶ol, ¶es k¶up strukt¶ur¶ank van, ¶³gy az RSS ¶es a (4) megkÄozel¶³t¶esek
ekvivalensnek tekinthet}oek.
Chaven ¶es Sutherland [2], Lipovetsky ¶es Conklin [10] az illeszked¶es m¶e-
r}ojek¶ent a tÄobbszÄorÄos determin¶aci¶os egyÄutthat¶ot haszn¶alta. A (4) m¶er}osz¶am
el}onyek¶ent lehet felhozni (a tÄobbszÄorÄos determin¶aci¶os egyÄutthat¶oval szem-
ben), hogy a tÄobbszÄorÄos determin¶aci¶os egyÄutthat¶o egy lenorm¶azott ¶ert¶ek, ¶³gy
a magyar¶az¶ov¶altoz¶ok abszol¶ut ¶ertelemben nem ¶ert¶ekelhet}oek ¶altala (tÄobb,
kÄulÄonbÄoz}o modellben szerepl}o magyar¶az¶o v¶altoz¶ok Äosszevet¶ese neh¶ezkes).
21. kÄovetkezm¶eny. v kooperat¶³v j¶at¶ek.
Bizony¶³t¶as. Az 1, 19, 20. de¯n¶³ci¶ok kÄozvetlen kÄovetkezm¶enye. 2
RÄogz¶³tett magyar¶azott ¶es magyar¶az¶o v¶altoz¶ok eset¶en a v kooperat¶³v j¶at¶ek-
ban a kÄulÄonbÄoz}o bevont magyar¶az¶o v¶altoz¶ok ¶altal meghat¶arozott modellek
adj¶ak a j¶at¶ekot. Teh¶at egy j¶at¶ekban tÄobb modell van, minden kooperat¶³v
j¶at¶ekhoz egy j¶ol meghat¶arozott modellcsoport tartozik.
22. de¯n¶³ci¶o. A 19, 20. de¯n¶³ci¶ok ¶altal meghat¶arozott j¶at¶ekokat regresszi¶os
j¶at¶ekoknak nevezzÄuk. A regresszi¶os j¶at¶ekok oszt¶aly¶at GNR -rel jelÄoljÄuk.
A regresszi¶os j¶at¶ekok teh¶at olyan j¶at¶ekok, amelyek megfeleltethet}oek re-
gresszi¶os feladatoknak.
23. seg¶edt¶etel. A GNR j¶at¶ekoszt¶aly r¶esze a monoton j¶at¶ekok oszt¶aly¶anak.
Bizony¶³t¶as. A bizony¶³t¶ast az olvas¶ora b¶³zzuk. 2
A 23. seg¶edt¶etel kÄonnyen interpret¶alhat¶o. Amennyiben egy rÄogz¶³tett mo-
dellbe egy ¶uj magyar¶az¶o v¶altoz¶ot illesztÄunk, akkor az ¶uj modell magyar¶az¶o-
ereje nem lehet kisebb, mint az eredeti modell¶e. Vagy m¶ask¶eppen, egy alt¶er ¶es
egy pont t¶avols¶aga nem n}ohet att¶ol, hogy az alteret egy ¶uj vektorral b}ov¶³tjÄuk.
A kÄovetkez}okben egy p¶eld¶aval illusztr¶aljuk az eddig elmondottakat.
24. p¶elda. Legyen a kovarianciam¶atrix:0B@
1 0 1 1
0 1 ¡1 0
1 ¡1 4 2
1 0 2 3
1CA
5Ez a t¶eny nem derÄul ki az itt t¶argyalt megkÄozel¶³t¶esben, de arr¶ol van sz¶o, hogy a reg-
resszi¶os j¶at¶ekoknak nincs k¶up strukt¶ur¶aja (az A µ IRn halmaz k¶up, ha tetsz}oleges ® 2 IR+
eset¶en ®A µ A), ha a tÄobbszÄorÄos determin¶aci¶os egyÄutthat¶ot haszn¶aljuk az ¶ert¶ekel¶esn¶el,
ami m¶as axiomatiz¶aci¶os elj¶ar¶asokn¶al (Shapley, Young) kifejezetten h¶atr¶anyos.
6Igaz¶ab¶ol, az itt haszn¶alt absztrakt modellben nincs semmi k¶ets¶eg afel}ol, hogy mi legyen
a m¶er}osz¶am, hiszen nem kell becsÄulnÄunk, ismerjÄuk a val¶osz¶³n}us¶egi v¶altoz¶okat, ¶es egyszer}uen
csak legkÄozelebbi pontokat keresÄunk (pontosabban legkisebb t¶avols¶agokat).
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A kovarianciam¶atrix f}o¶atl¶oj¶aban rendre a magyar¶azott (´), ¶es a magyar¶az¶o
v¶altoz¶ok (»1, »2, »3) varianci¶ai tal¶alhat¶oak. A f}o¶atl¶on k¶³vÄuli elemek a szok¶asos
kovarianci¶ak. A fenti kovarianciam¶atrixb¶ol l¶athat¶o, hogy »1-nek nincs kÄoz-
vetlen hat¶asa ´-ra.
A megfelel}o v regresszi¶os j¶at¶ek:
v(f1g) = 0 ; v(f2g) = 1
4
; v(f3g) = 1
3
;
v(f1; 2g) = 1
3
; v(f1; 3g) = 1
3
; v(f2; 3g) = 3
8
;
v(f1; 2; 3g) = 2
5
:
L¶athat¶o, hogy v olyan monoton j¶at¶ek, amely nem szuperaddit¶³v, nem
szubaddit¶³v, ¶es nem is l¶enyeges. A v regresszi¶os j¶at¶ek Shapley-¶ert¶eke :µ
16
720
;
121
720
;
151
720
¶
:
Komponensenk¶ent:
Á1(v) =
1
3
0 +
1
6
µ
1
12
+ 0
¶
+
1
3
1
40
=
16
720
;
Á2(v) =
1
3
1
4
+
1
6
µ
1
3
+
1
24
¶
+
1
3
1
15
=
121
720
;
Á3(v) =
1
3
1
3
+
1
6
µ
1
3
+
1
8
¶
+
1
3
1
15
=
151
720
:
VegyÄuk ¶eszre, hogy a 24. p¶eld¶aban »1 ¶es ´ korrel¶alatlanok, ¶am »1 Shapley-
¶ert¶eke nem nulla. Vil¶agos, hogy ha »1 ¶es ´ fÄuggetlenek lenn¶enek, akkor a
Shapley-¶ert¶ek nulla lenne. Teh¶at, a Shapley-¶ert¶ek bizonyos esetekben meg
tudja kÄulÄonbÄoztetni a korrel¶alatlans¶agot ¶es a fÄuggetlens¶eget. Ez a jelens¶eg
le¶³rhat¶o a parci¶alis korrel¶aci¶o fogalm¶aval is, de utalva GrÄompingre [8], ez
ink¶abb elv¶ar¶as, mint ¶uj tulajdons¶ag. Teh¶at nem arr¶ol van sz¶o, hogy a
Shapley-¶ert¶ek ebben a tekintetben ¶ujat hoz, hanem arr¶ol, hogy teljes¶³ti az
ebben a jelens¶egben megtestesÄul}o elv¶ar¶asokat.
25. kÄovetkezm¶eny. A regresszi¶os j¶at¶ekok oszt¶alya nem r¶esze sem a szuper-,
sem a szubaddit¶³v, sem a l¶enyeges j¶at¶ekok oszt¶aly¶anak.
Bizony¶³t¶as. Lsd. a 24. p¶eld¶at. 2
Egyetlen dolgot tudunk mondani.
26. seg¶edt¶etel. Ha a magyar¶az¶o v¶altoz¶ok korrel¶alatlanok (corr i;j = 0,
8i; j 2 N-re), akkor a gener¶alt regresszi¶os j¶at¶ek addit¶³v.
Bizony¶³t¶as. A bizony¶³t¶ast az olvas¶ora b¶³zzuk. 2
A 26. seg¶edt¶etel nem megford¶³that¶o. KÄonnyen konstru¶alhat¶o olyan p¶elda,
ahol az adott magyar¶az¶o v¶altoz¶ok korrel¶altak, a gener¶alt j¶at¶ek m¶egis addit¶³v.
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M¶as oldalr¶ol, min¶el er}osebben korrel¶alt k¶et magyar¶az¶o v¶altoz¶o, ann¶al jobban
hasonl¶³t a Shapley-¶ert¶ekÄuk egym¶asra. Teh¶at, ha k¶et magyar¶az¶o v¶altoz¶o tel-
jesen korrel¶alt, akkor a Shapley-¶ert¶ekÄuk megegyezik. Ugyanakkor, kÄonnyen
megadhat¶o olyan p¶elda, ahol k¶et magyar¶az¶o v¶altoz¶o korrel¶alatlan, a Shapley-
¶ert¶ekÄuk m¶egis megegyezik. A fentiekb}ol is kit}unik, hogy a kovarianciam¶atrix-
ra (regresszi¶os feladatra) vonatkoz¶o fogalmak nem karakteriz¶alj¶ak a gener¶alt
j¶at¶ekot. Teh¶at, (¶altal¶aban) kÄozvetlen, a kovarianciam¶atrixra ¶epÄul}o Shapley-
f¶ele ¶ert¶ekel¶esre nem l¶atunk es¶elyt.
A 25. kÄovetkezm¶eny ¶es a 6. megjegyz¶es azt mutatja, hogy a regresszi¶os
j¶at¶ekok oszt¶aly¶an mi¶ert a Shapley-¶ert¶ekkel pr¶ob¶aljuk a magyar¶az¶o v¶altoz¶okat
¶ert¶ekelni. Term¶eszetesen vannak a Shapley-¶ert¶eken k¶³vÄul m¶eg olyan megol-
d¶askoncepci¶ok, amelyek nem l¶enyeges j¶at¶ekok eset¶en is tartalommal b¶³rnak,
de ,,els}o kÄorÄos", a ,,legn¶epszer}ubb" megold¶as koncepci¶ok kÄozÄul a Shapley-
¶ert¶ek az egyetlen, amely ezzel a tulajdons¶aggal b¶³r.
27. t¶etel. P , a ¡NR j¶at¶ekoszt¶alyon ¶ertelmezett fÄuggv¶eny pontosan akkor po-
tenci¶al, ha P 0i = Á
S
i , minden i 2 N-re.
Bizony¶³t¶as. A 17. t¶etel alkalmazhat¶os¶ag¶ahoz, csak azt kell l¶atnunk, hogy
tetsz}oleges v 2 GTR µ ¡NR , jT j > 1 regresszi¶os j¶at¶ek, tetsz}oleges i 2 T j¶at¶ekos
elhagy¶as¶aval kapott r¶eszj¶at¶eka regresszi¶os j¶at¶ek. Ezt ¶ugy ¶ertelmezhetjÄuk,
hogy egy tetsz}oleges regresszi¶os modellb}ol, annak tetsz}oleges magyar¶az¶o v¶al-
toz¶oj¶at elhagyva regresszi¶os modellt kapunk, ami eg¶eszen nyilv¶anval¶o. 2
A potenci¶al fogalma (7. de¯n¶³ci¶o) j¶ol interpret¶alhat¶o a regresszi¶os j¶at¶ekok
eset¶eben7. TegyÄuk fel, hogy adott egy regresszi¶os modell. Ekkor az illesz-
ked¶ese, ¶ert¶eke ennek a modellnek az Äosszes magyar¶az¶o v¶altoz¶o bevon¶as¶aval
el¶erhet}o illeszked¶es. Hogyan osszuk sz¶et, ezt ez ¶ert¶eket az egyes magyar¶az¶o
v¶altoz¶ok kÄozÄott, m¶as szavakkal, hogyan ¶ert¶ekeljÄuk ezeket a val¶osz¶³n}us¶egi v¶al-
toz¶okat?
A potenci¶al azt mondja, hogy adott magyar¶az¶o v¶altoz¶ok ¶ert¶eke az }o el-
hagy¶as¶aval kapott modell illeszked¶ese (¶ert¶eke) ¶es az adott modellÄunk ¶ert¶ek¶e-
nek kÄulÄonbs¶ege legyen. Teh¶at egy magyar¶az¶o v¶altoz¶o ¶erjen annyit, amennyi
a ceteris paribus hozz¶aj¶arul¶asa az adott modell ¶ert¶ek¶ehez. Az az elv¶ar¶as
pedig, hogy egy modell ¶ert¶eke a bel}ole egy magyar¶az¶o v¶altoz¶o elhagy¶as¶aval
kapott modellek ¶es a teljes modell ¶ert¶ekkÄulÄonbs¶egeinek Äosszege legyen, igen
term¶eszetes.
A Shapley-¶ert¶eknek a regresszi¶os j¶at¶ekok eset¶en, a 7. de¯n¶³ci¶o t¶argyal¶askor
adott interpret¶aci¶ot¶ol elt¶er}o magyar¶azatot is lehet adni. Szok¶asos a statisz-
tikai, Äokonometriai feladatokn¶al az optim¶alis modell kiv¶alaszt¶as¶ahoz, teh¶at
a magyar¶az¶o v¶altoz¶ok ¶ert¶ekel¶es¶ehez az ¶u.n. stepwise m¶odszereket haszn¶alni.
Ezek alapvet}oen vagy egyre b}ovebb, vagy egyre sz}ukebb magyar¶az¶o v¶altoz¶o
halmazzal rendelkez}o modellek Äosszevet¶es¶evel m¶erik meg az utols¶onak bevett,
vagy elhagyott magyar¶az¶o v¶altoz¶o fontoss¶ag¶at (¶ert¶ek¶et).
7Itt jegyezzÄuk meg, hogy a potenci¶al fogalma hasonl¶³t ugyan a parci¶alis determin¶aci¶os
egyÄutthat¶o statisztikai fogalomhoz, de mind elm¶eleti, mind gyakorlati szemszÄogb}ol vizsg¶al-
va kÄulÄonbÄozik att¶ol.
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A Shapley-¶ert¶ek ezzel szemben az Äosszes lehets¶eges modellt, teh¶at az
Äosszes lehets¶eges egyre b}ovÄul}o, vagy egyre sz}ukÄul}o modellsorozatot elemzi, ¶es
az egyes magyar¶az¶o v¶altoz¶ok hat¶asainak azonos s¶ullyal vett Äosszeg¶et rendeli
az adott magyar¶az¶o v¶altoz¶ohoz. Teh¶at a Shapley-¶ert¶ek ¶ugy interpret¶alhat¶o,
mintha megvizsg¶altuk volna a modell Äosszes lehets¶eges fel¶ep¶³t¶es¶et, ¶es csak
ez ut¶an ¶ert¶ekeljÄuk az egyes magyar¶az¶o v¶altoz¶okat. Ebben az ¶ertelemben
a Shapley-¶ert¶ek nagyon hasonl¶³t a stepwise m¶odszerekhez, a kÄulÄonbs¶eg az,
hogy m¶³g a stepwise m¶odszerek lok¶alisak (egy l¶ancszemhez kÄotÄottek), addig
a Shapley-¶ert¶ek glob¶alis (az Äosszes l¶anc, Äosszes l¶ancszem¶ehez kÄot}odik).
M¶as oldalr¶ol, ahogy a 7. de¯n¶³ci¶o ut¶an m¶ar eml¶³tettÄuk, a Shapley-¶ert¶ek
tulajdonk¶eppen egy v¶arhat¶o ¶ert¶ek. Ebben az ¶ertelemben teh¶at, a Shapley-f¶ele
¶ert¶ekel¶es azt mondja, hogy az adott magyar¶az¶o v¶altoz¶o v¶arhat¶oan mennyivel
j¶arul hozz¶a az adott modell magyar¶az¶oerej¶ehez (illeszked¶es).
Ezek ut¶an, a potenci¶al azt mondja, hogy a Shapley-¶ert¶ek fent ismertetett
tulajdons¶ag¶u ¶ert¶ekel¶ese megkaphat¶o ¶ugy, mint az egyes magyar¶az¶o v¶altoz¶ok
ceteris paribus hozz¶aj¶arul¶asa az adott modell ¶ert¶ek¶ehez.
Egy tulajdons¶agra van m¶eg szÄuks¶egÄunk. A Shapley-¶ert¶ek potenci¶alfÄugg-
v¶ennyel val¶o jellemz¶es¶ehez a regresszi¶os j¶at¶ekok oszt¶aly¶anak r¶eszj¶at¶ek-z¶arts¶a-
ga kell. A j¶at¶ekos (magyar¶az¶o v¶altoz¶o) elhagyhat¶os¶aga meglehet}osen k¶ezen-
fekv}o tulajdons¶ag. Ha egy regresszi¶os modellb}ol kiveszÄunk egy magyar¶az¶o
v¶altoz¶ot, term¶eszetszer}uleg egy regresszi¶os modellt kapunk, s}ot mag¶anak a
regresszi¶os j¶at¶eknak fogalma is erre a tulajdons¶agra ¶epÄul.
Az el}oz}oekb}ol kÄovetkez}oleg, a Shapley-¶ert¶ek Hart ¶es Mas-Colell{f¶ele axio-
matiz¶al¶asa nagyon term¶eszetes, ¶³gy a Shapley-¶ert¶ek haszn¶alata magyar¶az¶o
v¶altoz¶ok ¶ert¶ekel¶es¶ere igen k¶ezenfekv}o ¶es v¶edhet}o.
5 Alkalmaz¶as
A kÄovetkez}okben (gyakorlati) p¶eld¶akon mutatjuk be az el}oz}oekben ismertetett
v¶altoz¶o¶ert¶ekel¶esi m¶odszert. Alkalmaz¶asok eset¶en nem val¶osz¶³n}us¶egi v¶altoz¶o-
kat kapunk, hanem csak mint¶akat, ¶³gy a Shapley-f¶ele ¶ert¶ekel¶est is ,,csak"
becsÄuljÄuk a konkr¶et modellcsoport eset¶en. Amennyiben a magyar¶az¶o v¶altoz¶ok
param¶etereinek becsl¶ese torz¶³tatlan, annyiban maga a regresszi¶os j¶at¶ek is
torz¶³tatlanul becsÄult, ¶³gy a Shapley-f¶ele ¶ert¶ekel¶es is torz¶³tatlanul becsÄult. A
becsl¶esek egy¶eb tulajdons¶agait nem t¶argyaljuk.
A 2. szakaszban nem a regresszi¶os n¶egyzetÄosszeget, hanem annak egy
pozit¶³v sz¶amszoros¶at haszn¶altuk. A tov¶abbiakban azonban az RSS-t fogjuk
haszn¶alni. Tekintettel azonban az el}oz}oekben mondottakra, minden elm¶eleti
eredm¶enyÄunk ¶erv¶enyben marad.
A kÄovetkez}okben ismertet¶esre kerÄul}o m¶odszerek csak egy lehets¶eges alkal-
maz¶asai a Shapley-f¶ele ¶ert¶ekel¶esnek, a c¶el csak az illusztr¶al¶as, nem tÄobb. Az
el}oz}o szakaszban le¶³rt eredm¶enyek m¶ask¶eppen is haszn¶alhat¶oak magyar¶az¶o
v¶altoz¶ok ¶ert¶ekel¶es¶ere, fontos tov¶abb¶a, hogy maguk a javasolt m¶odszerek nem
kÄovetelnek meg kÄulÄonÄosebb j¶at¶ekelm¶eleti ismereteket.
Az els}o p¶elda egy a gretl [7] programmal egyÄutt letÄolthet}o, Ramanathan
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[13] kÄonyvhÄoz tartoz¶o id}osor. Az id}osor 1959 ¶es 1989 kÄozÄott az USA-beli Ore-
gon ¶allam puhafa kitermel¶es¶et t¶argyalja. A magyar¶azni k¶³v¶ant v¶altoz¶o a teljes
puhafa kitermel¶es az adott ¶evben milli¶ard board feet-ben8 y. ÄOt magyar¶az¶o
v¶altoz¶onk van: a puhafa export (USA-n k¶³vÄulre sz¶all¶³tott fa) az adott ¶evben
milli¶o board feet-ben x1, a megkezdett lak¶as¶ep¶³t¶esek sz¶ama az USA-ban az
adott ¶evben milli¶o darab x2, a pap¶³r- ¶es faipari term¶ekek termel¶esi indexe az
adott ¶evben x3, a rÄonkfa ¶arak az ¶eszak-nyugat{csendes-¶oce¶ani partvid¶eken
az adott ¶evben $/1000 board feet x4, a termel}oi ¶arindex (Äosszes term¶ekre) az
adott ¶evben x5 (az adatok le¶³r¶asa megtal¶alhat¶o az adatf¶ajlban).
A feladat elemz¶ese sor¶an tengelymetszet alkalmaz¶asa l¶atszik szÄuks¶egesnek,
teh¶at a konstans minden modellben szerepel. A modellek param¶eterbecsl¶es¶et
a hagyom¶anyos legkisebb n¶egyzetek (a tov¶abbiakban OLS) becsl¶essel v¶egeztÄuk.
Autokorrel¶aci¶o, heteroszkedaszticit¶as eset¶en az OLS becsl¶essel kapott para-
m¶eterek nem felt¶etlenÄul a legkedvez}obbek (a becsl¶es hat¶asoss¶aga veszhet el).
Ebben a konkr¶et p¶eld¶aban nem foglalkozunk ezzel a probl¶em¶aval, hiszen
a c¶el a m¶odszer bemutat¶asa, m}ukÄod¶es¶enek illusztr¶al¶asa. ¶Altal¶aban azon-
ban az egyes becsl¶esi elj¶ar¶asok szabadon haszn¶alhat¶oak az egyes modellek-
ben, teh¶at elk¶epzelhet}o pl., hogy a modellcsoport egyik elem¶eben OLS-t,
a m¶asikban GLS-t (¶altal¶anos¶³tott legkisebb n¶egyzetek m¶odszere) stb., vagy
esetleg ismert eloszl¶asok eset¶en maximum likelihood becsl¶est haszn¶alunk.
Mivel itt a mint¶akb¶ol az igazi modellparam¶etereket csak becsÄulni tudjuk, ¶³gy
a 4. szakaszban le¶³rtaknak megfelel}oen, a megfelel}o modellek magyar¶az¶oerej¶et
becsÄuljÄuk meg.
A Shapley-f¶ele ¶ert¶ekel¶es:
(5:3326; 5:2641; 7:2784; 1:0128; 5:7077) ; (5)
teh¶at a v¶altoz¶ok fontoss¶agi sorrendben: x3, x5, x1, x2, x4. Azt is meg¶alla-
p¶³thatjuk, hogy pl. x3 kÄozel nyolcszor olyan fontos, mint x4.
Ha k¶et magyar¶az¶o v¶altoz¶o er}osen korrel¶alt, akkor a Shapley-f¶ele ¶ert¶ekel¶esÄuk
kÄozel esik egym¶ashoz. TekintsÄuk meg ez¶ert a magyar¶az¶o v¶altoz¶ok korrel¶aci¶os-
m¶atrix¶at: 0BBB@
1:0000 0:2015 0:9413 0:6833 0:8492
0:2015 1:0000 0:2011 ¡0:0428 ¡0:0110
0:9413 0:2011 1:0000 0:6779 0:9154
0:6833 ¡0:0428 0:6779 1:0000 0:6842
0:8492 ¡0:0110 0:9154 0:6842 1:0000
1CCCA : (6)
L¶athat¶o, hogy az x1, x3, x5 v¶altoz¶ok er}osen korrel¶alnak egym¶assal, teh¶at
mindh¶arom egyÄuttes szerepeltet¶ese nem felt¶etlenÄul indokolt. Az x2 v¶altoz¶o
azonban alig korrel¶al a tÄobbi magyar¶az¶o v¶altoz¶oval, ¶³gy annak fontoss¶aga
fel¶ert¶ekel}odik.
TekintsÄuk azt a lesz}uk¶³tett regresszi¶os j¶at¶ekot, ahol csak az x1, x2, ¶es x4
magyar¶az¶o v¶altoz¶ok a j¶at¶ekosok, ¶es az egyes modellek ¶ert¶ekeit ¶ugy sz¶amoljuk,
hogy az x3, x5 v¶altoz¶ok mindig szerepelnek a regresszi¶oban. Tulajdonk¶eppen
81 board feet = kb. 3,744 cm3.
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h¶arom magyar¶az¶o v¶altoz¶os modellcsoportot elemezÄunk, melyet felt¶eteles (x3,
x5 v¶altoz¶ok minden regresszi¶oban szerepelnek) ¶ert¶ekel¶esnek nevezhetÄunk.
A kapott Shapley-f¶ele ¶ert¶ekel¶es (az ¶ert¶ekek Äosszege: az Äosszes magyar¶az¶o
v¶altoz¶ok egyÄuttes magyar¶az¶oerej¶eb}ol levonva a felt¶etelÄul szabott k¶et magyar¶a-
z¶o v¶altoz¶o x3, x5 ¶altal egyÄuttesen el¶ert magyar¶az¶oer}ot, RSSN ¡RSSfx3;x5g):
(0:3429; 0:6652; 0:6724) : (7)
Megv¶altozott a meghagyott v¶altoz¶ok er}osorrendje: itt x4 a leger}osebb, m¶³g
az eredeti Shapley-f¶ele ¶ert¶ekel¶esben a leggyeng¶ebb volt. M¶asr¶eszt l¶athat¶o,
hogy ez a h¶arom v¶altoz¶o Äosszesen is csak 1.6805-tel tudja nÄovelni a magya-
r¶az¶oer}ot9 (6.83%), ami nagyon csek¶ely. L¶athat¶o tov¶abb¶a, hogy az eredeti
modellben x2 ,,bev¶etele" 5.2641-gyel nÄoveli a magyar¶az¶oer}ot (21.4%), ami
jelent}osnek t}unik. Kisz}urve azonban x3, x5 magyar¶az¶o v¶altoz¶ok hat¶as¶at
jelent}os visszaes¶est tapasztalunk, ami arra utal, hogy x2 m¶ar kor¶antsem
viselkedik fÄuggetlenÄul az x3, x5 egyÄuttest}ol. ¶Erdekes azonban, hogy x4
eg¶eszen sokat meg}orzÄott ¶ert¶ek¶eb}ol, ¶³gy x4 fontosabb v¶altoz¶onak t}unik, mint
azt az eredeti (nem felt¶eteles) ¶ert¶ekel¶es sugallta (lsd. a 24. p¶elda ut¶ani szÄo-
vegr¶eszt).
A m¶asodik p¶eld¶ank szint¶en egy a gretl programmal egyÄutt letÄolthet}o,
Ramanathan kÄonyvhÄoz tartoz¶o id}osor. Az id}osor az USA-ban eladott ¶uj
aut¶ok ¶allom¶any¶anak, negyed¶eves bont¶asban, elemz¶es¶ere szolg¶al. A magya-
r¶azni k¶³v¶ant v¶altoz¶o az eladott ¶uj aut¶ok sz¶ama 1000 db-ban y. ÄOt magyar¶az¶o
v¶altoz¶onk van: n¶epess¶eg milli¶o f}o x1, az egy f}ore es}o elkÄolthet}o jÄovedelem ezer
doll¶arban, 1982-es b¶azis¶evvel x2, az ¶uj aut¶ok ¶arindexe 1982-es b¶azis¶evvel x3,
az els}odleges, bankok ¶altal alkalmazott kamatl¶ab (%) x4, munkan¶elkÄulis¶egi
r¶ata (%) x5 (az adatok le¶³r¶asa megtal¶alhat¶o az adatf¶ajlban).
Az el}oz}o p¶eld¶ahoz hasonl¶oan csak OLS becsl¶est haszn¶alunk ¶es tengely-
metszetet teszÄunk a modellekbe. A modellszelekci¶os krit¶eriumok k¶et modellt
javasoltak:
y = 9541:4 ¡ 57:9x1 ¡ 595:9x2 ¡ 34:3x4 ; (8)
y = 13386 ¡ 82x1 + 659x2 + 11x3 ¡ 39x4 : (9)
A Shapley-f¶ele ¶ert¶ekel¶es (TSS = 5719200):
(692900; 559000; 593000; 1125600; 546800) ; (10)
teh¶at a v¶altoz¶ok fontoss¶agi sorrendben: x4, x1, x3, x2, x5. Egy ¶uj m¶odszer
illusztr¶al¶asa c¶elj¶ab¶ol v¶egezzÄunk tov¶abbi elemz¶eseket ezen a p¶eld¶an.
TekintsÄuk a magyar¶az¶o v¶altoz¶ok korrel¶aci¶os-m¶atrix¶at:0BBB@
1:0000 0:9568 0:9797 ¡0:0324 ¡0:2195
0:9568 1:0000 0:9059 ¡0:1484 ¡0:4563
0:9797 0:9059 1:0000 0:0765 ¡0:0887
¡0:0324 ¡0:1484 0:0765 1:0000 0:2949
¡0:2195 ¡0:4563 ¡0:0887 0:2949 1:0000
1CCCA : (11)
9TSS=30.8184
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Az x1, x2, x3 v¶altoz¶ok er}osen korrel¶alnak egym¶assal, m¶³g az x4, x5 v¶altoz¶ok
gyeng¶en korrel¶altak. Az x1, x2, x3 v¶altoz¶okat vonjuk Äossze egy szuperv¶alto-
z¶oba, amit ¶ugy kapunk, hogy csak azokat a koal¶³ci¶okat engedjÄuk meg, ahol
a fent eml¶³tett h¶arom v¶altoz¶o egyÄutt szerepel vagy egyÄutt nem szerepel. Az
¶³gy kapott h¶arom ,,v¶altoz¶os" modellcsoport Shapley-f¶ele ¶ert¶ekel¶ese (az els}o
¶ert¶ek az ¶uj szuperv¶altoz¶o ¶ert¶ekel¶ese):
(2036600; 1103800; 376800) : (12)
L¶athat¶o, hogy ha az eredeti ¶ert¶ekel¶esben (lsd. (10)) az els}o h¶arom v¶altoz¶o
(amiket Äosszevontunk) ¶ert¶ekel¶eseit Äosszeadjuk, akkor kisebb ¶ert¶eket kapunk
(32.26%), mint az ¶uj modellben, ahol ez a h¶arom magyar¶az¶o v¶altoz¶o egyÄuttes
erej¶et m¶erjÄuk (35.61%). Ez a jelens¶eg azt mutatja, hogy az eredeti mo-
dellcsoport Shapley-f¶ele ¶ert¶ekel¶ese alulbecsÄuli x1, x2, x3 v¶altoz¶ok egyÄuttes
fontoss¶ag¶at.
6 ÄOsszegz¶es
A cikk c¶elja, hogy megmutassuk, j¶at¶ekelm¶eleti, pontosabban kooperat¶³v j¶a-
t¶ekelm¶eleti fogalmakkal kezelhet}oek v¶altoz¶o¶ert¶ekel¶esi probl¶em¶ak. Semmik¶ep-
pen sem tekintjÄuk a cikket teljesnek abban az ¶ertelemben, hogy teljes kÄor}uen ¶es
minden pontban helyesen haszn¶alta az Äokonometriai, statisztikai m¶odszereket,
b¶ar nem is ez volt a c¶el. Azt c¶eloztuk meg, hogy elm¶eletileg megalapozzuk, ¶es
p¶eld¶akon keresztÄul megmutassuk, hogy az Äokonometria, statisztika terÄuleten
is haszn¶alhat¶oak j¶at¶ekelm¶eleti fogalmak, eredm¶enyek.
A cikk f}o eredm¶enye, hogy a regresszi¶os j¶at¶ek fogalm¶anak bevezet¶es¶evel
egy olyan j¶ol de¯ni¶alt j¶at¶ekoszt¶alyt kaptunk (22. de¯n¶³ci¶o), amely elm¶eleti
szempontb¶ol j¶ol jellemezhet}o. A jellemz¶esek az alkalmaz¶asok sor¶an (5. sza-
kasz) j¶ol mutatj¶ak, hogy mely utakon ¶erdemes elindulni, mely j¶at¶ekelm¶eleti
fogalmak, eredm¶enyek ¶atÄultet¶es¶ere van es¶ely. Elm¶eleti ¶ertelemben a 27. t¶etel a
cikk f}o eredm¶enye, amely azt mutatja meg, hogy a Shapley-¶ert¶ek alkalmaz¶asa
magyar¶az¶o v¶altoz¶ok ¶ert¶ekel¶es¶ere regresszi¶os modellekben v¶edhet}o m¶odszer.
Ami a tov¶abbi kutat¶asokat illeti, gazdag lehet}os¶egeket l¶atunk konkr¶et,
val¶os modellez¶esi10, ¶es elm¶eleti Äokonometriai (m¶odszertani) elemz¶eseknek a
t¶argyalt terÄuleten. A j¶at¶ekelm¶elet oldal¶ar¶ol n¶ezve, tov¶abbi megold¶as kon-
cepci¶ok haszn¶alata, m¶as axiomatiz¶al¶asi megkÄozel¶³t¶esek ¶erv¶enyess¶eg¶enek vizs-
g¶alata, illetve ¶ujabb Äokonometriai, statisztikai probl¶em¶ak j¶at¶ekelm¶eleti meg-
kÄozel¶³t¶es¶eben l¶atunk kutat¶asi lehet}os¶egeket.
10Terjedelmi okokb¶ol nem kerÄult bele ebbe a munk¶aba a Shapley-¶ert¶ek alkalmaz¶asa t¶eny-
leges modellszelekci¶os probl¶em¶akra. Ennek a terÄuletnek t¶argyal¶asa elm¶eleti szempontb¶ol az
¶u.n. semi-value{k ismertet¶es¶et, gyakorlati szemszÄogb}ol pedig a kÄulÄonbÄoz}o modellszelekci¶os
krit¶eriumok bevezet¶es¶et, t¶argyal¶as¶at ig¶enyeln¶e, ami tÄobb, mint megdupl¶azta volna a cikk
terjedelm¶et.
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REGRESSION GAMES
A solution of a TU coalitional game is an allocation of the payo® (utility) achieved
by the players together. In a regression model, the evaluation of the explanatory
variables can be an allocation of the overall ¯t got by those together. Therefore a
regression model can be taken as a TU coalitional game, in which the explanatory
variables are the players. The various solution concepts of TU coalitional games
can help the modeler in recognizing the important explanatory (regressor) variables
and make her possible to understand the examined model more. In this paper we
build a solid mathematical background for this problem. We use the Shapley value
for evaluating the explanatory variables in regression models.
