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Abstract 
Automated analysis of images collected by optical microscopes has significant 
potential as a straightforward and cost effective means to screen biological samples. 
Depth of field restrictions, which are particularly severe in the case of high 
magnification and phase contrast microscopy, however, limit this approach as a 
means to examine more than a few nano-litres. A holographic microscope offers a 
solution to this problem by recording the interference between light scattered by the 
object field and a reference beam. In this way, all the information present in the three-
dimensional scene is recorded on a single hologram without the need for mechanical 
scanning. A holographic microscope is thus considered as a microscope with an 
extended depth of field. 
The work presented in this thesis investigates the performance of non-linear 
Cascaded Correlation Filters (CCF) in two-dimensional (2D) and three-dimensional 
(3D) shift and rotationally invariant pattern recognition. In essence, the CCF is 
introduced as a correlation filter system with a multi layer structure, and in each of the 
layers a correlation filter is implemented and followed by a non-linear threshold. It is 
shown that the CCF has enhanced capabilities over linear filters in performing 
complicated tasks, such as similar character recognition and bacteria identification. 
This thesis discusses, for the first time, the application of 3D CCFs to 3D 
reconstruction of optical fields that are recorded by a holographic microscope. It is 
proved that, when 3D CCF is applied to a reconstructed monochromatic optical field, 
the correlation output from the first layer filter is exactly equivalent to applying a 2D 
filter to a plane by plane holographic reconstruction. This is because the wave vector 
spectrum of a monochromatic propagating field is defined on the surface of a sphere, 
the so called Ewald sphere in k-space, and consequently the 3D optical field is highly 
correlated. However, it is shown that a 2D filter constrained by its correlation value in 
a single plane of focus without regard to its 3D capability, can lead to false detection. 
Furthermore, the best correlation peak that a 3D linear filter can produce is the 3D 
point spread function of the imaging system. However, a 3D CCF introduces 
nonlinearity to the linear correlation output, generating inter-modulation frequencies 
that are distributed off the Ewald sphere in k-space, so that more perfect correlation 
peaks for in-class objects can be produced. It is also constrained in a 3D sense. The 
11 
experiments in this thesis show that the 3D CCF can perform considerably better than 
3D linear filtering in shift and rotationally invariant pattern recognition tasks, such as 
3D particle recognition and bacteria identification. The holographic microscope 
implemented with the 3 D CCF is also shown to have great potential as a means for 
biological screening. 
Keywords: Holography, Microscopy, Digital holographic microscopy, Fourier 
optics and optical signal processing, Image processing, Pattern recognition, Three-
dimensional image processing, Synthetic discriminant junction, Cascaded correlation 
filters, Biological screening. 
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Chapter 1 Introduction 
The invention of the compound microscope is accredited to Zacharias Janssen and 
John Lipperhey of the Netherlands in 1590 who demonstrated that a pair of lenses 
could be combined to form a high magnification imaging system [I]. The compound 
microscope is one of the most widely used tools in medicine and it has numerous 
other uses in analytical science. The microscope has been developed through the 
centuries and the design has been under constant review since its invention. Modem 
instruments offer a variety of imaging modes that aid in the visualisation of 
transparent objects such as cell tissue. For example there is the Phase Contrast 
technique for which Frits Zernike was awarded the Nobel prize in 1953 and its 
derivatives, Differential Interference Contrast and Hoffman Modulation Contrast. For 
the analysis of three-dimensional images, the confocal arrangement invented by 
Marvin Minsky [2] provides increased rejection of out-of-focus components of the 
scattered field and is particUlarly useful when fluorescent markers can be attached to 
cells of interest. 
The identification and quantification of microscopic organisms are essential 
tasks for judging the severity of diseases or investigating the biological environment. 
With the development of digital image processing methods, attention has been 
directed toward the development of automated microscopes for non-invasive 
biological screening [3]. An automated microscope employs pattern recognition 
methods to classify or locate the biological patterns from microscope images and in 
some circumstances can perform as well or better than trained microbiologists [4J. 
A conventional, high magnification microscope, however, has a high 
numerical aperture and consequently suffers from small depth of field restrictions. For 
example a typical depth of field of a 100x conventional microscope is limited to about 
O.3llm and the typical field of view is about 1 OOllmx 1001lm, so a single image might 
screen a volume of only approximately 100llmxl00llmx0.3llm = 3pico-litres. 
Physically, this means that samples must be concentrated and prepared as a smear 
between a cover glass and microscope slide. 
In the last decade or so attention has returned to the attributes of wide field 
microscopy using coherent illumination and holographic recording techniques, which 
-------------------------------------------------------------------------
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offer a solution to the problem for limited depth of field [5]. In holographic 
microscopy, the interference between light scattered by the object field and a 
reference beam is recorded in a single exposure. In this way, all the information 
present in the three-dimensional scene is recorded on a single hologram without the 
need for mechanical scanning. A holographic microscope is thus considered to be a 
microscope with an extended depth of field [5]. The volume that can be recorded 
holographically depends on the numerical aperture of the system. At high numerical 
aperture the depth of field is of the order of the lateral image dimension. For the 
above example a volume of fluid approximately lOO~mx 1 OO~mx 180~m = 1800pico-
litres can be recorded. Further more, it is possible to pump fluid through a capillary 
with these dimensions and consequently it is clear that a holographic microscope can 
considerably increase the throughput of an automatic screening system. 
Pattern recognition is a vast and rapidly developing subject, it has been 
divided into three main areas, which are statistical pattern recognition, correlation 
pattern recognition and neural networks. Statistical pattern recognition concerns the 
design of classification algorithms based on a-priori knowledge that are optimal in a 
statistical sense. Correlation pattern recognition, also called optical pattern 
recognition, is performed by convolution procedures using filters matched to the 
desired target pattern [8,9]. Neural networks were inspired by the mechanism of the 
human brain [7], which is the most complicated pattern recognition system. A neural 
network can be formulated to model many practical functions of pattern recognition, 
such as authentication, target identification and medical diagnosis. Although these 
three areas are based on different approaches, they are closely related to each other. 
Statistically, the linear classifier is the most basic classifier, and the linear Bayesian 
classifier is optimum for two-class normal distributions of samples with equal 
covariance. A correlation filter can be considered as a linear classifier with shift 
invariance property, it is not however optimum, since the sample distributions are far 
from normal. In essence, a correlation filter is a special case of a feed-forward neural 
network. It was found that the cascaded correlator is the structure a multilayer neural 
network has to assume for shift invariant pattern recognition [6]. The formulations of 
statistical pattern recognition can also be used to analyse the performance of other 
pattern recognition systems. For example, the cascaded correlator was found to have 
comparable performance to a quadratic Bayesian classifier. 
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Correlation is a straightforward way to implement pattern recognition and is 
particularly convenient for complex amplitude valued images obtained from a 
holographic microscope. There has been considerable interest in using correlation 
filters for pattern recognition since the 1960s [7]. Many linear filters have been 
proposed by researchers, and much attention has been given to improving the 
performance of linear filters. However, discrimination of similar objects in a 
rotational invariant manner is inherently problematic for linear filters to perform. For 
tbis reason, non-linear filtering was considered, and it has been shown in previous 
work that non-linear cascaded correlator provides extra discrimination capability for 
complicated problems [6]. 
The aim of tbe work in this tbesis is to investigate tbe performance of non-
linear Cascaded Correlation Filters (CCF) in two-dimensional (20) and three-
dimensional (3~) pattern recognition, applied to 3D images recorded with a 
holographic microscope. In essence, the CCF is a multilayer system, and in each of 
the layers a correlation filter is implemented and followed by a nonlinear threshold. It 
was found that a single layer system of tbis kind can perform considerably better than 
linear filters, and tbe multilayer cascaded has more powerful capabilities in 
differentiating similar objects. The capability of each approach is considered with 
reference to a two-class, rotation invariant, character recognition problem. The 
Minimum Average Correlation Energy (MACE) filter is a linear filter tbat is generally 
accepted to be optimal for detecting signals that are free from noise [8]. In this case it 
is found that an optimised MACE filter cannot differentiate between similar 
characters, such as 'E' and 'F' in a rotation invariant manner. We have found, 
however, that this task is possible using a single layer system optimised to give the 
required response, and tbe capability of a two-layer system is enhanced by its 
increased noise tolerance in the character recognition problem. The performance of a 
two-layer CCF was also tested in a real world pattern recognition task, and it was 
shown that the 20 CCF is able to differentiate between different species of bacteria 
with similar shapes in images collected from a phase-contrast microscope. 
The identification of bacteria cells in a 3D volume becomes very difficult with 
images from a phase-contrast microscope. This is because the depth of field of the 
phase-contrast microscope is small, and therefore the bacteria cells distributed in 
different planes appear to be out of focus. However, 3D recognition of bacteria cells 
with a single recording can be achieved by using a holographic microscope. The 
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samples are identified and located in the 3D output field by a correlation filter 
according to the distribution of correlation peaks. 
Applying pattern recognition to holographic images is a relatively new topic. 
In previous studies, the optical field recorded by a holographic microscope was 
reconstructed plane-by-plane and applied with a 2D filter to each of the planes [9). It 
will be shown in this thesis that the sequential application of a 2D filter to plane-by-
plane reconstructions of an optical field is exactly equivalent to the application of a 
, 
more general filter with a 3D impulse response. This is because the wave vector 
spectrum of a monochromatic propagating optical field is only defined on the surface 
of a sphere - the Ewald sphere in k-space, and consequently the optical field is highly 
correlated. The consequence of this is that any 3D filter with arbitrary impulse 
response can be implemented as a 2D filter. It is noted, however, that if a synthetic 
filter applied to each of the reconstructed planes is optimised as a 2D filter without 
regard to its 3D capability, the correlation is only constrained in one image plane. 
Consequently, false correlation peaks or high sidelobes may result in other planes. 
Since the 3D linear correlation output is also monochromatic optical field governed 
by the Helmholtz equation, the best correlation peak a linear filter can produce is 
simply the 3D point spread function of the imaging system. Clearly, more 
sophisticated processing is required to apply 3D constraints and to define a better 
correlation peak in 3D space. The research in this thesis introduces nonlinearity to the 
correlation of monochromatic optical fields and exploits 3D CCF which generates 
inter-modulation frequencies for this purpose. 
In this way, more perfect correlation peaks can be produced in the correlation 
space and the discrimination capabilities are enhanced. The performance of the 3D 
CCF was tested in a 3D glass sphere recognition problem, and the result is compared 
to that of a linear filter, an Equal Correlation Peak Synthetic Discriminant Function 
(ECP-SDF) filter. 
It is clear that the 3 D CCF implemented on a holographic microscope has 
great potential in 3D biological screening. This is demonstrated with two kinds of live 
bacteria cells recorded with the holographic microscope, and investigated with a 3D 
CCF trained to identify the benign cells from malign ones. In this experiment, it is 
shown that the 3D CCF has the enhanced capabilities to identify the different species 
of bacteria with very similar rod shapes, regardless of position and rotational 
orientation. 
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This thesis begins with a survey of pattern recognition and holography in 
Chapter 2. The implementation of2D CCF for a simple character recognition task will 
be demonstrated in Chapter 3. In order to train the CCF to have the desired 
performance, multivariate optimisation schemes must be employed and are discussed 
in detail. In general, a filter is trained with small images and applied to a big field for 
the recognition of the small objects within this field. If circular convolution is applied 
in the computation, however, the edge effects of the small vectors are quite different 
from that of the same vectors surrounded by zero elements, and zero padding must 
therefore be considered during the training of a CCF. The optimised 2D CCF is 
designed to differentiate between the two similar characters 'E' and 'F' in a 
rotationally invariant manner, and the performance is compared with that of the 
MACE filter. Finally a real world application of the 2D CCF is introduced with the 
bacteria recognition task. 
The holographic recording and reconstruction of a 3D optical field is 
demonstrated in Chapter 4. The equality between the application of a 3D general filter 
and a 2D complex valued filter to the monochromatic optical field is proved 
mathematically. It is also shown that in the 3D particle recognition task that, the 
performance of a 3D linear filter is limited due to the nature of the monochromatic 
optical field. The 3D extension and formulation of 3D CCF is introduced and tested 
with the same problem. The results are compared with 3D linear filtering using the 
ECP-SDF filter. 
The biological application is discussed again in Chapter 5 using holographic 
microscopy. The depth of field of the holographic microscope is compared with the 
recordings of a phase-contrast microscope. The performance of the 3 D CCF is tested 
further with the 3D images of bacteria cells. It shows that the 3D CCF is capable of 
identifying different species of bacteria with similar shapes in a 3D, rotationally and 
shift invariant manner. 
An automated holographic microscope implemented with 3D CCF has a great 
deal of potential applications, however, it is not possible to consider all the issues 
related to these in a single study. Therefore, the conclusions and further work in 
Chapter 6 discuss possible improvements of the system and the potential applications, 
such as particle tracking and mixing, and monitoring of the change in refractive index 
of live cells. 
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Chapter 2 Pattern Recognition 
2.1 Introduction 
In general, research into pattern recognition techniques has predominantly 
concentrated on three main areas, statistical pattern recognition, correlation pattern 
recognition and neural networks [10]. Statistical pattern recognition is the formulation 
of methods to find the optimum classifier based on probability reasoning derived from 
the statistical data collected. For different statistical distributions of the sample data, 
different classifiers can be applied to achieve optimum classification such as the linear 
classifier, quadratic classifier, and higher order classifier. Correlation pattern 
recognition is based on the correlation operation in signal processing, in which the 
similarity of the two complex amplitude images is expressed in terms of the 
correlation values or peaks. Correlation performs shift invariant pattern recognition, 
which requires that the shift in the location of an input object will result in a 
corresponding shift in the output correlation peak and consequently locates the object. 
A correlation filter can be regarded as a linear classifier with shift invariant property, 
however, it is not generally the optimum classifier for the corresponding class 
distributions. Compared with correlation filters, a neural network is a more 
generalized system for pattern recognition. Any function can be modelled by a 
complicated neural network including statistical classifiers and correlation filters. 
However, when a multilayer neural network is trained for shift invariant pattern 
recognition, it is found that it takes the structure of a cascaded correlator, such that it 
is shift invariant at each layer of the network [6]. 
This chapter provides a detailed review of the literature upon which the 
research of this thesis is based, including the three main areas of pattern recognition. 
In the study of this thesis, correlation filters will be applied to the 3D optical field 
recorded with a holographic microscope, for this reason, a brief review of the 3D 
imaging with holography will also be given in this chapter. Finally, a brief summary 
will be made to explain the significance of this research based on the knowledge 
described. 
7 
2.2 Statistical Pattern Recognition 
The design of discriminant functions or classifiers has been studied extensively by 
Fugunaga [11]. It was pointed out that a classifier with minimum classification error 
can be found by analysing the statistical distributions of the input patterns. This 
section will review the formulation of the optimum classifiers based on the probability 
distribution functions of the input patterns, such as the linear classifier, quadratic 
classifier, and higher order classifier. The formulations of the optimum classifiers will 
be demonstrated in examples oftwo-c1ass pattern recognition problems. 
In general, most pattern recognition tasks are performed digitally with a 
computer. The classifiers for pattern recognition are designed according to the pattern 
data collected, with input patterns such as digital images captured. In this way, the 
processed images are all in discrete form and are generally denoted as vectors. For 
example, the images acquired from a CCD camera for pattern recognition are N-
element vectors which take the form a=[a" a2, ... , aN]T, where T denotes transposition. 
An mxn pixel image is denoted as a vector formed by lexicographically scanning the 
image from the left to right and from the top to bottom across all rows and columns, 
for example, 
(2.1 ) 
In general, the task of pattern recognition is to classifY an input object a, into a 
set of classes (0. A discriminant function h(a) is designed for the input of the image a, 
and the decision can be made according to the output of h(a) to assign the input to a 
class [10]. Clearly, the dimension of the image vector N needs to be sufficient to 
ensure all the information is included for classification, however, the high 
dimensionality makes the pattern recognition process computationally intensive. In 
order to simplifY the design of the classifier and reduce the classification time, the 
classification can be performed based on a small number of features extnicted from 
the measured images. Therefore the input a can also denote the feature vector of the 
Images. 
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A pattern recognition problem with a multi-dimensional image or feature 
vector can be defined in the form of a multi-dimensional decision space. Each of the 
entries in the input vector defines an orthogonal axis. If a two-class classification 
problem is considered, in which an input a can be classified as either class W1 or class 
W2, the element aj of the vector a defines one of the orthogonal axes in the decision 
space. Figure 2.l shows the intuitive form of a two-class distribution in a 2D decision 
space. In this figure, the sample distributions are plotted in the decision space with 
each point representing a different measured image. The classes are defined by a 
group of samples, which are generally distributed around the class mean, and the 
standard deviation of the samples gives an estimate of the spread. In order to 
differentiate two classes, a decision boundary is defined through the decision space, 
for example the curve A in Figure 2.1 seems to be a suitable candidate for separating 
the two groups of data. Objects that appear in the true-class region, on one side of the 
boundary, are considered to be of class Wj, while objects shown to be in a false-class 
region on the other side of curve A are assumed as class W2. In consequence, if a 
newly measured image is applied with the classifier as shown by the asterisk (*) in 
Figure 2.1, it is reasonable to assume that the unknown pattern is more likely to 
belong to class W1. The decision space can be extended to multi-dimension and multi-
class, and the specified shapes and position of the regions are decided by the 
discriminant function. Figure 2.2 shows a two-class distribution in a 3D decision 
space, in which the decision boundary is a surface. 
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In general, an M-class pattern recognition problem, in which an unknown 
pattern denoted by the feature vector a, will be classified into one of classes Oli with 
the largest conditional probabilities qi(a), where i = 1,2, ... ,M. Here qi(a) is referred to 
as a-posteriori probability, which means the probability that the input sample belongs 
to class Oli when a is received. If we let M=2 to take two-class case for example, we 
have, 
Oll 
ql(a) ~ q2(a). 
012 
Oll 
(2.2) 
where ~ denotes that the sample is assigned to class Oli if qi(a) is larger, where i = 1, 
012 
2. The overall a-priori probability Pi is defined as the probability of appearance of the 
class Ol;, and the class-conditional probability density function Pi(a) denotes the 
probability distribution of a if the sample belongs to class Oli. If both Pi and Pi (a) are 
known, according to the Bayes theorem, qi can be written in terms of Pi and Pi(a) such 
that, 
() PiP,(a) q. a = , 
, p(a) 
where p(a) is the probability distribution function of a, and is given by, 
p(a) = LPiPi (a). 
Equivalently, substituting Eq. (2.3) into Eq.(2.2) we have, 
Oll 
P1PI(a) ~ P2P2(a), 
012 
(2.3) 
(2.4) 
(2.5) 
here p(a) can be neglected because it is the same for both sides of the inequality and it 
does not affect the decision. For convenience, Eq.(2.2) is often written in negative 
logarithm form and the direction of the inequality should be inversed, such that, 
Oll P 
,,;; In-' ~ P' 012 2 
(2.6) 
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where heal is called the discriminant function and ln~ is the threshold value that 
P2 
decides which class a belongs to. 
In most of the cases, the decision rule made in Eq.(2.6) does not provide 
perfect classification, for this reason, the probability that a pattern is assigned to the 
wrong class is introduced to evaluate the performance of the classifier, and is defined 
as the Bayes error. Figure 2.3 presents an example of two classes with equal normal 
distributions and shows the variations of PI(a) and P2(a) as functions of a. The real 
line at A is a threshold separating the feature space into two parts. The dash line B is 
another threshold other than A, and the shaded areas are the classification error caused 
for the class Oll. If the decision boundary is shifted to the left side of the real line A, 
for example threshold B, a bigger classification error for Oll would result since a 
larger shaded area under the curves is included. The same will happen to the class 012 
if B is shifted to the right side. It is clear that, by assigning the input to the class with 
the maximum a-posteriori probability, the minimum Bayes error is obtained. 
Consequently, the decision boundary A in Eq.(2.6) gives rise to the smallest 
classification error, and is termed the Bayes classifier for minimum error. 
B A l>2(a) 
________ ~~ __________ ~~+_~~~=-------------~--------.a 
Figure 2.3 Bayes decision rule for minimum error. 
It is clear that, if the two-class distributions are too closely located, it may be 
difficult to find an obvious boundary to separate the two classes. The Receiver 
Operating Characteristics (ROC) curve is a good metric to measure the class 
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discrimination capability of a classifier for the given distributions. The ROe curve 
was firstly employed to evaluate the prediction results of discrimination systems in 
radar in World War 2 [12]. It shows how the radar discriminator might miss hostile 
aircraft in the presence of noise. In pattern recognition, the ROe curve of a classifier 
plots the true classification rate and false alarm rate when a detection threshold is 
varied. Figure 2.4 shows an two-class example of ROe curve for optical pattern 
recognition. This ROe curve illustrates the correct detection rate and the false 
classification rate respectively for each of the possible threshold values. The y-axis of 
this ROe curve is the classification rates for both the true positive rate and false alarm 
rate, and the x-axis is the decision threshold normally varying from 0 to I, 
representing the minimum and the maximum intensity of the output from the optical 
pattern recognition system. The two curves in Figure 2.4 are an intuitive expression of 
the performance of a classifier, since it can help to find a suitable threshold to achieve 
the maximum detection rate and the minimum classification error. For example the 
threshold C in Figure 2.4 can be applied to achieve 100% correct detection rate and 
0% false alarm rate. 
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Figure 2.4 Example of Roe curve for optical pattern recognition. The recognition 
threshold C can be applied to achieve 100% correct detection rate and 0% false alarm 
rate. 
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Minimizing the Bayes error is not always the ideal design criterion, because 
the costs of misclassification might be different from case to case [13]. For example, 
the misclassification of a security system for a unauthorized visitor to enter the 
confidential area may lead to very severe consequences. Therefore the probability of 
rejection must be relatively high to ensure safety. The Bayes decision rule in this case 
is designed for the minimum cost by assigning a cost weight to each of the situations. 
The resulting threshold value of the likelihood ratio for the decision may be different 
to the Bayes minimum error, which can be considered as a special case with equal 
cost applied to each misclassification. There are several classifiers designed for 
different cost criterions, such as Neyman-Pearson test and Minimax test [11]. 
In general, the density functions are modelled or approximated as normal 
density functions for reasons of simplicity and computational efficiency. The 
likelihood functions of O)i with respect to a in an n-dimensional feature space are 
defined by the general normal distribution, 
1 [ 1 T -1 ] Pi(a)= 1/2 exp --(a-M;) l:i (a-M;) , (271") N/21l:, I 2 
(2.7) 
where Mi and Li are the mean vector and covariance matrix of class O)i respectively. 
In the two-class classification problem, when the density functions are normal with 
equal covariance LI=L2 and different mean vectors MdM2, Fukunaga shows that the 
likelihood ratio in Eq.(2.6) becomes a linear function of a, and takes the form [11], 
1 0)1 
h(a) = (M2 - M1)Tl:-la + "2 (MTl:-1M1 - MIl:-1M 2) 5 tI, 
0)2 
(2.8) 
where tl represents the threshold. Eq(2.8) can be written in a more simplified form, 
0)1 
h(a) = VTa 5 tl - C, 
0)2 (2.9) 
constant. It is clear that Eq.(2.9) is a linear function of a, and therefore Eq.(2.8) is 
called a linear Bayes classifier, with a linear hyperplane as the decision boundary. The 
linear Bayes classifier is an optimal classifier in this situation, but only for this case 
when the distributions are normal with equal covariance matrix and unequal mean 
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vectors. It can bee seen from Eq.(2.9) that, when V and C are determined, the 
classification is computed as a straightforward dot product of the two vectors V and a. 
Therefore, the computation efficiency of a linear Bayes classifier is relatively high. 
Figure 2.5 illustrates a two-class, two-dimensional classification problem. It can be 
seen that, the decision boundary becomes a straight line in this case. 
Linear 
True class w, 
False class W2 
(0,0) 
Figure 2.5 Example of optimum linear Bayes decision boundary for normal 
distribution with equal covariance matrices. 
However, the linear Bayes classifier is no longer optimal when the covariance 
of the normal density functions are different. In this case, the quadratic Bayes 
classifier is the optimum classifier with a quadratic hypersurface decision boundary 
applied to the decision space. It can be shown that the decision rule of a two-class 
quadratic Bayes classifier for normal distribution density functions becomes[II], 
1 T' 1 T _, 1 IE,I w, h(a)=-(a-M,) E- (a-M,)--(a-M,) E (a-M,)+-IOge-1 -I ~ 1.:, 
2 I 2 ' 2 E:5 
, W2 
(2.10) 
where te denotes the threshold. We can deduce from Eq.(2.IO) that the quadratic 
classifier can be written, 
0)1 
h(a) =aT1:a+aTV +VTa S le-C, 
0)2 
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(2.11 ) 
where 1: = 1:-' -1:-', U = I:-'M - I:-'M , andc = MTI:-'MT _MTI:-'MT)+!log II:,I. 
I 2 2 2 J I I 1 1 2 l 2 2 e 11:21 
In Eq.(2.11) we see a tenn defined by the vector a and a quadratic tenn defined by the 
covariance matrix 1:. It is noted that the quadratic fonn of Eq.(2.11) is less efficient 
than the linear situation since NxN-element matrix multiplications need to be 
calculated. Figure 2.6 demonstrates a quadratic Bayes classifier with different 
covariance matrices in a two-dimensional and two-class case. The decision boundary 
is a quadratic curve. 
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Figure 2.6 Example of optimum linear Bayes decision boundary for nonnal 
distribution with unequal covariance matrices LI;fL2. 
In the case that the sample probability distributions are not ideally nonnal, the 
linear and quadratic Bayes classifiers are still effective for classification if the class 
distributions can be approximated by nonnal density functions. Consequently, the 
expected vectors and the covariance matrices must be estimated from the recorded 
data. More specifically, finding the best representation of the actual probability 
16 
density functions depends on the number of samples measured. The bias of the 
estimation from the actual distribution, however, can lead to a loss in classifier 
performance [11]. 
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Figure 2.7 Example of higher order 8ayes decision boundary for complicated class 
distributions. 
As illustrated above, the linear and quadratic 8ayes classifiers are defined as 
functions of the mean vectors and the covariance matrices, which are the first and 
second order parameters of the probability density functions respectively. However, in 
more complex pattern recognition problems, as illustrated in Figure 2.7, neither linear 
nor quadratic classifiers are suitable for optimal classification. In this case, higher 
statistical parameters must be calculated from the sample data for the probability 
density functions to synthesize a more sophisticated classifier. Figure 2.7 shows a 
high order classifier with two-class and two-dimensional feature space. It can be seen 
that, if higher and higher order statistical parameters are included, the classifier 
becomes complicated and is computationally intensive to implement. Therefore a 
compromise between the performance and efficiency must be considered [11]. 
17 . 
The linear, quadratic and even higher order Bayes classifiers are only effective 
for single-connected sample distributions, but are not so suitable for multiple-
connected distributions or piecewise distributions as illustrated in Figure 2.8. It is 
clear that a single hyperplane is incapable of uniquely separating the classes, due to 
the topological structure of the two-class or multiple-class distributions. In this case, 
piecewise classification offers a better solution by defining boundaries between 
classes using several hypersurfaces. With multiple surfaces, it is possible to divide the 
feature space into more than two regions corresponding to different classes, to classify 
sample data more precisely. Figure 2.8 shows the implementation of a piecewise 
classifier for a multi-class pattern recognition problem. 
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Figure 2.8 Example of piecewise decision boundaries to pick out true class clusters. 
It is clear that, knowledge of the probability density functions of each of the 
classes is important for the design of a likelihood ratio classifier. The probability 
density functions and the parameters mentioned so far are assumed to be known, in 
this case, the discriminant function is called a parametric classifier. However, the 
parameters of the probability density function such as the mean vector and the 
covanance matrix are not generally known for most practical implementations. 
Therefore, we must estimate the parameters by using the finite number of samples 
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measured and the form of the density function. There are several methods that can be 
adopted to approximate the parameters, such as Maximum Likelihood and Maximum 
a-Posteriori probability estimations[12]. 
In most of the cases, the form and parameters of the probability density 
function can not be assumed, hence the sample distribution must be estimated from 
the recorded data in order to proceed to classification [14]. The likelihood ratio 
classifier formed with this type of unstructured approach is called a nonparametric 
classifier. There are two basic approaches for nonparametric estimation, one is the 
Parzen Density Estimate [15] and the other is the k-Nearest Neighbour approach (k-
NN) [16]. Details of the methods for nonparametric estimation is beyond the scope of' 
this thesis, however, it is noted that nonparametric classification is much more 
complicated than parametric classification. This is because the accurate estimation of 
the density function is an extremely difficult procedure and it requires a large number 
of samples to be measured. The more samples that are recorded, the closer the 
estimation of the density function can approach the true distribution. Once the 
probability density functions are calculated, the likelihood ratio classifier can be 
designed using the estimates of the distributions. If an infinite number of samples 
could be recorded, the resulting classifier becomes the Bayes classifier and the 
performance can be evaluated as the Bayes error [11]. 
A classifier is generally designed based on the knowledge of which class a 
sample belongs to, this training method is referred to as supervised learning. In this 
case, the desired output functions of the classifier are predetermined. The task of 
supervised classification is to predict the output value for any valid input after the 
training process. When the a-priori output function can not be provided, the density 
distribution of samples in the feature space must be considered to define the classes 
with different properties. This type of classification is called unsupervised 
classification or clustering [17]. In the decision space, the region with samples 
sparsely distributed between two dense distributions is considered as a 'valley' or 
boundary to classify two classes of samples. The training method used in this thesis is 
supervised learning, therefore the desired output for each of the reference inputs is 
predetermined. 
This section introduced the formulation and evaluation methods for a pattern 
recognition system to find the optimum classifier by analysis of the statistical data of 
the task. It was shown that, in two-class normal distributions with equal covariance, a 
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linear classifier can be found for optimal classification. In the case of two classes with 
unequal covariance, the optimum classifier is a quadratic function. In most of the 
pattern recognition problems, the class distributions are not generally normal, so 
higher order classifiers must be implemented in complicated situations. However, it is 
more difficult to implement higher order classifiers and the computation is intensive. 
In image classification, it is often necessary to identifY the target regardless of 
its location in the input field. In the next section, the method of implementing shift 
invariant classifiers using correlation is introduced and compared with general Bayes 
classifiers. 
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2.3 Correlation Pattern Recognition 
In signal processing, the correlation operation is often used to measure the similarity 
of two signals and in essence, it finds similar features in an unknown signal by 
comparing it to a known one. In the field of optics, correlation pattern recognition 
originated from the pioneering work of VanderLugt [7], who showed how the 
correlation between two images can be computed with a coherent optical system. 
Pattern recognition can be carried out on this optical system in real time, so 
correlation pattern recognition is often called optical pattern recognition. In this 
technique, object recognition is performed by cross-correlating an unknown input 
image with a synthesized template or correlation filter. If the input object belongs to 
the true class, a correlation peak will be found in the correlation output, other wise the 
output is ideally zero. In consequence, the correlation peak value becomes the key 
factor for the classification or determining whether the object of interest is present or 
not. 
In general terms, a correlation filter is a linear shift invariant discriminant 
function that shows the similarity between two images as a function of their relative 
positions [7]. The correlation between a two-dimensional image a(x,y) and a filter 
h(x,y), where (x,y) are spatial co-ordinates, is defined as, 
~ 
r(x,y)= f f h '(C;,17)a(C;+x,17+y)dc;d 17, 
(2.12) 
where (~, 1]) are dummy variables for the integration and * denotes complex 
conjugation. The correlation can also be written in the form of a convolution operator, 
and is denoted, 
r(x, y) = a(x, y) ® h' (-x,-y). 
(2.13) 
If A(X,Y) and H(X,Y) are the Fourier transform of a(x,y) and h(x,y) respectively, 
Eq.(2.l2) can also be written, 
~ 
r(x,y) = f fH'(X, Y)A(X, Y)ei2K(Xx+YYldXdY 
-~ 
= 3-1 {H' (X, Y)A(X, y)}, 
(2.14) 
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where orl is 20 inverse Fourier transfonn. For pattern recognition purposes Eq.(2.12) 
and Eq.(2.l4) are equivalent ways to describe the process of correlation filtering, and 
a correlation filter operating on an image a(x,y) is defined either by its impulse 
response h(x,y) in the space domain or its transfer function H'(X, Y) in the frequency 
domain. 
In discrete fonn, the input image and the filter can be digitized (with sufficient 
sampling rate), and can be represented in a one-dimensional vector fonn as a and h 
respectively (as described in Section 2.2). Assuming that the correlation between the 
two vectors a and h is r, in digital processing, the elements of r are often written in 
the fonn of circular convolution, and are defined as, 
rj = Lh ~_i+la j , 
j 
(2.15) 
where the suffixes take the value of the suffix modulo N, such that hN+; = h; (i!>N). It 
is noted that circular convolution of Eq.(2.IS) is not quite the same as Eq.(2.14) and 
the consequence of this will be explained further in section 3.3. However, for the 
moment, we note that the correlation between the image a and the filter h can also be 
written in the matrix multiplication fonn, 
r=eIITa, 
(2.16) 
where ell is a matrix with each of the columns to be the different shifted versions of 
filter h such that, 
hI h, hn 
ell = 
h, h J hI 
hn hI h n_1 
(2.17) 
The correlation output r will be a peak that is similar to a delta function for in-class 
input, and a vector that is close to zero for an out-of-class input. The first element of r 
is generally considered as the "signal peak" to indicate the decision of the 
classification, and is generally given the value of unity for true class and zero for false 
class. 
It is interesting that the correlation in Eq.(2.l6) can also be written in the fonn 
with a filter vector h applied to a matrix of image A such that, 
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(2.18) 
where A is a matrix with each of its columns to be the different shifted versions of the 
input image a such that, 
a, a, an 
A= 
a, a 3 a, 
an a, an_) 
(2.19) 
It is noted that in decision space, a shifted version of the vector a results in a rotation 
around the axis which takes the form a,=a2=a3= ... =an. For example, in two-
dimensional situation the vector a = [::J as shown in Figure 2.9, the shifted version 
is a'= [::]. In general a' can be found by rotating a around the line al=a2=a3= ... =an. 
In 2D case, a' is equivalent to the reflection of a in the line al=a2. 
In correlation pattern recognition, if a belongs to true class, in order to know 
the shifted position of the object in the input vector, it is required that only the 
original a is classified as the true class. Specifically, only the original vector a can 
give rise to a true class output at the position of the input object, while other shifted 
versions of a will result in false class output like the predefined out-of-class inputs. In 
this way, the correlation filter h which can generate a delta function for in-class input 
is considered as a discriminant function to classify only the original a as true class and 
all other inputs will be regarded as out-of-class. Take the two-dimensional situation 
for example, the filter h is applied to the matrix with all the shifted versions of a, such 
that, 
rT=hTA 
=hT[a 
(2.20) 
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which is a two-dimensional delta function vector, and the first entry is unity 
corresponding to the original a in the first column of A. 
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Figure 2.9 Illustration of a two-dimensional shifted vector. 
Likewise, if an input is predefined as false class, all the shifted versions of it 
must also be defined as false class objects. Figure 2.10 shows the decision space for a 
two-element sample in shift invariant correlation pattern recognition. The class 
distribution 0)) is defined as the true class, and the distribution 0)2 is defined as out-
of-class. In order to ensure that the exact position of the in-class object can be 
identified and located by a delta function, both the shifted versions of these 
distributions 0)', and 0)'2 must also be classified as false class. A discriminant function 
designed for shift invariant classification must be able to separate the true class 
distribution from the false class region. A linear classifier can be constructed to do 
this job as shown in Figure 2.10, but it is noted that, the optimal shift invariant 
classifier for this problem will not be linear in general, because the false class 
distribution is now far from normal. 
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Figure 2.1 ° Decision space of a two,dimensional shift invariant classification problem 
and the decision boundary. 
Pattern recognition by correlation is a straightforward method to classify an 
input image based merely on the correlation values. The inherent shift invariant 
property of the correlation operation provides a convenient approach to recognize the 
objects in a relatively large image based on small reference images. In the past, 
pattern recognition by correlation was usually performed at high speed with an optical 
system [7], since the computation of Fourier transform was relatively expensive at 
that time. The reason why correlation pattern recognition can be implemented by an 
optical system is based on the fact that 2D F ourier transform can be performed 
optically with a converging lens. If an object is placed at the front focal plane of the 
converging lens, the optical field at the back focal plane of the lens is proportional to 
the Fourier transform of the image produced by the lens. This remarkable property of 
the converging lens is also useful in the application of correlation filters in 3D 
holography, which will be introduced later in this thesis. For this reason, the methods 
for optical pattern recognition are now briefly reviewed. 
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2.4 Optical Correlation Processing 
In general, correlation can be implemented optically in two main architectures, the 
VanderLugt correlator [7) and Joint Transform Correlator (JTC) [18, 19) respectively. 
The VanderLugt correlator is a coherent processing system that consists of two 
converging Fourier transform lenses and two transparencies [7). Figure 2.11 
demonstrates a VanderLugt correlator setup. Because each of the components is 
separated by a distance equal to the focal length f of the Fourier transform lens, the 
VanderLugt correlator is also called a 4-fcorrelator. If the system is implemented for 
the correlation of the two images a(x,y) and h(x,y), two transparencies are then 
synthesized to record the complex amplitude distributions of two functions 
respectively. Since the 4-f correlator is a coherent system which is linear in complex 
amplitude computation, it is capable of realizing the correlation operation of 
Eq.(2.14). In Figure 2.11, the input image in position PI with the amplitude 
transmittance a(x,y) is illuminated with collimated light. The lens LI produces an 
amplitude distribution A(X,Y) which is proportional to the Fourier transform of the 
input a(x,y) on the back focal plane Pl. The conjugate transfer function of a 
correlation filter H*(X,y) is placed at plane Pl centring on the optical axis. In this 
way, the amplitude distribution of the light transmitting right after Pl is proportional 
to the product of A(X,Y) and H*(X,Y). The Fourier transform lens Lz positioned at P4, 
produces another Fourier transform of the product onto Ps. Therefore the amplitude 
distribution recorded on the output plane Psis proportional to the cross-correlation of 
the input image a(x,y) and the filter h(x,y). 
P, P, P, P, P, 
Input plane Fourier Correlation 
transfonn plane plane 
f f f f ( ) ( ) 
Beam expander Input image Fourier Correlation Fourier transfonn 
a(x,Y) transfonn lens L, filter H'(u,v) lens L, 
Figure 2.11 The VanderLugt 4-f optical correlator. 
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Figure 2.12 Recording the frequency-plane mask for the 4-f correlator. 
Traditionally, the frequency-plane mask H'(X,Y) is developed as a transparent 
photographic film with high resolution using an interferometer as illustrated in Figure 
2.12 [20]. A mask Ml with an amplitude transmittance that is equal to the desired 
impulse response of the filter h(x,y), is placed at the front focal plane of the Fourier 
transform lens Ll. An amplitude distribution _I-H(~,~) proportional to the 
Af Af Af 
Fourier transform of the filter h(x,y) will be produced on the film, where A. is the 
illumination wavelength. Another beam of collimated light illuminates the film with a 
tilted angle a and interferes with this field. Assuming that the tilted plane wave 
distribution reaching the film is written as, 
U,(X, Y) = exp(-j2nfx Y), 
(2.21) 
where the spatial frequency fx is given by fx = sma , the total intensity distribution 
A 
on the film can then be given as, 
1 
I X Y 12 
leX, Y) = exp(-j2nfx Y)+ Af H(Af' Af) 
I 1 X Y 12 I X Y . 
=1+ A2f2 H(Af' Af) + AfH(Af' Af)exp(J2nfx Y) 
+_1 H'(~ ~)exp(-J'2nf Y). 
Af Af' Af x 
(2.22) 
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If the complex field H( ~,.2:..) is written in tenns of amplitude AH and phase IfI such 
Af Af 
as 
(2.23) 
the recorded intensity distribution in Eq.(2.22) can also be written as, 
1 2 2 ( \ I(X, Y) = 1 + ---,-, AH + -AH cos 2nfx Y - rp" 
Af Af 
(2.24) 
If IfI is slowly varying, the intensity distribution I(X,Y) is approximately straight 
fringes with the spatial frequency of fx. The high frequency fringes result from the 
tilted illumination of another plane wave, and the interferometer encodes or modulates 
the amplitude and phase infonnation of the input field as the intensity and phase of 
these fringes. This allows the recording of the complex transfer function H' (X, Y) on 
an intensity-sensitive detector such as film or CCD camera. The produced frequency-
plane mask can then be implemented in the VanderLugt correlator for pattern 
recognition. The process of generating the correlation output with the recorded mask 
is similar to the holographic reconstruction, and this will be introduced later. The film 
recording the complex transfer function can also be replaced by Spatial Light 
Modulators (SLM) which can display a frequency-plane mask at high frame rates. 
Therefore, this optical system is also capable of real time acquisition and filtering of 
images. 
Another basic architecture for optical implementation of correlation operation 
is HC [18,19] as shown in Figure 2.13. The main advantage of the HC setup is that 
it does not require synthesis of the complex filter H'(X,Y). Suppose the input image 
a(x,y) and the correlation filter h(x,y) are both 2D images with the dimension of 
xoxxo, the JTC requires the two images are positioned side by side in the input plane 
PI, with image centres separated by a distance 2xo. In this way when collimated light 
illuminates the input plane, the actual input image for the Fourier transfonn lens in the 
plane P2 can be written as, 
(2.25) 
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The Fourier transform G(X,Y) of g(x,y) is formed at the back focal plane P3 of the 
lens Lh where an intensity detector is presented to record the transformed pattern 
R(X,Y). In this way, R(X,Y) can be regarded as the power spectrum of the input 
g(x,y) with a constant of proportionality neglected, such that, 
R(X, Y) = IG(X, yt 
= G(X, Y)G ' (X, Y). 
(2.26) 
The electronic signal recording R(X, Y) is then sent to an optically addressed SLM for 
displaying, and the SLM is illuminated with another coherent light beam. The Fourier 
plane R(X,Y) presented on the SLM is then Fourier transformed by the lens L2. At the 
plane a focal length distance way from L2, the output distribution r(x,y) IS 
proportional to the autocorrelation of the input function g(x,y) and is given by, 
r(x,y) = 3{R(X, Y)} 
= 3{G(X, Y)G' (X, Y) 1 
(2.27) 
where the constant of proportionality is neglected. If r(x,y) is auto correlation of g(x,y) 
such that, 
r(x, y) = g(x, y) ® g' (-x,-y), 
(2.28) 
substituting the function g(x,y) ofEq.(2.25) into Eq.(2.27), r(x,y) can be broken down 
into a series of correlations such that, 
r(x, y) = [a(x - xo, y) + hex + xo, y)] ® [a' (-x - xo,-Y) + h' (-x + xo,-Y)] 
= a(x,y) ® a' (-x,-y) + h(x,y) I8i h' (-x,-y) 
+ hex, y) I8i a' (-x,-y) I8i o(x + 2xo, y) 
+ a(x, y) I8i h' (-x,-y) ® o(x - 2xo' y), 
(2.29) 
It can be seen that, the first and second terms of Eq.(2.29) are autocorrelations of 
a(x,y) and h(x,y) respectively, while the third and fourth terms are their cross-
correlation respectively. It can be seen that, the cross-correlation terms are spatially 
shifted, so that the centre points of the two terms are located at (±2xo,0). In 
consequence, it is possible to distinguish the cross-correlation patterns from the 
autocorrelations terms which are centred at the origin of the output plane (0,0). 
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Figure 2.13 The joint transform correlator. 
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Although pattern recognition can be performed optically at the speed of light, 
it is inconvenient to develop transparencies for the input images and the filter and 
SLM technology is relatively expensive. The advances in computing has greatly 
boosted the popularity of correlation pattern recognition techniques, because a 
correlation operation can now be calculated on a desktop PC at video frame rates. 
It was noted earlier that a correlation filter is essentially a linear classifier and 
as such is not ideal for shift invariant problems. The design is always a compromise 
and becomes more and more difficult if it is required to have enhanced capabilities, 
for example distortion tolerance or noise tolerance. 
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2.5 Synthetic Correlation Filters 
Synthetic correlation filters with enhanced properties are now discussed. Correlation 
filters of different performance have been studied extensively in the past decades [8]. 
The most basic correlation filter is the Matched Spatial Filter (MS F) introduced by 
VanderLugt in 1967 [7]. The MSF is a template matching filter and the template is a 
reference image from the true class. If the input image is exactly identical to the 
reference image, the filtering operation is equivalent to the autocorrelation of the 
reference image, and a high correlation peak will be produced. The MSF is the most 
noise tolerant method to detect a known object in the presence of additive white noise, 
and it is generally considered as a fundamental block for shift invariant pattern 
recognition [21]. However, template matching can only identify one specific shape of 
the target, but not distortions such as rotated or scaled versions of it. One way to 
generalize the application of the MSF is to use a set of MSF's to match a group of 
reference images, and each of the MSF's has a corresponding output [22]. Clearly this 
method is computationally intensive. A more sophisticated method is to use only one 
single filter for distortion invariant pattern recognition by synthesizing a class of 
images, it is called the Synthetic Discriminant Function (SDF) [23]. If a set of M 
images, s\(x,y), S2(X,y), ... , SM(X,y), represent several objects or multiple distortions of 
an object, an SDF is the linear weighted combination of the M images [23], such that, 
M 
b(x,y) = L'iSi(X,y), 
jz:l 
(2.30) 
where 'j is the coefficient weight for each of the reference images, and can be 
determined by analytical methods. If the discrete forms of the M images are each 
lexicographically scanned to an N-element vector Si (as in Section 2.2), a matrix with 
the M vectors as column elements can be written as S = [SI, S2, ... , SM ]. We will use 
this discrete form of the reference images in the following discussion. In this way, 
Eq.(2.30) can be written in the discrete form as such, 
M 
b = L'iSi' 
j .. 1 
(2.31 ) 
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For a synthesized filter h with the determined coefficients tj, we require that 
the following conditions are satisfied in order to generate the expected impulse 
response in a pattern recognition problem, 
hTs j =ci' 
(2.32) 
where (j = 1,2, ... ,M), and Cj is the prespecified constant for the first entry of the 
output, and is often considered as a signal to decide the presence of an in-class image. 
Without loss of generality, Cj is assigned with unity for an in-class input and zero for 
an out of class input. If we substitute Eq.(2.31) into Eq.(2.32) we have, 
(2.33) 
Here we can define a covariance matrix Rv with the element in ith row andjth column 
defined by, 
(2.34) 
In this way, the constraint in Eq.(2.33) can bc expressed concisely as, 
(2.35) 
where T = [TI, t2, ... , tM]T and c = [Cl, C2, ... , CM ]T. The element Ci is the correlation 
peak value for the corresponding reference image Si. We assume that the reference 
image vectors in S are linearly independent with each other, and this means Rv is non-
singUlar. In this way T can be calculated for the synthesis of the filter such that, 
R-1 't':;::: vc, 
(2.36) 
and the SDF filter can be synthesized by using Eq.(2.31) and Eq.(2.36) such that, 
h=ST. 
(2.37) 
It is noted that, the correlation peak values in Eq.(2.32) are the only constraints the 
SDF filter applies. Several filters based on the SDF filter introduce different 
constraint criteria on the correlation plane and will be discussed later. The most basic 
SDF defined in this way is the Equal Correlation Peak (ECP) SDF. ECP-SDF filter is 
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a combination of MSFs and that constrains all the in-class correlation peaks to be 
equal intensity, such that [23], 
h = S(S+Sr' c, 
(2.38) 
where + is conjugate transposition. In Eq.(2.38) the correlation peak values are 
constrained by setting Ci = I for the objects which need to be recognized and 0 for the 
ones to be ignored. It is noted that the vector c only controls the correlation values at 
the centres of the correlation outputs, but not other values. In consequence, high value 
sidelobes may be caused if similar images are trained to be assigned to different 
classes, and false detection could result because spurious sidelobes could be wrongly 
detected as true class correlation peaks. 
The ECP-SDF is a special case for the general concept of the SDF which can 
give rise to the desired correlation values in Eq.(2.32). However, in most of the cases, 
the dimension of the reference image vectors N is much bigger than the number of the 
reference images M. Therefore, an NxM matrix S in Eq.(2.37) may lead to an infinite 
number of solutions of the SDF [24]. In consequence, there is a chance to select the 
SDF filters from the many solutions with different performance according to different 
synthesis criterions. For example, if we want to control the overall value of the 
correlation plane and also constrain the central value, it is necessary to apply an 
optimization criteria to the correlation output. The Minimum Average Correlation 
Energy (MACE) filter is one of the optimal filters that minimizes the energy of the 
whole correlation plane while pre-specifies the central peak value for each image 
[25]. If we use the same reference images from the ECP-SDF filter, the constraint a 
MACE filter applies to the correlation peak can be written as, 
Sr+H =c', 
(2.39) 
where c' is a vector obtained from c scaled by the dimension number of the input 
vector N, such that c' = clN. H is an N dimensional vector equivalent to the discrete 
Fourier transform of h, Sf is training set images in the frequency domain and SF[S" 
S2, ... , SM], where Si is the discrete Fourier transform of Si. The overall average 
correlation energy Eav in the output plane is given as, 
E.v = ~WDH, 
(2.40) 
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where D is an NxN diagonal matrix whose diagonal elements are the sum of the 
power spectra of the corresponding elements of Sf such that, 
M 
D(k,k) = ~]Si(k)12 , 
j",,1 
(2.41 ) 
The solution of the transfer function H can be found by using the Lagrange 
minimization theorem such that, Eq.(2.40) is minimized subject to the condition of 
Eq.(2.39). The resulting MACE filter is given as, 
H = D-1Sr(Sr +D-1Sr )-IC' , 
(2.42) 
It has been shown [25] that the MACE filter provides a much sharper peak than the 
ECP-SDF filter because of the minimization of the output energy, and it is equivalent 
to introducing a pre-whitening process to the input data so that the high frequency 
components are strengthened. In this way, the sidelobes of the correlation plane can 
be greatly suppressed even when the false-class images are not included in the 
training set, but the similar objects from different classes will still need to be listed as 
reference images in order to avoid false detection. A similar optimization method has 
been used in another correlation filter, called the Automatic Spatial Frequency 
Selection (ASFS) filter [26]. The filter was trained to allow the reference images to 
select the spatial frequency contents of the filter, therefore the intra-class sensitivity of 
the filter, such as the false detection of different rotated versions of the in-class object, 
is greatly reduced. 
The sharpness of the peak from the MACE filter helps to improve the 
discrimination in the absence of noise, however, the generalization of the MACE filter 
with respect to noise and intra-class distortions is generally poor. For this reason, 
different optimization metrics are applied to the SDF and MACE to minimize the 
variation of the output. The Minimum Variance SDF (MVSDF) [27] is formulated to 
minimize the variance with respect to the peak value in the presence of noise, while 
the Minimum Variance MACE (MVMACE) [28] is optimized to lead to a minimum 
variance of the whole correlation energy. This optimization criteria can be considered 
as a modification of reference set with the covariance of the noise distribution for the 
SDF filter. In general it has been shown that there is a trade-off between noise 
tolerance and classification performance, and a set of linear filters known as trade-off 
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filters were defined [29]. Another approach which can be employed to improve the 
intra-set generalization is to expand the concept of correlation profile, for example to 
reduce the sharpness of the desired correlation peak. However, this method may also 
result in a trade-off between the generalization of intra-class and the discrimination of 
inter-class. A Gaussian function is a typical profile used to replace the delta function, 
and the filters of this kind are the Gaussian MACE (G-MACE) filter [30] and 
Minimum Squared Error SDF (MSE-SDF) filter [31]. 
As stated before, an infinite number of solutions can be found from the 
formula of the SDF filter, provided that the number of reference images is less than 
the pixel number [24]. However, this does not mean that the training set is necessarily 
large, because the image capacity of a filter is very limited if an acceptable SNR in 
the output is to be maintained [32]. If the reference set exceeds this limitation, the 
filter cannot be optimised within the constraints criteria, leading to poor correlation 
peaks and spurious sidelobes, and in consequence the discrimination performance is 
severely degraded. Therefore, the training set selection for a general correlation filter 
must be restrictive, and only the images which are most representative of the object 
can be included. 
Clearly linear filters have been studied extensively in the past few decades, 
and their performance has been optimised. However, as illustrated in the previous 
discussion, linear filters are not optimum for shift invariant pattern recognition, and 
the performance is generally poor for more complicated tasks like similar object 
recognition. For these reasons, researchers have recently considered nonlinear 
filtering. 
Nonlinearity was first introduced in optical pattern recognition for nOise 
reduction, where an SLM with nonlinear characteristic was placed in the frequency 
plane of a JTC [19]. Nonlinearity can also be considered in the space domain by 
applying a nonlinear threshold to the correlation plane. A typical structure ofthis kind 
was proposed by Dubois et al. [33]. In his scheme, two linear filters are cascaded and 
separated by a nonlinear threshold, and both of the filters are each optimized with 
ASFS method and numerical algorithm respectively. In this way, the discrimination 
performance is increased considerably over a single-layer ASFS filter. In a parallel 
effort, Reed and Coup land proposed a generalized cascaded correlator for shift 
invariant pattern recognition [6], and it was proved that the recognition performance 
of a two-layer cascaded correlator is comparable with a quadratic Bayes classifier 
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[34]. It is noted that, unlike Dubois' cascaded ASFS', the intennediate layers of this 
cascaded correlator are unconstrained. 
In general, the structure of nonlinear Cascaded Correlation Filters (CCF) 
includes two or more unconstrained filters cascaded with a nonlinear threshold 
applied between them. We can firstly define a single layer system to be a filter 
followed by a nonlinear threshold, and the CCF is a cascade of these. Figure 2.14 
shows the single layer system structure, and Figure 2.15 presents the general 
architecture of a CCF correlator. As shown in Figure 2.15 a CCF system can be 
designed to classify two images by assigning a delta function at the position of the 
object to be detected. A nonlinear cascaded filtering system necessarily perfonns shift 
invariant linear transfonnation in each stage of the structure. A shift in location of the 
in-class object in the input space will result in the same shift of the delta function in 
the output. 
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Figure 2.14 Single layer system structure. 
, , , 
H, T, H, T, 
-
Filter r-- ¥ r. Filter ... ¥ .. ~£}~~Z -
Figure 2.15 General structure of Non linear Cascaded Filters. 
, 
HK 
Filter r--~~,~;;." 
, 
TK 
¥ .. 
[J 
D 
In vector notation we assume an N-dimensional vector x = [XI, X2, ... , Xn]T is 
the input image for the CCF system. The input image x can be a 2D real image or as 
described later a complex image recorded from a holographic system. Mathematically 
A 
the CCF can be defined in tenns of a correlation operator, H, which is defined with a 
filter kernel (or impulse response), h = [h1,h2, ... ,hn]T, such that, 
A " 
Hx = Lh;_n+lxj , 
i=1 
-- -- --------
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(2.43) 
where the superscript ,*, denotes the complex conjugate, and as defined previously, 
the value of the subscript is taken to be modulo n such that, 
(2.44) 
In the same way, the nonlinear threshold shown in the CCF structure in Figure 2.15 is 
A A 
introduced as a threshold operator T . In general, T will operate on the individual 
components of a vector, and the nonlinear function applied to each of the elements 
could be a function of sigmoid, exponential or polynomial. For the purposes of this 
thesis we define a cubic function threshold such that, 
(2.45) 
where El, E2, E3, and E4 are the coefficients of the cubic polynomial. Since in general 
the application of cascaded filters is complex, in correlation pattern recognition we 
only measure the intensity of the output image to detect an in-class object, so we 
A 
define a scanned modulus operator M, such that, 
(2.46) 
A 
In this way, a general CCF system with K cascaded filters, F ,can be written as, 
" "K"" F=MI1(TH), 
i=1 I I 
(2.47) 
where the subscript to each operator denotes the layer in which a given operator is 
applied. A general cascaded system can contain a large number of layers for a highly 
complicated pattern recognition problem. However, the more layers that are included, 
the more computation intensive the system becomes. In the research of this thesis, we 
adopt a two-layer cascaded structure, such that, 
"1\1\1\ 1\1\ 
F = M(T, H,)(TI HI)' 
(2.48) 
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Initially, the elements of the filters and the thresholds are assigned with random 
values, and the CCF system can be trained to have the designed performance by using 
multivariate optimisation schemes. Details of the implementation of the CCF system 
will be demonstrated in the next chapter. It will be shown that, the two-layer CCF 
system is more sophisticated and powerful than linear filters in differentiating similar 
objects in a distortion invariant manner. 
In this section, we have shown that the correlation filter can be considered as a 
linear classifier to discriminate shift invariant class distributions, however, it is 
generally not an optimum classifier since the two-class distributions are not normal. 
The most basic filter is the MSF, and is generally regarded as the fundamental block 
for shift invariant pattern recognition. However, the MSF can not perform well in 
distortion invariant pattern recognition. Therefore, several SDF filters were reported 
with different optimisation criterion, including ECP-SDF and MACE. Linear filters 
can only be optimised to a certain extent, however, it is difficult for them to perform 
complicated pattern recognition tasks, such as discriminations between similar, 
distorted objects. For this reason, nonlinear cascaded correlators were proposed with 
enhanced capabilities. 
It is noted that cascaded correlators have a very similar structure to feed-
forward neural networks. In fact, Coup land and Reed showed that if a neural network 
is constrained to be shift invariant, the exact structure of a CCF results [6]. In addition 
the threshold values and impulse response of each layer can be deduced using tools 
that have been developed for neural networks. For this reason the closely related topic 
of neural networks will be reviewed in the following section. 
-- - ---- --------
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2.6 Neural Networks in Pattern Recognition 
A neural network is a computing system that models the behaviour of the cortical 
structures in the brain [35]. The input of a neural network system is processed by 
interconnected basic elements called neurons that work in parallel to generate an 
output function [36]. If the interconnections are correctly designed, it is theoretically 
possible for a neural network to perform any function [37]. Accordingly the 
discriminant functions previously discussed such as correlation filters, parametric and 
nonparametric classifiers can also be simulated with neural networks. 
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Figure 2.16 A single layer feed-forward neural network with N inputs and I outputs. 
Feed-forward neural networks are the most simple and most widely used in 
practical applications [36]. Figure 2.16 shows a single layer feed-forward neural 
network with the N-dimensional input a, and I-dimensional output o. The input a can 
be a set of binary or analogue elements, such as a 20 or 30 images. The network 
consists of three stages, which are input, hidden layer, and output respectively. The 
input elements are each interconnected directly to each of the hidden units known as 
neurons in the second stage. Each of the neurons performs a weighted summation of 
all the inputs, and the output of the neuron, called the activation, is as such, 
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(2.49) 
where w!~/ is the weight of the connection between the input element j and the neuron i 
at layer k, and here k=l. b!k) is an additional weight independent of the neurons and 
other input weights, and is called the bias of the neuron i. In general, the number of 
output neurons is identical with the number of target outputs o. The total number of 
neurons in a multi-layer network depends not only on the output, but also on the 
number of layers. Nonlinearity can be introduced into the neural network by using a 
nonlinear activation function to accept the outputs of the neurons, called the neuron 
function f [38]. The form of the neuron function can be linear, quadratic, sigmoid, and 
even hard threshold units, and the choice of the functions depends on the applications 
[36]. In this way, the output from this layer of network can be written as, 
o(k) = f (b(k) + " w(k)a (k» . 
I I I L... I,) J 
(2.50) 
The network output layer can be formed by another weighted summation of 
the outputs of the neuron functions in the hidden layer, or can be regarded as the 
direct outputs from the neuron functions. The most basic form of a neural network has 
only one layer with a linear activation function, and is called a linear neural network 
[39]. The output of a linear neural network is simply a linear transform of the input. It 
is noted that such a network performs the correlation process if the N neurons in the 
neural network of Eq.(2.49) are assembled with the elements of a filter, such that, 
w.",=w .. =h~, 1+ .J+ I,) J 
(2.51) 
where i, j=I,2,3 ... N. Therefore, if every set of the weights connected to different 
neurons in the linear network are the same as the filter vector h but take the form of 
different shifted versions, Eq.(2.49) will have exactly the same form as the filtering 
operation in Eq.(2.l5). It can be seen that, a linear filter is a special case of the linear 
feed-forward neural network. A single layer neural network can be optimised for shift 
invariant pattern recognition, and results in a set of identical but shifted weights. 
However, for shift invariant pattern recognition, linear filtering using a Fast Fourier 
transform algorithm (FFT) is more efficient and saves considerable computation time 
over the general implementation of a neural network. If, for example a general linear 
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neural network is required to process an N-dimensional image in a shift invariant way, 
the network would have N inputs and N outputs for the processing. The computation 
load of the processing is of order N2. However, a linear filter implemented with FFT 
processing require a computational load of the order ofNlog2N [40]. Typically, if the 
input image is 1024x 1024-pixel, the computational load of the FFT implementation is 
only about I % of a general network's. 
A neural network that has two or more hidden layers and nonlinear transfer 
functions is called multilayer neural network [41]. The transfer function between two 
layers of networks must be a nonlinear function, because if a linear function is 
included, the two-layer network is equivalent to a single layer network. A multilayer 
neural network is much more powerful than a single layer network, and it is also more 
difficult to optimize. The complexity and computational efficiency of a multi layer 
network depends on the number of neurons and layers, as well as the form of the 
transfer functions. A highly complicated discriminant function can be modelled with a 
multilayer neural network if enough neurons and the correct form of transfer functions 
are provided [42]. Like a linear filter and a linear neural network, a nonlinear 
cascaded correlator can also be considered as a special case of a multilayer feed-
forward neural network. It has been proved that, two correlation filters cascaded with 
a nonlinear threshold inserted between, is the structure a multilayer feed-forward 
neural network has to take if it is optimized to have shift invariant property [6]. The 
nonlinear cascaded correlator structure has also been shown to have a comparable 
performance to the Bayes classifier [34]. 
In the optimisation of a neural network, the weights of the network are 
generally determined by iterative training algorithms [43]. A neural network can be 
trained by a supervised learning method, for which a set of desired outputs must be 
pre-specified like the training of a correlation filter. For unsupervised learning of a 
neural network, a set of training images need to be prepared for clustering. The 
optimisation of a neural network is often considered as a multivariate optimisation 
problem, and the corresponding schemes are designed according to the requirements 
of the discriminant function. During the optimization, the weight parameters are 
adjusted incrementally until the outputs satisfy the desired mapping as well as 
possible. In general, a neural network may approximate a desired function well, but it 
can never reach the perfect representation of the function, and there might exist 
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multiple answers to the problem [43]. For pattern recognition however, this is not a 
problem as only one working solution is needed. 
There are two popular training rules to optimize the linear neural networks, the 
Hebb rule [35] and the Delta rule [39]. Both of the learning rules are iterative 
optimization methods, and in each of the iterations, the weight is adjusted with the 
weight change based on the previous weight. The two methods are different only in 
the form of the weight change in every iteration, and the common weight updating 
form from the sth to the (s+ I )th iteration is written as, 
(k) _ (k) A 
W ij ,s+1 - Wij,s + LlW ij , 
(2.52) 
where w;~; is the weight connecting the ith input and the jth neuron in the kth layer, 
and !J. W;j is the weight change in this iteration. 
In the Hebb rule, Ilw;j is given as [35], 
(2.53) 
where X is a constant called learning rate, and its value is often taken as the reciprocal 
of the number of training vectors. The weight change includes both the input and the 
output, so that it helps the network to learn the association between the inputs and the 
outputs. 
The delta learning rule, also known as Widrow-Hoff rule, optimizes the 
network by minimizing the difference between the actual output 0 and the desired 
output y [39], such that the weight change in each iteration can be given as, 
!J.wu = X(Yj - o;)a;, 
(2.54) 
where X is the learning rate that controls the stability and convergence speed, and it is 
usually chosen to be between 0 and I. 
In addition to the training methods above, multi layer neural networks can also 
be trained with the backpropagation learning algorithm, introduced by Rumelhart et 
at. in 1988 [43]. The philosophy of backpropagation is similar to the delta rule, it 
adjusts the weights in each of the layers by introducing the error between the ideal 
output and the actual output. The error in the output layer firstly affects the weight 
changes of the final hidden layer, and then propagates backward to the previous layer, 
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until it reaches the input layer. The backpropagation rule is applied in each iteration 
until the output error is minimized to an acceptable level. It is clear that 
backpropagation algorithm in multilayer neural networks can only be used in 
supervised learning when the expected output is pre-specified. 
A feed-forward neural network can also be trained to associate the input data 
with the output data. The associations stored in the network will be recalled when an 
input is being processed, and the corresponding data associated with the input is given 
as the output of the network. The neural network of this type is called an associative 
memory [44]. When an associative memory models a discriminant function, the input 
can only fall in one of the classes specified by the system, and a reference vector is 
given as the output to represent the corresponding class. If a set of reference vectors 
are automatically produced by the system rather than being pre-specified, the 
optimized network will be capable of clustering data for unsupervised pattern 
recognition. A correlation filter can also be considered as an associative network, 
which associates the input images with two classes of output, a delta function and a 
zero vector. 
If the input variables of a multilayer neural network are applied with a 
nonlinear pre-processing operation, higher orders of the input will be introduced to 
the network, and such network is called the Higher Order Neural Network (HONN) 
[45]. The structure of HONN offers another approach to improve the storage and 
computation capacity. In HONN, the input units in the first layer are interconnected 
before being weighted and fed forward to the neurons in the next hidden layer. In this 
way, it is possible for HONN to accurately approximate a very complicated 
discriminant function for multi-class pattern recognition, since higher orders of the 
input variables are implemented. 
Neural network systems are generally used to approximate a function from the 
measured data, this is particularly useful in cases where it is impossible to obtain an 
analytical answer because of the complexity of the data and the task. Therefore, it is 
natural for neural networks to find applications in broad categories such as pattern 
recognition [46], medical diagnosis [47], financial prediction, and data processing 
[48]. In theory, the processing of information in every neuron of a neural network is 
done in parallel rather than in series. In practical applications, however, most of the 
neural network models are implemented using sequential computers. In cases where 
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the number of connections is high, like the 3 D image recognition in this thesis, it is 
difficult to implement a general neural network in reasonable computation time. 
The review in this section has introduced linear feed-forward neural networks 
and multi layer neural networks and compared them with linear filters and non-linear 
cascaded correlators. It was shown that, a linear filter is a special case of a linear 
neural network, and it has been noted that, the cascaded correlator structure is the 
form a multi layer feed-forward neural network has to assume for shift invariant 
pattern recognition. We also note that a CCF system is much more computationally 
efficient than a general multilayer neural network and can be trained in a similar way. 
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2.7 3D Imaging and Pattern Recognition 
The discussion in the previous sections has reviewed the general pattern recognition 
methods that can be applied to different kinds of signals for pattern recognition. For 
example, voice identification systems apply pattern recognition techniques to the one-
dimensional (ID) speech signals [49]. In general, however, most real world 
applications of pattern recognition now process two-dimensional digital images [8]. 
The general methods are also applicable to three-dimensional images such as 3 D 
optical fields reconstructed from holographic recordings, and this will be introduced 
in this section with the application of correlation technique. 
Imaging instruments such as traditional optical microscopes provide 2D 
images of the sample in a single plane of focus. For high magnification and high 
resolution microscopes, however, the depth of focus is only the order of 0.21 )lm. In 
this case, it is difficult to image the micro-objects such as bacteria distributed in a 
thick experimental volume, and the pattern recognition performance is degraded due 
to the lack of 3D information. 
Holographic microscopy is an effective way to record the 3D information of 
the micro-objects in an experimental volume, for example a thick smear or a flow cell 
with bacteria distributed. A holographic microscope records the depth information of 
the samples without compromising the lateral resolution by registering the 
interference between light scattered by the object field and a coherent reference field. 
All the information present in the 3D scattered field is recorded on a single hologram 
without any mechanical scanning. With the phase and amplitude information 
extracted from the hologram, the scattered field can be reconstructed numerically in 
any plane of interest in the form of amplitude and/or phase contrast images as desired 
[50]. A holographic microscope is thus considered to be a high resolution microscope 
with an extended depth of field [51]. Clearly, holographic microscopy has great 
potential for 3D pattern recognition, and this section will review the application of 
correlation techniques to holographic images for 3D pattern recognition. 
Holography was invented by Gabor in 1947 for the recording and 
reconstruction of 3D wavefronts. The recorded image is termed a "hologram" 
signifying that both the amplitude and phase information of the wave fronts are 
recorded [52]. In general, most recording media can only respond to the intensity of 
45 
the illuminating light, the phase information can not be recorded due to the high 
temporal frequency of a light wave. Holography is a method that encodes the phase 
information into an intensity distribution by using an interferometer. The amplitude 
and phase information can be decoded from the recorded interference patterns. 
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Figure 2.17 On-axis holography: (a) Recording and (b) Reconstruction. 
Figure 2.17 shows the general setup of in-line holography for the recording 
and reconstruction of 3D objects. In the recording process of conventional 
holography, the light from a laser is divided into two beams. One beam is used to 
illuminate the 3D object and is collimated. The scattering waves reaching the 
recording plane interferes with the other beam impinging the recording plane directly, 
called the reference beam. The interference patterns are recorded on photosensitive 
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material for the 3D reconstruction. As shown in Figure 2.17(b), the 3D object wave 
can be reconstructed by illuminating the hologram with exactly the same reference 
wave. Virtual and a real images of the 3D object are produced at the conjugate 
positions of the hologram. Since the reconstructed images are the superposition of3D 
wavefronts, the perspective effects and the depth information of the objects can be 
seen from both of the images. In-line holography can be explained mathematically as 
follows. We represent O(x,y) as the complex amplitude wave scattering from the 
object such that, 
O(x,y) = o(x,y)ej~·(,·y), 
(2.55) 
where o(x,y) and 'Po(x,y) are the amplitude and phase distributions respectively. The 
reference wave is the plane wave whose amplitude is denoted by R(x,y). The intensity 
of the interference pattern at the recording plane is written as, 
I(x, y) = IO(x, y) + R(x, y)I' 
= (O(x, y) + R(x, y))(O(x, y) + R(x, y))' 
= IO(x, y)I' + IR(x, y)I' + R' (x,y)O(x, y) + R(x, y)O' (x, y). 
(2.56) 
The reconstruction of the 3D object wave is carried out by illuminating the developed 
holographic plate with the same reference wave. However, the amplitude 
transmittance of the holographic film is not identical to the incident intensity, but is a 
linear function of it with the coefficients t, and tb, such that [20], 
t, = t, + tbI(x, y) 
=t, +tb~O(x,d +IR(x,y)I' +R'(x,Y)O(x,y)+R(x,y)O'(X,y)] 
= t, + tbIR(x, y)I' + tbIO(x, y)I' + tbR ' (x, y)O(x, y) + tbR(x,y)O' (x, y) 
= t~ + tbIO(x,y)I' + tbR' (x, y)O(x,y) + tbR(X, y)O' (x, y), 
(2.57) 
where the reference wave is assumed to be uniform across the plane. The term 
t, + tbIR(x, y)I' is a constant and can be included in the coefficient t',. In consequence, 
the reconstruction can be written as, 
. 1 I' 1 I' " R(x, y)t, = R(x, y)(t, + tb O(x, y) ) + tb R(x, y) O(x, y) +tbR (x, y)O (x, y). 
(2.58) 
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The first term on the right side ofEq.(2.58) is the zero order diffraction wave passing 
along the optical axis of the reference illumination. The second tenn is the 
reconstructed virtual image of the object, and the third term is the real image wave 
modulated by the factor tbR2(x,y). We can see from Figure 2.17 (b) that, both the 
virtual and real images locate on the optical axis of the reference illumination, 
consequently both images are overlapped to form a 'twin image' while observed 
along the optical axis. 
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Figure 2.18 Off-axis holography: (a) Recording and (b) Reconstruction. 
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This limitation can be eliminated by using off-axis holography, introduced by 
Leith and Upatnieks [53, 54]. Figure 2.18 (a) shows the holographic setup for off-axis 
recording. The difference with the in-line holography is that, the off-axis reference 
wave illuminates the recording plane with a certain angle a from the object wave. In 
this way, during the reconstruction as shown in Figure 2.18 (b), the real image, the 
virtual image and the reconstruction reference beam are spatially separated, both of 
the images can be observed without any superimposition. The mathematical form of 
the object wave reaching the recording plane in Figure 2.18 is given as, 
'2 sina 
O(X,y) = o(x,y)ej~'('.Y)e-J "-,-Y , 
(2.59) 
where sin a is the spatial carrier frequency that modulates the object wave. In this 
A 
case, the incident intensity at the recording plane can be written as, 
. sina . sina 
2 2 -J2i'1'-Y J211'-Y 
I(x, y) = IO(X, y)1 + IR(x,y)1 + R' (x, y)O(x,y)e ,+ R(x,y)O' (x, y)e ' 
(2.60) 
Interestingly, if we combine the last two terms of Eq.(2.60) we have, 
1 I' 1 I' Sill a I(x,y) = O(x,y) + R(x,y) +2R(x,y)O(x,y)cos[2n-y-qJo(x,y)]. A 
(2.61 ) 
It is clear that the recorded hologram is the complex amplitude object field modulated 
by the carrier frequency Sill a [20]. If the object is uniformly distributed in both 
A 
amplitude and phase, the recorded interference pattern in Eq.(2.61) is straight fringes. 
The reconstruction of off-axis object wave is similar to the on-axis case and can be 
written as, 
'2 sina '2 sina 
R(x,y)t, = R(x,y)«( +tbIO(X,y)I')+tbR'(x,y)O(x,y)e-J "TY +tbR(x,y)O'(x,y)eJ "TY • 
(2.62) 
In order to analyse the image separation, we apply a Fourier transform to Eq.(2.62) 
such that, 
3[R(x,y)t,J = R(x, y)t~8(X, Y) + R(x, y)tb3~O(x, y)I]® 3~O(x, y)l] 
+ tbR' (x,y)3[O(x,y)j®8(X, Y _ smu) 
A 
+tbR(x,y)3[O'(x, y)j®8(X, Y + smu) A 
=0,+°2+°3 , 
where 
0, = R(x, y)t~8(X, Y) + R(x, y)tb3~O(x, y)I]® 3~O(x, y)l], 
, ~[j smu 02 =tbR (X,y):J O(X,y) ®8(X,Y --), 
A 
and 
r, j smu 0 3 =tbR(x,yPlO (X,y) ®8(X,Y +-), A 
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(2.63) 
(2.64) 
(2.65) 
(2.66) 
where (X,Y) is the axis in the frequency domain. We can see from Eq.(2.63) that, 
both of the virtual image and real image have been spatially shifted away from the 
main optical axis by the angle u. The spectrum distribution of the hologram is 
illustrated in Figure 2.19. 
y 
y 
G, 
28 
Ca) Cb) 
Figure 2.19 Spectra of the (a) object wave and (b) the hologram. 
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It can be seen that, if the object wave O(x,y) is a band limited signal with the 
bandwidth of B cycles/mm, the virtual image or real image can be fully separated 
from other components by increasing the angle a. It can be deduced from Figure 2.19 
that, the minimum critical angle ami. is given by [20], 
ami. = sin -I 3BA . 
(2.67) 
Traditional holography records the hologram on photographic film material 
and requires wet chemical processing. The time and the cost of a photographic 
operation had limited the application of the holography. The massive production of 
Personal Computers (PC) and related peripherals in 1980s has greatly reduced the cost 
of the digitization and processing of images. Direct recording of holograms with a 
Charged Coupled Device (CCD) is a significant advance in the development of 
holography. It is also cost effective to process the digitized holograms in a desktop PC 
and the reconstruction can be carried out numerically in almost real time. This 
technique is called digital holography. Schnars and Tajahuerce introduced full digital 
recording and processing of Fresnel holograms for the first time [55]. During 
recording the optical interference field is spatially sampled by a CCD camera and 
stored in a computer. The complex wavefronts can be calculated according to optical 
propagation theory, in this way the 3D object wave can be reconstructed at any plane 
of interest. 
Three main mathematical approaches for reconstruction of the 3D object wave 
from the complex amplitude image recorded are discussed in the literature. They are 
the Fresnel method [20], the Fourier method [56], and the convolution method [57]. 
All three are based on the Fresnel-Kirchhoff formula with different approximations. 
Fresnel reconstruction can only be used in the area where the Fresnel approximation 
is valid, that is, the dimensions of the hologram and the reconstruction plane are 
relatively small compared to the distance between the hologram and the reconstructed 
plane [20]. In order to calculate the effect of optical propagation, we define the field 
in a plane V(x,,y,) which is parallel to the recording of interference pattern and 
located along the optical axis to be the reconstructed image. The Fresnel 
reconstruction resulting from the illumination of the reference beam, as described in 
Eq.(2.58) and Eq.(2.62), can be written, 
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U(X"y,)=cex\ - j ~ (x,' + y,2»)!fR(X,y)t,eX\ - j ~ (X2 +y2)}X\j ~ (xx, + yy,»)ctXdY, 
(2.68) 
where Z denotes the reconstruction distance from the hologram, /.. is the optical 
wavelength of the reference beam, and C is a constant. Eq.(2.68) can be expressed in 
the form of inverse F ourier transform by considering the substitution of: 
x 
X =-'. 
r AZ' Y -lL r - . AZ 
In this case, Eq.(2.68) becomes, 
U(xr,yr) 
(2.69) 
= Cexp(- j7l'AZ(X/ + y/»)J fR(x,y)t, exp(- j~(X2 + y2»)expG27l'(XrX + Yry»)dxdy 
yx AZ 
= Cexp(- j7l'Az(X/ + y /) )J-'{ R(x,y)t, exp( - j ;:, (x2 + y2»)}, 
(2.70) 
where :r' represents the 2D inverse Fourier transform of a function F(x,y) such that, 
f(xr,Yr) = ;T'{F(x,y)} 
= ffF(x, y)exp(j27l'(x rx + Yr y»)dxdy, 
y x 
(2.71) 
Eq.(2.70) is called the Fresnel transform for the field R(x,Y)\e. U(xpyr)is a complex 
reconstructed field that represents the amplitude and phase of the wavefronts after 
propagating the distance Z from the recorded plane. 
The Fourier method is similar to the Fresnel approximation and is mainly used 
III lens less Fourier holography [56]. During the recording of lens less Fourier 
holography, a spherical reference wave is used. The average curvature of the 
reference is accurately adjusted to cancel the spherical phase factor associated with 
the Fresnel diffraction pattern, such that, 
R(x,y) =cexp(j ;Z (x 2 +y2»). 
(2.72) 
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where C is a constant. In this way, the Fresnel reconstruction in Eq.(2.70) can be 
simplified by substituting the reference wave in Eq.(2.72) to cancel the quadratic term 
such that, 
U(x" y f) = Cexp(- j7rAZ(X/ + y/) Fr'[t,]. 
(2.73) 
It shows that, in Fourier method only one inverse Fourier transform is required to 
reconstruct the 3D optical propagation wave in any plane of interest. 
Another holographic reconstruction approach is related to the convolution 
theory and was proposed by Demetrakopoulos and Mittra [57]. The 3D object wave 
reconstructed from a single holographic recording can be considered as a convolution 
operation between the recorded complex image and a filter model with the impulse 
response h(x,y), such that, 
U(x"y,) = ffR(x, y)I(x, y)h(x - x" Y - y)dxdy, 
Y' 
(2.74) 
where, 
j exp[ _ j 2; Jz' + x' + y' ] 
h(x,y) = . 
A .Jz' +x' +y' 
(2.75) 
According to the convolution theorem, U(XJ,Yl) can be calculated with the inverse 
Fouriertransform of the products 3[R(x,y)I(x,y)]3[h(x,y)], such that, 
U(x"y,) = 3-'{3[R(x,y)I(x,y)]3[h(x,y)]} 
= 3-' {3[R(x,y)I(x,y)]H(X, Y)}, 
(2.76) 
where, 
H(X, Y) = exp( - j27rAZ~ ;, - X' + Y'} 
(2.77) 
is the Fourier transform ofh(x,y). 
Compared with the Fresnel method, the convolution reconstruction has 
stronger validity conditions, since the Fresnel transform can only be employed in the 
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area where (XI, YI, X, Y « z) but not when z is relatively small compared to the 
hologram [20]. 
A practical difficulty with holography is that, light waves from micro-objects 
like bacteria can not be imaged properly with a CCD camera, because the pixel size of 
the CCD is not small enough. In this case, it is difficult for the system to record 
similar objects that have different microscopic structures. For this reason, a 
microscope objective with a relatively high NA is introduced to magnify the object 
wave, and in this way 3D micro-object information can also be recorded and 
reconstructed with digital holography for 3D processing. Digital holographic 
microscopy was firstly introduced by Zhang and Yamaguchi in 1998 [5]. In this 
study, an ordinary microscope objective was implemented on a phase-shifting 
holographic setup to record 3D micro-objects. The object wave is magnified by a 
microscope objective and recorded on an in-line digital hologram. Digital holography 
with a microscope objective can achieve the same transverse resolution as classical 
optical microscopy. In Zhang and Yamaguchi's work, the Fresnel method was used 
for the numerical reconstruction of the micro-objects. Later, Cuche demonstrated an 
off-axis holographic system to record the magnified image of micro-objects [50]. The 
object waves can also be numerically reconstructed in amplitude and phase contrast 
images. Digital holographic microscopy has recently been revised by Dubois et al. by 
using a partially coherent light source [58]. The quality of the refocused images are 
considerably improved since coherent noise has been greatly reduced. 
With the 3D optical field reconstructed from a hologram, many Image 
processing algorithms can be employed for 3 D processing of the optical field. In the 
literature, the application of correlation processing to the analysis of holographic 
recordings had been proved to be useful in fluid flow measurement techniques. The 
first 3D optical field analysis based on holography originated from 1992, when the 3D 
fluid flow mapping technique, Holographic Particle Image Velocimetry (HPIV) was 
proposed [59]. In essence, this technique records a double exposure hologram from 
fluid flow seeded with particles, and the 3D flow velocity can be extracted from the 
hologram using one of several methods. The work of White and Yariv in [60] 
demonstrated that complex amplitude images can be processed with optical 
correlation methods, and in consequence the 3D optical correlation is possible with a 
complex field recorded holographically. 
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Presenting the 3D information from a hologram for 3D pattern recognition 
was firstly proposed by Poon and Kim in 1999 [61]. In this study, the holograms ofa 
reference target and the test object were recorded. 3D pattern recognition was carried 
out by 2D correlation between the reference hologram and the input testing hologram. 
By the experimental tests, it was shown that this method is fully shift invariant in 
traverse dimensions, but needs further processing to achieve shift invariance in axial 
displacement [62]. 
Javidi et al. proposed a 3-D object recognition technique using in-line digital 
holography in 2000 [63]. This method uses digital in-line holograms to record 
different perspectives of the reference and the testing objects. The 3D pattern 
recognition is performed by correlating the various 2D viewpoint projections of the 
test hologram with a reference hologram. The comparison shows that better 
correlation peaks are achieved by correlating holograms instead of conventional 
images [63]. However, this method is not shift invariant in 3D space and is sensitive 
to phase fluctuations caused by the rough surfaces of the objects. In a later study, 3D 
pattern recognition with on-axis phase-shifting holography was demonstrated to have 
a shift invariant capability by applying the correlation filter to the intensity of the 3D 
reconstructed field [64]. Since only intensity information of the reconstructed field is 
used, the noise and fluctuations in the complex field produced by the rough surfaces 
of the objects does not affect the correlation. It was also shown later that, by 
implementing a 2D non-linear, composite filter, the holographic method is capable of 
performing distortion-tolerant 3D object recognition [65]. The 3D pattern recognition 
system with on-axis phase-shifting digital holography requires that several holograms 
of a single scene are recorded. Since the environmental noise or vibration of targets is 
introduced during recording, the measurement could be easily degraded. For this 
reason, Single Exposure On-Line (SEOL) digital holography was proposed for 3D 
object recognition by taking only one exposure from the testing 3D scene [66]. It is 
therefore possible to record dynamic events such as flow fields and live biological 
organisms. 
In 2002, Dubois considered the application of correlation techniques to the 
optical field recorded with a holographic microscope [9]. In this scheme, a 
microscope objective was introduced in an off-axis digital holographic interferometer. 
The 3D optical field can be reconstructed plane by plane from the complex-amplitude 
field recorded on the hologram, and the out-of-focus samples can be refocused in this 
55 
way. A 2D complex valued correlation filter was synthesised according to the 
Automatic Spatial Filter Selection (ASFS) [26] algorithm to identify the complex 
amplitude distribution corresponding to the occurrence an object in a prescribed 
plane. In this way, with a relatively high numerical aperture (NA=O.25), it was shown 
that objects of interest could be located in 3D space. It is noted, however, that the 
synthetic ASFS filter was optimised as a 2D filter without regard to its 3D capability. 
From the above discussion it may be deduced that holographic microscopy is a 
convenient and cost-effective way to record microscopic objects in a 3D manner, and 
using a holographic microscope can avoid many problems associated with a 
traditional microscope. The main task of this thesis is to investigate the application of 
correlation techniques to the 3D complex images reconstructed from a holographic 
microscope for 3D pattern recognition. It will be shown that, when a holographic 
microscope is applied with pattern recognition techniques, a much bigger volume of 
the sample can be screened. A cost-effective automatic microscope can be developed 
in this way for 3D biological screening. 
56 
2.8 Summary 
This chapter has reviewed general purpose pattern recognition methods such as 
statistical classifiers and neural networks, and correlation pattern recognition. In 
pattern recognition, the most basic classifier is the linear classifier and it is optimum 
for the classification of two-class normal distributions with equal covariance. For 
unequal covariance in two-class normal cases, the optimum classification can be 
achieved using a quadratic classifier. Higher order classifiers are generally used in 
more complicated distributions, however, the implementation is more difficult. It was 
shown in this chapter that, a correlation filter can be considered as a linear classifier 
with shift invariant performance. However, from a statistical point of view, a 
correlation filter is not an optimum classifier since the sample distributions are not 
normal. 
The neural network is a powerful system to model functions, including 
statistical classifiers and correlation filters. In essence, a correlation filter is a special 
case of a linear feed-forward neural network. It is noted that, the nonlinear cascaded 
correlator is the structure a multi layer feed-forward neural network has to assume, if it 
is trained to perform shift invariant pattern recognition and the performance can be 
similar to the Bayes classifier. 
The review of 3D imaging with holography shows that, holography is an 
effective way to record 3D information. Using a holographic microscope for 
recording 3D micro-objects can avoid many problems in a traditional microscope. The 
previous studies were mainly focused on pattern recognition with 2D images without 
regard to the 3D information of the targets. However, the study in this thesis shows 
that, 3D pattern recognition can be performed effectively by applying nonlinear 
correlation techniques to holographic images. 
The aim of work in this thesis is to investigate the distortion invariant 
performance of non-linear Cascaded Filters (CCFs) for 2D and 3D pattern recognition 
with the images obtained from a holographic microscope. It will be shown in the 
following chapters that, the performance of 2D nonlinear Cascaded Filters is 
considerably better than the optimum linear filter, and the 3D nonlinear cascaded 
structure are capable of screening real world micro-objects without regard to their 3D 
distortions. The performance of 3D CCF will be demonstrated in 3D shift and 
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rotationally invariant pattern recognition problems with 3D microscopic images 
recorded from a digital holographic microscope. 
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Chapter 3 Implementation of Non-linear 
Cascaded Filters in 2D Pattern Recognition 
3.1 Introduction 
In the previous chapter, correlation pattern recognition was introduced and compared 
to general purpose pattern recognition methods. This chapter will discuss the 
implementation of nonlinear Cascaded Correlation Filters (CC F) to address the 
problem of recognising similar objects in a 2D shift and rotationally invariant manner. 
As illustrated in the last chapter, the CCF system is a correlator system with a 
multilayer structure, and within each layer a linear filter is employed and followed by 
a non-linear threshold. It will be shown in this chapter that the CCF system is more 
sophisticated and powerful than linear filters in differentiating two similar characters 
in a distortion invariant means. By using two or more layers, the capabilities of the 
CCF, such as noise tolerance and classification rate, are shown to be considerably 
better than the single layer linear filters. 
It was noted in the previous chapter that, the CCF is a special case of a multi-
layer feed-forward neural network with a shift invariant property, and therefore the 
optimisation scheme used in the neural network can also be applied to the training of 
the CCF. Because of the edge effects of the circular convolution, the correlation 
between two vectors are quite different from that of the same vectors padded with 
zero elements. In consequence, correlation filters optimised with small images may 
not work well when applied to a large field containing the reference images. 
Therefore, care must be taken in the training of filters and it will be shown that a zero 
padding technique can be employed to solve the problem. 
In this chapter, the performance of CCF will be tested with this character 
recognition problem, and the classification results will be compared with the optimal 
linear filter, the MACE filter. The 2D CCF will also be shown to be useful for real 
world application by differentiating between two species of bacteria that have a 
similar shape. 
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3.2 Optimisation of Nonlinear Cascaded Filters 
The general formulation of the CCF was defined in operator form in Section 2.5. 
Using the same definitions, a two-layer system can be written, 
A""" 1\/\ 
F = M(T2 H 2 )(T, H,). 
(3.1) 
1\ 1\ 1\ 1\ 
In the design of the CCF system, the filters H, , H2 and thresholds T, , T2 are initially 
assigned with random numbers and the system must be optimised according to the 
defined outputs to have the designed performance. For this reason, we define a matrix 
set, S, of m training images such that, S = [SI. S2, ... Srn ] and the corresponding output 
matrix, Rc, such that, 
A 
Rc =FS. 
(3.2) 
A matrix of desired output intensity images, 0, is also defined for the formulation of 
the optimisation scheme. In general the desired output for in-class images will be a set 
of zero valued vectors each with a single unit entry at a specified position. Without 
loss of generality we will assume that the unit entry is the first element in each output 
vector. For an out-of-class image the desired output is zero. 
In order to achieve an output that is close to that desired, the cascade is 
optimised using an appropriate error function E. If Rij and Oij represent the ith pixel of 
the jth output image in Rc and 0 respectively, we use an error function of the form, 
n,m m 
E = ~::CR;j -o;y +n~)R'j _0,)2. 
i=l,j=] j=l 
(3.3) 
The first term in this expression is simply the square of the deviation from the desired 
output. Since the first elements in the set of output vectors provide the 'signal peaks' 
that are used to identifY and locate in-class objects, these elements are given extra 
weight through the second term in Eq.(3.3). 
Because Eq.(3.3) is a highly nonlinear function of the filter kernels and 
threshold parameters, an analytical solution to the optimisation is not possible, 
however, a large number of numerical optimisation strategies exist for minimising a 
multi-dimensional error function [67]. The choice depends on the nature of the error 
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function and the computational resources available. The Nelder-Mead downhill 
simplex method is computationally efficient but is liable to get caught in local minima 
[68], while Powell's method [69] and Simulated Annealing [70] (SA) are more likely 
to reach a global minimum but at the expense of computation time. In this work we 
initially use SA method to find a region where the error function has a low value. A 
Steepest Decent routine is then applied for further minimisation, since finding a local 
minima with this method is more efficient than SA [71]. The initial choice of 
parameters is quite important, and this suggests that the function does not find a 
global minimum in all cases. However, this is not of great importance as long as a 
useful solution is found. 
No 
Assign the CCF system 
with guess initial values 
Calculate the initial 
output and the internal 
energy (error) 
Add a small random change to 
each of the variables in both real 
and imaginary parts to produce a 
new state of the system 
Calculate the new output and 
the new internal energy (error) 
Steepest decent with fminunc.m 
Output the filters and the thresholds 
No 
Figure 3.1 Flow chart of the optimisation process. 
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No 
Accept the new state Reject the new state 
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SA is a probability based algorithm proposed by Kirkpatrick et al. for global 
optimization problems [70] and was inspired by the annealing technique in metallurgy 
used for controlling the cooling of materials to improve physical properties and 
reduce defects. In this analogy, the error function E in Eq.(3.3) is considered as the 
internal energy of that system state. In this way, the aim of the SA algorithm is to 
bring the system from an initial state to a state with the minimum possible internal 
energy. This is an iterative process in which the state of the system is changed from 
one state to another by assigning a small random change to the previous state. Figure 
3.1 shows the flow chart of the whole optimisation process. We assume that at 
A 
iteration k the CCF operator is at state Fk and the internal energy is Ek. At iteration 
k+ I the state of the CCF is given as, 
A A A 
Fk+1 = F, + t.Fk+1 , 
(3.4) 
A 
where t.Fk+1 is a set of small random values added to the filters and the thresholds 
from the previous state. It is noted that, the impulse response of the CCF can be real 
or complex, and the threshold parameters are defined as real values. In this case, if the 
filters are complex, the random changes will added to both the real part and the 
imaginary part. It is noted that the added random value should not be too big, because 
a large change of state would result in a new state very distant from the previous one, 
and would therefore be equivalent to defining another starting point. However, if the 
value of change is too small, the number of iterations required will be large. This is 
the dilemma of the SA algorithm [33]. 
A 
When F'+I is obtained, a new internal energy Ek+1 is computed according to Eq. 
A 
(3.3). If the new energy is less than the previous state (Ek+1< Ek), the new state F'+I is 
accepted as the current state for the next iteration. If Ek+l> Ek, the new state is kept as 
the state for the next iteration with a probability of acceptance such that, 
( E -E) P = exp k+1 k , k 8 ' 
c k 
(3.5) 
where kc is a constant for controlling the strength of the probability, the value of kc 
depends on the changes of the energy in the initial iterations. If kc is too large, the 
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probability of acceptance at the beginning will be too high, and an increase of energy 
is more likely to be accepted. However, a low value of kc may lead to the optimisation 
getting stuck in a local minimum. ek is the temperature at iteration k, used to adjust 
the strength of the probability according to k during the iteration process, and given 
as, 
(3.6) 
where eo is the initial temperature, and Ks is the total number of iterations in the 
optimisation process. According to Eq.(3.S) , the probability of acceptance depends 
on the change of the internal energy Ek and the temperature ek • 
During iteration, the value of ek decreases as k increases and results in a 
reduction of Pr. Consequently, it becomes more and more difficult to accept Ek+! with 
a bigger value than Ek. In this way, spending more training time at a higher 
temperature makes the optimisation less likely to be trapped in a local minimum. 
However, if the internal energy is decreasing for many iterations, the state of the 
system is more likely to be in a "deep valley" whose bottom is likely to be the global 
mmlmum. 
As soon as the optimisation reaches the stop criterion with the SA method, it 
uses a Steepest Decent method to reduce the error function further [71]. Steepest 
Decent is a basic iterative approach to find a local minima in unconstrained 
optimisation. In this scheme, the initial starting point is the ending system state from. 
the SA optimisation. A descent direction vector Pk is calculated by differentiating the 
error with respect to the current state variables. Pk is a direction vector that can 
guarantee a reduced error value from a small step along Pk. The small step Uk is a real 
number determined by locally minimising the function, 
A 
~(ak) = E(Fk+akPk)· 
(3.7) 
Since ~(ak) is a function with only one variable, one of its closest local minimum is 
easy to find using a line-search [71]. In this way, the new state that is guaranteed to 
have a lower error value can be found by, 
A A 
Fk+! = Fk + akPk . 
(3.8) 
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The stop criterion of the Steepest Decent depends on the total number of iterations, 
and the predefined tolerance. In this process, if the reduction of the error value from 
the previous state is less than the tolerance, the optimisation is stopped. In the 
practical implementation, we use a MATLAB function fminunc.m. The optimisation 
scheme can never reduce the value of the error function to absolute zero, but the 
minimum it finds would be an acceptable solution for the CCF system with the 
expected performance. 
In order to demonstrate the optimisation process, the CCF system was trained 
to identify the image of a car and reject the image of a van, as shown in Figure 3.2. 
Both of the images have 32x32 elements, and the filters in the CCF are real and also 
of the same size as the reference images. During the SA optimisation, the random 
numbers added to the filters and threshold parameters in each iteration are generated 
A 
in the interval of (-V,V), where V is chosen by trial to range from max[Fol/4 to 
A 
max[Fol/8. It was also found that, the preferable value of kc was IEo - Ed/2, the 
initial temperature was 0.9, and the maximum number of iterations was 105. 
Figure 3.3 shows the progressive output of the CCF system in a typical 
training process. Figure 3.3 (a)-(h) are the outputs for the optimisation progress using 
the SA algorithm, and (i), (j) are the outputs after using the Steepest Decent routine. It 
shows that the performance of the CCF system becomes better and better when more 
iterations are computed. 
(a) The image of a car. (b) The image of a van. 
Figure 3.2 The training image ofa (a) car and (b) van. 
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(a) Output for the car at iteration O. 
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(b) Output for the van at iteration O. 
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(d) Output for the van at iteration 104• 
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(e) Output for the car at iteration 5xl04. (t) Output for the van at iteration 5xl04. 
(g) Output for the car image at iteration 105. (h) Output for the van at iteration 105. 
(e) Output for the car after Steepest Decent. (f) Output for the van after Steepest 
Decent. 
Figure 3.3 Typical example of progressive output of the CCF for the car image and 
the van image respectively. 
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3.3 Effects of Circular Convolution 
It is interesting to note that although a CCF trained in this way works well on a 
training image, they may not perform well if they are used to find images within a 
larger object scene. For example, the CCF trained to recognise the car and reject the 
van image in last section is applied to the big image shown in Figure 3.4, the output in 
Figure 3.5 shows that the CCF completely loses its performance. This is due to edge 
effects that are a well known characteristic of the circular correlation process [72], 
and this is demonstrated in the following section. 
t.·~_._.1 I". [0 "=1(1:1 
Figure 3.4 A large image with two cars and two vans. 
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Figure 3.5 Output from the CCF system trained without zero-padding for the large 
image. 
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The effects shown in Figure 3.5 can be explained by considering the circular 
convolution process in Eq.(2.l 5), dot products are calculated between the input image 
vector and the different shifted versions of the filter vector. Essentially, the elements 
that shift out of one end of the vector, will reappear at the other end of the vector. 
Therefore, if a small image is placed in a bigger field, the edge effects of the 
corresponding big image vector are quite different to those that occurred with the 
small image. For example, Figure 3.6 (a) and (b) represents two images with non-zero 
elements which are defined as a training image and a filter respectively. The circular 
convolution of the image and the filter is carried out on the lexicographically scanned 
vector versions of the two images as shown in Figure 3.7. In correlation pattern 
recognition, the filter elements are trained to generate outputs that are close to a delta 
function for the reference image. However, if the reference images in Figure 3.6 
appear in larger fields with background of zero as shown in Figure 3.8, the filter will 
also need to be zero-padded to the same size as the input image in order to perform 
the convolution operation. The corresponding lexicographically scanned vector 
versions of the image and the filter are shown in Figure 3.9. It is expected that the 
circular convolution of the two vectors can still give rise to a delta function output. 
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However, since the resulting zero-padded vectors are actually the original vectors 
inserted with sets of zero elements periodically, such as the part between the dashed 
lines in Figure 3.9, the resulting circular convolution is completely different from that 
encountered in training. Therefore, a delta function may not be produced in the 
correlation plane and the shift invariant property is lost. 
(a) Random non-zero training image. (b) Random non-zero correlation filter. 
Figure 3.6 Two images with non-zero elements representing (a) a training image and 
(b) a filter. 
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Figure 3,7 The circular convolution of the image and the filter in lexicographically 
scanned vector versions. 
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(a) The zero-padded training image. (b) The zero-padded correlation filter. 
Figure 3.8 The zero-padded images of Figure 3.6. 
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Figure 3.9 The circular convolution of the lexicographically scanned vectors from the 
zero-padded training image and the filter. 
In order to solve this problem, zero padding must be used during the training 
process. It is required that, the iq.put reference images and the filter are zero-padded to 
be at least twice the size of the original image in each axis. The reason for this can be 
explained with the part of the image vector marked between the dashed line in Figure 
3.9. We can deduce that, the convolution result between the non-zero elements of the 
input image and the filter will be different according to the number of zeros padded 
into this part of the vector. If the number of zeros separating the non-zeros is equal to, 
or more than, the number of original elements, the convolution result will stay the 
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same. In consequence, a filter vector trained in this way will always produce the same 
output when the reference image is placed in a bigger field. It is also noted that for a 
multiple-layer CCF system the size of the filter kernel must necessarily increase after 
each layer. For the two-layer CCF system, if a 16x16-pixel filter kernel was applied at 
each layer and the reference images are also of 16x 16-pixel images, we need to pad 
the 16x 16-pixel training images and the first stage filter kernels with zeros to form 
32x32-pixel images. The 16x16-pixel, second stage filter kernel and the desired 
output images must then be zero-padded to a resolution of 64x64 pixels. In this way, 
we are able to optimise filter kernels and threshold parameters that generalise to larger 
images, using the structure defined above. 
-----~--
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3.4 Application of CCF to a Rotationally Invariant Character 
Recognition Problem 
The discussion in Section 3.3 shows that the CCF trained with zero padding is 
inherently shift invariant. In practical applications of pattern recognition, however, the 
target can appear in a distorted form such as different orientations and scales 
compared to the reference images. In the past decades, considerable effort has been 
put towards the design of correlators that perform well on distorted input images. 
Examples include several types of SDF filters, the ASFS filter and the Circular 
Harmonic (CH) filter as reviewed by Kumar [8]. It will be shown in this section that, 
the CCF has enhanced capabilities in differentiating similar objects in a distortion 
invariant manner, and this will be demonstrated in a character recognition problem. 
3.4.1 Distortion Invariance in Pattern Recognition 
A general way of providing distortion invariance in pattern recognition, IS to 
formulate a correlation filter with a set of reference images which represents all the 
different possible distortions of the target. This method was firstly demonstrated by 
Vijaya Kumar et al. in the case of ECP-SDF filter [32]. However, much better 
performance was achieved by a MACE filter that minimises the correlation energy 
caused by the similarity of inter-class images, and in the mean time constraining a 
unity correlation peak. The same optimisation criterion was used by the Automatic 
Spatial Frequency Selection (ASFS) filter to reduce the intra-class sensitivity, and 
rotational invariance can be achieved by composing a reference set representing 
different rotational versions of the reference objects [26]. 
Instead of producing several rotated versions of the objects, another approach 
to achieve rotational invariance is to design a filter that can identify the image without 
knowing the reference object's orientation. The Circular Harmonic (CH) filter based 
on circular harmonic decomposition in polar co-ordinates, is a filter of this kind [73]. 
In general, the reference image s(x,y) in Cartesian co-ordinates is expressed in polar 
coordinates as s(p,e) where p and e are the radial and angular co-ordinates 
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respectively. One of the circular components, say the M'th circular harmonic, SM(P) is 
calculated from the reference image as, 
1 2. 
SM(P)=- fs(p,B)exp(-jMB)dB. 
2fT 0 
(3.9) 
Any reference image can be written as the superposition of all the circular harmonic 
components such that, 
.., 
s(p,B)= ~>M(p)exp(jMB). 
M:-oQ 
(3.10) 
In this way, a rotated version of the reference image by an angle of (la, can be written 
as, 
.., 
s(p,B+a,) = ~>M(p)exp(jMa,)exp(jMB). 
M=--oo 
(3.11) 
A shift invariant CH filter for recognising the reference object in a rotationally 
invariant manner, can be selected from one of the circular harmonic components of 
the reference image such that, 
f,(p,B) = sM(p)exp(jMB). 
(3.12) 
However, a single circular harmonic component may not represent all the information 
of the object, and therefore may result in low correlation. In this case, a bank of CH 
filters representing different circular harmonics are needed. If the CH filter f, (p, B) is 
tested with any rotated version of the reference image s(p, B + a,), the central peak 
value of the resulted correlation plane under Cartesian co-ordinate is written as, 
r(O,O) = Cexp(jMa,), 
(3.13) 
~ 
where C is a constant and is given as C = 2fT fpisM(P)i2 dp. It is clear that, the absolute 
o 
value of r(O,O) is constant without regard to the change of rotated angle (l •• However, 
in this method the central point for computing the harmonic components is critical, 
because the CH filter can not detect the reference object if the central point of the 
testing image is different from the one used for calculating the CH filter [74]. It is also 
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noted that, if a CH filter is the optimum solution for a problem, the MACE filter 
optimised with the images representing all the rotational versions of the object, will 
turn out to be a CH filter. 
77 
3.4.2 Rotation Invariance of the CCF 
In order to demonstrate the capabilities of cascaded correlation in distortion invariant 
pattern recognition, the CCF system defined in Section 2.5 was trained to differentiate 
between two characters' E' and 'F' in a rotation invariant manner. It is clear that these 
characters are very similar, since 'E' is essentially an 'F' with the addition of the 
lower bar. Consequently we would expect this to be a difficult task for a linear filter to 
perform. Since the MACE filter is generally regarded as being the optimal method to 
detect a class of objects when no noise is present, it is provided for a comparison. 
Thirty-six images of the character 'E' rotated in steps of 10 degrees formed 
the in-class training set, and a similar number of rotated 'F' characters was used as the 
out-of-class set. All of the training images were designed to have equal dimensions 
fitting within a 16xl6 pixel region. Composite images of the in-class and out-of-class 
images are shown in Figure 3.10 (a) and (b) respectively. The filters trained with 
images in Figure 3.10 were then tested on a large composite image containing the 
rotations of 'E' and 'F' at 1 degree intervals. This image is shown in Figure 3.11. It is 
noted that, the training sets are 36 piecewise rotated images of 'E' and 'F' 
respectively, while the testing image is the 360 piecewise rotated version of each of 
them. Therefore, 90% of the characters in the large testing image of Figure 3.11 are 
not included in the training set. 
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(a) In-class training images. (b) Out-of-class training images 
Figure 3.10 Training set for character recognition problem. 
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Figure 3.11 Composite test image. 
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The first filter to be tested was the MACE filter. The MACE filter is generally 
accepted to be the optimal linear filter for shift invariant classification between two 
image classes without the confounding influence of noise. In essence the MACE filter 
attempts to reduce energy in the output subject to the constraint that a unit (signal) 
peak must exist at a defined location. In contrast with the CCF, a MACE filter 
presents an optimum solution in a closed form. In a similar manner to the CCF, the 
MACE filter must be trained on zero padded images to retain its shift invariant 
property. Since the MACE filter is designed with the training images in frequency 
domain, the reference images are firstly zero-padded to twice of their size, and then 
Fourier transformed. The MACE filter for the recognition of the character 'E' and 
reject the character 'F' in a shift and rotationally invariant means, can be computed 
using Eq.(2.67). 
The MACE output for the Elf classification is shown in Figure 3.12. It can be 
seen that all the letters show a similar response and the filter is incapable of 
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distinguishing the characters. An estimation of recognition rate and false-alarm rate 
was performed to evaluate the correlation output, Figure 3.13 reports the detection 
and false-alarm rates as a function ofthe recognition level threshold and it can be seen 
that a high false-alarm rate makes it impossible to discriminate the two objects. Close 
inspection of the region corresponding to a single in-class character and an out of 
class one, shown in Figure 3.14 (a) and (b) respectively, reveals that signal peak is 
completely obscured by side-lobes that are of considerably greater magnitude. In 
order to examine the trained MACE filter further, in Figure 3.15 we plot the central 
values of the correlation planes for all the 'E' and 'F' in the training set. It shows that 
all the central values are correctly constrained by the MACE filter. However, the 
MACE filter can not reduce the average energy in the correlation plane sufficiently 
for the peak to be seen, due to the similarity of the two characters . 
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Figure 3.12 Output of the MACE filter. 
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Figure 3.13 Detection and false-alarm rate versus the recognition threshold level with 
the MACE filter. 
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(a) In-class output. (b)Out-of-class output. 
Figure 3.14 Typical outputs of MACE filter. 
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Figure 3.15 Central values of the correlation planes for the training set. 
At this stage it is worth considering the attributes that make a peak detectable. 
Clearly, the detection process is an extremely non-linear, decision making process 
that follows (or is part of) the filtering process. In essence we require a peak that 
locates an object, and is clearly visible above the noise floor. This is almost the 
criteria for which a MACE filter is optimal. However, a MACE filter is a solution that 
attempts to minimise the noise floor for all training images. Since we can tolerate 
some noise, providing that it can be distinguished from the signal peak, the MACE is 
not an optimal classifier in this case. It seems that a better solution is to minimize the 
energy following a nonlinear threshold operation, the structure of which is essentially 
a single layer of the CCF system defined in Section 2.5. 
To illustrate the enhanced performance of a single layer system that is trained 
in this way, the structure was trained and tested using the images described above. 
Since the single layer system is required to be shift invariant for the big image, the 
filter kernel of 16xl6-pixel and the reference images are both zero-padded to 32x32. 
The output for the composite test image is shown in Figure 3.16. It can be seen from 
the ROC curve in Figure 3.17 that the filter is now capable of distinguishing the 
letters by applying a recognition threshold between O.land 0.5 resulting in a detection 
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rate of 100% and a false-alarm rate of 0%. Figure 3.18 (a) and (b) show the detail of a 
typical in-class correlation peak and an out-of-class correlation plane, it can be seen 
that the side lobes have been suppressed. This result shows that the single layer 
system is a much better classifier than the MACE filter. However like the MACE 
filter, difficulties arise when noise is added to the image. 
Figure 3.16 Output of single layer system. 
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Figure 3.17 Detection and false-alann rate versus the recognition threshold level with 
the single layer filter. 
Ca) In-class output. (b )Out-of-class output. 
Figure 3.18 Typical outputs of single layer system. 
To test noise tolerance, the single layer system was re-optimised when noise 
was added to the images. In this case uniformly distributed noise at a level equal to 
10% of the maximum intensity of the training images was generated. To ensure that 
the noise was stochastic, the noise was re-generated and added to the training images 
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after every iteration of the optimisation procedure. It is expected that the single layer 
system and the CCF system will be trained to ignore the noise added in the input 
image. The resulting single layer filter was tested by use of the image in Figure 3.11, 
now corrupted by additive noise drawn from the same distribution. It was found that 
the filter trained in the presence of noise appears to work better than that trained in the 
absence of noise, but its performance rapidly decreased as noise was added to the test 
image. Figure 3.19 shows the output when the test image noise was at a level equal to 
30% of the maximum value. The detail of a typical in-class peak and an out-of-class 
correlation plane are shown in Figure 3.20 (a) and (b). It can be seen from the ROC 
curve in Figure 3.21 that it is impossible to set a threshold that provides good 
separation of the two classes. 
A two-layer cascade, however, appears to work considerably better than both 
the single layer system and the MACE filter. As illustrated in Section 3.3, a two-layer 
CCF system uses 16xl6-pixel filter kernel in both of the layers. During the training 
process, the first layer filter and the training images are zero-padded to the size of 
32x32. The output from the first layer system and the second layer filter are both 
padded with zero to 64x64. In this way, the two-layer CCF system can be applied to 
the large image in Figure 3.11 for shift invariant pattern recognition. The cascade was 
trained with the influence of noise in the same way as the single layer system and then 
tested with the large image without and with the corruption of additive noise 
respectively. Figure 3.22 shows the ROC curve of the cascaded filter without the 
influence of noise. It is clear that the recognition performance is considerably better 
than the single layer system, and a recognition level between 0.05-0.85 achieves 
100% detection and 0% misclassification. Figure 3.23 shows the output with noise at 
30% of peak value and Figure 3.24 shows the recognition rates of the ROC curve. It 
can be seen that a recognition level between 0.1-0.4 separates the classes, and 
performance has been restored. Figure 3.25 (a) and (b) show the quality of a typical 
signal peak and an out-of-class correlation plane. 
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Figure 3.19 Output of single layer system in presence of additive random noise. 
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Figure 3.20 Typical output of single layer system in the presence of additive random 
noise. 
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Figure 3.21 Detection and false-alarm rate versus the recognition threshold level with 
the single layer filter in presence of additive random noise. 
100% \ 90% 
80% 
~ 70% et: 
!i 
ti 60% -
" ti
0 
.. 50% Detection Rate -
E 
.. 40% ~ 
'" 
.,. 
30% LL 
20% 
10% False Alarm 
0% 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Recognition Level 
Figure 3.22 Detection and false-alarm rate versus the recognition threshold level with 
the cascaded filters without the influence of noise. 
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Figure 3.23 Output of two-layer cascaded system in the presence of additive random 
noise. 
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Figure 3.24 Detection and false-alarm rate versus the recognition threshold level with 
the cascaded filters in presence of additive random noise. 
(a) In-class output. (b )Out-of-class output. 
Figure 3.25 Typical output of two-layer system in the presence of additive random 
nOise. 
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3.5 Further Analysis of 20 CCF 
In the previous section, we have shown that the non-linear CCF system can be trained 
to recognise the character 'E' and reject 'F' in a rotationally invariant manner, and the 
performance seems to have been optimised as expected. This section will show in 
detail how the optimised CCF system processes the input image. 
A single layer system is essentially a linear filter followed by a nonlinear 
threshold. However, it was shown in the character recognition problem that, the non-
linearity introduced by the cubic function in the single layer system has greatly 
enhanced the capabilities over the linear optimum filter. Figure 3.26 shows the 
impulse response of the filter in the single layer system, and the cubic threshold is 
shown in Figure 3.27. Since the images used in this task are 2D real images, for the 
purpose of this study, the filter elements and threshold parameters are chosen to be 
real numbers. In consequence the outputs from the filters or thresholds in each of the 
stages will also be real numbers. Figure 3.28 (a) and (b) show the output from the 
single layer filter when the inputs are the images of the characters 'E' and 'F' 
respectively. The output energy of a filter is generally defined as the summation of the 
output intensity for all the elements in the correlation plane. The total energy in the 
output plane of the single layer filter for an in-class object is 1013.2, which is 
comparable with the in-class output energy 889.6 of the MACE filter. However, the 
outputs after the threshold in Figure 3.29 show that, the correlation energy can be 
suppressed by the nonlinear threshold and a correlation peak in Figure 3.29 (a) is 
generated to identify the in-class object. Generally, the detection of peaks is based on 
the intensity of the correlation plane, and the corresponding intensity distribution of 
the output in Figure 3.29 can be found in Figure 3.18. 
Figure 3.26 Impulse response of the filter in single layer system. 
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Figure 3.27 Threshold in single layer system. 
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Figure 3.28 Pre-threshold output from the filter in the single layer system. 
(a) Output for the 'E'. (b) Output for the 'F'. 
Figure 3.29 Post-threshold output from the single layer system. 
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It is also interesting to analyse the system in the spatial frequency domain. As 
demonstrated above, the non-linear threshold applied to the correlation output is a 
cubic polynomial. If we assume that 0 is a correlation output from the filter, the 
output from a cubic threshold can be written as, 
(3.14) 
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where El, E2, E3 and E4 are the coefficients of the cubic polynomial. The Corresponding 
Fouriertransform ofEq.(3.14) can be given as, 
;:{ro} =El x (018)018>0)+1:2 x (018)0)+1:3 xO+l:, x /j, 
(3.15) 
where 0 is the Fourier transform of 0, and /j is a delta function in frequency domain. 
It is clear that, applying a cubic polynomial to the space domain of the correlation 
plane is equivalent to the superposition of a series of autocorrelations of 0 in the 
frequency domain. If 0 is the spectrum of a cosine function as shown in Figure 3.30 
(a), the first and second terms in Eq.(3.IS) is illustrated in Figure 3.30 Cc) and (b) 
respectively. Figure 3.30 (d) shows the superposition of all the above terms, and is 
identical to 3{ To } . It can be seen that, in the F ourier domain of the threshold output, 
the frequency components have been mixed, and a more uniform spectrum has been 
generated. Since a delta function has a white spectrum, these spatial frequencies allow 
the output of a multiple-layer CCF to more accurately model a delta function as 
required. In electrical engineering, the extra terms in the frequency spectrum are 
generally called inter-modulation frequencies, and we use this terminology here. 
It has been shown that, a more powerful system can be achieved by cascading 
two layers of the filter and threshold system. Figure 3.31 Ca), (b) and Figure 3.32 (a), 
Cb) show the impulse response of the filters in both layers of the CCF system 
optimised for the character recognition task respectively. It can be seen that, both of 
the filters are not constrained and appear to be randomly distributed. Figure 3.31 (c) 
and Figure 3.32 (c) plot the thresholds applied to the output from each of the filters. 
In order to analyse the performance of the CCF system further, the images of 
an 'E' and an 'F' are processed by the trained CCF system respectively. Figure 3.33-
Figure 3.36 show the outputs from each of the stages of the CCF system. It shows that 
the first and second layer threshold not only generate extra frequencies to improve the 
inter-class discrimination, but also remove the low level noise and side lobes in the 
correlation planes, resulting in a more representative signal to pass to the next layer. 
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Figure 3.30 spectra of a cosine function applied with cubic threshold. 
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(a) Impulse response ofthe first layer filter. (b) Mesh plot of (a). 
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(c) First layer threshold function. 
Figure 3.31 First layer filter and threshold in the 2-layer CCF system. 
(a) Impulse response of the second layer filter. (b) Mesh plot of (a). 
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(c) Second layer threshold function. 
Figure 3.32 Second layer filter and threshold in the 2-layer CCF system. 
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Figure 3.33 Pre-threshold output from the first layer filter in the CCF system . 
(a) Output for the 'E'. 
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(b) Output for the 'F'. 
Figure 3.34 Post-threshold output from the first layer threshold in the CCF system. 
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Figure 3.35 Pre-threshold output from the second layer filter in the CCF system. 
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Ca) Output for the 'E'. Cb) Output for the 'F'. 
Figure 3.36 Post-threshold output from the second layer threshold in the CCF system. 
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3.6 Classification Performance of CCF 
There are several different measurements available to assess the performance of a 
correlation filter in a quantitative manner. Vijiya Kumar et al. have proposed three 
precise measures of correlation filter performance, which are: Discriminability (D), 
Peak to Correlation Energy (PCE), and the Signal to Noise Ratio (SNR) [75]. The 
measures are all calculated from the pre-final threshold correlation planes. 
Discriminability shows how a correlation filter can discriminate one class of 
signal from another. The ability of a filter to discriminate between two classes of 
signals in the presence of noise is usually measured by Fisher ratio [I 0] such that, 
G = IE[p,]-E[qtlI 2 
{var[p,]+ var[q,]} /2: 
(3.16) 
where PI and ql are the central correlation peak value of an in-class and the central 
value of an out-of-class image set respectively. The terms E[] and var[] are the mean 
and variance respectively. However, the Fisher ratio is not an appropriate measure of 
discriminability in correlation pattern recognition problems, because the classification 
of the out-of-class objects depends on the maximum correlation value detected, not on 
the central correlation value. For this reason, the Fisher ratio for discrimination 
performance is slightly modified to be a statistical estimator, such that, 
E[(p, )2]- E[max(q)2] D - __ ---".:o....c~--=---.:c..o:....~___,_.".. 
- {var[(p,)2]} '12 + {var[max(q)2]} '12 ' 
(3.17) 
where max(q) is the maximum output value of an out-of-class image. In this thesis we 
use sample mean and variance of cascaded correlation results to evaluate E[PI], E[q], 
var[pd and var[q]. Eq.(3.17) shows that the D ratio not only depends on the difference 
between the central peak values of the in-class output and the maximum value of the 
out-of-class output, but also on the fluctuations in both of these values. A larger 
difference of PI and max( q) with a smaller variance of them can lead to a higher D 
ratio value, which implies a better separation between the two signal outputs. The D 
ratios of the MACE filter, the single layer and CCF system trained with 72 images (36 
in-class rotations 'E' and 36 out-of-class rotations 'F') show that D=183.6598 for the 
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CCF system, is a significant improvement in discrimination above that of a single 
layer system (D=87.0064) or MACE filter (D=8.5395). 
The Peak to Correlation Energy is one of the most widely used metrics in 
optical classification, and is defined as: 
PCE = (Pl)2 
L(pJ2 ' 
(3.18) 
where PI is the central peak value of each correlation output and L(p;)2 is the 
; 
energy of the whole correlation output plane. The use of correlation plane energy is 
inspired by the successful application in the design of the MACE filters. For a sharp 
correlation peak, the value of L(PY will be similar with (Pli, and the PCE will be 
close to unity. For low correlation peak and high correlation energy, the PCE value 
will be small or approaching O. Figure 3.37 shows the PCE of every training image of 
the CCF system in comparison with the PCE of MACE filter and one layer system. It 
is clear that a greater PCE is obtained by cascaded correlators. It is interesting to note 
that the PCE values of the single layer system and the cascaded system correspond at 
the rotational angles of the characters which belong to the training set. 
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Figure 3.37. PCE values for the in-class test images. 
100 
The Signal to Noise Ratio is used to measure the noise tolerance of the filter, it 
is defined as, 
(3.19) 
Eq.(3.19) shows that a higher average correlation peak and low variance peak values 
will results in a higher SNR value, which indicates better noise tolerance and lower 
average of error in probability during detections. In this test, random noise at 30% 
level of the maximum amplitude of the training images is added to the 360 in-class 
images. The SNR is estimated by considering the correlation output PI of the 360 in-
class images corrupted by additive random noise. It is found that, the cascaded system 
with an SNR of 3.22 is more noise tolerant than the single layer system with an SNR 
of 0.78. 
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3.7 CCF Applied to Bacteria Recognition 
In this section, we demonstrate the power of cascaded correlator III a real world 
application. The problem that we are addressing is the discrimination of different 
species of bacteria that are viewed under a phase contrast microscope. These are 
typical of the images that might be viewed in a screening process. However, in this 
preliminary work we do not attempt to minimise false positives (or negatives) but 
merely aim to design a set of filter kernels and threshold parameters that attempt to 
highlight bacteria of a given species and suppress images of different species together 
with background noise and other artefacts. 
The training images that were used in the optimisation process are shown in 
Figure 3.38 and Figure 3.39 respectively. The images are 243x243 pixels in size. The 
in-class training image contains 19 Escherichia bacteria cells representing about 12 
different rotational orientations, and the out-of-class set has 10 Aeruginosin bacteria 
cells with about 7 rotational versions. For this task we use a slightly different 
approach to training than that adopted for the computer generated character 
recognition problem demonstrated in Section 3.4. In this case a trained operator 
locates all the bacteria of interest by examining the image, identifying in-class images 
with a mouse click on each. A desired output image, of the same resolution as the 
training images, is generated from the mouse click co-ordinates by adding ones at 
these positions into an array of zeros. Since the out-of-class image contains no in-
class bacteria, the desired output for this image was simply an array of zeros. A l6x 16 
pixe\ filter kernel was used in both layers in a two-layer cascade, and these layers 
were zero padded to a resolution of 243x243 pixels. In all other respects the cascade 
was trained as before. 
A test image was produced with out-of-class and in-class images on the left 
and right halves respectively in Figure 3.40. These images were not those used in the 
training set. Figure 3.41 shows the output of the cascade when used to filter the 
composite images. In this case a cross has been applied at the location pixels that are 
greater than 30% peak value. It can be seen that the filter identifies most of the in-
class bacteria and rejects most of the out-of-class images. In this case it is noted that 
the limited number of in-class training images do not represent all the different 
variants at all rotations and this is the reason that the filter fails to identify all the 
102 
images. Clearly, more training is required and further work to assess the best method 
to choose the training images needs to be considered. It is noted that, some of the in-
class bacteria cells in the training set are similar, and the mouse click operation 
cannot guarantee the central pixel of each of the cells is correctly selected. The 
consequence of this results in a difficult optimisation of the CCF. In our recent work, 
a new method is introduced to select the training image with less redundancy so that 
the CCF is easier to optimise, details of this method will be introduced later in this 
thesis. 
It is found in the bacteria images of both training and testing that, some of the 
cells are out of focus under the phase-contrast microscope used. It is thus not possible 
for the CCF system to recognise them, since the in-focus information of the bacteria 
can not be recorded due the limited depth of field of the traditional microscope. It is 
clear that a more capable imaging method needs to be adopted for recording the 
experimental volume rather than only a thin plane. Chapter 4 will introduce 
holographic microscopy to solve this problem, and the CCF system concept will be 
extended and applied for 3 D pattern recognition. 
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Figure 3.38 In-class training bacteria image_ 
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Figure 3.39 Out-of-class bacteria training image_ 
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Figure 3.41 Output of two layer cascade. 
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3.8 Summary 
In this chapter, the implementation of the 2D CCF system has been demonstrated in a 
character recognition problem and a real world bacteria detection problem. A linear 
filter followed by a non-linear threshold forms a single layer, that can be thought of as 
the basic building block of a cascaded filter. The structure is trained to provide a 
desired response (usually a well defined peak) using standard optimisation methods. 
With reference to the rotationally invariant character recognition problem, it is clear 
that a single layer system provides a better response than a Minimum Average 
Correlation Energy (MACE) filter which is generally accepted to be the optimal linear 
filter for a noise free problem of this type. This is because the single layer system 
allows a certain amount of background correlation energy (noise) provided that it can 
be removed effectively by a threshold. The MACE formulation, on the other hand, 
attempts to minimise this energy even if this means that a correlation signal is 
obscured. 
It is shown that a multiple layer filter cascade provides further capability. A 
two-layer cascaded filter is shown to be effective in the same character recognition 
problem corrupted by additive noise at levels that preclude the use of a single layer 
system. Finally, we show the application of a two-layer cascaded filter in a real world 
pattern recognition problem. In this case the filter is trained to distinguish between 
two species of bacteria that have a similar appearance when viewed by a phase 
contrast microscope. It is found that the cascaded filter greatly increases the response 
of in-class images and suppresses that of out-of-class bacteria. 
It was shown in the bacteria recognition problem that, the out of focus bacteria 
can not be recorded by a traditional microscope, thus it is not possible to apply a CCF 
to identify them. However, in the next chapter, the limited depth of focus in 
traditional microscopy will be improved by using a holographic microscope. 3D 
pattern recognition can be achieved by extending the CCF concept to the complex 
valued holographically reconstructed images. 
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Chapter 4 3D Shift Invariant Pattern 
Recognition in Holographic Microscopy 
4.1 Introduction 
The bacteria recognition task outlined in the previous chapter shows that the small 
depth of field of traditional microscopy limits its application as a screening process, 
since the bacteria located outside the plane of focus cannot be recorded faithfully. In 
order to image 3D objects or micro-organisms suspended in a volume of fluid with 
high resolution, confocal microscopes have been used in the past [2]. In recent years, 
however, attention has returned to wide field optical microscopy using coherent 
illumination and holographic recording techniques that exploit advances in digital 
imaging and image processing to compute 3D images. In contrast with confocal 
imaging, holographic microscopy provides 3D information from a single recording 
that can be processed to obtain imaging modes analogous to dark field, phase or 
interference contrast as required [5, 50, 51, 58]. In comparison with incoherent 
microscopes, a coherent instrument provides an image that can be focused at a later 
stage and can be considered as a microscope with an extended depth of field. For 
screening purposes, the increased depth of field is significant, particularly at high 
magnifications and high numerical aperture. For example a conventional, high 
magnification microscope, has a depth of field of only a few microns whereas a 
comparable holographic microscope can have a depth of field of 500 microns or so. 
This means that around 500 times the volume of fluid can be screened from the 
information contained in a single digital recording. 
This chapter will discuss the application of non-linear Cascaded Correlation 
Filters (CCF) to the holographic images reconstructed digitally from a holographic 
microscope for 3D pattern recognition. The process of 3D correlation filtering of 
reconstructed complex amplitude fields is considered from first principles. It is shown 
that in general, a 3D correlation filter with arbitrary impulse response can be applied 
to the holographic reconstruction of a 3D propagating optical field by the application 
of a 20 complex valued filter to each reconstructed plane. 
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As in the 2D case, 3D linear filtering is enhanced by using 3D CCF. A CCF 
applies nonlinearity to the monochromatic optical fields so that new spatial inter-
modulation frequencies are generated. Consequently, it will be shown that by using a 
multi layer 3D cascaded correlation structure, the recognition performance is enhanced 
and better correlation peaks can be generated. 
In this section, we will firstly review other 3D pattern recognition techniques 
and compare them with holography based pattern recognition solutions. The 3D 
recording with a digital holographic microscope will be introduced in detail. Section 
4.5 will discuss how to extract the complex amplitude field from the recorded 
hologram and how to reconstruct in a 3D sense. 3D linear filtering will be first 
demonstrated using an ECP-SDF filter and tested with a particle recognition problem, 
in which 3D images of two kinds of particles are required to be classified. It is shown 
however that, since the two kinds of particles are similar, the ECP-SDF is incapable 
of performing the recognition task. It will be shown in the following section that, by 
using 3D cascaded filters structure with nonlinear thresholds, the nonlinear 3D CCF 
system has enhanced capabilities in 3D pattern recognition tasks. 
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4.2 3D Pattern Recognition Methods 
In recent studies, several methods have been proposed that apply correlation to 3D 
information recorded with different techniques. The 3D pattern recognition 
approaches can be categorised by their imaging methods. The most fundamental way 
is to take several 2D images of a 3D object, and adopt correlation techniques for 
pattern recognition. A more efficient way of performing 3D pattern recognition is to 
record 3D information in a single recording using 3D imaging techniques such as a 
micro-lens system, Fourier Transform Profilometry (FTP), or holography. The details 
of these methods will be reviewed in this section. 
The most basic way of performing 3D pattern recognition is to take several 
images of the same 3D object with different viewing angles, and form a bank of 
Matched Spatial Filters (MSF's). In testing, the input image is correlated with each of 
the MSF's respectively, if the input is one or more of the perspectives of the reference 
object, a correlation peak can be found in one of the correlation outputs. The first 
system of this kind was proposed in 1970s by Vie' not et al. [76]. In this method, all 
the MSF's are superimposed to form a single filter and implemented optically on a 
multiplexed correlator. Another similar system was developed by Pu et al. [77], the 
difference is that the superposition of all the matching templates are developed on a 
single holographic plate and implemented in a VanderLugt correlator. This system 
was used for automatic vehicle navigation by selecting the 3D predefined trajectory 
scene images along the route as the reference images. During navigation, the current 
input scene is matched with one of the reference scenes in the database, and the 
correlation intensity can advise the right direction for the vehicle to travel. In this 
way, the machine can automatically navigate itself according to the design route by 
sequentially matching the input scene and the stored reference scenes. Although 
evidently useful, the huge storage requirement and the complexity of designing a full 
reference set of the 3 D object, make this technique difficult to implement. 
Another basic approach for 3D pattern recognition is to construct a 3D model 
of the reference object based on photogrammetry. This technique requires the 
recording of several perspectives of the same 3D object, and the construction of the 
3D model is performed by matching target points using a computer. This was first 
proposed by Bamler and Hofer-Alfeis [78], who subsequently applied a 2D composite 
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filter to recognise the object from a series of synthesis images. Rosen improved this 
method in 1997 [79] by considering the 3D spectrum of the reference object. In his 
study, the 3D spectra of the input objects are synthesised according to the several 2D 
perspective images recorded. 3D correlation was performed by calculating the 
products of the spectra and the application of inverse Fourier transform. Pattern 
recognition was achieved by searching for the correlation peaks in the output field 
using a plane-by-plane scanning system. The main drawback of this system is the 
need for mechanical scanning and the requirement for an array of cameras for image 
acquisition. Also the method is not suitable for complicated 3D objects. 
An interesting alternative to a camera array is to capture multiple perspectives 
of a 3D object in a single recording with a micro-lens array. This imaging technique 
was used in object surface recognition in 2001 by implementing the recorded images 
on a JTC system [SO]. However, the system was shown to have only slight out-of-
plane rotation invariant capability for a 3D object [SI]. 
The Fourier Transform Profilometry (FTP) technique is another way of 
recording 3D information in a single recording [S2]. An FTP system projects a grating 
onto the surface of a 3D object, the deformed fringe pattern carries all the 3D 
information on the object. The fringe pattern is captured by a digital camera, and by 
fringe analysis, the surface information of the 3D object can be reconstructed. In this 
way, correlation techniques can be applied for object recognition [S3] [S4]. 
It is noted however that, all the above 3D pattern recognition methods are 
based on surface information of the object, and they are not shift or totally rotationally 
invariant in 3D space. The review in Chapter 2 noted that, by using digital 
holographic microscopy, the 3D scattering optical field of transparent mIcro-
organisms like live bacteria cells can be recorded and reconstructed in a 3D means. 
Applying correlation methods to the holographic images is a very straightforward and 
efficient way for shift invariant pattern recognition. In the following section, the 
recording and reconstruction of the 3D wavefronts with a digital holographic 
microscope will be discussed. 
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4.3 Digital Holographic Recording 
The setup of the holographic microscope used in this study is illustrated in Figure 4.1. 
The holographic microscope works in a transmission mode and images the 3D 
samples using off-axis holography. The light source of this microscope is a He-Ne 
laser working at the wavelength of 633nm. The laser illuminates two equal length 
fibres using a beam splitter. One of the fibres is collimated to illuminate the sample as 
the object beam. The light scattered by the sample is magnified by a 100x oil 
immersion objective and the image plane of the objective is recorded by the CCD 
array placed at approximately 190mm away. The other fibre emits a diverging beam 
from an open termination and serves as reference beam. The interference between the 
object beam and the reference beam is then recorded by the CCD camera. The 
amplitude and phase information of the scattering wavefronts can be decoded from 
the captured interference pattern by the process of demodulation. 
The holographic microscope has been designed to optimise the amount of 
information recorded by the CCD. In order to do this, care must be taken to match the 
wavefronts of the object and reference beams, and the magnification must be adjusted 
according to the pixel size of the CCD. 
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Figure 4.1 Holographic microscope setup for 3D imaging. 
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Figure 4.2 Phase curvature matching between the two beams. 
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CCD plane 
Figure 4.2 illustrates the detail of the wavefront matching between the 
reference beam and the object beam. It can been seen that, the reference beam in this 
holographic microscope is a diverging spherical wave from an open end fibre 
illuminating the CCD camera directly. When no sample is present under the objective, 
the incident light is a plane wave. The plane wave is formed in the back focal plane of 
the objective such that the resultant wavefront reaching the recording plane is a 
spherical wave. The reference beam fibre is placed at the back focal plane of the 
objective and is accurately aligned so that the phase curvatures of the reference beam 
and the object beam are precisely matched. In the Fresnel approximation, the 
quadratic wavefronts of the two waves cancel each other, and therefore the 
interference pattern takes the form of straight and parallel fringes. As illustrated in 
Chapter 2, the reference wave in off-axis holography is introduced with an angle Cl 
from the object beam to separate the real and virtual images. This angle determines 
the spatial frequency of the interference fringes, and will now be discussed in detail. 
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Figure 4.3 Geometry for image formation. 
If an object with complex amplitude Uo(xo,yo) is placed in front of a 
microscope lens and illuminated by monochromatic light, an image is fonned on the 
plane, a distance of Zi behind the lens, as shown in Figure 4.3. According to paraxial 
imaging theory, the complex amplitude distribution Ui(Xi,yi) of the image is given by 
the convolution of Uo(Xi,Yi) and the point spread function h(xi,yi) of the objective lens 
such that [20], 
Ui(Xi, y) = ffUo(x o, yo)h(xi -xo'Yi - yo)dxodyo 
(4.1) 
If diffraction effects are negligible, the point spread function can be closely 
approximated as a delta function with a complex constant such that, 
h(xi,y) =: _1_exp[j~(1 +_I_)(x~ + yn]S(Xi + Mgxo'Yi + MgYo), Mg AZi Mg 
(4.2) 
where Mg represents the magnification of the microscope objective, k is the wave 
number given by k = 2rr./1.., and A. is the wavelength of illumination. By substituting 
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Eq.(4.2) into Eq.(4.1), the image complex amplitude Ui(Xj,Yi) can be given in terms of 
the object complex amplitude Uo(xo,Yo) such that, 
Ui(Xi'Yi) = [_I_UJXo,YO)®O(Xi + MgxO'Yi + MgY J]exp[j~(l +_I_)(x~ + y~)l 
M. Azi Mg J 
I U (Xi Y i) [. k ( 1)( 2 2)] =- 0 --,-- exp ]- 1+- Xi +Yi . 
M. M. Mg AZ i M. 
(4.3) 
It can be seen that the image complex amplitude Ui(Xj,Yi) is a magnified and inverted 
version of the object amplitude distribution multiplied by a quadratic phase term. In 
the holographic recording of Figure 4.2, the image Ui(Xi,yi) is projected onto the CCD 
plane and interferes with the reference wave. 
In the holographic microscope, the complex amplitude of the reference wave 
can be written as, 
The intensity ofthe interference pattern I(xi,Yi) is given as, 
I(xi,y,) = IU,(xi,y,) + U,(x i,y,)1
2 
=IUJ +IUJ + U;Ui + U,U: 
(4.4) 
= 1 + IUol2 + Uo(-..l,-..l!...]exp(- j27lf"xi)+ U:(- ..l,-..l!...]expG27lf" Xi ~ Mg Mg M. Mg 
(4.5) 
where 
(4.6) 
is the carrier frequency. It can be seen that since the quadratic terms of the object 
beam and the reference beam are exactly matched, they cancel in the third and fourth 
terms of Eq.( 4.5). The first two terms are the DC terms, and the third and fourth terms 
are the real and virtual images of the object Uo respectively. The real and the virtual 
terms are the complex images recording the 3D information of the object. When there 
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is no sample presented the complex amplitude in the object plane, Uo(-~,-2'LJ 
Mg M. 
in Eq.(4.5) is equal to a constant and consequently is a plane wave. In this way, 
Eq.( 4.5) becomes, 
I(x;, y;) = I + IU 01 2 + exp(- j2JZf" x;)+ exp(j2JZf" x;} 
= I + Iu 01 2 + 2cOS(2JZf" x;} 
(4.7) 
Clearly, the interference between two spherical waves in the image plane is in the 
form of straight fringes, as shown in Figure 4.2. It is clear that, f, is the spatial 
, 
frequency of the fringes, and is determined by the angle a between the reference beam 
and the object beam. If a plane wave in the object beam is scattered by the sample, the 
distorted wavefronts are encoded by the phase of the fringes at the image plane. 
In order to generate an interference pattern, the reference beam and the object 
beam must be mutually coherent, which means that, two beams of light waves must 
have a fixed phase relationship in time and have the same polarisation. The He-Ne 
laser supporting the two fibres has a power of 3.6m W and a coherent length of about 
15cm, which is sufficient for the microscopic imaging in this experiment. However, 
care should be taken to adjust the orientation of the two fibres so that the two beams 
have the same polarisation. 
As discussed in Chapter 2, off-axis holography defines a minimum critical 
angle of a between the reference and object beams to avoid the overlap of the DC 
terms and the modulated terms in Eq.( 4.5). It is noted however that, this angle is 
directly related to the spatial frequency of the carrier fringes, a large angle of a will 
result in a high frequency of fringes that is over the spatial frequency limitation of the 
recording medium. Therefore, the angle a must be restricted to a certain range. In this 
holographic microscope setup, the CCD camera is Pixelink with a resolution of 
1024xl280 and a pixel size of ~x:::;7.5Ilm. The maximum resolvable spatial frequency 
of the camera is thus given by, 
I f =-m~ 2~x' 
(4.8) 
It is clear that, the smaller the pixel Size the CCD array has, the higher spatial 
frequency it can resolve. 
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Figure 4.4 Hologram with straight fringes. 
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Figure 4.5 Illustration for the Fourier transform of the hologram in Figure 4.4. 
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In order to optimally sample the interference fringes without breaking the 
Nyquist limit, it is necessary to adjust the position of the camera as well as the angle 
u. The alignment can be monitored by observing the Fourier transform of the recorded 
hologram. Figure 4.4 is a hologram taken from the holographic microscope and its 
Fourier transform is illustrated in Figure 4.5. The three terms in the spectrum of 
Figure 4.5 are the spectra of the DC term, real image, and the virtual image 
respectively. The object wave projected from the objective is a band limited field, 
therefore the real and virtual image spectra are cut off at the highest frequency fRV the 
objective can record. Suppose that the highest frequency of the DC term is foc, the 
relationship between the foe and the maximum frequency of the modulated term fRV is 
given as, 
(4.9) 
fRV can be calculated according to the maximum spatial frequency the microscope 
objective can record from a monochromatic optical field, and is given as [20], 
NA 
fOb; =T' 
(4.10) 
where NA is the numerical aperture of the maximum light cone angle urn,,' defined 
as, 
NA = sin urn"" . 
(4.11) 
The angle urn"" is calculated according to the imaging process of a point source 
immersed in water using the objective, as illustrated in Figure 4.6. 
I 
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Figure 4.6 Imaging process of a point source in water with an oil immersion objective. 
The equivalent numerical aperture of an objective is defined as, 
NA = ng x sin~ = 1.25, 
(4.12 ) 
where ng is the refractive index of the medium in which the objective is immersed. 
Consequently, 
ng x sin~ = nw x sin urn", = NA. 
Ifnw=1.33 is the refractive index of the water, we have, 
sin urn", = 1.25/ nw '" 0.94 . 
(4.13) 
(4.14) 
With the numerical aperture of the maximum cone angle calculated, the maximum 
spatial frequency (in object space) recorded by the objective is given by Eq.(4.10). If 
the wavelength in water is 476nm corresponding to the wavelength in air of 633nm, 
fRv is calculated as 2.1 cycle/Ilm. It follows that the minimum size of the speckle that 
the objective can resolve is given as, 
(4.15) 
Consequently, the smallest speckle size in the image plane (Xi,yi) is given by, 
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R; =R.Mg 
A. 
Mg = 
SlnCt max 
A. Z· 
= X-' , Sin a max Z. 
(4.16) 
where Zo and Z; are the object distance and the image distances from the microscope 
lens respectively as described in Figure 4.3. In this way the corresponding maximum 
spatial frequency fRV of the real or virtual images is calculated as, 
I fRV =-R; 
= slnamax x~ 
A. z; . 
(4.17) 
Therefore, in order to adjust the maximum frequency of the real and virtual 
images recorded by the CCD camera, we can change the position of the image plane 
(CCD plane). According to Eq.(4.5), the position of the real and virtual terms in 
Figure 4.5 depends on the spatial frequency of the carrier fringes f'i ' and are 
therefore determined by the illumination angle of the reference beam u. It is clear that, 
the bigger fRV becomes, the higher the resolution of image. Also a larger f'i can 
ensure the virtual and real images are located far from the DC terms, so that they are 
less affected by the DC terms (noise). However, both of the highest frequencies fRV 
and f'i are limited by the maximum resolvable spatial frequency of the CCD camera 
fmax. Since if either of the two maximum frequencies are too large, the Nyquist limit is 
broken. In consequence, the adjustment of the parameters fRV and f'i' or Z;, Zo and u, 
are critical for optimal recording of the holographic microscope as follows. 
According to the spectrum of the hologram in Figure 4.5, the optimal 
recording of the real and virtual images can be achieved by maximising fRV and fDc 
and at the same time adjusting f, . In this way, the spectra of all the components can 
, 
cover the whole frequency axis without any gap and overlap between them. From 
Eq.(4.9), the relationship among fRV, fDC and fmax is given as, 
fm", ~ foe + 2fRV 
~ 4fRv ' 
(4.18) 
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It follows that, 
fx ;:: foc + fRV , 
;:: 3fRv · 
(4.19) 
Given the pixel size of the CCD camera fix, the maximum spatial frequency the CCD 
camera can record is the inverse of the twice the pixel size, and the value of fRV for 
the optimal recording can be expressed as, 
f < fmm< 
RV - 4 
I 
:>--'--
4x 2t.x 
<_1_ 
- St.x' 
also, 
fx ;:: 3fRV , 
3 
>--
-Mx 
(4.20) 
(4.21 ) 
Substituting Eq.(4.6) into Eq.(4.21), the tilted angle of the reference beam can be 
given in terms ofthe pixel size of the CCD camera and the wavelength such that, 
sina = Afx, 
> 3A 
- St.x 
(4.22) 
In this way, since the wavelength is 633nm and the pixel size t.x::::;7.5~m, the tilted 
angle a for optimal recording is calculated to be I.So. 
The restricted angle a between the object beam and the reference beam will 
also limit the illumination of the two beams. It can seen from Figure 4.2 that if a is 
too small, the distance d between the fibre supporting the reference beam at the far 
focal plane and the back focal point of the objective will be small. According to the 
geometry in Figure 4.2, the distance between the object and the reference beam can be 
written as, 
d=Ltana, 
(4.23) 
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where L is the distance between the back focal point of the lens to the CCD plane. If 
the object plane is near the front focal plane, we have, 
L+f ~M 
f" 
(4.24) 
It follows that 
L ~ (M. -I)f, 
(4.25) 
If ,p is the diameter of the objective lens, the focal length f can also be expressed as, 
f~_r/J_. 
2NA 
By substituting Eq.(4.26) into Eq.(4.25) we have, 
L~(M _I)_r/J_ 
, 2NA' 
(4.26) 
(4.27) 
In this way, by substituting Eq.(4.27) into Eq.(4.23), the distance d can be written as, 
(M, -i)r/Jtana d~ . 
2NA 
(4.28) 
Clearly, the calculation of d requires the tilted angle of the reference beam and the 
actual magnification of the system during recording. The angle a has been given in 
the previous calculation, however, the actual magnification needs to be measured. For 
this purpose, a 1024x 1024-pixel hologram of a grating with l200line/mm is recorded 
and is shown in Figure 4.7. The actual magnification Mg can be calculated according 
to the image size of each of the lines from the grating and the actual size of the lines, 
which is given as ~so"'0.83I!m. It is found from the recorded hologram that the image 
size of each line is ~si"'98.5I!m. In this way, the actual magnification is calculated as, 
M ~ ~Si =118. 
, ~s 
o 
(4.29) 
It is also found that, the effective NA of the recording system can be calculated 
according to Eq.(4.l3) as NA=sin~=0.80. Therefore, the distance d in Eq.(4.28) is 
calculated to be about 3r/J. 
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Figure 4.7 Hologram ofa grating with 1200line/mm. 
Figure 4.8 Tilted interference fringes with respect to the CCD camera. 
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Figure 4.9 Illustration of the Fourier transform of the hologram in Figure 4.8. 
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It was found that, if the interference fringes are recorded in a 45' tilted manner 
with respect to the CCD camera as shown in Figure 4.8, the optical field can be 
sampled more optimally by the CCD array. The reason for this is illustrated in Figure 
4.9. The tilted fringes modulate the spectrum of the virtual image to the second 
quadrant of the frequency axis, so that there is more room to arrange fRV and [x, and 
the tilted angle a can be adjusted to be about 2'. For this reason, the holograms in this 
study are all taken in this way. In consequence of this, the mathematical expression of 
the hologram can be given as, 
I(xi,yJ = I + IUJ + Uo ( - ~ig ,- ~Jexp(- j2nfx,xi - j2nfy,Y') 
+ U:( -~ig'_ ~Jexp(j2nfx,Xi + j2nfy,d 
where fy, is the carrier frequency in Yi direction. 
Figure 4.1 0 Flow cell implemented on the microscope. 
~":'-:-!': 
'I: 
'. " 
(4.30) 
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Figure 4.11 The digital holographic microscope. 
The holographic microscope was implemented with a flow cell that defines an 
experimental volume as shown in Figure 4.10. The thickness of the volume inside the 
flow cell is designed to be about 300J.lm. The bottom of the flow cell is made of a 
cover slip with the thickness of about 13 0 J.lm, since the working distance of the 
microscope objective is about 170J.lm, it is possible for the objective to focus on the 
bottom side of the flow cell. The flow cell mounted on the microscope is connected 
with two plastic tubes for pumping the experimental fluid in and out. Figure 4.11 
shows the holographic microscope used in the experiments of this thesis. 
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Figure 4.12 Hologram taken from water. 
Figure 4.13 Hologram taken with particle fluid. 
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Figure 4.14 Enlarged hologram ofa de focused particle. 
Figure 4.12 shows part of a hologram taken from the holographic microscope 
when the flow cell is filled with distilled water without any samples, it can be seen 
that only straight fringes are observed. If a sample such as a glass particle is 
suspended in the experimental volume, the straight fringes will be distorted as shown 
in Figure 4.13. Since the object wave and the reference wave are coherent, when the 
object wave is scattered by the sample, the wavefront of the object wave is scattered 
and slightly changed in phase or amplitude. In consequence, the relative phase 
between the object and the reference waves will vary accordingly. As shown in Figure 
4.14, which is an enlarged hologram of a defocused particle image in Figure 4.13, the 
change of the wavefront phase results in the variations of the local fringe position, 
while the change of amplitude affects the intensity of the fringes. In this way, the 
phase and the amplitude information of the 3D object are encoded into the intensity 
distribution of the interference pattern. In the next section, numerical reconstruction 
ofthe propagating 3 D optical field is discussed. 
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4.4 Plane Wave Decomposition of Optical Field 
In Fourier optics, a monochromatic optical field can be regarded as the superposition 
of many plane waves travelling in different directions as shown in Figure 4.15. The 
plane wave propagating in each direction is identified as a wave vector, for example 
the vectors A;ei8;x in Figure 4.15, where i = I, 2, 3, 4, Ai is a complex constant 
representing the amplitude and initial phase of the plane wave and x is the space 
domain axis. The spatial frequency of the plane wave A;ei8,.x is proportional to the 
incident angle of the wave vector E., a higher incident angle oflight results in a higher 
spatial frequency. Interestingly, the Fourier transform of the wave vector A;ei8,.x 
takes the form of A;8(X - B) , which is a delta function at a certain frequency point 
E., where X is the frequency domain axis. In this way, the F ourier transform of the 
recorded optical field in this example will be the five delta functions distributed in 
different frequency points as shown in Figure 4.15. 
CCD plane 
Figure 4.15 Plane wave decomposition. 
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In 3D, the plane wave decomposition from a monochromatic optical field can 
be explained mathematically by defining the 3D Fourier transform of a general 
function u(r) with a vector argument such that, 
+00 
U(k) = Ju(r)exp(-j2nk.r)dr, 
-00 
(4.31 ) 
where r is a position vector and dr conventionally denotes the scalar quantity (dr x, dry, 
drz). It follows that the inverse Fourier transform of the spectral density U(k) IS 
written as, 
+00 
u(r) = JU(k)exp(j2nk.r)dk, 
-00 
(4.32) 
If u(r) is a monochromatic optical field propagating in 3D space, according to scalar 
diffraction theory, it must obey Helmholtz equation in uniformly distributed 
dielectric, such that, 
V'u(r) + 47T'k'u(r) = 0, 
(4.33) 
where k is the wave number. The solutions to this equation are plane waves and take 
the form, 
u(r) = C exp(j2nk.r), 
(4.34) 
where C is a complex constant, and k is the wave vector with the module 
Ikl = k = 11 A,. The Fourier transform of Eq.(4.34) is a delta function locating at a 
position with the distance llA. from the origin, such that, 
U(k) = AO(lkl- k) 
I 
=AO(lkl--)· A, 
(4.35) 
Thus the spectral density of any propagating monochromatic optical field in a uniform 
dielectric is determined completely by the wave vector components distributed on an 
infinitely thin sphere with the radius of llA.. It is important to note that this is because 
u(r) consists of plane waves of single wavelength, the corresponding wave vector 
components have an equal modulus but different directions. For example, the ID 
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wave vectors recorded by the CCD camera in Figure 4.15 corresponding to the wave 
vector spectrum distributed on a circle as shown in Figure 4.16. 
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Figure 4.16 Wave vector mapping. 
By the same principle, all the plane wave components in a 3D space can be 
considered as the corresponding wave vector spectrum distributed on a sphere as 
shown in Figure 4.17. This spherical shell is called the Ewald sphere to follow the 
terminology in Solid State Physics [85]. It follows that, the monochromatic optical 
field can be reconstructed from the wave vector spectrum on the Ewald sphere by 
using the 3D inverse Fourier transform in Eq.(4.32). 
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Figure 4.17 K-space with half of a Ewald sphere with the radius of lit.., each ofthe 
elements on the sphere represents a wave vector. 
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More fundamentally, the fact that a propagating monochromatic optical field 
is defined in the frequency domain purely by the values on the surface Ewald sphere, 
is the reason that they can be reconstructed (optically or digitally) from a recording of 
the complex amplitude in a single plane. It is clear that, the reconstruction of the 3D 
optical field requires a recording of the amplitude and phase information of each of 
the wave vectors. Figure 4.18 illustrates the process of recording and reconstruction of 
wave vector components. In the far field pattern at the back focal plane of the 
objective, plane wave components are brought into focus, and consequently this plane 
is called the F ourier plane. 
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Figure 4.18 Illustration of imaging process of a microscope objective with plane wave 
decomposition. 
It was stated in the first chapter that, the recording of a complex amplitude 
field scattered by micro-objects can be achieved with holographic microscopy. In 
holographic microscopy the field scattered by the object is magnified by a microscope 
objective, and the image interferes with a reference wave. The amplitude and phase 
information of the scattering field can be extracted from the interference pattern so 
that 3D reconstruction of the optical field is possible. As before, it is noted that the 
information of the scattering field recorded with an objective is limited by the 
aperture stop of the objective. The aperture stop placed in (or close to this plane) 
physically defines the NA, and acts as a low pass filter. In consequence, the shape of 
transfer function is exactly that defined by the aperture stop. If the light impinges at 
an angle higher than the objective can accept, the corresponding wave vector 
component is located outside the circular window of the transfer function, and will be 
filtered out. For example, the plane wave vector of the light with the angle 85 in 
Figure 4.18 is located outside aperture stop, and is not collected by the lens. It is clear 
that, the maximum spatial frequency of a monochromatic optical field with a wave 
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length oD. is given to be 1/ A. Figure 4.19 illustrates wave vector components that are 
bounded by the maximum cone angle or numerical aperture of the objective on a cross 
section of an Ewald sphere with the radius of Ill... The following sections will 
introduce the reconstruction of 3D optical field from the wave vector components 
recorded with a holographic microscope. 
ItA. 
Bm Ilmax 
1 
Figure 4.19 Illustration of maximum spatial frequency can be collected by the 
objective lens. 
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4.5 Digital Reconstruction of a 3D Optical Field 
4.5.1 Demodulation of Virtual Complex Amplitude Image 
The last section demonstrated that 3D monochromatic optical field can be 
reconstructed from the wave vector spectrum distributed on the Ewald sphere. As 
discussed in Section 4.2 the complex wave vector components can be recorded in a 
single hologram. In order to obtain the complex amplitude describing the propagating 
field by the recorded hologram, either the real or virtual images must be demodulated 
from the carrier frequency. If we take the Fourier transform of the recorded 
interference pattern in Eq.( 4.5) , we have, 
3{I(x i,yJ}= (I +IUoI2 ~(Xi' Yi)+ 3{ Uo [ - ~ig ,- ~J}®O(Xi - j2mxl ' Yi - j2myJ 
+ 3{ U:[ - ~ig ,- ~J} ® O(Xi + j2mxl , Yi + j2mJ 
(4.36) 
where /) is a delta function. It is clear that the spectra of the real image and the virtual 
image have been shifted by the carrier (delta functions) defined by the position of the 
frequency (fxI ,fy) . 
The recorded digital hologram from the CCD camera is 1024x1280-pixel 
image, in order to match the fast Fourier transform computation, 1024xl024 elements 
are cropped out from the hologram for further processing. Figure 4.20 shows a 
hologram of 1024x I 024 elements and the corresponding Fourier transform of the 
hologram is reported in Figure 4.21. The three parts of the spectra in Figure 4.21 
correspond to the DC term, real image and the virtual image in Eq.( 4.36) respectively. 
For the purpose of this study, only the virtual image is considered for the 3D 
reconstruction. 
A demodulation operation is applied by multiplying the hologram with a linear 
phase ramp map exp(- j2mxlxi,-j2mYlyJ. This is equivalent to convolving the 
Fourier transform of the hologram in Eq.(4.36) with O(Xi - j2mx,xi, Yi - j2myl yJ, so 
------------------_ .. _---
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that the virtual image spectrum is shifted to the DC area as shown in Figure 4.22. The 
circled part of the spectrum in the centre of Figure 4.22 is the complex field that we 
can use to reconstruct the 3D optical field. Figure 4.23 shows the 256x256-element 
image cropped out from Figure 4.22. The 2D inverse Fourier transform of Figure 4.23 
is the complex amplitude image that represent the wavefronts of the 3D object field. 
Figure 4.24 shows the absolute values of the cut-out complex image in space domain. 
Figure 4.20 Hologram of 1024x1024-pixel. 
-- - --=-=-=-'-"'-'-', ~ 
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Figure 4.21 Fourier transform of the hologram in Figure 4.20. 
· - - - - - - - -~ -.. 
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Figure 4.22 Demodulation of the virtual image spectrum. 
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Figure 4.23 Cut-out virtual image spectrum from Figure 4.22. 
Figure 4.24 Absolute values of the cut-out complex image corresponding to Figure 
4.20. 
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4.5.2 Background Phase Correction 
The phase map of the complex virtual image obtained from the hologram shows how 
the phase of the illuminating wavefront is changed when scattered by the object. A 
phase map of the virtual image is expected to be a uniform phase plane with some 
local phase changes caused by the object. However, as shown in Figure 4.25 the phase 
map of the complex image in Figure 4.24 has a paraboloid shape background 
(wrapped modulo 2n). This is because of the slight mismatch between the phase 
curvatures of the reference beam and the object beam during recording. 
Figure 4.25 Phase map of the complex amplitude image in Figure 4.24 wrapped in the 
modulo of 2n. 
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We assume that the fibre supporting the reference beam was not placed 
exactly at the back focal plane of the objective, but with a small misalignment I:lz, 
such that the reference wave reaching the CCD camera is written as, 
U,(xi,y;) = exp(jkxi sina)exp[j k (1+_1 J(x~+ynl, A(Zi + I:lz) M, 'J 
In consequence, the interference pattern recorded becomes, 
I(xi,y;) = I + JUJ + Uo( - ~i, ,- ~Jexp(jkA)exp(- j2mx,x.) 
+ u:(-~,-l::LJexp(- jkA)exp(j2mx,xi} 
M, M, 
(4.37) 
(4.38) 
where A is the phase of the quadratic term which can not be cancelled by the two 
beams due to the misalignment of the reference beam, such that, 
A = ~(I + _I J(x~ + y~ { .! I J, 
A M, '\. Zi Zi + I:lz 
(4.39) 
Consequently, the actual demodulated virtual image in Figure 4.24 is not the term 
U·( X Yi J b u·( Xi Yi J ('kA) Th" .. --' -- ut -- -- exp -J . erelore It IS 
°M'M' °M'M ' 
g g g g 
required to 
estimate A so that U:(- ~,-l::LJ can be restored from Figure 4.24. 
M, M, 
The method used to rectify the background phase map was to calculate a 
parabolic phase distribution to approximate A, such that, 
(4.40) 
where Cl, C2, •.• C9 are the coefficients need to be determined according to the phase of 
the recorded virtual image. 
In order to estimate these coefficients, the phase map A and the axis (Xi,Yi) are 
denoted as 256x256-element vectors formed by lexicographically scanning the 
images as illustrated in Section 2.2, in this way Eq.( 4.40) can be written in form of 
vector products such that, 
A=[~, ~2 ~3 ~4 ~5 ~6 ~7 ~8 ~9F 
= eIIc 
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(4.41 ) 
where ~I is a 65536-element identity vector, and ~2, ~3, ... , ~9 denote the scanned 
vectors of the axes x;,y;,x;y;>x~,y~,x~y;,x;y~ and x~y~ respectively. c is the 
coefficient vector where cT=[Cl,C2, ... ,C9J. 
In order to calculate c from Eq.(4.41), we multiple both sides ofEq.(4.41) with 
the matrix ell T, such that, 
eIITA =eIITellc, 
(4.42) 
and the coefficient vector c can be calculated as, 
(4.43) 
In this way, the paraboloid phase distribution A can be calculated by applying the 
obtained coefficients in Eq.(4.40), and the resulted A is shown in Figure 4.26. It is 
clear that, multiplying by the conjugate of the approximated phase map, exp( -jlcA), 
with the complex virtual image u:(- ~,-l:i...)exp(- jlcA) as shown in Figure 4.25, 
Mg Mg 
we will obtain the virtual image with the corrected background phase map, and the 
resulted corrected phase map is shown in Figure 4.27. This is the complex amplitude 
image recording the correct wavefronts of the 3D objects, and can be used for 3D 
reconstruction and other further processing. 
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Figure 4.26 Phase map of the approximated paraboloid phase background wrapped in 
the modulo of 21t. 
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Figure 4.27 Corrected phase map of the complex virtual image in Figure 4.24. 
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4.5.3 3D Reconstruction in k-space 
The virtual image (with correct phase map) records the propagating wavefronts. The 
3D optical field of the object can be reconstructed from this complex image in any 
plane of interest by using the 20 reconstruction methods, such as Fresnel, or 
convolution methods as described in Chapter 2. However, since the monochromatic 
optical field is the superposition of all the plane waves defined on the Ewald sphere, 
the optical field can be reconstructed in a 3D means by constructing a k-space 
representation and applying the inverse 3D Fourier transform. 
In practice, the construction of the k-space is accomplished by projecting the 
recorded 20 spectral density onto the Ewald sphere as illustrated in Figure 4.28. The 
spectrum can usually be deduced from a recording of the optical field in a single plane 
and subsequently the optical field can be calculated over any region of interest using 
Eq.(4.32). This is explained by expanding Eq.(4.32), such that the field in the plane 
rz=Z is given by, 
u(r"r,;Z) = mUCk"~ k"k,)expU21T(k,r, + k,r, + k,Z)~(k, - ~l/ A' - k; - k~ ~k,dk,dk, 
~ 
= If U(k, ,ky, ~l / A' - k; - k~ }XP021T(k, r, + kyry + Z~l / A' - k; - k; )~k,dky, 
(4.44) 
where 
(4.45) 
The square root in Eq.(4.44) and Eq.(4.45) denotes that the Ewald sphere is divided in 
two halves representing light propagating through (rx,ry) plane along the positive and 
negative kz-directions respectively. In this study, we only consider forward 
propagating light, so the positive root is assumed. 
Consequently, if the field is known in the plane, rz=Z, (or in general any other 
plane) the 3D spectrum can be calculated by 20 Fourier transform such that, 
U(k"ky,~1I A' - k; - k~) 
= exp(- j27iZJII A2 - k; - k; )ffu(r"r y;Z}xp(- j21T(k,r, + k,ry )}:!r,dry' 
(4.46) 
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It is noted that, in the mapping process from the 2D spectrum to the 3D Ewald sphere, 
the kx and ky axes of k -space correspond to the frequency domain of the 2D recording 
plane, and the kz positions of each of the wave vectors are calculated by using 
Eq.(4.45). 
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Figure 4.28 Mapping the recorded 2D spectral density onto the Ewald sphere in k-
space. 
It has been mentioned in the previous section that, because the maximum 
spatial frequency of light is limited by the NA of the microscope objective, the wave 
vector spectrum mapped onto the Ewald sphere must be bounded to propagate within 
the maximum cone angle. In practice, the dimension of the Ewald sphere is 
determined by the size of the 2D spectrum recorded, so that the projection on the 
Ewald sphere fits within the bound defined by the NA. In this study, an Ewald sphere, 
optimally represented by a 256x256x256-element array, can accommodate the 
mapping from the 2D spectrum of Figure 4.23. In this way, the spectrum of the virtual 
image needs to be placed in the centre of a 256x256-element zero image, so that when 
the zero-padded image is mapped onto the Ewald sphere, the projection of the 
spectrum fits the NA. 
It has been calculated III Section 4.3 that, with the lOOx, NA=1.25(oil) 
microscope objective, the numerical aperture of the wave vector spectrum on the 
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Ewald sphere is 0.94. In this way, the spatial frequency components in k-space are 
bounded such that, 
.JI-0.94' < Akz <1. 
(4.47) 
Since the Ewald sphere is constructed optimally in a k-space of 256x256x256-
element array, the sampling intervals L\kx, L\ky and L'l.kz can be calculated as, 
L'l.k x , L\ky = 0.941128,1, ; L'l.k z = (1- .Jl- 0.94') / 256,1, '" 0.66/256,1,. 
(4.48) 
Hence, the dimension of the optical field reconstructed by this 3D array is the inverse 
of these intervals. Since the samples are suspended in water, we must use a 
wavelength of 476nm in water (corresponding to the wavelength of 633nm in air), and 
it is found that a volume of approximately 64.8x64.8xI84.6f.Lm3 is reconstructed. 
In numerical processing, the elements that constitute the Ewald sphere in the 
256x256x256-element k-space are determined by the position (k" ky, kz). According 
to the mapping process shown in Figure 4.28, the (kx, ky) axes of the k-space are 
identical to that of the 2D recorded spectrum. The kz position values of the elements 
on the Ewald sphere are computed according to Eq.(4.45). However, since the 
constructed k -space is a discrete array, there may not exist any points that match the 
computed kz values. In this case, the wave vector elements from the 2D recorded 
spectrum are placed at the nearest sample point from the calculated (kx, ky, kz). With 
the 3D spectrum U(k) of the recorded optical field constructed in the 256x256x256-
element array, the 3D field, u(r), can be calculated using 3D inverse Fourier transform 
with 256x256 x256-point Fast Fourier Transform (FFT) algorithm. The computational 
efficiency of the FFT routines ffinO and ifftnO provided by Matlab 7.0. was exploited 
in this work using a Pentium 4 3.0 GHz computer with 2GB RAM. The 3D array 
processed in host memory using this machine was 256x256x256 elements and FFT 
computations of this size required approximately 6.5 seconds. Figure 4.29 shows the 
absolute value of the field reconstructed in a refocused plane from the information 
contained in Figure 4.23. Comparing this figure with Figure 4.24, it can be seen that 
several of the particles have been brought into focus. Figure 4.30 shows the flowchart 
of the 3D recording and reconstruction process. 
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In the following section, the problem of 3D pattern recognition applied to 
reconstructed optical fields is discussed from first principles. 
Figure 4.29 Refocused plane in the 3D reconstruction field (absolute values shown). 
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Figure 4.30 Flowchart of 3D reconstruction from a hologram. 
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4.6 3D Linear Filtering of a Monochromatic Optical Field 
In general, a 3D filtering operation applied to a 3D field requires a 3D filter kernel. 
However, a propagating monochromatic field is a special case. Because a field of this 
kind is defined (in k-space) by values on the surface of the Ewald sphere, the field is 
highly correlated. In this case 3D filtering can be applied as a 2D surface integral. 
In recently published work, 2D correlation filtering has been applied to images 
of complex amplitude recovered from a digital holographic microscope [9). A digital 
holographic microscope was used to measure the complex amplitude in a single plane 
of focus and digital reconstruction techniques were used to calculate the complex 
amplitude in planes parallel to this. 
By applying a 2D filter to each reconstructed plane, we will show that these 
studies have actually calculated individual planes in the output of a more general 3D 
correlation filtering operation. This can be proved mathematically by first defining a 
3D general cross correlation, and then calculating the equivalence of correlating each 
of the reconstructed planes with a 2D filter. 
In general, the 3D cross correlation of any 3D complex functions u(r) and her) 
is defined as, 
+<0 
R(r) = fu(x)h(x - r)dx, 
-w 
(4.49) 
where x is a dummy variable. According to the convolution theorem, ifH(k) and U(k) 
are the Fourier transform ofh(r) and u(r) respectively, R(r) can also be written as, 
+<0 
R(r) = fU(k)H'(k)ei'nk.'dk, 
(4.50) 
where the superscript * denotes complex conjugation. For pattern recognition 
purposes Eq.(4.49) and Eq.(4.50) are equivalent ways to describe the process of 
correlation filtering, in which a correlation filter operating on a signal u(r) is defined 
either by its impulse response her) in the space domain or its transfer function in the 
frequency domain. 
It is clear from Eq.(4.49) and Eq.(4.50) that in general 3D correlation filtering 
requires 3D integration (in either the space or frequency domains). However, they can 
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be accomplished by 2D integrations, because U(k) is non-zero over a finite region of 
k-space and consequently u(r) is highly correlated. 
A remarkable consequence of this is that if an arbitrary correlation filter with 
the transfer function H(k) is applied to a monochromatic optical field U(k), the 
product U(k)H*(k) will be non-zero only on the Ewald sphere and consequently, will 
obey the Helmholtz equation. It follows that a filtered optical field can also be output 
as an optical field and 3D optical correlation processors that do exactly this were used 
to analyse particulate holograms in Holographic Particle Image Velocimetry 
(HPIV)[S9]. Figure 4.31 shows the filtering process for a monochromatic optical field 
applied with a general 3D correlation filter. It shows that, even the 3D optical field is 
applied with a general 3D kernel filter, the correlation output R(k) in the frequency 
domain is non-zero on the Ewald sphere only. 
ky 
k~ kz X 
, 
Frequency .. -=== ______ -_ .. _-..J. 
domain U(k) ~ 
Space I FFT 
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u(r) h(r) R(r) 
Figure 4.31 Linear filtering with a 3D general filter applied to the monochromatic 
optical field. 
Note once again that the Ewald sphere is defined by the delta function, 
O(k, - JII A2 - k; - k~ ), 
(4.51) 
in a similar manner to Eq.(4.44) we can write the correlation R(rx,ry;Z), in the plane 
rz=Z, such that, 
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R(rx,ry;Z) 
= JfU(kx,ky,~lI ,f -k~ - k~ ~'(kx,ky,~lI A' -k~ - k~) 
~ 
exp[j21Z"kkx +ryky +~1I A' -k~ -k~ )~kxdky, 
(4.52) 
where according to Eq.(4.46), we have, 
U(kx,ky,~lI A' - k~ - k~) 
= Jfuk,r y;Z~xp[- j21Z"kkx + ryky + Z~I/ A' - k~ - k~ )~rxdry 
(4.53) 
where u(rx,ry;Z) is the optical field in plane Z, and Up(kx,ky) is the corresponding 
Fourier transform. In the same way, we have, 
H(kx,ky,~lI A' -k~ -k~) 
= Jfhp(vJxp[- j21Z"kkx +ryky +Z~lI A' -k; -k~ )~rxdry 
~ 
= Hp(kx,kJ 
(4.54) 
where Hp(kx,ky) is the 2D complex filter used for calculating the 3D transfer function, 
and hp(rx,ry) is the corresponding 2D impulse response. It is noted that in the space 
domain the correlation is, 
.... 
R(rx,ry;Z) = fU(S,lj;Z)hp(S-rx,lj-ry)dSdlj. 
(4.55) 
Eq.(4.55) shows that a single plane (r, = Z) of the 3D correlation of a propagating 
optical field, u(r), with an arbitrary impulse response function, her), can be calculated 
as a 2D correlation of the field in that plane, u(rx,ry;Z) with an impulse function, 
hp(rx,ry). 
It can be seen that the 3D correlation output is exactly equivalent to that of a 
2D complex filter sequentially applied to the 2D complex images reconstructed in 
different planes from a digital hologram. According to Eq.(4.46), the 3D product 
U(k)H*(k) in the 3D correlation can be produced from the mapping of 
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Up(kx,ky)H:(kx,ky) as shown in Figure 4.32, where H:(kx,k y) is the correlation 
filter designed on a 2D plane. 
Frequency 
domain 
Space 
domain 
A , 
,. .. ==:::-------............ '---l" 
__ :~., : 1-"_ .. 
__ ~ ________ ,- I 
, 
R(r) 
Figure 4.32 Equivalent way of performing 3D linear filtering. 
It is noted, however, that if a 2D filter that is designed to perform well in one 
plane of focus will not necessarily perform well in another. Even if the 2D filter 
considers all the out-of-focus planes as the out-of-class images, the performance is 
still not optimal in a 3D sense, since the correlation output planes are highly 
correlated. Therefore, it is not possible for a 2D filter to produce a delta function for 
the in-class object, and the best correlation peak it can achieve is the 3D point spread 
function of the imaging system. This is explored further with reference to the Equal 
Correlation Peak Synthetic Discriminant Function (ECP-SDF) filter in a particle 
recognition problem that is discussed in the next section. 
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4.7 A 3D Particle Recognition Problem with Linear Filtering 
It has been pointed out in the last section that, the output of a 3D filter applied to a 
monochromatic optical field is equivalent to the sequential application of a 2D filter 
to each of the planes. The study described in this section is to demonstrate the 
consequence of applying a 2D filter which has been constrained purely in a single 
focused plane. Specifically, the aim was to recognise the images of 3/-!m and 5/-!m 
plastic spheres suspended in a volume of fluid. 
The application of correlation techniques for the detection of different sizes of 
spheres has been used in particle sizing. In 1991, Marshall and Benner [86] showed 
the potential of using optical correlation techniques for spherical particle sizing using 
matched CVanderLugt) filters. Another approach based on correlation for 
instantaneous measurement of 3 D distributions of small particles dispersed in a 
volume was introduced by Christnacher and Royer [87]. This method measures 
particle images reconstructed from an in-line hologram by using a mechanical 
scanning system, and a 2D correlation filer is applied to each reconstructed plane of 
the image for particle recognition. However, this method is time consuming for 
determining the 3D positions of particles, and it is not suitable for sizing small 
particles under 50/-!m. The experiment introduced in this thesis is an example of 3D 
correlation filtering implemented digitally. 
The digital holographic microscope described in Section 4.1 was used to 
record 3D particle images of two kinds of latex particles with diameters of 5/-!m and 
3/-!m. The particles suspended in water are made by Duke Scientific Corporation with 
a mean diameter of 5.010±0.035/-!m and 3.063±0.027/-!m. The particles were 
suspended in distilled water and were injected into the flow cell through a plastic 
tube, with the microscope objective focused on the bottom side of the flow cell. 
Figure 4.33 shows the hologram with the two particle types taken using the 
holographic microscope. All of the holograms were optimally sampled by the CCD 
camera and complex amplitude images were demodulated from the holograms using 
the method described in Section 4.2. With a field of view of approximately 
65f!mx65f!m, Figure 4.34 shows 256x256-pixel images corresponding to the absolute 
value of the complex amplitudes in the object plane. The 3D optical field is 
reconstructed in a 256x256x256-pixel array, and the absolute value images 
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corresponding to two of the refocused planes are shown in Figure 4.35 and Figure 
4.36 respectively. Particles that are out of focus at the object plane can be re focused in 
these planes. 
Figure 4.33 Hologram with 5J.1m particles and 3J.1m particles. 
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Figure 4.34 Complex amplitude field demodulated from the hologram in Figure 4.33 
(Absolute values shown). 
Figure 4.35 Complex amplitude field reconstructed from Figure 4.34, re focused 
distance 351lm (Absolute values shown). 
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Figure 4.36 Complex amplitude field reconstructed from Figure 4.34, refocused 
distance 38f.1m (Absolute values shown). 
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With the 3D particle images reconstructed from the recorded holograms, we 
can apply a linear filter to recognize the Sf.1m particles and the 3f.1m particles 
respectively using the 3D linear correlation defined in Section 4.S. The linear filter 
used in this experiment is the ECP-SDF filter [23). In essence the ECP-SDF is a linear 
combination of matched filters corresponding to the images in the training set. 
Therefore, ECP-SDF filter is more robust than MACE filter in the detection of images 
in the presence of noise. 
The training set for the ECP-SDF filters was synthesised from optimally 
sampled, complex images of a single Sf.1m particle and a single 3f.1m particle of their 
planes of focus. Using Eq.(4.44) and Eq.(4.4S) these images were found at the 
positions of "best focus", defined as the plane containing the largest magnitude peak 
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(i.e. the brightest image). In this way, two 32x32-pixel "best focus" complex images 
of 5 Ilm and 3 Ilm particles were selected from the reconstructed field . It can be seen 
from the absolute value images shown in Figure 4.37 (a) and (b) that there is a 
significant amount of coherent noise generated by out-of-focus particles and 
scattering along the optical path. However, we make use of the fact that the particle 
images should be symmetric to remove this noise. In this case, each image was rotated 
about the central peak at 2.5 degree intervals and summed. Figure 4.38 shows the 
resulting synthetic images and it is clear that non-rotationally symmetric noise has 
been greatly suppressed. 
(a) 51lm particle image. 
(b) 3 Ilm particle image. 
Figure 4.37 Particle images selected for the training of filters 
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Ca) 5).1m synthetic particle image. 
(b) 3).1m synthetic particle image. 
Figure 4.38 Synthetic particle images for the training of filters. 
With the reference set prepared, two ECP-SDF filters were trained with these 
images, the first is designed to highlight 5).1m particles and ignore 3).1m particles and 
the other one is trained to highlight 3).1m particles and ignore 5).1m particles. The ECP-
SDF filters are expected to produce a delta peak with unity value for an in-class 
image, and a zero entry for an out-of-class input. 
Having calculated the ECP-SDF ftlters, they were tested on the 3).1m and 5 ).Im 
particle images contained in another hologram as shown in Figure 4.39. The complex 
amplitude field of the test hologram at the object plane is shown in Figure 4.40. The 
3D scattering field for the testing hologram is reconstructed in a 256x256x256-
element array, and the in-focus regions containing particles are shown in the 
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synthesised 3D plot of Figure 4.41. Figure 4.42 and Figure 4.43 shows two refocused 
planes of the reconstructed field. Rather than reconstruct the complex field plane by 
plane and apply the filter to each in turn, the reconstruction and filtering operation 
was performed in one 3D operation by applying Eq.(4.S0) in its discrete form. 
Figure 4.39 Hologram for testing of the trained filters. 
Figure 4.40 Complex amplitude field demodulated from the testing hologram in 
Figure 4.39. 
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Figure 4.41 3D reconstruction ofthe volume recorded on the hologram in Figure 4.39 
(in-focus parts of the particles are shown). 
Figure 4.42 Complex amplitude field reconstructed from Figure 4.39, refocused 
distance 38flm (Absolute values shown). 
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Figure 4.43 Complex amplitude field reconstructed from Figure 4.39, refocused 
distance 55!lm (Absolute values shown). 
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Accordingly, the 20, optimally sampled 32x32 pixel impulse response 
functions synthesised were zero padded to be 256x256 pixels and the corresponding 
20 transfer functions were computed from the Fourier transform relationship of 
Eq.(4.54). The 3D transfer function was then constructed by computing kz values 
according to Eq.(4.45) and placing the result at the nearesl sample point in the 3D 
(256x256x256-point) k-space array as described in Section 4.5. Finally, the 
constructed 3D ECP-SOF filters are applied to the optical field mixed with two kinds 
of particles as shown in Figure 4.41, the two correlation fields corresponding to each 
of the ECP-SOF filters were obtained by equation using a 256x256x256-point FFT. 
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Figure 4.44 3D output for the ECP-SDF filter trained to recognize 5~m particles and 
reject 3 ~m particles, a threshold has been applied at a level of 0.9 times the value of 
peak amplitude (absolute values shown). 
166 
Figure 4.45 Output amplitude field corresponding to the reconstructed plane in Figure 
4.42 for the ECP-SDF filter trained to recognize 5~m particles and reject 3~m 
particles (absolute values shown). 
It was found that the ECP-SDF correlation filter that was designed to highlight 
5~m particles and reject 3~m particles worked well. Figure 4.44 shows the 3D output 
amplitude when a threshold was applied at a level of 0.9 times the value of peak 
amplitude. Figure 4.45 shows the amplitude in the plane corresponding to the 
refocused plane of Figure 4.42. Figure 4.46 reports the correlation peak amplitude as a 
function of the axial reconstruction distance (in the z direction) for two typical 5~m 
and 3~m particles respectively. It can be seen that, the 5~m particles can be easily 
identified and located by the ECP-SDF filter, because the correlation peak values of 
the 5~m particles are much higher than the 3~m particles. 
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Figure 4.46 Maximum correlation amplitudes as a function of the axial reconstruction 
position for ECP-SDF filter trained to recognize Sllm particles and reject 31lm 
particles. 
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Figure 4.47 Output amplitude field corresponding to the plane in Figure 4.42 for the 
ECP-SDF filter trained to recognize 31lm particles and reject Sllm particles (absolute 
values shown). 
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Figure 4.48 Maximum correlation amplitudes as a function of the axial reconstruction 
position for ECP-SDF filter trained to recognize 3J.1m particles and reject 5J.1m 
particles. 
However, when the ECP-SDF filter was used to identify 3 J.1m particles and 
ignore 5J.1m particles, both types particle are highlighted. Figure 4.47 shows the 
correlation amplitude of this filter corresponding to the plane of Figure 4.42. It can be 
seen that although the centre of the 5J.1m particle is zero amplitude (the constrained 
value), high energy rings are present. Figure 4.48 reports the correlation peak 
amplitude as a function of the axial reconstruction distance for two typical 3J.1m and 
5J.1m particles respectively. Clearly an ECP-SDF filter designed to identify 3J.1m 
particles will highlight 5J.1m particles in other planes of focus and serious false 
detection is resulted. This is perhaps not surprising since the linear ECP-SDF filter 
formulation only constrains the peak value of the correlations in the plane of focus, 
and it can not perform well if the out-of-focus images of the two classes are 
correlated. It is clear, therefore, that more complex 3D constraints are necessary and 
for this reason, we introduce in the next section the design of nonlinear synthetic 
filters for 3D analysis, the 3D CCF system. 
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4.8 3D Nonlinear Cascaded Filters Architecture 
Clearly, the highly correlated nature of a 3D monochromatic optical field could result 
in serious loss in classification performance when the field is applied with a 2D filter. 
Due to the lack of uniformly distributed spectral density, it is not possible for 3D 
linear filtering to produce a good correlation peak. However, these problems can be 
overcome by applying nonlinearity to the monochromatic optical field. A non-linear 
threshold can apply constraints to the whole 3D space, and more importantly, it can 
produce inter-modulation frequency components. It has been shown in the 2D CCF 
that, the inter-modulation frequencies can help to whiten the spectral density leading 
to a better correlation peak. Figure 4.49 shows a general 3D CCF system with two-
layer cascaded structure, and each layer contains a 3 D kernel correlation filter and a 
nonlinear threshold. It shows that the input of the 3D CCF system is a 3D 
reconstructed image, and the output is a 3D image with delta functions identifying the 
in-class objects. 
/ 
• 
Figure 4.49 Two-layer 3D CCF system. 
The discrete form of the 3D linear filtering operation in Eq.(4.49) can be 
written as, 
N 
R k = '" u ,h " "' k ' I,J, ~ m,n, m-I,n-J •• 
m,n,l=l 
(4.56) 
where N is the number of pixels in each of the directions, and i, j, k, m, n, I are 
integers varying from I to N respectively. The discrete form of the 3D function is 
taken to be modulo N, for example, 
171 
(4.57) 
where Xo, Yo, Zo are integral variables and 1,; xo,Yo,zo'; N . For simplicity, the 3D 
image Urn,n,1 is denoted as an N3-element vector which takes the form u=[uJ, U2, ... , 
UN' IT. The vector u represents an NxNxN-pixel image by lexicographically scanning 
the image from the left to right, from the top to bottom and from the front to the back 
across all rows and columns. Similarly, the impulse response of a correlation filter h 
designed to operate on the image u can be also represented as h=[hJ, h2, ••• ,h N,lT. In 
A 
this way, the correlation operator H demonstrated in the 2D cascaded filters in 
Chapter 3, can be applied to the input image vector u with the filter kernel h. Since 
the formulation of the 2D CCF system is based on the vector operation, in practice the 
mathematical form of the 3D CCF system can also be defined in the same way if the 
3D filter kernels and input images are denoted in vector forms. 
In order to optimise the 3D CCF system to have the desired performance, 
however, slightly different error function from the 2D case is given such that, 
n,m m 
E = ~::<R;i - 0;)' + N J L (Rli - 01)' . 
i=l,j=! j",l 
(4.58) 
It can be seen that the second term in Eq.(4.58) has been give extra weight defined by 
the number of the output elements N3. In this way, the desired output, unit magnitude 
at the first entry, is ensured when the error function E is minimized. In this study, the 
same optimisation scheme used in the 2D CCF system is applied to the training of the 
3D CCF system. In the next section, we will test the 3D CCF filter optimised for the 
particle recognition problem, and the result will be compared with the ECP-SDF 
filters. 
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4.9 Implementation of 3D CCF 
In this section, the perfonnance of the 3D CCF is tested by implementing it in the 
particle recognition task described in Section 4.7. It is noted that, the filtering 
operation in the first layer of 3D CCF system is a 3D linear filtering process. 
Accordingly, this 3D kernel filter can be designed on a 2D complex value image in 
frequency domain, and the 3D transfer function is constructed by projecting the 2D 
spectrum onto the Ewald sphere. Since the cubic threshold in the first layer introduces 
nonlinearity to the monochromatic optical field, the resulting output for the input of 
the second layer system is, in general a 3D field with 2D frequency components 
removed from the Ewald sphere. Therefore, the filter in the second layer must be 
designed to be a 3D-element complex value image to correlate with the input image in 
a 3D manner. Figure 4.50 shows the correlation process of applying the 3D CCF 
system to the monochromatic optical field in space domain as well as in frequency 
domain. 
Figure 4.50 3D cascaded correlation process, u(r)-input 3D optical field; U(k)-3D 
Fourier transfonn of u(r); hI, h2-the first and second layer filters; HI(k) ,H2(k)-Fourier 
transfonn of hI and h2; T"T2-non-linear thresholds; R(r)-correlation output. 
In a practical implementation, we need a 3D filter system that can be trained 
with small reference images and applied to recognize the objects in a relatively large 
field. Because of the edge effects of the circular convolution shown in Chapter 3, the 
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zero-padding technique must also be used in 3D CCF system during the training 
process. 
In this study, the reference images used were 32x32x64-pixel reconstructed 
optical fields. In the first layer filtering a complex value image of J6xl6 elements is 
designed for the 3D filter impulse response. The 2D image is padded with zeros to be 
32x32-elements. The resulting transfer function is then of a higher resolution than the 
original spectrum. The 32x32x64-element transfer function of the first layer filter is 
created by constructing a discrete form of the Ewald sphere. This can also be done by 
computing kz values with kx and ky of the 32x32-element image using Eq.(4.45) as 
described in Section 4.5.3. The Ewald sphere in the 32x32x64-element array is then 
determined by kx, ky and kz values, if kz does not match any of the positions in the 
array, the nearest corresponding sampled points will be regarded as the kz position. 
The zero-padded 32x32-element transfer function of the first layer filter is then 
mapped on to the constructed Ewald sphere with the kz calculated according to 
Eq.(4.45). The 3D impulse response of the filter is then obtained by applying 3D 
inverse Fourier transform to the k-space. Since the output of the first layer is a general 
3D field, the second layer filter must be a 3D-element transfer function so that it can 
correlated with the general input in a 3 D means. In this experiment we use a filter 
kernel of 16 x 16 x 16 elements for the second layer filter. Again, in order to avoid edge 
effects, the 16xl6xJ6-element filter in the second layer and the output from the first 
layer are both zero-padded to form 64x64x128-element arrays. In this way, the actual 
output of the 3D CCF will be a 64x64x 128-element matrix, and the desired output (a 
3D delta function), is defined to be the same size. The 3D CCF system optimized in 
this way can then be applied to a larger optical field for 3 D shift invariant pattern 
recognition. 
The training set for the 3D CCF is prepared by cropping the 51!m and 31!m 
particle images from the reconstruction field. Figure 4.37 shows the absolute values of 
the in focus planes of the two particles. In order to reduce the coherent noise, in this 
case we apply the rotating and sum operations to each of the planes along the depth 
direction. Each plane of the particle images is rotated around the centre at 2.5 degree 
intervals and summed. The resulting in focus images of the two particles are the same 
as in Figure 4.38. 
Two 3D CCFs were also trained with the reference set prepared according to 
the method demonstrated in the previous section. One of the 3D CCFs was designed 
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to recognize 51lm particles and reject 31lm particles, and the other one was trained to 
do the opposite. The two filters were then tested respectively with the 256x256x256-
pixel image in Figure 4.41. In the output of the 3D CCF trained to find 51lm particles, 
we have the 3D image shown in Figure 4.51. The absolute values of the plane 
corresponding to the refocused plane of Figure 4.42 are shown in Figure 4.52. The 
correlation peak values as a function of the axial reconstruction positions for two of 
the typical 51lm and 31lm particles are reported in Figure 4.53. It shows that a 
threshold of 0.7 times the maximum amplitude can easily be found to 100% classify 
the two particles. Clearly, the 3D CCF system has managed to find and locate all the 
51lm particles in the 3 D space. 
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Figure 4.51 3D output for the 3D CCF system trained to recognize 51lm particles and 
reject 31lm particles, a threshold has been applied at a level of 0.9 times the value of 
peak amplitude (absolute values shown). 
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Figure 4.52 Output amplitude field corresponding to the plane in Figure 4.42 for the 
3D CCF system trained to recognize 51lm particles and reject 31lm particles (absolute 
values shown). 
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Figure 4.53 Maximum correlation amplitudes as a function of the axial reconstruction 
position for 3D CCF system trained to recognize 51lm particles and reject 31lm 
particles. 
It was found however that, the 3 D CCF designed to identify 31lm particles and 
ignore 51lm particles works considerably better than the ECP-SDF filter. Figure 4.54 
shows the 3D output amplitude of the 3D CCF system. The absolute values of the 
plane corresponding to the refocused plane of Figure 4.42 are shown in Figure 4.55. 
The 2D projection down of the 3D correlation output in Figure 4.54 is shown in 
Figure 4.56. The correlation peak values as a function of the axial reconstruction 
positions for two of the typical 31lm and 51lm particles are reported in Figure 4.57. It 
can be seen that, a classification threshold of 0.5 can be applied to the correlation 
space to 100% identify the 31lm particles and ignore the 51lm particles. It is clear that, 
the nonlinear 3D CCF system is capable of identifying and locating both 51lm 
particles and 31lm particles respectively in the 3D space. The correlation peaks 
produced by the CCF system for identifying the in-class objects are much sharper 
than the 3D linear filters, because inter-modulation frequencies have been generated 
off the Ewald sphere by the system leading to a more uniformly distributed spectral 
density in the correlation space. 
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Figure 4.54 3D output for the 3D CCF system trained to recognize 3flm particles and 
reject 5 flm particles, a threshold has been applied at a level of 0.5 times the value of 
peak amplitude (absolute values shown). 
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Figure 4.55 Output amplitude field corresponding to the plane in Figure 4.42 for the 
3D CCF system trained to recognize 31lm particles and reject 51lm particles (absolute 
values shown). 
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Figure 4.56 2D projection down of the 3D correlation output in Figure 4.54 for the 3D 
CCF system trained to recognize 31lID particles and reject 51lID particles. 
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Figure 4.57 Maximum correlation amplitudes as a function of the axial reconstruction 
position for 3D CCF system trained to recognize 31lm particles and reject 51lm 
particles. 
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4.10 Summary 
This chapter discusses 3D pattern recognition applied to monochromatic optical fields 
that can be recorded and reconstructed by a holographic microscope. It is argued that 
since monochromatic optical fields are governed by the Helmholtz equation they are 
highly correlated. In essence, this is the reason why 3D propagating fields can be 
reconstructed from a recording of the (complex) field in a single plane. In this chapter 
we show a further consequence of this. That a 2D complex valued filter sequentially 
applied to the 2D complex images reconstructed at several levels from a digital 
hologram is exactly equivalent to filtering the (recorded) 3D optical field with a 3D 
complex valued filter. In addition, any 3D complex valued filter (or arbitrary impulse 
response) can be implemented in this way. 
We demonstrate this in practice (and highlight some of the pitfalls of 2D filter 
design) by applying a ECP-SDF filters to a holographic recording of the light 
scattered from 31lm and 51lm plastic spheres suspended in water. Two filters were 
produced one designed to highlight 31lm images and reject 51lm images, while the 
other aimed to do the opposite. In broad terms, the filters behave as expected, 
however, since the ECP-SDF formulation only constrains the output at a single point, 
in a single plane, it was found that out-of-focus 51lm images were identified as 31lm 
Images. 
The particle recognition task, however, can be performed by using a 3D CCF 
system. In essence, a 3D kernel linear filter followed by a nonlinear threshold is 
regarded as the fundamental block of the multi layer 3D CCF system, and the two-
layer cascaded system helps to greatly improve the performance for 3D pattern 
recognition. The filtering process in the first layer of the 3 D CCF is exactly the same 
as the 3D linear filtering. However, by applying a nonlinear threshold to the 
correlation output, inter-modulation frequencies are generated and help to whiten the 
correlation output. In the second layer system, a 3D kernel filter and nonlinear 
threshold help to generate more inter-modulation frequencies in the correlation space, 
so that a more perfect delta function can be produced for in class inputs. Comparing 
the results of the particle recognition problem, the 3D CCF system has been shown to 
have considerably enhanced capabilities over the 3D linear filtering with the ECP-
SDF filter. 
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Chapter 5 3D Rotationally Invariant 
Pattern Recognition using 3D CCF 
5.1 Introduction 
Through the centuries, traditional optical microscopy has remained a key tool in cell 
type level biological and medical studies. However, because of the limited depth of 
field of conventional microscopes, biological specimens such as the bacteria cells 
must be processed and placed beneath cover slips before viewing. Preparation of 
samples in this way is time consuming and the volume that can be screened is 
minimal. Clearly, a more powerful 3D non-invasive imaging technique would allow 
fluid to be pumped through a small capillary and provide extra infonnation to be 
gathered in modern biomedical research. In the bacteria recognition problem in 
Chapter 3, the bacteria cells distributed in different planes appear to be out-of-focus 
and consequently would not be easy to recognise. However, the holographic 
microscope implemented with 3D CCFs has great potential to perfonn this task, since 
the method is shift invariant in a 3D sense. 
The aim of the 3D bacteria recognition task is to highlight bacteria cells of 
interest (for example harmful bacteria) from other clutter (for example cell tissue and 
benign bacteria). This process should be accomplished regardless of 3D position and 
orientation of the objects of interest within the image. However, the recognition of 
living organisms in a 3D manner is a challenging issue. The morphological 
characteristics of the living cells are very complex, they can move, grow and 
reproduce themselves, so their sizes and shapes are constantly varying. In order to 
recognise cells with different shapes and in different poses, the reference set for the 
3D CCF must represent all the distorted versions of bacteria cells. In consequence, the 
selection of a reference set for the 3D CCF becomes critical, since only a limited 
number of images can be selected, the bacteria images with the most representative 
distortions must be selected. Another problem encountered in the training set 
preparation is that, if similar cell images are included in the reference set while the 
desired outputs assigned to them are different, it is not possible to optimize a 3D CCF. 
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In this study, a different selection process is used to prepare the training set for 
a better optimisation of the 3D CCF. The aim of the selection is to reduce the 
redundancy of the cell information in the training set, so that the cells with the most 
representative shapes can be selected. In this way, a 3D CCF is possible to be 
optimised for the recognition task. 
Traditional methods for the identification of micro-organisms include protein 
chain reaction methods [88] and direct staining techniques [89, 90]. Efforts had also 
been made in the past decades to develop optical systems for the automatic detection 
of micro-organisms [73, 91-95]. However, the digital holographic microscope 
implemented with 3D CCF has great potential as a straightforward and cost-effective 
tool for 3D biological screening. 
In the next section, we demonstrate the recording of 3D bacteria information 
using the digital holographic microscope and compared with images using a phase 
contrast microscope. Section 3 will introduce the training set preparation for the 3D 
CCF system. The training of the 3D CCF system will be demonstrated in Section 4, 
and the experimental results will be shown in Section 5. 
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5.2 3D Biological Imaging with Holographic Microscopy 
In this study, we record the microscopic images of the bacteria cells using both phase-
contrast and holographic methods respectively, and the recorded volumes are 
compared. The samples prepared are two species of live bacteria, E-coli KI2 and 
Pantoea. Both kinds of the cells are benign, therefore they can be used without risk 
outside the biological lab. The bacteria specimens are cultured in nutrient fluid and 
suspended in distilled water. 
For phase-contrast recording, thin smears must be prepared with the sample 
fluid, and in this experiment, three microscope slides were made, which contained E-
coli cells, Pantoea cells, and the mixture of the two cells respectively. The bacteria 
smears were placed under the microscope with a IOOx and NA=1.25 (Oil) phase-
contrast objective. Figure 5.1 to Figure 5.3 show the bacteria images recorded at 
different planes in the thin smear. It can be seen that, both E-coli and Pantoea have the 
similar rod shape, but are slightly different in length. 
Figure 5.4 shows the image of a microscope graticule, and each of the grids 
represents lO~m. By comparing with the graticule image, the E-coli cells have the 
elongated shape of about 3-6~m, and the Pantoea cells are about l-4~m long. 
Despite the high resolution of the phase-contrast images, the cells distributed in 
planes which are about I ~m away from the focal plane appear out of focus. It is 
therefore not possible for a phase contrast microscope to record a thick volume of 
fluid. 
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Figure 5.1 (a) Phase contrast image of the E-coli cells distributed in the top layer of 
the thin smear (Field of view: 93~mxI07~m), 
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Figure 5.1 (b) Phase contrast image of the E-coli cells distributed in the layer next to 
the top in the smear (Field of view: 93l!mxI07l!m). 
Figure 5,1 Phase contrast images of the E-coli cells distributed in different layers in 
the thin smear, 
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Figure 5.2 (a) Phase contrast image of the Pantoea cells distributed in the top layer of 
the thin smear (Field of view: 93Ilmx\07Ilm). 
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Figure 5.2 (b) Phase contrast image of the Pantoea cells distributed in the layer next to 
the top in the thin smear (Field of view: 93Ilmx107Ilm). 
Figure 5.2 Phase contrast images of the Pantoea cells distributed in different layers in 
the thin smear. 
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Figure 5.3 (a) Phase contrast image of the mixture of the two kinds of cell distributed 
in the top layer of the thin smear (Field of view: 93J.1mx I07J.1m). 
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Figure 5,3 (b) Phase contrast image of the mixture of the two kinds of cell distributed 
in the layer next to the top of the smear (Field of view: 93).lmxI07).lm). 
Figure 5.3 Phase contrast images of the mixture ofE-coli and Pantoea cells distributed 
in different layers in the smear. 
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! 101' III 
Figure 5.4 Microscope graticule with IOllm grid. 
For holographic recording however, instead of using a thin smear, the flow 
cell implemented for the particle recognition task was used, and the nutrient fluid with 
the living cells is syringed into it through a plastic tube. As demonstrated in Chapter 
4, the objective of the holographic microscope is focused on the bottom side of the 
experimental volume. Figure 5.5 shows the holograms taken from the holographic 
microscope with E-coli, Pantoea, and the mixture of them respectively. It can be seen 
that, the recorded bacteria images also appear out-of-focus at the image plane. 
However, the out-of-focus cells can be refocused by using the numerical 
reconstruction methods of holography. 
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Figure 5.5 (a) Hologram of the E-coli cells. 
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Figure 5.5 (b)Hologram of the Pantoea cells. 
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Figure 5.5 (c) Hologram of the mixture ofE-coli and Pantoea cells. 
Figure 5.5 Holograms of the bacteria cells. 
In this experiment, we used a different imaging procedure to reduce the 
background noise caused by imperfections of the reference beam. If the object beam 
is stopped, the intensity of the optical field recorded by the CCD camera is the 
intensity image of the reference beam. Ideally, the intensity distribution of the 
reference beam should be unifonn. However, the uneven illumination of the fibre and 
the defects on the optical elements result in a reference beam with randomly 
distributed intensity, and therefore background noise is introduced. The imperfect 
reference wave reaching the CCD recording plane can be written as, 
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U,(Xi,y;) = A,(x"y;)exp(jkxi sina )exp[j~(1 +_I_)k + ynl, AZ, Mg 'J 
(5.1) 
and the intensity distribution of the reference beam is given as, 
(5.2) 
where A,(X"Yi) is the complex amplitude distribution of the reference wave. In this 
way, the hologram recorded from the CCD camera can be expressed as, 
I(x"y,) = IU,(xi,y;) + Ui(Xi,y,)I' 
= IA,(xi,y,)I' +IUO(Xi'Yi)I' + Uo(-~,-..2i..)A;(Xi,y,)exp(- j2nfx,xi) Mg Mg 
+ U:(- ~,-..2i..)A'(Xi' y,)exp(j2nfx, Xi) Mg Mg 
(5.3) 
When the virtual image is demodulated and cut out from the hologram, the field 
obtained is u:(-~,-..2i..)A'(Xi'y;) , which shows that the virtual image is 
Mg Mg 
corrupted by the noise in the reference beam. In order to remove this noise, we record 
the intensity image of the reference beam separately by stopping the object beam, the 
recorded reference beam image is shown in Figure 5.6. 
It follows that the amplitude of the beam can be calculated by, 
(5.4) 
In this way, the amplitude ofthe reference beam noise can be suppressed by, 
.( x y) 
( ) 
Uo --' ,--' A,(xi,y;) 
U: _ ~ig ,_ ~ig = MI~,(~:y,)1 
(5.5) 
It is noted however that, this method can only reduce the amplitude of the noise, but 
not the phase distribution caused by the reference beam. Figure 5.7 (a) and (b) show 
the demodulated virtual images of the E-coli bacteria before and after the removal of 
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the reference nOise, it can be seen that the reference beam noise has been greatly 
suppressed. 
Figure 5.6 Intensity distribution of the reference beam image. 
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Figure 5.7 (a) Virtual image at the image plane before removal of reference noise. 
Figure 5.7 (b) Virtual image at the image plane after removal of reference noise. 
Figure 5.7 Virtual images of the E-coli cells before and after the removal of the 
reference noise. 
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Following the 3D reconstruction process In Chapter 4, the optical field 
scattered by the bacteria cells can be reconstructed in a 3D manner, and the out-of-
focus bacteria images can be refocused by finding the corresponding plane in the 3 D 
reconstruction. By removing the DC components of the reconstructed images, the 
dark field images of the bacteria are obtained and the bacteria cells appear as bright 
images. Figure 5.8 (a) and (b) show 256x256-element absolute values of the 
refocused images with E-coli and Pantoea respectively. The cells that are out-of-focus 
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in the recording plane have now been brought into focus, and some out-of-focus 
bacteria cells are invisible on this plane. 
With the 3D bacteria images reconstructed, the 3D detection of the bacteria 
cells can be achieved by applying the 3D CCF. In this experiment, the reference set 
for the training of the 3D CCF is selected from the 3D reconstruction field, details 
will be introduced in the next section. 
Figure 5.8 (a) Amplitude image of the reconstructed field with E-coli cells (refocused 
distance JOllm). 
----- '~~-~----~ 
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Figure 5.8 (b) Amplitude Image of the reconstructed field with Pantoea cells 
(refocused distance IOllm). 
Figure 5.8 Refocused images of the reconstructed fields with bacteria cells. 
. ---= 
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5.3 Training Set Preparation 
The reference set preparation is one ofthe most challenging processes in the design of 
a 3D CCF for the recognition of live bacteria images. This is because bacteria cells do 
not have well defined shapes or profiles, and each of the cells varies in size and shape 
and appears with random orientation. In order to recognise the bacteria regardless of 
their shape and orientation, adequate representative distortions of bacteria images 
must be provided for the CCF system as reference images. 
As discussed in the previous chapters, the CCF is generally trained with small 
reference images, and in real world application the large image is applied with the 
trained CCF using a zero-padding technique. The bacteria images to be registered as 
the training set can be obtained by directly cropping the cell images from the 3D 
reconstructed field, or by simulating from the recorded images. For example, a 
selected bacteria image can be rotated to generate several orientation versions. Figure 
5.9 (a) shows eight images of a typical rod shaped E-coli rotated in steps of 45 degree 
(absolute value shown). Pantoea cells have a similar rod shape with E-coli, but differ 
slightly in length. Figure 5.9 (b) shows one of the selected Pantoea in eight different 
rotations. The first cells in Figure 5.9 (a) and (b) are the original cell images cut out 
from the 3D reconstruction field in Figure 5.8, and in these images only the planes of 
focus are shown. 
(a) Eight rotations of a cut-out E-coli cell . 
. -
. . ~ , 
:Jiii ~ ... . __ " "'"' rr ,. ''it 
• fi· . • 
(b) Eight rotations of a cut-out Pantoea cell. 
Figure 5.9 Different rotation versions of a typical E-coli and a Pantoea cells. 
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In the two different approaches of preparing the training set, it may happen 
that very similar cell images are included in the training set, resulting in a redundant 
reference set. In consequence, unnecessary computation is performed in training the 
CCF. More importantly, if the desired 3D outputs for similar training images are 
different, a CCF cannot be optimised because of the contradictory constraints. For 
example, an optimised CCF is generally required to generate a delta peak at the centre 
of the in-class objects and zero values for the rest. However, in the case of two similar 
or exactly the same training images assigned with delta peaks in two different 
positions, the peak for one image is required by the other one to be zero and vice 
versa. Therefore, a serious contradiction between the two images has resulted and 
leads to a poor optimisation of the CCF. 
This problem can be overcome by reducing the redundancy in the training set 
using a template matching method as follows. If Figure 5.9 (a) is the first cell selected 
from the reconstruction field, different rotated versions are computed before 
proceeding to the selection of the next cell. In order to avoid the situation that the next 
cell selected from the reconstructed field is similar to one of the rotation versions 
included in the training set, we consider all the images in Figure 5.9 as a 3D MSF set 
and apply each of the filters to the next cell in the 3D reconstruction. Cells that are 
similar to any already in the training set will be highlighted in the correlation output. 
Figure 5.10 illustrates a correlation output plane corresponding to the refocused plane 
in Figure 5.8 (a) when the MSF matched to the first cell in Figure 5.9 (a) is applied. It 
can be seen that 6 cells have been highlighted by correlation peaks because they are 
similar to the one in the training set. Therefore, these highlighted cells are ignored in 
the selection process. After a new cell is selected, it will be included in the training set 
and also used for the next round selection. Figure 5.11 shows the flowchart of the 
training set preparation process. 
The reference images used for the training of the 3D CCF system are 
32x32xl6-pixel images cut out from the reconstructed field or rotated from the 
measured field. If two or more training bacteria are located too close to each other as 
shown in the circled area of Figure 5.8 (a), it is not possible to cut a 32 x32x l6-pixel 
array with only a single bacteria image included. In this case, the 32x32x l6-pixel 
training image array will include all the cells in this area, as shown in Figure 5.12. In 
this experiment, the training set prepared has 90 images, including 74 E-coli bacteria 
and 16 Pantoea images. The cells that have more representative shapes are selected to 
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generate more rotated versions. Figure 5.13 shows some typical training set prepared 
for this experiment. 
Figure 5.10 Correlation output at the plane corresponding to the plane in Figure 5.8 (a) 
for the filter matched to the first cell in Figure 5.9 (a). 
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Figure 5.11 Training set selection process. 
Figure 5.12 Refocused plane of a selected training image with two cells included . 
• 
• 
• 
• • 
Figure 5.13 (a) Typical E-coli cells for the training . 
• 
Figure 5.13 (b) Typical Pantoea cells for the training. 
Figure 5.13 Typical training set. 
• 
• 
• 
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5.4 3D Bacteria Recognition with CCF 
In previous discussions, the 3D CCF has been shown to have excellent shift invariant 
properties in 3D space, this section will show the rotationally invariant performance 
of the CCF in the recognition of the bacteria cells. In particular, a two-layer 3D CCF 
is trained with the reference set prepared in the previous section, and applied to 
identify the relatively more harmful bacteria, E-coli, in the 3D image mixed with the 
two kinds of cells. 
Similar to the particle recognition problem demonstrated in Chapter 4, the 
discrete form of a complex 3D image can be written in vector notation by 
lexicographically scanning the 3D image array. Thus an n-dimensional vector s = 
[S\,S2, ... ,Sn]T represents a 3D image with n volume elements. In this way, m reference 
images prepared in the last section are scanned to be vectors to form the column 
elements of a matrix set, S, such that, S = [s\, S2, '" Srn ]. The corresponding output 
A 
matrix, Ho, can be given by applying the two-layer cascaded correlation operator F to 
the training set, S, such that, 
(5.6) 
In general the desired outputs for an E-coli image will be a zero valued vector with 
the first element set to be unit magnitude, and for a Pantoea image the desired output 
vector is zero. In case of this experiment, however, the in-class cells, E-coli bacteria, 
are not always located in the centre of the training image, such as the reference image 
in Figure 5.12. In consequence, the desired output vectors will be zero valued vectors 
with more than one delta function to identify all the E-coli cells. The unit magnitudes 
in the desired output vectors need be assigned to the elements corresponding to the 
centre of the E-coli cells. In order to generate the desired output vector set, a set of 3 D 
desired output arrays are defined for the corresponding reference images with the 
same dimensions. The delta peaks are defined at the elements corresponding to the 
centres of the E-coli cells, the 3D desired output arrays are then scanned 
lexicographically to produce the desired output vector. For the optimisation of the 3D 
CCF, a matrix 0 is defined with all the desired output vectors, such that, 0 = [O\, 02, 
• •• Om ]. In order to train the filter with the desired performance, the error function 
below is required to be minimized, 
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E = L(R;j -o;y +nL L(Rkj -Okj)2, 
i=l,j=l j:J keP(j) 
(5.7) 
where, Rij and Oij represent the ith pixel of the jth output image in Ho and 0 
respectively, and PG) is a set of numbers indicating the elements corresponding to the 
central positions of the cells in the jth vector. Similar to the error function in the 
particle recognition problem in section 4.8, the first term in this expression is the 
variance of the actual output from the desired output. The second term represents the 
signal peaks for the identification of the cells and therefore it is given extra weight to 
ensure they have the desired unit magnitude. The value of the error function In 
Eq.(5.7) can be minimised by using the optimisation schemes demonstrated In 
Chapter 3. 
As in the particle recognition task, a relatively small filter kernel is used and 
the kernel in each layer is zero-padded to the same size as the input image. In the test 
of this task, since the training images are 32x32xl6 elements, a transfer function (2D) 
of 16x 16 elements is used in the first layer filter, and the transfer function of the 
second layer filter is 16xl6x8 elements. The first layer output, the second-stage filter 
kernel, and the desired output images are all zero-padded to 64x64x32 elements. In 
this way, edge effects in pattern recognition for large images can be avoided. 
The 3D CCF trained to highlight the live E-coli cells and ignore the Pantoea 
cells is then tested with another set of 3D reconstructed images. Figure 5.14 (a) shows 
one of the refocused plane of the 3D reconstruction field containing E-coli bacteria, 
and the synthesised 3D reconstruction is shown in Figure 5.14 (b). It is noted that, in 
the 3D synthesised image, only the in-focus part of the cell are shown. The volumes 
reconstructed are 256x256x64-element arrays representing the volumes of 
approximately 64.8x64.8x46.1llm3. Figure 5.15 shows the corresponding 3D 
correlation output of the 3D CCF applied with a threshold of 0.5. It is found that, 
about 50% ofthe E-coli bacteria in Figure 5.14 were highlighted by correlation peaks. 
Figure 5.16 (a) shows one of the refocused plane of the 3D field with Pantoea 
cells and the synthesised 3D reconstruction is shown in Figure 5.16 (b). It can be seen 
that the Pantoea cells have similar shapes with the E-coli bacteria. However, when the 
Pantoea cells are applied with the 3D CCF, no correlation peaks were observed above 
the threshold of 0.5. 
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Clearly, the 3D CCF achieved a good false alarm rate in the testing. However, 
it is estimated that only 50% of the E-coli cells are identified. It is thought that this is 
not because of the 3D CCF structure, but more probably because of a training set with 
limited number of reference images that do not represent all the distortions and 
orientations of the cells. It is expected that classification rate can be improved if more 
reference images are included in the training set. 
Figure 5.14 (a) Refocused plane in the 3D reconstruction (refocus distance 10J.lm, 
absolute values are shown). 
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Figure 5.14 (b) Synthesised 3D reconstruction of E-coli cells (absolute values of the 
in-focus parts are shown). 
Figure 5.14 3D reconstruction ofE-coli cells for testing. 
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Figure 5.15 (a) Output plane corresponding to the refocused plane in Figure 5.14. 
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Figure 5.15 (b) 3D Output from the 3D CCF trained to identify the E-coli cells. 
Figure 5.15 Output of the CCF for the input ofthe E-coli image in Figure 5.14. 
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Figure 5.16 (a) Refocused plane of the Pantoea cells in the 3D reconstruction (refocus 
distance 81lm, absolute values are shown). 
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Figure 5.16 (b) Synthesised 3D reconstruction of Panto ea cells (absolute values of the 
in-focus parts are shown). 
Figure 5.16 3D reconstruction of Pantoea cells for testing. 
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5.5 Summary and Discussion 
This chapter describes the use of holographic microscopy to record the bacteria cells 
distributed in a volume, and the 3D reconstruction is applied with the 3D CCF for 
screening. It was shown that the extra depth of field of holographic microscopy has 
significant benefit to the 3D screening of biological samples. This is particularly 
useful for the recording of dynamic events such as live bacteria cells moving in the 
experimental volume, since only a single recording is required for the 3D screening. 
The experiment with the application of the CCF to the optical field scattered 
by two kinds of living bacteria suspended in water was demonstrated. In order to 
reduce the redundancy in the reference set and avoid conflicting constraints, a 
template matching method was introduced for the selection of the training images, so 
that a CCF is possible to be optimised. It was shown that the 3D CCF has good shift 
and rotationally invariant properties in distinguishing E-coli cells from Panto ea cells. 
However, due to the limited number of training images, it did not recognise all the E-
coli cells, and more reference images are needed for the training set. 
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Chapter 6 Conclusions and Further work 
6.1 Conclusions 
This thesis has discussed work with three main objectives. The first was to study the 
implementation of 2D CCF in complicated pattern recognition tasks, such as the 
recognition of similar characters and the real world application - bacteria recognition. 
Secondly, the CCF concept was extended to a 3D formulation, and applied to a 3D 
reconstruction field recorded from a holographic microscope for 3D shift invariant 
pattern recognition. Finally, the holographic microscope implemented with 3D CCF 
was applied to the screening of live bacteria cells contained in a volume of fluid. 
In the literature, the MACE filter is generally regarded as the optimum filter 
for two-class pattern recognition problems in the absence of noise. However, the 
performance of linear filters is very limited, especially for complicated problems such 
as the identification of the characters 'E' from 'F' in a rotationally invariant manner. 
For this reason, nonlinearity is introduced to the correlation plane by using a 
threshold. In essence, a linear filter followed by a nonlinear threshold constitutes a 
single layer system and is the basic building block of a CCF system. The nonlinear 
threshold mixes the frequency components in the correlation plane, generating inter-
modulation frequencies, so that the spectral density of the correlation plane is more 
uniformly distributed. In this way, the correlation peaks produced by a CCF are 
significantly better than any linear filter. As a point of interest, it has been shown that, 
even a single layer CCF system can provide a considerably better response than a 
MACE filter. This is because a MACE filter is optimised to reduce the total 
correlation energy. A single layer CCF is optimised to provide a distinct correlation 
peak post threshold. 
A multilayer CCF is a special case of a multilayer feed-forward neural 
network. It has been proved that, the CCF is the structure the neural network will 
form, if it is optimised with shift invariant data [6], and the performance of the CCF 
can be comparable to a Bayes classifier [34]. The implementation of the 2D CCF in a 
character recognition problem in this thesis shows that, a two-layer CCF has enhanced 
capabilities for rotationally invariant pattern recognition. It was proved, in the bacteria 
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recognition task, that, the 2D CCF is capable of processing similar object shapes, and 
can be used for real world applications. 
It was found that, in spite of the usefulness of the 2D CCF, the out-of-focus 
bacteria cells in the microscopic images can not be refocused and identified. This is 
because of the limited depth of field of traditional microscopes, especially in high 
magnification and high numerical aperture phase-contrast imaging. In order to solve 
this problem, a holographic microscope was developed for the imaging of 3D micro-
objects suspended in a volume of fluid. Holography is an efficient way of recording 
3D information, since only a single exposure is required, dynamic events such as 
moving bacteria cells and particles in fluid can be recorded effectively. A digital 
holographic microscope records the scattered wavefronts of the 3D micro-objects, and 
the 3D information is inherent in the complex amplitude image. The 3D scattering 
field can be reconstructed by constructing the recorded wave vector spectrum that 
exists on the surface of the Ewald sphere, and subsequently by applying an 3D inverse 
Fourier transform. Because of the 3D reconstruction capability, the limited depth of 
field problem can be avoided in holographic microscopy. 
Clearly, a 3D correlation filter can be applied to the reconstructed 3D optical 
field for target recognition. It has been proved in this thesis that, the application of a 
3D general filter to the monochromatic optical field is exactly the same as 
sequentially applying a 2D complex valued filter to each of the reconstructed planes. 
In addition, any 3D complex valued filter (or arbitrary impulse response) can be 
implemented in this way. This is because a propagating optical field must obey the 
Helmholtz Equation, and consequently, is highly correlated. In previous work, 2D 
correlation filters that have been optimised to recognise focused images have been 
applied plane by plane to holographic reconstructions. In this way the filter design can 
only constrain the correlation value in a single plane (or plane of focus) without 
regard to its 3D performance. False correlation peaks could result when out-of-focus 
images are correlated with the in-class images. Further more, the best correlation peak 
that a 3D linear filter can achieve is the 3D point spread function of the imaging 
system, and therefore the 3D performance oflinear filtering is limited. 
For this reason, nonlinearity was introduced into the monochromatic optical 
field by formulating a 3D CCF structure. In essence, the structure of the 3D CCF is 
similar to the 2D case but with a 3D kernel filter implemented in each layer. It was 
shown that the first layer filtering of the 3D CCF is identical to the 3D linear filter 
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(therefore the output is also a monochromatic propagating field). The nonlinear 
threshold applied to the output of the CCF constrains the correlation performance in 
3D space. More importantly, the first layer threshold inter-modulates the output field, 
generating extra frequencies not only defined on the Ewald sphere but distributed 
more uniformly over k-space. In this way, a more perfect correlation peak can be 
produced and the correlation performance can be considerably improved by the 
subsequent layers. 
The performance of 3D linear filtering implemented with an ECP-SDF filter 
and the 3D CCF were tested with a particle recognition task, where both of the filters 
were trained to recognise 51lm and 31lm particles distributed in a volume of fluid. It 
was shown that both of the filters can identify 51lm particles from 31lm particles. 
However, it is not possible for a linear filter to recognise 31lm particles and reject 51lm 
particles, because the out -of-focus images of a 51lm particle are correlated with the in-
focus 31lm particles. The experimental results show however that, the 3D CCF has 
significantly enhanced capabilities over 3D linear filtering to identify the 31lm 
particles and ignore the 51lm particles. 
With the 3D reconstruction capability of holographic microscopy and the 
enhanced performance of the 3D CCF, the problem of bacteria recognition is readily 
solved. In the experiments described in this thesis, two kinds of bacteria cells with 
similar rod shapes, E-coli and Pantoea, were contained in a flow cell that defines the 
experimental volume. The holographic microscope records the 3D bacteria 
information without any physical contact with the cells. The 3D images of the bacteria 
cells can then be reconstructed numerically. A 3D CCF can be trained to recognise the 
more harmful cells, the E-coli bacteria from the Pantoea cells. However, care must be 
taken to select a suitable training set for the 3D CCF, because the redundant 
information of the cell images in the training set may result in a difficult optimisation 
of the 3 D CCF. For this reason, a template matching technique was used to reduce 
the redundancy in the reference set. It was shown in the tests that, the 3D CCF is 
capable of identifying the E-coli cells from the Pantoea cells in a shift and rotationally 
invariant manner. 
It is clear that, the digital holographic microscope implemented with the 3D 
CCF has great potential as a straightforward and efficient means for biological 
screening. The system can also be improved further and developed for many other 
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applications such as urinary tract infection screening, sanitation monitoring and other 
security and defence purposes. These will be introduced in the next section. 
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6.2 Further Work and Discussion 
The holographic microscope with 3D CCF detailed in this thesis has shown great 
potential in 3D biological screening. However, the system developed for this study 
considers only limited aspects of the problem that will be encountered in the real 
world applications. Clearly, for commercialised implementation of the system, many 
restrictions must be addressed. For example, the computational overhead, more 
extended depth of field of the reconstructed volume and the quality ofthe images. 
In this thesis, the 3D CCF implemented on the holographic microscope has 
only two layers, and the filter in each layer is l6x 16x 16 elements. However, the 
classification boundary can be made more complicated by cascading more layers and 
using a bigger filter size. In this way, it is possible for a 3D CCF to provide improved 
classification performance for very complicated problems. It is interesting to note that 
the computational effort of implementing the CCF increases in direct proportion to the 
number of layers but does not increase with filter size. In the training of the CCF 
however, a CCF with more layers and bigger filters will result in a slow optimisation. 
Therefore, a trade-off between system complexity and computational efficiency is 
resulted, and a compromise must be found in the practical implementation of CCFs. 
In digital holographic microscopy, due to the finite size of the CCD, the 
optical propagating field is truncated by the aperture of the CCD. Diffraction by the 
edge of the aperture causes spatial fluctuations of the transmitted light, and therefore 
high frequency fringes can be found along the edges of the complex amplitude 
images. With the reconstructed distance increased along the depth direction, these 
fluctuations which originate from the borders of the image, propagate to the centre of 
the image, resulting in serious noise in the 3D reconstruction and limiting the 
reconstruction distance. For this reason, several apodization methods were proposed 
using different apodized apertures to relieve the effects [96-101]. It is also possible to 
reduce the diffraction effects by extending the size of the recorded hologram and 
filling the extended part with complex values that can minimise the high spatial 
frequencies [102]. However, the most effective way is to use a higher resolution CCD 
camera to record the hologram. The resolution of the CCD camera used in this study 
is 1024xI280-pixel, therefore the complex amplitude field that can be demodulated 
from the hologram is about 256x320 pixels. However, if a CCD camera with a 
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resolution of 2672x4008 pixels is used to record the hologram, the resolution of the 
complex valued image obtained will be up to 2672x 1 002. In this way, the 
reconstruction depth of the volume that is not seriously affected by the diffraction 
effects will be significantly increased. 
In holographic microscopy, the phase information of the wavefronts can be 
recorded because of the interference between the object beam and the reference beam. 
Therefore, the coherence of the laser source is of paramount importance for this 
technique. However, using a highly coherent source is not a perfect choice, because 
the coherent beams are highly sensitive to defects along the optical paths. In 
consequence, coherent noise is induced, reducing the quality of the recorded 
hologram. The He-Ne laser used in this study has a coherence length of about lScm, 
which is well over the thickness of the experimental volume. Therefore, coherent 
noise is introduced by the imperfections of the flow cell or the mirrors, since the 
reference beam is interfering with the wavefronts scattered by the samples as well as 
the defects. In order to alleviate this problem, a partially coherent laser source can be 
used. It is suggested that a coherent source with a coherent length of about Imm is 
used, which is only sufficient to record the depth of the measurement volume. In this 
way, coherent noise can be greatly reduced and the quality of the images could be 
improved. 
Finally, the automated holographic microscope implemented with the 3D CCF 
can be employed for many potential applications. For example, in the research of the 
fluid flow mixing, two flows of fluid containing different sizes of particles are mixed 
in the experimental chamber. The mixing process is recorded in sequential holograms 
with a video camera. It is possible to use the 3D CCFs trained to recognise 3~m and 
S~m particles in Chapter 4 to identify and locate the particles in the chamber, so that 
the mixing process of the two flows of fluid can be recovered in 3D. 
It may be very useful for biologists or chemists to know the living situations of 
the cells under research. An automated holographic microscope could be used for 
monitoring the change in the refractive index of the cells, and it is possible to record 
the life cycle of the cells if the refractive index is found to vary according to the living 
situations of the cells. 
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