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Abstract
Recently, Dorfer and Winterhof introduced and analyzed a lattice test for sequences of
length n over a ﬁnite ﬁeld. We determine the number of sequences Z of length n with given
largest dimension SnðZÞ ¼ S for passing this test. From this result we derive an exact formula
for the expected value of SnðZÞ: For the binary case we characterize the (inﬁnite) sequences Z
with maximal possible SnðZÞ for all n:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Besides good equidistribution properties and statistical independence of successive
elements, a ﬁne lattice structure is a desirable feature for a sequence for applications
in Monte Carlo methods (see the surveys in [4,13–16]). The following lattice test was
introduced and analyzed in the series of papers [1–3].
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Let Z ¼ ðZ1; Z2;yÞ be a sequence with terms in the ﬁnite ﬁeld Fq and nX2
an integer. Then Z passes the S-dimensional n-lattice test if the vectors
f%Zj  %Z1 j 2pjpn  S þ 1g span FSq ; where
%Zj ¼ ðZj ; Zjþ1;y; ZjþS1Þ; 1pjpn  S þ 1:
If Z passes the S-dimensional n-lattice test then it passes all S0-dimensional lattice
tests for all S0pS; and if Z fails the S-dimensional n-lattice test then it fails all
S0-dimensional lattice tests for all S0XS: We call the greatest S such that Z passes the
S-dimensional n-lattice test, nX2; denoted by SnðZÞ the nth lattice level of Z or the
lattice profile of Z at n: Additionally we deﬁne S0ðZÞ ¼ S1ðZÞ ¼ 0: If Z is a ﬁnite
sequence of length n we simply call SnðZÞ the lattice level of Z: For an inﬁnite
sequence Z we call the sequence ðSnðZÞÞNn¼0 the lattice profile of Z:
For nX1 and 0pSpIn=2m we determine the numbersNnðSÞ of sequences Z over
Fq of length n with SnðZÞ ¼ S in Section 3. From this result we derive exact formulas
for the expected value and the variance of SnðZÞ in Section 4. The results are based on
the earlier Refs. [1,3] by the ﬁrst and by the third author. All results obtained in [1,3]
that we will utilize are collected in Section 2.
Let Z ¼ ðZ1; Z2;yÞ be an ultimately periodic sequence with terms in the ﬁnite ﬁeld
Fq: The linear complexity LðZÞ of Z is the length L of the shortest linear recurrence
relation
ZnþL ¼ aL1ZnþL1 þ aL2ZnþL2 þ?þ a0Zn for n ¼ 1; 2; y;
where ajAFq; 0pjpL  1; that Z satisﬁes. The corresponding monic polynomial
f ðxÞ ¼ xL  aL1xL1 ? a0
is called the minimal polynomial of Z (cf. [7,18,19]). Similarly, for a positive integer n
the nth linear complexity LnðZÞ of Z is the least order of a linear recurrence relation
over Fq satisﬁed by the ﬁrst n terms of Z: The corresponding monic polynomial fnðxÞ
of degree LnðZÞ is called an nth minimal polynomial of Z: If Z starts with n zeros and
Znþ1a0 then we deﬁne LiðZÞ ¼ 0 for 1pipn; and Lnþ1ðZÞ ¼ n þ 1: Additionally we
put L0ðZÞ ¼ 0: Note that the nth linear complexity is also deﬁned for non-periodic
inﬁnite sequences and for ﬁnite sequences. For an inﬁnite sequence Z the sequence
ðLnðZÞÞNn¼1 is called the linear complexity profile of Z: The limit limn-N LnðZÞ is ﬁnite
if and only if Z is ultimately periodic and its linear complexity LðZÞ ¼ limn-NLnðZÞ:
For details on the linear complexity proﬁle we refer to [10–12,18].
In [1–3,17] the close relationship between the lattice level and the lattice proﬁle, or
the linear complexity and the linear complexity proﬁle, has been investigated.
Motivated by these results we determine the numberNnðL; SÞ of ﬁnite sequences
over Fq with length n; linear complexity L and lattice level S in Section 5.
Finally, we characterize the inﬁnite sequences Z over F2 with maximal possible
lattice level for all nX0 in Section 6.
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2. Preliminary results
To establish a counting function NnðSÞ for the number of sequences Z ¼
ðZ1; Z2;y; ZnÞ of length n over Fq with given nth lattice level SnðZÞ ¼ S we
recapitulate some properties of the lattice proﬁle and the linear complexity proﬁle of
a sequence that will be important in our considerations.
Proposition 1 (Dofer and Winterhof [1, Proposition 4]).
(1) SnðZÞpn=2;
(2) SnðZÞpSnþ1ðZÞpSnðZÞ þ 1:
Proposition 2 (Dofer and Winterhof [1, Theorem 1]). We have either
SnðZÞ ¼ minðLnðZÞ; n þ 1 LnðZÞÞ  1
or
SnðZÞ ¼ minðLnðZÞ; n þ 1 LnðZÞÞ:
Proposition 3 (Dofer and Winterhof [1, Corollary 13]). If LnðZÞ ¼ ðn þ 1Þ=2 then
SnðZÞ ¼ ðn  1Þ=2:
Proposition 4 (Dofer and Winterhof [1, Proposition 6]). If LnðZÞ ¼ Lpn=2 and
aLZjþL þ aL1ZjþL1 þ?þ a0Zj ¼ 0; 1pjpn  L
is the shortest recurrence relation satisfied by the first n terms of Z; then
SnðZÞ ¼ L  1
if and only if
a0 þ a1 þ?þ aL1 þ aL ¼ 0:
Otherwise SnðZÞ ¼ L:
The indices n with LnðZÞ ¼ n=2 are crucial points concerning the relationship
between linear complexity and lattice proﬁle.
Proposition 5 (Dorfer [3, Theorem 2]). Assume Ln1ðZÞ ¼ n1=2; Ln2ðZÞ ¼ n2=2; n1on2
and there is no n0 with n1on0on2 and Ln0 ðZÞ ¼ n0=2: Then SnðZÞ is completely determined
by Sn1ðZÞ for all n with n1pnon2: In particular, one of the following holds true:
(1) If Sn1ðZÞ ¼ Ln1ðZÞ then
SnðZÞ ¼
minðLnðZÞ; n þ 1 LnðZÞÞ; n1pnpn2  2;
n2=2 1; n ¼ n2  1:

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(2) If Sn1ðZÞ ¼ Ln1ðZÞ  1 then
SnðZÞ ¼ minðLnðZÞ; n þ 1 LnðZÞÞ  1; n1pnpn2  1:
Additionally in case 2. we have Sn2ðZÞ ¼ n2=2: In case 1. both Sn2ðZÞ ¼ n2=2 or
Sn2ðZÞ ¼ n2=2 1 can occur.
The following is an immediate consequence of Proposition 5.
Proposition 6 (Dorfer [3, Corollary 2]). For an infinite sequence Z the lattice
profile ðSnðZÞÞNn¼1 is fully determined by all the numbers k with SkðZÞ ¼ k=2:
In particular, if n1on2 are two successive numbers with this property then
we have
SnðZÞ ¼ maxðn1=2; n  n2=2Þ; n1pnpn2:
If there is a largest k with SkðZÞ ¼ k=2 then SnðZÞ ¼ k=2 for all nXk:
This reﬂects the fundamental feature of the lattice proﬁle: whenever the lattice
proﬁle increases, it increases in each step by 1 until SnðZÞ meets the upper bound n=2:
The next lemma is a direct consequence of the Berlekamp–Massey algorithm
[8] and describes the step-growth of the linear complexity. For a proof see
[6, Theorem 6.7.4].
Lemma 7. Let Z be a sequence over Fq with length at least n þ 1: If LnðZÞ4n=2;
then
Lnþ1ðZÞ ¼ LnðZÞ:
If LnðZÞpn=2; then
Lnþ1ðZÞ ¼ LnðZÞ or Lnþ1ðZÞ ¼ n þ 1 LnðZÞ:
To determine the counting functionNnðL; SÞ we will need a further lemma. This
lemma comprises the well-known formula of Gustavson [5] for the number of
sequences with length n and linear complexity L:
Lemma 8 (Gustavson). Let MnðLÞ denote the number of sequences over Fq with
length n and linear complexity L. Then we have
MnðLÞ ¼ ðq  1Þqminð2L1;2n2LÞ for 1pLpn:
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3. Counting function for the lattice proﬁle
In this section, we prove a formula for the numberNnðSÞ of sequences Z over Fq
of length n with SnðZÞ ¼ S; SX0; nX1; after some preliminary results.
Proposition 9. Assume we have a finite sequence Z ¼ ðZ1; Z2;y; ZnÞ; nX2:
(1) If Sn1ðZÞ ¼ SnðZÞ then for exactly one choice of Znþ1 we have Snþ1ðZÞ ¼ SnðZÞ;
for all other we have Snþ1ðZÞ ¼ SnðZÞ þ 1:
(2) If Sn1ðZÞoSnðZÞ then Znþ1 does not influence Snþ1ðZÞ; namely Snþ1ðZÞ ¼
SnðZÞ þ 1 in case SnðZÞon=2; and Snþ1ðZÞ ¼ SnðZÞ ¼ n=2 otherwise.
Proof. Ad 1.: Put SnðZÞ ¼ S: If S ¼ 0 then Z1 ¼? ¼ Zn and the assertion is
obvious. For S40 we consider the ðS þ 1Þ  ðn  SÞ matrix
A ¼
Z2  Z1 Z3  Z2 ? ZnS  ZnS1 ZnSþ1  ZnS
Z3  Z2 Z4  Z3 ? ZnSþ1  ZnS ZnSþ2  ZnSþ1
^ ^ ^ ^
ZSþ1  ZS ZSþ2  ZSþ1 ? Zn1  Zn2 Zn  Zn1
ZSþ2  ZSþ1 ZSþ3  ZSþ2 ? Zn  Zn1 Znþ1  Zn
0
BBBBBB@
1
CCCCCCA
:
(Note that the columns of A are of the form %Zjþ1  %Zj ¼ ð%Zjþ1  %Z1Þ  ð%Zj  %Z1Þ
appearing in the ðS þ 1Þ-dimensional ðn þ 1Þ-lattice test.) Firstly, we focus on the
ﬁrst S rows of A and denote this matrix with B: Since SnðZÞ ¼ S the rank of B is S;
due to Sn1ðZÞ ¼ S the last column of B is a linear combination of the ﬁrst n  S  1
columns. This means that among the ﬁrst n  S  1 columns of B there are S which
are linearly independent, say those with indices i1;y; iS:
Now let C be the matrix consisting of the columns of A with indices i1;y; iS and
n  S; i.e., C is an ðS þ 1Þ  ðS þ 1Þ matrix. We compute det C by developing it
along the last column and obtain
det C ¼ ðZnþ1  ZnÞaþ b;
where aa0 and a; b only depend on Z1;y; Zn and not on Znþ1: Thus there exist q  1
choices for Znþ1AFq such that detCa0 so that the rank of A is S þ 1 and
consequently Snþ1ðZÞ ¼ S þ 1:
On the other hand, consider the ﬁrst n  S  1 columns of A: The condition
Sn1ðZÞ ¼ SnðZÞ ¼ S means that the last row of this matrix is a linear combination of
the ﬁrst S rows. So by choosing Znþ1 accordingly, also the last row of A depends on
the ﬁrst S rows of A and for this choice of Znþ1 we have Snþ1ðZÞ ¼ S: This completes
the proof of 1.
Part 2. follows immediately from Proposition 6. &
ARTICLE IN PRESS
G. Dorfer et al. / Finite Fields and Their Applications 10 (2004) 636–652640
Now we introduce some notations. For nX0 let sn denote the set of all sequences
ðZ1;y; ZnÞ of length n over Fq:
* For SX0 and for nX2S þ 1 let CnðSÞ be the number of sequences ZAsn with
SnðZÞ ¼ S and Sn1ðZÞ ¼ S:
* For SX1 and nX2S let GnðSÞ be the number of sequences ZAsn with SnðZÞ ¼ S
and Sn1ðZÞ ¼ S  1: Moreover we deﬁne Gnð0Þ :¼ 0 for nX0:
Evidently we have
* Nnð0Þ ¼ Cnð0Þ ¼ q for all nX1 (constant sequences),
* N2SðSÞ ¼ G2SðSÞ for all SX1;
* NnðSÞ ¼ CnðSÞ þ GnðSÞ for all SX0 and nX2S þ 1:
Lemma 10. For SX0 and nX2S þ 1 we have
CnðSÞ ¼ qN2SðSÞ:
Proof. Due to Proposition 6 a sequence Z with SnðZÞ ¼ Sn1ðZÞ ¼ S satisﬁes also
S2Sþ1ðZÞ ¼ S2SðZÞ ¼ S: Thus we have CnðSÞ ¼ Cn1ðSÞ ¼? ¼ C2Sþ1ðSÞ by Propo-
sition 9.1 and ﬁnally Proposition 9.2 yields C2Sþ1ðSÞ ¼ qN2SðSÞ: &
Lemma 11. For SX1 and nX2S þ 1 we have
NnðSÞ ¼ qðNn1ðS  1Þ þN2SðSÞ N2ðS1ÞðS  1ÞÞ:
Proof. Firstly we consider GnðSÞ: For a sequence Z ¼ ðZ1;y; Zn1Þ with Sn1ðZÞ ¼
S  1 we have either Sn2ðZÞ ¼ S  2 or Sn2ðZÞ ¼ S  1: Now we employ
Proposition 9. To obtain a sequence Z ¼ ðZ1;y; ZnÞ with SnðZÞ ¼ S in the ﬁrst case
we can choose Zn arbitrarily (q choices), in the second case we must avoid one value
for Zn (q  1 choices). Thus we obtain
GnðSÞ ¼ qGn1ðS  1Þ þ ðq  1ÞCn1ðS  1Þ
¼ qNn1ðS  1Þ  Cn1ðS  1Þ
¼ qNn1ðS  1ÞqN2ðS1ÞðS  1Þ;
where we used Lemma 10 in the last step. By the same lemma we have
CnðSÞ ¼ qN2SðSÞ and since NnðSÞ ¼ GnðSÞ þ CnðSÞ we are done. &
Lemma 12. NnðSÞ ¼N2Sþ1ðSÞ for all SX0 and nX2S þ 1:
Proof. For S ¼ 0 we haveNnðSÞ ¼ q (all constant sequences) for all nX1: For S40
by using the recurrence for Nnþ1ðSÞ and NnðSÞ from Lemma 11 we obtain
Nnþ1ðSÞ NnðSÞ ¼ qðNnðS  1Þ Nn1ðS  1ÞÞ:
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Applying this S times we arrive at
Nnþ1ðSÞ NnðSÞ ¼ qSðNnSþ1ð0Þ NnSð0ÞÞ:
Since n  SXS þ 1X1 we have NnSþ1ð0Þ ¼NnSð0Þ ¼ q and conclude
NnðSÞ ¼N2Sþ1ðSÞ: &
Lemma 13. For all SX1 we have
(1) N2Sþ1ðSÞ ¼ ðq þ 1ÞN2SðSÞ;
(2) N2ðSþ1ÞðS þ 1Þ ¼ q2N2SðSÞ:
Proof. Ad 1.: By the same argument as in the proof of Lemma 11 we obtain
N2SðSÞ ¼ G2SðSÞ ¼ qðN2S1ðS  1Þ N2ðS1ÞðS  1ÞÞ
and Lemma 11 states
N2Sþ1ðSÞ ¼ qðN2SðS  1Þ þN2SðSÞ N2ðS1ÞðS  1ÞÞ:
Forming the difference of these equations and using
N2S1ðS  1Þ ¼N2SðS  1Þ
(Lemma 12) we get
N2Sþ1ðSÞ N2SðSÞ ¼ qN2SðSÞ
which proves the assertion.
Ad 2.: Using similar arguments and 1. we conclude
N2ðSþ1ÞðS þ 1Þ ¼ qðN2Sþ1ðSÞ N2SðSÞÞ
¼ q2N2SðSÞ: &
Theorem 14. The counting function NnðSÞ satisfies
Nnð0Þ ¼ q for all nX1;
N2SðSÞ ¼ q2S  q2S1 for all SX1;
NnðSÞ ¼ q2Sþ1  q2S1 for all SX1; nX2S þ 1:
Proof. As N2ð0Þ ¼ q and N2ð0Þ þN2ð1Þ ¼ q2 we derive N2ð1Þ ¼ q2  q: Now
using Lemma 13.2 we derive
N2SðSÞ ¼ q2ðS1ÞN2ð1Þ ¼ q2S  q2S1; SX2:
The rest follows easily from this by Lemmas 13.1 and 12. &
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4. The expected value and the variance of the lattice level
Theorem 14 indicates that the vast majority of the possible sequences of length n
and terms in Fq will have lattice level close to n=2: To obtain a precise
characterization for a typical sequence of length n; we use Theorem 14 to determine
the expected value and the variance of the nth lattice level of a random sequence with
terms in Fq: We need the following sums of series that can be veriﬁed easily. For
integers mX0 and zX2 we have
Xm
S¼1
SzS ¼ mz
mþ1
z  1 
zðzm1Þ
ðz  1Þ2; ð1Þ
Xm1
S¼1
S2zS ¼ m
2zm
z  1 
2mzmþ1
ðz  1Þ2 þ
ðzm  1Þðz þ 1Þz
ðz  1Þ3 : ð2Þ
Theorem 15. The expected value EðSnÞ; nX1; of the nth lattice level of an arbitrary
sequence Z with terms in the finite field Fq is given by
EðSnÞ ¼
n  1
2
 1
q2  1 1
1
qn1
	 

if n is odd; and
n
2
 1
q þ 1
1
q2  1 1
1
qn1
	 

if n is even:
8>><
>>:
Proof. First we suppose that n is odd. Then with Theorem 14 we have
qnEðSnÞ ¼ ðq2  1Þ
Xðn1Þ=2
S¼1
Sq2S1 ¼ q
2  1
q
Xðn1Þ=2
S¼1
Sq2S
¼ q
2  1
q
q2ð1 qn1Þ
ðq2  1Þ2 þ
n  1
2
qnþ1
q2  1
 !
;
where we used (1) in the last step. Hence
EðSnÞ ¼ n  1
2
 q
n1  1
qn1ðq2  1Þ
and the assertion follows. Similarly for n even we get
qnEðSnÞ ¼ ðq2  1Þ
Xn=21
S¼1
Sq2S1 þ n
2
ðq  1Þqn1
¼ qn1 n
2
 1 1
q2  1 1
1
qn2
	 
	 

þ n
2
ðqn  qn1Þ:
Simple transformations yield the above formula. &
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Theorem 16. The variance VðSnÞ; nX1; of the nth lattice level of an arbitrary sequence
Z with terms in the finite field Fq is given by
VðSnÞ ¼ q
2
ðq2  1Þ2 
1
qn1
n
q2  1þ
1
qn1ðq2  1Þ2
 !
if n is odd;
and
VðSnÞ ¼ q
n  1
qn1ðq þ 1Þ2 þ
q2
ðq2  1Þ2 
1
qn1
n
q2  1þ
1
qn1ðq2  1Þ2
 !
if n is even.
Proof. First we suppose that n is odd. Then
qnEðS2nÞ ¼
q2  1
q
Xðn1Þ=2
S¼1
S2q2S:
With (2) and some simple transformations we get
EðS2nÞ ¼
n þ 1
2
	 
2
 ðn þ 1Þq
2
q2  1 þ
ðq2 þ 1Þq2
ðq2  1Þ2 
ðq2 þ 1Þ
qn1ðq2  1Þ2:
Now VðSnÞ ¼ EðS2nÞ  EðSnÞ2 yields the desired formula by straightforward
algebraic manipulations as an application of Theorem 15.
Similarly for even n we get
qnEðS2nÞ ¼
q2  1
q
Xn=21
S¼1
S2q2S þ n
2
4
ðq  1Þqn1
and thus
EðS2nÞ ¼
n2
4
 nq
q2  1þ
ðq2 þ 1Þq
ðq2  1Þ2 
q2 þ 1
qn1ðq2  1Þ2:
Theorem 15 and analogous calculations as before yield the above formula for VðSnÞ;
n even. &
5. Linear complexity and lattice structure
As pointed out in the introduction there exist several interrelations between the
(nth) lattice level and the (nth) linear complexity of a sequence with terms in a ﬁnite
ﬁeld Fq: In this section we determine the numberNnðL; SÞ of ﬁnite sequences over Fq
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with length n; linear complexity L and lattice level S: The result gives an insight
how frequently the possible combinations of lattice level and linear complexity
(cf. Proposition 2) will occur. We start with some basic concepts.
Let Z ¼ ðZ1; Z2;yÞ be an inﬁnite sequence with terms in the ﬁnite ﬁeld Fq: Then we
can associate Z with its generating function
ZðxÞ ¼
XN
i¼1
Zix
i
which can be regarded as an element of the ﬁeld Fqððx1ÞÞ of formal Laurent series
over Fq in x
1: The generating function of Z is rational, i.e.,XN
i¼1
Zix
i ¼ gðxÞ
f ðxÞ
with f ; gAFq½x; f monic, degðgÞodegðf Þ and gcdðf ; gÞ ¼ 1; if and only if Z is
ultimately periodic, or equivalently, Z is a linear feedback shift register sequence.
Then the polynomial f ðxÞ is the minimal polynomial of Z (see [11, Lemma 1]). The
sequence Z is purely periodic if and only if the polynomial f is not divisible by x: This
follows immediately from the deﬁnition of the minimal polynomial f in terms of the
coefﬁcients of the shortest recurrence relation satisﬁed by Z: In fact, if f ¼ xrf1;
f1ð0Þa0; then r is the length of the pre-period of Z:
Whereas the minimal polynomial of a periodic sequence is uniquely determined, in
general the nth minimal polynomial fn of a sequence Z and the minimal polynomial
of a ﬁnite sequence of length n (as deﬁned in the introduction), respectively, is not
uniquely determined. In fact degðfnÞ ¼ LnðZÞpn=2 is a necessary and sufﬁcient
condition under which fn is unique (see [1, Lemma 3], [11, Theorem 1]). In other
words, a ﬁnite sequence over Fq with length n and linear complexity Lpn=2 has a
uniquely determined minimal polynomial and the number of sequences over Fq with
length n and linear complexity Lpn=2 equals the number of inﬁnite sequences with
linear complexity L:
We are now prepared to calculate the quantity NnðL; SÞ: Due to the above
considerations and Proposition 4 the ﬁnite sequences Z ¼ ðZ1;y; ZnÞ with terms in
Fq; length n; linear complexity Lpn=2 and lattice level S ¼ L  1 can be identiﬁed
with the rational functions g=fAFqðxÞ with degðf Þ ¼ L; degðgÞoL; f monic and
divisible by x  1; and gcdðf ; gÞ ¼ 1:
Let V be the set of rational functions with the above properties. Then every
element g=f in V can be represented in the form
gðxÞ
f ðxÞ ¼
xtg1ðxÞ
ðx  1Þsxrf1ðxÞ
with g1ð0Þg1ð1Þa0; f1ð0Þf1ð1Þa0; rt ¼ 0 and s40: The transformation
C
xtg1ðxÞ
ðx  1Þsxrf1ðxÞ
	 

¼ ðx  1Þ
t
g1ðxÞ
xsðx  1Þrf1ðxÞ
	 

ARTICLE IN PRESS
G. Dorfer et al. / Finite Fields and Their Applications 10 (2004) 636–652 645
deﬁnes a bijection from V into the set U of rational functions corresponding to the
ultimately periodic, but not purely periodic sequences over Fq with linear complexity
L: Thus for 1pLpn=2 the number NnðL; L  1Þ of strings over Fq with length n;
linear complexity L; and lattice level S ¼ L  1 is equal to the number of ultimately,
but not purely periodic sequences over Fq with linear complexity L: With [9,
Theorem 2, Corollary 1], where the number of purely periodic sequences and the
number of ultimately periodic, but not purely periodic sequences with given linear
complexity L has been calculated, we get the following proposition.
Proposition 17. For 1pLpn=2 we have
NnðL; L  1Þ ¼ ðq  1Þðq
2L1 þ 1Þ
q þ 1 and NnðL; LÞ ¼
ðq  1Þðq2L  1Þ
q þ 1 :
Proposition 18. If L4ðn þ 1Þ=2 then we have
NnðL; n  LÞ ¼ ðq  1ÞNn1ðn  L; n  L  1Þ þ qNn1ðL; n  L  1Þ;
NnðL; n þ 1 LÞ ¼ ðq  1ÞNn1ðn  L; n  LÞ þ qNn1ðL; n  LÞ:
Proof. We prove the ﬁrst recurrence, the second one can be shown similarly. Let
Z ¼ ðZ1;y; ZnÞ be a sequence with LnðZÞ ¼ L and SnðZÞ ¼ n  L: Due to Lemma 7
we have either Ln1ðZÞ ¼ L or Ln1ðZÞ ¼ n  L: Using Proposition 5 with n2 ¼ 2L
and n1 the largest k with 0pkon2 and LkðZÞ ¼ k=2; we see that in both cases we
have Sn1ðZÞ ¼ n  L  1:
On the other hand, for a sequence Z ¼ ðZ1;y; Zn1;yÞ with Ln1ðZÞ ¼ L
and Sn1ðZÞ ¼ n  L  1; any choice of Zn will imply LnðZÞ ¼ L and SnðZÞ ¼ n  L
(Lemma 7, Proposition 5). If Ln1ðZÞ ¼ n  L and Sn1ðZÞ ¼ n  L  1 then for
q  1 choices of Zn we obtain LnðZÞ ¼ L and SnðZÞ ¼ n  L (in one case
where we follow with Zn the uniquely deﬁned linear recurrence relation for
the ﬁrst n  1 terms of Z we have LnðZÞ ¼ n  L and SnðZÞ ¼ n  L  1). This proves
the assertion. &
Theorem 19. Nnð0; 0Þ ¼ 1 for all nX1: For 1pLpn=2; nX2; we have
NnðL; L  1Þ ¼ ðq  1Þðq
2L1 þ 1Þ
q þ 1
and
NnðL; LÞ ¼ ðq  1Þðq
2L  1Þ
q þ 1 :
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If ðn þ 1Þ=2oLpn; nX2; then
NnðL; n  LÞ ¼ ðq  1Þðq
2ðnLÞ  1Þ
q þ 1
and
NnðL; n þ 1 LÞ ¼ ðq  1Þðq
2ðnLÞþ1 þ 1Þ
q þ 1 :
Finally, for odd n we have
Nn
n þ 1
2
;
n  1
2
	 

¼ ðq  1Þqn1:
In every other case NnðL; SÞ ¼ 0:
Proof. Nnð0; 0Þ ¼ 1 (the zero sequence) is evident. The case that 1pLpn=2
is covered by Proposition 17, and the last assertion follows from Proposition 2.
With Proposition 3 and the formula of Gustavson (Lemma 8) we immediately get
the penultimate assertion. It remains to prove the formulas for the case that
ðn þ 1Þ=2oLpn: We will prove the formula forNnðL; n  LÞ; ðn þ 1Þ=2oLpn; by
induction on n: The term forNnðL; n þ 1 LÞ; ðn þ 1Þ=2oLpn; then follows from
Gustavson’s formula.
Each sequence Z of length n ¼ 2 with linear complexity 2; i.e., Z ¼ ð0; aÞ;
aAFq\f0g; has lattice level S ¼ 1: This coincides with the given formulas forN2ð2; 0Þ
andN2ð2; 1Þ: Hence, the assertion is true for n ¼ 2: Suppose the assertion holds for
n  1; nX3: Then with Propositions 18, 17 and the assumption of the induction we
get for ðn þ 1Þ=2oLpn;
NnðL; n  LÞ ¼ ðq  1Þ ðq  1Þðq
2ðnLÞ1 þ 1Þ
q þ 1 þ q
ðq  1Þðq2ðn1LÞ  1Þ
q þ 1
which after some algebraic manipulations exactly reduces to the claimed
formula. &
6. Perfect lattice proﬁle
The results of Section 4 show that the lattice proﬁle of a random inﬁnite sequence
with terms in a ﬁnite ﬁeld Fq follows closely the n=2-line (without exceeding n=2).
Frequent large deviations from n=2 are not very likely. This motivates to inspect
inﬁnite sequences Z with maximal possible nth lattice level for all n ¼ 0; 1; 2;y; i.e.,
SnðZÞ ¼ n
2
j k
for all nX0: ð3Þ
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Analogously to the perfect linear complexity proﬁle LnðZÞ ¼ Iðn þ 1Þ=2m for all
nX0 (see [10,11]), we call sequences with property (3) sequences with perfect lattice
profile.
In this section we explicitly describe all binary sequences with perfect lattice
proﬁle. The following proposition provides a ﬁrst characterization.
Proposition 20. Let Z be an infinite binary sequence. Then Z has a perfect lattice profile
if and only if
Lnþ1ðZÞpLnðZÞ þ 2 for all n; lim
n-N
LnðZÞ ¼N;
and if LnðZÞpn=2; then the (uniquely determined) nth minimal polynomial is not
divisible by x þ 1:
Proof. First suppose Z has a perfect lattice proﬁle. Then trivially we have
limn-N LnðZÞXlimn-N SnðZÞ ¼N; and Proposition 4 yields that the nth minimal
polynomial is not divisible by x þ 1 if LnðZÞpn=2: Now assume Lnþ1ðZÞ ¼ LnðZÞ þ k
with k42: Then with Lemma 7 we get 2LnðZÞ ¼ n þ 1 k and thus
SnðZÞpLnðZÞ ¼ ðn þ 1 kÞ=2oðn  1Þ=2
which is a contradiction.
Conversely suppose that Z satisﬁes the conditions given in the Proposition.
Assume for an even n that LnðZÞ ¼ n=2 (per deﬁnition this is always satisﬁed for
n ¼ 0). We inspect the development of the linear complexity LnþiðZÞ; i ¼ 1;y; k  1;
until the next index n þ k for which we have LnþkðZÞ ¼ ðn þ kÞ=2: Since we have
limn-N LnðZÞ ¼N the existence of such an index is guaranteed by Lemma 7. Again
with Lemma 7 we notice that we have exactly the following two possibilities: Either
Lnþ1ðZÞ ¼ LnðZÞ þ 1 ¼ Lnþ2ðZÞ ¼ ðn þ 2Þ=2 or Lnþ1ðZÞ ¼ LnðZÞ; and Lnþ2ðZÞ ¼
LnðZÞ þ 2 ¼ Lnþ3ðZÞ ¼ Lnþ4ðZÞ ¼ ðn þ 4Þ=2: Using the fact that we presuppose that
the nth and the ðn þ kÞth minimal polynomial, k ¼ 2 or 4, is not divisible by x þ 1;
we conclude SnðZÞ ¼ n=2 and SnþkðZÞ ¼ ðn þ kÞ=2: Applying Proposition 5 we see
that we always have SnþiðZÞ ¼ Iðn þ iÞ=2m; i ¼ 1;y; k; and we are done. &
Again we associate with a sequence Z ¼ ðZ1; Z2;?Þ over F2 its generating function
ZðxÞAF2ððx1ÞÞ; and employ relations between the linear complexity proﬁle of Z and
the continued fraction expansion of
ZðxÞ ¼
XN
i¼1
Zix
i ¼ A0 þ 1=ðA1 þ 1=ðA2 þ?ÞÞ ¼: ½A0; A1; A2;?;
where the Aj; jX1; are non-constant polynomials over F2: The Aj are obtained
recursively by
Ajþ1 ¼ PolðB1j Þ; Bjþ1 ¼ B1j  PolðB1j Þ for jX0 ð4Þ
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with the initial polynomials A0 ¼ PolðZðxÞÞ and B0 ¼ ZðxÞ  PolðZðxÞÞ; where
PolðBÞ; BAF2ððx1ÞÞ; denotes the polynomial part of B: Since in our particular
case PolðZðxÞÞ equals 0 we have A0 ¼ 0:
The relations between linear complexity and continued fraction expansion have
been investigated comprehensively in [10,11]. The following proposition will be
essential.
Proposition 21 ([11, Theorem 1]). Let Z ¼ ðZ1; Z2;yÞ be a binary sequence with
generating function ZðxÞ; and ½0; A1; A2;y its continued fraction expansion. We
recursively define
Q1 ¼ 0; Q0 ¼ 1; Qj ¼ AjQj1 þ Qj2 for jX1: ð5Þ
Then for any nX1 the nth linear complexity of Z is given by
LnðZÞ ¼ degðQjÞ;
where jX0 is uniquely determined by the condition
degðQj1Þ þ degðQjÞpnodegðQjÞ þ degðQjþ1Þ: ð6Þ
Furthermore, Qj is an nth minimal polynomial for all n satisfying (6), and Qj is unique
for those n that additionally fulfill nX2 degðQjÞ:
We remark that degðQjÞ ¼
Pj
i¼1 degðAiÞ; for jX1; and that the degrees of
the Ai exactly correspond with the according increases of the linear
complexity.
Theorem 22. The binary sequence Z ¼ ðZ1; Z2;?Þ has a perfect lattice profile if and
only if Z satisfies
Zi þ Z2i ¼ 1 for i ¼ 1; 2;? :
Proof. For TAF2ððx1ÞÞ we deﬁne DðTÞ by
DðTÞ ¼ x1T2 þ ð1þ x1ÞT þ x1AF2ððx1ÞÞ: ð7Þ
Then we have
(i) DðT þ UÞ ¼ DðTÞ þ DðUÞ þ x1 for T ; UAF2ððx1ÞÞ;
(ii) DðT þ U þ VÞ ¼ DðTÞ þ DðUÞ þ DðVÞ for T ; U ; VAF2ððx1ÞÞ;
(iii) DðT1Þ ¼ DðTÞT2 for TAF2ððx1ÞÞ; Ta0;
(iv) DðxÞ þ Dð1Þ ¼ 0;
(v) Dðx2Þ þ Dð1Þ ¼ Dðx2Þ þ DðxÞ ¼ ðx þ 1Þ3:
Suppose Z ¼ ðZ1; Z2;?Þ has perfect lattice proﬁle and ½0; A1; A2;? is the continued
fraction expansion of ZðxÞ: By Proposition 20 the steps in the linear complexity
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proﬁle of Z are at most 2, the continued fraction expansion is inﬁnite, and the nth
minimal polynomial is not divisible by x þ 1 whenever LnðZÞpn=2: Due to
Proposition 21 the ﬁrst property means that deg Aip2 and, observing (5), this
together with the second property yields A1Afx; x2; x2 þ x þ 1g and AjAfx þ 1; x2 þ
1; x2 þ xg for jX2: By the continued fraction algorithm for jX0 we have
B1j ¼ Ajþ1 þ Bjþ1; and hence with (i)–(v) for jX1;
DðBjÞ ¼ DðB1j ÞB2j ¼ DðAjþ1 þ Bjþ1ÞB2j ¼ tjþ1ðx þ 1Þ3B2j þ DðBjþ1ÞB2j
with tjþ1 ¼ degðAjþ1Þ  1: If A1 ¼ x then DðB0Þ ¼ B20 þ DðB1ÞB20: If A1 ¼ x2 or x2 þ
x þ 1 then DðB0Þ ¼ B20 þ ðx þ 1Þ3B20 þ DðB1ÞB20: By induction on j and using
ZðxÞ ¼ B0 this yields
DðZðxÞÞ ¼ B20 þ B20B21 ?  B2j1DðBjÞ þ
Xj
i¼1
tiðx þ 1Þ3B20B21 ?  B2i1; jX0
with ti ¼ degðAiÞ  1 for i ¼ 1; 2;y: Let n be the obvious extension of the degree
function from F2½x to F2ððx1ÞÞ: Then we have nðBjÞo0 by (4) andnðDðBjÞÞo0 by
(7) for jX0; and thus
lim
j-N
B20B
2
1 ?  B2j1DðBjÞ ¼ 0
in the topology on F2ððx1ÞÞ induced by the valuation n: Consequently,
DðZðxÞÞ ¼B20 þ ðx þ 1Þ3
XN
i¼1
tiB
2
0B
2
1 ?  B2i1
¼ ZðxÞ2 þ ðx þ 1Þ
XN
i¼1
tiðx þ 1ÞB0B1 ?  Bi1
 !2
¼ ZðxÞ2 þ ðx þ 1ÞU2;
where
U ¼
XN
i¼1
tiðx þ 1ÞB0B1 ?  Bi1:
With the deﬁnition of DðZðxÞÞ we obtain
xDðZðxÞÞ ¼ ZðxÞ2 þ ðx þ 1ÞZðxÞ þ 1 ¼ xZðxÞ2 þ xðx þ 1ÞU2
and thus
ðx þ 1ÞZðxÞ2 þ ðx þ 1ÞZðxÞ þ 1 ¼ xðx þ 1ÞU2:
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Multiplication with ðx þ 1Þ1 yields
ZðxÞ2 þ ZðxÞ þ
XN
i¼1
xi ¼ xU2:
Comparing the coefﬁcients of x2i for iX1 we get Zi þ Z2i þ 1 ¼ 0:
It remains to prove the sufﬁciency of our condition. Since Z1 þ Z2 ¼ 1 we have
S2ðZÞ ¼ 1: Let ðZ1;y; Zn2Þ; nX4 even, be a binary sequence of length n  2 with
maximal possible lattice level ðn  2Þ=2: Then for any choice of Zn1AF2 the lattice
level S of the sequence ðZ1;y; Zn2; Zn1Þ satisﬁes S ¼ ðn  2Þ=2: Moreover with
Proposition 9 there are 2 1 choices, i.e., exactly one choice for ZnAF2 such that the
ﬁnite sequence ðZ1;y; Zn2; Zn1; ZnÞ has lattice level n=2: Note that we must have
Zn ¼ Zn=2 þ 1 due to the ﬁrst part of the proof. With the induction argument we get
the sufﬁciency of our condition. &
With similar techniques Niederreiter proved in [11] that a binary sequence
Z ¼ ðZ1; Z2;yÞ has a perfect linear complexity proﬁle if and only if it satisﬁes
(see also [10,20])
Z1 ¼ 1 and Z2iþ1 ¼ Z2i þ Zi for i ¼ 1; 2;y : ð8Þ
Combining the perfect linear complexity proﬁle and the perfect lattice proﬁle one can
deﬁne a perfect sequence Z satisfying both, LnðZÞ ¼ Iðn þ 1Þ=2m and SnðZÞ ¼ In=2m:
Using Theorem 22 and (8) we notice that the only perfect binary sequence ðZ1; Z2;yÞ
is determined by
Z2i1 ¼ 1; Z2i ¼ Zi þ 1 for i ¼ 1; 2;y;
or explicitly
Zi ¼
1: i ¼ 2ku; u odd; k even;
0: i ¼ 2ku; u odd; k odd:
(
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