We consider stationary solutions of the incompressible Navier-Stokes equations for an exterior domain in two dimensions. We prove that asymptotically in the down-stream direction, the leading order deviation from the constant flow is universal, i.e. independent of the details of the domain. To get this result, we show that the (elliptic) Navier-Stokes equations can be interpreted as a dynamical system, the down-stream direction playing the role of time, which shares some aspects with a parabolic PDE.
Introduction
In this paper we consider the time independent incompressible Navier-Stokes equations in dimensionless form in the domain + = f(x; y) 2 R 2 j x 1g. We assume that there is an infinite flux through + = f(x; y) 2 R 2 j x = 1g, the boundary of + , meaning that at infinity the fluid flow is parallel to the x axis, with a constant speed u 1 = 1. This leads to the following set of equations for the vector field u 1 :
?(u r)u + 4u ? rp = 0 , As was noted in [Amick] (see also [Galdi] ), the Navier-Stokes equations (in exterior domains) have better properties for symmetric flows around the x-axis, that is when u 1 (the component parallel to u 1 ) is even in the 'y' direction, and u 2 is odd. We will restrict ourselves to this particular case.
The choice x = 1 for the position of + is arbitrary. In a second part of this introduction, we will indicate what our results imply for the Navier-Stokes equations in an exterior domain with physical parameters different from the ones we choose, that is when the dynamic viscosity, the density and u 1 are different from 1.
We are going to show existence and asymptotic properties of the solutions to (1.1)-(1.4) under certain conditions on the boundary value u + . These restrictions are best expressed in terms of the inverse Fourier transform of u + with respect to y. 1 We will adopt the following notation, except otherwise stated. Vectors will be denoted by boldface letters, like u, and components by the same letter with a subscript, like u 1 . and by A ; E; the Banach space obtained by completing C 1 0 (R; R) with respect to the norm jfj ; E; = maxf sup k2R e jkj(1+ ) jf(k)j , (1 + ) E?1 sup k2R jkj E e jkj(1+ ) j@ k f(k)jg :
We can now state our condition on u + . Condition 1.2 Let f 2 A ; E; and u f be defined as the Fourier transform of u f (k) = f(k)
?i sign(k)f (k) :
(1.5)
We say that u + satisfies Condition 1.2, if u + can be written as u + (y) = u 1 +u f (y)+v + (y), with f 2 A ; E; and v + 2 W ; 1; 2 satisfying jfj ; E; " and kv + k ; 1; 2 " for " sufficiently small.
Let us comment briefly this condition 2 . Assume first that ku + ? u 1 k ; 1; 2 ", meaning that Condition 1.2 is satisfied with f = 0. Roughly speaking, this implies that u + ? u 1 has derivatives of order ? 1 and the i th component of u ? u 1 decays at infinity at least like jyj i?2 , see Appendix A. Thus, the first component should decay faster than jyj ?1 , whereas the second should decay at least like jyj ?3=2 . In view of applications for the exterior problem, jyj ?3=2 is too restrictive (see below). If the second component of the boundary condition decays slower than jyj ?3=2 , even like jyj ?1 , our technique can still be applied, but we have to capture all this slow decay in a non-zero u f . From a more technical point of view, we note thatû +;2 is an odd function. This implies that f(0) has to be equal toû +;2 (0 + ), or, in other words, f(0) = lim k!0 + Z dy sin(ky) u +;2 (y) , because if f(0) is different, one would havev +;2 (k) sign(k) as k ! 0, which is not allowed in W ; 1; 2 .
An explicit 'solution' of (1.1)-(1.3) can be written down which however in the general case fails to satisfy (1.4). This solution is the so-called Euler's solution: Lemma 1.3 Let f 2 A ; E; and u f be defined by (1.5) Proof. See Section 4.
Remark 1.6 No boundary condition on p is needed on + . The solution is uniquely determined by the vector field u + alone.
The following theorem is our main result. (1.9)
Proof. See Section 4. This result is very similar to scaling results in the long-time asymptotics of solution to nonlinear parabolic PDE's. The main feature of our approach is that we can let the spatial variable 'x' play the role similar to that of the time variable 't' in a setting which shares some aspects with a nonlinear parabolic PDE in one dimension. The conditions on the boundary value are similar to the one used in [Wayne] . In that paper, the author shows how the decay at infinity of the initial condition determines the uncovering of isolated eigenvalues of the Laplacean through a displacement of the continuous spectrum. The eigenfunctions associated to these eigenvalues describe the long time asymptotics of the solution to a parabolic PDE. In our case, the decay at infinity of the boundary condition u + is captured by the exponents i , so that it can be expected that they control the rate of convergence of the solution to the 'heat-kernel' asymptotics for large x.
We would also like to mention here that techniques similar to the ones exposed in this paper can be applied to two other problems. The first one is when the boundary condition u + is periodic in time, in which case the same bounds (1.7) and (1.8) hold. The second one is probably less interesting, we can handle the 'up-stream'
problem, that is when + is replaced by the domain ? = f(x; y) 2 R 2 j x ?1g, with the same kind of boundary conditions.
Interpretation of the Results
Consider the fully dimensional time independent incompressible Navier-Stokes equations in two dimensions, ?% (u r)u + 4u ? rp = 0 , in an exterior domain (the complement of a compact subset of R 2 with sufficiently smooth boundary).
Consider that the density %, the dynamic viscosity , and u 1 are given (in particular, they are constant in ).
There exist in the literature results of existence and uniqueness for the solution of these equations (see below, [Galdi] and the references cited therein). Theorem 1.8 proves the existence of a parabolic wake, within which at least the leading order deviation from the constant flow is universal, i.e., independent of the details of the shape of the body. On a heuristic level this is a well known fact (see [Batchelor] ), and our paper gives a rigorous proof of this fact, provided that Condition 1.2 holds somewhere downstream. The questions of existence, uniqueness and asymptotic properties of the solutions of the Navier-Stokes equations in exterior domains have been widely studied in the literature (see [Galdi] and the references therein). In the remainder of this section, we will give some arguments in favor of applicability of our theorem based on results of these authors. However, we will not be able to formulate any definitive conclusions.
The main difficulty in trying to prove that Condition 1.2 holds is that the estimate of Condition 1.2 has to be taken along a 'vertical' line, whereas the bounds in the literature are mainly estimates along lines starting in the body itself. In particular, such estimates may not be optimal in the direction perpendicular to u 1 , as they have to take into account the slow decay in the direction parallel to u 1 . The estimates are the following (see [Galdi] , Theorems X.5.4 and X.6.1, Remark X.6.1 and [Smith] , Theorem 5):
where m are two real numbers, E is the so-called Oseen Tensor (the fundamental solution of the Navier-Stokes equations linearized around u 1 ) and V is some error term. Let us ignore V for the moment. The Fourier transform of u 1 + m E(x) can be computed explicitly, and satisfies Condition 1.2 on any line x = x + 1 with 3, i = 0; E = 0, and f(k) = m 1 e ?jkj(1+ ) , where = x + ? 1. This is in good agreement with the following physical observation one can find in [Batchelor] for example. Once we subtract the constant vector u 1 , we should see a parabolic region extending in the downstream direction where the fluid flows towards the object (the 'wake'). This inflow is scattered radially, as if there was a 'source' of fluid inside the object. Such a source would be described by u s = m 1 r ln((x + ) 2 + y 2 ), whose Fourier transform is exactly of the form of u f with f(k) = m 1 e ?jkj(1+ ) . In particular, u s;2 y ?1 as y ! 1, meaning that without the introduction of u f , already the first term of the asymptotic expression would not satisfy Condition 1.2.
To apply our theorem to the exterior problem, we should be able to bound the contribution of V. The problem is to find for which values of the parameters ; 1 ; 2 (and possibly another f), V satisfies Condition 1.2. First of all, V is bounded, then (see [Smith] , 1965, Theorem 5) there exists a constant C such that for all y x 1, jV 1 (x; y)j Cjyj ?3=2 ln(jyj) , The question of the rate of decay ofV and @ kV at infinity is simpler. The optimal rate can be estimated as the largest (integer) for which @ ?1 y V 2 L 1 (R; dy) and @ y V 2 L 1 (R; (1 + jyj)dy), because, for integer , the Fourier transform of (ik) f is @ y f, and the one of (ik) @ kf is proportional to @ ?1 y f + y@ y f. For jxj sufficiently large, V obeys the following representation (see [Galdi] , Theorem X.5.4)
with v = u ? u 1 and @ i y s j (x) = O(jxj ?1?i=2 ). Since @ i?1 y s j 2 L 1 (R; dy) and @ i y s j 2 L 1 (R; (1 + jyj)dy) for all i > 2, the rate of decay is determined by the rate of decay of the Fourier transform of R E i;j (x ? y) v l (y)D l v i (y) dy.
It can be shown (see [Galdi] ) that v l D l v i 2 L 1 ( ; dxdy) and v l D l v i 2 L 1 (R; dy) (for x sufficiently large).
Using these two arguments, together with the explicit formula for the Fourier transform of E i;j , we have checked that the Fourier transform of R E i;j (x ? y) v l (y)D l v i (y) dy decays faster than jkj ?3 at infinity, and the same holds for the derivative with respect to k. For those terms, the rough estimate above, 1 > 1=2 and 2 = 1=2 seems to hold, but there is no bound so far for the contribution of s j to the i 's.
Since we have no precise bounds on ; 1 ; 2 , we will keep them as free parameters satisfying the bounds of Condition 1.2.
Reformulation as a Dynamical System
In this section, we transform (1.1) and (1.2) to a 4-dimensional system of first order in @ x , of the form @ x w = Lw + F(w), where L is a differential operator in @ y and F a nonlinear map depending on w and @ y w.
Suppose that Condition 1.2 is satisfied. Lemma 1.3 provides a solutionũ E of (1.1)-(1.3) which, however, does not satisfy the boundary condition (1.4). To remedy this, we make an ansatz of the form u = e u E + v , p = e p E +p :
Then we find for v the equations @ x v = 4v ? Q ? rp , 
Linear Inhomogeneous Equations
In this section, we discuss in detail the equations (2.12)-(2.15). In the first subsection, we analyze their general form, and we explain how the strategy of the proof of existence of the solutions for them will work. This will lead us to consider (2.12) and (2.13) as linear inhomogeneous equations for u; v with given functions q 0 and , and (2.14) and (2.15) also as linear inhomogeneous equations for~ ;p with given functions h 1 and h 2 . The discussion of these two linear inhomogeneous equations will take place in the Sections 3.2 and 3.3 where we will start by making very few assumptions on the 'inhomogeneous terms'. Finally, we will make additional hypotheses on them in Section 3.4 and see their implications for the solutions of the Sections 3.2 and 3.3.
Preamble
If we try to interpret (2.12)-(2.15) as a dynamical system where x plays the role of time, we are faced with the following problem. For the moment, we did not specify any boundary condition forp (let alone for~ ) on + . A priori, there is no obvious reason why we should be able to impose exactly two out of the four possible boundary conditions, neither why we should be able to satisfy those for u; v, and not, say, those of u and p only.
We will now motivate by a linear analysis that we can impose u and v on + . To do this, we set q 0 ; h 1 ; h 2 = 0 in (2.12)-(2.15), which gives As is easily seen, + (k) 1, ? (k) 0 and (k) jkj as k ! 1. The property which leads to a behavior similar to the one of a parabolic PDE is that ? (k) ?k 2 for k 0, which is exactly the spectrum of the one-dimensional Laplacean. Since e +(k)(x?1) is unbounded as x ! 1, we get that u; v;p and~ will be the Fourier transforms of 
Evaluating (3.5) and (3.6) at x = 1, we get the relation where 0 is defined by (3.10) for a given^ + , and q : + ! R is some given function, and the second one is (3.17) where h 1 ; h 2 : + ! R are some given functions. The strategy of the proof of existence, uniqueness and different properties of the solutions of the equations (2.12)-(2.15) will be as follows. We will first show that under relatively weak assumptions on q, h 1 and h 2 , the two linear inhomogeneous problems (3.12)-(3.14) and (3.15)-(3.17) admit strong solutions. Then we will construct a sequence of functions v n ; p n and n such that v n ;p n = p 0 + p n and~ n = 0 + n converges to the solution of the nonlinear equations (2.12)-(2.15). We will essentially ask that v n+1 ; p n+1 and n+1 satisfy (3.12)-(3.14) and (3.15) -(3.17) where the q, h 1 , h 2 , are given in terms of v n ; p n and n . We will see how the sequence v n can be interpreted as the iteration of a contractive map in a Banach space leading to a fixed point v ? , and corresponding~ ? andp ? which will be the solution of the nonlinear problem.
Our technique is mainly an extension of the one used in [Bricmont et al.] in the case of Parabolic PDE's, and relies on estimates on the Fourier transform of the semi-groups generated by the linear operator on the right-hand side of (3.12) , (3.13), and (3.15) , (3.16), together with an extension of the space W ; 1; 2 to functions + ! R.
We will first concentrate on the equations for u and v, the ones for and p being simpler are postponed to the next section.
Linear Inhomogeneous Equations for u and v
In order to prove existence of solutions to (3.12)-(3.14) for u and v, we will give an integral representation of the solution in Fourier space using Duhamel's formula. Under quite general hypotheses on q : + ! R, we will show that the Fourier transform of this integral solution exists and is a strong solution of (3.12)-(3.14). Since the integral formulation involves rather lengthy formulas, we will separate their expression and their properties in the two next lemmas. The first will deal with the part of Duhamel's formula involving the boundary condition (the solution of (3.12)-(3.14) with q = 0), and the second with the one involving the function q. Then, we will show how to use the results of these lemmas to build the solution. The following lemma is a more precise statement than the discussion of the preceding section for the case q = 0. It consists essentially in inverting the relation (3.9). Proof. See Appendix C.
We now proceed to the part of Duhamel's formula containing q. This part involves auxiliary functions N 1 , N 2 and 0;q , whose definition and properties are given in the next lemma. This is an extension of the discussion of the preceding section to the nonlinear case. Proof. See Appendix C. We have now all we need to write down Duhamel's formula and show that it provides a strong solution of (3.12)-(3.14). The question of convergence of the solution to 0 as y ! 1 or x ! 1 will be a simple consequence of bounds that we will prove in Section 3.4. Without making additional assumptions on the function q, we can extract more information on (u 0 ; v 0 ) than what we wrote in Lemma 3.1 by exploiting the fact that v + 2 W ; 1; 2 . As we will see, the contribution of (N 1 ;N 2 ) to (u 0 ; v 0 ) will be smaller than the one ofû 0 andv 0 . This will guide us later on for defining the Banach space in which we will prove that the nonlinear problem has a solution. The following lemma gives these informations.
Lemma 3.4 Let v + = (u + ; v + ) 2 W ; 1; 2 for some > 3, 1 2 0; 1) and 2 2 0; 1 2 ] with 2 1 . Letû 0 andv 0 be defined by (3.19) . Then there exists a constant C such that for all (x; k) 2 + , jû 0 (x; k)j C kv + k ; 1; 2 1 (1 + jkj p x) 29) j@ kû0 (x; k)j C kv + k ; 1; 2
(1 + jkj p x) :
Proof. See Appendix C.
Linear Inhomogeneous Equations for p and
This section is very similar to the previous one. We will give an integral representation in Fourier space of the solution to the equations (3.15)-(3.17) for and p. We will show that under quite general hypotheses on h 1 and h 2 , the Fourier transform of the integral solution is a strong solution of (3.15)-(3.14). Since the boundary condition (3.17) is (1; y) = 0, the equivalent of Lemma 3.1 is 0 = 0; p 0 = 0. The following lemma corresponds to Lemma 3.2 of the previous section.
Lemma 3. 33) p(x; k) =q 1;p (x; k) +q 2;p (x; k) :
Then the functions ; p; @ y and @ y p are bounded, continuous in x; y, even and odd in y respectively. They are strong solutions of (3.15)-(3.17) .
Linear Inhomogeneous Equations, Additional Properties
In this section, we prove that the integral solutions of (3.12)-(3.14) and (3.15)-(3.17) of the Sections 3.2 and 3.3 obey certain estimates when q 0 , h 1 , h 2 and q satisfy additional properties. The bounds on the Fourier transform of q 0 , h 1 and h 2 are suggested by the bounds obtained when substituting u; v by the bounds on u 0 ; v 0 in q 0 ; h 1 and h 2 , see Appendix F. We will prove that when h 1 and h 2 satisfy these bounds, then q 1 ; q 2 satisfy additional
properties. This will suggest appropriate bounds on q = q 0 + = q 0 + q 1 + q 2 . All these bounds will ensure that u; v; p and tend to 0 as x ! 1 or y ! 1. Finally, if q 0 ; h 1 and h 2 satisfy the conditions below, then the assumptions of Lemmas 3.2 and 3.5 are satisfied.
We begin with the conditions on h 1 and h 2 .
Condition 3.7 Let > 3, 2 0; 1) and h 1 ; h 2 : + ! R. (1 + jkj p x) ?1 :
Under these conditions, we can prove the following lemma.
Lemma 3.8 Let and p be defined by (3.33) and (3.34) . 
Proof. See Appendix D. Now we formulate the conditions on q. Recall that q = q 0 + , the following requirements are certainly satisfied by due to Lemma 3.8, so this condition is really a condition on q 0 . (1 + jkj p x) ?1 1 1 + k 2 x 2 :
Condition
Under these hypotheses, we can prove the following lemma.
Lemma 3.10 Let N 1 and N 2 be defined by (3.21) and (3.22) . Assume that q satisfies Condition 3.9 for some constants Q, > 3 and 2 0; 1), then for all 2 2 0; 1) there exists a constant C such that for all (x; k) 
This lemma implies that the contribution of N 1 and N 2 to u; v in (3.26) and (3.27) are dominated by the one of u 0 and v 0 if q satisfies Condition 3.9:
Corollary 3.11 Assume thatq satisfies Condition 3.9 with > 3 and = 1 . Then for all 2 2 0; 1), there exists a constant C such that for all (x; k) 
Existence and Uniqueness for the Nonlinear Problem
In this section, we will use the results of the preceding section to prove that the nonlinear problem (2.12)-(2.15) has a unique solution which satisfies the boundary conditions. We will first define a Banach space B of (vector valued) functions which is an extension of W ; 1; 2 to functions + ! R 2 . Then we will show that q 0 ; h 1 and h 2 satisfy the conditions 3.7 and 3.9 when (u; v) 2 B. After this, we will construct a sequence of approximating solutions to (1.1)-(1.4), and show that this sequence converges to the solution of these equations. In the whole section, it is understood that Condition 1.2 on the boundary condition on + is satisfied. In particular, the parameters , 1 ; 2 ; E and the function f 2 A ; E; are considered as given and fixed once and for all.
Choice of Function Spaces
In this section, we construct the Banach space B. As we noted in Remark 3.12, Corollary 3.11 provides a natural way to define a Banach space. We begin with a definition. 
Note here that the restriction of a function in B on any line x =x > 1 is in W ; 1; 2 . In this sense, the line x = 1 is by no means particular.
Bounds on Nonlinear Terms
In this section, we prove that the inverse Fourier transforms of the functions q 0 , h 1 and h 2 satisfy Conditions 3.7 and 3.9 when (u; v) 2 B. We give first the expression forq 0 ,ĥ 1 andĥ 2 . Definition 4.3 Let v = (u; v) 2 B, and letû E = (û E ;v E ) denotes the Fourier transform of u E defined by (1.6).
We define the following mapsq
where denotes the convolution and for h : + ! R the function Kh is defined by Kh(x; k) = kh(x; k) :
The following proposition proves that Conditions 3.7 and 3.9 are satisfied. Proof. See Appendix F.
Proof of Lemma 1.5 and Theorem 1.7
In this section, we construct a sequence of functions v n , n and p n and show that the sequence converges to a solution of the nonlinear problem.
We begin with the construction of v 0 , 0 and p 0 . For v 0 , we take the one defined by (3.19). By Lemma 3.1, v 0 and @ y v 0 are continuous in x; y. Let 0;0 be defined by (3.18). By Proposition 3.3, v 0 is a strong solution of (3.12)-(3.14) with q = 0 and 0 = 0;0 . Let 0 = 0 and p 0 = 0. They are strong solutions of (3.15)-(3.17) with h i = 0 (sic!). Now we construct inductively the sequence of functions v n+1 , n+1 and p n+1 for n 0. Suppose that v n 2 B and that v n and @ y v n are continuous in x; y. Evidently, q 0 (v n ), h 1 (v n ) and h 2 (v n ) are also continuous in x; y. Furthermore, Proposition 4.4 ensures that h 1 (v n ), h 2 (v n ) satisfy Condition 3.7. By Lemma 3.5, this implies the existence of q 1 (v n ), q 2 (v n ), q 1;p (v n ) and q 2;p (v n ) which are bounded and continuous, as well as their derivatives with respect to y. By Lemma 3.8 and Proposition 4.4, q(v n ) = q 0 (v n ) + q 1 (v n ) + q 2 (v n ) is bounded, continuous and satisfies Condition 3.9. By Lemma 3.2, this implies the existence of N 1 (v n ); N 2 (v n ) which are continuous as well as their derivatives with respect to y, and the existence of 0;q (v n ) which is also continuous. From this, we conclude with Propositions 3.3 and 3.6 that
are strong solutions of (3.12)-(3.14) and (3.15)-(3.17) with 0 = 0;0 + 0;q (v n ), q = q(v n ), h 1 = h 1 (v n ) and h 2 = h 2 (v n ).
By Corollary 3.11, the two equations (4.10) and (4.11) defining v n+1 in terms of v n can be easily interpreted as the action of some map F : B ! B, namely, we have the following lemma: Lemma 4.5 There exist constants C 1 ; C 2 such that for all v 1 ; v 2 2 B we have (v ? ) exist and are continuous, so that ? , p ? are strong solutions of (2.14) and (2.15) and satisfy the boundary conditions. It only remains to show that 0;? and p 0;? are strong solution of (2.14) and (2.15) with h 1 ; h 2 = 0. Since j^ 0;? (x; k)j+jp 0;? (x; k)j (1+jkj) 1? e ?jkj(x?1) with > 3, 0;? and p 0;? together with their derivatives with respect to y are bounded and continuous in x; y . This shows that~ ? andp ? are strong solutions of (2.14) and (2.15). Finally, since (2.12)-(2.15) and the boundary conditions (2.3) and (2.4) are equivalent to the original Navier-Stokes equations,ũ E + v ? andp E +p is the solution to (1.1)-(1.4).
We now turn to the proof of Theorem 1.7. The following corollary express the result of Theorem 1.7 in the variables u; v. We omit the details.
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Appendix B: Existence of Euler's Solution
In this section, we prove the following lemma, from which Lemma 1.3 follows. so that E is even Lipschitz continuous. The same holds for the derivatives with respect to either x or y.
This implies that r E exists and is continuous, as well as 4 E . Since (@ 2 x ? k 2 )^ E = 0, 4 E = 0 and 4r E = 0. Now, let u E = r E , we have @ kûE 2 L 1 (R; dk), so that u E jyj ?1 as y ! 1, and R dk jû E (x; k)j C(x + ) ?1 , so that u E ! 0 as x 2 + y 2 ! 1. Finally, r E satisfies also the boundary condition at x = 1, since it is continuous in x.
Lemma 1.3 is a consequence of this lemma. Namely, definẽ
By Lemma B.1,ũ E satisfies (continuously in x; y) 4ũ E = 0 , ?(ũ E r)ũ E ? rp = 0 , lim x 2 +y 2 !1ũ E (x; y) = u 1 , lim x!1ũ E (x; y) = u 1 + u f (y) , so thatũ E ;p E is a strong solution of (1.1)-(1.3) in + .
Appendix C: Proofs for Section 3
In this section, we give the proofs for the lemmas and propositions of Sections 3.2 and 3.3. The proofs involve elementary properties of the functions . These properties are given in the following subsection. (1 + jkj)
C.1 Preliminary Bounds
e ?jkj(x?1)=4
(1 + jkj)
(1 + jkj) (1 + j j) e ?(k? ) C e ?(k? )=2 :
Proof. Inequalities (C.1) and (C. Inequalities (C.5) and (C.6) follow from (C.2) and (C.3). Finally, inequality (C.7) follows by considering separately the case 0 j j jkj=2 and jkj=2 j j jkj. We summarize their properties in the following lemma.
Lemma C.3
For all 0 1 and for all i; j = 1; 2, there exists a constant C such that for all (x; k) 2 + , j j 1 with x + 1, one has jP 1;1 (x; k)j + jP 1;2 (x; k)j Ce ?(k)(x?1)=2 , jP 2;1 (x; k)j C jkj 1 + jkj e ?(k)(x?1)=2 , jP 2;2 (x; k)j Ce ?jkj(x?1) + C jkj 1 + jkj e ?(k)(x?1)=2 , jP i;j (x + ; k) ? P i;j (x; k)j Cj j (1 + jkj) , jDP 1;1 (x; k)j C p xe ?(k)(x?1)=2 , jDP 1;2 (x; k)j C(x ? 1)e ?jkj(x?1) + C p xe ?(k)(x?1)=2 , jDP 2;1 (x; k)j Ce ?(k)(x?1)=2 , jDP 2;2 (x; k)j C(x ? 1)e ?jkj(x?1) + C jkj 1 + jkj e ?(k)(x?1)=2 :
Proof. All these properties are elementary. As an example, we show the inequalities involving P 1;2 . The others follow by using very similar arguments. By Lemma C. (1 + jkj) j j + C jkj j je ?(k)j j C (1 + jkj) j j + C (1 + jkj) j j jkj 1? e ?(k)j j C (1 + jkj) j j + C j j 1+ 2 C (1 + jkj) j j :
The bound on the derivative of P 1;2 is similar. We omit the details.
The following functions enter the definition of N 1 and N 2 .
? (k) (k)( ? (k) + jkj) e ?(k)(x?1) + e ?jkj(x?1) :
We summarize their properties in the following lemma.
Lemma C.4 For all 0
1, there exists a constant C such that for all (x; k) 2 + and all j j 1 with x + 1, we have jP 1 (x; k)j + jP 2 (x; k)j C e ?(k)(x?1)=2 , jP 1 (x + ; k) ? P 1 (x; k)j + jP 2 (x + ; k) ? P 2 (x; k)j C j j (1 + jkj) :
Proof. The proof is very similar to the one of Lemma C.3, we omit the details. Proof. First of all, the parity of the functions is trivial. From Lemma C.3, it follows that there exists a constant C such that for all (x; k) 2 + , jû 0 (x; k)j + jv 0 (x; k)j C kv + k ; 1; 2 (1 + jkj) : To estimate B 2 , we first use that for all 0 1, there exists a constant C such that for all x 0 x 1 and k 2 R, we have jkj e +(k)(x?x0) j + (k)j e +(k)(x?x0) C(x 0 ? x) ? :
C.2 Proof of Lemma
Splitting the integration interval in two parts gives Since j (k)j = (k) +(k) jN 2;2 (1; k)j jN 2;2 (1; k)j, we get that 2 L 1 (R; (1 + jkj) 1+ dk) for all 0 < 1. This implies thatN 1 andN 2 are both in L 1 (R; (1+jkj) 1+ dk) for all 0 < 1, and that^ 0;q 2 L 1 (R; (1+jkj) dk).
From this we conclude that N 1 , N 2 , @ y N 1 , @ y N 2 and 0;q are bounded. We now turn to the continuity. First, we show that the Fourier transform of P 1 , P 2 and their derivatives with respect to y are Hölder-in x; y for all 0 < < 1, and thus continuous in x; y. To do this, let j j 1 with x + 1 and 0 < < 1. By Lemma C.4, we have
Next we show that the same holds forN i;1 andN i;2 . Namely, let j j 1 with x + 1, and define x = minfx; x + g. We have This implies that N i and @ y N i are Hölder-in x for all 0 < < 1. To see that they are also continuous in y, Finally, we note that P 1;u (x; k) ? e ?(x?1) = ?P 2;u (x; k) , so that P 1;u (x; k)u + (k) ? e ?(k)x u + (0) = ?P 2;u (x; k)u + (k) + e ?(k)(x?1) u + (k) ? e ?(k) u + (0) :
The inequalities (3.28)-(3.32) follow easily by using these inequalities, Lemmas C.1 and C.3. We omit the details.
C.6 Proof of Proposition 3.3
In this section, we show that the expressions given in Proposition 3.3 solve the Fourier transform of (3.12)-(3.14), namely
Once we have shown this, the proof is completed by remarking that Lemmas 3.1 and 3.2 ensure that the righthand sides of (2.12) and (2.13) are continuous in x; y, so that these equations are strongly satisfied. The proof relies mainly in Duhamel's formula. Although we could check directly that the integral expressions we gave are solution of (C.10), we prefer to give a constructive proof. As we noted in section 3.1, the linear operator
, has both unstable and center-stable eigenvalues . We will show below that the expression we gave in Proposition 3.3 for + is the good choice to satisfy the initial conditions for u and v. We begin with diagonalyzing the matrix L(k). We have that
The unstable modes corresponding to + can be converted to stable modes by running their evolution backward in x. See for example [Gallay] . To do this, define new variables (v s ;v u ) (the subscript u is for unstable and the subscript s for center-stable) by , wheren(x; k) =^ + (k)e ?jkj(x?1) +q(x; k). Following [Gallay] , we impose for the center-stable modes initial conditions at x = 1 and for the unstable modes at x = 1. We setv s (1; k) =^ s (k) for some (even) function s to be chosen later on, and we set lim x!1vu (x; k) = 0 (in order to satisfy the boundary conditions for v at infinity). From (C.12) and (C.13), we get the integral equation
Sincen(x; k) =^ + (k)e ?jkj(x?1) +q(x; k), we find that
In matrix notation, we have 
In order to complete the proof, we now have to eliminate from (C.12)^ + and^ s in favor ofû + andv + . Evaluating 
The evaluation of the matrix products is not difficult but lengthy. The results are the equations as stated in the proposition.
C.7 Proof of Proposition 3.6
In this section, we show that the expressions given in Proposition 3.6 solve the Fourier transform of (3.15)-(3.17), namely,
Once we have shown this, we can use Lemma 3.5 to get that the right-hand sides of (2.14) and (2.15) are well defined and continuous in x; y, so that these equations are strongly satisfied. The proof that the integral expression solves (C.15) is very similar to the one of Proposition 3.3, but with replaced by jkj. In particular, there are also stable and unstable modes. The proof relies on Duhamel's formula, and will be a constructive proof. The idea is to diagonalize in (C.15) the matrix
We have that M = RDR ?1 where
We define the new variables (p s ;p u ) by We evaluate^ at x = 1 and impose that this gives 0. This gives an expression for% s (k) in terms of R 1 1 dx 0 e jkj(1?x0)ĥ + (x 0 ; k). Inserting back this expression in the integral equations forp and^ gives the desired result, we omit the details.
Appendix D: Proof of Lemma 3.8
In order to prove Lemma 3.8, we bound each of the quadratic terms separately. For concision, we reformulate Lemma 3.8 with the help of the auxiliary functions w and w :
Proposition D.2 Let h 1 and h 2 satisfy Condition 3.7. Then for all 2 (1=2; 1), there exists a constant C such that for all (x; k) 2 + , we have jq 1;p (x; k)j + jq 2;p (x; k)j C H x ?1=2 w (x; k) , jq 1 (x; k)j + jq 2 (x; k)j C H x ?1=2 jkj w +1 (x; k) + C H x ?1=2 jkjw ?1 (x; k) w 2 (x; k) , jDq 1 (x; k)j + jDq 2 (x; k)j C H x ?1 2 w (x; k) + C H x ?1=2 w ?1 (x; k) w 2 (x; k) , jDq 1;p (x; k)j + jDq 2;p (x; k)j C H x ?1 2 w (x; k) + C H x ?1=2 w ?1 (x; k) w 2 (x; k) + C H w ?1 x 1=2? jkj ? :
Proof. See the following subsections.
D.1 Preliminary Bounds
We begin with a preparatory lemma. Lemma D.3 Let > 0. There exists a constant C such that for all k 2 R and x, x 0 1 we have e ? jkjjx?x0j w (x 0 ; k) C w (x; k) :
Proof. Using the definition of w we find that e ? jkjjx?x0j w (x 0 ; k) w (x; k) C + C e ? jkjjx?x0j jk p xj (1 + jk p x 0 j) : This achieves the proof.
The two following functions enter the definitions of q i and q i;p :
g (k; x 0 ; x) = e ?jkj jx?x0j e ?jkj (x+x0?2) :
The following lemma summarizes the properties of these functions using Lemma D.3.
Lemma D.4
There exists a constant C such that for all k 2 R, x; x 0 1, we have 0 g (k; x 0 ; x) w (x 0 ; k) C e ?jk=2jjx?x0j w (x; k) ,
j@ k g (k; x 0 ; x)j w (x 0 ; k) C jkj e ?jk=2jjx?x0j w (x; k) ,
j@ k g ? (k; x 0 ; x)j w (x 0 ; k) C jkj e ?jk=2jjx?x0j ? e ?jk=2j(x+x0?2) w (x; k) + jjx ? x 0 j ? (x + x 0 ? 2)j e ?jk=4j(jx?x0j+(x+x0?2)) w (x; k) , (D.5) j@ k g + (k; x 0 ; x)j w (x 0 ; k) C maxf(x 0 ? 1); (x ? 1)g e ?jk=2jjx?x0j w (x; k) :
Proof. There exists a constant C such that for all 2 f1; ?1g and 0 a b, 
Appendix E: Proof of Lemma 3.10
The proof of Lemma 3.10 relies on a certain number of preliminary estimates. They are given in the following section. Throughout this section, we will omit the argument 'k' in to simplify notation.
E.1 Preliminary Bounds
We begin by defining the following function g (k) = jkj 1 + jkj : The following functions will help us estimate the functions N i;j and their derivatives with respect to k. We summarize the properties of these functions in the following proposition. proof of prop. E.6. We begin with the proof of (E.6). We have Then there exists a constant C such that for all (x; k) 2 + , we have jP 1 (x; k)j C e ?(k)(x?1)=2 , jP 2 (x; k)j C e ?(k)(x?1)=2 , jDP 1 (x; k)j C p xe ?(k)(x?1)=2 + C xe ?jkj=2(x?1) , jDP 2 (x; k)j C e ?(k)(x?1)=2 + C xe ?jkj=2(x?1) :
Proposition E.6 Let
Proof. This is elementary.
E.2 Proof of Lemma 3.10
Using Definition E.3, we have jN i j jN i;1 j+jN i;2 j+jP i j. The following proposition bounds the contribution ofN i;j toN i . Proposition E.8 For all 2 2 0; 1), there exists a constant C such that for all (x; k) 2 + , we have N 1;1 (x; k) C Q E ;1;1;(1? )=2;2 (x; k) + C Q F ;1;2 (x; k) , DN 1;1 (x; k) C Q g ? (k) ? E ; ;1;(1? )=2;2 (x; k) + F ; ;2 (x; k) , N 2;1 (x; k) C Q E ;2;0;1;2 (x; k) + C Q F ;2;2 (x; k) , DN 2;1 (x; k) C Q E ;1;1;(1? )=2;2 (x; k) + C Q F ;1;2 (x; k) , N 1;2 (x; k) C Q G ;1=2;1 (x; k) , DN 1;2 (x; k) C Q g ? (k)G ;(1? )=2;1 (x; k) , N 2;2 (x; k) C Q G ;1=2;1 (x; k) , DN 2;2 (x; k) C Q G ;(1? )=2;1 (x; k) + C Q p x jkxj 2 + jkxj (H ; 2;1 (x; k) + H ;1;1 (x; k)) :
Proof. From Condition 3.9, there exists a constant Q such that for all (x; k) 2 + , we have jq(x; k)j Q x ?1 w (x; k) + Q jkj x 1=2 w 2 (x; k)w (x; k) ,
To achieve the proof, replace E; F; G and H by their definitions in the estimations of the proposition, and check (use Proposition E.4 for the derivatives) that the integrand appears in the list of estimations onq above. We omit the details.
We conclude the proof with the contribution of P i toN i . This lemma provides bounds on .
Lemma E.9
There exists a constant C such that for all k 2 R, j (k)j C Q jkj w +2 (1; k) , jD (k)j C Q w +1 (1; k) :
Proof. The following bounds follow from Condition 3.9 jq(x; k)j Q jkj p x w +1 (1; k) , jq(x; k)j + jDq(x; k)j Q p x w (1; k) :
By the definition of G ; ; and Lemma (E.2), it follows that j (k)j C Q jkj G +1;?1=2;1 (1; k) C Q jkj w +2 (1; k) , jD (k)j C Q G ;?1=2;1 (1; k) C Q w +1 (1; k) :
This achieves the proof.
Remark E.10
It is now an easy task to check that the functions P i ,N i;1 andN i;2 satisfy the estimations of Lemma 3.10 forN i . This completes the proof of Lemma 3.10.
Appendix F: Bounds on Nonlinear Terms
The proof of Proposition 4.4 relies on some preliminary estimates. They are given in the next subsection.
F.1 Preliminary Bounds
The following lemma will help us estimate the convolutions appearing in q 0 (v), h 1 (v) and h 2 (v). This completes the proof of (F.2).
The following proposition provides bounds for convolution products and uses the preceding lemma. jh(x; k)j H w (x; k) , jDh(x; k)j H p x w (x; k) :
Proof. Only inequality (F.9) requires a proof, the others follow directly from the definition of B. For (F.9), we note that jKDv(x; k)j w ?1 (x; k) jk p xj jkxj 2 + jkxj w 0 ?1 (x; k)x ?1=2 sup 2R j j j j 2 + j j C x ?1=2 w 0 ?1 (x; k) :
Lemma F.6
There exists a constant C such that for all (x; k) 2 + , the function u E = (u E ; v E ) of Lemma 1.3 satisfies jû E (x; k)j C " e 0; (x; k) , (F.10) jv E (x; k)j C " e 0; (x; k) , (F.11) jKû E (x; k)j C " x e 0; (x; k) , (F.12) jKv E (x; k)j C " x e 0; (x; k) , (F.13) jDû E (x; k)j C " ? x e 0; (x; k) + (1 + ) 1? E e ? E; (x; k) , (F.14)
jD Kv E (x; k)j C " e 0; (x; k) :
Proof. Using the notation of Lemma 1.3, we havê u E (x; k) = f(k) e ?jkj(x?1) , v E (x; k) = ?i sign(k) f(k) e ?jkj(x?1) ;
with f 2 A ; E; , so that inequalities (F.10), (F.11) and (F.14) follow at once. To prove inequalities (F.12) and Finally, to prove inequality (F.15), we use jDKv E (x; k)j jû E (x; k)j + jKDû E (x; k)j :
By inequality (F.10), we have jû E (x; k)j C " e 0; (x; k), and for jKDû E (x; k)j, we have jKDû E (x; k)j " e ?jkj(x+ )=2 jkj x e ?jkj(x+ )=2 + (jkj(1 + )) 1? E e ?jkj(1+ )=2
C " e ?jkj(x+ )=2 x x + + 1 (1 + ) E C " e 0; (x; k) :
F.2.1 Bound onq 0 and Dq 0
We first show that jq 0 j C (" + kvk) kvk x ?1 w : (F.16) We have jq 0 j jû vj + jû E vj + jv E ûj, and since j(û v)j C kvk 2 x ?1=2 (w w ) C kvk 2 x ?1 w , j(û E v)j + j(û v E )j C kvk " (1 + x ?1=2 ) (e 0; w ) C kvk " x ?1 w , this completes the proof of (F.16). Next, we show that jDq 0 j C (" + kvk) kvk x 1 ?1 2 w : (F.17) We have jDq 0 j jDû vj + jDû E vj + jDû v E j, and since j(Dû v)j C kvk 2 x ? 1=2 (g ? 1 w w ) C kvk 2 x ?1=2 w , j(Dû E v)j C kvk " x ?1=2 (x (e 0; w ) + (e ? E; w )) C kvk " x ?1=2 1 + 1 (x + ) 1? E w C kvk " x ?1=2 w , j(Dû v E )j C kvk " x 1? 1 2 (g ? 1 w e 0; ) C kvk " x 1 ?1 2 w , this completes the proof of (F.17). Finally, u; u E are even, and v; v E are odd, so thatq 0 is odd. From (F.16) and (F.17) and Lemma F.3 we conclude that jq 0 (x; k)j C (" + kvk) kvk x 1 ?1 2 jkj w +1 (x; k) : (F.18) This achieves the proof of (4.4) and (4.5). This completes the proof of (F.22), so that the proof of (4.6) and (4.7) is completed.
F.2.2 Bound

F.2.3 Bound onĥ 2 and Dĥ 2
We first show that ĥ 2 C (" + kvk) kvk x ?3=2 jkj w :
Since ĥ 2 jkj (jv vj + 2 jv v E j), we have j(v v)j C kvk 2 x ?1 (w w ) C kvk 2 x ?3=2 w , j(v v E )j C kvk " x ?1=2 (e 0; w ) C kvk " x ?3=2 w :
Next, we show that Since j(v v)j + j(KDv v)j C kvk 2 x ?1 (w ?1 w ) C kvk 2 x ?3=2 w ?1 , j(v v E )j + j(KDv v E )j + j(v DKv E )j C kvk " x ?1=2 (e 0; w ?1 )
C kvk " x ?3=2 w ?1 , this ends the proof of (4.8) and (4.9) and the proof of Proposition 4.4.
