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Abstract
In this thesis, we study two topics on superconducting circuits. The first topic is the
tunable coupler for resonators. This coupler is implemented with a superconducting circuit
coupling with resonators in the dispersive regime. It possesses a high on/off ratio and the
coupling between two degenerate resonators can be turned off by tuning the frequency of the
coupler via the biasing flux. We present the design, the simulation, and the fabrication of
the chip implementing this coupler. We derive the Hamiltonian of the chip via formal circuit
quantization. We also present numerical results of the eigenenergies and the eigenstates of
the chip. From the numerical results, we show that the tunable coupling and the turn-off
point can be realized on the chip.
The second topic is impedance engineering for enhancing the bandwidth of a Josephson
parametric amplifier. By transforming the input impedance seen by the Josephson para-
metric amplifier, the frequency dependence of the gain function can be decreased and the
bandwidth of the Josephson parametric amplifier can be enhanced. We study impedance
engineering for two different types of flux pumping Josephson parametric amplifier. For
each type of amplifier, we develop a corresponding method of impedance engineering, and
study implementing the method with transmission lines.
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The past decade has witnessed a tremendous progress in the field of superconducting
circuits [1, 2, 3]. With the Josephson junction working as a nonlinear element, the super-
conducting circuits exhibit unequally spaced quantum energy levels at low temperature
which can be addressed by microwave tones with corresponding frequencies. There are
three main application directions of superconducting circuits:
(1) Building blocks of quantum computer.
(2) New platform for quantum optics and fundamental physics.
(3) High-performance measurement devices.
Superconducting circuits are promising candidates as building blocks of quantum com-
puters. The lowest two energy levels of a superconducting circuit can work as a quantum
bit (qubit) to process information. Combining the technology of microfabrication and mi-
crowave engineering, superconducting qubits can be easily integrated on a chip and rapidly
controlled via electromagnetic pulses. A milestone called “quantum supremacy” has been
reached [4], in which scientists demonstrated a processor consisting of 53 superconducting
qubits can be exponential faster than a state-of-the-art classical supercomputer in solving
certain problems. The ultimate goal for quantum information processing with supercon-
ducting qubits is realizing a large scale universal quantum computer. To achieve this aim,
quantum error correction codes like surface codes [5, 6] and Bosonic codes [7, 8] have been
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proposed and demonstrated on superconducting qubits, in which quantum information are
stored in a logical qubit consisting of multiple physical qubits to gain lower error rates.
The superconducting circuit is an excellent platform for quantum optics and fundamen-
tal physics. The parameters of a superconducting circuit can be specially designed to satisfy
different experimental requirements. Unlike natural atoms which are hard to control due to
their microscopic dimensions, superconducting circuits are macroscopic quantum devices
fixed on chips that interact strongly with external electromagnetic fields. Many quantum
optics phenomenon have been demonstrated on superconducting circuits like Rabi oscilla-
tion [9], Landau-Zener transition [10], Electromagnetically induced transparency [11, 12],
and ultra strong light-matter coupling [13]. Analogous to cavity quantum electrodynam-
ics [14] for atoms, the circuit quantum electrodynamics (cQED) [15, 16, 17] for super-
conducting circuits have been extensively studied and has been the basic architecture for
manipulating superconducting circuits. Superconducting circuits have also been applied
for exploring fundamental physics such as the dynamical Casimir effect [18], quantum
trajectory theory [19], and Bell’s inequality [20].
Superconducting circuits can work as high-performance measurement devices. The
superconducting quantum interference device (SQUID) [21] has been used as a sensitive
magnetometer for a long time before it became a building block for superconducting cir-
cuits. Another important measurement device based on superconducting circuits is the
Josephson parametric amplifier (JPA) [22, 23]. JPA can achieve high gain amplification
for microwave signals with very low added noises. Due to this property, JPA has been
widely used in measurements of superconducting circuits as the first level amplifier.
In this thesis, we study two different topics about superconducting circuits. The first
topic is related to the application directions (1) and (2) of superconducting circuits listed
in the first paragraph, in which we study a superconducting circuit working as a tunable
coupler for two resonators. This coupler possesses a high on-off ratio, and can be used to
construct two qubit gates between the two resonators. This device is based on the cQED
architecture and can be potential building blocks for quantum computers with bosonic
error correction codes. Our study is both theoretical and experimental, which includes
theoretical modelling, design, simulation, and fabrication of the coupler.
The second topic is related to the application direction (3) of superconducting circuits,
in which we theoretically study impedance engineering for a JPA. By using transmission
lines as impedance transformers, we engineer the input impedance of a JPA and modify its
gain profile. This impedance engineering is an efficient method of improving the bandwidth
of a JPA, as it can be implemented by adding auxiliary devices into the measurement chain
without changing the JPA itself.
2
1.2 Thesis outline
This thesis is organized as follows. In Ch. 2, we give a brief introduction for the background
knowledge of superconducting circuits. In Ch. 3 and Ch. 4, we study the first topic, the
tunable coupler. In Ch. 3, we derive the theoretical model for the tunable coupler for two
resonators. In Ch. 4, we focus on the design, the fabrication, and the simulation for the
specific circuit implementation of the tunable coupler. In Ch. 5, we study the second topic,
impedance engineering for a JPA. In Ch. 6, we summarize the whole thesis and discuss
possible research directions for the future. In App. A, the full fabrication process flow of





In this chapter, we briefly introduce the background knowledge of superconducting circuits.
In Sec. 2.1, we introduce the core element of superconducting circuits, the Josephson
junction. In Sec. 2.2, we introduce the direct-current superconducting quantum interference
device (dc-SQUID), which can be regarded as a tunable Josephson junction. In Sec. 2.3,
we introduce a main type of superconducting circuits, the transmon qubit. Specifically, we
introduce the Xmon qubit, which is a transmon qubit specially designed for 2D fabrication
techniques. In Sec. 2.4, we summary this chapter.
2.1 Josephson junction
A Josephson junction is made of two pieces of superconducting material connected by
a weak link. The weak link can be a thin insulating layer, a short section of non-
superconducting metal, or a physical constriction that weakens the superconductivity at
the point of contact. In this thesis, we only consider the Josephson junction with the first
type of weak link, which is known as the superconductor–insulator–superconductor (SIS)
junction. In the SIS junction, the insulating layer is thin enough to let the superconduct-
ing material on both sides have a weak coupling. As a result, the Cooper pairs (a pair of
electrons bound together via the electron-phonon interaction) in one side of the supercon-
ducting material can transfer to the other side via quantum tunnelling effect and generate
a supercurrent.






Figure 2.1: Schematic of a SIS Josephson junction. A SIS junction is made of two pieces of
superconductors (grey rectangles) linked by an insulator layer (red rectangle). φL (φR) rep-
resents the phase of the Ginzburg-Landau wave function for the left (right) superconductor.
The positive direction of supercurrent I is defined as flowing from the left superconductor
to the right superconductor.
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relation between supercurrent and voltage on the Josephson junction [24]:







where Φ0 ≡ h/2e is the magnetic flux quantum. ϕ is the phase difference of the Ginzburg-
Landau wave functions describing superconductors on both sides of the junction, respec-
tively. As shown in Fig. 2.1, the phase of the Ginzburg-Landau wave function for the left
(right) superconductor is φL (φR), and the positive direction of supercurrent I is defined as
flowing from the left superconductor to the right superconductor, then the phase difference
ϕ is given by ϕ = φL − φR.
Ic is an important parameter of a Josephson junction. According to Eq. (2.1), Ic
represents the maximum value of the supercurrent I that can flow thought the junction,
and thus called the critical current. Assuming the insulating layer has a simple 1D structure
of cross-sectional area A and thickness L, we can express Ic as Ic = JcA, where Jc is the
critical current density of the junction that depends on the layer thickness L, the materials
of the superconductor and the insulator, and the environmental factors like temperature
and magnetic field. In fabricating a junction, we usually keep Jc unchanged, and vary the
cross-sectional area A to obtain a junction with a certain Ic. Another important relation of
Ic is the Ambegaokar-Baratoff formula [25], which relate Ic with the normal state resistance








Here ∆(T ) is the temperature dependent superconducting energy gap, e is the elementary





For our junctions working at 20 − 50 mK, Eq. (2.4) is a good approximation. With this
relation, we can check if a junction is successfully fabricated by measuring its resistance at
room temperature before cryogenic experiments.









dϕ′ sinϕ′ = EJ(1− cosϕ). (2.5)
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Here EJ = Φ0Ic/2π is called the Josephson energy. It is an important parameter of the
Josephson junction which characterizes the coupling strength between the superconductors
on both sides of the junction. Correspondingly, the energy stored in a Josephson junction
can be given by −EJ cosϕ, in which we omit a constant term.











Because of the nonlinear effects of the Josephson junction, the superconducting quantum
circuits consisting of Josephson junctions have unequally spaced energy levels. In this way,
we can excite specific energy levels of superconducting quantum circuits via an external
electromagnetic field with corresponding frequency.
An ideal Josephson junction only allows the flowing of supercurrent. However, in a
real Josephson junction, the superconductors on both sides and the insulating layer define
a conductor of sorts and introduce a certain amount of resistance. In the scope of our
discussion, the effects of junction capacitance should be taken into account, while the
effects of resistance can be ignored. Thus a real Josephson junction can be modeled by an
equivalent circuit consisting of an ideal junction shunted by a conductor.
2.2 dc-SQUID
A superconducting quantum interference device (SQUID) is a superconducting loop in-
terrupted by one (rf-SQUID) or two (dc-SQUID) Josephson junctions, and biased by a
magnetic flux. Here, we only introduce the dc-SQUID, which is a fundamental building
block of the superconducting circuits discussed in the following chapters.
As shown in Fig. 2.2, a dc-SQUID can be described by two junctions shunted together.
The junction Ji (i = 1, 2) has a Josephson energy Ei, a critical current Ici, and a phase
difference ϕi, and the current flowing through the junction Ji is Ii. Thus the total current
of the dc-SQUID I can be expressed as
I = I1 + I2 = Ic1 cosϕ1 + Ic2 cosϕ2. (2.7)
The total flux threading the dc-SQUID loop can be expressed as







Figure 2.2: Schematic of a dc-SQUID. A dc-SQUID is a superconducting loop interrupted
by two junctions Ji (i = 1, 2). The current flowing through the junction Ji is Ii, and the
total current of the dc-SQUID is I = I1 + I2. An externally supplied magnetic flux Φext
threads the loop of the dc-SQUID.
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where Φext is the externally supplied flux, Lself is the self inductance of the dc-SQUID loop,
and Icir = (I2−I1)/2 is the circulating current of the loop. In practice, the inductance Lself
is usually designed to be a very small value [26], thus we can ignore the term LselfIcir in
Eq. (2.8) and assume Φtot ≈ Φext in the following discussions. Using the flux quantization
condition [26], we have




where n is an integer. With the following variable transformation ϕ̃ ≡ (ϕ1 + ϕ2)/2,
Isum ≡ Ic1 + Ic2, f ≡ πΦext/Φ0, and d ≡ (Ic1 − Ic2)/(Ic1 + Ic2), the total current I in
Eq. (2.7) can be expressed as
I = Ic1 cosϕ1 + Ic2 cosϕ2
= Ic1 cos (ϕ̃+ f + nπ) + Ic2 cos (ϕ̃− f − nπ)
= Isum cos (f + nπ)
√
1 + (d tan f)2 sin (ϕ̃− ϕ0), (2.10)
with ϕ0 = arctan(d tan f). We can use the relation ϕ̃ = ϕ1 − f − nπ to eliminate the
dependence of n in the above equation. As a result, I can be given by
I = Isum cos(f)
√
1 + d2 tan2 f sin (ϕ1 − f − ϕ0). (2.11)
Similarly, the total energy of the dc-SQUID, E = −E1 cosϕ1 − E2 cosϕ2, is given by
E = −Esum cos(f)
√
1 + d2 tan2 f cos (ϕ1 − f − ϕ0), (2.12)
with Esum = E1 + E2 = Φ0Isum/2π. Thus the dc-SQUID can be regarded as a tunable




Isq = Esum| cos f |
√
1 + d2 tan2 f. (2.13)
Now we make a comparison between the symmetric dc-SQUID (Ec1 = Ec2) and the
asymmetric dc-SQUID (Ec1 6= Ec2). As shown in Fig. 2.3, the Josephson energies of a
symmetric dc-SQUID (red) and an asymmetric dc-SQUID (blue) are plotted with respected
to the reduced external flux f , in which both the SQUIDs have the same Esum. We find
that the symmetric dc-SQUID has a better tunability than the asymmetric one: The Esq
of a symmetric dc-SQUID can be tuned from Esum to zero; while the Esq of an asymmetric
dc-SQUID can only be tuned from Esum to |E1 − E2|.
9








Figure 2.3: The Josephson energies Esq of a symmetric dc-SQUID (red) and an asym-
metric dc-SQUID (blue) are plotted with respected to the reduced external flux f .
For the symmetric dc-SQUID, E1 = E2 = Esum/2. For the asymmetric dc-SQUID,
E1 = 2E2 = 2Esum/3.
On the contrary, the asymmetric dc-SQUID is less sensitive to flux noise than the
symmetric one. First, we note that ∂Esq/∂f = 0 when an asymmetric dc-SQUID is tuned
to either its maximum or minimum Esq. These points are called sweet spots because the
dc-SQUID has the minimum sensitivity to flux noise at these points. The symmetric
dc-SQUID, however, only reaches sweet spots when tuned to its maximum Esq, which is
a shortcoming compared with a asymmetric dc-SQUID. In addition, when both the dc-
SQUIDs are tuned to the same Esq, the value |∂Esq/∂f | of the asymmetric dc-SQUID is
smaller than that of the symmetric one. That is to say, the asymmetric dc-SQUID has a
better resilience to flux noise at this certain Esq. Thus it is preferred to use an asymmetric
dc-SQUID, as long as its range of Esq satisfies our requirements.
10
𝐸J𝐶𝑡
Figure 2.4: Electrical circuit of a transmon qubit. A transmon qubit consists of a Joseph-
son junctions with the Josephson energy EJ and a large shunting capacitor Ct.
2.3 Transmon and Xmon
The transmon qubit [27, 28] consists of a Josephson junctions with the Josephson energy EJ
and a large shunting capacitor Ct (as shown in Fig. 2.4). The Hamiltonian of a transmon
qubit can be given by
Ht = 4ECn
2 − EJ cosϕ, (2.14)
where EC = e
2/(2Ct). Here, the generalized coordinate ϕ is the phase difference across the
junction, and the generalized momentum n is the number of Cooper pairs stored in the
capacitor. These two operators follow the commutation relation [ϕ, n] = i. By shunting
a large capacitance Ct, the transmon works in the regime EJ/EC  1, which makes the
transmon insensitive to the change of charge, and thus reduces the effects of charge noise.
In addition, in the regime of EJ/EC  1, we can expand cosϕ at ϕ = 0 and keep up to




























Usually, the junction in the transmon is replaced by a dc-SQUID. In this way, the frequency
of the transmon can be tuned by the biasing flux of the dc-SQUID.
The Xmon [29] qubit is a transmon qubit specially designed for 2D fabrication tech-
niques. It has the same Hamiltonian as that of a transmon, while its specially designed
structure provides much efficiency in operation. As shown in Fig, 2.5, Xmon is named by its
crossing pad formed by two superconducting coplanar waveguide lines, where a grounded
dc-SQUID is connected to one arm of the crossing pad. A flux biasing line is coupled
inductively with the dc-SQUID for frequency tuning. The capacitor formed between the
crossing pad and the ground serves as the large capacitor shunted to the Josephson junc-
tions in the transmon qubit. The line for XY control of the Xmon is capacitively coupled
to the crossing pad, which can be placed near the arm with dc-SQUID, or be placed by the
other three arms of the crossing pad. The rest arms of the crossing pad can capacitively
couple with other qubits or resonators. With this design, the tuning, control, coupling,
and readout of Xmon can be individually operated and optimized.
2.4 Summary
In this chapter, we introduce the basic building blocks of superconducting circuits: the
Josephson junction, the dc-SQUID, the transmon qubit, and the Xmon qubit. In the
following three chapters, we focus on specific topics of superconducting circuits. In Ch. 3
and Ch. 4, we use the Xmon qubit to realize tunable coupling between two resonators. In
Ch. 5, we study impedance engineering of a JPA, in which the JPA is made by a Josephson
junction (or a dc-SQUID) shunted with a capacitor.
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Figure 2.5: Chip layout of an Xmon qubit. An Xmon qubit consists of a crossing pad
(blue) and a grounded dc-SQUID (orange) connected to one arm of the crossing pad. A
flux biasing line (yellow) is coupled inductively with the dc-SQUID for frequency tuning.
The XY control line (purple) is capacitively coupled to the crossing pad. The rest three
arms of the crossing pad can capacitively couple with other qubits or resonators.
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Chapter 3
Xmon as a tunable coupler between
two resonators
In this and the next chapter, we study the tunable coupler for resonators. In this chapter,
we focus on the theoretical model of the tunable coupler. In the next chapter, we shall
discuss design, simulation, and fabrication of the tunable coupler.
3.1 Introduction
A tunable coupling between superconducting qubits or resonators is the basis for construct-
ing two-qubit gates and realizing large scale quantum computers. A coupler interacting
with two superconducting quantum elements (qubits or resonators) simultaneously can gen-
erate an effective coupling between the two elements. Various types of coupler have been
studied [30, 31, 32, 33], in which the two elements are coupled via inductive, capacitive, or
galvanic interactions.
In Ref. [34] and Ref. [35], two groups of researchers proposed using the transmon qubit
as a tunable coupler. In Ref. [34], this coupler is used to realize two-qubit gates between
two superconducting qubits and this proposal was demonstrated in experiments later [36].
On the contrary, in Ref. [35], this coupler is proposed to realize two-qubit gates between
two resonators.
The key feature of this coupler is that it possesses a turn-off point where the interaction
between the two elements (superconducting qubits or resonators) can be cancelled even
they are at the same frequency. As more and more superconducting qubits are integrated
14
in the same chip, the frequency domain gets crowded, and the conventional way to turn
off interactions between qubits by tuning their frequency away from each other is not
feasible. Thus this tunable coupler has great potential for large scale quantum information
processing.
In this and the next chapter, we study the tunable coupler for resonators proposed in
Ref. [35], with the aim of experimentally realizing this coupler. In this chapter, we focus
on the theoretical model of the tunable coupler. The contents are organized as follows.
In Sec. 3.2, we introduce the principle of tunable coupling according to the derivations in
Refs. [34, 35]. In Sec. 3.3, we present a specific chip design of the tunable coupler and
derive the corresponding Hamiltonian using the formal circuit quantization method. In
Sec. 3.4, we summary this chapter.
3.2 Hamiltonian of the tunable coupler
As shown in Fig. 3.1, the tunable coupler system consists of two superconducting resonators
and one Xmon coupler. Hereafter we denote the tunable coupler as the resonator-Xmon-
resonator (RXR) system. The two resonators Ra and Rb couple to each other with a
coupling strength gab, and each couple to the Xmon with a coupling strength ga and gb,
respectively. Here we regard the Xmon as a qubit consisting of its two lowest energy levels
with a tunable angular frequency ωx. In this case, the Hamiltonian H of the RXR system
is given by [34, 35]
H/~ = ωaa†a+ ωbb†b+ ωxσ†σ + gab(a†b+ ab† − a†b† − ab)
+ ga(a
†σ + aσ† − a†σ† − aσ) + gb(b†σ + bσ† − b†σ† − bσ). (3.1)
Here a and b are the annihilation operators of the resonant modes of Ra and Rb with
angular frequencies ωa and ωb, respectively. And σ is the lowering operator defined in
the eigenbasis of Xmon. The detuning between the Xmon and resonators is defined as
∆i = ωi − ωx (i = a, b).
We note that in Eq. (3.1), not only the Jaynes-Cummings interaction terms (e.g.,
[a†σ+aσ†]), but also the counter-rotating terms (e.g., [a†σ†+aσ]) are kept. That is because,
as will be shown below, the counter-rotating terms also make a significant contribution in
the dispersive regime, which is comparable to that of the Jaynes-Cummings interaction
terms.
Now, we discuss the effect of the Xmon when it is dispersively coupled to both of the







Figure 3.1: Schematic of the RXR system. The RXR system consists of two supercon-
ducting resonators Ra and Rb, and an Xmon coupler denoted as “X”. Ra and Rb couple
to each other with a coupling strength gab. The Xmon couples to Ra (Rb) with a coupling
strength ga (gb).
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where Σi = ωi + ωx (i = a, b). Expanding UHU





terms up to second order, i.e., ka+kb+2kab ≤ 2 (gab is assumed to a second-order quantity),
the effective Hamiltonian H̃ can be given by
H̃ = UHU † ≈ ~ ω̃aa†a+ ~ ω̃bb†b+ ~ g̃ab(a†b+ ab†), (3.3)
where



































In Eq. (3.3), the Xmon is assumed to be in its ground state and the corresponding
operators are eliminated. The indirect coupling between two resonators via a coupler in its
ground state is called virtual exchange interaction [37]. We denote that the eigenstate of
the RXR system without any interaction by |na,m, nb〉, in which m = g (or e) represents
the ground (first-excited) state of Xmon, and ni represents the Fock state of resonator Ri
with i = a, b. Then, we find that the Jaynes-Cummings interaction terms ([a†σ+ aσ†] and
[b†σ + bσ†]) in Eq. (3.1) enable the virtual interaction between the states |n, g, n− 1〉 and
|n−1, g, n〉 through the state |n−1, e, n−1〉. On the other hand, the counter-rotating terms
([a†σ†+aσ] and [b†σ†+bσ]) enable the virtual interaction between the states |n, g, n−1〉 and
|n − 1, g, n〉 through the state |n, e, n〉. In the dispersive regime, |∆i| ≈ |Σi|, the counter-
rotating terms also make a significant contribution to the virtual interaction between two
resonators and should not be ignored.








According to Refs. [34, 35], we have the following conclusions about Eq. (3.7):
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(1) For a given resonator frequency ωr, ga and gb are dependent of r, while gab is indepen-
dent of r. Thus the total coupling strength g̃ab can be tuned by changing r, i.e., by
changing the frequency ωx of the Xmon.
(2) When r is tuned to a certain value roff > 1, we have g̃ab = 0. That is to say, when the
frequency of Xmon is tuned to ωx = roff ωr, the coupling between Ra and Rb can be
turned off.
In the next section, we will derive the specific expressions for ga, gb, gab, and discuss the
above conclusions in details.
3.3 Circuit implementation
In this section, we discuss the circuit implementation of the RXR system. The first version
of the chip layout was finished by Carolyn Earnest and Jeremy Bejanin. Then we modi-
fied this chip layout to comply with our design and fabrication requirements, and finally
completed the final version of the chip layout.
In Fig. 3.2, we present the final version of our chip layout. An Xmon, accompanied by
a flux biasing line and an XY control line, stays at the center of the chip and capacitively
couples to three λ/4 resonators Ra, Rb, and Rm through its crossing pad. Resonators Ra
and Rb have the same resonant frequency ωr, while Rm has a resonant frequency ωm largely
detuned from ωr. On the left side of the chip, a pump line is used to excite the resonant
modes of Ra though capacitive coupling. On the right side of the chip, a readout line is
used to probe the resonant modes of Rb and Rm though capacitive coupling.
Fig. 3.3 shows an enlarged view of the Xmon area in Fig. 3.2, in which the resonators
couple to the Xmon’s crossing pad via “claws”. A direct capacitance between the claws of
Ra and Rb enables the coupling between these two resonators. Similarly, the resonator Rm
also couples with Ra (Rb) via direct capacitances between their claws. These perturbations
from Rm will also be considered in the following derivation.
As illustrated in Sec. 3.2, the Xmon and the flux biasing line, together with the two
resonators Ra and Rb, make up the essential elements of a RXR system with tunable
coupling. The XY control line, the resonator Rm, the pump line, and the readout line are
added as ancillary elements to characterize the RXR system. The XY control line is used
to manipulate the state of the Xmon. Rm is used to readout the state of the Xmon. The
pump line is used to excite the resonator Ra, and the readout line is used to detect the
states of Rb and Rm.
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Figure 3.2: Chip layout of the RXR system. An Xmon (black crossing), accompanied by
a flux line (yellow) and an XY line (purple), stays at the center of the chip and capacitively
couples to three resonators Ra (red), Rb (green), and Rm (blue). A pump line (light blue)
is located on the left side of the chip. A readout line (orange) is on the right side of the
chip. An enlarged view of the Xmon area (black dashed rectangle) is shown in Fig. 3.3.
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Figure 3.3: Enlarged view of the Xmon area (black dashed rectangle in Fig. 3.2). The
Xmon is capacitively coupled with Ra (red), Rb (green), Rm (blue), and the XY control
line (purple) through its crossing pad. The flux biasing line (yellow) is inductively coupled
with the dc-SQUID (light blue) of the Xmon.
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Figure 3.4: Circuit diagram of the RXR system. Ra, Rb, Rm, and the Xmon (denoted by
“X”) are coupled with each other. Each two of these four circuit elements are linked by a
coupling capacitor Cij (i, j = a, b,m, x and i < j). The five nodes of the circuit are labeled
by a, b, m, x, g, respectively
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Based on the chip layout of the RXR system, the corresponding circuit diagram is
shown in Fig. 3.4. The resonators Ri are modeled by LC oscillators with inductances Li
and capacitors Ci (i = a, b,m), respectively. While the Xmon is modeled by a Josephson
junction shunted with a capacitor Cx. The Josephson junction has a tunable Josephson
energy Ejx, and its capacitance has been merged into Cx for simplicity. Each two of the
above four circuit elements are linked by a coupling capacitor Cij (i, j = a, b,m, x and
i < j). Here the labels a, b,m, x represent Ra, Rb, Rm, and the Xmon respectively, with
the order a < b < m < x.
Note that only the Xmon and the resonators Ri (i = a, b,m) are taken into consideration
in Fig. 3.4, for which the total Hamiltonian Htot is what we are concerned with. The effect
of the flux line has been incorporated into the tunability of the Josephson energy Ejx. The
XY, pump, and readout lines, which can be treated as external driving terms coupled to
Htot, are not included in the circuit diagram.
To characterize the property of our chip, we need to derive the Hamiltonian Htot. Our
aim is twofold. First, as we introduce a new component Rm into the circuit, the original
Hamiltonian H in Eq. (3.1) is not applicable for our RXR system. Second, from the
chip layout we can only get the electromagnetic (EM) parameters such as Li, Ci, and Cij
(i, j = a, b,m, x). We need to express Htot as a function of these EM parameters.
To achieve the above aim, we use the formal circuit quantization method to derive Htot.
Following the formalism in Ref. [38], the five nodes of the circuit are labeled by a, b, m,
x, g, respectively (see Fig. 3.4). The fluxes of these five circuit nodes are denoted by φi
(i = a, b,m, x, g). Without loss of generality, the ground node flux φg is assumed to be
zero, and the rest four node fluxes are chosen as the generalized coordinates of the circuit.













x + Cax(φ̇a − φ̇x)2 + Cbx(φ̇b − φ̇x)2 + Cmx(φ̇m − φ̇x)2


















Equation (3.8) can be written in vector form as T = 1
2
~̇φTC~̇φ, where ~φ = [φa, φb, φm, φx]
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and C is the capacitance matrix. The expression for C is
C =

C11 −Cab −Cam −Cax
−Cab C22 −Cbm −Cbx
−Cam −Cbm C33 −Cmx
−Cax −Cbx −Cmx C44
 , (3.10)
where the diagonal elements are given by
C11 = Ca + Cab + Cam + Cax
C22 = Cab + Cb + Cbm + Cbx
C33 = Cam + Cbm + Cm + Cmx
C44 = Cax + Cbx + Cmx + Cx. (3.11)
With the Lagrangian of the circuit L = T −U , the generalized momenta qi, which are the




, (i = a, b,m, x). (3.12)
Eq. (3.12) can be written in vector form as ~q = C~̇φ, where ~q = [qa, qb, qm, qx]. The classical
Hamiltonian can be expressed as
Hcla = ~q · ~̇φ− L =
1
2
~q TC−1~q + U = T ′ + U, (3.13)
where C−1 is the inverse matrix of C. The term T ′ is the kinetic energy T rewritten as a











, (i, j = a, b,m, x). (3.14)
Here C̃i and C̃ij are positive quantities with a dimension of capacitance.
Using Eq. (3.9), Eq. (3.13), and Eq. (3.14), the quantum-mechanical Hamiltonian Htot
of the circuit can be derived via canonical quantization,



























where ωi = 1/
√
LiC̃i, and m is the annihilation operator of the resonant mode of Rm. Hx
is the Hamiltonian of the Xmon given in Eq. (2.14), which can be approximately treated




























where i, j = a, b,m, x and i < j.















































Comparing Htot in Eq. (3.15) with H in Eq. (3.1), we can find the effects of Rm are
twofold. (1) The capacitive coupling between Rm and Ra (Rb) results in the interaction
term Ham (Hbm). As Rm is designed largely detuned from Ra and Rb, the effects of Ham
and Hbm are suppressed. (2) As Rb is located nearer to Rm than Ra (see Fig. 3.2(b)), we
have Cbm > Cam. This asymmetry will lead to ωa 6= ωb even if the RXR system is designed
symmetrically (i.e., La = Lb, Ca = Cb, and Cax = Cbx).
Now, we derive the expressions for the coupling strengths ga, gb, and gab introduced in




























(b†σ + bσ† − b†σ† − bσ). (3.27)
Here, we treat the Xmon as a weakly anharmonic oscillator and only consider its lowest






















(a†b+ ab† − a†b† − ab). (3.30)







Now we revisit g̃ab in Eq. (3.7) to discuss the tunable coupling between Ra and Rb.
Here we ignore the effects of Rm, and assume the RXR system is designed symmetrically.
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In this case, we have La = Lb, C̃a = C̃b = C̃r, C̃ax = C̃bx, ωa = ωb = ωr, and Za = Zb.






















which is valid due to Ejx  Ecx for an Xmon qubit. Using Eq. (3.32), we can derive the





That is to say, when ωx is tuned to ωoff = roff ωr, the coupling between Ra and Rb can be
turned off.
3.4 Summary
In this chapter, we introduce the theoretical model of the tunable coupler. By deriving
the Hamiltonian Htot of the RXR chip for implementing the coupler, we connect Htot
with the EM parameters of the RXR chip. In the next chapter, we shall obtain these EM
parameters from the design and the fabrication parameters of the RXR chip, and construct
the corresponding Hamiltonian Htot. Then we verify whether the tunable coupling can be
achieved on this chip from numerical simulating the energy spectrum of Htot.
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Chapter 4
Design, simulation & fabrication
In Chapter 3, we related the Hamiltonian of the RXR chip with the EM parameters of its
circuit model. In this chapter, we focus on the design, the simulation, and the fabrication
of that specific RXR chip, in which we obtain the EM parameters according to the layout
design and the fabrication processes, and use them to simulate the Hamiltonian of the
chip. In Sec. 4.1, we introduce design and simulation of the resonators. In Sec. 4.2, we
obtain the coupling capacitances of the RXR chip from EM simulation. In Sec. 4.3, we
introduce the design of the Josephson junctions in the Xmon. In Sec. 4.4, we calculate the
eigenenergies and the eigenstates of the RXR chip. In Sec. 4.5, we summary this chapter.
4.1 Design of resonators
On the RXR chip (see Fig. 3.2), the pump line, the readout line, and the resonators Ra,
Rb, and Rm are all implemented by the coplanar waveguide (CPW) transmission line. As
shown in Fig. 4.1, the CPW consists of a central conducting line laying on a dielectric
substrate, together with a pair of return conductors on both sides of the central line. The
electrical properties of CPW is determined two factors. The first factor is the materials
of the conductor and the substrate. For our chip, the conductor and the substrate is
made with Al and Si, respectively. The EM properties of these two materials are shown
in Table 4.1. The second factor is the geometric dimensions of the conductor and the
substrate. According to our previous fabrication experience, the geometric dimensions of
our CPW are chosen as follows: the central line width W = 15 µm, the gap width G = 9
µm, the conductor thickness T = 78 nm, and the substrate thickness H = 500 µm. As will





Figure 4.1: Cross section of coplanar waveguide transmission line. The CPW is made by
a thin conductive film with thickness T , laying on a dielectric substrate with thickness
H. The CPW consists of a central conducting line with width W , and a pair of return
conductors on both sides of the central line. The width of the gap between the central line
and each return conductor is denoted as G.
Al (PEC) Si
relative permittivity 1 11.9
relative permeability 1 1
dielectric loss tangent 0 0
Bulk conductivity 1030 S/m 0
Table 4.1: EM properties of Al and Si. The relative permittivity is also called as “dielectric
constant”. Here the temperature is assumed to be 0 K, and Al is treated as a perfect electric
conductor (PEC). Data cited from the database of the EM simulation software ANSYS
HFSS.
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With the above parameters, the electrical properties of the CPW can be calculated
using ADS LineCalc. We have the characteristic impedance Z0 = 49.7 Ω and the effective





≈ 1.18× 108 m/s. (4.1)
As the pump line and the readout line need to be connected to the input/measurement
devices via cables, it is optimal for them to have a characteristic impedance close to the
standard impedance Zstd = 50 Ω to minimize the return loss. The resonators, however, are
not necessarily required to have a standard impedance.
For our chip, our goal is to implement the resonators with λ/4 shorted CPW transmis-
sion lines, with the resonant frequency ωa = ωb ≈ 2π × 5 GHz and ωm ≈ 2π × 5.5 GHz.
First we have a look at the parallel LC circuit, which is the prototype of the λ/4 shorted









where ω0 = 1/
√
LC is the resonant frequency. We can find ZLC(ω) goes to ∞ when ω



















Now, we come back to the shorted CPW, for which the input impedance Zin is given
by




where β = ω/vp is the phase constant and l is the length of the CPW. Similar to the











(2n+ 1), (n = 0, 1, 2, ...). (4.7)
Assuming ω0 = ωres(0) = πvp/(2l), the CPW is called a λ/4 resonator when ω = ω0,
because at this frequency l equals one quarter of the wavelength λ. Using Eq. (4.4), the





















As shown in Fig. 4.2, a resonator consists of a regular CPW part and a claw. The
length of the regular CPW part of Ra (Rm) is denoted as la (lm). For our chip, we have
la = 5714 µm and lm = 5164 µm. Using Eq. (4.7), we can calculate resonant frequencies








= 2π × 5.73 GHz. (4.11)
The above calculation is a rough estimation because the effects of the claws of Ra and
Rm are ignored. To obtain the parameters of resonators with more accuracy, we use the
EM simulation software ANSYS HFSS to numerical simulate the resonators. As shown in
Fig. 4.3, the impedance of Ra and Rm at different frequencies are plotted. The resonant
frequencies can be obtained from the maximum points of the impedance curve,
ωa = 2π × 4.9 GHz, (4.12)
ωm = 2π × 5.57 GHz. (4.13)
The imaginary part of admittance of Ra and Rm at different frequency are plotted in
Fig. 4.4. For the curve of Ra, the slope at the resonant frequency is sa = 0.008 (Ω ·GHz)−1.
Accordingly, for Rm the slope is sm = 0.0065 (Ω ·GHz)−1. Noting the following relations




































Figure 4.2: Layout of Ra (red) and Rm (blue). Each resonator consists of a regular CPW
part and a claw part. Ra and Rm is different from each other in both the CPW part and
the claw part.
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Figure 4.3: Impedance of Ra and Rm from EM simulation. The impedance of Ra (red)
and Rm (blue) are plotted with the frequency. The maximum point of the impedance of
Ra (Rm), which indicates the resonant frequency of Ra (Rm), is marked with “Resonator
A” (“Resonator M”).
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Figure 4.4: Imaginary part of the admittance of Ra (red) and Rm (blue) from EM simula-




















= 517 fF. (4.17)








= 1.58 nH. (4.19)
For the resonator Rb, we use the same design of Ra, thus we also have ωb = 2π×4.9 GHz,
Cb = Ca, and Lb = La. In this way, we accomplish our design aim that ωa = ωb ≈ 2π × 5
GHz and ωm ≈ 2π × 5.5 GHz.
4.2 Simulation of coupling capacitance
In this section we use the EM simulation software ANSYS Q3D to obtain the coupling
capacitance between the resonators and the Xmon, Cij (i, j = a, b,m, x and i < j), and
the shunting capacitance Cx of the Xmon .
As shown in Fig. 4.5, we only clip the area around the Xmon for simulation instead
of using the whole chip in Fig. 3.2. Because this area contribute to the main part of the
coupling capacitance, the simulation using this area can yield results with enough accuracy
in a moderate time. We also ignore the flux biasing line in our simulation, as it is grounded
and contributes little to the coupling capacitances.
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Figure 4.5: Xmon area for capacitance simulation. A rectangle area around the Xmon is
clipped from the whole chip layout in Fig. 3.2 for capacitance simulation. The flux biasing
line is ignored as it contributes little to the coupling capacitances.
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The simulation results for coupling capacitance are given as below,
Cab = 0.137 fF, (4.20)
Cam = 0.0449 fF, (4.21)
Cbm = 0.112 fF, (4.22)
Cax = 3.47 fF, (4.23)
Cbx = 3.47 fF, (4.24)
Cmx = 2.40 fF. (4.25)
Besides the coupling capacitance, the capacitance of each components to the ground
plane can also be calculated. The capacitance between the Xmon and the ground plane,
i.e, the capacitance shunted to the Josephson junction Cx, is given by
Cx = 90.3 fF. (4.26)
This parameter will be used in Sec. 4.3 for the design of Josephson junction.
4.3 Design of Josephson junction
In this section, we design the fabrication parameters of the Josephson junctions, which are
used in the Xmon of the RXR system.
As shown in Fig. 4.6, we use the double-angle shadow evaporation technique [39] to
fabricate the Josephson junction, with the parameters for fabrication given in Table 4.2.
t1 is the thickness of first deposition when the deposition is perpendicular to the substrate.
As the actual first deposition is tilted by an angle θ1, t1 is the length of AB (light blue line
in Fig. 4.6). Similarly, for the second deposition tilted by an angle θ2, t2 is the length of
CD (yellow line in Fig. 4.6).
The area of the junction, AJ, is the overlapping area between the first and the second
deposition layers. We have
AJ = WJ bJ, (4.27)
where WJ is the width of the junction, and bJ is the length of the junction. WJ is determined
by the smaller width between the two windows for deposition, i.e., the width of the red
box in Fig. 4.6(a). bJ is the length of BC (green line in Fig. 4.6(b)), which is given by













Figure 4.6: Fabrication of Josephson junction. (a) Schematic of the fabrication of a Joseph-
son junction in the top view. Two windows (the red and the blue boxes) separated by the
length b are developed from the photoresist, in which the blue (red) box is the window
for the first (second) deposition. The red box has a width of WJ, which is smaller than
that of the blue box. (b) Schematic of the fabrication of a Josephson junction in the side
view. The first (second) deposition is tilted by an angle θ1 (θ2) with respect to the normal
direction of the substrate (brown line). tr is the thickness of the bottom layer photoresist.
37
θ1 Angle of the first deposition
t1 Thickness of the first deposition
θ2 Angle of the second deposition
t2 Thickness of the second deposition
tr Thickness of the bottom layer photoresist
b Width of the photoresist bridge
WJ Width of the junction
bJ Length of the junction
Table 4.2: Parameters of Josephson junction fabrication
Then the Josephson energy of the junction is given by
EJ = JuAJ, (4.29)
where Ju is the current density of the junction. According to the results of previous
fabrications, we use Ju = 8× 10−7 A/µm2 for the following calculation.
Now, we determine the fabrication parameters of the junctions on the RXR chip. First,
we need to obtain the turn-off ratio roff in Eq. (3.34). Using the simulation results given
in Sec. 4.1 and Sec. 4.2, and ignoring the effects of Rm, we have
C̃rx = 18.4 pF, (4.30)
C̃ab = 1.59 nF, (4.31)
C̃x = 99.6 fF, (4.32)
ωr = ωa = 2π × 4.9 GHz. (4.33)





Thus the coupling between Ra and Rb vanishes when the Xmon is tuned to the turn-off
frequency
ωoff = roff ωr ≈ 2π × 6.7 GHz. (4.35)
To turn off the coupling between Ra and Rb, the frequency range of the Xmon should
cover the turn-off frequency ωoff. For the Xmon on the RXR chip, we use a symmetric dc-
SQUID consisting of two junctions with the same Josephson energy EJ. Using Eq. (2.13)
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16EJ| cos(f)|Ecx − Ecx
)
. (4.36)
where Ecx = e
2/(2C̃x) = h×0.194 GHz. From the above equation, the maximum frequency








Here we set the design aim of ωmax as 2π × 7.5 GHz, which is much larger than ωoff =
2π × 6.7 GHz. With such a large redundancy of 0.8 GHz, we can make sure that ωoff falls
into the frequency range of the Xmon.
By choosing a set of fabrication parameters in Table 4.2, we determine the Josephson
energy EJ in Eq. (4.37), and thus determine ωmax. In this process, both the design aim of
ωmax and the range of the fabrication parameters need to be taken into consideration. We
note that usually the values of t1, t2, tr, and b are kept unchanged, and we only change θ1,
θ2, and WJ to realize the design aim. Finally, the fabrication parameters of the junction
are set as below,
θ1 = θ2 = 24
◦, (4.38)
t1 = 40 nm, (4.39)
t2 = 60 nm, (4.40)
tr = 500 nm, (4.41)
b = 200 nm, (4.42)
WJ = 225 nm. (4.43)
Using these fabrication parameters, we have
EJ = h× 19 GHz, (4.44)
ωmax = 2π × 7.5 GHz, (4.45)
which just satisfy our design aim of ωmax.
4.4 Energy spectrum of RXR
With all parameters of the resonators and the Xmon derived in the previous sections, now
we simulate the RXR chip using the Hamiltonian Htot in Eq. (3.15). The codes for this
numerical calculation are given in App. B.
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We summarize the parameters derived in the sections 4.1-4.3 as below,
La = Lb = 1.66 nH, (4.46)
Lm = 1.58 nH, (4.47)
Ca = Cb = 637 fF, (4.48)
Cm = 517 fF, (4.49)
Cab = 0.137 fF, (4.50)
Cam = 0.0449 fF, (4.51)
Cbm = 0.112 fF, (4.52)
Cax = 3.47 fF, (4.53)
Cbx = 3.47 fF, (4.54)
Cmx = 2.40 fF, (4.55)
Cx = 90.3 fF, (4.56)
EJ = h× 19 GHz. (4.57)
Using Eqs. (3.16–3.19), the frequencies of Ra, Rb, Rm, and the maximum frequency of the
Xmon are given by
ωa = 2π × 4.8809 GHz, (4.58)
ωb = 2π × 4.8806 GHz, (4.59)
ωm = 2π × 5.5552 GHz, (4.60)
ωmax = 2π × 7.4980 GHz. (4.61)
Here, we present more significant figures of our data for comparison. We note that ωa and
ωb are slightly different, even though Ra and Rb have the same design parameters. The
reason for this asymmetry is Cbm > Cam, i.e., Rm couples more strongly with Rb than with
Ra.
With the above parameters, we can construct Htot and calculate its eigenstates. As
shown in Fig. 4.7, the lowest five eigenenergies (in units of frequency) of Htot are plotted
as a function of the biasing flux of the Xmon f ≡ πΦext/Φ0. Fig. 4.7 can be approximately
regarded as a figure consisting of four horizontal lines and a decreasing curve. First, the
lowest horizontal line at 0 GHz represents the ground state of Htot, in which Ra, Rb,
Rm, and the Xmon are all staying at their corresponding ground states. Second, the two
horizontal lines at about 4.9 GHz are the eigenmodes of the two resonators Ra and Rb.
Third, the horizontal line at about 5.5 GHz is the first excited state of Rm. At last, the
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Figure 4.7: Energy levels of the RXR chip. The lowest five eigenenergies (in units of
frequency) of Htot are plotted as a function of the biasing flux f . From the lowest to the
highest eigenenergy, the corresponding curves are plotted in blue, yellow, green, red, and
purple, respectively. The area enclosed by the blue (black) dashed rectangle is plotted in
Fig. 4.8 (Fig. 4.9) for further discussion.
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Figure 4.8: Anti-crossing patterns formed by the Xmon and the resonators. The area
enclosed by the blue dashed rectangle in Fig. 4.7 is plotted here, showing the energy levels
of Htot when the Xmon is resonant with Ra, Rb or Rm. The first, second, third, and fourth
excited states are plotted in blue, yellow, green, and red, respectively. Two anti-crossing
patterns are marked by a blue dashed rectangle and a black dashed rectangle, respectively.
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decreasing curve is the first excited state of the Xmon, which goes down with the increase
of f .
The above physical interpretations are valid when the Xmon is largely detuned from
the resonators. In contrast, when the Xmon is resonant with Ra, Rb, or Rm, the states
of the Xmon and the resonator mix together, resulting in the anti-crossing pattern in the
figure of the energy levels.
To illustrate this phenomenon, in Fig. 4.8, we zoom in the area enclosed by the blue
dashed rectangle in Fig. 4.7. When ωx is tuned to ωm ≈ 5.5 GHz, the Xmon strongly
interacts with Rm, resulting in the anti-crossing pattern formed by the red and the green
curves (the blue dashed rectangle Fig. 4.8). When ωx is tuned to ωa ≈ ωb ≈ 4.9 GHz,
the Xmon strongly interacts with one eigenmode of Ra and Rb, resulting in the anti-
crossing pattern formed by the green and the blue curves (the black dashed rectangle in
Fig. 4.8). In contrast, the other eigenmode (yellow line) keeps unchanged with respect to
f , indicating that there is almost no interaction between this eigenmode and the Xmon.
This phenomenon between the Xmon and the eigenmodes of Ra and Rb can be better
interpreted using the annihilation operators c± of the eigenmodes defined as below,
c+ ≡ cos(θ)a+ sin(θ)b, (4.62)











As Rm is largely detuned from Ra, Rb, and the Xmon, we can omit the Hamiltonian of Rm,
and use the Hamiltonian H in Eq. (3.1) to describe the system. Rm can be regarded as
a weak perturbation to the Hamiltonian H, which makes ωa 6= ωb and ga 6= gb. However,
this perturbation is very weak and we have |ωa − ωb|  ωa, ωb and |ga − gb|  |ga|, |gb|.
Rewriting the Hamiltonian H in Eq. (3.1) with c±, we get












2(θ)ωb + 2 cos(θ) sin(θ)gab, (4.66)
ω− = sin
2(θ)ωa + cos
2(θ)ωb − 2 cos(θ) sin(θ)gab, (4.67)
g+ = cos(θ)ga + sin(θ)gb, (4.68)
g− = sin(θ)ga − cos(θ)gb. (4.69)
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Figure 4.9: Eigenmodes of Ra and Rb. The area enclosed by the black dashed rectangle
in Fig. 4.7 is plotted here, showing the energies of the two eigenmodes of Ra and Rb, in
which the lower (higher) energy level is plotted in blue (yellow).
In deriving Eq. (4.65), the counter-rotating terms in Eq. (3.1) are ignored because ωa ≈
ωb ≈ ωx. According to Eq. (4.65), g+ (g−) is the coupling strength between the Xmon and
the “+” (“−”) mode of Ra and Rb. As ωa ≈ ωb and ga ≈ gb, we have θ ≈ π/4, g+ ≈
√
2ga,
and g− ≈ 0. Thus there is almost no interaction between the Xmon and the “−” mode
(yellow line in Fig. 4.8). In addition, if ωa = ωb and ga = gb, then g− = 0 and the “−”
mode is completely decoupled from the Xmon.
In Fig. 4.9, we zoom in the area enclosed by the black dashed rectangle in Fig. 4.7,
showing the energies of the eigenmodes of Ra and Rb. We can find there is always a gap
between the two eigenmodes of Ra and Rb. This gap results from the frequency difference
between ωa and ωb. As mentioned above, this frequency difference between Ra and Rb is
induced by the fact that Cam < Cbm. As a comparison, we can assume Cam = Cbm = 0,
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Figure 4.10: Eigenmodes of Ra and Rb in the symmetric situation. The energies of the two
eigenmodes of Ra and Rb is plotted as a function of the biasing flux f , with the assumption
Cam = Cbm = 0. The lower (higher) energy level is plotted in blue (yellow).
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and keep all the other parameters unchanged. In this case, Ra and Rb are symmetric on
the RXR chip, and we have ω′a = ω
′
b = 2π× 4.8866 GHz. In Fig. 4.10, we plot the energies
of the eigenmodes of Ra and Rb with the assumption Cam = Cbm = 0. In contrast to
Fig. 4.9, we can find that the two eigenmodes become degenerate at f = 0.634, where the
coupling between ga and gb is zero.
Now, we come back to the situation shown in Fig. 4.9, where the asymmetric pertur-
bation from Rm is taken into account. As the Xmon is dispersively coupled to Ra and Rb,
we can use the Hamiltonian H̃ in Eq. (3.3) to describe Ra and Rb. Similar to Eq. (4.62)
and Eq. (4.63), we use the annihilation operators d+ and d− defined as below,
d+ ≡ cos(γ)a+ sin(γ)b, (4.70)
d− ≡ sin(γ)a− cos(γ)b, (4.71)
to rewrite H̃. As a result, we obtain the following Hamiltonian















2(γ)ω̃b + 2 cos(γ) sin(γ)g̃ab, (4.74)
ω̃− = sin
2(γ)ω̃a + cos
2(γ)ω̃b − 2 cos(γ) sin(γ)g̃ab. (4.75)
From Eq. (4.74) and Eq. (4.75), we can find that ω̃+ ≥ ω̃−. Thus the “+” mode corresponds
to the higher energy level (the yellow curve) in Fig. 4.9, while the “−” mode corresponds
to the lower energy level (the blue curve) in Fig. 4.9.
The frequency difference between the eigenmodes is given by
∆± ≡ ω̃+ − ω̃− =
√
(ω̃a − ω̃b)2 + 4g̃2ab (4.76)
=
√
(∆ab + δ)2 + 4g̃2ab, (4.77)
where

















Here, δ results from the frequency corrections to Ra and Rd induced by the Xmon. In
the dispersive coupling regime where ωx/(2π) is in the range of 6–7.5 GHz, we have |δ| <
2π × 10−3 MHz ∆ab. Thus δ is ignored in the following calculations.
Using Eq. (4.58), Eq. (4.59), and Eq. (4.76), we have ∆± ≥ ∆ab = 2π × 0.3 MHz.
As a result, there is always a gap between the energies of the two eigenmodes in Fig. 4.9.
Furthermore, we can use Eq. (4.76) to calculate the effective coupling strength |g̃ab| between
Ra and Rb. According to Fig. 4.9, ∆± reaches its minimum value ∆
(min)
± ≈ 2π × 0.3 MHz
at f = 0.637. As ∆
(min)
± ≈ ∆ab, we can infer that g̃ab ≈ 0 at f = 0.637. The corresponding
frequency of the Xmon at f = 0.637 is the turn-off frequency ωoff. Using Eq. (4.36), we
have ωoff = 2π × 6.6966 GHz, which agrees with our estimation for ωoff in Eq. (4.35).
According to Eq. (4.76), ∆± can be used as an indicator of the value of |g̃ab|. From
Fig. 4.9, we can find |g̃ab| increases as ωx deviates from ωoff. We note that, in order
to achieve a large |g̃ab|, it is more efficient to decrease ωx than to increase ωx, because
|g̃ab| ≤ gab when ωx > ωoff. Here, we take f = 0.85 as an example to demonstrate the
coupling strength in the regime ωx < ωoff. In this case, we have ωx = 2π × 6.0482 GHz,
∆± = 2π× 0.72 MHz, and |g̃ab| = 2π× 0.34 MHz. This coupling strength corresponds to a
time of 2π/|g̃ab| ≈ 3 µs. This time is too long to perform a gate operation, as the relaxation
time of a superconducting CPW resonator is 1–5 µs [40, 41]. We can further increase |g̃ab|
by tuning ωx towards ωa. However, we should not make ωx too close to ωa, ωb, or ωm,
because in this case the assumption of dispersive coupling is invalid. As ωoff > ωm > ωa,
the resonator Rm limits the tuning range of ωx, and thus limits the range of |g̃ab|. Without
Rm, we can further tune ωx down to 5.5 GHz to achieve a larger |g̃ab|, where the Xmon is
still dispersively coupled to Ra and Rb.
Besides eigenenergies, we can also use eigenstates to characterize the tunable coupling
between Ra and Rb. First, we define the single-photon state of Ra as
|ψa〉 ≡ |1a〉 ⊗ |0b〉 ⊗ |0m〉 ⊗ |g〉, (4.80)
where |ni〉 is the n-photon Fock state of the resonator Ri (i = a, b,m), and |g〉 is the ground
state of the Xmon. Similarly, the single-photon state of Rb is defined as
|ψb〉 ≡ |0a〉 ⊗ |1b〉 ⊗ |0m〉 ⊗ |g〉. (4.81)
Second, we denote the first and the second excited states of Htot as |ψ1〉 and |ψ2〉,
respectively. When the Xmon is in the dispersive coupling regime, |ψ1〉 (|ψ2〉) corresponds
to the single-photon state of the “−” (“+”) eigenmode in Eq. (4.72). The projection
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Figure 4.11: Probabilities of projecting |ψ1〉 to |ψa〉 and |ψb〉. The probabilities P1,a (blue)
and P1,b (yellow) are plotted as a function of f . At f = 0.637, P1,a ≈ 0 and P1,b ≈ 1.
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Figure 4.12: Probabilities of projecting |ψ2〉 to |ψa〉 and |ψb〉. The probabilities P2,a (blue)
and P2,b (yellow) are plotted as a function of f . At f = 0.637, P2,a ≈ 1 and P2,b ≈ 0.
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probabilities from the eigenmodes “±” to the single-photon state of Ra and Rb are given
as
P1,a = |〈ψa|ψ1〉|2, (4.82)
P1,b = |〈ψb|ψ1〉|2, (4.83)
P2,a = |〈ψa|ψ2〉|2, (4.84)
P2,b = |〈ψb|ψ2〉|2. (4.85)
According to Eq. (4.70) and Eq. (4.71), we have the following relations
P1,a ≈ P2,b ≈ sin2(γ), (4.86)
P1,b ≈ P2,a ≈ cos2(γ). (4.87)
When g̃ab = 0, we have γ = 0, P1,a ≈ P2,b ≈ 0, and P1,b ≈ P2,a ≈ 1. That is to say,
|ψ1〉 ≈ |ψb〉 and |ψ2〉 ≈ |ψa〉 when g̃ab = 0.
Now, we numerically calculate Pi,j (i = 1, 2 and j = a, b) by solving the eigenstates of
Htot. The results of P1,a and P1,b (P2,a and P2,b) are plotted as a function of f in Fig. 4.11
(Fig. 4.12). From Fig. 4.11 and Fig. 4.12, we find the following relations,
P1,a ≈ P2,b, (4.88)
P1,b ≈ P2,a, (4.89)
P1,a + P1,b ≈ 1, (4.90)
P2,a + P2,b ≈ 1, (4.91)
which agree with Eq. (4.86) and Eq. (4.87). In addition, at f = 0.637, we have P1,a ≈
P2,b ≈ 0 and P1,b ≈ P2,a ≈ 1. Thus at f = 0.637, |ψ1〉 ≈ |ψb〉 and |ψ2〉 ≈ |ψa〉. This
result is consistent with the minimum energy gap in Fig. 4.9, which also indicates that g̃ab
is turned off at f = 0.637.
4.5 Summary
In this chapter, we focus on the design, the simulation, and the fabrication of the RXR
chip. We obtain the EM parameters according to the layout design of the chip and the
fabrication parameters of the junction. Using the EM parameters, we numerically calculate
the eigenenergies and the eigenstates of the chip. From the numerical results, we confirm
that the effective coupling between Ra and Rb can be turned off by tuning the frequency of
50
the Xmon. For the present RXR chip, we have two main problems. First, the perturbation
from Rm breaks the degeneracy of Ra and Rb, making ωa 6= ωb and ga 6= gb. Second, the
effective coupling between Ra and Rb is too small to perform fast gate operations. In Ch. 6,






In this chapter, we study impedance engineering for the Josephson parametric amplifier
(JPA) to enhance its bandwidth, with a focus on impedance engineering of a certain type of
JPA, the flux pumping JPA (FJPA). We first introduce the theoretical model of impedance
engineering. Then we theoretically study impedance engineering for two different types of
FJPA.
5.1 Introduction
The Josephson parametric amplifier is a type of superconducting circuits which can amplify
the microwave signal it receives. The critical feature of the JPA is that it can achieve high
gain, low-noise amplification. The average energy of the noises added by the JPA can
approach a lower bound laid by the Heisenberg uncertainty principle [22, 23], which equals
to a half of the energy of a photon at the signal frequency. Due to this property, the JPA
has been widely used in measurements for superconducting circuits. The main shortcoming
of the JPA is the limited bandwidth around 50 MHz [42, 43]. Although a special type of
JPA, the traveling wave parametric amplifier (TWPA) [44, 45], can achieve a bandwidth
around 4 GHz, the fabrication of TWPA is much sophisticated than the conventional JPA.
Instead of using TWPA, another method of increasing the bandwidth of a JPA is found in
Ref. [46]. In Ref. [46], scientists found that the bandwidth of an FJPA can be improved
by inserting a tapered transmission line in the measurement chain, while the underlying
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reason was not clearly understood. In Ref. [47], scientists clarified that the principle for
the results in Ref. [46] is the impedance engineering, i.e., engineering the input impedance
seen from the JPA side, and apply this method experimentally on a current pumping JPA
(CJPA).
Following the principal in Ref. [47], in this chapter we theoretically study the way to
improve the bandwidth of the FJPA by impedance engineering. The contents are organized
as follows. In Sec. 5.2, we introduce the theoretical model of the JPA. In Sec. 5.3, we show
the principal of the impedance engineering. In Sec. 5.4, we study impedance engineering of
one type of FJPA, the lumped-element FJPA. In Sec. 5.5, we study impedance engineering
of another type of FJPA, the transmission line (TL) FJPA. In Sec. 5.6, we summary this
chapter.
5.2 Theoretical model of JPA
JPA can be modeled by a damped-driven nonlinear oscillator, which can have several
resonant modes and input/output ports. Here we consider the simplest case, a 1-mode,







(a2 exp(i(2Ωdt+ θ))− h.c.), (5.1)
where ωa and a are the angular frequency and the annihilation operator for the oscillator
mode, respectively. The external driving field is characterized by the driving strength λ,
the angular frequency Ωd, and phase θ.
Using the quantum Langevin equation [48] and the input-output relation [48], the













κa = ain(t) + aout(t), (5.3)
where κ is the damping rates of the oscillator mode and also represents the coupling
between the oscillator with the external field.
The amplification effect of the oscillator is characterized in the frequency domain, via
the Fourier transform of the input (output) field operator ain[ω] (aout[ω]). After receiv-
ing a signal ain[ωS], the oscillator will output an amplified signal at the same frequency
aout[ωS]. Together with aout[ωS], the oscillator will also emit another signal aout[ωI ] with
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the frequency ωI = 2Ωd−ωS. The frequencies ωS and ωI are called as signal frequency and
idler frequency, respectively. The amplification performance for the input signal ain[ωS] is
described by the the photon number gain function G(ωS) = |r(ωS)|2 = |aout[ωS]/ain[ωS]|2,
where r(ωS) is the reflection coefficient.
The relation between ωS and Ωd defines two different operation modes of the amplifier.
When ωS 6= ωd, i.e., ωS 6= ωI , the amplifier works in the non-degenerate mode, also called
as phase-preserving mode. In this mode, the gain of the amplifier is independent of the
relative phase between the driving field and the input signal, and both quadratures of the
input signal are amplified with the same ratio. In contrast, when ωS = ωI = ωd, the
amplifier works in the degenerate mode, also called as phase-sensitive mode. In this mode,
the gain of the amplifier is sensitive to the relative phase between the driving field and the
input signal. By tuning the relative phase, the amplifier amplifies one quadrature of the
input signal while squeezes the other one. Here, we only consider the amplifier operating
in the non-degenerate mode. Thus the phase of the driving field θ in Eq. (5.1) can be
ignored in the following discussion.
Now we introduce the practical implementation of the JPA with Josephson junction
circuits. There are two main types of JPA, the current pumping JPA (CJPA) and the flux
pumping JPA (FJPA), named by the methods of applying the driving field. The schematic
of a CJPA is shown in Fig. 5.1. This type of JPA has a transmon-like structure and utilizes
the Kerr nonlinearity to implement the quadratic Hamiltonian in Eq. (5.1). As shown in























For the CJPA, the driving field is an intense coherent tone with amplitude αin and
angular frequency ωc. This driving field is sent to the amplifier together with the signal to
be processed δain(t), thus we have






Figure 5.1: Schematic of a current pumping JPA. The current pumping JPA, which consists
of a Josephson junction with the Josephson energy EJ and a shunting capacitance Ct, is
connected to the measurement chain with an input impedance of ZL, where ain (aout)
represents the input (output) tone.
55
Correspondingly, the annihilation operator of the driven amplifier can also be separated
into a classical part and a quantum part,
a = α exp(−iΩct) + δa(t), (5.8)
where α is a complex number. Using Eq. (5.2) and Eqs. (5.4–5.8), the quantum Langevin



















(δa2 exp(i2Ωct)− h.c.), (5.10)
where
ωc = ωt − 2λc, (5.11)
λc = K|α|2. (5.12)
In deriving Eq. (5.9) and Eq. (5.10), non-RWA terms are neglected with the assumption
Ωc ≈ ωt ≈ ωc.
Now we consider the theoretical model of an FJPA . As shown in Fig. 5.2, the FJPA also
has a transmon-like structure, where the Josephson junction is replaced by a dc-SQUID.
The dc-SQUID is threaded by an external flux Φext generated by a coil. Recalling the
knowledge of the dc-SQUID and the transmon in Sec. 2.2 and Sec. 2.3, respectively, the
Hamiltonian of the transmon-like structure is given by
Ht = 4ECn
2 − Esq(Φext) cosϕ, (5.13)
where EC = e
2/(2Ct). The driving field is applied via the coil and generates the following
external flux
Φext = ΦDC + ΦAC cos(Ωf t), (5.14)
where ΦAC/ΦDC  1. As the AC part of Φext is a small value, we can expand Esq(Φext) to
the first order of ΦAC,













Figure 5.2: Schematic of a flux pumping JPA. The flux pumping JPA, which consists of
a dc-SQUID biased by the external flux Φext and a shunting capacitance Ct, is connected
to the measurement chain with an input impedance of ZL, where ain (aout) represents the
input (output) tone. The two junctions in the dc-SQUID have the Josephson energies E1
and E2, respectively.
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where Esum = E1 +E2, ϕDC = πΦDC/Φ0, and ϕAC = πΦAC/Φ0. In deriving Eq. (5.15), we
use the expression for the Josephson Energy of a dc-SQUID in Eq. (2.13). For simplicity,
we assume the dc-SQUID is symmetric and 0 ≤ ϕDC ≤ π/2.
Inserting Eq. (5.15) into Eq. (5.13), and expanding cosϕ to order ϕ2, we can derive the


















In deriving Eq. (5.16), the operators n and ϕ are replaced by ladder operators a and a†
defined by the following equations,














In addition, non-RWA terms are neglected with the assumption Ωf ≈ 2ωf .
From Eq. (5.18), we find the driving strength λf = 0 when ϕDC = 0. Specifically,
the value of ϕDC should be kept away from zero points of the derivative ∂Esq(Φ)/∂Φ. In
practice, we usually make ϕDC ≈ π/4, i.e., biasing the amplifier at ΦDC ≈ Φ0/4.
From Eq. (5.10) and Eq. (5.16), we can find CJPA and FJPA have the same form of
Hamiltonian as in Eq. (5.1), thus both types of circuit implementation can function as an
amplifier. However, CJPA and FJPA differ with each other in the following aspects:
1. The driving frequencies Ωc and Ωf differ by a coefficient 2 in their corresponding
Hamiltonians. As a result, when a signal at frequency ωS needs to be amplified,
the CJPA should be driven at Ωc ≈ ωS while the FJPA should be driven at Ωf ≈
2ωS. This is a shortcoming of CJPA, because the closeness in frequency adds to the
difficulty in distinguishing the signal tone from the driving tone.
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2. The mode frequency of the CJPA ωc shifts as the driving strength λc changes. While
for the FJPA, the resonant frequency ωf can be kept unchanged in tuning the driv-
ing strength λf . Thus CJPA and FJPA have different strategies in tuning driving
strength to achieve the required amplification. In the following sections, we mainly
focus on the gain of FJPA. The tuning of the driving strength for CJPA can be found
in Ref. [47].
5.3 Gain function and impedance engineering for JPA
Due to the similarity of Hamiltonian, the gain function of CJPA and FJPA can be given
in a unified form. For an input signal at angular frequency ωS, the gain function G(ω) ≡
G(ωS − Ωd) is given by [47]
G(ω) = |r(ω)|2, (5.22)
r(ω) = 1− κ1(ω)
−i(ω + ωd −∆2(ω)) + κ2(ω)/2
(−iΩ(ω) + κ−(ω)/2)(−iΩ(ω) + κ+(ω)/2)
, (5.23)
where
Ω(ω) = ω − (∆1(ω) + ∆2(ω))/2, (5.24)
κ±(ω) = (κ1(ω) + κ2(ω))/2± 2
√
(λ2 − ω2d) + ε(ω), (5.25)
ε(ω) = ωdδ(ω)− δ(ω)2/4, (5.26)
δ(ω) = (∆2(ω)−∆1(ω)) + i(κ1(ω)− κ2(ω))/2. (5.27)
In the above equations, κi(ω) and ∆i(ω) (i = 1, 2) are determined by the input admittance


























where Ct is the shunting capacitance in JPA.
In using the gain function G(ω) in Eq. (5.22), we need to change the definition of
variables according to the type of JPA. For a CJPA, we have
Ωd = Ωc, (5.32)
λ = λc, (5.33)
ωd = ωc − Ωc = ωt − 2λc − Ωc, (5.34)
where Ωc and λc are the driving frequency and the driving strength of the CJPA, respec-
tively. The original mode frequency of the CJPA is ωt, and ωc is the mode frequency shifted
by λc. On the contrary, for an FJPA, we have
Ωd = Ωf/2, (5.35)
λ = λf , (5.36)
ωd = ωf − Ωf/2, (5.37)
where ωf , Ωf , and λf are the the mode frequency, the driving frequency, and the driving
strength of the FJPA, respectively.
We note that in deriving Eq. (5.22), the quantum Langevin equation and the input-
output relation in Eq. (5.2) and Eq. (5.3) are generalized. The original equations describe
the situation in which the JPA is coupled to a load with a constant real impedance, e.g., a
measurement device with a standard impedance 50 Ω. The real impedance, i.e., resistance,
results in the damping rates κ of the JPA. In contrast, G(ω) in Eq. (5.22) describes a
generalized situation, in which the JPA is coupled to a load with a complex frequency-
dependent impedance Zin(ω). The real part of Zin(ω) results in the terms κ1(ω) and κ2(ω),
which lead to the damping of the JPA. While the imaginary part of Zin(ω) results in
the terms ∆1(ω) and ∆2(ω), which lead to the frequency shift of the JPA. An elaborate
derivation for the gain function G(ω) can be found in Refs. [38, 47].
As G(ω) dependent of Zin(ω), we can consider impedance engineering to improve the
performance of JPA. As shown in Fig. 5.3, the impedance engineering is using an impedance
transformer to convert the impedance seen by the JPA from the impedance R of the
measurement device to a proper impedance Zin(ω), for which G(ω) has a better property.
Here our aim is to improve the bandwidth of JPA, that is to say, we hope that G(ω) keeps
constant over a large range of ω. Noticing that G(ω) is an even function of ω, we can
expand it as a power series of ω at ω = 0,










Figure 5.3: Schematic of an impedance engineered JPA. The impedance engineering is
using an impedance transformer (denoted by “IT”) to convert the impedance R of the
measurement device, resulting in an input impedance Zin seen by the JPA.
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From Eq. (5.38), we can find that G(ω) changes as ω deviates from 0, in which the main
factor is the quadratic coefficient G2. By choosing a proper Zin(ω), we can make the
coefficient G2 = 0. In this case, the frequency dependence of G(ω) is dominant by the
fourth order term G4ω
4, which is much smaller than the quadratic term G2ω
2. As a result,
the impedance-engineered JPA has a more flat gain profile than the original one.
5.4 Impedance engineering for the lumped-element
FJPA
In this section, we consider a practical example of FJPA, the lumped-element FJPA [46].
The schematic of a lumped-element FJPA is the same as in Fig. 5.2, in which the capacitor
Ct is implemented by a lumped element, e.g., a parallel plate capacitor.
First we consider the simplest situation, in which the FJPA is directly connected to the
measurement chain with an input impedance Zin = R. Using Eq. (5.22) and Eq. (5.38),
we have the zero order gain G0 as








where κ0 = κ1(ω) = κ2(ω) = 1/(CtR) is the damping rates. From Eq. (5.39), we can find
that for a given κ0 and λ, G0 reaches its maximum when ωd = 0. Thus we usually let the
FJPA operate at ωd = ωf − Ωf/2 = 0, i.e., driving the FJPA at Ωf = 2ωf .
We apply the same method of impedance engineering as in Ref. [47] to the FJPA.
This strategy is inducing an ω-dependent imaginary part in Zin, i.e., turning Zin into the
following form,
Zin(ω) = R + iγω. (5.40)
With the above Zin(ω), the zero order gain G0 in Eq. (5.39) is not altered because Zin(0) =
R. While the second order coefficient G2 can be cancelled by properly tuning α and thus
the bandwidth of FJPA is improved.




f − ω2d))(R2 −Rκ0γ + (λ2f − ω2d)γ2)
R2(κ20 − 4(λ2f − ω2d))4
. (5.41)
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We can find that G2 becomes 0 when γ is the roots of the following equation,
R2 − κ0Rγ + (λ2f − ω2d)γ2 = 0, (5.42)










κ20 − 4(λ2f − ω2d)
2(λ2f − ω2d)
. (5.44)
From Eq. (5.41), we can find G2 < 0 when γ < γ1 or γ > γ2, while G2 > 0 when
γ1 < γ < γ2.
Now we discuss circuit implementing of the impedance transformer which can convert
R into R+ iγω. The transmission line (TL) is a good choice for this task. When connected
with a load of impedance ZL, a TL of impedance Z0 and length (in units of wavenumber)
ν can yield the following input impedance [49],
Zin(ω) = Z0
ZL + iZ0 tan(2πν(1 + ω/Ω0))
Z0 + iZL tan(2πν(1 + ω/Ω0)
, (5.45)
where Ω0 is the design frequency of TL and ω = ωS−Ω0 is the detuning of the input signal
from Ω0. According to Eq. (5.45), the λ/2 TL (ν = 1/2) and the λ/4 TL (ν = 1/4) are
useful tools for impedance engineering. When ω = 0, the λ/2 TL keeps ZL unchanged,
while the λ/4 TL transforms ZL into Z
2
0/ZL. When ω deviates a small value from 0, both
the λ/2 TL and the λ/4 TL can induce an ω-dependent imaginary part.
In this way, a simple method of impedance engineering is just connecting the mea-
surement device to a λ/2 TL with impedance Zλ/2 and design frequency Ωd, which can
transform Zin from R to















Let R = Rstd = 50 Ω, then we can derive the corresponding Zλ/2 such that G2 = 0.
The problem of the above method is that the solution for Zλ/2 may exceed our design
range of TL. To solve this problem, we can bring in a new design freedom by inserting a
λ/4 TL with impedance Zλ/4 and design frequency Ωd between the measurement device
and the λ/2 TL. The main effect of the inserted λ/4 TL is transforming the real part of
Zin from R to Z
2
λ/4/R. Then the following λ/2 TL can further transform the imaginary


























We note that in changing Zin(0) from R to Z
2
λ/4/R, the zero order gain G0 is also af-
fected. Thus we need to tune λf accordingly to keep G0 stay the same before and after
transformation.
Now we apply the above theory to a specific FJPA. We take a set of experimentally
accessible parameters from Ref. [46] as
ωf = 2π × 6.7 GHz, (5.50)




= ωf . (5.52)
We set a fixed G0 = 18 dB (x = 10 log(x) dB). If we only use a λ/2 TL as the impedance
transformer, the solutions such that G2 = 0 are given by
λf = 2π × 0.351 GHz, (5.53)
Z
(1)
aux,λ/2 = 183 Ω, Z
(1)
λ/2 = 135 Ω, (5.54)
Z
(2)
aux,λ/2 = 511 Ω, Z
(2)
λ/2 = 333 Ω. (5.55)
Here we keep Zin(0) = Rstd = 50 Ω unchanged.
If we use a λ/4 TL together with a λ/2 TL as the impedance transformer, we first need
to determine the value of Zin(0) after transformation. Here we take Zin(0) = 32 Ω as a
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Figure 5.4: Gain curves of a lumped-element FJPA. The gain G(ω) of a lumped-element
FJPA is plotted as a function of the signal frequency ω for Zin = Rstd (black), Zin = R
(red), Zin = R + i
2Zaux
Ωd
ω (blue), and Zin = R + i
2Z′aux
Ωd
ω (green), respectively, where the
values of R, Zaux, and Z
′
aux are given in Eqs. (5.59–5.61).
example. In this case, the impedance of the λ/4 TL should be Zλ/4 =
√
RstdZin(0) = 40 Ω.
And the solutions such that G2 = 0 are given by
λf = 2π × 8.33 GHz, (5.56)
Z(1)aux = 117 Ω, Z
(1)
λ/2 = 80 Ω, (5.57)
Z(2)aux = 327 Ω, Z
(2)
λ/2 = 206 Ω. (5.58)
For a TL implemented via a coplanar waveguide, our design range for impedance is
about 30–90 Ω. From the above numerical results, we can find that using both the λ/4
and λ/2 TL generates more feasible solutions than only using the λ/2 TL.
In Fig 5.4, we plot the gain G(ω) as a function of ω for Zin = Rstd (black), Zin = R
(red), Zin = R+ i
2Zaux
Ωd
ω (blue), and Zin = R+ i
2Z′aux
Ωd
ω (green), respectively. Here R, Zaux,
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and Z ′aux are given by the solutions in Eq. (5.57) as
R = 32 Ω, (5.59)
Zaux = Z
(1)
aux = 117 Ω, (5.60)
Z ′aux = 1.2Zaux. (5.61)
To compare the effects of impedance engineering, we tune the λf for each gain curve in
Fig 5.4, respectively, making all curves have the same G0 = 18 dB. For the black curve
that Zin = Rstd, λf is set as the value given in Eq. (5.53). For the rest three curves (red,
blue, and green), λf is set as the value given in Eq. (5.56).
From Fig 5.4, we can find that the impedance engineered gain curve (blue) is much
flatter than the original case (black) or the one with a smaller real impedance. We note
that the key point of impedance engineering is altering the imaginary part of Zin to an
optimal value, but not simply decreasing the real part of Zin. The green curve in Fig 5.4
shows the over-engineered situation. The corresponding γ′ = 2Z ′aux/Ωd falls in between
the two roots γ1 and γ2 of Eq. (5.42), which makes G2 > 0. In this case, the gain will first
increase and then decrease as ω deviates from 0.
5.5 Impedance engineering for the transmission line
FJPA
In Sec. 5.4, we discuss impedance engineering for the lumped-element FJPA. Here we
consider another type of FJPA, the TL FJPA [50], which consists of a dc-SQUID connected
with a λ/4 TL. The advantage of the TL FJPA is that it has multiple resonant modes, in
which the parametric amplification can be realized across different modes. Here we only
discuss the situation in which the TL FJPA works as a 1-mode, 1-port amplifier. We choose
one resonant mode of the TL FJPA with the angular frequency ωf and the corresponding
effective shunting capacitance Ct. In addition, we drive this TL FJPA with the frequency
Ωf = 2Ωd and the driving strength λf . In this case, we can still use the theoretical model
given in Sec. 5.3 to describe the TL FJPA.
As shown in Fig. 5.5, the TL FJPA is coupled with the external circuit with a small
coupling capacitor Cc (10–100 fF). The capacitor Cc makes the input impedance seen by
the TL FJPA differ largely from that of a lumped-element FJPA. Thus we need to figure









Figure 5.5: Schematic of a TL FJPA. The TL FJPA can be effectively modelled by a single
mode FJPA in Fig. 5.2 connected to the measurement chain via a small coupling capacitor
Cc. The impedance transformer (denoted by “IT”) is inserted between the measurement
device with an impedance Rstd and the coupling capacitor Cc.
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where ω = ωS − Ωd and ZC0 = 1/(CcΩd). The impedance transformer is inserted between
the measurement device and Cc, which converts the input impedance from Rstd to R +
i2Zaux
Ωd
ω. Finally, the input impedance Zin(ω) seen by the TL FJPA is given by




For the above Zin(ω), the zero order gain G0 is given by






(1 + 4CtZimωd − 4C2t (Z2re + Z2im)(λ2f − ω2d))2
, (5.64)
where Zre = Re(Zin(0)) = R, Zim = Im(Zin(0)) = −ZC0, and ωd = ωf − Ωf/2. Similar to
Eq. (5.39), G0 reaches its maximum when ωd = 0. Thus it is still optimal to drive a TL
FJPA at the frequency Ωf = 2ωf . The expression of G2 for the TL FJPA is much more
complicated than that in Eq. (5.41). While we know qualitatively that G2 is a function of
the following form
G2 = G2(R,Zaux, ZC0, Ct, ωd, λf ). (5.65)
Now we discuss the method of impedance engineering. For a lumped-element FJPA,
the original Zin only have the real part. We mainly engineer the imaginary part of Zin,
making it “match” with the real part of Zin and cancel G2. While for a TL FJPA, the
original Zin is dominated by the imaginary impedance ZC induced by the capacitor Cc,
which can hardly be compensated by an impedance transformer with limited design range.
Thus we conversely engineer the real part of Zin, making it match with the imaginary part
of Zin and cancel G2. As shown in Sec. 5.4, this task can be done by a λ/4 TL of impedance



















Besides the above equations, we add another condition that G0 = g0 is a fixed value.
Combining this condition with the expressions G0 in Eq. (5.64) and G2 in Eq. (5.65), we
can derive Zλ/4 and the driving strength λf by solving the following equation set,














G0(R,ZC0, Ct, ωd, λf ) = g0. (5.71)
Now we apply the above analysis to a specific FJPA with the following experimentally
accessible parameters
ωf = 2π × 6 GHz, (5.72)
Ct = 1.62 pF, (5.73)




= ωf . (5.75)
We set a fixed G0 = 20 dB. For the original case without impedance engineering, we
have λf = 2π × 0.178 GHz. For the case in which the impedance is engineered by a λ/4
TL, we have the following solution,
λf = 2π × 0.182 GHz, (5.76)
Zλ/4 = 38.9 Ω, (5.77)
R = 30.2 Ω. (5.78)
In Fig. 5.6, we plot the gain G(ω) as a function of ω for the original case (red) and the
impedance engineered case (blue) using the above parameters. We find that the impedance
engineered gain curve is much flatter than that of the original case.
5.6 Summary
In this chapter, we study impedance engineering for the Josephson parametric amplifier
to achieve a broadband gain profile. The principle of impedance engineering is to engineer
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Figure 5.6: Gain curves of a TL FJPA. The gain G(ω) of a TL FJPA is plotted as a
function of the signal frequency ω for the original case (red) and the impedance engineered
case (blue).
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the input impedance seen by the JPA to decrease the frequency dependence of the gain
function. We apply the impedance engineering method to two different types of FJPA, the
lump-element FJPA and the TL FJPA.
For the lump-element FJPA, the method of impedance engineering is inducing a frequency-
dependent imaginary part in the input impedance and matching it with the real part of
input impedance. We use a λ/4 TL together with a λ/2 TL as the impedance transformer
to implement this impedance engineering, in which the main function of the former (latter)
TL is engineering the real (imaginary) part of the input impedance.
For the TL FJPA, the method of impedance engineering is transforming the real part
of the input impedance and matching it with the imaginary part of input impedance. We




6.1 Conclusion for tunable coupler in superconduct-
ing circuits
We studied the circuit implementation for the Xmon tunable coupler between two trans-
mission line resonators. We design a specific chip layout for the tunable coupler and derive
its Hamiltonian via the formal circuit quantization method. We obtain the electromagnetic
parameters of the chip and determine the fabrication parameters of the Josephson junc-
tions on the chip. From the numerical simulation of the eigenenergies and the eigenstates
of the Hamiltonian of the chip, we confirm that the tunable coupling with a turn-off point
can be realized on the chip.
For future studies, the near-term task is to experimentally demonstrate the tunable
coupling with a turn-off point on the chip fabricated with the parameters in this thesis.
Another task needs be done is to characterize the Xmon using the XY control line and
the resonator Rm. From the measurement results of the Xmon, we can check whether the
parameters used in designing the chip, e.g., the current density of the Josephson junction,
agree with the actual situation in fabrication, and update them for the following design.
After doing this, we can remove the resonator Rm in the second version of the tunable
coupler to avoid its perturbation to Ra and Rb. In addition, without Rm, the frequency
of the Xmon can be further tuned down to achieve a larger effective coupling between Ra
and Rb. Besides, in the second version of the tunable coupler, the EM parameters of the
Ra, Rb and the Xmon can also be optimized to increase the tuning range of the coupling
strength.
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In the third version of the tunable coupler, we can couple each resonator with an Xmon
to realize single qubit operations. Combining the single qubit operations with the tunable
coupler, we can implement two-qubit gates on the composite system of Ra and Rb, which
realizes the proposal in Ref. [35].
6.2 Conclusion for impedance engineering for JPA
We studied impedance engineering for the Josephson parametric amplifier to achieve a
broadband gain profile. The principle of impedance engineering is to engineer the input
impedance seen by the JPA to decrease the frequency dependence of the gain function,
which can be implemented by using the transmission lines as impedance transformers. We
note that the key point of impedance engineering is letting the frequency-independent and
the frequency-dependent part of the input impedance match with each other.
For the lump-element flux pumping JPA, where the input impedance is dominated by
its frequency-independent real part, the method of impedance engineering is inducing a
frequency-dependent imaginary part in the input impedance and matching it with the real
part.
For the transmission line flux pumping JPA, where the input impedance is dominated
by its frequency-dependent imaginary part, the method of impedance engineering is trans-
forming the frequency-independent real part of the input impedance and matching it with
the imaginary part.
For future studies, we can consider the following three directions. The first direction is
to experimentally demonstrate the impedance engineering for a TL FJPA according to the
theoretical model given in Sec. 5.5. First we need to obtain the actual input impedance
of the measurement chain, and the parameters of the TL FJPA. Then we can design the
impedance transformer accordingly.
The second direction is to optimize the design of impedance transformers. For example,
the tapered transmission line used in Ref. [46] is a better choice than the transformer in
Ref. [47] consisting of a λ/4 TL and a λ/2 TL. Because the characteristic impedance of
the former one changes in a continuous manner. However, the tapered TL may not have a
simple analytical expression to describe its property as an impedance transformer. In this
case, we can obtain the optimal design of the TL via numerical simulation.
The third direction is to engineer the impedance for a TL FJPA operating in multiple
resonant modes. The TL FJPA can operate across different modes, in which the signal
73
tone and the idler tone are located at two different resonant modes of the TL FJPA. First,
we need to derive the gain function for the TL FJPA operating in multiple modes. Then
we can study how to improve the gain function by transforming the input impedance seen
by the TL FJPA.
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Codes for simulating the RXR chip
#############################################################
# Python codes for simulating the RXR chip
# Author: Huichen Sun
#############################################################
from qutip import *
import numpy as np
import scipy.special as sp
import scipy.integrate as si
import matplotlib.pyplot as plt
# Function Even check
def EvenQ(number):
return number % 2 == 0














# scipy mathieu function take phi(deg) as input,
# but still regard phi(rad) as its independent variable
# 1/np.sqrt(np.pi): normalization coefficient







# scipy mathieu derivative function take phi(deg) as input,
# but still regard phi(rad) as its independent variable
# Function Tij
def FTij(rJC,i,j):
fphi=lambda phi:PsiN(i,rJC,phi) * PsiNP(j,rJC,phi)
return si.quad(fphi,0,2*np.pi)[0]
# Function En/Ec Matrix of Xmon
def FXEmat(rJC):
return qdiags([0,EnXm(1,rJC),EnXm(2,rJC)],0)











# Function First N eigenenergies of HTotal
def EnHt(rJC,N):
return HTotal(rJC).eigenenergies(eigvals=N)
# Function First N eigenenergies of HTotal for Array rJCV
def EnHtV(rJCV,N):
EnHtV=np.zeros(N)
for rJC in rJCV:
EnHtV=np.vstack((EnHtV,EnHt(rJC,N)))
return np.delete(EnHtV,0,0)













for rJC in rJCV:
pVMat=np.vstack((pVMat,EnRab(rJC)))
return np.delete(pVMat,0,0)




















HbM=tensor(IC, nM, IC, IX)





HabM=tensor(qM, qM, IC, IX)
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HamM=tensor(qM, IC, qM, IX)
HbmM=tensor(IC, qM, qM, IX)
# Plot eigenenergies







































IdMin = np.where(EnDiff == EnDiffMin)[0][0]
# Plot eigenstates
# minus mode
plt.rcParams.update({’font.size’: 12})
plt.rcParams.update({’figure.autolayout’: True})
plt.plot(FluxMat_Rab[:,0:2],pVMat_Rab[:,0:2])
plt.xlabel(’f’)
plt.ylabel(’Probability’)
plt.savefig(’fig-pabM.pdf’)
plt.show()
# plus mode
plt.rcParams.update({’font.size’: 12})
plt.rcParams.update({’figure.autolayout’: True})
plt.plot(FluxMat_Rab[:,2:4],pVMat_Rab[:,[1,3]])
plt.xlabel(’f’)
plt.ylabel(’Probability’)
plt.savefig(’fig-pabP.pdf’)
plt.show()
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