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Abstract
We consider time-of-flight measurements in split one-dimensional Bose gases. It is well
known that the low-energy sector of such systems can be described in terms of two
compact phase fields φˆa,s(x). Building on existing results in the literature we discuss
how a single projective measurement of the particle density after trap release is in a
certain limit related to the eigenvalues of the vertex operator eiφˆa(x). We emphasize the
theoretical assumptions underlying the analysis of “single-shot” interference patterns
and show that such measurements give direct access to multi-point correlation functions
of eiφˆa(x) in a substantial parameter regime. For experimentally relevant situations, we
derive an expression for the measured particle density after trap release in terms of
convolutions of the eigenvalues of vertex operators involving both sectors of the two-
component Luttinger liquid that describes the low-energy regime of the split condensate.
This opens the door to accessing properties of the symmetric sector via an appropriate
analysis of existing experimental data.
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1 Introduction
The purpose of this manuscript is to revisit the theoretical basis for the analysis of matter-wave in-
terferometry experiments on split one-dimensional Bose gases [1–11]. In these experiments a trapped
(quasi) one-dimensional Bose gas is first split in two, then allowed to time evolve under an interacting
Hamiltonian, released into three-dimensional space and finally measured after a given period of free
evolution. The measurement of the particle density after free evolution exhibits interference fringes.
Repeating the experimental sequence many times provides an enormous amount of information on
the quantum mechanical state of the many-particle system before trap release. Histograms of the
observed interference patterns provide the full quantum mechanical distribution function of the mea-
sured observable [3–5,12–17]. The ability of measuring distributions functions of physical observables
in interacting many-particle systems (out of equilibrium) is a very exciting feature of cold atom exper-
iments [18], but poses a formidable theoretical problem and so far only few results have been obtained
in the literature [13, 19–31]. In the case of split one-dimensional Bose condensates the probability
distributions of the observed interference patterns have been analyzed in the framework of Luttinger
liquid theory and very good agreement with experimental observations has been found [32–36]. Here
we provide a detailed derivation for the fit formula used to analyze the experimental data [5] for in-
dividual measurements. The formula is obtained in a particular limit of a new theoretical expression
that describes projective density measurements in time of flight experiments. Like previous work our
approach is based on the Luttinger liquid description of the phase degrees of freedom. We discuss
why this analysis is restricted to the weakly interacting regime, and what modifications emerge for
stronger interactions. Our derivation makes it clear why such measurements provide access to equal
time multi-point correlation functions of vertex operators of the phase field.
This paper is organized as follows: in Section 2, we review the setup for time-of-flight experiments
and how measured properties are related to quantities in the split gases before trap release. In Section
2
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3, we express the measured density after time-of-flight in terms of an appropriate vertex operator
in the field theory describing the low-energy degrees of freedom of the one-dimensional gas. Section
4 shows how to construct a basis of eigenstates for these operators. In Section 5, we show that
the experiments can be viewed as projective measurements that sample the eigenvalues of the vertex
operator according to a probability distribution that is fixed by the state which the system is initialized
in after the splitting procedure.
As an example, we consider the case of coherently split bose gases without tunnel coupling, cf.
Refs. [35, 36].
2 Setup and time-of-flight recombination
We consider a pair of one-dimensional bose gases of length L. We denote the longitudinal (along
the 1D direction) and transverse coordinates by x and ~r respectively. The corresponding momentum
coordinates will be denoted by (k, ~p) and we use units such that ~ = 1 throughout the paper. The gases
are placed at transverse positions ~r1,2 = ±~d/2. In the first stage of the experiment, the two condensates
time-evolve under some one-dimensional Hamiltonian H1d, until a time t0. In the second stage, they
are released from the trap, causing them to expand in three-dimensional space and overlap. Finally,
the three-dimensional gas density is measured after a “time of flight” t1. We model this measurement
by assuming that the many-particle wave function collapses to a simultaneous eigenstate |Ψ〉 of the
operators
ρˆtof(x,~r, t1 + t0) = Ψˆ
†(x,~r, t1 + t0)Ψˆ(x,~r, t1 + t0), (1)
where Ψˆtof(x,~r, t) are Heisenberg picture boson annihilation operators at position (x,~r) and time t.
They satisfy equal-time commutation relations[
Ψˆ(x,~r), Ψˆ†(z, ~r′)
]
= δ(x− z)δ2(~r − ~r′), (2)
with all other commutators being zero. Importantly the density operators ρˆtof(x,~r, t1 + t0) at different
positions commute. This implies that the measurement outcome is the function %tof(x,~r, t1 + t0)
describing the eigenvalues of the density operators on the simultaneous eigenstate |Ψ〉.
We now turn to the relation between Ψˆ(x,~r, t) and the field operators ψˆ1,2(x, t0) describing the
two one-dimensional gases at the time t0 of the trap release [37,38]. We have
Ψˆ(x,~r, t) = U † (t; t0) Ψˆ(x,~r, t0)U (t; t0) , (3)
where U †(t; t0) = T exp i
∫ t1
t0
dtH(t) is the time evolution operator describing the free expansion after
the trap release. This expansion can be analyzed by distinguishing between the “transverse” motion,
occurring perpendicular to the one-dimensional gas, and the expansion along the one-dimensional gas
direction, which is customarily referred to as “longitudinal”. We retain this nomenclature even though
we will impose periodic boundary conditions on the one-dimensional gas for simplicity (see Section
3). Open boundary conditions can be accommodated straightforwardly in our approach, but as our
focus is on “bulk” physics we leave the discussion of boundary effects to future work. We will make
two simplifying assumptions [37,38] about the expansion of the gas after trap release:
1. The state of the gas before its release factorizes into transverse and longitudinal degrees of
freedom. The longitudinal state is the complicated many-body state we are interested in. The
transverse degrees of freedom occupy the ground state of a harmonic oscillator potential, with
3
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vanishing overlap between the two wells. The wells are assumed to have a large transverse
trapping frequency ω⊥. This implies that the spatial distribution of the transverse state is a
spatially narrow Gaussian, ensuring that the velocity distribution in the transverse directions is
much broader than in the longitudinal direction. In some works [5, 38] it is therefore assumed
that the longitudinal degrees of freedom are effectively frozen on the timescales relevant for
expansion. Relaxing this simplifying assumption leads to a more involved description [39,40]. In
what follows, results based on frozen longitudinal dynamics will be presented alongside results
for the full, three-dimensional expansion.
2. The gases are assumed to evolve as free particles after they have been released from the trap.
For a justification of this assumption, the reader is referred to [39].
Under these assumptions the time evolution after trap release is described by
U(t; t0) = e
−i(t−t0)
(
Pˆ 2x+
~ˆP 2⊥
)
/2m
. (4)
Here Pˆx ( ~ˆP⊥) is the total momentum operator in the longitudinal (transverse) direction and m is the
mass of the individual particles. It is now straightforward to obtain the desired relation between the
field operators at the time of measurement (t = t1 + t0) and the time of trap release (t = t0),
Ψˆtof(x,~r, t1 + t0) =
∫
dk d2~p dy d2~˜r
(2pi)3
e−ik(x−y)e−i~p·(~r−~˜r)e−it1
k2+~p2
2m Ψˆ(y, ~˜r, t0). (5)
From our previous discussion we know that at t = t0 a basis of single-particle states (in the low-energy
sector of the Hilbert space) is obtained by having a boson at position x that is the ground state of
one of the transverse harmonic oscillators centred at ±~d/2 in the transverse directions. This implies
that the Bose field can be decomposed as
Ψˆ(x,~r, t0) = ψˆ1(x, t0)g(~r + ~d/2) + ψˆ2(x, t0)g(~r − ~d/2), (6)
where ψˆ1,2(x, t0) creates a boson at position x in the ground state of the transverse harmonic oscillator
centred at ±~d/2 and g(~r ± ~d/2) denotes the corresponding ground state wave functions. The Bose
fields ψˆi(x, t0) have equal time commutation relations [ψˆi(x, t), ψˆ
†
j(z, t)] = δi,jδ(x − z). Inserting the
decomposition (6) into (5), using g(~x) ∼ e−mω2 ~x2 and assuming that t1  1/ω (where ω is the frequency
of the harmonic potential in the transverse direction) then gives
Ψˆ(x,~r, t1 + t0) = f(~r, t1)
∫
dy G(x− y, t1)
[
ψˆ1(y, t0)e
i m
2t1
(~r+~d/2)2
+ ψˆ2(y, t0)e
i m
2t1
(~r−~d/2)2
]
, (7)
where the function f(~r, t1) is a Gaussian envelope, and G(x, t1) is a free, single-particle Green’s
function. The precise form of these functions, together with the details of the calculation, are given
in Appendix A.
Using (7) we can identify the observable that is ultimately measured in the time-of-flight experi-
ments as
ρˆtof(x,~r, t1 + t0) = |f(~r, t1)|2
∫∫
dy dz G∗(x− y, t1)G(x− z, t1)
[
ψˆ†1(y, t0)ψˆ1(z, t0)
+ ψˆ†2(y)ψˆ2(z) + ψˆ
†
1(y)ψˆ2(z)e
−i~d·~rm/t1 + ψˆ†2(y)ψˆ1(z)e
i~d·~rm/t1
]
. (8)
Each measurement will select one of the eigenvalues of the above sum of operators. Importantly, the
various terms in (8) do not commute with one another. Hence at the level of the “full” Bose gases the
measured observable is not simple.
4
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2.1 Simplification when the longitudinal expansion is frozen
Denoting by ρˆ(t0) the density matrix of the system at the time of the trap release, the subsequent
evolution is given by
ρˆ(t) = U(t; t0)ρˆ(t0)U
†(t; t0) . (9)
In cases where ρˆ(t0) and t1 are such that expansion in the longitudinal direction can be neglected, cf.
the discussion above, we have
ρˆ(t1 + t0) ≈ U˜(t1 + t0; t0)ρˆ(t0)U˜ †(t1 + t0; t0) , U˜(t1 + t0; t0) = e−it1 ~ˆP 2⊥/2m. (10)
In this case (7) can be replaced by
Ψˆ(x,~r, t1 + t0) = f(~r, t1)
[
ψˆ1(x, t0)e
i m
2t1
(~r+~d/2)2
+ ψˆ2(x, t0)e
i m
2t1
(~r−~d/2)2
]
. (11)
This then results in the following expression for the measured density
ρˆtof(x,~r, t1 + t0) = |f(~r, t1)|2
[
ψˆ†1(x, t0)ψˆ1(x, t0) + ψˆ
†
2(x, t0)ψˆ2(x, t0)
+ ψˆ†1(x, t0)ψˆ2(x, t0)e
−i~d·~rm/t1 + ψˆ†2(x, t0)ψˆ1(x, t0)e
i~d·~rm/t1
]
. (12)
3 Luttinger liquid description of the low-energy degrees of freedom
We have seen how the field operator after time of flight can be related to the separate field operators of
the original one-dimensional gases. We focus on the case where the dynamics in the trap is governed
by a Hamiltonian of the form
H1d =
∑
j=1,2
∫ L/2
−L/2
dx
[
1
2m
∂xψˆ
†
j(x)∂xψˆj(x) + g ψˆ
†
j(x)ψˆ
†
j(x)ψˆj(x)ψˆj(x)
]
+Hpert. (13)
We will be interested in cases where Hpert can be considered as a weak perturbation in the sense that
it does not change the nature of the low energy degrees of freedom. An example would be a weak
tunneling term between the two condensates.
For ease of exposition, we will assume periodic boundary conditions in the one-dimensional bose
gas. This means that coordinates x = ±L/2 are associated with each other during evolution under the
Hamiltonian (13). After trap release, these points become independent, and the bosons are supported
on all of R3. This somewhat artificial treatment has the advantage that it simplifies our expressions.
It must be stressed that a model with open boundary conditions can easily be incorporated into our
analysis. Doing so will not, however, change our argument in a fundamental way for regions that are
sufficiently far from the edges of the trap.
3.1 Low energy projection
In the low-energy sector of the theory dramatic simplifications occur. The low-energy degrees of
freedom can be described by bosonization [41]
ψˆ†j(x) ∼
√
ρ0 +
∂xθˆj(x)
pi
e−iφˆj(x)
∑
m
Ame
2im(θˆj(x)+piρ0x), j = 1, 2. (14)
5
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Here the fields ∂xθˆj(x)/pi and φˆj(x) describe long-wavelength fluctuations of density and phase and
have commutation relations [
∂xθˆi(x)
pi
, φˆj(z)
]
= iδi,jδ(x− z). (15)
The bosonized description applies above a “cutoff” that is set by the healing length ξ = pi/mv for
weakly interacting bosons, with v the velocity of sound. Bosonizing the Hamiltonian (13) leads to a
perturbed two-component Luttinger liquid of the form (see Appendix B for details)
H =
∑
j=s,a
v
2pi
∫ L/2
−L/2
dx
[
K(∂xφˆj(x))
2 +
1
K
(∂xθˆj(x))
2
]
+Hpert, (16)
where Hpert is the low-energy projection of Hpert and where we have defined symmetric and antisym-
metric combinations of the fields by
φˆa = φˆ1 − φˆ2, φˆs = φˆ1 + φˆ2, θˆa = θˆ1 − θˆ2
2
, θˆs =
θˆ1 + θˆ2
2
. (17)
In order for (16) to apply we require that Hpert can be treated as a perturbation in the sense that it
does not invalidate a low-energy description in terms of phase fields. An example [17, 42] is a small
tunneling term (with λ mv2 proportional to the tunneling amplitude)
Hpert = λ
∫
dx
[
ψˆ†1(x)ψˆ2(x) + h.c.
]
, (18)
giving a relevant (in the renormalization group sense) perturbation of the form
Hpert = λ′
∫
dx cos φˆa(x) . (19)
3.2 Case with no longitudinal expansion and weak interactions
We first discuss the simpler case in which the longitudinal expansion is assumed to be negligible.
Applying the bosonization identity (14) to the observable measured in time-of-flight experiments, the
measured density operator (12) takes the form
ρˆtof(x,~r, t1 + t0) ' 2
∣∣f(~r,t1)∣∣2{|A0|2(ρ0 + Πs(x, t0))(1 + Re [eiφˆa(x,t0)+i~d·~r mt1 ])
+4A0A1
[(
ρ0 + Πs(x, t0)
)
cos
(
2θˆs(x, t0) + 2kFx
)
cos 2θˆa(x, t0)
[
1 + Re
(
e
iφˆa(x,t0)+i~d·~r mt1
)]
−Πa(x, t0) sin
(
2θˆs(x, t0) + kFx
)
sin 2θˆa(x, t0)
]
+ . . .
}
, (20)
where we have defined
Πα(x, t0) =
∂xθˆα(x, t0)
pi
, α = a, s. (21)
Here the dots refer to subleading terms in the expansion, in the sense that the operators have higher
scaling dimensions. These operators can have nonzero expectation values on the states of interest,
6
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and they are multiplied by coefficients Am6=0. In fact, it has been shown [43] that if K is close to 1,
A0 and A1 approach each other, and higher order terms cannot simply be neglected.
The weakly interacting regime K  1 is of particular interest in view of existing experiments. Here
the coefficients Am 6=0 are small and we need to retain only the first line of (20), if the longitudinal
expansion during time-of-flight is neglected. This gives
ρˆtof(x,~r, t1 + t0)
∣∣∣∣∣
K1
' 2|A0|2 |f(~r, t1)|2
(
ρ0 +
∂xθˆs(x, t0)
pi
)(
1 + Re
[
eiφˆa(x,t0)+i
~d·~rm/t1
])
. (22)
As [∂xθˆs(x, t0), e
iφˆa(x,t0)] = 0, a projective measurement of ρˆtof projects onto simultaneous eigenstates
of these operators.
3.2.1 Relation of operator eigenvalues to experimental fit formulas
In (22) the measured density operator has been expressed as a function of commuting operators eiφˆa(x).
A measurement then projects onto a simultaneous eigenstate of these operators. Let us denote the
corresponding eigenvalues by the functions eiϕa(x). In the case at hand, i.e. negligible longitudinal
expansion, the density measurement then returns the eigenvalue
%tof(x,~r, t1 + t0) ≈ 2ρ0|A0|2 |f(~r, t1)|2
(
1 + Re
[
eiϕa(x,t0)+i
~d·~rm/t1
])
, (23)
where it has been assumed that the relevant eigenvalues of ∂xθˆs are much smaller than ρ0. This
assumption is justified if the symmetric sector is in a thermal state [36], where density fluctuations
are small [44].
In many experiments [4, 5] the measured gas density is integrated over a distance l along the
longitudinal coordinate of the gas, giving the measured eigenvalue
Rtof(~r, t1 + t0, `) =
∫ `/2
−`/2
dx %tof(x,~r, t1 + t0)
≈ 2ρ0|A0|2 |f(~r, t1)|2
(
`+ Re
[
ei
~d·~rm/t1
∫ `/2
−`/2
dx eiϕa(x,t0)
])
. (24)
This can now be directly compared to the formula used to fit the experimentally measured interference
fringes given in [5] as
R˜tof(~r, t1 + t0, `) = 2ρ0`|A0|2 |f(~r, t1)|2
(
1 + C(`, t0) cos
(
Φ(`, t0) + ~d · ~rm/t1
))
. (25)
Comparing (25) and (24) shows that the quantities C(`) and Φ(`) are related to the measured eigen-
values eiϕa(x) by
C(`, t0)e
iΦ(`,t0) =
1
`
∫ `/2
−`/2
dx eiϕa(x,t0). (26)
3.2.2 Determining multipoint correlation functions from measurements
The previous discussion has shown that the experimental measurement of individual interference
patterns permits the determination of the corresponding vertex-operator eigenvalues eiϕa(x). Having
7
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these in hand it is then possible to extract (connected) multi-point correlation functions from the
measurements as follows [17,45]. Expectation values of the form
gα1,...,αn(x1, x2, . . . , xn) ≡ 〈ψ(t)|
∏
n
eiαnφˆ(xn)|ψ(t)〉 (27)
are obtained by averaging over many measurements of “single-shot” interference patterns. According
to our previous discussion, each such measurement provides the eigenvalue eiϕa(x) of eiφˆa(x). As
vertex operators at different positions commute with one another, their respective measurements are
independent. Hence the outcome for measuring only
∏
n e
iαnφˆ(xn) is simply given by the product of the
corresponding eigenvalues
∏
n e
iαnϕa(xn). These are straightforwardly extracted from the single-shot
measurements discussed above by considering fixed positions x1, . . . , xn. Averaging over the outcomes
of a large number of such measurements, and keeping the positions x1, . . . , xn fixed throughout provides
the desired expectation values (27).
3.3 General case in the weakly interacting regime
We now turn to the case where the longitudinal expansion is not negligible. In order to have manage-
able expressions we constrain our discussion to the regime of weak interactions K  1, where we can
set the amplitudes An≥1 = 0. Applying the bosonization identity (14) we then find
ρˆtof(x,~r, t1 + t0) ' 2 |f(~r, t1)|2 |A0|2
∫∫
dy dz G∗(x− y, t1)G(x− z, t1)
×
{(
ρ0 +
∂y θˆ1(y, t0) + ∂z θˆ1(z, t0)
2pi
)
e−i(φˆ1(y,t0)−φˆ1(z,t0)) + (1→ 2)
+
(
ρ0 +
∂y θˆ1(y, t0) + ∂z θˆ2(z, t0)
2pi
)
ei(φˆ1(z,t0)−φˆ2(y,t0))ei~d·~rm/t1 + (c.c.)
}
+ . . . . (28)
This expression involves products of non-commuting operators, which we must diagonalize in order
to develop a theory of projective measurements. This significant complication vanishes in the exper-
imentally relevant case when density fluctuations are small compared to the average density ρ0 [44].
In that case, the fields ∂xθˆ1,2 may be neglected, so that the measured density operator becomes
ρˆtof(x,~r, t1 + t0)
∣∣∣∣∣
K1
' ρ0
∣∣∣A0f(~r, t1)∫ dy G(x− y, t1)[eim2t~r·~de i2(φˆs(y,t0)+φˆa(y,t0))
+e−i
m
2t
~r·~de
i
2(φˆs(y,t0)−φˆa(y,t0))
]∣∣∣2. (29)
This expression only contains fields which mutually commute. A measurement thus projects onto
simultaneous eigenstates of these fields, based on some probability distribution which is set by the
state at the time of release. A projective measurement returns the eigenvalues
%tof(x,~r, t1 + t0) 'ρ0
∣∣∣A0f(~r, t1) ∫ dy G(x− y, t1)[eim2t~r·~de i2 (ϕs(y,t0)+ϕa(y,t0))
+ e−i
m
2t
~r·~de
i
2
(ϕs(y,t0)−ϕa(y,t0))
]∣∣∣2, (30)
where eiϕa,s(x,t0) are the corresponding eigenvalues of eiφˆa,s(x,t0).
8
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4 Vertex operator eigenstates
We now turn to the construction of eigenstates of the vertex operators eiφˆa(x) and corresponding
eigenvalues eiϕa(x). The mode expansions for φˆa(x) and ∂xθˆa(x) are given in Appendix B and involve
zero modes that reflect the compact nature of the phase fields φˆa(x). In particular we have φˆa(x+L) =
φˆa(x)+2piJˆa, where the eigenvalues ja of Jˆa are integers. We will consider cases in which the dynamics
occurs in the ja = 0 subspace, i.e. the initial states lie in this subspace and [Jˆa,H] = 0. This leaves
us with mode expansions of the form
φˆa(x) =
∑
j
uj
(
aˆj − aˆ†−j
)
eiqjx, (31)
∂xθˆa(x)
pi
=
−i
2u0L
(
aˆ0 + aˆ
†
0
)
+
∑
j 6=0
i
2ujL
(
aˆj + aˆ
†
−j
)
eiqjx, (32)
where qj = 2pij/L,
[
aˆj , aˆ
†
k
]
= δj,k and
uj =

∣∣∣ pi2qjLK ∣∣∣1/2sgn (qj) , for j 6= 0,
i
4
√
2v
K for j = 0.
(33)
As [aˆk − aˆ†−k, aˆn − aˆ†−n] = 0 the eigenvalue equation eiφˆa(x) |{fn}〉 = eiϕa(x) |{fn}〉 then separates into
equations for the individual modes
uk
(
aˆk − aˆ†−k
)
|{fn}〉 = fk |{fn}〉 . (34)
Here the eigenvalues fk are the Fourier coefficients of the function ϕa(x)
ϕa(x) =
∞∑
j=0
fj e
iqjx . (35)
As φˆa(x) is a real field we have f
∗−n = fn and f∗0 = f0. The solution of (34) is
|{fn}〉a = Nf exp
∑
k
(
1
2
aˆ†kaˆ
†
−k +
fk
uk
aˆ†k
)
|0〉a , (36)
where aˆk |0〉a = 0. The normalization constant is
Nf =
(
1
2pi|u0|2
)1/4
e
− 1
4|u0|2
f20
∏
k>0
(
1
pi|uk|2
)1/2
e
− 1
2|uk|2
|fk|2
(37)
and ensures the normalization of the eigenstates to delta-functions (see Appendix C for details)
〈{gn}|{fn}〉a = δ(g0 − f0)
∏
k>0
δ
(
Re(gk − fk)
)
δ
(
Im(gk − fk)
)
. (38)
9
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5 Application to coherently split Bose gases
We now specialize to the case of coherently split Bose gases in the absence of tunnel coupling. This
setup has been extensively studied in the literature, see e.g. [35, 36]. The low-energy limit of this
problem is particularly simple, because the symmetric and antisymmetric sectors decouple, and the
relevant dynamics occurs only in the latter. The Hamiltonian in the antisymmetric sector is
Ha = piv(δNˆ)
2
2KL
+
∑
q 6=0
v|q|aˆ†qaˆq. (39)
As we are dealing with a free theory the initial state is fixed by specifying the two-point function after
the splitting process. In Refs [35,36] this was taken to be of the form〈
∂xθˆ(x)
pi
∂y θˆ(y)
pi
〉
a
=
ρ
2
δξ(x− y), (40)
where δξ(x − y) is a delta function which is smeared over the healing length ξ. The corresponding
state is
|W 〉a = NW exp
1
2
∑
k 6=0
Wkaˆ
†
kaˆ
†
−k
 |0〉a |ψk=0〉 , (41)
where
Wk =
1− αk
1 + αk
, αk =
|k|K
piρ
, 〈n|ψk=0〉a =
(
1
piρ0L
)1/4
exp
(
− 1
2ρ0L
n2
)
, (42)
with |n〉 the eigenstate of δNa with eigenvalue n. To connect as closely as possible to the existing
literature we adopt the choice (41) in what follows but note that our analysis can be straightforwardly
adapted to other initial states.
The Hamiltonian in the symmetric sector is of precisely the same form as (39). For simplicity we
will assume the symmetric sector to start out in a Fock state
|ψ〉s = |{nq}〉 , (43)
with occupation numbers that follow a Bose-Einstein distribution
nk =
1
eβv|k| − 1 . (44)
Initializing the symmetric sector in a thermal state is common in the literature [36] and rests upon
the assumption that the symmetric sector is not affected by the splitting procedure, so that it inherits
the thermal properties of the gas before splitting. Since (43) is an eigenstate of the symmetric sector
Hamiltonian, and mixing between sectors does not occur, the symmetric sector will be in the state
(43) for all times.
In this Section, we will first express the initial state |W 〉a in terms of the eigenstates |{fn}〉a of
the vertex operator. Using the simple harmonic oscillator form of the Hamiltonian (39), we will then
describe time evolution of the overlap coefficients, and interpret these as a probability distribution for
the eigenvalues of ρˆtof(x,~r, t), which are directly measured in experiment.
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5.1 Overlap coefficients
5.1.1 Antisymmetric sector
The overlap coefficients 〈{fn}|W (t)〉a can be represented as products over the modes. The contribu-
tions from the finite momentum modes are obtained in complete analogy to Appendix C. The zero
modes require a separate consideration, which is given in Appendix D. Combining the two kinds of
contributions gives the result
|〈{fn}|W (t0)〉a|2 =
√
2pic0(t0)
∏
k≥0
1
2pick(t0)
exp
(
−(Refk)
2 + (Imfk)
2
2ck(t0)
)
, (45)
where we have defined the time-dependent variances
ck(t0) =

1
4ρ0L
(
cos2 (v|k|t0) +
(
kc
k
)2
sin2 (v|k|t0)
)
if k 6= 0,
1
2ρ0L
(
1 + (vkct0)
2
)
if k = 0.
(46)
The momentum scale occurring here is given by kc = 2pi/ξ, where ξ is the healing length of the gas.
Any fluctuations below this length scale are not captured by the low-energy effective Luttinger Liquid
theory.
5.1.2 Symmetric sector
To describe the effects of longitudinal expansion, operators in the symmetric sector must be included
in the density operator, via (29). In analogy with the antisymmetric sector, a measurement then
corresponds to a projection to simultaneous eigenstates |{fq}〉s of eiφˆs(x) in the symmetric sector.
These eigenstates will have the same form as their antisymmetric counterparts, presented in (36). The
probability of measuring the corresponding eigenvalue eiϕs(x) will similarly be given by the squared
overlap with the state of the system in the symmetric sector.
Assuming the symmetric sector to occupy the state (43) at all times, the overlap coefficients with
the eigenstates |{fq}〉s of eiφˆs(x) are computed in Appendix E, and read∣∣ 〈{fq}|ψ〉s ∣∣2 = ∏
q>0
1
pi|uq|2L
2
nq
(∣∣∣ fq
uq
∣∣∣2) e−∣∣ fquq ∣∣2 , (47)
where Ln(x) is the Laguerre polynomial of degree n.
5.2 Analysis of vertex operator eigenvalue distributions
The squared overlap coefficients (45) have a clear physical interpretation: when measuring ρˆtof(x,~r, t1+
t0), the overlap coefficient |〈{fn}|W (t0)〉a|2 gives the probability of collapsing to a state for which
eiφˆa(x,t0) has eigenvalue eiϕa(x,t0), with
ϕa(x, t0) =
∑
j
fj e
ipjx. (48)
Examples of typical configurations ϕa(x, t0) are shown in Fig. 1. We first consider the situation
at t0 = 0. In that case the coefficients fj are drawn from a Gaussian distribution with mean 0 and
variance c0(t0) = 1/(4ρ0L). This results in a ϕa(x) with vanishing average and short-wavelength
variations of size K−1/2 as shown in the left panel of Fig. 1. For t > 0 the eigenvalues ϕa(x) have the
11
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Figure 1: Individual realizations of the eigenvalue ϕa(x, t0) for the phase field φˆa(x, t0). The typical
behavior at t0 = 0 ξ/v, cf. (a), is distinctly different from that at t0 = 14 ξ/v, cf. (b). At t0 = 0, small
fluctuations occur at all lengthscales, with a typical amplitude given by 1/
√
K (red lines). At later
times, the typical fluctuations are larger for longer lengthscales. The crossover length scale from which
fluctuations become large is indicated with a green bar. In terms of Luttinger Liquid parameters, it
is predicted [36] to be l0 = 8K
2/ρpi2. A further note about experimental parameters is presented in
Section 5.3.
structure shown in right panel of Fig. 1. At short wavelengths the variations remain small, while the
long wavelength variations become large. The cross-over scale between the two behaviours has been
determined by Kitagawa et al. [36], and is given by l0 = 8K
2/ρpi2. It is indicated by a green bar in
the right panel of Fig. 1.
5.3 Experimental parameters
In order to facilitate a comparison with experimental data, we use the following parameters from [5]
in all plots: after splitting, each of the two gases has one-dimensional density ρ0 = 45µm
−1, healing
length ξ = ~pi/mv = pi × 0.42µm and longitudinal size L = 80 ξ. When applied to Rubidium atoms,
this translates to L ≈ 106µm, with a sound velocity given by v ≈ 1.738 · 10−3 m/s. The symmetric
sector is in a thermal state, for which we choose kBT to be some fraction of ~ω⊥, with transverse
trapping frequency ~ω⊥ = 2pi × 1.4 kHz. The state (41) of the antisymmetric sector is not thermal,
but it has an energy density given by piv/(3ξ2). To compare this to the energy scale of the symmetric
sector, we note that a thermal state with the same energy would be at a temperature of approximately
14 nK, for the parameters presented here.
6 Results for density measurements after expansion
We now return to the (approximate) expression for the gas density after time of flight, given by (22),
ρˆtof(x,~r, t1 + t0) ∼= 2ρ0|A0|2 |f(~r, t1)|2
(
1 + Re
[
eiφˆa(x,t0)+i
~d·~rm/t1
])
. (49)
which is valid when longitudinal expansion can be neglected (in the general case one instead uses (29)).
A measurement causes the system to collapse to an eigenstate of this operator and concomitantly a
simultaneous eigenstate of eiφˆa(x,t0). The measurement outcome corresponds to the eigenvalues
%tof(x,~r, t1 + t0) ∼= 2ρ0|A0|2 |f(~r, t1)|2
(
1 + Re
[
eiϕa(x,t0)+i
~d·~rm/t1
])
, (50)
where ϕa(x, t0) is characterized by its Fourier coefficients fk. The probability to measure an eigenvalue
ρtof(~r, t1 + t0) with a corresponding set of Fourier coefficients {fk} is given by the overlap coefficient
12
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with the state of the system at the time of release. These overlap coefficients can be computed
in specific cases, as we have demonstrated for the case of coherently split bose gases without tunnel-
coupling, presented in (45). A completely analogous procedure can be used to describe a measurement
of the observable in eqn (29), which requires additional overlaps in the symmetric sector, such as those
presented in (47).
With the above formalism in place, experiments can then be modelled as follows. We assume that
our system is initialized in the state
|Ψ(0)〉 = |W 〉a ⊗ |ψ〉s , (51)
where |W 〉a and |ψ〉s are given in (41) and (43) respectively. We then let the system evolve under
the Luttinger liquid Hamiltonian (16) for a time t0. At time t0 we switch the time evolution to a free
expansion and perform a projective density measurement at time t0 + t1. Some representative results
for ρtof(x,~r, t1 + t0) evaluated using the simplified expression (50) are presented in Figs 2 and 3. Here
the time of flight is taken to be t1 = 16 ms.
Figure 2: Samples of outcomes for individual (simultaneous) measurements of ρˆtof(~r, t1 + t0) at t0 = 0,
using (49). The parameters are as presented in Section 5.3 and the time of flight is taken as t1 = 16 ms.
Figure 3: Samples of outcomes for individual (simultaneous) measurements of ρˆtof(~r, t1 + t0) at t0 =
14 ξ/v ≈ 10.6 ms, using (49). The parameters are as presented in Section 5.3 and the time of flight is
taken as t1 = 16 ms.
We see that after a sufficiently long time of flight the measured density exhibits a number of
“interference fringes” in the transverse direction. In the initial state (t0 = 0) these are straight, but
13
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if the split condensate is left to time evolve (t0 > 0) they start bending. We stress that the intensity
along a given fringe does not vary with x. This is a property of the simplified expression (50) which
assumes that the longitudinal expansion and the density fluctuations in the symmetric sector are
negligible. Retaining the term proportional to ∂xθˆs in (22) does introduce variations in the intensity
of the individual fringes. Examples of such realizations are presented in Fig. 4.
Figure 4: Samples of outcomes for individual (simultaneous) measurements of ρˆtof(~r, t1 + t0) at t0 =
14 ξ/v and t1 = 16 ms. The plots were produced using (22), including the term proportional to ∂xθˆs.
The temperature in the symmetric sector is 34 nK, which corresponds to kBT = 0.5 ~ω⊥, using the
parameters presented in Section 5.3.
6.1 Effects of the longitudinal expansion
When the effects of longitudinal expansion are included via (29) the measured density operator is
no longer exclusively a function of the relative phase operator but now includes the phase operator
from the symmetric sector as well. This dependence on eiφˆs(x) is modeled in complete analogy to our
discussion of eiφˆa(x): we construct its eigenstates, compute their squared overlap with the state of the
system (51), and interpret this as a probability distribution for the corresponding eigenvalues.
A comparison between this improved analysis (which employs the overlaps computed in Section
5.1) and the case of frozen longitudinal dynamics is presented in Fig. 5. It can be observed that
additional “density ripples” emerge in the longitudinal direction, as a consequence of interference
between points with different longitudinal coordinates in the original two gases. These density ripples
become more pronounced as the time of flight t1 increases, and they occur on longer length scales:
whereas %tof(x,~r, t0 + t1) only involves operators at position x at t1 = 0, it acquires contributions from
points at an increasingly large longitudinal separation as t1 increases. This effect is sensitive to the
temperature in the symmetric sector, as is illustrated in Fig. 6. A detailed analysis of these density
ripples in the density-density correlation function, including their temperature dependence, has been
presented in [39,40].
6.1.1 On extracting the eigenvalues eiϕa(x,t0) from %tof(~r, t1 + t0)
Although the effects of longitudinal expansion included in (30) ensure a realistic description of the
observed gas density, they complicate the extraction of the eigenvalues eiϕa(x,t0), due to the presence
of eiϕs(x,t0) and the double convolution with a Green’s function. Such complications do not exist
for the simplified fit formula (50), which neglects longitudinal expansion. This raises the question
how good the results are if, after measuring a density profile given by (30), one still uses eqn (50)
to extract an approximate eigenvalue eiϕ˜a(x,t0). Having both the full and approximate expressions at
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Figure 5: Outcomes for a single projective measurement of ρˆtof(~r, t1 + t0), using (29), observed for
different time-of-flight values t1 and at fixed one-dimensional evolution time t0 = 14 ξ/v. The tem-
perature in the symmetric sector is 34 nK, which corresponds to kBT = 0.5 ~ω⊥, using the parameters
from Section 5.3. From left to right, the time of flight is t1 = 8, 16 and 24 ms, respectively. The
underlying eigenvalues eiϕa,s(x,t0) are taken to be identical in all three plots in order to accentuate the
effects of the time of flight.
Figure 6: Outcomes for projective measurements of ρˆtof(~r, t1 + t0), with t1 = 16 ms and t0 = 14 ξ/v,
created using (29). From left to right, the temperatures are kBT = 0.1 ~ω⊥, kBT = 0.3 ~ω⊥ and
kBT = 0.7 ~ω⊥. To allow for an easy comparison, the same eigenvalue ϕa(x) has been used through-
out, whereas the eigenvalues ϕs(x) are drawn from shot to shot, using the temperature-dependent
distribution functions for the symmetric sector computed in Section 5.1. The other parameters used
here are as presented in Section 5.3.
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hand, we can explicitly investigate the accuracy of such an analysis. This is of considerable importance
for the analysis of experiments. To this end, we draw an eigenvalue eiϕa(x,t0) from the distribution
function computed in Section (5.1), and construct the corresponding density profile using (30). We
then use the simplified fit formula (50) to extract an approximate eigenvalue eiϕ˜a(x,t0). This can then
be compared to the original, exact eigenvalue eiϕa(x,t0). Figs 7, 8, 9, 10 show representative examples
of such comparisons.
(a)
-40 -20 20 40
x/ξ
-1
1
2
3
φ(x)
(b)
-40 -20 20 40
x/ξ
-1
1
2
3
φ(x)
Figure 7: (a) Individual realization of the eigenvalue ϕa(x) (blue), compared to the extracted phase
ϕ˜a(x) (red) at time of flight t1 = 4 ms and t0 = 14 ξ/v. (b) The same objects, convolved with a
Gaussian kernel of width ξ = ~pi/mv. The parameters used here are presented in Section 5.3, with
kBT = 0.5 ~ω⊥, so that T ≈ 34 nK.
In Fig. 7(a) the extracted phase ϕ˜a(x) (red) is compared to the exact phase ϕa(x) (blue). Although
the results clearly deviate, most of these deviations occur on small lengthscales, which are not observed
in experiment. To remove these short wave length fluctuations we convolve the signal with a Gaussian
kernel of width ξ. The resulting smoothened curves are seen to be in good agreement for short time of
flight (Fig. 7, with t1 = 4 ms), whereas significant deviations do occur for long flight times (Fig. 10,
with t1 = 32 ms). The size of these deviations does not depend strongly on the temperature, which
only enters through the fields in the symmetric sector. These symmetric sector fields have an effect
on the amplitude of the density ripples, but not on the transverse position of the fringes, as can be
understood by inspection of eqn (30): the eigenvalue eiϕs(x) appears in both terms in parentheses, so
that it does not affect the interference term independently. For this reason, spatial fluctuations in the
eigenvalue eiϕs(x) do not strongly impede the reconstruction of the eigenvalue eiϕa(x).
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Figure 8: The same as Fig. 7, but at time of flight t1 = 8 ms, and for a different phase eigenvalue.
The above analysis leads us to conclude that at sufficiently short times of flight the simplified fit
formula (50) can be used to obtain an accurate approximation to the eigenvalues eiϕa(x,t0).
In order to compare to experimental data one also should model the effects of the trapping poten-
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Figure 9: The same as Fig. 7, but at time of flight t1 = 16 ms, and for a different phase eigenvalue.
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Figure 10: The same as Fig. 7, but at time of flight t1 = 32 ms, and for a different phase eigenvalue.
tial. This can be done in the framework of a local density approximation [44,46–49]. We refrain from
presenting such an analysis here, but instead simply introduce an overall suppression e−x2/(L/4)
2
along
the length of the gas. In Fig. 11 we present a comparison of theoretical results obtained in this way to
experimental data from Ref. [38]. We see that the theoretical result reproduces the various structures
seen in experiment. Due to the statistical nature of measurements in quantum theory the outcome
shown in the theoretical plot is of course not expected to coincide with that of the experimental plot.
7 Conclusions
In this work we have revisited the theoretical description of the measurement process involved in time-
of-flight recombination of split one-dimensional Bose gases. We have derived the relation between the
measured density operator after expansion and local operators in the Luttinger liquid theory describing
the low energy degrees of freedom in such systems. In the weakly interacting regime and in cases
where the longitudinal expansion can be neglected the measured density is related in a simple way to
a vertex operator of the phase field in a Luttinger liquid. We have discussed the theoretical description
of individual (projective) measurements in this setting. To the best of our knowledge this issue has
not been previously addressed in the literature. We also have described how multi-point correlation
functions of vertex operators can be extracted from projective measurements of the boson density
in time of flight experiments. Our main new result, which is of direct relevance for experiments, is
the description of projective density measurements in the framework of Luttinger liquid theory in the
case of weak interactions but non-negligible longitudinal expansion of the gas after the trap release.
Here the main new effect is that phase fluctuations in the symmetric sector induce intensity variations
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Figure 11: (Left) Theoretical results for individual measurement outcomes %tof(~r, t1) at t0 = 14 ξ/v
and t1 = 16 ms. An overall suppression with a factor e
−x2/(L/4)2 has been applied along the length
of the gas (see main text). Longitudinal expansion during time-of-flight has been neglected and the
parameters are described in Section 5.3, with kBT = 0.5 ~ω⊥, so that T ≈ 34 nK. (Middle) Same
as left panel but with longitudinal expansion taken into account using (29). (Right) Experimentally
measured density profile taken from Ref. [38].
along the interference fringes (“density ripples”), the magnitude of which increases with time of flight.
As an explicit example we considered the case of weakly interacting coherently split Bose gases in
the absence of tunnel coupling. In this case the time evolution can be analyzed explicitly in the
framework of Luttinger liquid theory, see e.g. [36]. Our results for a single measurement reproduce
all the main features seen in experiment. The theoretical framework developed here applies equally
to the case of weakly interacting split condensates in the presence of a weak tunnel coupling. Here
the antisymmetric sector of the theory is described by a quantum sine-Gordon model in the weak
interaction regime and the time evolution can no longer be analyzed in a simple fashion. Our work
raises a number of interesting questions. First and foremost our result (30) suggests that it should be
possible to extract information on the symmetric sector of the theory from the density ripples along
the interference fringes. An investigation of this issue is under way. Having direct experimental access
to properties of the symmetric sector is important as the existing theoretical analyses suggest that the
relaxational behaviour of the symmetric sector is very different from that of the antisymmetric sector.
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A Relation between density operators before and after release
We here present the details of the derivation of eqn (7), by performing the integrals in (5),
Ψˆtof(x,~r, t1 + t0) =
∫
dk d2~p dy d2~˜r
(2pi)3
e−ik(x−y)e−i~p·(~r−~˜r)e−it1
k2+~p2
2m Ψˆ(z, ~˜r, t0), (52)
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after insertion of relation (6),
Ψˆ(x,~r, t0) = ψˆ1(x, t0)g(~r + ~d/2) + ψˆ2(x, t0)g(~r − ~d/2), (53)
where g1(~r) is the ground state wave function of a two-dimensional harmonic oscillator with frequency
ω,
g1(~r) =
√
mω
pi
e−
mω
2
~r2 . (54)
Defining ψ1 ≡ ψ− and ψ2 ≡ ψ+ and carrying out the integrals we have
Ψˆtof(x,~r, t1 + t0) =
∑
±
√
mω
pi
e−ipi/2ei arctan
1
ωt1√
1 + ω2t21
exp
−mω
2
(
~r ± ~d/2
)2
1 + ω2t21
×
× exp
(
i
mω2t1
2
(
1 + ω2t21
) (~r ± ~d/2)2)∫ dy G (x− y, t1) ψˆ±(y, t0), (55)
where we have defined the free, single-particle Green’s function
G(y, t) =
∫
dk
2pi
e−ikye−i
tγ
2m
k2 =

√
m
2piitγ exp
(
i m2tγ y
2
)
, if γ = 1
δ(y), if γ = 0.
(56)
We are interested in the limit of a very narrow trapping potential. Assuming that ωt1  1 and
|~r|  |~d| we may simplify (55) further, to
Ψˆtof(x,~r, t1 + t0) ≈ −i
∑
±
ψˆ±(x)
√
mω
pi(1 + ω2t21)
exp
(
−mω
2
~r2
1 + ω2t21
)
×
× exp
(
i
m
2t1
(
~r ± ~d/2
)2)∫
dy G (x− y, t1) ψˆ±(y, t0). (57)
From this expression, we recover eqn (7) with
f(~r, t1) = −i
√
mω
pi
1√
1 + ω2t21
exp
(
−mω
2
~r2
1 + ω2t21
)
. (58)
B Bosonization conventions
The low-energy physics of the microscopic Hamiltonian (13) is described by a Luttinger liquid [36,41,50]
with Hamiltonian
HLL =
v
2pi
∑
j=s,a
∫ L/2
−L/2
dx
[
K(∂xφˆj(x))
2 +
1
K
(
∂xθˆj(x)
)2]
. (59)
The (real) fields φˆa,s and θˆa,s are related to the original complex bosons ψ1,2 by the transformation
(17) and the bosonization identity
ψ†j(x) ∼
√
ρ0 +
∂xθˆj(x)
pi
e−iφˆj(x)
∑
m
Ame
2im(θˆj(x)+piρ0x), j = 1, 2. (60)
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Here Am are non-universal coefficients, ∂xθˆ1,2 describe density fluctuations and φˆ1,2 are phase fields.
They satisfy canonical commutation relations[
∂xθˆi(x)
pi
, φˆj(z)
]
= iδi,jδ(x− z). (61)
The cutoff length scale for the low-energy field theory (59) is set by the healing length of the gas,
which for weak interactions reads ξ = pi/mv. The Hamiltonian (59) is parametrized by the velocity
v and the Luttinger parameter, K. For weak interactions they are related to the parameters of the
microscopic Hamiltonian (13) as follows [50]
v =
ρ0
m
√
γ
(
1−
√
γ
2pi
)1/2
, K =
2pi√
γ
(
1−
√
γ
2pi
)−1/2
, ρ0 =
2mvK
pi
, (62)
where we have used the dimensionless parameter γ = mg/ρ0.
We use periodic boundary conditions throughout this paper. As φˆa,s are compact fields we have
φˆa,s(x+ L) = φˆa,s(x) + 2piJˆa,s, (63)
where the eigenvalues of Jˆa,s are integers related to the number of times the phase winds around a
circle of radius 2pi over the length of the gas. The density operator has to satisfy∫ L
0
dx ∂xθˆa,s = piδNˆa,s , (64)
where δNˆa,s has integer eigenvalues which count the particle imbalance in the symmetric and anti-
symmetric sectors respectively. These considerations lead to the mode expansions
θˆj(x) = θˆj,0 +
pix
L
δNˆj +
∑
q 6=0
∣∣∣ piK
2qL
∣∣∣1/2eiqx (aˆj,q + aˆ†j,−q) , (65)
φˆj(x) = φˆj,0 +
pix
L
Jˆj +
∑
q 6=0
∣∣∣ pi
2qLK
∣∣∣1/2sgn(q)eiqx (aˆj,q − aˆ†j,−q) , (66)
where aˆi,q are oscillator modes with commutation relations [aˆi,q, aˆ
†
j,k] = δq,kδi,j , and [δNˆ , φˆ0] = i =
[Jˆ , θˆ0]. The momenta are quantized as qn = 2pin/L. The mode expansion of the Hamiltonian (59) is
HLL =
∑
j=a,s
pivKJˆ2j
2L
+
piv(δNˆj)
2
2KL
+
∑
q 6=0
v|q|aˆ†j,qaˆj,q
 . (67)
For our purposes it will suffice to consider only the Jˆ = 0 subspace. The rationale for this is that
Jˆ has eigenvalue zero for all experimentally relevant initial states and the Hamiltonians we consider
commute with Jˆ .
A compact notation for the zero modes used in eqns (31-32) is to introduce annihilation operators
aˆa,0 = −i
√
2K
v
φˆa,0 − 1
2
√
v
2K
δNˆa . (68)
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C Normalization of vertex operator eigenstates
We here derive eqns (37) and (38). In order to regulate the infinity caused by the delta function, we
consider the following modification of the state (36)
|{fn}〉τ = Nf exp
∑
k
(
τ
2
aˆ†kaˆ
†
−k +
fk
uk
aˆ†k
)
|0〉 , (69)
and recover the eventual delta function normalization by taking the limit τ → 1 at the end of the
calculation. Our task is to calculate the overlap
〈g|f〉 = τ 〈{gn}|{fn}〉τ
= N ∗gNf 〈0| exp
∑
j
τ
2
aˆj aˆ−j +
g∗j
u∗j
aˆj
 exp(∑
k
τ
2
aˆ†kaˆ
†
−k +
fk
uk
aˆ†k
)
|0〉 . (70)
Inserting a resolution of the identity in terms of normalized coherent states
|α〉 =
∏
k
e−|αk|
2/2eαka
†
k |0〉 , 1 =
∫
D (α, α∗) |α〉 〈α| (71)
with D (α, α∗) |α〉 〈α| = ∏k dReαk dImαk and using that ak |α〉 = αk |α〉 we have
〈g|f〉 =
∫
D (α, α∗)N ∗gNf exp
∑
j
(
−αjα∗j +
τ
2
αjα−j +
f∗j
u∗j
αj +
τ
2
α∗jα
∗
−j +
fj
uj
α∗k
)
. (72)
Noting that uj satisfies {
Im(uj) = 0, u−j = −uj , if j 6= 0,
Re(u0) = 0, else,
(73)
and using f∗−n = fn and f∗0 = f0 we can carry out the integrals. Finally we use that
lim
→0
1
(2pi)d/2
e−
|x|2
2 = δ(d) (|x|) (74)
to arrive at
lim
τ→1
〈{gn}|{fn}〉τ = N ∗gNf
√
2pi|u0| exp
(
1
8|u0|2 (g0 + f0)
2
)
δ(g0 − f0)×
×
∏
k>0
pi|uk|2 exp
(
1
4|uk|2 |gk + fk|
2
)
δ(2) (gk − fk) .
(75)
This shows that the states |{fn}〉 are delta-normalized if the normalization constants Nf are chosen
according to eqn (37).
D Time-dependent overlap for the zero mode
The zero mode initial state |ψk=0〉 is determined by the overlap
〈n|ψk=0〉 =
(
1
piρ0L
)1/4
exp
(
− 1
2ρ0L
n2
)
, (76)
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where |n〉 is the eigenstate of δNˆ with eigenvalue n. The operators δNˆ and φˆ0 satisfy canonical
commutation relations,
[
δNˆ , φˆ0
]
= i. In analogy with eigenstates of the xˆ- and pˆ-operators in quantum
mechanics, this means that the eigenstate |f0〉 of φˆ0 has an overlap with the eigenstate |n〉 of δNˆ which
is given by
〈n|f0〉 = e
inf0
√
2pi
. (77)
We are interested in computing the time-dependent overlap
〈f0|ψk=0(t)〉 = 〈f0| e−iHk=0t |ψk=0〉 . (78)
Since the zero mode part of the Hamiltonian is given by
Hk=0 =
piv(δNˆ)2
2KL
, (79)
its action on the state |n〉 is trivial, and we can compute the time-dependent overlap by inserting a
complete set of such states. This leads to the result that
〈f0| e−iHk=0t |ψk=0〉 =
∫
dn 〈f0|n〉 〈n| e−iHk=0t |ψk=0〉
=
(
1
piρ0L
)1/4 1√
1
ρ0L
+ i pivtKL
exp
(
−1
2
f20
1
ρ0L
+ i pivtKL
)
(80)
E Overlap with a general Fock state
We here compute the overlaps between a generic phase eigenstate (36) and a Fock state |{nq 6=0}〉,
where we assume that the occupation numbers satisfy nq = n−q. The zero mode will not be treated
here. Defining
Nq =
(
1
pi|uq|2
)1/2
e
− 1
2|uq |2 |fq |
2
, (81)
we consider sectors (q,−q) separately. This leads to
〈n−q, nq|f−q, fq〉 = Nq 〈n−q, nq|
∞∑
n=0
1
n!
(
aˆ†qaˆ
†
−q +
fq
uq
aˆ†q +
f∗q
u∗q
aˆ†−q
)n
|0〉
= Nqnq!
∞∑
n=0
1
n!
(
fq
uq
)α(f∗q
u∗q
)γ
C(α, γ), (82)
with
α = n− nq = γ, (83)
and nq ≤ n ≤ 2nq. The combinatoric factors read
C(α, γ) =
(
n
α+ γ
)(
α+ γ
γ
)
=
n!
(2nq − n)!((n− nq)!)2 . (84)
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The overlap in the (q,−q)-sector is then given by
〈n−q, nq|f−q, fq〉 = Nq
2nq∑
n=nq
nq!
(2nq − n)! ((n− nq)!)2
(−1)n−nq
∣∣∣ fq
uq
∣∣∣2n−2nq
= Nq Lnq
(∣∣∣ fq
uq
∣∣∣2) , (85)
where Ln(x) is the Laguerre polynomial of degree n. Inserting the definition of Nq, we find the squared
overlap coefficients per (q,−q)-sector,∣∣ 〈n−q, nq|f−q, fq〉 ∣∣2 = 1
pi|uq|2L
2
nq
(∣∣∣ fq
uq
∣∣∣2) e−∣∣ fquq ∣∣2 . (86)
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