Classically, any absolute continuous real function is of bounded variation and hence can always be expressed as a difference of two increasing continuous functions (socalled Jordan decomposition). The effective version of this result is not true. In this paper we give a sufficient and necessary condition for computable real functions which can be expressed as two computable increasing functions (effectively Jordan decomposable, or EJD for short). Using this condition, we prove further that there is a computable real function which has a computable modulus of absolute continuity but is not EJD. The polynomial time version of this result holds accordingly too and this gives a negative answer to an open question of Ko in [6] .
Introduction
Although the continuity is one of the most important property of a real function, there are many problems, especially in the applications to physical science, in which we require more precise information than the continuity. In the simplest case of functions from R to R, it is useful to measure how rapidly a real function oscillates. To determine the oscillatory character of a function quantitatively, the variation of a function is introduced in mathematics. This quantity turns out to be very useful for problems in physics, engineering, probability theory, and so fourth. 
where the supremum is taken over all subdivisions a = a 0 < a 1 < · · · < a [5] . The most important phenomenon for a BV-function is the Jordan decomposition. Namely, any BV-function f can be expressed as a difference of two increasing functions. Here, the increasing function means always non-strictly increasing, i.e., f (x) ≤ f (y) for any x ≤ y. More general properties of BV-functions and their applications are widely discussed in classical mathematics, effective analysis as well as in constructive mathematics ( [1, 2, 3, 6, 8, 10] ).
In this paper, we are interested in computable total functions f : [a; b] → R which are of bounded variation (CBV-function, for short) for some computable real numbers a < b. A computable function f is called effective Jordan decomposable (EJD, for short) if there are two increasing computable functions f 1 , f 2 such that f = f 1 − f 2 . Not every CBV-function is EJD as shown in [10] . The argument in [10] is based on the following observation that if f is EJD, then its total variation function v f has a computable modulus of continuity. Therefore, the counterexamples of non-EJD functions given in [10] are not effectively absolutely continuous, where a computable function f : [0; 1] → [0; 1] is called effectively absolutely continuous (EAC for short) if there is a computable function m : N → N (modulus for absolute continuity of f ) such that, Here f is PAC if it has a polynomial modulus of absolute continuity. A negative answer to this question will be shown in this paper.
To this end, we will show a sufficient and necessary condition for EJD first in Section 2. An EAC but not EJD function is constructed in Section 3. In the last Section 4 we give a negative answer to Ko's question. Both the proof in section 3 and 4 apply the criterion for EJD of Section 2. Let ·, · : N 2 → N be the standard pairing function defined by n, m := (n + m)(n + m + 1)/2 + n. ·, · is a 1:1 recursive function. For any set A, B, a partial function f with dom(f ) ⊆ A and range(f ) ⊆ B is always denoted by f :⊆ A → B while the total functions f from A to B are denoted by f : A → B. Let (M e ) be an effective enumeration of all Turing machines and M e computes the function ϕ e . Then (ϕ e ) is an effective enumeration of all partial computable functions ϕ e :⊆ N → N. Denote by ϕ e,s the function computed by M e up to step s. Then (ϕ e,s ) is a uniformly effective approximation of (ϕ e ) such that lim s→∞ ϕ e,s = ϕ e and the set { e, x, y, s : ϕ e,s (x) = y} is a recursive set. Notice that, if ϕ e,s (n) is defined, then we have ϕ e,t (n) ↓= ϕ e,s (n) = ϕ e (n) for any t ≥ s, where ϕ e,t (n) ↓ means that ϕ e,t (n) is defined. The same notations will be also used in this paper for other type of functions like ϕ e :⊆ N → Q, ϕ e :⊆ Q × N → Q, etc.
A Sufficient and Necessary Condition for EJD
Classically, every BV function is Jordan decomposable. However, as shown in [10] , there is a CBV function which is not EJD. In this section, we show a sufficient and necessary condition under which a CBV function is EJD. 
Define the computable function σ :
for any x, y ∈ [0; 1]. It is not difficult to see that σ satisfies both conditions (i) and (ii). "⇐". Let f ∈ CBV[0; 1] and σ be a computable function which satisfies conditions (i) and (ii). Define two computable functions
By condition (ii), we have σ(x, y) ≥ 0 for any x, y ∈ [0; 1]. This implies further that, for any
. That is, f 1 is increasing. Moreover, f 2 is also increasing because, for any x ≤ y,
Equivalently, the theorem 2.1 can be rephrased as follows. 
EJD and Effectively Absolute Continuity
Using the criterion of EJD of Corollary 2.2, we can construct some non-EJD function by diagonalization against all increasing computable functions. Especially, we will construct a computable non-EJD function which has a computable modulus of absolute continuity in this section. Since computable real functions are relatively difficult to use directly in an effective construction, we use their effective approximations instead. For the increasing computable functions, we can use the special approximation described as follows. x < y =⇒ β(x, n) < β(y, n) and
In this paper, we will call β a determinator of ϕ if conditions (3) and (4) 
Now we can prove our main result as follows. Proof. We will construct a computable sequence (p s ) of rational polygon functions which converges uniformly and effectively to a computable function f : [0; 1] → [0; 1] such that f is effectively absolute continuous and f satisfies, for all e ∈ N, the following requirements. If ψ e is not increasing, then the requirement Q e can be satisfied trivially. Suppose now that ψ e : [0; 1] → R is an increasing total functions. We consider the interval [2 −(e+1) ; 2 −e ]. For such a function ψ e , there must be a natural number k e ≥ e and two rational numbers a, b
Define 
. That is, the requirement Q e is satisfied. Besides, let m(e) := max{k i : i ≤ e} + e + 1. Then m is in fact a modulus of absolute continuity of f . Unfortunately, the construction described above is not effective, because we cannot calculate the (real number) value ψ e (r) in finitely many steps even if ψ e is a total computable real function and r is a rational number. Thus, we cannot guarantee that the functions f and m defined above are computable. However, by Lemma 3.1, ψ e has always a computable determinator β, if ψ e : [0; 1] → R is an increasing computable total function. Therefore, the requirements Q e can be replaced by the following requirements
ke+2 , then we define f on this subinterval as a polygon function such that V b a (f ) := 2 −ke+2 and put R e into phase III. This guarantees that f satisfies the requirement R e . More precisely, we have the following formal construction.
Stage s := 0: For all e ∈ N, put requirements R e into phase I and let k e,0 be undefined. Define p 0 (x) := 0 for any x ∈ [0; 1].
Stage s := e, t > 0 for some e, t ∈ N. Let [u e ; v e ] := [2 −(e+1) ; 2 −e ]. We will try to satisfy the requirement R e at this stage by defining p s properly on the interval [u e ; v e ], if it is not yet satisfied. We consider the following cases. Case 1. R e is in the phase I. The requirement R e is not yet treated before and k e,s is not defined. If there is a natural number n ≤ s such that
then let n e be the minimal such n, define k e,s := s and put the requirement R e into phase II. Since k e,s will never be changed later, namely, k e,t = k e,s for any t ≥ s, we denote k e,t simply by k e for any t ≥ s. Notice that, for any i ∈ N, if k i,s is already defined, then k i,s ≤ s. Besides, by the definition of pairing function, we have in this case also that e ≤ e, t = s = k e,s = k e . Otherwise, if there is no such n which satisfies both (5) and (6), then go to the next stage.
Case 2. R e is in the phase II. In this case n e and k e := k e,s is already defined. Consider the equal subdivision u e = a 0 < a 1 < · · · < a me = v e of the interval [u e ; v e ] such that a i+1 − a i = 2 −2ke , for any i < m e := 2 2ke−(e+1) . If the following conditions are satisfied (∀i ≤ m e )(β e,s (a i , k e ) ↓) and (7) (∃i < m e )((β e,s (a i+1 , k e ) − β e,s (a i , k e ))/(a i+1 − a i ) ≤ 2 ke+1 ),
then let i e be the minimal i which satisfies condition (8 
Otherwise, if conditions (7) and (8) are not satisfied, then go directly to the next stage.
Case 3. R e is in the phase III. In this case, the requirement R e is already satisfied. We define p s := p s−1 and go to the next stage.
In all cases, if k i,s−1 is defined, then let k i,s := k i,s−1 for any i ∈ N with i = e.
This ends the construction. We will show that our construction succeeds by proving the following sublemmas. Since ϕ is an increasing total function on the interval [0; 1], we have ϕ(u e ) < ϕ(v e ). Choose an n ∈ N such that ϕ(v e ) − ϕ(u e ) ≥ 2 −n+1 . Then there is an s 0 ∈ N such that both β e,s 0 (u e , n) and β e,s 0 (v e , n) are defined. Moreover, by (3) and (4), we have β e,s 0 (v e , n) − β e,s 0 (u e , n) ≥ |ϕ(v e ) − ϕ(u e )| − |ϕ(v e ) − β e,s 0 (v e , n)| − |ϕ(u e ) − β e,s 0 (u e , n)|
By the definition of uniform approximation (β e,s ) at the end of Section 1, we have β e,s (u e , n) ↓= β e,s 0 (u e , n) and β e,s (v e , n) ↓= β e,s 0 (v e , n) for any s ≥ s 0 .
Therefore, there is an s ∈ N such that both conditions (5) and (6) are satisfied. Suppose that s 1 = e, t 1 (for some t 1 ∈ N) is the minimal s ∈ N such that both conditions (5) and (6) are satisfied for some n ∈ N. Then, at stage s 1 , we will define k e := s 1 and define n e as the minimal n which satisfies (5) and (6) . The requirement R e is put into the phase II at this stage. In this case, we have |β e (v e , k e ) − β e (u e , k e )| ≤ |β e (v e , k e ) − ϕ(v e )| + |ϕ(v e ) − β e (v e , n e )| + |β e (v e , n e ) − β e (u e , n e )| + |β e (u e , n e ) − ϕ(u e )| + |ϕ(
That is, (β e (v e , k e ) − β e (u e , k e ))/(v e − u e ) ≤ 2 ke+1 . Therefore, for the equal subdivision u e = a 0 < a 1 < · · · < a me = v e of the interval [u e ; v e ] with the length a i+1 −a i = 2 −2ke for any i < m e := 2 2ke−(e+1) , there must be a (minimal) i e < m e such that |β e (a ie+1 , k e ) − β e (a ie , k e )|/(a ie+1 − a ie ) ≤ 2 ke+1 . Let s 2 be the minimal s := e, t 2 > s 1 (for some t 2 ∈ N) such that all β e,s (a i , k e ) is defined for i ≤ m e , i.e., (7) is satisfied. Then i e is also the minimal i which satisfies condition (8) for s := s 2 . By construction, we define a polygon function p s 2 at stage s 2 such that V
. Moreover, we have the following estimation
On the interval [a ie ; a ie+1 ], the function f is equal to the finite polygon function p s 2 . Therefore V
The function f is effectively absolute continuous.
Proof. It suffices to show that the function m : N → N defined by m(s) := 2s+4, for any s ∈ N, is a modulus of absolutely continuity of f , i.e., m satisfies condition (2). For n ∈ N and any set
is not yet defined}
Namely, A n consists of all intervals [2 −(e+1) ; 2 −e ] such that R e is still in the phase I at stage n + 1 and B n consists of all such intervals that corresponding requirement R e is in either phase II or phase III at the stage n + 1. Notice that, k i,n+1 ≤ n + 1 whenever k i,n+1 is defined. Therefore, by condition (9), |f (x) − f (y)| ≤ 2 max i∈N k i,n+1 +2 · |x − y| ≤ 2 n+3 · |x − y|, for any x, y ∈ A n . Define
Then we have I = ( I 1 ) ∪ ( I 2 ). Let V J (f ) denote the variation of f on J for any set J of non-overlapping subintervals of [0; 1]. Namely, if the set
where µ(I 2 ) is the Lebesgue measure of I 2 . Thus, m satisfies condition (2) and is a computable modulus of absolutely continuity of f .
Therefore, f is a computable and absolutely continuous function which is not effectively Jordan decomposable. 2
Polynomial Time Version of Jordan Decomposition
In this section we discuss the polynomial time version of the Jordan decomposability. Let's recall first the definition of polynomial time computable real functions. We use the approach of Ko in [6] . Namely, a real function f : [0; 1] → R is polynomial time computable if there is a Turing machine M and a polynomial p such that, for any n ∈ N, the machine M , with any oracle (x s ) of rational numbers which converges effectively to x (i.e., |x − x s | ≤ 2 −s for any s ∈ N) and any input n, outputs some rational number y in p(n) steps such that |f About the PBV functions, Ko [6] has shown the following results. Since any non-EJD unction is also non PJD, we have Corollary 4.5 (Ko [6] ) There is a PAC function which is not PJD.
