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GRADED K-THEORY, FILTERED K-THEORY AND
THE CLASSIFICATION OF GRAPH ALGEBRAS
PERE ARA, ROOZBEH HAZRAT, AND HUANHUAN LI
Abstract. We prove that an isomorphism of graded Grothendieck groups Kgr0 of two Leavitt path algebras induces an
isomorphism of their algebraic filtered K-theory and consequently an isomorphism of filtered K-theory of their associated
graph C∗-algebras. As an application, we show that, since for a finite graph E with no sinks, Kgr0 (L(E)) of the Leavitt
path algebra L(E) coincides with Krieger’s dimension group of its adjacency matrix AE , our result relates the shift
equivalence of graphs to the filtered K-theory and consequently gives that two arbitrary shift equivalent matrices give
stably isomorphic graph C∗-algebras. This result was only known for irreducible graphs.
1. introduction
One of the beauties of the theory of Leavitt path algebras is that one can obtain a substantial amount of information
about the structure of the algebra from the geometry of its associated graph. The first theorem proved in this theory
was that the simplicity of a Leavitt path algebra is equivalent to that in the associated graph every cycle has an exit
and every vertex connects to every infinite path and every finite path ending in a sink ([1], [2, §2.9]).
The theory of Leavitt path algebras is intrinsically related, via graphs, to the theory of symbolic dynamics and C∗-
algebras where the major classification programs have been a domain of intense research in the last 50 years. However, it
is not yet clear what is the right invariant for the classification of Leavitt path algebras, and for that matter, graph C∗-
algebras [40]. In the case of simple graph C∗-algebras (i.e., algebras with no nontrivial ideals), it is now established that
K-theory functors K0 and K1 can classify these algebras completely [33, 34]. Following the early work of Rørdam [32]
and Restorff [31], it became clear that one way to preserve enough information in the presence of ideals in a C∗-algebra,
is to further consider the K-groups of the ideals, their subquotients and how they are related to each other via the
six-term sequence. Over the next ten years since [32, 31] this approach, which is now called filtered K-theory, was
subsequently investigated and further developed by Eilers, Restorff, Ruiz and Sørensen [13, 14], where it was shown
that the sublattice of gauge invariant prime ideals and their subquotient K-groups can be used as an invariant. In
a major work [15] it was shown that filtered K-theory is a complete invariant for unital graph C∗-algebras. In [16]
the four authors introduced the filtered K-theory in the purely algebraic setting and showed that if two Leavitt path
algebras with coefficients in complex numbers C have isomorphic filtered algebraic K-theory then the associated graph
C∗-algebras have isomorphic filtered K-theory.
This paper is devoted to graded K-theory as a capable invariant for the classification of graph algebras. This approach
was initiated in [20] and further studied in [6, 21, 22]. The main aim of this paper is to show that in the setting of graph
algebras, graded K-theory implies filtered K-theory. To be precise, we show that for two Leavitt path algebras over a
field, if their graded Grothendieck groups Kgr0 are isomorphic, then their filtered K-theories are also isomorphic. This
shows the richness of a graded Grothendieck group as an invariant. Namely, the single group Kgr0 (Lk(E)) of a Leavitt
path algebra Lk(E), with coefficients in the field k, contains all the information about the K0 and K1 groups of the
subquotients of graded ideals of Lk(E) and how they are related via the long exact sequence of K-theory.
There is a tight connection between the algebraic structure of Lk(E) and the monoid structure of V
gr(Lk(E)). This
is the crucial first step in relating graded K-theory to the filtered K-theory of these algebras. Namely, we observe
that the lattice of graded (prime) ideals of Lk(E) is isomorphic to the lattice of order (prime) ideals of V
gr(Lk(E)).
This allows us to lift an order-preserving Z[x, x−1]-module isomorphism between the graded Grothendieck groups of two
Leavitt path algebras
ϕ : Kgr0 (Lk(E)) −→ K
gr
0 (Lk(F )), (1.1)
to a natural homeomorphism between the space of spectrums of their graded prime ideals,
ϕ : Specgr(Lk(E)) −→ Spec
gr(Lk(F )).
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We then proceed to piece together K0 and K1 groups of ideals together from this correspondence. This is possible as
we can establish a van den Bergh type exact sequence relating Kgr0 to K0 and K1 (Proposition 4.5),
K1(Lk(E)) // K
gr
0 (Lk(E))
// Kgr0 (Lk(E)) // K0(Lk(E)) // 0. (1.2)
We then show that the isomorphism ϕ of (1.1) induces a commutative diagram involving the natural transformation of
filteredK-theory (Theorem 7.3). Namely for graded prime ideals I ⊆ J of Lk(E), one can obtain induced homomorphism
αI,n : Kn(I) −→ Kn(ϕ(I)), αJ,n : Kn(J) −→ Kn(ϕ(J)), and αJ/I,n : Kn(J/I) −→ Kn(ϕ(J)/ϕ(I)), where n = 0, 1, such
that the following diagram commutes.
K1(I) //
αI,1

// K1(J) //
αJ,1

K1(J/I) //
αJ/I,1

K0(I) //
αI,0

K0(J) //
αJ,0

K0(J/I)
αJ/I,0

K1(ϕ(I)) // K1(ϕ(J)) // K1(ϕ(J)/ϕ(I)) // K0(ϕ(I)) // K0(ϕ(J)) // K0(ϕ(J)/ϕ(I)).
(1.3)
Here the rows come from the long exact sequence of algebraic K-theory (see [11, Theorem 2.4.1]).
Since the isomorphisms of filtered K-theory of Leavitt path algebras implies the isomorphisms of filtered K-theory
of their corresponding graph C∗-algebras ([16]), our result allows us to relate the shift equivalent matrices via Krieger’s
dimension groups to graded K-theory and in return to algebraic and thus analytic filtered K-theory (§8). Then invoking
the Eilers, Restorff, Ruiz and Sørensen recent result [15] on the classification of finite graph algebras via filteredK-theory,
we can conclude that shift equivalent matrices have stably isomorphic Cuntz-Krieger C∗-algebras (Proposition 8.1). This
was only known in the case of irreducible matrices by a combination of the Franks Theorem on the classification of flow
equivalent via Bowen-Franks group [17], Parry and Sullivan’s description of flow matrices in terms of moves [28] and
Bates and Pask’s paper [8] translating these moves into the setting of graph C∗-algebras.
The following diagram summarizes the connections between the graphs E and F , their adjacency matrices AE and
AF , their associated graph algebras and their graded and filtered K-theories.
AE oo
shift equivalent of matrices //KS

AF
∆E oo
iso. of Krieger’s dimension groups //KS

∆F
Kgr0 (Lk(E))
oo iso. of K
gr
0 -group //

Kgr0 (Lk(F ))
FK0,1(Lk(E)) oo
iso. of alg. fil. K-groups //

FK0,1(Lk(F ))
FK0,1(C
∗(E)) oo
iso. of fil. K-groups //KS

FK0,1(C
∗(F ))
C∗(E) oo
Morita equivalent // C∗(F )
(1.4)
This paper is devoted to row-finite graphs (graphs that each vertex emits finite number of edges). On the presence
of infinite emitters, the monoid of a Leavitt path algebra is more involved (see Remark 4.2). Although the majority
of the techniques we employ are valid for arbitrary graphs and the statements we establish are consequently hold for
arbitrary graphs (albeit more complex and lengthier proofs) there are several instances that the techniques for such
graphs need to be yet established, such as working with quotient monoids. This paper is thus devoted to the row-finite
case. Our major application is related to symbolic dynamics and it only requires working with finite graphs and thus
we are equipped to employ our results in this setting.
We close the introduction by recalling a conjecture posed in [20, Conjecture 1], namely the graded Grothendieck
group Kgr0 along with its ordering and its module structure is a complete invariants for the class of (finite) Leavitt path
algebras (see also [6, 21], [2, § 7.3.4]). The language of homology of groupoids allows us to propose a single invariant
which would classify both Leavitt and graph C∗-algebras. For an arbitrary graph E and its associated graph groupoid
GE , in [24] it was proved that there is an order-preserving Z[x, x−1]-module isomorphism
Kgr0 (Lk(E)) −→ H
gr
0 (GE),
[Lk(E)] 7−→ [1G(0)E
]
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where Hgr0 (GE) is the zeroth homology of the e´tale graph groupoid GE . We can then formulate the following conjecture.
Conjecture 1. Let E and F be finite graphs and k a field. Then the following are equivalent.
(1) There is a gauge preserving isomorphism ϕ : C∗(E)→ C∗(F );
(2) There is a graded ring isomorphism ϕ : Lk(E)→ Lk(F );
(3) There is an order-preserving Z[x, x−1]-module isomorphism φ : Hgr0 (GE)→ H
gr
0 (GF ), such that ϕ([1G(0)E
]) = [1
G
(0)
F
].
Here the ordered Z[x, x−1]-module isomorphism Hgr0 (GE)→ H
gr
0 (GF ) (without preserving the ordered units) should
give that these algebras are graded Morita equivalent ([22]).
2. The lattice of ideals of graph algebras
2.1. Lattices. Throughout the paper we work with the lattice of graded ideals of a Leavitt path algebra and the
corresponding lattice of graded order ideals of the associated graded Grothendieck group. They are linked via the lattice
of admissible pairs of the graph which defines the algebra (see §2.3). Recall that a lattice is a partially ordered set M
which any two elements a, b ∈ M have meet a ∧ b (the greatest lower bound) and join a ∨ b (the least upper bound).
A morphism between two lattices is a map which preserves meets and joins and thus preserves the order. An element
x ∈M is called a prime element if for any a, b ∈M with a∧ b ≤ x, we have a ≤ x or b ≤ x. We will work with the prime
elements in the lattice of graded ideals of a Leavitt path algebra L(E) (§2.3) and the lattice of graded order ideals of
Vgr(L(E)) (Definition 3.5). Clearly an isomorphism between lattices preserves prime elements.
2.2. Graphs. Below we briefly recall the notions that we use throughout the paper.
A (directed) graph E is a tuple (E0, E1, r, s), where E0 and E1 are sets and r, s are maps from E1 to E0. A graph
E is finite if E0 and E1 are both finite. We think of each e ∈ E1 as an edge pointing from s(e) to r(e). We use
the convention that a (finite) path p in E of length n ≥ 1 is a sequence p = α1α2 · · ·αn of edges αi in E such that
r(αi) = s(αi+1) for 1 ≤ i ≤ n − 1. We define s(p) = s(α1), and r(p) = r(αn). A vertex is viewed as a path in E of
length 0. If there is a path from a vertex u to a vertex v, we write u ≥ v. A subset M of E0 is downward directed if for
any two u, v ∈M there exists w ∈M such that u ≥ w and v ≥ w ([2, §4.2], [30, §2]).
A graph E is said to be row-finite if for each vertex u ∈ E0, there are at most finitely many edges in s−1(u). A
vertex u for which s−1(u) is empty is called a sink.
The covering graph E = E ×1 Z of E is given by
E
0
=
{
vn | v ∈ E
0 and n ∈ Z
}
, E
1
=
{
en | e ∈ E
1 and n ∈ Z
}
,
s(en) = s(e)n, and r(en) = r(e)n−1.
As examples, consider the following graphs
E : ue 99
f
!!
v
g
bb F : u eee
f
qq
Then
E ×1 Z : . . . u1
e1 //
f1
''PP
PP
PP
PP
P
u0
e0 //
f0
''❖❖
❖❖
❖❖
❖❖
❖ u−1
e−1 //
f−1
''❖❖
❖❖
❖❖
❖❖
❖
· · ·
. . . v1
g1
77♥♥♥♥♥♥♥♥♥
v0
g0
77♦♦♦♦♦♦♦♦♦
v−1
g−1
77♦♦♦♦♦♦♦♦♦
· · ·
and
F ×1 Z : . . . u1
f1
!!
e1
:: u0
f0
  
e0
99
u−1
f−1
""
e−1
;; · · ·
Throughout the note E is a row-finite graph. Recall that a subset H ⊆ E0 is said to be hereditary if for any e ∈ E1
we have that s(e) ∈ H implies r(e) ∈ H . A hereditary subset H ⊆ E0 is called saturated if whenever v is not a sink,
{r(e) : e ∈ E1 and s(e) = v} ⊆ H implies v ∈ H . We let TE denote the set of hereditary saturated subsets of E
0, and
order two hereditary saturated subsets H and H ′ by H ≤ H ′ if H ⊆ H ′. It has been established that the ordered set
TE is actually a lattice (see [2, Proposition 2.5.6]).
We denote by EH the restriction graph with H a hereditary saturated subset of E
0 such that
E0H = H,
E1H = {e ∈ E
1 | s(e) ∈ H}
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and we restrict r and s to E1H . On the other hand, for a hereditary saturated subset of E
0, we denote by E/H the
quotient graph such that
(E/H)0 = E0 \H,
(E/H)1 = {e ∈ E1 | r(e) /∈ H}
and we restrict r and s to (E/H)1.
For hereditary saturated subsets H1 and H2 of E with H1 ⊆ H2, define the quotient graph H2/H1 as a graph such
that (H2/H1)
0 = H2 \H1 and (H2/H1)
1 = {e ∈ E1 | s(e) ∈ H2, r(e) /∈ H1}. The source and range maps of H2/H1 are
restricted from the graph E. If H2 = E
0, then H2/H1 is the quotient graph E/H1 ([2, Definition 2.4.11]).
2.3. Cohn algebras and Leavitt path algebras. We refer the reader to [2] for concepts of Cohn path algebras and
Leavitt path algebras.
Let E be a row-finite graph and k a field. The Cohn path algebra Ck(E) of E is the quotient of the free associative
k-algebra generated by the set E0 ∪ E1 ∪ {e∗ | e ∈ E1}, subject to the relations:
(0) v · w = δv,w for v, w ∈ E
0;
(1) s(e) · e = e = e · r(e) for e ∈ E1;
(2) r(e) · e∗ = e∗ = e∗ · s(e) for e ∈ E1;
(3) e∗ · f = δe,fr(e) for e, f ∈ E
1.
The algebra Ck(E) is in fact a ∗-algebra; it is equipped with an involution ∗ : Ck(E) −→ Ck(E)
op which fixes vertices
and maps e to e∗ for e ∈ E1. Here Ck(E)
op is the opposite algebra of Ck(E).
Denote by K(E) the ideal of the Cohn path algebra Ck(E) generated by the set{
v −
∑
v∈s−1(v)
ee∗ | v ∈ E0 is not a sink
}
. (2.1)
The Leavitt path algebra Lk(E) of E over the field k (see [2, Definition 1.2.3]) is the quotient algebra Ck(E)/K(E).
Then there is a short exact sequence of rings
0 −−−−→ K(E)
l
−−−−→ Ck(E)
p
−−−−→ Lk(E) −−−−→ 0. (2.2)
Throughout this paper we simply write C(E) instead of Ck(E) and L(E) instead of Lk(E). These algebras are
naturally Z-graded and this graded structure plays an important role in this paper (see [2, §2.1]).
Denote by L gr
(
L(E)
)
the lattice of graded (two-sided) ideals of L(E). There is a lattice isomorphism between the
set TE of hereditary saturated subsets of E
0 and the set L gr
(
L(E)
)
([2, Theorem 2.5.8]). The correspondence is
Φ : TE −→ L
gr
(
L(E)
)
, (2.3)
H 7−→ 〈H〉,
where H is a hereditary saturated subsets of E0, and 〈H〉 is the graded ideal generated by the set H .
For graded ideals I, J of L(E), since IJ = I ∩ J , the prime elements of the lattice L gr
(
L(E)
)
coincide with the
graded prime ideals of L(E) (see 2.1). We denote by Specgr(L(E)) the set of graded prime ideals of L(E). The prime
ideals of the Leavitt path algebra L(E) are completely characterised in terms of their generators ([30, Theorem 3.12]).
Denote by T ′E the set consisting of the hereditary saturated subsets H of E
0 such that E0 \H is downward directed.
Then the correspondence Φ of (2.3) restricts to the one-to-one correspondence
Φ : T ′E −→ Spec
gr(L(E)), (2.4)
H 7−→ 〈H〉.
3. The monoid Vgr and the graded Grothendieck group Kgr0 of graph algebras
Let M be a commutative monoid with a group Γ acting on it. Throughout we assume that the group Γ is abelian.
Indeed in our setting of graph algebras, this group is Z. We define an ordering on the monoid M by a ≤ b if b = a+ c,
for some c ∈M . A Γ-order ideal of a monoid M is a subset I of M such that for any α, β ∈ Γ, αa+ βb ∈ I if and only
if a, b ∈ I. Equivalently, a Γ-order ideal is a submonoid I of M which is closed under the action of Γ and it is hereditary
in the sense that a ≤ b and b ∈ I implies a ∈ I. The set L (M) of Γ-order ideals of M forms a (complete) lattice (see
[5, §5]).
Let G be the group completion M+ of a commutative monoid M . The action of Γ on M lifts to an action on G.
There is a natural monoid homomorphism φ :M → G and byM+ we denote the image ofM under this homomorphism.
The monoid M+ is called the positive cone of G, and induces a pre-ordering on G. We say that I ⊆ G is a Γ-order
ideal of G if I = I+ − I+, where I+ = I ∩M+ and I+ is a Γ-order ideal of M+. It is not difficult to see that there
is a lattice isomorphism between the Γ-order ideals of M+ and Γ-order ideals of G. In our setting (i.e., the monoid of
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graded finitely generated projective modules) the monoid homomorphism φ :M → G is injective and thus we can work
with the lattice of Γ-order ideals of M .
Let I be submonoid of the monoid M . Define an equivalence relation ∼I on M as follows: For a, b ∈ M , a ∼I b if
there exist i, j ∈ I such that a+ i = b+ j in M . The quotient monoid M/I is defined as M/ ∼. Observe that a ∼I 0 in
M for any a ∈ I. If I is an order-ideal then a ∼I 0 if and only if a ∈ I.
3.1. The monoid Vgr. For a Γ-graded ring A with identity, the isomorphism classes of graded finitely generated
projective modules with the direct sum [P ] + [Q] = [P ⊕Q] as the addition operation constitute a monoid denoted by
Vgr(A). There is an action of the group Γ on Vgr(A) via the shifting of the modules
α[P ] 7−→ [P (α)].
Here for a Γ-graded module P =
⊕
γ∈Γ Pγ , the α-shifted graded module P (α) is defined as P (α) :=
⊕
γ∈Γ P (α)γ , where
P (α)γ = Pγ+α. Denote by A- Gr the category of graded left A-modules. For α ∈ Γ, the shift functor
Tα : A-Gr −→ A-Gr, M 7→M(α) (3.1)
is an isomorphism with the property TαTβ = Tα+β for α, β ∈ Γ.
The group completion of Vgr(A) is called the graded Grothendieck group Kgr0 (A). It naturally inherits the action of
Γ. This is a pre-ordered abelian group and as above the monoid Kgr0 (A)+ consisting of isomorphism classes of graded
finitely generated projective A-modules is the cone of the ordering (see [23, §3.6]).
Denote by A-Mod the category of left A-modules. The forgetful functor U : A- Gr→ A-Mod (forgetting the graded
structure) induces a homomorphism, U : Vgr(A) −→ V(A). Since the (graded) Grothendieck groups are the group
completion of these monoids, the homomorphism U extends to the homomorphism of groups U : Kgr0 (A) −→ K0(A).
Note that if Γ is trivial, the theory reduces to the classical (non-graded) theory, andKgr0 (A) becomes the Grothendieck
group K0(A) ([19, 26]).
When the ring A is not unital, one can define Vgr(A) via idempotent matrices over A. We refer the reader to [23]
for a comprehensive introduction to graded ring theory and the graded Grothendieck groups.
For the case of a Leavitt path algebra L(E) which is a Z-graded algebra, we can describe the Z-monoid Vgr(L(E))
directly from the graph E. We do this first for V(L(E)) and then proceed to give the graded version.
A commutative monoid ME associated to a directed row-finite graph E was constructed in [5]. The monoid ME is
generated by vertices v ∈ E0 subject to relations
v =
∑
e∈s−1(v)
r(e), (3.2)
for each v ∈ E0 which is not a sink. It was proved that (see [5, Theorem 3.5]) the natural map
ME −→ V(L(E)),
v 7−→ [L(E)v],
induces a monoid isomorphism.
There is an explicit description [5, §4] of the congruence on the free commutative monoid given by the defining
relations of ME with E a row-finite graph. Let F be the free commutative monoid on the set E
0. The nonzero elements
of F can be written in a unique form up to permutation as
∑n
i=1 vi, where vi ∈ E
0. Define a binary relation −→1 on
F \ {0} by
∑n
i=1 vi −→1
∑
i6=j vi +
∑
e∈s−1(vj)
r(e) whenever j ∈ {1, · · · , n} is such that vj is not a sink. Let −→ be
the transitive and reflexive closure of −→1 on F \ {0} and ∼ the congruence on F generated by the relation −→. Then
ME = F/ ∼.
Remark 3.1. Observe that for α, β ∈ F \{0}, we have α ∼ β if and only if there is a finite string α = α0, α1, · · · , αn = β,
such that, for each i = 0, · · · , n− 1, either αi −→1 αi+1 or αi+1 −→1 αi. The number n above will be called the length of
the string.
We state the following lemma, given in [5, Lemma 4.3], for later use.
Lemma 3.2. Let E be a row-finite graph, F the free commutative monoid generated by E0 and ME the monoid of the
graph E. For α, β ∈ F \ {0}, α ∼ β in F if and only if there is γ ∈ F \ {0} such that α→ γ and β → γ.
Next we recall the graded version of ME with E a row-finite graph, which is a Z-monoid [7, §5.3]. Let M
gr
E be an
commutative monoid generated by {v(i) | v ∈ E0, i ∈ Z} subject to relations
v(i) =
∑
e∈s−1(v)
r(e)(i − 1) (3.3)
for v ∈ E0 which is not a sink.
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Throughout the paper, we simultaneously use v ∈ E0 as a vertex of E, as an element of L(E) and the element
v = v(0) in MgrE , as the meaning will be clear from the context.
The monoid Vgr(L(E)) for a graph E was studied in detail in [7]. In the case that E is a row-finite graph, Vgr(L(E))
is generated by graded finitely generated projective L(E)-modules
[
L(E)v(i)
]
. In [7, Proposition 5.7], Vgr(L(E)) and
MgrE were related via the Z-monoid isomorphism
MgrE
∼=ME×1Z
∼= V(L(E ×1 Z)) ∼= V
gr(L(E)), (3.4)
v(i) 7−→ vi 7−→ L(E ×1 Z)vi 7−→
(
L(E)v
)
(−i),
see [7, Proposition 5.7]. We correct here that the isomorphism MgrE
∼= ME×1Z should be given by v(i) 7→ vi and that
the Z-action on MgrE given by Equation (5-10) in [7] should be
nv(i) = v(i− n) for n, i ∈ Z and v ∈ E0.
It was proved in [7, Corollary 5.8] that Vgr(L(E)) is a cancellative monoid and thus Vgr(L(E)) −→ Kgr0 (L(E)) is
injective and therefore the positive cone Kgr0 (L(E))+
∼= Vgr(L(E)). This shows that, in contrast with the non-graded
setting, no information is lost going from the graded monoid to the graded Grothendieck group and as the morphisms
involved are order-preserving, one can formulate the statements either on the level of Kgr0 or the monoid V
gr.
Suppose that H1 and H2 are hereditary saturated subsets of E
0 with H1 ⊆ H2. We denote by M
gr
Hi
the monoid
MgrEHi
for i = 1, 2. We claim that MgrH1 is a submonoid of M
gr
H2
. In fact, if a = b in MgrH2
∼= MEH2×1Z with a, b ∈ M
gr
H1
,
by Lemma 3.2 there exists γ in the free commutative monoid on the set (EH2 ×1 Z)
0 such that a −→ γ and b −→ γ. Since
a, b ∈MgrH1 , we have that a and b are sums of finitely many v(i) with v ∈ H1 and i ∈ Z. Since H1 is hereditary, all the
binary relations −→1 appearing in a −→ γ and b −→ γ are in the free monoid generated by (EH1 ×1 Z)
0. Thus a = γ = b
in MgrH1
∼=MEH1×1Z.
Lemma 3.3. Suppose that H1 ⊆ H2 with H1 and H2 two hereditary saturated subsets of E
0. There is a Z-monoid
isomorphism
MgrH2/H1
∼=M
gr
H2
/MgrH1 . (3.5)
In particular, for a hereditary saturated subset H of E0, and the order-ideal I = 〈H〉 ⊆ MgrE , we have a Z-monoid
isomorphism
MgrE/H
∼=M
gr
E /I.
Proof. We define a homomorphism of monoids f :MgrH2 −→M
gr
H2/H1
such that
f
(
v(i)
)
=
{
v(i), if v ∈ H2 \H1;
0, otherwise.
(3.6)
for v ∈ H2 and i ∈ Z. Take a vertex v ∈ E0H2 which is not a sink. We claim that the relation (3.3) for the restriction
graph EH2 is preserved by f . If v ∈ H1 and i ∈ Z, then r(e) ∈ H1 for all e ∈ s
−1(v), since H1 is hereditary. Thus
f
(∑
e∈s−1(v) r(e)(i − 1)
)
= 0 = f
(
v(i)
)
. If v ∈ H2 \H1 and i ∈ Z, then
f
( ∑
e∈s−1(v)
r(e)(i − 1)
)
=
∑
e∈s−1(v)
r(e)∈H1
f
(
r(e)(i − 1)
)
+
∑
e∈s−1(v)
r(e)∈H2\H1
f
(
r(e)(i − 1)
)
=
∑
e∈s−1(v)
r(e)∈H2\H1
r(e)(i − 1)
= v(i)
= f
(
v(i)
)
.
Here, the second last equality follows from the relation for the monoidMgrH2/H1 . Thus f is well-defined. Since f
(
v(i)
)
= 0
for v ∈ H1 and i ∈ Z, we have the induced homomorphism M
gr
H2
/MgrH1 −→M
gr
H2/H1
, still denoted by f .
Now we define a homomorphism of monoids g :MgrH2/H1 −→M
gr
H2
/MgrH1 such that g
(
v(i)
)
= [v(i)] for v ∈ H2 \H1 and
i ∈ Z. Observe that
v(i) =
∑
e∈s−1(v),r(e)∈H2\H1
r(e)(i − 1),
is in MgrH2/H1 for i ∈ Z and any vertex v ∈ H2 \H1 which is not a sink. Thus g is well-defined. We can directly check
that g ◦ f = idMgrH2/M
gr
H1
and f ◦ g = idMgr
H2/H1
. This finishes the proof. 
The following consequence holds immediately.
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Corollary 3.4. Suppose that H1 and H2 are hereditary saturated subsets of E
0 with H1 ⊆ H2. There is a short exact
sequence of commutative monoids
0 −−−−→ MgrH1
ι
−−−−→ MgrH2
π
−−−−→ MgrH2/H1 −−−−→ 0, (3.7)
where ι :MgrH1 −→M
gr
H2
is the inclusion and π :MgrH2 −→M
gr
H2/H1
is the map given by (3.6).
For a hereditary saturated subset H of E0, set e =
∑
v∈H v ∈ M(I), where I = 〈H〉 is the ideal of L(E) generated
by H and M(I) denotes the multiplier algebra of I. Observe that e is a full idempotent in M(I), in the sense that
IeI = I. Then I is graded Morita equivalent to the Leavitt path algebra L(EH) (see [22, Example 2] and compare [39,
Theorem 5.7 (3)], where the Morita equivalence is indeed a graded Morita equivalence). It follows that
Vgr(I) ∼= Vgr(L(EH)) =M
gr
H . (3.8)
Suppose that I1, I2 are two graded ideals of L(E) with I1 ⊆ I2. Let H1 and H2 be the two hereditary saturated
subsets of E0 with I1 = 〈H1〉 and I2 = 〈H2〉. The quotient ideal I2/I1 is a graded ideal of L(E)/I1 = L(E/H1). As
before, I2/I1 is graded Morita equivalent to L((E/H1)H2/H1) and combining this with (3.5) we have
Vgr(I2/I1) ∼= V
gr(L((E/H1)H2/H1))
∼=M
gr
H2/H1
∼=M
gr
H2
/MgrH1
∼= Vgr(I2)/V
gr(I1). (3.9)
It is a fact that for a cancellative commutative monoidM , if there is a short exact sequence of commutative monoids
0 −−−−→ N
l
−−−−→ M
t
−−−−→ P −−−−→ 0
with N an order-ideal of M , then there is a short exact sequence of their group completions
0 −−−−→ N+
l
−−−−→ M+
t
−−−−→ P+ −−−−→ 0.
By [7, Corollary 5.8] MgrE is cancellative for any graph E. Combining this with the fact that M
gr
H1
is an order-ideal of
MgrH2 if H1 and H2 are hereditary saturated subsets of E
0 with H1 ⊆ H2, we have a short exact sequence
0 −−−−→ Kgr0 (I1)
ι
−−−−→ Kgr0 (I2)
π
−−−−→ Kgr0 (I2/I1) −−−−→ 0, (3.10)
where ι and π are induced maps of (3.7).
Denote by L
(
Kgr0 (L(E))
)
and L
(
Vgr(L(E))
)
the lattice of Z-order ideals of Kgr0 (L(E)) and V
gr(L(E)), respectively.
There is a lattice isomorphism between the set TE of hereditary saturated subsets of E
0 and the set L
(
Vgr(L(E))
)
([7,
Theorem 5.11]). The correspondence is
Φ : TE −→ L
(
Vgr(L(E))
)
, (3.11)
H 7−→ Φ(H),
where H is a hereditary saturated subset of E0, and Φ(H) is the Z-order ideal generated by the set{
v(i) | v ∈ H, i ∈ Z
}
.
This correspondence for finite graphs with no sinks was first established in [20, Theorem 12].
Recall that the lattice of graded ideals of L(E) denoted by L gr(L(E)) from §2.3. Combining the lattice isomorphisms
(2.3) and (3.11), there are lattice isomorphisms between the following lattices:
L
gr(L(E)) ∼= TE ∼= L (ME) ∼= L (M
gr
E )
∼= L (Vgr(L(E))). (3.12)
The lattice isomorphisms (3.12) allow us to relate the prime elements of these lattices. As mentioned in §2.3, the
prime elements of L gr(L(E)) coincide with the graded prime ideals of L(E). We give an explicit definition of prime
elements (§2.1) in the setting of a lattice L(M) for a monoid M with a Γ-action.
Definition 3.5. Let M be a monoid with the group Γ acting on it. A Γ-order ideal N is called Γ-prime if for any
Γ-order ideals N1, N2 ⊆M , N1 ∩N2 ⊆ N implies that N1 ⊆ N or N2 ⊆ N .
We are in a position to relate the spectrum of L(E) with the set of Z-prime order ideals of Vgr(L(E)).
Theorem 3.6. Let E be a row-finite graph and Vgr(L(E)) its associated monoid. Then there is a one-to-one order-
preserving correspondence between the set of graded prime ideals of L(E) and the set of Z-prime order ideals of Vgr(L(E)).
Proof. Since there is a lattice isomorphism between the lattice of graded ideals of L(E) and the lattice of Z-order ideals
of Vgr(L(E)) via (3.12) and the lattice isomorphisms preserve, in particular, prime elements, the statement follows. 
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4. A short exact sequence of Grothendieck groups for a Leavitt path algebra
In order to relate the graded Grothendieck group Kgr0 to the non-graded K0 and K1 in the setting of Leavitt path
algebras and ultimately to the filtered K-theory of these algebras, we establish a van den Bergh like exact sequence.
For a right regular Noetherian Z-graded ring A, van den Bergh established the long exact sequence
· · · −→ Kn+1(A) −→ K
gr
n (A)
i
−→ Kgrn (A)
U
−→ Kn(A) −→ · · · . (4.1)
Here i = T1 − T0 = T1 − 1, where T1 is the shift functor (3.1) and U is the forgetful functor [23, §6.4]. Leavitt path
algebras are in general neither Noetherian nor regular. However for an arbitrary graph E, in Section 4.1 we establish
an exact sequence
K1(L(E)) −→ K
gr
0 (L(E)) −→ K
gr
0 (L(E)) −→ K0(L(E)) −→ 0.
This exact sequence involving only K0-groups and for finite graphs with no sinks was first established in [21, Theorem
3].
4.1. A short exact sequence of Grothendieck groups. Let E be a row-finite graph and L(E) the Leavitt path
algebra of E over a field k. Recall from [7, Corollary 5.8] that Vgr(L(E)) −→ Kgr0 (L(E)) is injective and there is a
Z-monoid isomorphism Vgr(L(E)) ∼=MgrE (see (3.4)).
We define a group homomorphism φ : Kgr0 (L(E)) −→ K
gr
0 (L(E)) which takes the role of i in the sequence (4.1). Let
F grE be the free commutative monoid generated by {v(i) | v ∈ E
0, i ∈ Z}. We first define a monoid homomorphism
φ : F grE −→ K
gr
0 (L(E)) such that φ(v(i)) = v(i + 1)− v(i). Observe that φ preserves the relations of M
gr
E . Thus there is
an induced monoid homomorphism MgrE −→ K
gr
0 (L(E)), still denoted by φ. Since K
gr
0 (L(E)) is the group completion of
MgrE , by universality of group completion, φ extends to a group homomorphism
φ : Kgr0 (L(E)) −→ K
gr
0 (L(E)) (4.2)
v(i) 7−→ v(i+ 1)− v(i),
where i, j ∈ Z.
We are in a position to give a short exact sequence relating the graded Grothendieck group to the nongraded one of
a Leavitt path algebra over a row-finite graph.
Proposition 4.1. Let E be a row-finite graph. We have the following short exact sequence
Kgr0 (L(E))
φ
−→ Kgr0 (L(E))
U
−→ K0(L(E)) −→ 0, (4.3)
where φ is the homomorphism (4.2) and U is the homomorphism induced by the forgetful functor.
Proof. Since each element a ∈ Kgr0 (L(E)) may be written as a = x − y with x =
∑
i ui(si), y =
∑
j vj(tj) in M
gr
E , we
have (U ◦ φ)(a) = U
(∑
i ui(si +1)−
∑
i ui(si) +
∑
j vj(tj +1)−
∑
j vj(tj)
)
= 0 by the definition of U and φ. Since the
canonical homomorphism MgrE −→ME is surjective, the map U : K
gr
0 (L(E)) −→ K0(L(E)) is surjective.
Now we show that KerU ⊆ Imφ. Observe that
u(i)− u(j) =
j−1∑
k=i
φ(u(k)) (4.4)
with u ∈ E0, i, j ∈ Z and i > j. Suppose that b ∈ KerU . We may write b = x− y such that
x =
∑
s
us(ks)
and
y =
∑
n
vn(an)
in MgrE . Since
U(b) =
∑
s
us −
∑
n
vn = 0
in K0(L(E)), we have ∑
s
us =
∑
n
vn
in K0(L(E)) and thus ∑
s
us + z =
∑
n
vn + z
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in ME for some z ∈ME (see [26, Corollary 1.5]). By Lemma 3.2, there exists γ ∈ F such that∑
s
us + z −→ γ
and ∑
n
vn + z −→ γ.
We will show that
∑
s us + z − γ ∈ Imφ and
∑
n vn + z − γ ∈ Imφ. Then it follows that∑
s
us + z − γ − (
∑
n
vn + z − γ) =
∑
s
us −
∑
n
vn ∈ Imφ
and thus
b = x− y
=
∑
s
us(ks)−
∑
n
vn(an)
=
(∑
s
us(ks)−
∑
s
us
)
−
(∑
n
vn(an)−
∑
n
vn
)
+
(∑
s
us −
∑
n
vn
)
∈ Imφ,
(4.5)
since by (4.4)
∑
s us(ks) −
∑
s us ∈ Imφ and
∑
n vn(an) −
∑
n vn ∈ Imφ. We proceed by induction to show that∑
s us + z − γ ∈ Imφ. Suppose that
∑
s us + z −→1 γ. We may write
∑
s us + z =
∑
k wk with wk ∈ E
0. If w1 −→1∑
e∈s−1(w1)
r(e) for w1 ∈ E
0 not a sink, then∑
s
us + z − γ =
∑
k
wk −
(∑
k 6=1
wk +
∑
e∈s−1(w1)
r(e)
)
= w1 − w1(1) ∈ Imφ.
By induction we get
∑
s us + z − γ ∈ Imφ. Similarly, we have∑
n
vn + z − γ ∈ Imφ.
Therefore, we proved that the sequence (4.3) is exact. 
Remark 4.2. For an arbitrary graph E, MgrE is defined as a commutative monoid [7, §5C] such that the generators
{v(i) | v ∈ E0, i ∈ Z} are supplemented by generators qZ(i) as i ∈ Z and Z runs through all nonempty finite subsets of
s−1(u) for infinite emitters u ∈ E0. The relations are
(1) v(i) =
∑
e∈s−1(v)
r(e)(i − 1) for all regular vertices v ∈ E0 and i ∈ Z;
(2) u(i) =
∑
e∈Z
r(e)(i − 1) + qZ(i) for all i ∈ Z, infinite emitters u ∈ E0 and nonempty finite subsets Z ⊆ s−1(u);
(3) qZ1(i) =
∑
e∈Z2\Z1
r(e)(i − 1) + qZ2(i) for all i ∈ Z, infinite emitters u ∈ E
0 and nonempty finite subsets Z1 ⊆
Z2 ⊆ s
−1(u).
Ara and Goodearl defined analogous monoids M(E,C, S) and constructed natural isomorphisms M(E,C, S) ∼=
V(CLK(E,C, S)) for arbitrary separated graphs ([4, Theorem 4.3]). The non-separated case reduces to that of ordinary
Leavitt path algebras, and extends the result of [5] to non-row-finite graphs.
For an arbitrary graph E, we do have the short exact sequence
Kgr0 (L(E))
φ
−→ Kgr0 (L(E))
U
−→ K0(L(E)) −→ 0
such that φ(qZ (j)) = qZ(j + 1) − qZ(j) for generators qZ(j). The proof is similar to that for the row-finite case. This
paper is devoted to row-finite graphs. In order to extend the results of this paper to arbitrary graphs, one needs to
establish an exact sequence between Kgr0 of an arbitrary Leavitt path algebra L(E) with the quotient L(E)/I, for any
graded ideal I as in Lemma 5.6 (see Remark 5.7).
Decompose the vertices of a row-finite graph E as E0 = R ⊔ S, where S is the set of sinks and R = E0 \ S. With
respect to this decomposition we write the adjacency matrix of E as
AE =
(
BE CE
0 0
)
.
Here, we list the vertices in R first and then the vertices in S.
Recall the following computation of K-theory for Leavitt path algebra from [3, Corollary 7.7] and [18, Proposition
3.4(ii)-(iii)].
Lemma 4.3. Let E be a row-finite graph and L(E) the Leavitt path algebra over a field k. We have
(i) K0(L(E)) ∼= Coker
((
BtE − I
CtE
)
: ZR −→ ZE
0
)
;
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(ii) K1(L(E)) is isomorphic to a direct sum:
Coker
((
BtE − I
CtE
)
: (k×)R −→ (k×)E
0
)⊕
Ker
((
BtE − I
CtE
)
: ZR −→ ZE
0
)
.
Throughout the paper, for an abelian group G and a set S (possibly infinite), we denote the direct sum ⊕SG by G
S .
In order to extend the exact sequence (4.3) to the K1-group, we need the following proposition whose proof follows
the ideas in the proof of [29, Theorem 3.2].
Proposition 4.4. Let E be a row-finite graph. Define K : ZR −→ ZR ⊕ ZS by K(x) =
(
(BtE − I)(x), C
t
Ex
)
and
ψ : ZR ⊕ ZS −→ Kgr0 (L(E)) by ψ(y) = y(0) where an element y =
∑
i ni in Z
R ⊕ ZS is identified as y =
∑
i nivi with
vi ∈ E
0 and y(0) =
∑
i nivi(0). Then ψ restricts to an isomorphism ψ| from KerK onto Kerφ and an isomorphism ψ
from CokerK onto Cokerφ such that the following diagram commutes:
KerK //
ψ|

ZR
K //
ψ

ZR ⊕ ZS
ψ //
ψ

CokerK
ψ

Kerφ // Kgr0 (L(E))
φ // Kgr0 (L(E)) // Cokerφ,
(4.6)
where φ is given in (4.2).
Proof. By typographical reasons, we denote (v, n) := vn and (e, n) := en in the course of the proof.
For integers m ≤ n, we denote by E ×1 [m,n] the subgraph of E ×1 Z with vertices {(v, k) | m ≤ k ≤ n, v ∈ E0}
and edges {(e, k) | m < k ≤ n, e ∈ E1}. We allow m = −∞ with the obvious modification of the definition. Recall that
the Leavitt path algebra of an acyclic finite graph is a direct sum of copies of matrix algebras, indexed by the sinks in
the graph (see [20, Theorem 2]). Similarly, since E ×1 [m,n] is an acyclic row-finite graph with paths of length at most
n−m, L(E ×1 [m,n]) is a direct sum of matrix algebras indexed by the set of sinks in E ×1 [m,n]. The set of sinks in
E ×1 [m,n] is
{(v,m) | v ∈ E0} ∪ {(v, k) | v ∈ S,m < k ≤ n}.
We have that K0(L(E ×1 [m,n])) is the free abelian group with generators
{[p(v,m)] | v ∈ R} ∪ {[p(v,k)] | v ∈ S,m ≤ k ≤ n}.
By continuity of K-theory we can let n→∞ and deduce that
K0
(
L(E ×1 [m,∞))
)
=
(⊕
v∈R
Z[p(v,m)]
)⊕( ∞⊕
k=0
⊕
v∈S
Z[p(v,m+k)]
)
∼= ZR ⊕ ZSm ⊕ ZSm+1 ⊕ · · · ,
where each Sj is a copy of S labelled to indicate its place in the direct sum. Denote by ιm the inclusion map from
L(E ×1 [m+ 1,∞)) to L(E ×1 [m,∞)) which induces a map from K0
(
L(E ×1 [m+ 1,∞))
)
to K0
(
L(E ×1 [m,∞))
)
. If
v ∈ R, then in K0
(
L(E ×1 [m,∞))
)
we have
[p(v,m+1)] =
∑
e∈s−1E (v)
[(e,m+ 1)(e,m+ 1)∗]
=
∑
e∈s−1E (v)
[(e,m+ 1)∗(e,m+ 1)]
=
∑
e∈s−1E (v)
[p(r(e),m)]
=
∑
w∈E0
A(v, w)[p(w,m)].
If v ∈ S and k ≥ m+1, [p(v,k)] is a generator inK0
(
L(E×1[m,∞))
)
. Thus the induced map from ZR⊕ZSm+1⊕ZSm+2⊕· · ·
to ZR ⊕ ZSm ⊕ ZSm+1 ⊕ · · · is given by the matrix
D =

BtE 0 0 0 ·
CtE 0 0 0 ·
0 1 0 0 ·
0 0 1 0 ·
· · · ·
.
.
.

and Kgr0 (L(E))
∼= K0(L(E ×1 Z)) is the limit of the system
ZR ⊕ ZS ⊕ ZS ⊕ · · ·
D // ZR ⊕ ZS ⊕ ZS ⊕ · · ·
D // · · · .
GRADED K-THEORY, FILTERED K-THEORY AND THE CLASSIFICATION OF GRAPH ALGEBRAS 11
Recall that there is a canonical action of Z on E×1Z which induces an action γ : Z −→ Aut(L(E×1Z)) characterised
by γ1((v, n)) = (v, n− 1) and γ1((e, n)) = (e, n− 1). Set β = γ1. Then
β−1 : L(E ×1 [m,∞)) −→ L(E ×1 [m,∞)),
and that
β−1∗ : K0(L(E ×1 [m,∞))) −→ K0(L(E ×1 [m,∞))),
viewed as a map on ZR ⊕ ZS ⊕ ZS ⊕ · · · is multiplication by D. We have the following commutative diagram
L(E ×1 [m+ 1,∞))
ιm //
β−1−1

L(E ×1 [m,∞))
ιm //
β−1−1

L(E ×1 Z)
β−1−1

L(E ×1 [m+ 1,∞))
ιm // L(E ×1 [m,∞))
ιm // L(E ×1 Z)
and thus the following diagram
ZR ⊕ ZSm+1 ⊕ ZSm+2 ⊕ · · · D //
D−1

ZR ⊕ ZSm ⊕ ZSm+1 ⊕ · · ·
ιm
∗ //
D−1

K0(L(E ×1 Z))
β−1
∗
−1

ZR ⊕ ZSm+1 ⊕ ZSm+2 ⊕ · · ·
D // ZR ⊕ ZSm ⊕ ZSm+1 ⊕ · · ·
ιm
∗ // K0(L(E ×1 Z))
(4.7)
commutes.
We can realise K0(L(E ×1 Z)) as the group of equivalence classes [(xi)] of sequences in
∏−∞
i=0 (Z
R ⊕ ZS ⊕ ZS ⊕ · · · )
which eventually satisfy Dxi = xi−1 and two sequences are equivalent if they eventually coincide. The natural map ι
m
∗
sends x ∈ ZR ⊕ ZSm ⊕ ZSm+1 ⊕ · · · to the class of the sequence (xi) with
xi =
{
Dm−i(x), if i ≤ m;
0, if i > m.
Observe that the homomorphism ι0∗ restricts to an isomorphism of Ker(D − 1) onto Ker(β
−1
∗ − 1) and induces an
isomorphism ι0∗ of Coker(D− 1) onto Coker(β
−1
∗ − 1). To show that ι
0
∗ is injective on Ker(D− 1), we check directly that
ι0∗(x) is the constant sequence (x) as x = D(x). If z = ι
m
∗ (y) ∈ Ker(β
−1
∗ − 1), then we have
(β−1∗ − 1)(ι
m
∗ (y)) = 0 = ι
m
∗ ((D − 1)(y)) = ι
m
∗ (D(y)− y).
Thus there exists a large N such that DN (D(y)− y) = 0. Take y′ = DN (y). It follows that z = ι0∗(y
′) with y′ = D(y′).
Therefore ι0∗ restricts to an isomorphism of Ker(D − 1) onto Ker(β
−1
∗ − 1). To show that ι
0
∗ from Coker(D − 1) to
Coker(β−1∗ −1) is injective, suppose ι
0
∗(x) = [(zi)] ∈ Im(β
−1
∗ −1). Then [(zi)] = [(Dyi−yi)] for some (yi) ∈ K0
(
L(E×1Z)
)
.
For a large enough k, we have Dk(x) = z−k = Dy−k − y−k. On the other hand, we have
x = x−Dkx+Dkx = (1 −D)(1 +D +D2 + · · ·+Dk−1)x− (D − 1)y−k ∈ Im(D − 1),
which implies that ι0∗ is injective. To show that ι
0
∗ is surjective, let ι
m
∗ (y) ∈ K0
(
L(E ×1 Z)
)
for some m ≤ 0. By (4.7),
we have
ιm∗ (Dy)− ι
m
∗ (y) = ι
m
∗ ((D − 1)y) = (β
−1
∗ − 1)(ι
m
∗ (y)).
Thus ιm∗ (y) and ι
m
∗ (Dy) define the same equivalence class in Coker(β
−1
∗ − 1). So ι
0
∗(y) = ι
m
∗ (D
−my) define the same
equivalence class as ιm∗ (y). Hence ι
0
∗(y) = ι
m
∗ (y) in Coker(β
−1
∗ − 1) and ι
0
∗ is surjective.
Let i and j be the inclusion of ZR and ZR ⊕ ZS as the first coordinates of ZR ⊕ ZS ⊕ ZS ⊕ · · · . Then the following
diagram commutes
ZR
K //
i

ZR ⊕ ZS
j

ZR ⊕ ZS ⊕ ZS ⊕ · · ·
D−1 // ZR ⊕ ZS ⊕ ZS ⊕ · · · ,
(4.8)
where i restricts to an isomorphism of KerK onto Ker(D − 1), and j induces an isomorphism j of CokerK onto
Coker(D − 1) (compare [29, Lemma 3.4]).
Denote by ϑ : K0(L(E ×1 Z)) −→ K
gr
0 (L(E)) the isomorphism induced by the isomorphism of monoids ME×1Z −→
MgrE , vi 7→ v(i) for v ∈ E
0 and i ∈ Z in [7, Proposition 5.7]. Combining (4.7) and (4.8), we have the following
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commutative diagram
KerK //

ZR
K //
i

ZR ⊕ ZS //
j

CokerK

Ker(D − 1) //

ZR ⊕ ZS ⊕ ZS ⊕ · · ·
D−1 //
ι0
∗

ZR ⊕ ZS ⊕ ZS ⊕ · · · //
ι0
∗

Coker(D − 1)

Ker(β−1∗ − 1)
//

K0(L(E ×1 Z))
β−1
∗
−1 //
ϑ

K0(L(E ×1 Z)) //
ϑ

Coker(β−1∗ − 1)

Kerφ // Kgr0 (L(E))
φ // Kgr0 (L(E)) // Cokerφ,
(4.9)
implying the commutative diagram in (4.6) follows. The map ψ : ZR⊕ZS −→ Kgr0 (L(E)) is the composition of the maps
in the third column and thus is given by ψ(y) = y(0). 
Proposition 4.5. Let E be a row-finite graph and k a field. We have the following short exact sequence
K1(L(E))
T // Kgr0 (L(E))
φ // Kgr0 (L(E))
U // K0(L(E)) // 0, (4.10)
where T is the homomorphism given by
K1(L(E)) ∼= Coker
((
BtE − I
CtE
)
: (k×)R −→ (k×)E
0
)
⊕Kerφ
(0 1)
−→ Kgr0 (L(E)).
Proof. The result follows directly from Proposition 4.1, Lemma 4.3 (ii) and Proposition 4.4. 
5. The connecting map for K-theory of a Leavitt path algebra
In this section, we first briefly recall the notion of lower K-theory for rings (i.e., K0 and K1) in §5.1 and then the long
exact sequence for the computation ofK-theory of Leavitt path algebras in §5.2. The group homomorphismK1(L(E)) −→
Ker
(
AtE − I
)
appears in the long exact sequence where AE is the adjacency matrix of the graph E. We describe a
group homomorphism from Ker
(
AtE − I
)
to K1(L(E)) which is a section for the map K1(L(E)) −→ Ker
(
AtE − I
)
. This
will be used in the proof of the main theorem of this paper, Theorem 7.3.
5.1. K0 and K1 of rings. Let R be a ring with unit. Write Mn(R) for the matrix ring. Regard Mn(R) ⊆ Mn+1(R)
via a 7→
(
a 0
0 0
)
. Put M∞(R) =
⋃∞
n=1Mn(R). Note that M∞(R) is a ring (wituout unit). We write Idemn(R) and
Idem∞(R) for the set of idempotent elements of Mn(R) and M∞(R). Thus Idem∞(R) =
⋃∞
n=1 Idemn(R) ⊆ M∞(R).
We write GLn(R) =
(
Mn(R)
)∗
for the group of invertible matrices. Regard GLn(R) ⊆ GLn+1(R) via g 7→
(
g 0
0 1
)
. Put
GL(R) :=
⋃∞
n=1GLn(R). Note GL(R) acts by conjugation on M∞(R), Idem∞(R) and, of course, GL(R).
For a, b ∈M∞(R) there is a direct sum operation
a⊕ b =
a11 0 a12 0 a13 0 · · ·0 b11 0 b12 0 b13 · · ·a21 0 a22 0 a23 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 .
We remark that if a ∈ Mm(R) and b ∈ Mm(R) then a ⊕ b belongs to M2m(R) and is conjugate, by a permutation
matrix, to the usual direct sum
(
a 0
0 b
)
. One checks that ⊕ is associative and commutative up to conjugation. Thus the
coinvariants under the conjugation action I(R) := (Idem∞(R))GL(R) with respect to ⊕ form a commutative monoid.
Definition 5.1. Let R be a ring with unit. We define
K0(R) := I(R)
+
and
K1(R) := GL(R)/[GL(R),GL(R)] =
(
GL(R)
)
ab
.
Here [ , ] denotes the multiplicative commutator subgroup, and the subscript ab indicates abelianisation.
If R is any ring (not necessarily unital), then the abelian group R˜ = R⊕ Z equipped with the multiplication
(a, n)(b,m) = (ab +ma+ nb, nm)
for a, b ∈ R, n,m ∈ Z is a unital ring, with unit element (0, 1), and R˜ −→ Z, (a, n) 7→ n, is a unital homomorphism. Put
Kj(R) := Ker
(
Kj(R˜) −→ Kj(Z)
)
, for j = 0, 1.
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If R happens to have a unit, we have two definitions for Kj(R). To check that they are the same, one observes that the
map R˜ −→ R× Z, (a, n) 7→ (a + n, n) is a unital ring isomorphism. One verifies that, under this isomorphism, R˜ −→ Z
identifies with the projection R× Z −→ Z, and Ker
(
Kj(R˜) −→ Kj(Z)
)
with Ker
(
Kj(A)⊕Kj(Z) −→ Kj(Z)
)
= Kj(A).
Define GL(R) = Ker
(
GL(R˜) −→ GL(Z)
)
for all ring R. With this definition, GL becomes a left exact functor in the
category of rings and ring homomorphisms; thus if A ⊳ B is an ideal embedding, then
GL(A) = Ker
(
GL(B) −→ GL(B/A)
)
.
It is straightforward from this that the group K1(R) defined above can be described as
K1(R) = GL(R)/
(
E(R˜) ∩GL(R)
)
.
A little more work shows that E(R˜) ∩ GL(R) is the smallest normal subgroup of E(R˜) which contains the elementary
matrices 1 + aeij with a ∈ R (see [35, 2.5]).
5.2. K-theory of Leavitt path algebras. The computation of K-theory for Leavitt path algebras was considered
in [3, 18]. In [3] the authors consider the Leavitt path algebra of a row-finite graph. The authors of [18] extend the
K-theory computation of [3, Theorem 7.6] to Leavitt path algebras of graphs that may contain infinite emitters.
Recall that we decompose the vertices of a row-finite graph E as E0 = R ⊔ S, where S is the set of sinks and
R = E0 \ S. With respect to this decomposition we write the adjacency matrix of E as
AE =
(
BE CE
0 0
)
.
Here, we list the vertices in R first and then the vertices in S.
The following result is taken from [18, Therorem 3.1] (see also [3, Theorem 7.6]).
Lemma 5.2. Let E be a row-finite graph and k a field. There is a long exact sequence
· · · // Kn(k)R
(
BtE − I
CtE
)
// Kn(k)E
0 // Kn(Lk(E)) // Kn−1(k)R
(
BtE − I
CtE
)
// · · ·
for any n ∈ Z.
By Lemma 5.2, setting n = 1, we have the following exact sequence
k×
R
(
BtE − I
CtE
)
// k×
E0 // K1(L(E)) // ZR
(
BtE − I
CtE
)
// ZE
0
(5.1)
We denote the map K1(L(E)) −→ ZR appearing in (5.1) by ξ. The definition of ξ is given by the composition map
K1(L(E))
∂
−→ K0(K(E)) ∼= ZR, where ∂ is the connecting map of K-theory with respect to the short exact sequence
given in (2.2). Observe that by (5.1) ξ satisfies
Im ξ = Ker
((
BtE − I
CtE
)
: ZR −→ ZE
0
)
.
So we have the map
ξ : K1(L(E)) −→ Ker
((
BtE − I
CtE
)
: ZR −→ ZE
0
)
. (5.2)
The map k×
E0
−→ K1(L(E)) in (5.1) is induced by the homomorphism of algebras⊕
v∈E0
kv −→ L(E),
v 7−→ v,
for each v ∈ E0. By (5.1) we have the map
λ : Coker
((
BtE − I
CtE
)
: k×
R
−→ k×
E0
)
−→ K1(L(E)),
such that for (µv)v∈E0 ∈ k
×E
0
,
λ((µv)v∈E0) = [
∑
v∈E0
µvv]1 ∈ K1(L(E))
(see [9, Proposition 3.4.3]).
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Recall that a group isomorphism from Ker
(
BtE − I
CtE
)
to K1
(
C∗(E)
)
is described in [10, Proposition 3.8]. Now we
consider the Leavitt path algebra and define the map
χ1 : Ker
(
BtE − I
CtE
)
−→ K1
(
L(E)
)
,
and show that ξ ◦ χ1 = id.
Take x in Ker
(
BtE − I
CtE
)
. Note that by definition x has only finitely many nonzero entries xv1 , · · · , xvk . We define
Lx
+ =
{
(e, i) | e ∈ E1, 1 ≤ i ≤ −xs(e)
}⋃{
(v, i) | v ∈ E0, 1 ≤ i ≤ xv
}
, and
Lx
− =
{
(e, i) | e ∈ E1, 1 ≤ i ≤ xs(e)
}⋃{
(v, i) | v ∈ E0, 1 ≤ i ≤ −xv
}
.
(5.3)
By [10, Lemma 3.1] and [10, Lemma 3.2], L+x and L
−
x have the same number of elements and there are bijections
[·] : L+x −→ {1, · · · , h} and 〈·〉 : L
−
x −→ {1, · · · , h}
with the property that [x, i] = 〈y, j〉 implies r(x) = r(y). Here h is the common number of elements in L+x and L
−
x .
With notation as above, define two matrices V and P by
V =
∑
1≤i≤xw
s(e)=w
eE[w,i],〈e,i〉 +
∑
1≤i≤−xw
s(e)=w
e∗E[e,i],〈w,i〉
and
P =
∑
1≤i≤xw
wE[w,i],[w,i] +
∑
1≤i≤−xw
s(e)=w,r(e)=v
vE[e,i],[e,i],
where E•,• denote the standard matrix units in h × h-matrix algebra Mh(M(L(E))) (see [38, §2] and [10, Definition
3.3]). HereM(L(E)) is the multiplier algebra of L(E). Recall that the multiplier of an algebra without unit has a unit.
We write Vx and Px for the corresponding elements V and P , using the added subscript to emphasise the dependence
of each of V and P on x ∈ Ker
(
BtE − I
CtE
)
. In addition, we define
Ux = Vx + (1− Px). (5.4)
The matrix Ux is invertible and U
−1
x = U
∗
x = V
∗
x + (1 − Px) (compare [10, Lemma 3.4] and [10, Fact 3.6]).
Proposition 5.3. Let E be a row-finite graph. We have the following statements.
(i) There exists a group isomorphism χ0 : Coker
(
BtE − I
CtE
)
−→ K0
(
L(E)
)
given by
χ0
(
ev + Im
(
BtE − I
CtE
))
= v
for any v ∈ E0.
(ii) The map χ1 : Ker
(
BtE − I
CtE
)
−→ K1
(
L(E)
)
given by
χ1(x) = Ux
satisfies ξ ◦ χ1 = id, where ξ : K1
(
L(E)
)
−→ Ker
(
BtE − I
CtE
)
is given in (5.2).
Proof. (i) There is a short exact sequence (2.2)
0 −−−−→ K(E)
l
−−−−→ C(E)
p
−−−−→ L(E) −−−−→ 0,
where K(E) is the ideal (2.1) of the Cohn path algebra C(E). We then have the induced maps of K-groups
K0
(
K(E)
) l∗ //
κ

K0
(
C(E)
) p∗ //
λ

K0
(
L(E)
)
ZR (
I − BtE
−CtE
) // ZE0 .
(5.5)
By [12, Theorem 4.2] we have λ(v) = ev for any v ∈ E
0. By [12, (4.13)] there is an isomorphism of algebras⊕
v∈R
MPv
∼
−→ K(E), (5.6)
ǫα,β 7−→ α
(
v −
∑
e∈s−1(v)
ee∗
)
β∗.
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Observe that the induced isomorphism map κ in (5.5) is the composition of
K0
(
K(E)
) ∼=
−→ K0(⊕v∈RMPv )
∼=
−→ ZR (5.7)
which sends v −
∑
e∈s−1(v) ee
∗ to ev. Therefore χ0 : Coker
(
BtE − I
CtE
)
−→ K0
(
L(E)
)
is given by
χ0
(
ev + Im
(
BtE − I
CtE
))
= v,
for any v ∈ E0. Obviously p∗ is surjective.
(ii) To show that ξ ◦ χ1 = id, take x ∈ Ker
(
BtE − I
CtE
)
. We lift Ux to U˜x = V˜x + (1 − P˜x) ∈ Mh(M(C(E))), where
V˜x and P˜x are the elements V and P in Mh(M(L(E))) which we obtain by using universal property of the Cohn path
algebra C(E) (§2.3). Note that U˜x is a partial isometry.
By [11, §2.4], we have ξ(Ux) = [ph]− [apha
−1] with
a =
(
2U˜x − U˜xU˜
∗
x U˜x U˜xU˜
∗
x − 1
1 − U˜∗xU˜x U˜
∗
x
)
.
We further have
apha
−1 =
(
U˜xU˜
∗
x 0
0 1 − U˜∗x U˜x
)
,
1− U˜xU˜
∗
x = P˜x − V˜xV˜
∗
x =
∑
1≤i≤xw
(w −
∑
e∈E1
s(e)=w
ee∗)E[w,i],[w,i],
and
1− U˜∗x U˜x = P˜x − V˜
∗
x V˜x =
∑
1≤i≤−xw
(w −
∑
e∈E1
s(e)=w
ee∗)E〈w,i〉,〈w,i〉.
Since κ sends w −
∑
e∈E1
s(e)=w
ee∗ to ew by (5.7), we have (ξ ◦ χ1)(x) =
∑
xw 6=0
xwew = x, implying that ξ ◦ χ1 = id. This
completes the proof. 
Let E be a row-finite graph, H a hereditary saturated subset of E0, R the set of regular vertices and S = E0\R the
set of all sinks in E0. We write the adjacency matrix AE of E with respect to the decomposition
R ∩H, S ∩H, R \H, and S \H.
Therefore
AE =
(
A α 0 0
0 0 0 0
X ξ B β
0 0 0 0
)
.
Lemma 5.4. Let E be a row-finite graph and H a hereditary saturated subset of E0. There are commutative diagrams
Ker
(
At − I
αt
)
//
σ
k×
R∩H
(
At − I
αt
)
//
σ

k×
H //
σ

Coker
(
At − I
αt
)
σ
Ker
(
At − I Xt
αt ξt
0 Bt − I
0 βt
)
//
σ′

k×
R
A
t
− I Xt
αt ξt
0 Bt − I
0 βt

//
σ′

k×
E0 //
σ′

Coker
(
At − I Xt
αt ξt
0 Bt − I
0 βt
)
σ′

Ker
(
Bt − I
βt
)
// k×
R\H
(
Bt − I
βt
)
// k×
E0\H // Coker
(
Bt − I
βt
)
where σ is the natural inclusion and σ′ is the natural projection.
Proof. We can check directly that the middle two squares are commutative. 
Lemma 5.5. Let E be a row-finite graph, S the set of sink vertices of E0, H a hereditary saturated subset of E0 and
AE =
(
AEH
0
X AE/H
)
the adjacency matrix of E with respect to the decomposition E0 = H ⊔ (E0 \H). Let S′ be the set
of sink vertices in E/H. Then there is a commutative diagram
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Ker
(
AtEH − I
)
Ker
(
AtE − I
)
Ker
(
AtE/H − I
)
0 ZH\S ZR Z(E
0\H)\S′ 0
0 ZH ZE
0
ZE
0\H 0
Coker
(
AtEH − I
)
Coker
(
AtE − I
)
Coker
(
AtE/H − I
)
τ τ ′
δEH , E
τ
AtEH
− I
τ ′
AtE − I A
t
E/H − I
τ τ ′
τ
τ ′
(5.8)
where τ is the natural inclusion and τ ′ is the natural projection. The connecting map δ is given by δEH ,E(x) = [X
tx]
for x ∈ Ker(AtE/H − I).
Proof. We observe that (E0 \ S) \ (H \ S) = (E0 \H) \ S′. Then the second row of (5.8) is a short exact sequence. We
check directly that the two squares in the middle of the above diagram are commutative. By the Snake Lemma we have
the short exact sequence
Ker
(
AtEH − I
) τ
−→ Ker
(
AtE − I
) τ ′
−→ Ker
(
AtE/H − I
) δ
−→
δ
−→ Coker
(
AtEH − I
) τ
−→ Coker
(
AtE − I
) τ ′
−→ Coker
(
AtE/H − I
)
, (5.9)
with the connecting map δEH ,E defined by δEH ,E(x) = X
tx. 
Lemma 5.6. Let E be a row-finite graph, S the set of sink vertices of E0, H a hereditary saturated subset of E0,
I = 〈H〉 the graded ideal of L(E) generated by H, and AE the adjacency matrix of E with respect to the decomposition
E0 = H ⊔ (E0 \H), where the vertices in H are listed first. Let S′ be the set of sink vertices in E/H. Then there is a
commutative diagram
Ker(AtEH − I) Ker(A
t
E − I) Ker(A
t
E/H − I)
Ker(φEH ) Ker(φE) Ker(φE/H )
0 ZH\S ZR Z(E
0\H)\S′ 0
0 Kgr0 (I) K
gr
0 (L(E)) K
gr
0 (L(E)/I) 0
0 ZH ZE
0
ZE
0\H 0
0 Kgr0 (I) K
gr
0 (L(E)) K
gr
0 (L(E)/I) 0
Coker(AtEH − I) Coker(A
t
E − I) Coker(A
t
E/H − I)
K0(I) K0(L(E)) K0(L(E)/I)
δ
ψ
ρ
ψ ψ
AtE − I
ψ
φ
ψ ψ ψ
ψ
(5.10)
such that ρ ◦ ψ = ψ ◦ δ.
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Proof. By (4.6), we have a commutative diagram
ZR
AtE−I //
ψ

ZR ⊕ ZS
ψ

Kgr0 (L(E))
φ // Kgr0 (L(E)).
We can check directly that the other squares of (5.10) are commutative. Combining with Lemma 5.5 and (3.10), by the
snake Lemma, there exist δ and ρ such that ρ ◦ ψ = ψ ◦ δ. 
Remark 5.7. In order to obtain a similar result as Lemma 5.6 for an arbitrary graph E (possibly with infinite emitters
v ∈ E0 with |s−1(v)| =∞), one needs to develop techniques for infinite emitters in order to have similar conditions as
Lemma 5.5 to use Snake Lemma and to have a short exact sequence
0 −−−−→ Kgr0 (I) −−−−→ K
gr
0 (L(E)) −−−−→ K
gr
0 (L(E)/I) −−−−→ 0,
where I is a graded ideal of L(E) so that one can establish Lemma 5.6.
Lemma 5.8. Let E be a row-finite graph, S the set of sink vertices of E, H a hereditary saturated subset of E0 and
S′ the set of sink vertices in E/H. We write the adjacency matrix AE of E by arranging vertices in H first such that
AE =
(
AEH
0
X AE/H
)
. Then there is a commutative diagram
Coker
(
AtEH − I : k
×H\S −→ k×
H
)
λH //
σ

K1
(
L(EH)
) ξH //
α

Ker
(
AtEH − I : Z
H\S −→ ZH
)
χ1H
oo
τ

Coker
(
AtE − I : k
×R −→ k×
E0
)
λE //
σ′

K1
(
L(E)
) ξE //
α′

Ker
(
AtE − I : Z
R −→ ZE
0
)
τ ′

χ1E
oo
Coker
(
AtE/H − I : k
×(E
0\H)\S′
−→ k×
E0\H
) λE/H // K1(L(E/H)) ξE/H // Ker(AtE/H − I : Z(E0\H)\S′ −→ ZE0\H)
χ1E/H
oo
with α ◦χ1H = χ1E ◦ τ and α
′ ◦χ1E = χ1E/H ◦ τ
′, where ξE is given by (5.2) and α and α
′ are induced by the canonical
homomorphisms of algebras.
Proof. We can check directly that α ◦ λH = λE ◦ σ and α
′ ◦ λE = λE/H ◦ σ′. In order to show that τ ◦ ξH = ξE ◦ α and
τ ′ ◦ ξE = ξE/H ◦ α
′, we use the following commutative diagram
0 // K(EH) //
∆

C(EH) //
l

L(EH) //

0
0 // K(E) //
∆′

C(E)
p

// L(E)

// 0
0 // K(E/H) // C(E/H) // L(E/H) // 0,
(5.11)
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where l : C(EH) → C(E) and p : C(E) → C(E/H) are canonical homomorphisms of algebras. It follows that the
following diagram is commutative
K1
(
L(EH)
)
//
α

K0
(
K(EH)
)
//
K0(∆)

ZH\S
τ

K1
(
L(E)
)
//
α′

K0
(
K(E)
)
//
K0(∆
′)

ZE\S
τ ′

K1
(
L(E/H)
)
// K0
(
K(E/H)
)
// Z(E
0\H)\S′ ,
which implies that τ ◦ ξH = ξE ◦ α and τ
′ ◦ ξE = ξE/H ◦ α
′.
Now we show that α ◦ χ1H = χ1E ◦ τ . Take x ∈ Ker(A
t
EH
− I : ZH\S −→ ZH). Note that x has finitely many
nonzero entries xv1 , · · · , xvl with v1, · · · , vl ∈ H \ S. By (5.3),
L+x (EH) =
{
(e, i) | e ∈ E1H , 1 ≤ i ≤ −xs(e)
}⋃{
(v, i) | v ∈ E0H , 1 ≤ i ≤ xv
}
,
and
L−x (EH) =
{
(e, i) | e ∈ E1H , 1 ≤ i ≤ xs(e)
}⋃{
(v, i) | v ∈ E0H , 1 ≤ i ≤ −xv
}
.
Let h1 be the cardinality of the sets L
+
x (EH) and L
−
x (EH). By definition of χ1H , χ1H(x) = Ux with Ux a matrix in
Mh1(M(L(EH))). Let
x′ = τ(x) =
x0.
.
.
0
 .
The element x′ has the same nonzero entries xv1 , · · · , xvl as x. Since v1, · · · , vl are all belong to H , we have
L+x′ =
{
(e, i) | e ∈ E1, 1 ≤ i ≤ −xs(e)
}⋃{
(v, i) | v ∈ E0, 1 ≤ i ≤ xv
}
= L+x (EH),
and similarly L−x′ = L
−
x (EH). For the bijections [·] : L
+
x′ −→ {1, · · · , h1} and 〈·〉 : L
−
x′ −→ {1, · · · , h1}, we use the same
bijections [·] : L+x (EH) −→ {1, · · · , h1} and 〈·〉 : L
−
x (EH) −→ {1, · · · , h1}. Then we have
χ1E(τ(x)) = χ1E(x
′) = Ux = χ1H(x) = (α ◦ χ1H)(x).
Now we show that α′ ◦ χ1E = χ1E/H ◦ τ
′. Suppose that x ∈ Ker(AtE − I). The element x has finitely many nonzero
entries xv1 , · · · , xvl , xvl+1 , · · · , xvn with v1, · · · , vl ∈ H and vl+1, · · · , vn /∈ H . Then
L+x =
{
(z, i) ∈ L+x , r(z) ∈ H
}⋃{
(z, i) ∈ L+x , r(z) /∈ H
}
,
and
L−x =
{
(z, i) ∈ L−x , r(z) ∈ H
}⋃{
(z, i) ∈ L−x , r(z) /∈ H
}
.
And {(z, i) ∈ L+x , r(z) ∈ H} and {(z, i) ∈ L
−
x , r(z) ∈ H} have the same cardinality h
′; {(z, i) ∈ L+x , r(z) /∈ H} and
{(z, i) ∈ L−x , r(z) /∈ H} have the same cardinality h
′′. We choose two bijections [·] : L+x −→ {1, · · · , h
′ + h′′} and
〈·〉 : L−x −→ {1, · · · , h
′ + h′′} such that [x, i] = 〈y, j〉 implies r(x) = r(y) and that [·] restricts to an isomorphism from
{(x, i) ∈ L+x , r(x) ∈ H} onto {1, · · · , h
′}. In this case [·] restricts to an isomorphism from {(x, i) ∈ L+x , r(x) /∈ H} onto
{h′ + 1, · · · , h′ + h′′}. Then we have
χ1E(x) = Vx + 1− Px ∈ Mh′+h′′(M(L(E))),
where Vx =
(
V11 V12
V21 V22
)
with V11 ∈ Mh′(M(L(EH))), V12 and V21 matrices with entries in the two sided ideal 〈H〉 of
L(E). On the other hand, Px =
(
P11 0
0 P22
)
is a (h′+h′′)× (h′+h′′)-matrix with P11 a h
′×h′-matrix with entries in the
two sided ideal 〈H〉 of L(E). The element τ ′(x) has finitely many nonzero entries xvl+1 , · · · , xvn with vl+1, · · · , vn /∈ H .
Then we have
L+τ ′(x)(E/H) = {(x, i) ∈ L
+
x , r(x) /∈ H},
and
L−τ ′(x)(E/H) = {(x, i) ∈ L
−
x , r(x) /∈ H}.
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We use the restrictions of [·] : L+x −→ {1, · · · , h
′ + h′′} and 〈·〉 : L−x −→ {1, · · · , h
′ + h′′}. Then we have χ1E/H(τ
′(x)) =
V22 + 1− P22. Therefore we have
(α′ ◦ χ1E)(x) = α
′(χ1E(x))
=
[(
0 0
0 V22
)
+
(
I 0
0 I
)
−
(
0 0
0 P22
)]
1
=
[(
I 0
0 V22 + 1 − P22
)]
1
= [V22 + 1− P22]1
= (χ1E/H ◦ τ
′)(x).
This shows α′ ◦ χ1E = χ1E/H ◦ τ
′ and thus the proof is complete. 
We will need the following lemma whose proof is straightforward.
Lemma 5.9. Consider the following commutative diagram consisting of two split short exact sequences of modules over
a ring R
0 // A
i //
f

B
j //
g

C
s
ii //
h

0
0 // A′
i′ // B′
j′ // C′ //
s′
ii 0,
(5.12)
such that js = idC , j
′s′ = idC′ and gs = s
′h. Then we have the following commutative diagram
B
∼= //
g

A⊕ C(
f 0
0 h
)

B′
∼= // A′ ⊕ C′.
Combining Lemma 5.8 and Lemma 5.9, we have the following immediate consequence.
Corollary 5.10. Let E be a row-finite graph and H a hereditary saturated subset of E0. We write the adjacency matrix
AE of E by arranging vertices in H first such that AE =
(
AEH
0
X AE/H
)
. There is a commutative diagram
K1
(
L(EH)
)
α

∼= // Coker
(
AtEH − I
)
⊕Ker
(
AtEH − I
)
(
σ 0
0 τ
)

K1
(
L(E)
)
α′

∼= // Coker (AtE − I)⊕Ker (A
t
E − I)
(
σ′ 0
0 τ ′
)

K1
(
L(E/H)
) ∼= // Coker(AtE/H − I)⊕Ker(AtE/H − I).
5.3. Graded ideals of Leavitt path algebras. Let E be a row-finite graph and H ⊆ E0 a hereditary saturated
subset of E0. We define
F (H) = {α | α = e1 · · · en is a finite path in E with r(en) ∈ H and s(en) /∈ H}.
Note that the paths in F (H) must be of length 1 or greater. Let F (H) denote another copy of F (H) and write α for
the copy of α in F (H).
Define EH to be the graph with
E
0
H = H ∪ F (H)
E
1
H = {e ∈ E
1 : s(e) ∈ H} ∪ F (H)
(5.13)
and we extend s and r to E
1
H by defining s(α) = α and r(α) = r(α) for α ∈ F (H).
Recall from [37, Theorem 6.1] the graded ideal IH generated by H in L(E) is isomorphic to L(EH) with H ⊆ E
0 a
hereditary saturated subset of E0. More precisely, the isomorphism
L(EH) −→ IH (5.14)
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of algebras is defined by v 7→ Qv for each v ∈ E
0
H and e 7→ Te, e
∗ 7→ T ∗e for each e ∈ E
1
H , where
Qv =
{
v, v ∈ H ;
αα∗, v = α ∈ F (H);
Te =
{
e, e ∈ E1;
α, e = α ∈ F (H);
and
T ∗e =
{
e∗, e ∈ E1;
α∗, e = α ∈ F (H).
Lemma 5.11. Let E be a row-finite graph and H a hereditary saturated subset of E0. Then the natural homomorphism
of algebras
L(EH) −→ L(EH)
v 7−→ v
e 7−→ e
e∗ 7−→ e∗,
for v ∈ H and e ∈ E1H induces an isomorphism K1
(
L(EH)
)
−→ K1
(
L(EH)
)
of K-groups.
Proof. Denote by A the adjacency matrix for the graph EH . We arrange vertices in H first such that A =
(
AEH
0
Z 0
)
where Z is a matrix such that each row has exactly one entry with 1 and all the other entries zero.
Clearly the map
ϑ : Ker
(
AtEH − I : Z
H\S −→ ZH
)
−→ Ker
((
AtEH
− I Zt
0 −I
)
: ZEH\S −→ ZEH
0
)
,
(nv)
t 7−→ ((nv),0)
t
(5.15)
is an isomorphism. It suffices to show that the map
ς : Coker
(
AtEH − I : k
×H\S −→ k×
H)
−→ Coker
((
AtEH
− I Zt
0 −I
)
: k×
EH\S
−→ k×
EH
0
)
,
(m1, · · · ,mk)
t 7−→ (m1, · · · ,mk, 1, · · · , 1)
t
(5.16)
is an isomorphism. Note that ς is well-defined as (m1, · · · ,mk, 1, · · · , 1)
t ∈ Im
(
AtEH
− I Zt
0 −I
)
if (m1, · · · ,mk)
t ∈
Im(AtEH − I). To show that ς is injective, suppose that

m1
.
.
.
mk
1
.
.
.
1

=
(
AtEH
− I Zt
0 −I
)

x1
.
.
.
xk
.
.
.
.
.
.
xl

. (5.17)
Then
xk+1xk+2.
.
.
xl
 = (1..
.
1
)
and thus
(
m1
.
.
.
mk
)
∈ Im(AtEH − I). Hence ς is injective. To show that ς is surjective, we observe that

y1
.
.
.
yk
.
.
.
.
.
.
yl
 Im
(
AtEH
− I Zt
0 −I
)
=

y1
.
.
.
yk
.
.
.
.
.
.
yl

(
AtEH
− I Zt
0 −I
)

1
.
.
.
1
−1/yk+1
.
.
.
−1/yl
 Im
(
AtEH
− I Zt
0 −I
)
=

z1
.
.
.
zk
1
.
.
.
1
 Im
(
AtEH
− I Zt
0 −I
)
.
(5.18)
This completes the proof. 
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6. Filtered K-theory
Filtered K-theory of a ring is an invariant consisting of K-theory of certain ideals and their quotients and the long
exact sequence of K-theory relating them (Definition 6.1). In its current form, it was first formulated in the setting of
C∗-algebras by Eilers, Restorff and Ruiz, as a working conjecture that the filtered K-theory is a complete invariant for all
graph C∗-algebras. In major works [14, 15], the authors managed to prove the conjecture for unital graph C∗-algebras
by first proving that when a pair of C∗-algebras associated to graphs E and F , respectively, have the same filtered
K-theory, then E may be changed into F by a sequence of geometric “moves” applied to the graphs in a way resembling
the Reidemeister moves for knots.
In [16] the algebraic version of filteredK-theory was formulated and it was shown that, for two graphs, if the algebraic
filtered K-theories of their Leavitt path algebras are isomorphic then the filtered K-theories of their graph C∗-algebras
are also isomorphic (Theorem 6.2).
Here we briefly recall the notion of algebraic filtered K-theory following [16] and in §7 we relate the graded K-theory
of a Leavitt path algebras to its algebraic filtered K-theory.
6.1. Prime spectrum for a ring. Let R be a ring. We denote by I(R) the lattice of ideals in R. Let S be a sublattice
of I(R) closed under arbitrary intersections and containing the trivial ideals {0} and R. An ideal p ∈ S is called
S -prime if p 6= R and for any ideals I, J ∈ S ,
IJ ⊆ p =⇒ I ⊆ p or J ⊆ p.
Define
SpecS (R) := {p ∈ S | p is S -prime}. (6.1)
For each subset T ⊆ SpecS (R), define the kernel of T as
Ker(T ) =
⋂
p∈T
p
Throughout this section we assume that for any I ∈ S , we have
I =
⋂
I⊆p
p, where p ∈ SpecS (R). (6.2)
One can then equip SpecS (R) with the Jacobson topology, where the open sets are
W (I) = {p ∈ Specgr(R) | I * p}, (6.3)
where I ∈ S ([16, Lemma 3] and [16, Theorem 2]).
Let X be a topological space and O(X) denote the set of all open subsets of X . Let Y be a subset of X . We call Y
locally closed if Y = U \V , where U ⊆ V are open subsets of X . We let LC(X) be the set of locally closed subsets of X .
By [16, Theorem 2] there is a lattice isomorphism
φ : O(SpecS (R)) −→ S , (6.4)
U 7−→ Ker(U c).
Note that since U =W (I), for some ideal I ∈ S , then φ(U) = Ker(U c) =
⋂
I⊆p p = I. We will use this correspondence
to define our filtered K-groups in §6.2.
6.2. Filtered K-theory. Suppose R is a ring and S is a sublattice of ideals as in §6.1. Moreover, assume that every
ideal I ∈ S has a countable approximate unit consisting of idempotents, i.e., there exists a sequence {en}
∞
n=1 in I such
that
• en is an idempotent for all n ∈ N,
• enen+1 = en for all n ∈ N, and
• for all r ∈ I, there exists n ∈ N such that ren = enr = r.
In keeping with the notation from C∗-algebras, for every U ∈ O(SpecS (R)), using the lattice isomorphism φ from
(6.4) we define
R[U ] := φ(U).
Whenever we have open sets V ⊆ U we can form the quotient R[U ]/R[V ]. Then [16, Lemma 4] shows that the quotient
R[U ]/R[V ] only depends on the set difference U \ V up to canonical isomorphism. For Y = U \ V ∈ LC(SpecS (R)),
define
R[Y ] := R[U ]/R[V ].
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Then for any locally closed subset Y = U \ V of SpecS (R), we have a collection of abelian groups {Kn(R[Y ])}n∈Z,
where Kn are the Quillen algebraic K-groups. Moreover, for all U1, U2, U3 ∈ O(SpecS (R)) with U1 ⊆ U2 ⊆ U3, by [36,
Lemma 3.10], we have a long exact sequence in algebraic K-theory
Kn(R[U2 \ U1])
ι∗−−−−→ Kn(R[U3 \ U1])
π∗−−−−→ Kn(R[U3 \ U2])
∂∗−−−−→ Kn−1(R[U2 \ U1]). (6.5)
We are ready to define the filtered K-theory of a ring.
Definition 6.1. The filtered K-theory of the ring R with respect to the sublattice of ideals S as above, is the collection{
Kn(R[Y ])
}
k≤n≤m,Y ∈LC(Spec
S
(R))
,
equipped with the natural transformations ι∗, π∗, ∂∗ given in (6.5). We denote this with FKk,m(SpecS (R);R).
Let R,R′ be rings with sublattices of ideals S and S ′, respectively. For k,m ∈ Z with k ≤ 0 ≤ m, an isomorphism
FKk,m(SpecS (R);R) −→ FKk,m(SpecS ′(R
′);R′) (6.6)
consists of a homeomorphism
φ : SpecS (R) −→ SpecS ′(R
′)
and an isomorphism
αY,n : Kn(R[Y ])→ Kn(R
′[φ(Y )]),
for each n with k ≤ n ≤ m and for each Y ∈ LC(SpecS (R)) such that the diagrams involving the natural transformations
commute. If the isomorphism (6.6) restricts to an order isomorphism on K0(R[Y ]) for all Y ∈ LC(SpecS (R)), we write
FK+k,m(SpecS (R);R)
∼= FK+k,m(SpecS ′(R
′);R′).
Next we specialise to the case of Leavitt path algebras and graph C∗-algebras. For a graph E, we consider the set
S to be the sublattice of all graded ideals of L(E). Since SpecS (L(E)) by definition (6.1) becomes the set of graded
prime ideals of L(E), we denote it by Specgr(L(E)). By [36, Lemma 6], every graded-ideal of L(E) has a countable
approximate unit consisting of idempotents. Thus we can carry out the construction of the filtered K-theory in this
setting.
On the other hand, in the analytic case, filtered K-theory of graph C∗-algebras is built from the space of all prime
gauge invariant ideals of C∗(E), denoted by Prime(C∗(E)), and the K-groups involved are topological K-theory as
developed in [15].
The following theorem [16, Theorem 5] will be used in §8 to relate the graded K-theory of Leavitt path algebras to
the filtered K-theory of their corresponding graph C∗-algebras.
Theorem 6.2. Let E and F be graphs. If there is an isomorphism
FK0,1(Spec
gr(LC(E));LC(E)) ∼= FK0,1(Spec
gr(LC(F ));LC(F )),
then there is an isomorphism
FK0,1(Prime(C
∗(E));C∗(E)) ∼= FK0,1(Prime(C
∗(F ));C∗(F )).
7. Graded K-theory gives filtered K-theory
In this section we prove that the graded Grothendieck group of the Leavitt path algebra of a row-finite graph
determines its filtered K-theory.
Lemma 7.1. Let E,F be row-finite graphs. Suppose that there exists an order-preserving Z[x, x−1]-module isomorphism
ϕ : Kgr0 (L(E)) −→ K
gr
0 (L(F )).
Then there is a homeomorphism ϕ : Specgr(L(E)) −→ Specgr(L(F )) such that Vgr(ϕ(I)) = ϕ(Vgr(I)) for all I ∈
Specgr(L(E)).
Proof. The order-preserving isomorphism ϕ : Kgr0 (L(E)) −→ K
gr
0 (L(F )) sends V
gr(L(E)) to Vgr(L(F )). In particular
ϕ induces a lattice isomorphism, also denoted by ϕ, from L (Vgr(L(E))) onto L (Vgr(L(F ))). By (3.11) and (3.8), we
have that the lattice isomorphism given in (3.12) sends I to Vgr(I) for any graded ideal I of L(E). Therefore it follows
from (3.12) that there exists a lattice isomorphism
ϕ : L gr(L(E)) −→ L gr(L(F ))
such that Vgr(ϕ(I)) = ϕ(Vgr(I)) for any I ∈ L gr(L(E)). The restriction of this isomorphism to the set of prime elements
gives the desired bijection ϕ : Specgr(L(E)) −→ Specgr(L(F )).
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To conclude, it suffices to show that ϕ : Specgr(L(E)) −→ Specgr(L(F )) is open. By (6.3), open sets of Specgr(L(E))
are precisely the set of the form W (I) = {p ∈ Specgr(L(E)) | p + I} for some proper graded ideal I of L(E). Observe
that for a proper graded ideal I of L(E)
ϕ(W (I)) = ϕ({p ∈ Specgr(L(E)) | p + I})
= {ϕ(p) | p ∈ Specgr(L(E)), p + I}
= {ϕ(p) ∈ Specgr(L(F )) | ϕ(p) + ϕ(I)}
=W (ϕ(I))
and W (ϕ(I)) is open. Thus we prove that ϕ : Specgr(L(E)) −→ Specgr(L(F )) is an open map. Similar argument shows
that the inverse of ϕ is open. 
From now on, let E,F be row-finite graphs. Suppose that there is an order-preserving Z[x, x−1]-isomorphism
ϕ : Kgr0 (L(E)) −→ K
gr
0 (L(F )). (7.1)
Let I be a graded prime ideal of L(E). By Lemma 7.1 there is a homeomorphism ϕ : Specgr(L(E)) −→ Specgr(L(F ))
such that
Vgr(I) ∼= ϕ(Vgr(I)) = Vgr(ϕ(I)). (7.2)
Suppose that I, J ∈ Specgr(L(E)) with I ⊆ J . Combining (3.9) and (7.2), we have
Vgr(J/I) ∼= Vgr(J)/Vgr(I) ∼= Vgr(ϕ(J))/Vgr(ϕ(I)) ∼= Vgr(ϕ(J)/ϕ(I)). (7.3)
Lemma 7.2. Let E,F be row-finite graphs. Suppose that there exists an order-preserving Z[x, x−1] isomorphism
ϕ : Kgr0 (L(E)) −→ K
gr
0 (L(F )).
Then there is a homeomorphism ϕ : Specgr(L(E)) −→ Specgr(L(F )) and isomorphisms Kgr0 (J/I)
∼= K
gr
0 (ϕ(J)/ϕ(I)) for
any I ⊆ J with I, J ∈ Specgr(L(E)).
Proof. The statement follows immediately from Lemma 7.1 and (7.3). 
We are in a position to state the main theorem of this paper.
Theorem 7.3. Let E,F be row-finite graphs and k a field. Suppose that there exists an order-preserving Z[x, x−1]-
isomorphism
ϕ : Kgr0 (Lk(E)) −→ K
gr
0 (Lk(F )).
Then there is a homeomorphism
ϕ : Specgr(Lk(E)) −→ Spec
gr(Lk(F )),
and isomorphisms ϕ| : K
gr
0 (I) −→ K
gr
0 (ϕ(I)) and K
gr
0 (J/I)
∼= K
gr
0 (ϕ(J)/ϕ(I)), for any I, J ∈ Spec
gr(L(E)) with I ⊆ J .
Moreover, we have
FK0,1(Spec
gr(Lk(E));Lk(E)) ∼= FK0,1(Spec
gr(Lk(F ));Lk(F )).
Namely for any I, J ∈ Specgr(Lk(E)) with I ⊆ J , there are isomorphisms
αI,n : Kn(I) −→ Kn(ϕ(I)),
αJ,n : Kn(J) −→ Kn(ϕ(J)),
αJ/I,n : Kn(J/I) −→ Kn(ϕ(J)/ϕ(I)),
where n = 0, 1, such that the following diagram commutes
K1(I) //
αI,1 A1

// K1(J) //
αJ,1 A2

K1(J/I) //
αJ/I,1 C

K0(I) //
αI,0 B1

K0(J) //
αJ,0 B2

K0(J/I)
αJ/I,0

K1(ϕ(I)) // K1(ϕ(J)) // K1(ϕ(J)/ϕ(I)) // K0(ϕ(I)) // K0(ϕ(J)) // K0(ϕ(J)/ϕ(I)).
(7.4)
Here the exact rows come from the long exact sequence in algebraic K-theory (see [11, Theorem 2.4.1]).
Proof. We denote ϕ(I) by I for any I ∈ Specgr(L(E)) and HI denote the hereditary saturated subset of E
0 such that
I = 〈HI〉. Similarly HI is the hereditary saturated subset of F
0 such that I = 〈HI〉.
Step I:We show the existence of αI,0, αJ,0 and αJ/I,0 and check that the squaresB1 and B2 in (7.4) are commutative.
Recall that we have the exact sequence given by (4.3). Then we have the following commutative diagram
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Kgr0 (I)
∼=

φI // Kgr0 (I)
∼=

// K0(I) //
∼=

0
Kgr0 (L(EHI ))
φ //
∼=

Kgr0 (L(EHI ))
∼=

// K0(L(EHI ))
∼=

Kgr0 (L(FHI ))
∼=

φ // Kgr0 (L(FHI ))
∼=

// K0(L(FHI ))
∼=

Kgr0 (I)
φI // Kgr0 (I) // K0(I) // 0,
where the isomorphism Kgr0 (I) −→ K
gr
0 (L(EHI )) is induced by the isomorphism of algebras I
∼= L(EHI ) and the
isomorphism Kgr0 (L(EHI )) −→ K
gr
0 (L(FHI )) is given by v(i) 7→ ϕ(v(i)) for v ∈ HI and i ∈ Z. Therefore we have
the following commutative diagram
0

0

0

0

Ker(φI)
∼=
{{✇✇
✇✇
✇✇
✇✇
✇

// Kgr0 (I)
∼=
{{①①
①
①①
①
①①
φI //

Kgr0 (I)
∼=
{{①①
①
①①
①
①①
//

K0(I)
αI,0
||③③
③
③
③③
③③

// 0
Ker(φI)
//

Kgr0 (I)
φI //

Kgr0 (I)
//

K0(I)

// 0
Ker(φJ )

//
∼=
{{✇✇
✇✇
✇✇
✇✇
✇
Kgr0 (J)
φJ //
∼=
{{①①
①①
①①
①①

Kgr0 (J)
∼=
{{①①
①①
①①
①①
//

K0(J)
αJ,0
||③③
③③
③③
③
③
//

0
Ker(φJ )

// Kgr0 (J)
φJ //

Kgr0 (J)
//

K0(J)

// 0
Ker(φJ/I) //
∼=
{{①①
①①
①①
①①
①
Kgr0 (J/I)
∼=
||②②
②②
②②
②②
②

φJ/I // Kgr0 (J/I)
∼=
||②②
②②
②②
②②
②
//

K0(J/I) //
αJ/I,0
}}④④
④
④
④
④
④
④
0
Ker(φJ/I)
// Kgr0 (J/I)

φJ/I // Kgr0 (J/I) //

K0(J/I) // 0
0 0
0 0
(7.5)
Note that the short exact sequence
0 −−−−→ Kgr0 (I)
ι
−−−−→ Kgr0 (J)
π
−−−−→ Kgr0 (J/I) −−−−→ 0
in the above diagram is given in (3.10). Therefore αI,0, αJ,0 and αJ/I,0 exist and B1 and B2 are commutative.
Step II: We define the maps αI,1 : K1(I) −→ K1(I), αJ,1 : K1(J) −→ K1(I) and αJ/I,1 : K1(J/I) −→ K1(J/I) and
check that the squares A1 and A2 in (7.4) are commutative.
Denote by AI , AJ and AJ/I the transposes of the adjacency matrices for EHI , EHJ and (E/HI)HJ/I respectively.
Denote by AI , AJ and AJ/I the transposes of the adjacency matrices for FHI , FHJ and (F/HI)HJ/I respectively.
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We have the following diagram and in order to show that the squares A1 and A2 in (7.4) are commutative, it suffices
to show that the squares X1, X2, Y1, Y2, Z1 and Z2 in (7.6) are commutative.
K1(I) // // K1(J) // K1(J/I) // K0(I)
K1(L(EHI )) K1(L(EHJ )) K1(L(E/HIHJ/I )) K0(I)
K1(L(EHI ))
X1
OO
α //
∼= Y1

K1(L(EHJ ))
X2
OO
α′ //
∼= Y2

K1(L((E/HI)HJ/I ))
∼= Y3

X3
OO
// K0(I)
π

Coker (AI − I)
⊕Ker (AI − I)
(
σ 0
0 τ
)
//
ΘI Z1

Coker (AJ − I)
⊕Ker (AJ − I)
(
σ′ 0
0 τ ′
)
//
ΘJ Z2

Coker
(
AJ/I − I
)
⊕Ker
(
AJ/I − I
)
(
0 0
0 δEHI
,EHJ
)
//
ΘJ/I Z3

Coker (AI − I)

Coker
(
A
I
− I
)
⊕Ker
(
A
I
− I
) // Coker (AJ − I)
⊕Ker
(
A
J
− I
) // Coker (AJ/I − I)
⊕Ker
(
A
J/I
− I
) // Coker (A
I
− I
)
K1(L(FHI ))
Y1
OO
//
∼= X1

K1(L(FHJ ))
Y2
OO
//
∼= X2

K1(L(F/HIHJ/I
))
∼= X3

Y3
OO
// K0(I)
∼=

OO
K1(L(FHI )) K1(L(FHJ )) K1(L(F/HIHJ/I
)) K0(I)
K1(I) // K1(J) // K1(J/I) // K0(I)
(7.6)
We observe that the squares X1 and X2 in (7.6) are commutative as the following diagram whose third row is given
by canonical homomorphisms of algebras is commutative
I //
∼=

J //
∼=

J/I
∼=

L(EHI ) L(EHJ ) L(E/HIHJ/I )
L(EHI ) //
OO
L(EHJ ) //
OO
L((E/HI)HJ/I ).
OO
(7.7)
By Corollary 5.10 the squares Y1 and Y2 in (7.6) are commutative.
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The map ΘI is defined by the composition of the following maps
Coker(AI − I)⊕Ker(AI − I)
(
ςEHI
0
0 ϑEHI
)
// Coker(AEHI
− I)⊕Ker(AEHI
− I)
(
∗ 0
0 ∗
)
// (K0(I) ⊗Z k×)⊕Ker(φI)
(
∗ 0
0 ∗
)

Coker(AI − I)⊕Ker(AI − I) Coker(AFH
I
− I)⊕Ker(AFH
I
− I)(
ςFH
I
0
0 ϑFH
I
)oo (K0(I)⊗Z k×)⊕ Ker(φI),(
∗ 0
0 ∗
)oo
where ςEHI , ϑEHI , ςFHI
and ϑFH
I
are given by (5.16) and (5.15). Here the map from Ker(AEHI
− I) to Ker(φI) is given
by the composition of
Ker(AEHI
− I) ∼= Ker(K
gr
0 (L(EHI )) −→ K
gr
0 (L(EHI )))
∼= Ker(φI)
with the first isomorphism following from Proposition 4.4. The homomorphisms ΘJ and ΘJ/I can be defined similarly
and we omit the details here.
To show that Z1 and Z2 are commutative, by (7.5) the squares in the following diagram (7.8) with blue colour are
commutative. Thus the following diagram (7.8) is commutative.
Ker(AI − I) //

ww♦♦♦
♦♦
♦♦
♦♦
♦
Ker(φI)

xxrrr
rr
rr
rr
Ker(AI−I)
//

Ker(φI)

Ker(AJ − I) //
ww♦♦♦
♦♦
♦♦
♦♦
♦

Ker(φJ )

xxrrr
rr
rr
rr
Ker(AJ − I)
//

Ker(φJ )

Ker(AJ/I) //
ww♣♣♣
♣♣
♣♣
♣♣
♣
Ker(φJ/I)
yyrrr
rr
rr
rr
Ker(AJ/I)
// Ker(φJ/I)
(7.8)
Similarly by (7.5) the squares in the following diagram (7.9) with blue colour are commutative. Thus the following
diagram (7.9) is commutative.
Coker(AI − I) //

vv♥♥♥
♥♥
♥♥
♥♥
♥♥
K0(I)⊗Z k
×

vv♠♠♠
♠♠
♠♠
♠♠
♠♠
Coker(AI−I)
//

K0(I)⊗Z k
×

Coker(AJ − I) //
vv♥♥♥
♥♥
♥♥
♥♥
♥♥

K0(J)⊗Z k
×

vv♠♠♠
♠♠
♠♠
♠♠
♠
Coker(AJ − I)
//

K0(J)⊗Z k
×

Coker(AJ/I) //
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
K0(J/I)⊗Z k
×
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
Coker(AJ/I)
// K0(J/I)⊗Z k×
(7.9)
By (7.8) and (7.9) the squares Z1 and Z2 in (7.6) are commutative.
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Step III: We check that the square C in (7.4) is commutative. It suffices to show that the squares X3, Y3 and Z3
in (7.6) are commutative.
We observe that the square X3 in (7.6) is commutative as the algebra homomorphisms L(EHI ) −→ L(EHI )
∼= I
induce the maps of K-theory K1(L(EHI )) −→ K1(L(EHI ))
∼= K1(I) which send each element g ∈ GL(L(EHI )) to itself.
In order to define the map δEHI ,EHJ : Ker(AJ/I − I) −→ Coker(AI − I), note that HJ \HI is a hereditary saturated
subset of (E/HI)
0 and J/I = 〈HJ \ HI〉 is a graded ideal of the Leavitt path algebra L(E)/I ∼= L(E/HI). Then we
have HJ/I = HJ \HI and the restriction graph
(E/HI)HJ/I := (E/HI)HJ\HI .
Observe that we have (E/HI)HJ/I = EHJ /HI . By Lemma 5.5 the connecting map δEHI ,EHJ is defined. The isomorphism
π : K0(I) −→ Coker(AI − I) is given by the composition
K0(I) ∼= K0(L(EHI ))
∼= K0(L(EHI ))
∼= Coker(AI − I), (7.10)
sending [ff∗]0 ∈ K0(I) to [er(f)] ∈ Coker(AI − I) for any f ∈ E
1 with r(f) ∈ HI .
To show that the square Y3 in (7.6) is commutative, by Lemma 5.9 we need to show that the following diagram is
commutative:
0 // Coker (AJ/I − I)
λ //

K1(L(E/HI)HJ/I )
ξ //
∂

Ker (AJ/I − I)
χ
nn
//
δEHI ,EHJ

0
0 // 0 // K0(I)
π // Coker(AI − I) // 0.
(7.11)
Here ∂ : K1(L(E/HI)HJ/I )→ K0(I) is the map appearing in diagram (7.6), that is, ∂ is the composition
K1(L(E/HI)HJ/I ) −→ K1(J/I) −→ K0(I).
We can check directly that ∂ ◦ λ = 0. We now show that δEHI ,EHJ ◦ ξ = π ◦ ∂. Observe that we have the following
commutative diagram
0 // I // J // J/I // 0
L(EHI )
∼=
OO
L(EHJ )
∼=
OO
L(E/HIHJ/I )
∼=
OO
0 // K((E/HI)HJ/I ) //
OO
C((E/HI)HJ/I )
//
℘
OO
L((E/HI)HJ/I )
OO
// 0,
(7.12)
where the map ℘ is given by ℘(v) = v, ℘(e) = e and ℘(e∗) = e∗ for v ∈ (E/HI)
0
HJ/I
and e ∈ (E/HI)
1
HJ/I
. We denote
the composition of maps K((E/HI)HJ/I )→ L(EHI )→ I by ̟. Note that we have the following equality in J , for each
v ∈ (HJ \HI) ∩R,
v −
∑
e∈s−1(v),r(e)/∈HI
ee∗ =
∑
f∈s−1(v),r(f)∈HI
ff∗.
The map ̟ satisfies
̟
(
v −
∑
e∈s−1(v),r(e)/∈HI
ee∗
)
=
∑
f∈s−1(v),r(f)∈HI
ff∗ ∈ I.
We denote by µ : Ker(AJ/I − I)→ K0(K((E/HI)HJ/I )) the natural inclusion map.
By (7.12) and the naturality of the connecting map in K-theory, we have the following commutative diagram:
K1(L((E/HI)HJ/I ))
ξ //
∂

Ker(AJ/I − I)
µ // K0(K((E/HI)HJ/I ))
K0(̟) //

K0(̟)

K0(I)
π // Coker(AI − I)
id

K0(I)
id // K0(I)
π // Coker(AI − I).
(7.13)
To show that δEHI ,EHJ ◦ ξ = π ◦ ∂, by (7.13) it suffices to prove that δEHI ,EHJ = π ◦ K0(̟) ◦ µ. Recall from
(5.7) that [v −
∑
e∈s−1(v),r(e)/∈HI
ee∗]0, for v ∈ (HJ \ HI) ∩ R, are the canonical generators of the free abelian group
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K0(K((E/HI)HJ/I )). Now for v ∈ (HJ \HI) ∩R we have
(π ◦K0(̟))([v −
∑
e∈s−1(v)
r(e)/∈HI
ee∗]0) = π(
∑
f∈s−1(v)
r(f)∈HI
[ff∗]0)
=
∑
f∈s−1(v)
r(f)∈HI
[er(f)].
(7.14)
On the other hand, it follows from Lemma 5.5 that
δEHI ,EHJ (x) = [X
tx]
for every x ∈ Ker(AJ/I − I), where X is the matrix such that X(v, w) = AE(v, w) for each v ∈ (HJ \ HI) ∩ R and
w ∈ HI . It follows that δEHI ,EHJ = π ◦K0(̟) ◦ µ, as desired.
To show that Z3 in (7.6) is commutative, by (7.5) and the snake Lemma, we have connecting maps ρ : Ker(φJ/I)→
K0(I) and ρ : Ker(φJ/I) → K0(I) such that the blue square in the following diagram is commutative (similarly as in
Lemma 5.6).
Ker(φJ/I)
ρ //

K0(I)

Ker(AJ/I − I)
δEHI ,EHJ //
ψ
77♣♣♣♣♣♣♣♣♣
ΘJ/I

Coker(AI − I)
π−1
99rrrrrrrrr

Ker(φJ/I)
ρ // K0(I)
Ker(AJ/I − I)
88qqqqqqqqq
δFH
I
,FH
J
// Coker(AI − I)
99sssssssss
(7.15)
We need to check that the top and bottom faces in the above diagram (7.15) are commutative. Hence we obtain that
Z3 in (7.6) which is the front face of the above diagram is commutative. By Lemma 5.6 we have ρ ◦ψ = π
−1 ◦ δEHI ,EHJ ,
implying that the top face in the above diagram (7.15) is commutative as well. This completes the proof. 
8. Shift equivalent and the stability of corresponding graph C∗-algebras
Let A be an integral n×n matrix with nonnegative entries. Consider the following directed system of abelian groups
with A acting as an order-preserving group homomorphism
Zn
A
−→ Zn
A
−→ Zn
A
−→ · · · ,
where the ordering in Zn is defined point-wise. The direct limit of this system, ∆A := lim−→A Z
n, along with its positive
cone, ∆+ = lim
−→A
Nn, and the automorphism which is induced by multiplication by A on the direct limit, δA : ∆A → ∆A,
is called Krieger’s dimension group. Following [27], we denote this triple by (∆A,∆
+
A, δA). It can be shown that two
matrices A and B are shift equivalent if and only if their associated Krieger’s dimension groups are isomorphic ([25,
Theorem 4.2], and [27, Theorem 7.5.8], see also [27, §7.5] for a detailed algebraic treatment). We say two finite graphs
E and F are shift equivalent if their adjacency matrices AE and AF are shift equivalent. If the matrices AE and AF are
shift equivalent then by [27, Theorem 7.4.17], their Bowen-Franks groups are isomorphic, namely, BF(AE) ∼= BF(AF ).
On the other hand, by [27, Exercise 7.4.4, for p(t) = 1−t], det(1−AE) = det(1−AF ). Recall that a graph E is irreducible
if given any two vertices v and w in E, there is a path from v to w. Now if the graphs E and F are irreducible, the main
theorem of Franks [17] gives that AE is flow equivalent to AF . Thus F can be obtained from E by a finite sequence
of in/out-splitting and expansion of graphs (see [28, 8]). Each of these transformation preserve the Morita equivalence
([8]) and thus C∗(E) is Morita equivalent to C∗(F ).
Our result now allows us to extend this fact from finite irreducible graphs to finite graphs without sinks (see the
Figure 1.4).
Proposition 8.1. Let E and F be finite graphs with no sinks. If E and F are shift equivalent, then the C∗-algebras
C∗(E) and C∗(F ) are Morita equivalent.
Proof. Since E and F are shift equivalent, we have an isomorphism of Krieger’s dimension groups
(∆E ,∆
+
E , δE)
∼= (∆F ,∆
+
F , δF ).
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But since Krieger’s dimension group for the graph E coincides with the graded Grothendieck group Kgr0 (L(E)) ( [22,
Lemma 11]), we obtain an order-preserving Z[x, x−1]-module isomorphism Kgr0 (L(E)) ∼= K
gr
0 (L(F )). By Theorem 7.3,
the filtered K-theory of L(E) and L(F ) are isomorphic. By Theorem 6.2 the filtered K-theory of the corresponding
graph C∗-algebras are also isomorphic. Now the main theorem of [15] gives that the C∗-algebras C∗(E) and C∗(F ) are
Morita equivalent. 
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