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Diplomová práca sa zaoberá odlíšením pozadia a pohybujúcich sa objektov vo vi-
deozázname. Videozáznam môžeme reprezentovať ako sériu snímok a každú snímku ako
nízkohodnostnú štruktúru-maticu. Táto práca popisuje riedke reprezentácie signálov a
robustnú analýzu hlavných komponentov. Ďalej predstavuje a implementuje algoritmy-
modely pre rekonštrukciu reálneho videozáznamu.
Summary
This diploma thesis deals with separation of backgroud and moving objects in vi-
deo. Video can be represented as series of frames and each frame represented as low -
rank structure - matrix. This thesis describe sparse representation of signals and robust
principal component analysis. It also presents and implements algorithms - models for
reconstruction of real video.
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Ukladanie informácií vo videoformáte je v dnešnej dobe celkom bežná záležitosť. Bez-
pečnostné kamery sú najčastejšie používané v obchodných centrách, na staniciach či už
metra, vlaku alebo autobusov. Kamera dnes už nie je výnimkou ani v aute, kde sníma pre-
mávku, prípadne záznamy z dopravných nehôd. Takýto videozáznam je len séria snímkov,
v ktorých sa pohybujú určité objekty ale pozadie zostáva nezmenené.
Snímky chápeme ako pixely, ktoré sa dajú reprezentovať konkrétnym číslom, samotná
snímka predstavuje maticu. Pri vhodnom usporiadaní pixelov, môžeme z videozáznamu
obdržať obe časti - pozadie ako nízkohodnostnú štruktúru a pohybujúce sa objekty ako
riedke reprezentácie. Tento problém sa dá reprezentovať ako konvexná optimalizačná
úloha. Táto úloha predstavuje jednu z aplikácií robustnej analýzy hlavných komponen-
tov, modernej matematickej teórie, ktorá je v mnohých smeroch účinnejšia ako analýza
hlavných komponentov.
Táto práca sa zaoberá práve separáciou pozadia a pohybujúcich sa objektov z reálneho
videozáznamu. Úvodná kapitola 2 sa zaoberá tzv. riedkymi reprezentáciami signálov -
zhrňuje základné poznatky a vlastnosti. V ďalších kapitolách 3, 4 sa snažíme stručne ale
výstižne popísať nie ľahké matematické pozadie robustnej analýzy hlavných komponentov.
Ďalej v kapitolách 5, 6 popíšeme algoritmy, ktoré budú využité pre reálny videozáznam
- konkrétne dopredné-spätné delenie a metóda rozšíreného Lagrangiánu. V záverečnej ka-
pitole aplikujeme algoritmy na vlastný videozáznam, reprezentujeme dosiahnuté výsledky
a nakoniec porovnáme jednotlivé algoritmy kvalitatívne aj kvantitatívne.
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2 Riedke reprezentácie signálov
2.1 Normy vektorov a matíc, riedkosť
Najskôr uvedieme základné pojmy, ktoré budeme ďalej používať v texte. Vektory a matice
budeme značit tučne napr. x,A, skalárne hodnoty značíme kurzívou napr. σ, β.
Definícia 2.1. Nosičom vektoru x myslíme množinu indexov, v ktorých má vektor nenu-
lové hodnoty. Túto množinu označíme supp(x),
supp(x) = {i|xi 6= 0}.





pre 1 ≤ p <∞,
‖x‖p =
∑N
i=1 |xi|p pre 0 < p < 1,
‖x‖∞ = maxi |xi|
‖x‖0 = |supp(x)|.
Špeciálne, ‖x‖1 predstavuje súčet absolútnych hodnôt prvkov vektoru, ‖x‖0 počet
nenulových zložiek vektoru.
Definícia 2.3. Vektor x ∈ CN nazveme k-riedkym (k-sparse), ak platí
‖x‖0 ≤ k.
To znamená, že k -riedky vektor má najviac k nenulových zložiek.













Definícia 2.6. Nukleárnu normu definujeme ako l1-normu singulárnych čísiel




Singulárne čísla sú ďalej definované v kapitole 2.2.
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2.2 Riedke riešenia systémov lineárnych rovníc
Najčastejšou úlohou je riešiť sústavu lineárnych rovníc Ax = y s podmienkou, že hľadaný
vektor x má byť čo najredší, tzn. mal by obsahovať čo najväčší počet nulových zložiek.
Túto úlohu zapíšeme ako:
min
x
‖x‖0 vzhľadom k Ax = y, (2.1)
kde poznáme vektor y ∈ Cm (pozorovanie, meranie, signál) a maticu A ∈ Cm×N . Pred-
pokladáme iba prípady, kedy m N , a A je plnej hodnosti. [10]
V praxi, pri zašumených signáloch, je povolená malá odchylka δ:
min
x
‖x‖0 vzhľadom k ‖Ax− y‖2 ≤ δ. (2.2)
2.2.1 Postačujúce podmienky pre jednoznačnosť riešenia
Definícia 2.7. [10] Číslo spark(A) definujeme ako najmenší počet stĺpcov matice A,




Čím menší spark, tým redší musí byť vektor x, aby bola zaistená jedinečnosť tohoto
riešenia. Ďalšie tvrdenie uvádza postačujúcu podmienku pre jednoznačnosť riešenia, avšak
nájdenie spark je výpočtovo veľmi náročné.





potom x je nutne najredšie možné riešenie a žiadne iné riešenie s rovnakou riedkosťou
neexistuje.
Definícia 2.9. [10] Vzájomná koherencia (mutual coherence) matice A je definovaná




‖aj‖2 · ‖ak‖2 ,
kde aj označuje j-tý stĺpec matice A.
Tvrdenie 2.10. [10] Pre ľubovolnú maticu A platí
spark(A)‖ ≥ 1 + 1
µ(A)
.









potom x je nutne najredšie možné a je jediné. Naviac toto riešenie môžeme dosiahnuť
`1-minimalizáciou. (ďalej vysvetlená v časti (2.3))
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2.3 `1 relaxácia
Keďže norma `0 nie je konvexná funkcia, nie je možné pre problém (2.1) použiť akýkoľvek
algoritmus konvexného programovania. Avšak normy `p sú konvexné pre p ≥ 1, viz obr.
1. Preto sa naskytá otázka použiť najbližšiu konvexnú normu, teda `1 normu, pre získanie
aspoň približného riešenia NP ťažkej úlohy (2.1). Nová úloha by vyzerala takto:
min
x
‖x‖1 vzhľadom k Ax = y. (2.3)
Tieto riešenia sa vo väčšine prípadov zhodujú a v ďalšej kapitole uvedieme za akých
podmienok sa dá použiť táto aproximácia. [10]
V prípade zašumených dát riešime úlohu
min
x
‖x‖1 vzhľadom k ‖Ax− y‖2 ≤ δ. (2.4)
Obr. 1:
”
Nafukujúce sa“ guľe v normách (a)`0, (b)`0.5, (c)`1, (d)`2 a ich dotyk s nadrovinou
určenou sústavou Ax = y.
[14]
2.3.1 Podmienky ekvivalencie riešenia `0- a `1- minimalizácie
Vlastnosť nulového priestoru
Definícia 2.12. [10] Povieme, že matica A ∈ Cm×N splňuje vlastnosť nulového priestoru
k-tého stupňa s konštantou γ ∈ (0, 1), ak platí
‖ηT‖1 ≤ ‖ηTc‖1,
pre všetky množiny T ⊂ 1, . . . , N, |T| ≤ k a pre všetky vektory η ∈ ker(A).
Vlastnosť nulového priestoru zaisťuje jednoznačné k-riedke riešenie, ktoré nájdeme
pomocou `1 minimalizácie.
Tvrdenie 2.13. [10] Nech matica A ∈ Cm×N splňuje vlastnosť nulového priestoru k-tého
stupňa s konštantou γ ∈ (0, 1). Nech x ∈ CN ,y = Ax a x∗ ∈ CN je riešenie `1-minima-
lizácie. Potom
‖x− x∗‖1 ≤ 2(1 + γ)
1− γ σk(x1).
Ak teda existuje nejaké nejviac k-riedke riešenie sústavy y = Ax, potom σk(x1) = 0




Definícia 2.14. [10] Konštanta obmedzenej izometrie δk matice A ∈ Cm×N je najmenšie
číslo také, že platí




≤ (1 + δk)
pre všetky vektory z ∈ ΣkN . Povieme, že matica A splňuje vlastnosť zoslabenej izometrie
k-tého stupňa s konštantou δk, pokiaľ δk ∈ (0, 1).
Izometria znamená, že lineárne zobrazenie zachováva dĺžku vektorov, tzn. je unitárne.
Uvedieme ešte vzťah medzi vlastnosťou nulového priestoru a vlastnoťou zoslabenej izo-
metrie.
Tvrdenie 2.15. [10] Nech matica A ∈ Cm×N splňuje vlastnosť zoslabenej izometrie stu-
pňa K = k + h s konštantou δ ∈ (0, 1). Potom A splňuje vlastnosť nulového priestoru








Z lineárnej algebry známy singulárny rozklad má mnoho aplikácií pri spracovávaní signá-
lov. Napríklad ak chceme nájsť maticu s nízkou hodnosťou, ktorá nám dobre aproximuje
maticu pozorovaní A. V ďalších kapitolách sa budeme na singulárný rozklad odvolávať
skratkou SVD, čo pochádza z anglického Singular value decomposition.
Veta 2.16. [6][O singulárnom rozklade obecnej matice] Každú maticu A ∈
Rm×n môžeme vyjadriť vo tvare
A = UΣVT ,
kde U = (u1,u2, . . . ,um) ∈ Rm×m je ortonormálna matica rádu m, V = (v1,v2, . . . ,vn) ∈
Rn×n je ortonormálna matica rádu n a Σ ∈ Rm×n je diagonálna matica typu
(m,n), definovaná
Σ ≡ diag(σ1, σ2, . . . , σp), p = min(m,n),
a
σ1 ≥ σ2 ≥ . . . ≥ σr > 0, σr+1 = σr+2 = . . . = σp = 0,
kde h(A) = r je hodnosť matice A.
Vyjadrenie A = UΣVT sa nazýva singulárny rozklad matice A, σi sú singulárne čísla
a ui resp. vi sú i-tý ľavý singulárny vektor resp. i-tý pravý singulárny vektor.
Takže platí:
uTi A = σiv
T
i , Avi = σiui, i = 1, 2, . . . , p.
Singulárne čísla sú určené jednoznačne, singulárne vektory nie sú určené jednoznačne.
Veta 2.17. [6] Nech je daná matica A ∈ Rm×n hodnosti r a nech σ1 ≥ σ2 ≥ . . . ≥ σr > 0
sú jej singulárne čísla. Potom platí
‖A‖ = σ1, ‖A‖F = (σ21 + σ22 + . . .+ σ2r)1/2
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3 Analýza hlavných komponentov
Analýza hlavných komponentov je pravdepodobne jeden z najrozšírenejších statistických
nástrojov pre analýzu vysoko rozmerných dát a sníženie ich dimenzie. Ďalej v texte bu-
deme využívať už len skratku PCA z anglického Principal component analysis.
3.1 Lineárna kombinácia
Pozorovania máme zozbierané v matici A, ktorá má m riadkov a n stĺpcov. Každý stĺpec
matice A reprezentuje samostatnú premennú. Túto premennú označíme aj. Potom line-
árnu kombináciu premenných a môžeme zapísať ako
t = w1a1 + . . .+ wjaj,
kde t je nový vektor v rovnakom priestore ako premenné a. V maticovom vyjadrení
t = Aw,
kde w je vektor s prvkami wj, (j = 1, . . . , n).
Vzhľadom k tomu, že a obsahuje všetky relevantné informácie (odchýlky) o našom
probléme, požadujeme, aby aj t zachovalo čo najviac možných informácií. Ako je v štatis-
tike zvykom, tieto informácie meráme rozptylom, var(t). Problém teda môžeme vyjadriť




Dosadením t = Aw dostaneme
arg max
‖w‖=1
(tTt) = arg max
‖w‖=1
(wTATAw),
za predpokladu, že optimálne w je prvý vlastný vektor (resp. vlastný vektor príslušný
najväčšiemu vlastnému číslu) kovariančnej matice ATA.
Celkovo môžeme rozklad pomocou hlavných komponentov zapísať maticovo ako
T = AW,
kde W ∈ Rn×n je matica, ktorej stĺpce obsahujú vlastné vektory ATA.
3.2 Použitie SVD
Analýza hlavných komponentov je úzko spätá so singulárnym rozkladom matice. Pripo-
meňme singulárny rozklad matice A
A = UΣVT .
Ďalej vyjadríme
ATA = VΣTUTUΣVT = VΣTΣVT
Môžeme konštatovať , že pravé singulárne vektory matice A sú ekvivalentné vlastným
vektorom matice ATA a singulárne hodnoty matice A sa rovnajú kvadrátu vlastných
čísel matice ATA.
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Dosadením do T = AW dostaneme
T = AW = UΣVTV = UΣ.
3.3 Model PCA
Transformácia T = AW síce zobrazuje veličiny nekorelované, avšak nie všetky hlavné
komponenty sú pre nás potrebné. Preto stačí vybrať len k -komponent a maticu Aˆ s SVD
rozkladom: Aˆ = U1Σ1VT1 , pričom U1 ∈ Rm×k,Σ1 ∈ Rk×k,VT1 ∈ Rn×k.
Naša úloha bude vyzerať
minimalizuj ‖A− Aˆ‖
za podmienky rank(Aˆ) ≤ k.
Veľkou nevýhodou PCA je citlivosť na poškodené vstupy alebo na hodnoty ďaleko
vzdialené, vychýlené od pôvodných dát (anglicky outliers). Na obrázku 2 sú znázornené ná-
hodne vygenerované hodnoty z viacrozmerného normálneho rozdelenia s vektorom stred-
ných hodnôt [0, 0] a kovariančnou maticou [1, 1.5; 1.5, 3]. Modré vektory znázorňujú prvé
2 hlavné komponenty. Do týchto dát sme pridali jeden outlier [6,−15] ako ďalšie pozo-
rovanie (na obrázku ho nie je vidieť). Červené vektory ukazujú, ako sa zmenia hlavné
komponenty pridaním len jedného porušeného pozorovania.












Obr. 2: PCA, vygenerovaných 300 dát
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4 Robustná analýza hlavných komponentov
Aj keď PCA je silný matematicky nástroj, bohužiaľ v dnešnej modernej dobe už nie dosť
postačujúci. Hrubé chyby pri pozorovaní vznikajú všade, napr. pri spracovaní obrazu,
videa, v bioinformatike apod. Klasická PCA je na poškodenie dát veľmi citlivá. Len jedno,
ale za to hrubé poškodenie, na vstupe môže výrazne skresliť odhad L. V tejto kapitole sa
preto zameráme na ideálnu robustnú PCA, ďalej v texte RPCA, ktorej cieľom je obnovenie
matice L s nízkou hodnosťou z hrubo porušených dát, pozorovaní M, tak že M = L + S.
Chyby S môžu byť ľubovolnej veľkosti, ale požadujeme ich riedkosť.
4.1 Základná úloha
Predpokladáme, že matica pozorovaní M ∈ Rm×n vznikla porušením niektorých vstupov
matice s nízkou hodnosťou L ∈ Rm×n. Tieto chyby reprezentujeme maticou S ∈ Rm×n,
tak že M = L + S. Vzhľadom k tomu, že chyby sa vyskytujú len na časti vstupov M, S
je riedka matica. Ideálnu (bez šumu) robustnú PCA úlohu formulujeme takto:
Úloha 1: Je daná M = L + S, kde L a S sú neznáme matice. Vieme však, že L je
matica s nízkou hodnosťou a S riedka matica. Potom môžeme dostatočne obnoviť L.
Riešením tejto úlohy je zjavne hľadať L s najnižšou hodnosťou, ktorá by ešte vyhovo-




rank(L) + γ‖S‖0 (4.5)
za podmienky M = L + S
Ak by sa nám aj podarilo vyriešiť tento problém pre konkrétnu hodnotu γ, pravdepodobne
by sme dostali presné vyjadrenie L,S. Táto úloha je však NP optimalizačná úloha a jej
riešenie zatiaľ nepoznáme. Môžeme však obrdžať konvexný optimalizačný problém a to
l1-relaxáciou úlohy (1) a nahradením rank(L) nukleárnou normou. Potom
min
L,S
‖L‖∗ + λ‖S‖1 (4.6)
za podmienky M = L + S
V jednom z našich hlavných zdrojov Candes a Wright [5] dokázali, že za pomerne
slabých predpokladov má úloha riešenie. Táto úloha nesie názov Principal Component
Pursuit, v skratke PCP, a presne obnovuje nízkohodnostnú maticu L a riedku S.


























kde ‖M‖∞ = maxi,j |Mij|.
Veta 4.2. [5] Predpokladajme L0 je n × n, splňujúcu podmienky 4.8,,. Potom existuje
numerická konštanta c taká, že s pravdepodobnosťou najmenej 1− cn−10, Principal Com-
ponent Pursuit 4.6 s parametrom λ = 1√
n
je presné riešenie, tzn. L = L0 a S = S0, za
predpokladu
rank(L0) ≤ ρrnµ−1(log n)−2 am ≤ ρsn2,
kde ρr, ρs sú pozitívne numerické konštanty. V obecnom prípade, kedy L0 je n×m, PCP
s parametrom λ = 1√
n
splňuje s pravdepodobnosťou najmenej 1 − cn−10,za predpokladu
rank(L0) ≤ ρrmµ−1(log n)−2 a m ≤ ρsnm.
Inak povedané, matica L0, ktorej singulárne vektory alebo hlavné komponenty, sú
rozumne rozložené, môže byť obnovená s pravdepodobnosťou blízkou k jednej z úplne
neznámych alebo porušených vstupov. Dôkaz vety a ďalšie teorémy a lemmata k nemu
potrebné čitateľ nájde v časti 2 a 3 článku [5].
RPCA má veľa iných aplikácií, v ktorých sa dá využiť PCP model: napríklad rozpoz-




Definícia 5.1. [7] Funkcia f(x) je zdola polospojitá na podmnožine X metrického pries-




Definícia 5.2. [8] Nech f : Rn −→ (−∞,∞) je zdola polospojitá konvexná funkcia s





‖x− y‖22 + f(y)
má jediné riešenie, ktoré označíme ako proxf (x). Takto definovaný operátor proxf : Rn →
Rn nazveme proximálny operátor f .
Proximálny operátor môžeme charakterizovať inklúziou
(∀(x,p) ∈ Rn × Rn) p = proxf (x)⇔ x− p = ∇f(p),
ak f je diferencovateľná.
Ďalej sa bližšie pozrieme na konkrétne proximálne operátory pre l1-normu a nukleárnu
normu.
5.1.1 Proximálny operátor pre `1-normu
Pre `1-normu definujeme f(y) = λ‖y‖1, kde λ je zvolený parameter nazývaný tiež prah.
Z definície dostávame
proxλ‖·‖1(x) = arg miny
1
2














Toto minimum budeme hľadať pomocou derivácie postupne po jednotlivých interva-
loch:
1. yi > 0
∂g
∂yi
= yi − xi + λ = 0
yi = xi − λ > 0⇒ xi > λ
2. yi < 0
∂g
∂yi
= yi − xi − λ = 0
yi = xi + λ < 0⇒ xi < −λ
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3. y = 0
−λ ≤ xi ≤ λ
.
Celkovo zapíšeme proximálny operátor `1-normy ako
yi =
xi
|xi| max(|xi| − λ, 0). (5.12)
Táto funkcia, znázornená na obrázku (3), sa nazýva mäkké prahovanie, anglicky soft
thresholding a budeme ju značiť y = softλ(x).
















Obr. 3: Funkcia mäkkého prahovania. Červeným znázornená identita a jej soft pre λ = 1
5.1.2 Proximálny operátor pre nukleárnu normu
Z definície nukleárnej normy vidíme, že proximálny operátor pre nukleárnu normu je len











f1(x) + f2(x), (5.14)
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pričom f1 : Rn → R je zdola polospojitá konvexná funkcia, f2 : Rn → R je konvexná a
diferencovateľná s β-Lipschitzovským spojitým gradientom ∇f2, tj.
(∀(x,y) ∈ Rn × Rn) ‖∇f2(x)−∇f2(y)‖ ≤ β‖x− y‖,




f1(x) + f2(x) =∞,
má táto úloha aspoň jedno riešenie.
Tvrdenie 5.3. Nech x ∈ Rn a γ ∈ (0,∞). Potom riešenie úlohy môžeme charakterizovať
ako pevný bod
x = proxγf1(x− γ∇f2(x)).
Tento pevný bod nám dáva možnosť riešiť úlohu iteratívne ako
xn+1 = proxγnf1︸ ︷︷ ︸
spätný krok
(xn − γn∇f2(xn))︸ ︷︷ ︸
dopredný krok
.
Táto metóda je známa ako Forward-backward splitting, čo voľne preložíme ako dopredné-spätné
delenie. Ďalej v texte budeme užívať skratku FB. Obecný algoritmus je uvedený v tabulke
ako Algoritmus 1. Skladá sa z dvoch krokov:
• dopredný(explicitný) gradientný krok, ktorý využíva funkciu f2
• spätný (implicitný) krok, ktorý využíva funkciu f1 [8], [7], [14].
Algoritmus 1
1. Zvolíme: ε ∈]0,min 1, 1
β
[, štartovací bod x0 ∈ Rn
2. Pre n = 0, 1, 2, . . .
3. Zvolíme γn ∈ [ε, 2β − ε]
4. yn = xn − γn∇f2(xn)
5. λn ∈ [ε, 1]
6. xn+1 = xn + λn(proxγnf1yn − xn).
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6 ALM metóda- Augmented Lagrange multiplier
Túto kapitolu spracovávame podľa [11],[1], [2], [4] a [13].
6.1 Základná Lagrangeova metóda
Definícia 6.1. [17] Funkcia f je diferencovateľná na množine X, pokiaľ pre každé x ∈M
existuje jej diferenciál df(x).
Definícia 6.2. [17] Funkcia f je spojito diferencovateľná, pokiaľ diferenciál df(x) je spo-
jitý. Funkcia definovaná na otvorenej množine U je k-krát spojito diferencovateľná, pokiaľ
má všetky parciálne derivácie k-tého stupňa spojité.
Základnu úlohu pre metódu Lagrangeových multiplikátorov uvedieme na obmedzenom
optimalizačnom probléme
min f(x) (6.15)
za podmienky h(x) = 0, (6.16)
kde f : Rn → R a h : Rn → Rm. Predpokladáme, že problém 6.15 má aspoň jedno
prípustné riešenie. Na funkciu f kladieme podmienku hladkosti.
l(x,y) = f(x) + yh(x), (6.17)
rozpíšeme ako




kde y je konštanta úmernosti. Môže to byť akékoľvek reálne číslo. Túto konštantu nazveme
Lagrangeovým multiplikátorom.
Myšlienka nájdenia minima spočíva v nájdení kritických bodov cez x aj y. Síce Lag-
rangeova funkcia je neobmedzená optimalizačná úloha, jej stacionárne body dostaneme












= 0, j = 1, 2, . . . , n (6.19)
∂l
∂yi
= hi = 0, i = 1, . . . ,m. (6.20)
Tieto rovnice zvyčajne nazývame podmienky optimality prvého stupňa[16].
6.2 Rozšírená Lagrangeova metóda
Metóda Augmented Lagrange multiplier, ďalej v texte budeme používať skratku ALM
metóda, pracuje s tzv. rozšíreným Lagrangiánom (augmented Lagrangian). Táto metóda je
jedna z najpoužívanejších tzv. algoritmov založených na pokutovej (penalizačnej) funkcii
(penalty function-based algorithm). Základná myšlienka pokutovej funkcie je eliminovať
podmienky a pridať ich do účelovej funkcie (objective function) ako penalizujúci člen,
ktorý nám pomôže v riešení obmedzeného problému 6.15.
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Definícia 6.3. [2] Pre akýkoľvek skalár µ definujeme rozšírený Lagrangián (augmented
Lagrangian) lµ : Rn × Rm → R ako:




Číslo µ nazývame penalizujúci parameter (penalty parameter) a y sú vektorové mul-
tiplikátory (multiplier vector). V texte ich budeme nazývať len multiplikátory.
Za podmienok:
• µk je rastúca postupnosť
• obe funkcie f aj h sú spojito diferencovateľné,
je dokázané [2], že Lagrangeove multiplikátory convergujú Q-lineárne k optimálnemu rie-
šeniu ak µk je ohraničená.
Algoritmus 2 - Základná ALM
1. Zvolíme: µ > 0
2. while - podmienka konvergencie - do
3. xk+1 = arg min l(x, yk, µk)
4. yk = yk − µkh(xk+1)




7 Realizácia algoritmov a výsledky
7.1 PCP model
Odvodenie algoritmu
Pre našu PCP úlohu
lµ(L,S,Y) = ‖L‖∗ + λ‖S‖1 + 〈Y,M− L− S〉+ µ
2
‖M− L− S‖2F . (7.22)
Symbolom označujeme proxλ‖‖˙1 , teda proximálny operátor pre `1-normu, a symbolom
proxλ‖‖˙∗ označíme proximálny operátor pre nukleárnu normu. Pre nás je oveľa praktickejšie
najprv minimalizovať 7.22 vzhľadom na L (pevne zvoliť S), potom minimalizovať 7.22
vzhľadom na S (pevne zvoliť S) a nakoniec aktualizovať Lagrangeove multiplikátory, teda
maticu Y.
Algoritmus 1 - PCP-ALM
1. Zvolíme: S0 = Y0 = 0, µ > 0
2. Pokiaľ nie je splnená podmienka konvergencie opakujeme pre k = 0, 1, 2, . . .
3. Lk+1 = Dµ−1(M− Sk + µ−1Yk)
4. Sk+1 = Sλµ−1(M− Lk+1 + µ−1Yk)
5. Yk+1 = Yk + µ(M− Lk+1 − Sk+1)
6. Dostávame L,S.
Najdôležitejšie je správe nastavenie hodnoty µ a určenie podmienky konvergencie. V








‖M− L− S‖ ≤ δ‖M‖1









‖M− (L + S)‖22︸ ︷︷ ︸
f2(L,S)





( −(M− (L + S))
−(M− (L + S))
)
Ďalej odvodíme konštantu β potrebnú k implementáciíí algoritmu.
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= ‖2I‖ = 2‖I‖ = 2.













n − γ(M− (L + S))
YnS = S
n − γ(M− (L + S))



































Ako podmienku konvergencie sme zvolili
‖(Lk+1 + Sk+1)− (Lk + Sk)‖F
‖Lk + Sk‖ ≤ ε,
kde ε = 10−7.
8 Porovnanie algoritmov
V texte sme uviedli len zopár obrázkov, pretože ich kvalita nie je veľmi dobrá pre čier-
nobielu tlač. Video je najlepšie vidieť v programe MATLAB, kde sme implementovali
algoritmy. Na priloženom CD sa nachádzajú zložky s výstupmi jednotlivých metód už s
nastavenými optimálnymi parametrami. Pre každú metódu sme uložili aj workspace, kde
sa nachádza už výstup pre L a S.
Dôležité je popísať základný postup, ako sa pracuje s videom. V prvom rade musíme
video načítať do prostredia MATLAB a transformovať ho do grayscale formátu (odtiene
šedi). Matica M vznikne preskladaním jednotlivých framov videa a to tak, že každý frame
reprezentujeme ako jeden stĺpec matice M. Nastavíme parametry jednotlivých funkcií -
PCPmovie.m, ForwardBackwardalgorithm.m, spočítame L,S a nakoniec ich zase mu-
síme transformovať z 2D matice na 3D maticu a to vo formáte uint8.
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Najnáročnejšou časťou výpočtu je SVD rozklad matice M. Všetky dostupné algoritmy
úspečne oddelili video o veľkosti 144× 176 pixelov a 210 framov v celkom rovnakom čase
(2 hodiny). Na rekonštrukciu potrebovalo PCP 2025 iterácií a FB 1763. Avšak kvalita





pozadie úplne čisté, preto som tento parameter zmenšila o polovicu. Tento nový výsledok
je uložený v zložke PCP1.
Ďalej som skúšala obnoviť video, ku ktorému bol pridaný Gaussovský šum. Algoritmus
FB dokázal obnoviť čisté pozadie, ale šum zostal v riedkej zložke S. Tento výsledok je
uložený v zložke FB-šum, pre hodnotu smerodatnej odchýlky = 20.
V poslednom rade som riešila zrýchlenie algoritmu. Ako už bolo spomenuté, najťa-
žšiu časť výpočtu tvorí SVD rozklad. Preto som implentovala funkciu ExtractSubvideoF-
rames.m na rozdelenie videa na menšie časti a počítanie PCP, FB na týchto menších
kúskoch. Takto sa niekoľkonásobne zmenší veľkosť matice a SVD rozklad sa počíta rýchl-
jšie.
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Obr. 4: Hore pozadie, dole pohybujúce sa objekty-autá, metóda PCP pre zvolené para-
metry z teorému
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Obr. 5: Hore pozadie, dole pohybujúce sa objekty-autá, metóda PCP pre zvolené para-
metry z teorému
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Obr. 6: Hore pozadie, dole pohybujúce sa objekty-autá, metóda FB pre zvolené parametry
λL = 100 a λS = 0.5
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9 Záver
Cieľom tejto diplomovej práce bolo popísanie a hlavne implementácia algoritmov na od-
delenie pozadia a pohybujúcich sa objektov vo videosekvencii. V prvej kapitole sme sa
zaoberali riedkymi reprezentáciami signálov. Tieto poznatky sme ďalej zúžitkovali pri
odvodení algoritmov. Druhá kapitola stručne popisuje analýzu hlavných komponentov.
Na túto kapitolu ďalej nadväzuje robustná analýza hlavných komponentov, čo je pre nás
najdôležitejší základ pre ďalší postup v práci.
Práve RPCA má veľa aplikácií v teórií signálov. My sme sa zaoberali oddelením po-
zadia a pohybujúcich sa objektov vo videosekvencii. Túto úlohu môžeme formulovať ako
konvexný optimalizačný problém a nasadiť na ňu niekoľko algoritmov.
V prvom rade sme sa zaoberali proximálnymi algoritmami, konkrétne dopredne-spätným
delením. Tento algoritmus sme implementovali v prostredí MATLAB. Ďalším algoritmom
bola metóda rozšíreného Lagrangiánu. Táto metóda je najznámejšom metódou spomedzi
algoritmov založených na penalizačnej funkcii.
V poslednej kapitole sme zhrnuli poznatky a uviedli len pár obrázkov získaných vý-
počtom. Celé videá sú dostupné v prílohe alebo na CD. Zaoberali sme sa aj zrýchlením
výpočtu alebo zašumením dát.
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