Recently, two new spin-foam models have appeared in the literature, both motivated by a desire to modify the Barrett-Crane model in such a way that the imposition of certain second class constraints, called cross-simplicity constraints, are weakened. We refer to these two models as the FKLS model, and the flipped model. Both of these models are based on a reformulation of the cross-simplicity constraints. This paper has two main parts. First, we clarify the structure of the reformulated cross-simplicity constraints and the nature of their quantum imposition in the new models. In particular we show that in the FKLS model, quantum cross-simplicity implies no restriction on states. The deeper reason for this is that, with the symplectic structure relevant for FKLS, the reformulated simplicity constraints, among themselves, now form a first class system, and this causes the coherent state method of imposing the constraints, key in the FKLS model, to fail to give any restriction on states. Nevertheless, the cross-simplicity can still be seen as implemented via suppression of intertwiner degrees of freedom in the dynamical propagation. In the second part of the paper, we investigate area spectra in the models. The results of these two investigations will highlight how, in the flipped model, the Hilbert space of states, as well as the spectra of area operators exactly match those of loop quantum gravity, whereas in the FKLS (and Barrett-Crane) models, the boundary Hilbert spaces and area spectra are different.
Introduction
Loop quantum gravity (LQG) is a modern, background independent approach to the canonical quantization of general relativity. For reviews, see [1, 2, 3] . The kinematics of LQG are well-understood, whereas the dynamics is less well-understood. One approach to the dynamics is the canonical approach [4] . A second approach, which seeks to preserve manifest space-time covariance, is a sum-over-histories approach, leading to the spin-foam formalism [5] . In the search for a spin-foam model of quantum gravity, recent progress has been made in better understanding how to handle certain second class constraints -called the simplicity constraints. In the most prominent spin-foam model, the BarrettCrane model [6] , the simplicity constraints are imposed strongly as operator equations. Because of this, all intertwiner degrees of freedom in the spin-foam model are frozen out; this has caused problems with the semiclassical limit of the theory, as investigated in [7] . In response to this problem, it was realized that the simplicity constraints should be handled more carefully, as they are second class, with the hope that the necessary intertwiner degrees of freedom would be liberated. From this motivation, two alternatives to the Barrett-Crane model have recently been proposed [8, 9, 10, 11, 12] . These two alternative models can be viewed as corresponding to the case of small Barbero-Immirzi parameter γ, and the case of infinite Barbero-Immirzi parameter 1 . The value of γ affects only the symplectic structure of the canonical theory. For small γ and infinite γ, using the terminology of [8, 9] , this symplectic structure is, respectively, the "flipped" or "unflipped" symplectic structure. We will therefore refer to the small γ model [8, 9] as the "flipped vertex." The infinite γ model, as quantized in [11] , will be referred to as the FKLS (Freidel-Krasnov-Livine-Speziale) model.
Both of these models can be obtained by using the coherent state approach to solving the crosssimplicity constraints developed in [10, 12, 11] . In addition, the flipped model [8, 9] can be obtained using an approach to the constraints involving Casimir operators; as we will see in this paper, this can be viewed as a sort of master constraint [14] approach to solving the simplicity constraints. This is the original way in which the flipped model was derived. The fact that the model was later derived using coherent states was complete surprise at the time and greatly increased confidence in the model, as well as opening a possible avenue for investigating its semiclassical limit.
We will present a clarification of the constraint analysis involved in these two models. As a consequence, we will call into question the manner of imposing the constraints in the FKLS model. More specifically, we will note that if one tries to interpret the imposition of constraints in FKLS as an imposition of constraints on states, in fact, FKLS does not impose cross-simplicity at all -the SO(4) intertwiner spaces remain completely unconstrained 2 . The source of this will be found to be a curious property of the reformulation of the constraints at the heart of the two new spin-foam models: in the unflipped case the cross-simplicity constraints form a closed, first class algebra, whereas in the flipped case they do not. This is relevant for the following reason. The procedure of imposing the constraints in the new models [8, 9, 12, 11] consists in two steps: first impose the simplicity constraints and then average over SO(4) gauge-transformations. It is in the first step that one uses the coherent state approach. However, as we will show through a simple example, it seems that quite generally a first class constraint system cannot be imposed using coherent states: such a procedure seems to result in no constraints being imposed on the states, and this is what underlies the apparent difficulty with imposition of cross-simplicity in the FKLS model. (Thus, note that we are not questioning the coherent state method as such, but only its application in FKLS.)
Rather, with the reformulated constraints, in the case of the unflipped symplectic structure, because the cross-simplicity constraints now form a first class system, they should be imposed strongly in the first step mentioned above. But this leads to the Barrett-Crane model.
The "master constraint" approach to cross-simplicity allows one to be less concerned with the class of the constraints involved, as the master constraint program applies to any type of constraints, whether first or second class [14] . Using the master constraint approach (which, as we will see, is the same as the "Casimir operator" approach of [8, 9] ), for the unflipped symplectic structure, we obtain Barrett-Crane, whereas for the flipped symplectic structure, we obtain the flipped model of [8, 9] .
One result of this investigation is that, in the FKLS model, as the SO(4) intertwiner spaces are completely unconstrained, the boundary space is clearly not isomorphic to the Hilbert space of LQG, in contrast with the flipped model [8, 9] . In addition, we will close with a discussion of SO(3)-gaugefixed area operators. We will note that in the flipped model, the spectrum of this operator exactly matches that of the area operator in LQG, including numerical factors, whereas the spectra in the FKLS model and BC models are different.
A final note should be said regarding the FKLS model. Although the FKLS model does not impose cross-simplicity as a constraint on states, nevertheless it imposes cross-simplicity in a different, albeit less standard sense: the dynamics appears to suppress intertwiners that are far from the Barrett-Crane intertwiner. This viewpoint will be touched upon in the discussion section of the paper.
The paper is organized as follows. First, we will briefly review the structure of the classical discrete theory from [8, 9] . Then we will discuss the space of states satisfying cross-simplicity in the BC, flipped, and FKLS models. This will in part motivate a subsequent section discussing the relation between the coherent state method of imposing constraints, and the class of the constraints involved. Lastly, the area spectra are analyzed in the BC, flipped, and FKLS models and are compared with the spectra in LQG. Some final reflections on the significance of these results are then given.
Model and constraints

Discrete classical theory
Following [9] , we introduce a Regge geometry. That is, first we introduce a simplicial decomposition ∆ of space-time, consisting of 4-simplicies, tetrahedra, and triangles. These are dual respectively to verticies, edges, and faces in the dual 2-complex, and we shall denote them by v, t, and f . Geometry is flat on each 4-simplex. Curvature is concentrated on the "bones" f , and is coded in the holonomy around the "link" of each f .
The basic discrete variables for the theory can be motivated as follows. First, for each 4-simplex v, introduce a tetrad field e I µ (v), defined within v, and for each tetrahedron t, introduce a tetrad field e I µ (t), defined within the two 4-simplicies adjoining t. We require that all of these tetrads determine the same, locally flat geometry where they overlap, and we require that they all be covariantly constant with respect to the derivative operator determined by this geometry. For each t and triangle f therein, we then define B f (t) ∈ so(4) by
and for each 4-simplex v and tetrahedron t therein, we define (V
(1) and (2) are the basic discrete space-time variables. For each triangle f and each pair of tetrahedra
where the product is around the link in the clock-wise direction from t ′ to t. The constraints on the discrete variables may then be stated as follows.
⋆ e∧e, and one in which B = e∧e. For finite, non-trivial Barbero-Immirzi parameter, both sectors in fact yield GR, but the value of the Newton constant and Barbero-Immirzi parameter are different in each sector 3 . Therefore, in order to talk about one sector at a time in a coherent way, it is desireable to reformulate the simplicity constraints such that these two sectors are distinguished. In fact, this can be done: condition (3.ii) can be replaced with the condition that (3.ii') For each tetrahedron t, there exists an internal vector n I such that (
This reformulation of the constraint (3.ii) (the "off-diagonal", or "cross-simplicity" constraint) is central to the new models [8, 9, 11, 12] . When constructing the quantum theory, the above constraints are incorporated as follows. (1.) will be imposed prior to varying the action. (2.),(3.i), (3. ii') will be imposed in quantum theory. As noted in [9] , (3.iii) is automatically satisfied when the rest of the constraints are satisfied, due to the choice of variables.
The classical discrete action is [9] 
where U f (t) := U f (t, t) is the holonomy around the full link, starting at t, and where we have set κ = 8πG. From this we can read off the boundary variables as B f (t) ∈ so(4), U f (t, t ′ ) ∈ SO(4). One can also see that the variable conjugate to
The constant of proportionality is fixed in appendix C:
More precisely, each matrix component J f (t) IJ has as its Hamiltonian vector field the left invariant vector field on the group U f (t, t ′ ) corresponding to the lie algebra element J IJ defined in appendix A. Inverting the above equation gives
For the cases γ ≪ 1 and γ = ∞, this reduces to and for γ ≪ 1 (the flipped symplectic structure) they become
In the unflipped case, the constraints (13) close and so are "first class" in this sense. In fact their algebra is just that of so(3). In the flipped case, the constraints (14) do not close and so are "second class" in this sense.
Quantum kinematics
From the discrete boundary variables and their symplectic structure, one can write down the Hilbert space associated with a boundary or 3-slice. To do this, it is simpler to switch to the dual, 2-complex picture, ∆ * . For each 3-surface Σ intersecting no vertices of ∆ * , let γ Σ := Σ ∩ ∆ * . The Hilbert space associated with Σ is then
where |L(γ Σ )| denotes the number of links in γ Σ . LetĴ f (t) IJ denote (−i) times the left-invariant vector fields, determined by the basis J IJ of so (4), on the copy of SO(4) associated with the link l = f ∩ Σ determined by f , with orientation such that the node n = t ∩ Σ is the source of l. The B f (t)'s are then quantized asB
Next we promote (11) and (12) to quantum operators. We note that the first constraint commutes with the others and can be carried directly to quantum theory. In terms of the usual (generalized) spin-network basis Ψ ( j + , j − ), T labelled by spins (j + f , j − f ) on links and tensors T t at nodes, the first constraint implies
For either γ ≪ 1 or γ = ∞ this condition is satisfied by the simple representations of SO(4), i.e., j + = j − . In the following we will always specialize to either γ ≪ 1 or γ = ∞.
3 Cross-simplicity in the various models, and the solution spaces
Up until now, the quantum theory is standard, and the same as in the BC model. The difference among the BC model, the flipped model, and the FKLS model comes in the implementation of the cross-simplicity constraints. Whereas the diagonal simplicity constraints constrain the spins on the SO(4) spin-networks, the cross-simplicity constraints constrain the intertwiners. For simplicity of presentation, in this section we will consider a fixed node n and the intertwiner space at that node. We number the links at this node 1, 2, 3, 4. For external spins (j 1 , j 1 ), . . . , (j 4 , j 4 ), the space of possible tensors at the node n will be denoted
where H j denotes the carrying space for the spin j irreducible representation (irrep) of SU (2) and H (j + ,j − ) denotes the carrying space for the irrep of SO(4) labeled by the spins (j + , j − ). The associated intertwiner subspace at n will be denoted
In the following we will discuss the solutions to cross-simplicity in the various models prior to averaging over SO(4) gauge transformations, for simplicity of comparison. That is, we will discuss imposing the "gauge-fixed" cross-simplicity contraint (9) in the various models. In each model, this will give us a "gauge-fixed" solution subspace of T ( j, j) , which, when averaged over SO(4) gauge transformations will yield the final physical space of intertwiners to be summed over in the spin-foam sum, and to be used in building the physical boundary Hilbert space.
BC model
In the BC model, we take the unflipped symplectic structure -that is, γ = ∞. As noted above, the new, reformulated cross-simplicity constraints (9) in this case close, forming a first class system. Thus, the contraints (12) can all be imposed simultaneously as operator equations. We have C i f ∼ L i f ≈ 0, which restricts the intertwiner space to be one dimensional, being spanned by the one unique BarrettCrane intertwiner [17, 18] .
The new spin-foam models
Both of the new spin-foam models can be viewed as arising from the use of coherent states to impose the cross-simplicity constraints. The idea of using coherent states to impose second class constraints can be found, for example, in [19] (or in more implicit form in [20] ). The specific coherent states relevant for the new spin-foam models were introduced by Livine and Speziale in [10] . We here review these coherent states (see [10] and appendix B for further details).
Consider the SU (2) coherent states |j,n , where j ∈ N/2 andn is a unit vector in R 3 . |j,n may be defined as the m = j eigenstate ofn ·Ĵ, whereĴ i := i 2 σ i is a basis of the Lie algebra satisfying the usual angular momentum commutation relations. Starting with these, one can construct SO(4) coherent states by tensoring them together giving states of the form |j + ,n + ⊗ |j − ,n − . On such states, the expectation value of the constraint (12) is given by
One can see thatn + =n − andn + = −n − are solutions for γ ≪ 1 and γ = ∞ respectively. The first set of states define the flipped model [8, 9] as shown in [12] 6 . The second set of states define the FKLS model ( [11] , [12] ). In the first case the constraints (9) are actually satisfied as matrix elements: that is, given any two SO(4) coherent states |ψ and |χ constrained byn + =n − , we have χ| C i f |ψ ≈ 0. This fact is also true for the original form of the constraints C f f ′ as was noted in [8, 9] .
Up to now we have been considering only coherent states in the carrying space of a representation associated to a single face, but we could as well consider intertwiner spaces between the four faces meeting in a single tetrahedron. All we have to do to get a state in this space is to tensor four coherent states and project the resulting state into the gauge invariant subspace. Let us state this in equations. It will be convenient to first define the gauge-fixed tensors in the two models:
so that the + label corresponds to the flipped model and the − label corresponds to FKLS (the notation being motivated by the sign of the secondn on the right hand side). Projection of these to the SO(4) gauge-invariant subspace then yields
Transforming to the basis |j a ; i + , i − , one can check that these intertwiners can be written as
where the coefficients c i (n a ) are given in appendix B. The intertwiner states in the flipped model are symmetric under parity operation (that is, under interchange of self-dual and anti-self-dual components) and satisfy the C f f ′ as matrix elements. Intertwiners in the FKLS model are complex conjugated under interchange of self-dual and anti-self-dual parts, and satisfy the constraints only as expectation values.
Equations (22) and (23) specify a restriction to certain SO(4) coherent states in each model. What is the corresponding space of solutions to the cross-simplicity constraints? If the coherent states are to be considered solutions, and the solution space is to be a vector space, one has to consider the span of all the constrained coherent states as the solution space. We will look at these spans in the case of the flipped model and the FKLS model and see what they are; in the FKLS case we will see that the span is in fact the entire space of SO(4) intertwiners at the node. These constrained spaces of intertwiners for the models will then be the intertwiners one sums over in the spin-foam sum, as well as the spaces of intertwiners used in describing the boundary state space for each model.
For the purposes of describing these solution spaces, for each of the four links a = 1, 2, 3, 4 at the node of interest, letL i a denote the rotation generators introduced earlier, generating the SO(3) subgroup preserving the fixed vector n I . For each a,L i aLai is then the Casimir operator for the representation of this subgroup on each of the four links. For a given set of fixed external spins (j 1 , j 1 ), . . . (j 4 , j 4 ), the spectrum of each of these Casimir operators is {k a (k a + 1)} with k a ∈ {0, 1, . . . , 2j a }. One then has a decomposition of the tensor space at the node into the simultaneous eigenspaces of these SO(3) Casimirs:
That is, this is the decomposition of the tensor space into irreducible representations of the SO(3) subgroup preserving the chosen gauge-fixed n I .
The solution space for the flipped model
At the gauge-fixed level, the solution space for the flipped model is easy to state. In terms of the decomposition (26) , it is the k a = 2j a subspace:
See [11, 12] for proof that this is the space spanned by (20) (so that its projection to the gauge-invariant subspace is spanned by (22)). As noted above, the constraint operators corresponding to (14) (as well as the operators corresponding ot the original formulation of cross-simplicity in (3.ii) above) have zero matrix elements on this space. Furthermore, this space can also be obtained by imposing a sort of "master constraint" [14] constructed from the gauge-fixed constraints (12) . As above, label the links at the node n by a ∈ {1, 2, 3, 4}, and fix the spins j a on each of these links. For each link, labelled by a ∈ {1, 2, 3, 4}, one can then define a "master constraint"
acting on the space T ( j, j) . Each operatorM a has as minimal eigenvalue 2j a 2 (a value zero in the semiclassical limit 7 ). Just to better follow the prescription of [14] , let us sum these four master constraints into a single constraint for the node:
As all the constraintsM a commute with each other, the spectrum ofM n will just be the point-wise sum of the spectra of the operatorsM a , so that the minimal eigenvalue will be
following the prescription of [14] , we take the solution space to be the eigenspace ofM n with minimal eigenvalue
One can check that this space is precisely H 
The solution space for the FKLS model
In this subsection we wish to understand more explicitly the intertwiner solution space for the FKLS model:
For this purpose, let us first define, for each j ∈ N/2,
so that G j maps H (j,j) to H (j,j) . Here, d j := 2j + 1 is a dimension factor, andn o is an arbitrary unit reference vector in R 3 . Because of the integration over the action of g, the above expression is independent of the choice ofn o . G j so defined is in fact the same as the G j defined in equation (76) in [11] . Next, for a fixed node n with external spins, (j 1 , j 1 ), . . . (j 4 , j 4 ) , consider the map
where T ( j, j) is the tensor space introduced in (18) . One can see immediately from its definition that
But from equation (81) in [11] ,
7 The semiclassical limit is the limit → 0 while holding the analogues of classical quantities fixed. With diagonal simplicity satisfied, as here, the eigenvalues A 2 4 of the full SO(4) area squared are proportional to 2 j(j + 1). Thus, taking → 0 holding A 4 fixed, 2 j 2 approaches a constant, so that 2 j goes to zero.
where P k : H (j,j) → H (j,j) is the projector onto the spin k representation in the decomposition of H (j,j) into irreducibles of the fixed SO(3) subgroup (H (j,j) = ⊕ 2j k=0 H k ), and where C j k is given by
In (34), because all of the coefficients of the projection operators are non-zero, G j is manifestly invertible and hence its image is the entirety of H (j,j) . It follows that the image of G j is the entirety of T ( j, j) . Thus, from (33), the gauge fixed solution space for FKLS at the node n is the entirety of
. From this, in turn, it follows that, after projecting onto the SO(4) gauge-invariant subspace, we will obtain H
i.e., the final solution space for the intertwiners in the FKLS model is in fact all of the SO(4) intertwiners. Thus, if one is to understand the implementation of cross-simplicity in this model as a restriction on states (in particular, boundary states), then in fact we see that no constraint is imposed. The first significance of this is that it shows clearly that the boundary Hilbert space of the FKLS model is not isomorphic to the Hilbert space of LQG, whereas there are strong indications that the boundary Hilbert space of the flipped model [8, 9] is so isomorphic. Secondly, it raises questions as to the method used to incorporate cross-simplicity in FKLS. It is true there is still a sense in which cross-simplicity is imposed: cross-simplicity still affects the final vertex amplitude in the FKLS model. However, it is unusual for a constraint to only manifest itself in this way.
One more remark is in order. As noted in subsection 3.2, the expectation values of the constraint operatorsĈ j f with respect to the FKLS coherent states (21) are in fact zero. However, the matrix elements of these constraint operators with respect to these states are not zero. This highlights the importance of satisfying the constraints by matrix elements, and not just by expectation values: for the former is closed under linear combinations, whereas the latter is not. The mere fact that the constraintsĈ j f have zero expectation value on the "solution" states (21) tells us nothing about their span, and in fact their span is the whole intertwiner space.
The coherent state approach and first class constraints
We propose that the reason the coherent state approach fails to constrain the states in FKLS is due to the first class nature of the cross-simplicity system of constraints in this case. More generally, we suggest that one should be careful when using the coherent state method when the constraints are not fully second class, as it may underimpose the constraints on the state space. We support such a claim with a simple example that we hope captures the essence of the problem.
A simple example
A simple example suffices to show why this should be the case. In order to keep things conceptually clear, we first consider a single simple harmonic oscillator with phase space {(q, p)} and the standard Poisson brackets {q, p} = 1. The kinematical quantum state space is then the standard H kin = L 2 (R), withq andp acting in the usual way by multiplication and derivation. Consider the standard (unnormalized) family of coherent states for the simple harmonic oscillator:
Consider the pair of second class constraints q = 0 and p = 0.
The solution space for this pair of constraints, using the coherent states (37) is
i.e., the one dimensional space spanned by the vacuum. Thus, one obtains an actual constraint on the state space, and it is in fact what one expects: classically the constraints (38) completely constrain the phase space to a point. Likewise, in the final quantum theory, there is only a single state, modulo rescaling. Consider now instead the first class system
The solution space of this constraint, using the coherent states (37) is
where the overbar denotes Cauchy completion. It is not hard to see that in fact H . Now, one may think at first glance that this is a rather trivial example. However, one can easily extend it to an arbitrary number n of simple harmonic oscillators. In this case the kinematical Hilbert space H kin decomposes into a tensor product of kinematical Hilbert spaces, one for each oscillator:
and the coherent states Ψ coh ( qo, po) correspondingly decompose into a tensor product of coherent states
Finally, for some m < n, one can consider either the second class set of constraints q i = 0 and
or the set of first class constraints
Imposing these two sets of constraints using the coherent states (43) then yields conclusions similar to those for the single simple harmonic oscillator. For the case of the second class constraints (44), the state space is reduced to that of n − m simple harmonic oscillators, as one would expect. However, for the case of the first class constraints (45), no constraint is imposed on the state space.
The classes of constraints in the flipped case
One can also repeat the multiple-simple-harmonic-oscillator example of the last subsection, but mix the first and second class constraints. If one then imposes the constraints using the coherent states, one finds that the state space is reduced, but not as much as it should be. This then raises a question. In the case of the flipped model, it is true that the cross-simplicity constraints are not first class. However, as shown in appendix A, neither are they purely second class. There is a first class component given byC
But as one can see, this first class component is just the diagonal simplicity constraint for the link. The coherent states (20) are sharply peaked with respect to this constraint, and so use of the coherent state method does not cause "spread" in this constraint 8 . As a consequence, the coherent state method, in this case, actually imposes (46) strongly, as it should 9 .
The master constraint method is "smart enough" to impose first class constraints strongly and second class constraints weakly, so that the existence of a first class component is of no concern for the master constraint method. The fact that the coherent state method and master constraint method match for the flipped model can thus be taken as a further check that the chosen coherent states (20) handle correctly the issue of the class of the constraints.
The spectra of the area operators
In this section, we will analyze the spectra of area operators in the two models, and compare these spectra with those found in loop quantum gravity. We will find that the area spectrum of the model for small γ [8, 9, 12] matches that of loop quantum gravity. The area spectrum of the model for infinite γ [11, 12] (FKLS model) will be found to be quite different.
The section is organized as follows. First, a derivation of the spectra of the area operators for general γ will be given. For γ ≪ 1 and γ = ∞, we then show that the LQG spectrum, or, respectively, that of [21] is obtained.
Areas: Classical analysis
Classically, the area of a triangle f is given by
8 This is partially related to the fact that the coherent states (20) (and (21)) are only partially coherent states: they are coherent states with respect to the operatorsB f (t) IJ , but not with respect to the connection operatorsÛ f . This is why it is possible for the coherent states to be sharply peaked with respect toB ·B =Ĉ 9 Showing how extraordinarily well-adapted the coherent states (22) are for imposing these constraints. 10 To see this, choose Cartesian coordinates (x 1 , x 2 ) in the triangle f ; then
When the gauge-fixed cross-simplicity constraints (9) hold, the B ij f vanish and the above quantity is equal to
which we refer to as the gauge-fixed area of f . Rewriting (48) in preparation for quantum theory, using
Areas: Quantum analysis
Let us take a look at the quantum area operators. Working in the SO(4) (generalized) spin-network basis,Â 4 (f ) is diagonal with eigenvalues
The spectrum ofÂ 3 (f ) can be easily calculated and is given by:
For small γ and infinite γ, diagonal simplicity dictates j + = j − ≡ j(∈ N/2). In these cases, the spectrum ofÂ 4 (f ) 2 reduces to 4κ 2 γ 2 j(j + 1) for γ ≪ 1, and to 4κ 2 j(j + 1) for γ = ∞. The spectrum ofÂ 3 (f ) 2 reduces to
It is interesting to note that in the small γ case, the dependence of the spectrum on γ is exactly the same as in LQG, whereas in the large γ limit, all dependence of the spectrum on γ vanishes. Furthermore, note the latter spectrum is exactly the Euclidean analogue of the Lorentzian area spectrum presented in equation (24) of [21] . This is in part not surprising, as, in [21] , the B variables are quantized as the generators of SO (4), which, as can be seen from (16), is the symplectic structure corresponding to the γ = ∞ case 11 .
Incorporation of the cross-simplicity constraints in the BC model leads to the area spectrum (53) with k set to zero. Incorporation of the cross-simplicity constraints for the flipped and FKLS models, however, does not change the spectra (52), (53). In the flipped case, cross-simplicity tells us that k = 2j, whereas in the FKLS model, as discussed in the last two sections, there are no restrictions on the space of states from cross-simplicity.
Let us next recall that in the classical theory, the gauge-fixed area A 3 (f ) equals the non-gaugefixed area A 4 (f ). What happens to this equality in quantum theory? The fate of this equality is different in the FKLS, flipped, and BC models; we first state what happens in each of the models and then shed light on why. First, in the FKLS model, the spectra are completely different. In the flipped model, the spectra differ only by an order of j, a term which is zero in the semiclassical limit. Finally, in the BC model, the spectra are exactly equal even in the quantum theory. To see why these observations are true, we first note that the difference between the gauge-fixed and non-gauge-fixed areas is proportional to the sum of the squares of the gauge-fixed cross-simplicity constraints (9) -the master constraint M tf for cross-simplicity at a given t and f . It is then easy to see why in the FKLS case the spectra are completely different: in FKLS, cross-simplicity is not imposed at all as a restriction on states, so that there is no restriction on the eigenvalues ofM tf . In the flipped model, one does impose cross-simplicity on states, and as noted earlier, the method of imposing cross-simplicity can even be viewed as choosing the minimal eigenvalue of the master constraint. The minimal eigenvalue is a quantity zero in the semiclassical limit, and this is why, in the flipped model, the spectra of the gauge-fixed and non-gauge-fixed areas differ by a quantity that is zero in the semiclassical limit. Finally, in the BC model, the cross-simplicity constraints (13) are imposed strongly, directly as operator equations, so that the difference between the operatorsÂ 4 (f ) andÂ 3 (f ) is exactly zero after imposing of cross-simplicity.
It remains to address a natural question.Â 3 (f ) is not an SO(4)-Gauss gauge invariant quantity. One may then ask: why are we then interested in the the spectra (52), (53)? As noted in footnote 5 above, the gauge-fixing involved in defining A 3 (f ) is a part of the time gauge which is used in LQG. Thus it is natural to look at the area A 3 (f ) when comparing spectra with those in LQG. Furthermore, we are considering these spectra in the spirit of [22] . That is,Â 3 (f ) is viewed as a partial observable: it is to be made into a complete observable by coupling it with an appropriate choice of clock [22, 23] (and not by group averaging it). In the present case, the relevant gauge freedom is the internal tetrad degrees of freedom; therefore, an appropriate clock would have to be constructed from a field that is sensitive to this internal freedom, such as a spinorial matter field. The spectrum of the resulting complete observable will probably depend on which clock is used. The kinematical spectrum is then seen as a "clock-independent spectrum"; its physical meaning is discussed, e.g., in [22] .
Discussion
In this paper, we have discussed properties of the two recently proposed spin-foam models [8, 9] and [11, 12] , which we refer to as the flipped model and FKLS model, respectively. In particular we have recalled that the boundary Hilbert space of the flipped model matches the Hilbert space of LQG, whereas we have shown that the boundary space of the FKLS model is completely different. The area spectra of the two theories were also compared, and it was found that in the flipped case, the (SO(3)) area spectrum exactly matches that of LQG, whereas in the FKLS model, the spectra are completely different. In the case of the BC model, the boundary Hilbert space differs from that of LQG in that the BC model has no intertwiner degrees of freedom; and the BC area spectrum differs from that of LQG -it does not depend at all on the Barbero-Immirzi parameter.
Furthermore, an unusual aspect of the FKLS model was pointed out: in the FKLS model, crosssimplicity is in fact not imposed on states. This was seen to be due to the fact that the gauge-fixed cross-simplicity constraints in fact become a first class system, and FKLS uses a coherent state method in imposing them. That is to say, not only does the first class nature of the constraints tell us that the use of coherent states is not needed (since the constraints can now be imposed strongly), it also tells us that the use of coherent states will lead to no constraint being imposed on states. Nevertheless, it is possible that this is not a fatal problem. For, the strategy used in [11, 12] to construct the FKLS model is such that cross-simplicity has an effect on the final vertex of the model. More specifically, the vertex seems to suppress intertwiners that are far from the BC intertwiner. This heuristic statement comes from the fact that the coefficients C j k in (35) appear in the FKLS amplitude sum:
where A Grav (j f , k tf , l t ) is as in equation (84) of [11] . The coefficients C j k are peaked for k = 0 and vanish for large k. k = 0 corresponds to the Barrett-Crane intertwiner, whence it appears that the FKLS model favors propagation of the Barrett-Crane intertwiner. This seems to be the sense in which FKLS imposes cross-simplicity: in this light, one can see how FKLS is a weakened version of the Barrett-Crane model, but not weakened to the point of being BF theory. Nevertheless, as we have said, this way of imposing constraints is somewhat unusual.
In summary, the flipped model exactly matches LQG at the level of Hilbert space structure and area operators, whereas the FKLS model and BC models do not. Furthermore, in the FKLS model, it was found that no cross-simplicity is imposed on states, raising questions as to how much its quantization of these constraints should be trusted. Forthcoming papers are in preparation on the Lorentzian case and the case of arbitrary γ [24, 13] ; these will further clarify these issues. 
The Casimirs (
, respectively, and irreducible representations of SO(4) are labeled by pairs (j + , j − ).
Finally, the generators of rotations and boosts in the chosen frame
and they satisfy the algebra
With these formulae, it is easy to analyze the algebra of the gauge fixed off-diagonal simplicity con-
The first thing we note from this expression is that, for finite non-zero γ, the algebra of constraints {C f , so that the algebra closes and forms a first class system. Let us investigate further the cases of finite γ and of γ ≪ 1. In these cases the constraints are second class, but we know that they cannot be purely second class, as the constraints C i f are three in number, and second class constraints always come in pairs. Thus, there must exist a first class component in the constraints. In fact, one can determine the first class component from (62). The (phase space dependent) null vector of the poisson bracket (62) matrix can be read off as
so that the first class component of the cross-simplicity constraints is
For small γ this reduces toC
which is just the diagonal simplicity constraint for small γ.
B Coherent states
In this appendix we review the construction of coherent states for SU (2) and SO(4) and derive the coefficients c i (n a ) referred to in the main text. For details see [10, 25] . Coherent states for SU (2) are defined as follows. Consider the carrying space H j of the spin j representation of SU (2). This is spanned by the states {|j, m } , m ∈ N/2, |m| ≤ j. Consider now the states invariant under the U (1) subgroup that generates rotations around the z axisê z . Any element of the basis above satisfies this requirement. Next, we select from among these states those that minimize the uncertainty ∆ 2 := J 2 − J · J . There are two such states: |j, ±j . Coherent states are defined by acting with SU (2)/U (1) ∼ S 2 on each of these states. Of the two states |j, ±j , it is thus sufficient to restrict consideration to |j, j , as the other can be obtained by a rotation of angle π around any vector in the xy plane. For each unit vectorn ∈ S 2 , we then define the coherent state |j,n := g(n)|j, j
where g(n) ∈ SU (2) denotes the group element that rotatesê z into the directionn. Explicitly, if, in coordinates,n is given byn = (sin θ cos φ, sin θ sin φ, cos θ), then g(n) may be taken to be exp(iθm · J), wherem := (sin φ, − cos φ, 0) is a unit vector orthogonal to bothê z andn, and J are the generators of the algebra. These coherent states so defined clearly form an overcomplete basis of the space H j . The decomposition of the coherent state |j,n in the usual basis |j, m is given by:
where D j (g) denotes the representation matrix of the group element g acting on the carrying space H j . Furthermore, the following identity will be useful in what follows:
where we have used the fact thatD
We also give some useful formulas for calculating expectation values:
and
In particular this allows to compute:
Now, using the local isomorphism SO(4) ∼ loc. SU (2) × SU (2), one can use SU (2) coherent states to define SO(4) coherent states. We then define SO(4) coherent states as given by the action of
These states form an overcomplete basis of the carrying space H j + ⊗ H j − . Among these there are two classes of states that will be of more interest, given by j + = j − andn + = ±n − , as they solve the simplicity constraints for the case of flipped and unflipped symplectic structure, as noted in the main text.
We are now ready to calculate the coefficients c i (n a ) given in the main text. Remember the form of the intertwiner for both the flipped (I + ) and the FKLS (I − ) models:
Let us first write these states in the |j, m basis as above:
(73) where we have written G = (g + , g − ), g a := g(n a ) and summation over repeated indices is understood. Integration over g ± gives four valent intertwiners of SU (2), C
. Defining |i ± ; j a :=
a |j a , m ± a , one can rewrite the last equation as:
One can then readly read the form of the coefficients c i + (n a ):
The fact that for I − the coefficients for the anti self dual part are conjugated in eq. (25) comes from eq. (68) above and some elementary properties of the Clebsch-Gordan coefficients.
C Fixing the scaling of the symplectic structure
In this appendix we fix the scaling of the symplectic structure in the classical discrete theory and so determine the correct coefficient in (5) .
There are two possible ways to fix the coefficient in the symplectic structure: (1.) by first fixing the coefficient in the discrete action and then deriving the symplectic structure from the discrete action, or (2.) by setting the Poisson brackets of the discrete variables equal to their Poisson brackets in the corresponding continuum theory. The former, although seemingly more systematic, is problematic, first because the manner of fixing the coefficient in the discrete action is not fully understood 12 , and second because the manner of deriving the symplectic structure from the action in [9] is not completely standard.
Thus, we carry out the second option. The symplectic structure of the discrete theory is implicitly specified by equation (5) in the main text, J f (t)
IJ being defined to be the phase space function whose hamiltonian vector field is the left-invariant vector field, on the group U f (t ′ , t), corresponding to the Lie algebra element J IJ defined in appendix A. We begin by replacing equation (5) with
where now λ ∈ R is a coefficient to be fixed by comparison with the continuum theory (onshell with respect to the Gauss constraint/closure constraint). We will show that this manner of fixing the coefficient results in precisely the coefficient appearing in (5) in the main text.
In the continuum BF theory, we start from the action [2] . To simplify the following derivations from the action, define
12 Naively one would think one could fix the scaling in the action by requiring the discrete action to be approximately equal to the corresponding continuum action. However, there is a difficult with this. In the derivation in [9] , if one is more careful with numerical factors, one finds that in relating the bulk discrete action to the bulk continuum action, there is a missing factor of 12, because the shape of the elementary volume associated to each face in the sum was not taken into account. However, in comparing the discrete boundary action with the continuum boundary action, there was a missing factor of 3 (again because of the shape of the elementary volumes in the sum). But if one corrects the discrete bulk and boundary actions with these factors, so that they equal their continuum counterparts in the continuum limit, then the action will no longer be approximately additive, a requirement noted in [9] and [26] .
Following the prescription for deriving symplectic structure used in [2] and [27] , we vary the action (77) to obtain the symplectic one-form
The symplectic structure of the theory is then
so that the basic non-trivial Poisson brackets in the continuum theory are
where ǫ abc is the Levi-Civita symbol (Levi-Civita tensor density of weight −1). Given an edge ℓ, with source point n, let U ℓ (n) denote the parallel transport defined by ω IJ a along ℓ, starting at n. Given an oriented 2-surface S, define the "flux" P (S)
IJ by
If S is a 2-surface and ℓ is an edge 'above' S, with source node n in S, being careful with numerical factors, one finds the Poisson bracket between P (S) IJ and U ℓ (n) to be exactly
where (J IJ ) M N := 2δ
N is the basis (modulo the skew symmetry in the IJ label) of so(4) introduced in appendix A. Now, consider a graph γ with only 4-valent nodes. Consider the abstract triangulation ∆ 3 = γ * dual, within the 3-slice Σ, to the graph γ. In the following, we will motivate, by algebraic considerations, an identification, of the the variables of the canonical discrete theory based on ∆ 3 , with certain variables of the present continuum theory. Let Ψ( U) be a function of the parallel transports along the links in γ. Consider a node n and adjacent link ℓ in γ. Call the other three links at n ℓ 1 , ℓ 2 , ℓ 3 . Finally, let t, f, f 1 , f 2 , f 3 denote the tetrahedron and abstract triangles in ∆ 3 dual to n, ℓ, ℓ 1 , ℓ 2 , ℓ 3 respectively. Construct a 2-surface S n,ℓ which intersects γ only at the node n, with ℓ 'above' and ℓ 1 , ℓ 2 , ℓ 3 'below' S n,ℓ . The Poisson bracket of P (S n,ℓ ) IJ with Ψ( U l ) is given by
where L IJ (n,ℓ) denotes the left invariant vector field, on the parallel transport U ℓ (n), associated to the lie algebra element J IJ . Comparison of (84) with the discrete theory leads us to identify the following quantities in the continuum and discrete theories
where, as defined in section 2.1, J ℓ (n) IJ denotes the phase space function in the discrete theory whose Hamiltonian vector field is the left-invariant vector field on U ℓ (n) corresponding to the Lie algebra element J IJ . Imposing the closure constraint in the discrete theory reduces this to
