A method for solving cyclic block three-diagonal systems of equations is generalized for solving a block cyclic penta-diagonal system of equations. Introducing a special form of two new variables the original system is split into three block pentagonal systems, which can be solved by the known methods. As such method belongs to class of direct methods without pivoting. Implementation of the algorithm is discussed in some details and the numerical examples are present. The Maple and the Matlab programs are also present in appendices.
Introduction
The cyclic penta-diagonal systems (CPDS) and cyclic block penta-diagonal systems (CPDS) of linear equations are typically found in numerical solution of one or multidimensional boundary value problems subject to periodic boundary solutions, an approximation of multidimensional periodic functions using splines, etc. These systems can be classified as sparse linear systems ( [7] ). There exist a relatively large number of good general and/or special purpose programs which can be used for solving these systems via direct or iterative methods ( [2] , [3] , [4] , [5] , [6] , [7] , [8] ). arXiv:0803.0874
In this paper the method that generalizes the method for solving cyclic block threediagonal system of linear equations ( [1] ,) will be generalized for solving the CBPDS.
The algorithm, a description of the implementation, and a numerical example will be presented.
The algorithm

Consider the CBPDS of linear algebraic equations
Ax f = 
is a cyclic block penta-diagonal system matrix, By generalization the idea for the solution of a cyclic block tridiagonal system present in [1] , which generalized the method present in [7] , we introduce the two unknown vectors u and v of the form ( ) ( )
where are α , β , γ and δ are scalar auxiliary parameters. By inserting (3) into the first two and the last two equations of (1) one obtains the following block penta-diagonal system Ax f =
where 1  1  1   2  2  2  2   3  3  3  3  3   2  2  2  2  2   1  1  1 
( )
By introducing the matrices where matrices Inspection of this system suggest that its solution can be sought in the form 
This can be satisfied identically if each term is set equal to zero. In this way one obtains three block penta-diagonal systems with equal system matrices:
These systems can be -similarly as block three-diagonal system -solved in three steps ([3] , [8] ): 
• Back substitution ( )
Once systems (10) are solved the equations for computing the unknowns u and v are obtained by substituting (8) into (3) which results in the following auxiliary system of equations ( )
After this system is solved the final solution of the system (1) is obtained by (8) .
Obviously the present algorithm works if all matrices that have to be inverted are non- 
This system has the solution
It can be shown that in this case 
Implementation
The implementation of the algorithm can be done in practice with several simplifications regarding computer memory. 
However in all the cases the average error is below 5 10 − . 
are circulant matrices. For calculations both MATLAB and Fortran implementation was used so the execution time can be compared. The results are given in Table 2 .
Comparing with results from [5] (Table 2) one can see that the MATLAB execution time of algorithms are almost similar however the special purposed algorithms in [5] give more accurate results with error of order 
with periodic boundary condition one obtains the cyclic block penta-diagonal system for 2n unknowns ( )
The above system is solved with several different numbers of intervals. At each run the Err and average error ε are recorded 
The results are presented in Table 3 . As can be seen from the table, the average error decreases with the number of intervals n. A somewhat detailed analysis shows that ε decreases as 
