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Abstract 
Assume that {P~(x)}~0 are orthogonal polynomials relative to a quasi-definite moment functional a, which satisfy 
a differential equation of spectral type of order D (2 ~<D <~ oo): 
D 
Lo[y](x) = ~ ~(x)y(i)(x) = 2,y(x), 
i=1 
where f/(x) are polynomials of degree ~< i. Let q5 be the symmetric bilinear form of discrete Sobolev type defined by 
dp(p,q) = (a, pq) + Np(k)(c)q(k)(c), 
where N(=fi 0) and c are real constants, k is a non-negative integer, and p and q are polynomials. 
We first give a necessary and sufficient condition for ~b to be quasi-definite and then show: If q5 is quasi-definite, then 
N,k;c  oo the corresponding Sobolev-type orthogonal polynomials {R, (x)},=0 satisfy a differential equation of infinite order of 
the form 
N ao(x,n)y(x) + ~ai(x)y(i)(x + LD[y](x) = )~,y(x), 
i=1 
where {ai(x)}~=o are polynomials of degree ~<i, independent of n except ao(x) := ao(x,n). We also discuss conditions 
under which such a differential equation is of finite order when a is positive-definite, D < oo, N >_- 0, and k = 0. 
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I. Introduction 
In [1 1], Koomwinder introduced the generalized Jacobi polynomials {Pna ' f l 'M 'N(x)}n¢~=O , which are 
orthogonal on [-1, 1 ] relative to the Jacobi weight plus two point masses at x = + 1 
F (c~+f i+2)  _x )~( l+x)~+Mb(x+l )+Nb(x_  1), 
2~+~+1F(7 + 1)r(/~ + 1) (1 
where a > - 1, fl > - 1, M/>0, and N 1>0. As a limiting case, he also found the generalized 
{L.' (x)}.=0, which are orthogonal on [0 ,~)  relative to the Laguerre weight Laguerre polynomials ~M 
plus a point mass at x = 0: 
1 
x ~ e-X F(a + 1 ) + Mb(x), 
where 7 > -1  and M ~> 0. Koekoek and Meijer [10] introduced the Sobolev-type Laguerre polynomials 
{L~'M'Nt'x ~l~ which are orthogonal relative to the Sobolev inner product n k ." Jn=O'  
1 p(x)q(x)x ~ e -x dx + Mp(O)q(O) + Np'(O)q'(O), 
¢(P 'q ) -  F(e + 1) 
where ~ > - 1, M ~> 0, and N ~> 0. 
On the other hand, Koekoek and Koekoek [8] (see also [1]) showed that {L~'M(x)}~o satisfy 
a unique differential equation of the form 
M~ai(x)y(i)(x) + xy"(x) + (~ + 1 - x)y'(x) + ny(x) = 0. (1.1) 
i=0  
For symmetric generalized ultraspherical polynomials {P~'~'M'M(x)}~=O, Koekoek [7] found a dif- 
ferential equation of the form 
oo 
m~ai(x)y( i)(x) + (1 - xZ)y"(x) - 2(a + 1)xy'(x) + n(n + 2a + 1)y(x) = 0. (1.2) 
i=0  
Some special cases of (1.1) and (1.2) can also be found in [12, 16]. 
Recently, Koekoek et al. [9] (see also [6]) construct all differential equations of the form 
co (x3 oo 
m~ai(x)y(O(x) + N~bi(x)y(i)(x) + mN~ci(x)y(i)(x) 
i=0  i=0 i=0 
+xy"(x)  ÷ (~ + 1 - x)y'(x) + ny(x) = 0 (1.3) 
{rn (X)}n=0. satisfied by the polynomials u,M,N ¢~ 
In all the above three differential equations (1.1)-(l.3), ai(x), bi(x), and ci(x) for i~>0 are poly- 
nomials of degree ~< i and they are independent of n for i/> 1. Moreover for M > 0 in case of 
{L~'M(x)}~__O and {Pn~'~'M'M(X)}n~=O and for M+N>0 in case of {L~n'M'N(X)}n~__O, these differential 
equations are of finite order only for nonnegative integer values of a. 
We note that the differential equation (1.1) for ~,M {L n (X)}n= 0 is unique but the differential equa- 
{L n, , (X)}n= o is not unique in general. tion (1.3) for o;MN co 
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We also note that in all above three cases, the inner products involved are always positive-definite 
and point masses are given at the end points of the interval of orthogonality for classical Laguerre 
or Jacobi polynomials. 
Motivated by these examples, we consider any quasi-definite (not necessarily positive-definite) 
moment functional a of which the corresponding orthogonal polynomials {P,(x)}~0 satisfy a differ- 
ential equation of spectral type of order D (2 ~< D ~< o<z): 
D 
LD[y](x) = ~ ft(x)y(O(x) = 2.y(x), (1.4) 
i=l 
i 
where each f~(x) = ~ f/ix j is a polynomial of degree ~<i, independent of n and 2. are eigenvalue 
j=O 
parameters given by 
2, = #1in + #22n(n - 1) + . . .  + foDn(n - 1) . . . (n  - D + 1). 
Now, consider the following point mass perturbation of a: 
O(p(x), q(x)) := (a, p(x)q(x)) + Np(k)(c)q(k)(c), (1.5) 
where N(¢  0) and c are arbitrary real numbers and k is a nonnegative integer. Then, ~b(., .) defines 
a moment functional when k = 0 or a Sobolev-type quasi-inner product when k > 0 on the space of 
polynomials. We first find a necessary and sufficient condition for ~b(., . ) to be quasi-definite. When 
4~(',') is quasi-definite, we show that the corresponding orthogonal polynomials atisfy a differential 
equation (not unique in general) of the form 
N ao(x,n)y(x) + ~ai(x)y(°(x +LD[y](x) = 2,y(x), (1.6) 
t=l 
where each at(x) is a polynomial of degree ~<i, independent of n except ao(x,n). In particular, if 
P~k)(c) ¢ O, n>~k + 1, then we show that there is a unique such differential equation with at(x) - O, 
l <~ i <~ k. 
Finally, we find necessary conditions for the differential equation (1.6) to be of finite order when 
a is positive-definite, D < ec, N > 0 and k = 0. 
2. Preliminaries 
All polynomials throughout this work are assumed to be real polynomials of a real variable x. The 
linear space of all such polynomials is denoted by ~.  We shall denote the degree of a polynomial 
n C ~ by deg(n) with the convention that deg(0)=-1 .  By a polynomial system (PS), we mean 
a sequence of polynomials {~b,(x)}~0 with deg(q~,)= n (n~>0). We call any linear functional 
a : ~ -+ E a moment functional and denote its action on a polynomial n by (a, n). 
We say that a moment functional a is quasi-definite (respectively, positive-definite) if the moments 
~. := (~,x") (n>0)  
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of a satisfy the Hamburger condition 
An(o) := det[ai+j]~,j= 0 # 0 (respectively, A , (a )>0)  
for each n >i 0. 
More generally for any symmetric bilinear form 05(., .) on ~ x ~,  we call the double sequence 
05m, n := 05(xm, Xn) (m and n~>0) 
the moments of 05(., .) and say that 05(., .) is quasi-definite (respectively, positive-definite) if 
An(05) := det[05i,j]i~,j=o ~ 0 (respectively, An(05)>0) 
for each n ~> 0. 
A symmetric bilinear form 05(-, .) is quasi-definite (respectively, positive-definite) if and only if 
there are PS {Rn(x)}~0 and real constants kn # 0 (respectively, kn > 0 ) for n/> 0 such that 
05(Rm(x),Rn(x)) = kn6mn (m and n>~0). (2.1) 
Moreover, in this case, each Rn(x) is uniquely determined up to an arbitrary nonzero factor. 
When the symmetric bilinear form 05(.,-) is quasi-definite, we call a corresponding PS {Rn(x)}~ 0 
as in (2.1) an orthogonal polynomial system (OPS) relative to 05(., .). 
3. Infinite order differential equations 
Throughout this section, we consider a quasi-definite moment functional a on ~ and let {Pn(x)}~0 
be a corresponding OPS and 
~-.Pi(x)P,(y) n>>.O 
Kn(x, y) = ~ (a,p/2(x)), 
the kernel polynomial of order n associated to {Pn(x)}n~ o. We also set 
~r+s 
K(r'S)(x' Y) -- t?x r~-;Kn(x'vy y)" 
Proposition 3.1. The symmetric bilinear form 05(., .) /n (1.5) /s quasi-definite if and only if 1 + 
NK(~k,k)(c,c) # O, n>~O. I f  05(.,.) is quasi-definite, then a PS {Rn(x)}~0, where 
+ NK~"_ 1 (c, c))Pn(x) - -  Np~(k)(c)K~°'_~)(x, c , n >~ 0 (3.1) Rn(x) = (1 (kk) 
is an OPS relative to 05(., .) and then 
05(Rn(x),Rn(x)) = (1 + NK~k'k)(c,c))(1 + NK~])(c,c))(a, P2), n>~O, (3.2) 
where K_l(x,y) = O. 
Proof. Assume that 05(., .) is quasi-definite and let {kn(x)}~0 be an OPS relative to 05(., .). Then 
we can express _~,(x) as 
n 
kn(X) = ECn,;ej(x). 
j=o 
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k From the orthogonality of {Pn(x)}~= o and { .(X)}n= 0, we obtain 
(a, RnPj) ~ , O<~j<~n-- 1, 
Cn,j-- --~--p--~) = (ff, knPn) 
J=n  
and so 
Rn(X ) -- ((7' knPn-------~) Pn(X) -- gk(nk)(c)g~O'kl)(X , C). 
Differentiating (3.3) k times and then evaluating at x = c, we obtain 




(k k) Now we claim that 1 +NK~k-~)(c, ) # 0, n ~> 1. If 1 +NK,'- 1 (c, c) = 0 for some n ~> 1, then, by (3.4), 
P~k)(c) = 0 and so 1 +NK~,k'k)(c,c) = 0. Thus we obtain P~mk)(C) = O, m>~n by induction. By differ- 
entiating k times the three term recurrence relation satisfied by {Pn(x)}~0, we obtain P~mk-1)(C) = O, 
m ~>n + 1. Continuing the same process, we obtain Pm(C) = O, m>>.n + k, which is a contradiction 
p. since any two consecutive polynomials from { ,(X)}n= 0 cannot have a common zero. 
By substituting R(nk)(c) from (3.4) into (3.3) and letting 
.... (kk), c))(a, pZ)k.(x), (1 + lV/kn'_.' 1 I,C, 
R.(x) = (a,R.P.) 
we obtain expression (3.1). Conversely, let 1 +NKt,~,k)(e,c) # 0 for all n~>0. Define R.(x) by (3.1). 
Then {R.(X)}n~=O is a PS and it is easy to show the orthogonality (3.2). [] 
Proposition 3.1 for k = 0 and k = 1 is proved in [17] and [18] respectively. 
Let 
Ri(x)Ri(y) 
G,(x, y) = ~=odp(Ri(x),Ri(x)) 
be the kernel polynomial of order n associated to {Rn(x)}n~ 0. 
Proposition 3.2. For any nonnegative integers r and s, we have 
~( a(°'r)(x, y), ~)(x) ) = (9(r)(y) 
for any polynomial dp(x) of  degree <<.n (reproducing property) and 
G~r'S)(x, y) = K(r,S)(x, y) - NK~r'k)( x, c)K(nk'~)(C, y) 
1 -6 NK~k'k)(c, c) 
Proof. The reproducing property of Gn(x,y) is easy to obtain (cf. [2, 19]). 
(3.5) 
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We can write Go(x, y) as 
/i 
Gn(x, y) = ~Cni(y)~(x),  
i=0  
where C~(y) are polynomials in y. By using the orthogonality of {Pn(x)}~0 and the reproducing 
property of  Gn(x, y), we obtain 
G~k,°)(c, y)Pi~k)(c) P~(Y) N O<~i<n Cni (y) -  (¢x, p2---- ~ (or, p2) , 
and so 
Gn(x, y) = Kn(X, y) - NG~k'°)(c, y)K~°'k)(x, c). 
Differentiating (3.6) k times with respect o x and evaluating at x = c, we obtain 
G~k'°)(c, y)(1 + NK~k'k)(c, )) = K~k'°)(c, y) 
and so 
(3.6) 
K~°,k)(x, c)K~k,°)(c, y) 
On(X, y) = Kn(x, y) - N 
1 + NK~k'k)(c, C) 
from which (3.5) follows. [] 
From now on, we always assume that the OPS {Pn(x)}~ 0 relative to ~r satisfy the differential 
equation (1.4) and ~b(.,.) in (1.5) is quasi-definite and let ~k.c ~ {Rn' ' (x)}n= 0 = {Rn(x)}n= o be an OPS 
relative to ~(. , . ) .  
In the following, all the summations are understood to be equal to 0 if the upper limit of  the sum 
is less than the lower limit of  the sum. 
Theorem 3.3. There exists a sequence {ai(x)}~= o of polynomials uch that 
(i) for each i >>- O, deg(ai) ~< i; 
(ii) all ai(x) for i >>- 1 are independent of n and ao(x) = ao(x, n); 
(iii) for each n >t0, Ro(x) satisfies the differential equation: 
N ao(x, n)y(x) + ~ai(x)y(i)(x + LD[y](x) = 2oy(x). 
i= l  
In fact, we may choose {a~(x)}2o by
ao(x, O) = O; 
ao(x,n) is an arbitrary constant for n = 1,2 . . . .  ,k ( z fk /> l ) ;  
ao(x,n) = ao(x,n - 1) -K~) (c ,c ) (2n  - 2n--l), n~>k + 1 
n- - I  
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and 
ai(x) - 
i--1 . i--l(~ i -- ,~jIPj(xIPj(k)(¢) 
1 ao(x, i)Pi(x) + ~ j 8(i)(x) j~--l aj(x)8(j)(xl= + P/(k)(c) ~ j=k ' i>~ l. 
(3.9) 
Proof. When y(x) = R,(x), n>~O, (3.7) becomes by (3.1) 
oo 
N~ai(x)(R,)(i)(x) + LD[Rn](X) + (Nao(x, n) - 2,)R,(x) 
i=1 
I c,o n - l (~n- -~ i )e i (x )e i (k ) (c )}  
= N ao(x,n)Pn(x) + ~=~Ea~(x)P(~°(x) + P(~k)(c)E~=k (a,P~ z) 
2 (k ~) +N K~'21 (c,c)(ao(x,n)P,(x) + ~ai(x)p, ci)(x)) 
i=1 
_ O. (3.10) --Pn(k)(c)(ao(x, n)K~°'~)(x, c) + _ = 
i=1 
Since N(¢  0) can be any real number satisfying 1 +NK~k'k)(c,c) -¢ O, n>~O, Eq. (3.10) is equivalent 
to 
oc~ n-- I ( A n -- ,~i )Pi( x )Pi( k ) ( c I 
ao(x,n)P,(x) + i=l~ai(x)p(i)(x) + P(nk)(C)~i=k (a,P/21 = 0 (3.11/ 
and 
ao(x,n)K~21 (x,c) + K~_ 1 (c, c) ao(x, n)Pn(x) + ~-]~ai(x)Pn(i)(x) - Pn(k)(c) ~-']~ai(x)K~"_kl)(X, c) 
i=1 i=1 
= 0 (3.12) 
for all x c E and n~>0. Thus to prove the theorem, it is sufficient o show that {ai(x)};~ 0 defined 
r.,-(k,k)r by (3.8) and (3.9) satisfy (3.11) and (3.12). When n,~_ l re, c) # O, after multiplying (3.11) by 
K, (k'k)t- c) and subtracting (3.12), we obtain --1 k U'  
oo kk" n-l(,~n -- ~iIPi(x)Pi(k)(cI ( , , k )  
P2k)(c I ao(x, n lK ;_ ,  (x ,c )  + ~=Eai(xlK;-'l (x ,c )  -q- i=k (~,Pi2) j = O. 
Hence, it is sufficient o show that {ai(x)}~O satisfy Eqs. (3.11) and 
(o,k) ~a~(x)K~'kl)(X,C) ± ~,_ , ,  , (a, p2 ) = 0. (3.13) ao(x,n)K~_ 1 (x,c) + _ ' v(k'k)l"C C) (2, 2i)P~.(x)Pi(k)(c) 
i= 1 i=k 
Note that Eq. (3.13) implies (3.12) even when K~])(c,c)= O. 
When O<~n<~k, Eqs. (3.9) and (3.11) become _1( / 
ai(x) -- piN(x) ao(x,i)Pi(x) +j~=laj(x)Pi(J)(x) , 1 <~i<~n 
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and 
n 
ao(x,n)Pn(x)-Jr Y~ai(x)p(i)(x) = O, O~n<.k, 
i=1  
respectively. Hence Eq. (3.11 ) holds for 0 ~< n~< k. On the other hand, for 0 ~< n~< k, Eq. (3.13) holds 
trivially. 
Assume now that Eqs. (3.11) and (3.13) hold up to n = m for some m>~k. Then Eq. (3.11) for 
n=m+l  is 
m+l  , . ,  m 
ao(x, m + 1 )Pm+l(X) @ E ai(x)Ptm~l(x) + P(~k)+l(c)E (/'~m+l - -  ,~i)Pi(x)Pi(k)(C) 
i=1  i:k (ff, Pi 2) = O, 
which is the same equation as (3.9) for i = m + 1. 
For n = m + 1, the left-hand side of Eq. (3.13) becomes in view of (3.8) 
OG m 
ao(x, m + 1 )K(m°'k)(x, c) + ~'~ai(x)K~'k)(x, c) + K(k'k)(Cm ~. , C'~-'~]z.~ ( ' m+l  - -  ~i)ei(x)ei(k)(C) 
i=, i:k <raP?> 
(O,k ) Pm(x )P(mk )(c ) 
= ao(x,m)K~_l(X,c)+ao(x,m ) 
+ kai(x)K~'*)(x,c) + g(k 'k ) (c ,c )m~ l(~m -- 2i)Pi(x)Pi(k'(c)  
,=, 
oo (i,k) 
= ao(x, m)K(m°L~)(x, c) + ~,a,(x)K~,_, (x, c) + K~mk'_k,)(C, C) 
i= l  
m--l(2m -- 2i)Pii(x)P,.(k)(c) P~k)(c) {ao(x,m)Pm(x) 
x i=kE (o.,pi2> + (a, p2(x) 
(&  - 
+Eai(x)P(mi)(xl,:l + P(mk)(C) i=kE ~ j ,  
which is equal to 0 by the induction hypothesis for n = m. [] 
Note that there are infinitely many differential equations of the form (3.7) which have {Rn(x)}nc~= 0 
as solutions. However, we may have the uniqueness in certain cases if k = 0 or if we require 
ai(x ) = 0 for l <~ i <~ k when k~>l. 
Theorem 3.4. I f  P(~k)(c) # 0, n>>.k + 1, then there is a unique set of continuous functions ao(x) = 
ao(x,n) and {ai(x)}T=k+l such that 
(i) all ai(x), i = k+ 1,k+2 . . . . .  are independent of n; 
(ii) for each n >>.0, Rn(x) satisfies the differential equation: 
N ao(x)y(x) + ~ ai(x)y(i)(x) +LD[y](x) = 2,y(x). (3.14) 
i=k+l  
I.H. Juno et al./Journal of Computational and Applied Mathematics 78 (1997) 277-293 285 
In fact, each ai(x) turns out to be a polynomial of deoree <<. i 9iven by 
K.'_ l (c,e)(2. -)].._1), n~>0 ao(x,n)=ao(x,n-  1) -  (k.k) 
{ ,~|  n = 0,1,...,k 






, _1 k 
i)Pi(x) + j:k+,E aj(x)Pi(J)(x)+ Pi ~ )(c)Y]j=k ~ j ,  i>.k + 1, 
(3.16) 
where ao(x,-1) = 0 and 2-1 = O. 
Proof. Let {ai(x)}~o be the ones given by (3.15), (3.16), and ai(x)= 0, 1 <<.i<~k (if k~> 1). Then, 
by Theorem 3.3, {R,(x)}~ 0 satisfy Eq. (3.14). In order to prove the uniqueness, we first observe 
that Eqs. (3.11) and (3.12) are equivalent to Eqs. (3.11) and (3.13) since P~k)(c) ~ O, n>~k + 1 
and Eqs. (3.12) and (3.13) hold trivially for O<~n<~k. Hence, we only need to show that the two 
equations 




(0 k) ao(x,n)K~21 (x,c) + E ai(x)K~i'-kl)(x, c) = O, n>.O (3.18) 
i=k+l 
have only the trivial solutions for continuous functions ao(x,n) and {ai(x)}~k+l. 
First, by substituting n=0, 1,...,k into (3.17), we obtain ao(x,i)=-O for O<~i<~k. If we set n = 
k + 1 in (3.18), then ao(x,k + 1)Pk(x)=0 so that ao(x,k + 1) = 0 by the continuity of ao(x,k + 1) 
and so ak+l(x)=O by (3.17) for n=k + 1. Repeating the same process, we obtain ao(x,n)=O for 
allnt>0 anda i (x )=0 for a l l i />k+l .  [] 
Remark 3.5. By using (3.8) and (3.9), we can easily find the leading coefficient ck of the polynomial 
ak(x) for k ~> 1 as 
c, = -ao(x, 1) ~ k-, cy k~>2. (3.19) 
ck = - ao(x,k) . +j~--o= (k - j ) ! '  
Below, we give examples which illustrate Theorems 3.3 and 3.4. 
Example 3.6. Let o- be the moment functional defined by the weight function (or distribution) 
1 
w(x) - F(~ + 1)x~_e-X_ on [0,cx~), ~ ¢ -1 , -2 , . . . .  
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In this case, the corresponding orthogonal polynomials are the Laguerre polynomials 
k=0 n -k  k! J,=0 
satisfying 
xy'(x)  + (ct + 1 - x ) J (x )  ÷ ny(x) = O. 
Then 
F (~+l ) (x+e ,(L~ ) )= n , n~>0 
and the nth kernel polynomial is )' ~X (~) (~) 
Li (x)Li (Y). 
Hence, 
1 ¢(p,q)  -- 
+ 1) 
(x~e-XH(x), pq) + Mp(c)q(c) 
is quasi-definite if and only if 1 +MJ , (c ,c )  ~ O, n~>O. When ~b(.,.) is quasi-definite, its corre- 
{L n (x)}n= 0 is given by sponding OPS ~,M;c 
L~'M;C(X) = (1 + MJ,_I(C,c))L~)(x) - ML~)(C)Jn_,(x,c). 
{L, (x)},= 0 satisfy a differential equation: By Theorem 3.3, ~,M;c o~ 
O<3 
m ~ ai(x)y(i)(x) + xy'(x)  + (~ + 1 - x)y'(x) + ny(x) = O, 
i=0 
where 
ao(x, 0) = 0; 






al(x) = -x  + c; 
k-- I  k - I  
ak(x) = ( -1 )  k+' ~ Ji(c,c)L~)(x) + ~ ai(x)(L(k'))(°(x) (3.23) 
i=0 i=1 
+ L(k~)(c)~ ( i -  k)L~)(c)Ll~)(x) 
i=o (i+,) j ,  k = 2,3, . . . .  
Note that by Theorem 3.4, if L(,')(c) ¢ 0, n~> 1, (e.g. it is so when c~<0) then {ai(x)}i~=o are uniquely 
determined. 
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When M > 0, ~ > -1 (so that qS(.,-) is positive-definite), and e = 0, {L~'N(x) :• L]'N;O(X)}naa=O 
was first introduced in [11]. Koekoek and Koekoek [8] showed that they satisfy the differential 
equation (3.21) and evaluated the coefficients ai(x) for i>~0 explicitly as 
ao(x)  = n -  1 
In particular, for nonnegative integer values of ~ we have ai(x) = 0 for i~>2~ + 5 so that the 
differential equation (3.21 ) becomes of finite-order 2~ + 4. 
Example 3.7. Let a be the moment functional defined by the weight function 
1 x: 
w(x) = on ( -oo ,  oo). 
In this case, the corresponding orthogonal polynomials are the Hermite polynomials 
{ [n/2](--1)k(2x)n-2k} °~ 
i 4 . (x )  = 
k=0 n=0 
satisfying 
y"(x) - 2xy'(x) + 2ny(x) = O. 
Since (tr, H 2) = 2nn!, n~>0, 
t~l (2i)! 
K,(0,0) = Z n~>0 ([2, 19]). i=0 22i(i!)2' 
For any N such that 1 + NKn(O, O) • O, n >>. O, 
qS(p,q) := (o', pq) + Np(O)q(O) 
is quasi-definite and its corresponding OPS {HN(x)}~0 is given by 
{ m~l (20! ~ )m+,( • 
(1 + H2m(X)+(-1 2-~)'NK2m_,(x,O), n= 2m (m)O)  
HnN(X) i=0 22i(i!)2 J 
1 + = 22i(i!)2jH2m+l(x), n =2m+ 1 (m~>0). 
By Theorem 3.3, {Hff(x)}~0 satisfy a differential equation: 
OO 
N E a,(x)(Hff)~)(x) + (HN)"(x) -- 2x(Hff)'(x) + 2nHN(x) = O, n >10, (3.24) 
i=0 
288 LH. Jun 9 et al./Journal of Computational and Applied Mathematics 78 (1997) 277-293 
where 
and 
a0(x, 0) = 0; 
~-~ (20! 
ao(x,n) = j=o y] i=0 22i-1(i!) 2' n~>l 
-2x, k = 1; 
1 / (~ l [~]  (20 , )  k-I 
--k~.2k , \ j=o i~--o 22i-1(i!)2 ] Hi(x)+ i~=1 ai(x)H~ki)(x) 
ak(x) ---- +( -1 )  j N ~ (-1) i ( i  - k)I-Ii(x) 
J .  i=o 22i-2i[ , k = 2j (j~> 1); 
k_~2k {(k~ 1 [~] (2 / ) ' )  k-I i)(x)} 2j 1 (j~> - E Hk(x) + ~, ai(x)H(k , k = - 2). 
• \j:o i=0 22i-1(i!) 2 i=1 
Note that the differential equation (3.24) is of infinite-order since we can easily show that the 
leading coefficients Ck of ak(x) for k~>3 (see (3.19)) are 
k (2~2j 1 ) i+12k_2 j_ i+ l )  (2j)' 
c2k+1= ~ (-- )!i! <0, k >>. l, j=l \ i=o (2k - i + 1 22J-l(j!) 2 
k (2k~+, i+12k - 2 j - i+2"~ (2j)' 
c2k+2 = E ( -1  :=1 \ ,=o ) ~/ /257~.  ~]  2z:_l(fi) z >0,  k~>l. 
Example 3.8. Consider a symmetric bilinear form of Sobolev type on ~ x ~ defined by 
1 
dp(p, q) . -  F(~ + 1 ) (x+e-X'pq) + Mp(c)q(c) + Np'(c)q'(c) (p, q E ~), (3.25) 
where ~(# -1 , -2 , . . . ) ,  M, N, and c are real constants. We always assume that 
l + Md,(c,c) # O and l + NK~l'l)(c,c) # O, n>>.O 
so that ¢(. ,  .) is quasi-definite (see Proposition 3.1 ), where J~(x, y) and K,(x, y) are the kernel poly- 
nomials of order n corresponding to OPS's -¢L (~)t~-~l-~ and ~,M,c t n ~:J,=0 {L~ (x)},= o (cf. (3.20)) respectively. 
We call the corresponding OPS ,,M,N.c o~ {L, ' (x)},= o the generalized Sobolev-Laguerre polynomials. Then 
by Proposition 3.1, we have 
L~'M'N;C(x) = (1 + NK(~)(c,c))L~'M;C(x) - N(L~,M;c)'(c)K(°'~)(x,c), n>~O. 
r~M.U;Ot~ for ~ > -1 ,  M~>O, The generalized Sobolev-Laguerre polynomials {L~'M'N(x) := _ '  ' ~)~,=0 
and N>~0 were first introduced in [10]. 
By Example 3.6 and Theorem 3.3, t~,lt~'M'N;~t~X j~l°°j~=O satisfy a differential equation: 
OC O~ 
N ~. di(x)y(i)(x) -k- M ~ ai(x)y(i)(x) -+- xy"(x) + (~ + 1 - x)y'(x) + ny(x) = O, n >1 O, (3.26) i=o i=0 
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where {ai(x)}i~ o are given by (3.22) and (3.23) and 
d0(x, 0) = 0; 
do(x, 1 ) is an arbitrary constant; 
n--I 
do(x,n) = do(x, 1) + ~ K]l'l)(c,c) 
i=1 
{ ()_1 } 




di(x ) = (_ l )i+l ~;l I [do(x,i)L:,U;~(x ) + i~ di(x )(L~'u;c)'J)(x ) 
j= l  
(:)}-'{ ( )-' i--1 j a i--l k m+a --(L~'M;c)'(C)~ -'~ -l]¢j i - j+ME E 
j= l  k=j m=O m 
× (L~)(c))2}(L~.'M;c)'(c)Lj'M;~(x)], i>~l, 
where n(), 
IG = 1 + MJ~(c, c) = 1 + M ~ i + o~ (Ll~)(c))2 ' 
i=0 i 
In particular, if 
n>~0. 
(Ln~'U'c)'(c) # 0, n~>2 (3.27) 
and if we choose dl(X) -- 0, then the differential equation (3.26) is the unique such differential 
equation with polynomial coefficients, which has ,,US.c o~ {L n , , (x)}n= o as solutions (see Theorem 3.4). 
For example, when c = 0, we have 
- - -  - -  ~ (n - i) , n>O 
n-  n i=0 
so that the condition (3.27) is satisfied when c = 0, ~ > -1 ,  and M>~0. 
Recently, Koekoek et al. [9] succeeded in finding all differential equations of the form 
O~ O0 
M E ai(x)y(i)(x) + N ~ bi(x)y(i)(x) + MN ~_, ci(x)y(i)(x) 
i=0 i=0 i=0 
+xy"(x) + (o~ + 1 - x ) j (x )  + ny(x) = 0 (3.28) 
fo r  ~,M,N ~x~ {L, (x)},=0, when a > -1 ,  M ~> 0, and N >~ 0, and computed all the coefficients ai(x), bi(x), ci(x) 
explicitly. In case M+N > 0, they also show that the order of the differential equation (3.28) is 
finite only for nonnegative integer values of a. 
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Remark 3.9. Koekoek [5] generalized further Laguerre polynomials by considering polynomials 
{L~'M°'M'"'"M'~tX ~1"~ which are orthogonal with respect o the Sobolev inner product n \ )' Jn=0 
fo 1 f (x)9(x)x~e -~ dx + ~ Mjf(J)(o)9(J)(O), F(~ + 1) /=0 
where ~ >-1 ,  N = 0, 1,2,. . . ,  and Mj >~0, 1 <~j<~N and found a second-order differential equation 
of the form 
a(x,n)y" + b(x,n)y' + c(x,n)y = 0 
satisfied by these polynomials. 
By applying Theorem 3.3 successively, one can obtain an infinite-order differential equation of 
spectral type 
N o¢ 
~, 34/~_, aij(x)y(i)(x) ÷ xy"(x) + (c~ + 1 -  x)y(X) ÷ ny(x) = O, 
j=0  i=0 
where each a~i(x) is a polynomial of degree ~< i, independent of n except aoi(X) = aoi(x,n). 
4. Finite-order differential equations 
From the viewpoint of spectral analysis of differential operators (see [3, 4] and references therein), 
it is interesting and important to know whether an OPS relative to ~b(., .) in (1.5) satisfies a finite- 
order differential equation of spectral type. 
We should be able to check it by simply looking at the coefficients ai(x) in (3.9), but it is, in 
general, very difficult to compute explicitly all ai(x), i>>-O. See the computations in [1,7-9] for a 
few known cases. 
Assume that the OPS {Pn(x)}~0 relative to tr satisfies a differential equation (1.4) of a finite-order 
D and consider a quasi-definite point mass perturbation z of tr such that 
z = tr ÷ N6(x - c) (N(~ 0), c E ~). 
Then the OPS {R,(x)}~o relative to z satisfies a differential equation of the form (3.7). 
It is known (see [13, 15]) that D = 2r (r>~ 1) must be an even integer and a satisfies r equations 
2r ( i -k - l )  
Rk(a) := ~ ( - -1 )  i (~itT) (i-2k-l) = 0, O<.k<.r--  1. (4.1) 
i=2k+ 1 k 
Moreover, what is important o us is that a is the only one linearly independent solution of the 
overdetermined system of equations (4.1) (see Theorem 3.4 in [14]). Hence, any nontrivial moment 
functional solution of the system (4.1) must be quasi-definite since it is a nonzero constant multiple 
of a. 
If we let v(x) be a distributional representation f a, then v(x) satisfies r nonhomogeneous system 
of differential equations (called weight equations): 
Rk(v) = 9k(x), O<<.k <<.r - 1, (4.2) 
where 9k(x) are distributions having zero moments but need not be 0 in general (see [13]). 
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We first need the following fact, which might be of interest in itself. 
Proposition 4.1. Assume that a has a distributional representation v(x), which satisfies homogen- 
eous weioht equations: 
Rk(v) = O, O<~k<~r- 1. (4.3) 
I f  the OPS {R,(x)}~0 relative to • also satisfies a finite-order differential equation of  the type (1.4): 
2s 
Lz~[y] = ~ mi(x)y(i)(x) = ]Any(X), (4.4) 
i=1 
then w(x ) := v(x ) + Nf (x  - c) also satisfies homooeneous weioht equations 
Sk(w) :=  ( - -1 )  i (miw) (i-2k-1) = O, O<.k<<.s- 1. 
i=2k+ 1 k 
Before proving Proposition 4.1, we note that the condition (4.3) does not hold in general as we 
can see in the case of Bessel polynomials (see [13]). However, the condition (4.3) holds for all 
other classical orthogonal polynomials or if supp(v) is compact (see Lemma 4.2 in [14]). 
Proof of Proposition 4.1. We know that w(x) must satisfy nonhomogeneous weight equations 
Sk(w) = hk(x), O<<.k <<.s - 1, 
where each hk(x) is 0 as a moment functional. We need to show that hk(x) -- 0 as a distribution 
for 0~<k~<s- 1. For k = s -  1, 
hs-l(X) = Ss-l(W) : smzs(x)v'(x) + (Sm'z~(X) - mz~_l(x))v(x) + u(x), (4.5) 
where u(x) = N[smz~(C)f'(x - c) - mzs_l(e)f(x - c)]. 
Multiplying Eq. (4.5) by r#2r(x)(x - c) 2 and using Rr-l(V) = 0, we obtain 
IZ(X)V(X) = rE2r(X)(X -- c)2hs-l(X), 
where 7z(x) = (x - c)2[sm2s(x)(f2r_l(x) - rEar (X) )  - r (2 r (X) (m2s- l (X )  - Sm~s(X) ) ] .  Since h~_l(x) =- 0 as 
a moment functional, ~z(x)v(x) =- 0 as a moment functional so that 7z(x)a = 0. Hence zt(x) _---- 0 and 
so r[2r(X)(X - c)2h~-l(x) - 0 since tr is quasi-definite (see Lemma 2.3 in [15]). Therefore, hs_l(X) 
must be a finite linear combination of derivatives of Dirac delta distributions of the form 6(x - a), 
where a is either c or a real root of f2~(x). Hence, h~_l(x) -- 0 as a distribution since h~_l(x) ---- 0 
as a moment functional (see Lemma 4.2 in [14]). Similarly, we can show hk(x) -- 0 as distributions 
for O<~k <<.r- 1. [] 
For any subset A of •, we let 0(A) and Int(A) denote the set of boundary points and interior 
points of A respectively. 
Theorem 4.2. Let a be the same as in Proposition 4.1. I f  either c ~ supp(v) or  ~2r(C) ¢ 0 and 
c ~ 0(supp(v)), then {Rn(x)}~ 0 cannot satisfy any finite-order differential equation of  type (4.4). 
In particular, any differential equation (3.7) satisfied by {Rn(x)}~0 must be of  infinite order. 
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Proof. Assume that {Rn(x)}n~__o satisfies a differential equation (4.4). If c ~ supp(v), then there is a 
positive number e such that (c - e, c + e) N supp(v) = ~b so that 
w(x) = N6(x - c) on (c - e, c + e). 
Then Sk(w) = NSk(6(x - c) ) = 
on ~. Hence, 6(x -  c) must be 
is a contradiction. 
We now assume that Y2r(C) # 
~2r_l(X))l)(X) = 0 and f2~(c) # O, 
and v(x) is C ~ in (c -  e,c + e). 
0, O<~k<~s- 1, on (c -e ,c+e)  and so S~(6(x -c ) )  = 0, O<~k<<.s- 1,
a quasi-definite moment functional (see Theorem 3.4 in [14]), which 
0 and c E Int(supp(v)). Since Rr- l(v) = r~2r(X)vt(x) -~-( / '~2r(X)-  
there is a positive number e such that (c - e,c + e) C Int(supp(v)) 
Since Sk(w) = Sk(v) = O, O<~k<~s - 1, on (c - e ,c+e) \  {c} and 
vEC~((c -e ,c+e) ) ,  Sk(v) = 0, O<<.k<~s- 1, on (c -e ,c+e) .  
Hence, Sk(w) = Sk(v) + NSk(f(x - c)) = NSk(6(x - c)) = O, O<<.k<<.s - 1, on (c - e,c + e). It 
leads to a contradiction as before. [] 
In case {P,(x)}~ 0 is a classical OPS except Bessel polynomials, {P,(x)}~ 0 satisfies a second- 
order differential equation (1.5) with D = 2 and the condition (4.3) always holds. Moreover, the 
leading coefficient f2(x) of the differential equation (1.5) has no root in Int(supp(v)). Therefore, 
by Theorem 4.2, {R,(x)}~0 can never satisfy a finite-order differential equation (4.4) unless c is a 
boundary point of supp(v). 
In particular, the differential equation (3.7) satisfied by {R,(x)}~=0 must be of infinite-order if 
c ¢~ supp(v). When c E a(supp(v)), the differential equation (3.7) may or may not be of finite-order 
as we can see from Example 3,6. 
For example, the differential equation (3.21) must be of infinite order for any c # 0. 
Finally, we note that we can easily extend results in this section to the case when z is obtained 
from a by adding two point masses as in [6, 7, 9, 11]. 
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