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Resumo
A literatura científica está maioritariamente disponível na forma de
artigos publicados, que são essenciais para a partilha de conhecimento
científico. Contudo, o ritmo de publicação de novos artigos tem au-
mentado constantemente, excedendo a capacidade humana de gerir e
aceder a esta grande quantidade de texto não estruturado: os investi-
gadores despendem mais esforço e tempo a recuperar informação cien-
tífica e o trabalho dos biocuradores torna-se mais complicado, pois a
maior parte do texto não é estruturada, o que complica a aplicação de
ferramentas automáticas. Os métodos de Prospeção de Texto podem
ajudar a gerir a situação, mais concretamente, através da extração
automática de informação a partir do texto presente na literatura
científica. A tarefa de Mapeamento de Entidades, responsável por
fazer corresponder entidades identificadas no texto a um conceito de
uma Base do Conhecimento, é um passo essencial de muitos sistemas
de Prospeção de Texto. Mas, comparando com outros domínios, como
por exemplo o texto proveniente de redes sociais, a disponibilidade de
ferramentas capazes de efectuar Mapeamento de Entidades é ainda
escassa.
Esta dissertação propõe um módulo capaz de efectuar Mapea-
mento de Entidades em documentos anotados com entidades pertences
a duas ontologias biomédicas: Gene Ontology (GO) e Uber-Anatomy
Ontology (Uberon). O sistema utiliza o algoritmo PageRank person-
alizado e medidas de semelhança semântica para escolher o melhor
candidato para cada entidade do texto. O desempenho do sistema foi
avaliado no corpus CRAFT, alcançando uma eficácia de 0.8244 em en-
tidades pertencentes à subontologia GO Biological Process, de 0.7258
em entidades da subontologia GO Cellular Component e de 0.7918 em
entidades da ontologia Uberon. Adicionalmente, o sistema foi avali-
ado no corpus MSNBC que contém entidades da ontologia DBpedia e
alcançou uma eficácia de 0.8814, o que é comparável com resultados
alcançados por sistemas estado da arte. O código do módulo pode
ser consultado na página GitHub do grupo LaSIGE Biomedical Text
Mining Team: https://github.com/lasigeBioTM/PPRSSM.
Os resultados do presente trabalho demonstram que é possível
aplicar com sucesso medidas de semelhança semântica a sistemas
baseados no algoritmo PageRank personalizado e explorar ontologias
biomédicas para melhorar a tarefa de Mapeamento de Entidades.
Palavras Chave: Prospecção de Texto, Mapeamento de Entidades,
Semelhança Semântica, PageRank Personalizado, Ontologias Biomédi-
cas
Abstract
Scientific literature is mainly available in the form of published arti-
cles, which are essential to the sharing of scientific knowledge between
researchers. However, the rate of publication of new articles have been
steadily rising, exceeding the human capacity to effectively manage
and assess this large amount of unstructured text: researchers spend
more time and effort to retrieve scientific information and the task
of biocurators also gets more difficult, due to the unstructured na-
ture of the text that hinders the application of automatic tools. Text
Mining methods can help to manage this situation, more concretely
by automatically extracting information from the text in scientific lit-
erature. Entity Linking, the task of automatically mapping entities
recognized in text to a knowledge base concept, is an essential step in
Text Mining workflows. But, comparing to other domains like social
media text, the availability of EL tools capable of performing well in
biomedical text is still scarce.
This dissertation proposes a module that performs Entity Linking
in documents annotated with entities from two biomedical ontolo-
gies: Gene Ontology (GO) and Uber-Anatomy Ontology (Uberon).
The system applies the Personalized PageRank (PPR) algorithm and
semantic similarity measures to choose the best candidate for each
entity in text. The performance of the system was evaluated on
CRAFT corpus (gold standard), achieving an accuracy of 0.8244 in
GO Biological Process entities, 0.7258 in GO Cellular Component en-
tities and 0.7918 in Uberon entities. Additionally, the system was
evaluated on the MSNBC gold standard containing DBpedia entities
and achieved an accuracy of 0.8814, which compares well with other
state-of-the-art systems. The code behind the module can be ac-
cessed in the LaSIGE Biomedical Text Mining Team GitHub page:
https://github.com/lasigeBioTM/PPRSSM.
The results of the present work prove that it is possible to success-
fully apply semantic similarity measures in PPR-based systems and
explore biomedical ontologies for the improvement of the EL task.
Keywords: Text Mining, Entity Linking, Semantic Similarity, Per-
sonalized PageRank, Biomedical Ontologies
Resumo Alargado
A literatura científica é um dos meios privilegiados de comunicação
em Ciência, pois grande parte dos investigadores continua a partilhar
os resultados obtidos nas suas experiências sob a forma de artigos. A
publicação de artigos possibilita que investigadores numa determinada
área científica estejam a par do conhecimento que vai sendo produzido
na sua área por investigadores pertencentes a outros grupos e a outras
instituições. No entanto, o ritmo de publicação de novos artigos tem
vindo a aumentar constantemente, pelo que se torna cada vez mais
difícil acompanhar o que vai sendo feito nas diferentes áreas das ciên-
cias biomédicas e das ciências da vida. Muitos investigadores podem
estar a despender tempo, esforço e dinheiro em experiências que já
foram realizadas por outros colegas. O avolumar de publicações nos
repositórios científicos dificulta a recuperação e o acesso à informação
científica, especialmente se se considerar que grande parte do texto
presente nestes documentos não se encontra numa forma estruturada.
Isto faz com que ferramentas automáticas que poderiam ajudar nesses
processos não possam ser directamente aplicadas sobre o texto. Por
outro lado, o trabalho dos biocuradores de extrair informação a partir
de artigos para armazenamento em repositórios de informação biológ-
ica torna-se gradualmente mais complexo e moroso, pois há mais texto
que necessita de ser analisado.
Os métodos de Prospeção de Texto visam a extração automática de
informação a partir de grandes quantidades de texto não estruturado,
pelo que podem fazer parte da solução para o problema da acumulação
de publicações científicas. As ferramentas que efectuam Mapeamento
de Entidades são cruciais no contexto dos sistemas de Prospeção de
Texto. Mapeamento (ou desambiguação) de Entidades é uma tarefa
que tem por objectivo fazer corresponder entidades identificadas num
dado texto a conceitos de uma base de conhecimento (como uma on-
tologia). A área das ciências biomédicas e das ciências da vida carece
de ferramentas capazes de efectuar Mapeamento de Entidades, espe-
cialmente se se comparar com outras áreas mais exploradas, como é
o caso do texto proveniente de redes sociais. Por este motivo, o pre-
sente trabalho considera que o desenvolvimento de ferramentas que
efectuem Mapeamento de Entidades em documentos científicos é ab-
solutamente essencial e que o trabalho dos investigadores científicos
e dos biocuradores pode ser beneficiado com a adoção deste tipo de
ferramentas.
O algoritmo PageRank personalizado (PPR) tem aplicações docu-
mentadas na tarefa de Mapeamento de Entidades, sobretudo ao nível
da desambiguação de entidades pertences à Wikipedia. Este é um
método baseado em grafos que considera a tarefa de Mapeamento de
Entidades como uma tarefa de classificação (ranking), em que para
cada entidade ou menção textual é construída uma lista de possíveis
candidatos a partir da base de conhecimento considerada. Com os
candidatos para todas as entidades é então construído um grafo, em
que cada cada candidato constitui um nó e as ligações entre nós são
adicionadas de acordo com as relações existentes entre os respectivos
candidatos no contexto de uma base de conhecimento. O candidato
que mais contribui para maximizar a coerência global do grafo, i.e.,
o candidato que se ajusta melhor no contexto do grafo, irá ser sele-
cionado como a desambiguação correta para a respectiva entidade.
Uma ontologia é uma representação estruturada de uma parte
da realidade que normalmente inclui uma lista de conceitos, as suas
definições e as relações que existem entre os conceitos. As ontologias
biomédicas representam, como o seu próprio nome sugere, uma parte
do conhecimento biomédico. O exemplo mais conhecido é a Gene
Ontology, que inclui conceitos relacionados com funções de genes e
proteínas e apresenta uma estrutura de grafo acíclico direcionado,
ou seja, as ligações entre nós têm sempre uma direção e um determi-
nado nó nunca tem uma Mapeamento para si próprio. Outro exemplo
de ontologia biomédica é a Uber-Anatomy Ontology que se dedica à
representação de conceitos relacionados com partes anatómicas. As
relações no contexto desta ontologia são de subsunção, por exemplo,
uma subclasse B está incluída numa superclasse A e assim sucessi-
vamente. A estrutura destas ontologias pode ser explorada na tarefa
de Mapeamento de Entidades, nomeadamente, na construção das lig-
ações do grafo de candidatos e na criação de uma lista de candidatos
para cada entidade presente num texto.
As medidas de semelhança semântica (SSMs) determinam o grau
de informação partilhada entre dois conceitos de uma ontologia. Po-
dem por isso ser usadas na determinação da semelhança semântica
entre dois nós no grafo de candidatos, introduzindo assim o conceito
de coerência local. Assim, a classificação de um nó/candidato no grafo
passa a ser baseada na sua contribuição para a coerência global e na
sua coerência local com os outros nós do grafo.
Deste modo, o principal objectivo da dissertação foi construir um
módulo capaz de efectuar Mapeamento de Entidades em artigos cien-
tíficos na área das ciências biomédicas, explorando para o efeito o al-
goritmo PageRank personalizado, medidas de semelhança semântica
e a estrutura de duas ontologias biomédicas, Gene Ontology (GO) e
Uber-Anatomoy Ontology (Uberon). O módulo foi integrado no sis-
tema PPR-SSM, desenvolvido por André Lamúrias, que efectua Ma-
peamento de Entidades pertencentes a duas ontologias biomédicas:
Chemical Entities of Biological Interest Ontology (ChEBI) e Human
Phenotype Ontology. O código desenvolvido para o módulo encontra-
se disponivel na página GitHub do grupo LaSIGE Biomedical Text
Mining Team: https://github.com/lasigeBioTM/PPRSSM.
O desempenho do módulo foi avaliado no corpus “Colorado Richly
Annotated Full-Text” (CRAFT), que é constituído por artigos cien-
tíficos anotados com entidades pertencentes, entre outras, à GO e à
ontologia Uberon. Para além disso, como a maior parte das ferra-
mentas de Mapeamento de Entidades existentes se dedicam à desam-
biguação de entidades daWikipeda, o desempenho do módulo também
foi avaliado no MSNBC corpus, uma coleção de vinte artigos de notí-
cias. Neste último, a desambiguação de entidades foi efectuada para
a ontologia DBpedia, que é a versão estrurada da Wikipedia. Assim,
a comparação com o desempenho de outros sistemas estado da arte
torna-se possível.
Relativamente ao corpus CRAFT, este foi separado em três con-
juntos distintos: CRAFT-BP (anotações pertencentes à subontologia
Biological Process da GO), CRAFT-CC (anotações pertencentes à
subontologia Cellular Component da GO) e CRAFT-UB (anotações
pertencentes à ontologia Uberon). Para cada um destes conjuntos, foi
calculada a eficácia da desambiguação, que corresponde ao número de
entidades correctamente desambiguadas a dividir pelo número total
de entidades desambiguadas.
O módulo alcançou os seguintes valores de eficácia: 0.8244 CRAFT-
BP, de 0.7258 no CRAFT-CC e de 0.7918 no CRAFT-UB. Estes val-
ores constituem um aumento de eficácia comparativamente aos mode-
los base usados: um modelo base que consistia em escolher o candidato
morfologicamente mais semelhante à entidade considerada, um outro
modelo que apenas aplicava o algoritmo PPR sem SSMs e um terceiro
modelo que aplicava o algoritmo PPR com o conceito de Information
content, que mede o grau de "raridade" de um determinado conceito
num contexto de um corpus.
O módulo alcançou uma eficácia de 0.8814 no corpus MSNBC,
maior do que aquela alcançada pelos modelos base e que é comparável
aos valores obtidos por outros sistemas estado da arte. Este resultado
demonstra que o módulo desenvolvido pode ser aplicado em áreas para
além do domínio biomédico.
Os resultados do presente trabalho demonstram que é possível
explorar SSMs e ontologias biomédicas para melhorar a eficácia dos
métodos de Mapeamento de Entidades baseados no algoritmo PPR.
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Chapter 1
Introduction
1.1 Motivation
Scientific literature is the major source of scientific knowledge and it is available
in the form of journal articles, patents, scientific reports, and in other formats.
For instance, journal articles constitute the privileged medium to share the results
obtained in scientific experiments and to advance new ideas and theories, as well
to discuss the existing ones. In this way, published articles play a crucial role
in the communication between researchers that share an interest about a certain
scientific topic but are physically distant from each other. Additionally, if someone
wants to assess the state-of-the-art in a scientific field, usually the best option is
starting to analysing the already published articles (Couto, 2019).
However, the rate of publication of new articles exceeds the human capac-
ity to read and to analyse them. Looking for MEDLINE statistics (accessible
through PubMed)1, it is possible to observe that by the end of 2018 fiscal year
(30 September 2018) 25,239,968 citations were indexed in the repository, 904,636
alone corresponding to additions made in that year. For researchers, the task of
keeping up-to-date on their scientific topic is becoming increasingly laborious, if
not impossible, thus cancelling out the advantages provided by journal articles.
On the other side, the work of a biocurator responsible for transferring the knowl-
edge contained in scientific publications to a biological repository also gets more
1https://www.nlm.nih.gov/bsd/medline_pubmed_production_stats.html
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difficult. Most of the text in these articles is expressed in natural language, so it
is unstructured by nature, which hinders the application of automatic methods
over the text that could assist in the biocurator’s task (Cohen & Hunter, 2007).
Text mining (TM) methods can help to put this messy landscape into order,
more specifically by automatically extracting information from a large amount
of unstructured text. According to Fleuren & Alkema (2015), a text mining
workflow usually includes the following steps:
1. Information retrieval, with extraction of the relevant documents from mul-
tiple literature sources.
2. Named entity recognition and linking, including the extraction of entities
in text and their linking to the appropriate concepts in a knowledge base
(like an ontology).
3. Extraction of relationships between concepts in the text
4. Knowledge discovery, for example inferring new relationships between con-
cepts based on existing knowledge or generating new scientific hypotheses.
Many works have been done in the field of biomedical and life sciences TM. For
example, Singhal et al. (2016) proposed an automated machine learning system
to extract gene-disease relations described in literature which has applications in
both precision medicine and in database curation. More recently, Lamurias et al.
(2019) developed BO-LSTM, a model that is capable of extracting relationships
between concepts belonging to several ontologies, such as Chemical Entities of
Biological Interest (ChEBI), Human Phenotype Ontology (HPO) and Gene On-
tology (GO). Müller et al. (2018) proposed Textpresso Central, an information
retrieval system that assists online literature search and biocuration. Kilicoglu
(2018) argues that TM systems could be used in the promotion of rigor and
integrity in biomedical research through detection of fraud or plagiarism and
could help to overcome the lack of science reproducibility: being able to man-
age the huge amount of scientific literature available can decrease the waste of
time and money on repeated scientific experiments that are already described in
the literature. Approaches to named entity recognition have also been suggested
2
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(Basaldella et al., 2017; Munkhdalai et al., 2015), however the number of sys-
tems performing entity linking (EL) or disambiguation still lags behind. The gap
widens if we make a comparison with the number of systems devoted to EL in
social media (Derczynski et al., 2015; Shen et al., 2013). EL in the biomedical
and life sciences presents additional challenges comparing to other domains, as
the text is full of abbreviations and acronyms that have several possible resolu-
tions (Hunter & Cohen, 2006), usually requiring expert knowledge to deal with
the ambiguity.
Personalized PageRank (PPR) is a variation of the algorithm PageRank, ini-
tially developed by Google in 1999. PPR has some documented applications to
EL task, like Pershina et al. (2015), that consist in a PPR graph-based method
to perform disambiguation of Wikipedia entities. The nodes of the graph cor-
respond to candidates for the entities (or to Wikipedia pages) and the system
leverages the hyperlink structure of Wikipedia to generate the edge structure of
the graph. This approach considers EL as ranking task, in which PPR performs
random walks in the graph and ranks each node according to its contribution to
the global coherence of the graph. This means that higher ranking nodes will fit
better in the graph than lower ranking ones, constituting probable candidates for
the respective entities. Consequently, the highest ranking node for each entity is
chosen as the correct disambiguation.
An ontology is a structured, graph-theoretic representation of the reality that
contains a set of concepts, their definitions and the relationships between them
(Gruber, 1993). Domain ontologies focus on a specific part of the reality, as
it is the case of the biomedical ontologies. Gene Ontology (GO), for example,
represents concepts associated with gene and protein functions. GO and other
biomedical ontologies have gained an increasing attention in the last years, as they
confer undeniable advantages in the management, standardization and sharing of
scientific knowledge (Arp et al., 2015). In this way, it is important that the scien-
tific knowledge present in published articles can be effectively stored in ontologies
to allow further exploration by automatic methods. Besides that, the vast knowl-
edge stored in ontologies can be leveraged in the development of EL systems. For
example, the structure of the candidates graph generated for application of PPR
3
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algorithm can be improved according with the semantic relationships expressed
in the ontology, because each candidate is an ontology concept.
Semantic similarity aims at calculate the degree of shared information be-
tween two given concepts (of an ontology, for example). Biomedical ontologies,
like GO, provide structured representations of scientific knowledge which allows
the application of semantic similarity measures (SSMs) in order to compare two
biological entities (Couto & Lamurias, 2018b). The advantages of SSMs can be
explored in the candidate-ranking step of EL systems.
1.2 Objectives
As EL plays a crucial role in TM workflows, this work considers that there is an
urgent need of systems capable of effectively performing EL in biomedical and
life sciences text and that both researchers and biocurators would see their work
facilitated with the availability of these tools.
Considering the framework proposed by Pershina et al. (2015) that applies the
PPR algorithm to the EL task, and the advantages documented for the use of
biomedical ontologies and SSMs, the objective of the present work is to develop a
module capable of performing EL in biomedical articles leveraging these resources.
PPR application will be improved with the application of SSMs, as these will allow
a better estimation of the coherence of each node in the candidates graph, thus
reducing the overall amount of wrong disambiguations. If a given node of the
graph is highly similar with many other nodes, which can be assessed through
SSMs application, it will contribute more to the global coherence of the graph.
The knowledge encoded in two biomedical ontologies, GO and Uber-anatomy
Ontology (Uberon represents anatomical parts), will be used to generate a list
of candidates for each entity recognized in a document and to build the edge
structure of the candidates graph. This contrasts with the method proposed
by Pershina et al. (2015), where the edge structure is generated after Wikipedia
hyperlink structure and where SSMs are not used. The ultimate functionality
of the proposed module will be to provide a distinct ontology identifier to each
entity recognized in text.
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Hypothesis: It is possible to improve the performance of entity linking in biomed-
ical articles using Personalized PageRank, semantic similarity and the knowl-
edge encoded in domain ontologies, like Gene Ontology and Uber-anatomy
Ontology
The performance of the developed tool will be evaluated on the “The Colorado
Richly Annotated Full-Text” (CRAFT) corpus, a dataset containing biomedical
articles annotated with GO and Uberon entities. As many EL systems are primar-
ily built for the disambiguation of Wikipedia entities or other entities belonging to
general domains, the EL module here developed will additionally be tested on the
MSNBC corpus, a collection of news stories annotated with Wikipedia entities,
for comparison with state-of-the-art systems..
1.3 Contributions
The main contribution of this work is a biomedical EL tool:
Biomedical Entity Linking module (PPR-SSM): Development of a mod-
ule capable of performing disambiguation of Gene Ontology and Uber-
anatomy Ontology concepts in biomedical articles. Integration of the mod-
ule in the PPR-SSM system built by André Lamúrias. The software is
available at the LaSIGE Biomedical Text Mining Team GitHub page:
https://github.com/lasigeBioTM/PPRSSM
The development and evaluation of PPR-SSM method in several datasets
originated a paper that was submitted to publication:
LAMÚRIAS, A., RUAS, P., COUTO, F.M.(2019). PPR-SSM: Personal-
ized PageRank using Semantic Similarity Measures for Entity Linking
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1.4 Overview
The overview of this document is as follows.
Chapter 2 explains the concepts that are needed to understand the theory
behind this work, as well a brief overview of the existent EL systems.
Chapter 3 exposes the theoretic foundations for the methods used in this work,
describing the different models tested.
Chapter 4 provides an overview of the data, the evaluation setup and the
results achieved in the different datasets. Additionally, there is a discussion about
the main errors associated with the performance of the system, as well about the
implications of the achieved results.
Chapter 5 presents the main conclusions extracted from this work, as well
some approaches to improve the proposed system in the future.
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Background
2.1 Entity linking
Entity linking (EL), which can also be designated by entity disambiguation or
normalization, is a natural language processing task that links named entities
present in text to the appropriate entry (or entries) in a knowledge base (KB)
(Shen et al., 2015). Usually, named entity recognition task precedes EL, iden-
tifying the named entities in the text and the respective boundaries. EL plays
an important role in text-mining applications, including the linking of entities in
social media text (like Twitter) to Wikipedia or other KB (Gattani et al., 2013),
the population of KB with entities extracted from text (Dredze et al., 2010) and
the linking of entities in web search queries (Blanco et al., 2015).
The development of EL systems and its integration in broader text-mining
pipelines have plenty applications in biomedical and life sciences domains:
• Automated document classification and document retrieval, for example,
to help the researchers to find the most relevant articles to their research
(Jovanovi & Bagheri, 2017)
• Automated biocuration, reducing the human effort and time spent in the
process (Rak et al., 2014)
• Data integration between different repositories (Perez-Riverol et al., 2017)
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• Computational modelling, for example it is possible to model a pathway
comprising several biological entities that are linked to biological reposito-
ries (Zheng et al., 2015) or to build networks around a biomedical entity
(Lee et al., 2016a).
Some of the EL systems are incorporated in specialized search engines with
the aim of improving the quality and efficacy of queries results, as it is the case
of the biomedical entity search tool BEST (Lee et al., 2016b) and BioSearch (Hu
et al., 2017) and others are integrated in platforms that combine entity linking
and other text mining features that perform in scientific literature, like DeepLife
(Ernst et al., 2016) or BeCas (Nunes et al., 2013).
Another field that can benefit from EL application is clinical text enrichment.
This type of text, present in electronic health records (EHR) for example, is
largely expressed in an unstructured manner. In consequence, the analysis of
the content is necessarily manual. Physicians spend two times more of their work
hours managing EHR and doing other administrative tasks than directly assisting
patients (Sinsky et al., 2016). Through clinical text processing and EL, the nor-
malized entities in the text can be used to search patient related information in
repositories or in scientific literature or can be used in the summarization of clin-
ical reports (Jovanovi & Bagheri, 2017). This allows the enrichment of patients
data with information from different repositories while reducing the amount of
time spent in information research and analysis. Ultimately, physicians will have
more available time to contact directly with patients. Examples of works in this
field are Kang et al. (2012), He et al. (2011) and Leaman et al. (2015).
According to Rao et al. (2013), some challenges associated with the develop-
ment of EL systems are:
• Entity name variations, like abbreviations, acronyms, alternate spellings
or synonyms. This is specially evident for gene nomenclature, where it is
not uncommon for a single gene to have several symbols. Take for example
the human gene AFF1 which encodes the protein AF4/FMR2 family member
11. Alternative symbols for this gene that appear in literature are AF4,
1https://www.ncbi.nlm.nih.gov/gene/4299
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PBM1, MLLT2. The medical nomenclature is also prone to name variations.
For example, the terms “myocardial infarction“ and “heart attack“ refer to
the same medical condition.
• Entity ambiguity, because polysemous words can map to multiple KB
concepts depending on the context. For example, the word iris can des-
ignate a circular structure of the eye in mammals and birds (anatomical
organ) or can refer to a genus containing species of plants (taxonomic clas-
sification).
• Absence of KB entry for a named entity.
In biomedical text, these hurdles become harder to overcome since its resolu-
tion sometimes require domain expertise. Additionally, there is a lack of labelled
data for EL in biomedical domain comparing to more explored domains, like news
and social media, and the systems built for these domains do not perform well in
biomedical text (Zheng et al., 2015).
Some closely related tasks include:
• Word sense disambiguation identifies the meaning of a word in a given con-
text making use of external knowledge sources, such as thesauri, machine-
readable dictionaries and ontologies or corpora (Navigli, 2009).
• Co-reference resolution performs entity linking or disambiguation without
a KB, creating clusters of entity mentions in one or more documents (Clark
& Manning, 2016).
• Record linkage finds correspondence between records present in different
databases, files or other sources to allow the integration of data in a coherent
manner (Winkler, 1999).
2.2 Ontologies
The expanding use of computers in scientific disciplines, particularly in the realm
of life sciences, has been massively increasing the amount of scientific data and
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information available. This data influx derives from different techniques, from
different research groups belonging to different fields or organizations in differ-
ent parts of the world, which hampers the integration with the already existent
information. Consequently, data access and data sharing becomes harder, as chal-
lenges related to storage, retrieval and reuse keep rising. Thus, it is necessary an
unifying framework to ensure the "shared understanding" of scientific informa-
tion. A given set of objects, concepts or other entities, as well the relationships
between them, that exist in a given domain or in a part of the reality constitute a
conceptualization, which is an abstract, schematic view of that domain or reality.
An ontology is “an explicit specification of a conceptualization“ (Gruber, 1993),
representing in a formal manner a vocabulary of concepts, its definitions and the
relationships between them. According to Arp et al. (2015), the ontologies are
designed to ensure "consistency in description of data", in the sense that every
concept has a textual definition, meaning that it is human readable and that
consistence can be ensured by maintainers and users, and has a logical definition,
which can be read and interpreted by automatic tools. The structure of an ontol-
ogy is usually graph-theoretic, where the concepts are the nodes and relationships
between concepts are the edges.
Domain ontologies represent a part of the knowledge in which the definition
of the concepts is domain-specific, like in the case of biomedical ontologies. Their
advantages are the common access to the data/information across domain and
research groups boundaries, the integration of new scientific information with
the one already existent, and the development of automatic mining tools which
allow computer reasoning and can potentially unveil new scientific hypothesis
(Arp et al., 2015; Uschold & Gruninger, 1996).
The Open Biological and Biomedical Ontology (OBO) foundry is a collabora-
tive initiative containing several inter-operable domain ontologies that are imple-
mented according to a well defined set of principles and guidelines (Courtout et al.,
2011; Smith et al., 2007). According to the proponents, the key requirements for
integration in OBO are "that ontologies be open, orthogonal, instantiated in a
well-specified syntax and designed to share a common space of identifiers" (Smith
et al., 2007). Gene Ontology (Section 2.2.1), Chemicals of Biological Interest on-
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tology or ChEBI (Section 2.2.4) and Uber-anatomy ontology (Section 2.2.2) are
part of the OBO foundry.
2.2.1 Gene Ontology (GO)
The Gene Ontology Consortium, originally composed by researchers studying the
model organisms Drosophila melanogaster (fruit fly), Saccharomyces cerevisiae
(yeast) and Mus musculus (mouse), created the GO1 in 1998. The goal of this
project was to unify the representation of gene and proteins roles in all eukaryotes
(The Gene Ontology Consortium et al., 2000), allowing, for example, the auto-
matic transfer of biological annotations of more known organisms to less known
ones. GO is a structured, hierarchical, controlled vocabulary for functions of
genes and genes products in all organisms. It is a crucial bioinformatics resource
that keeps evolving with the contributions of the community, including dedicated
biocurators and experimental biologists (The Gene Ontology Consortium, 2019;
The Gene Ontology Consortium et al., 2000).
GO is a direct acyclic graph (DAG), where the nodes represent gene func-
tions and edges represent relationships between the concepts. The relationships
types represented in the ontology are: is a, part of, has part, regulates, negatively
regulates and positively regulates. Figure 2.1 is a GO fragment representing GO
terms and relationships between them.
GO represents 45,013 terms2 distributed by three independent sub-ontologies:
Biological Process (29,694 terms), Molecular Function (11,113 terms) and
Cellular Component (4206 terms). An annotation is a connection between a
gene product and one or more functions (terms) in GO. Each GO annotation has
an evidence code that indicates the support for the annotation. There are sev-
eral evidence codes, the main distinction laying down on manually validated an-
notations (experimental evidence, phylogenetic evidence, computational
evidence, author statements, curatorial statements) versus automatically
generated annotations (that are not manually validated)3.
1http://geneontology.org/
2In February, 13, 2019
3http://geneontology.org/docs/guide-go-evidence-codes/
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Figure 2.1: GO fragment with the terms GO:0001783, GO:0070231 and
GO:0070246 and the respective ancestor terms up to the root term GO:0008150.
Black arrows represent subsumption relationships
2.2.2 Uber-anatomy Ontology (Uberon)
Uberon 1 represents anatomical entities in a species-neutral way, as well the struc-
tural and developmental relationships between them (Mungall et al., 2012). Cur-
rently, Uberon contains 13815 distinct classes 2.
The main goal of Uberon is to connect biological datasets annotated with
different ontologies. There are two versions of the ontology: the main ontology,
that contains exclusively Uberon concepts and the merged ontology, that contains
relationships with concepts belonging to other ontologies, like GO, ChEBI, Neuro
Behaviour Ontology, Cell Ontology and Protein Ontology. The main ontology
has relationships of the type is-a, part-of and develops-from, whereas the merged
ontology contains additional relationships, like capable-of, has-function-in, has-
part.
Uberon ontology acts like a bridge because integrates data isolated in many
1http://uberon.github.io/
2In April, 14, 2019
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species-centric anatomy ontologies (Haendel et al., 2014), which allows, for ex-
ample, automatic inference between entities of different taxa.
2.2.3 DBpedia
Wikipedia is a comprehensive encyclopedia about a variety of topics, including
articles related with life sciences. For example, Wikipedia pages are widely ac-
cessed for its medical content either by the medical community or the general
public and, in fact, this resource contained 30,000 articles on medical topics (con-
sidering the english version) as of March 2017 (Shafee et al., 2017). Besides this,
there are more examples of the Wikipedia’s scientific relevance, such as the Gene
Wiki initiative, which is an open-source collection of 10,000 wiki articles about
human genes (Good et al., 2012) and the RNA WikiProject, an effort that created
articles pertaining to 600 families of non-coding RNAs (Daub et al., 2008).
The DBpedia project1 is a community-based initiative with the aim of extract
structured information from various editions of Wikipedia. The english version of
the DBpedia ontology has 4,233,000 million instances mapped in 685 classes (3.7
release2).
2.2.4 Chemical Entities of Biological Interest Ontology
(ChEBI)
ChEBI3 is a database and ontology for representation of low-molecular weight
chemical entities that are in some way associated with biological processes in
living organisms (Hastings et al., 2016). More specifically, ChEBI represents
molecular entities (atoms, molecules, ion, ion pair, radical, radical ion, complex,
etc.) that are either biochemical compounds or synthetic products, such as agro-
chemicals, laboratory reagents and pharmaceuticals. ChEBI ontology contains
relationships of type is-a, has-role, has-part, among others, including 55,660 dis-
tinct entries4. ChEBI is integrated with GO, since many processes represented
1https://wiki.dbpedia.org/
2https://wiki.dbpedia.org/services-resources/ontology
3https://www.ebi.ac.uk/chebi/
4https://www.ebi.ac.uk/chebi/statisticsForward.do, in 1, April, 2019
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by GO terms include the respective ChEBI entities that are involved in them
(Hastings et al., 2013).
2.2.5 Human Phenotype Ontology (HPO)
HPO1 is a controlled vocabulary of phenotypical abnormalities associated with
human diseases. It includes an ontology for phenotypes that are relevant in the
medical field and disease-phenotype annotations. The ontology categorizes 13,000
terms in a DAG connected by is-a edges. Each one of the terms is assigned to one
of the five sub-ontologies: Phenotypic abnormality, Mode of Inheritance,
Clinical modifier, Clinical course or Frequency. HPO has relevant ap-
plications in personalized medicine, namely in computational deep phenotyping
(computational analysis of details about disease manifestations at individual level
and integration with the information and data available from other sources) and
phenotype-driven genomic diagnostics (Sebastian et al., 2019).
2.3 Semantic similarity
In a broad sense, semantics is the meaning of a word and semantic similarity is
the shared meaning between two words. However, in biomedical domain, a word
is usually a biological entity (gene, protein, compound, etc.) and its semantics
is the biological function that it performs in a given biological context (Couto &
Lamurias, 2018b)
How can we assess the semantic similarity between two biological entities?
The first thing to keep in mind is the complexity and ambiguity associated with
this task, because a biological entity can have a different function (or meaning)
depending on context. Second, similar structure not always equate with similar
function in biology. One paradigmatic example of this is the impact of Single
Nucleotide Polymorphisms (SNP), where the modification of a mere "letter" (nu-
cleotide) in "thousands of letters" (genomic sequence) can dictate the difference
between being healthy or develop a genetic disorder and a consequent medical
condition (Shastry, 2009).
1https://hpo.jax.org/app/
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How can we measure semantic similarity? In opposition to humans, com-
puters cannot assess semantic similarity in free text due to the very ambiguous
nature of it. Thus, a semantic base is necessary to provide an unambiguous con-
text, such as hierarchized common vocabularies, ontologies, taxonomies, or any
other structured representation provided that it expresses semantic relationships
between concepts.
Through semantic similarity measures (SSMs) it is possible to determine the
degree of shared meaning or information in common between two concepts in a
semantic base. SSMs usually only apply to subsumption (is-a) relationships in
the semantic base (cellular membrane is a cellular component, subclass B
is a superclass A, etc), even if there are present other types of relationships.
In biomedical sciences domain, semantic similarity has documented applica-
tions, for example, in information retrieval. Hliaoutakis et al. (2006) proposed a
method capable of detecting the degree of similarity between two distinct docu-
ments according to the presence of MeSH (Medical Subject Heading) terms1, even
if the documents do not share lexically similar terms. In the same line, Alonso
& Contreras (2016) presented a system to perform information retrieval in elec-
tronic health records, leveraging the Unified Medical Language System (UMLS)
Metathesaurus2 and SSMs.
2.4 PageRank
PageRank is a computational method to measure the relative importance of pages
in World Wide Web. Initially proposed in 1999 (Page et al., 1999), it aimed to
improve information retrieval in the Web, in a scenario with increasing number
of web pages and information heterogeneity. It was the basis of Google’s search
engine.
Considering the web as a graph, each page (or node) has a variable number of
forward links or out-edges pointing to other pages and a number of backlinks or
in-edges coming from other pages. The PageRank algorithm returns a probability
distribution of reaching web pages after successive iterations.
1https://www.nlm.nih.gov/mesh/meshhome.html
2https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/
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Figure 2.2: Simplified PageRank calculation for an example with four web pages.
Left: schema with four web pages and respective link structure. Values in red
represent PageRank decrease and values in green represent PageRank increase
after the first iteration. Right: PageRank scores for each page at iteration 0 and
iteration 1
Let’s consider a simple network composed of four web pages A, B, C and D
with the link structured depicted in Figure 2.2.
Initially the probability of reaching any given page or the PageRank score in
this example is 0.250. At each iteration, a given page will transfer a PageRank
score to each of its target page (pages to where the out-edges point to) and this
score is equivalent to the initial value of the page divided by the number of out-
edges. In Figure 2.2, page A has a score equal to 0.250 and two out-edges, so it
transfers 0.125 to each of its target pages.
The PageRank is a "random surfer model" (Page et al., 1999) based on random
walks on a graph. The random surfer clicks randomly on successive links and,
over a sufficiently large time, he finishes his trip in a given page. The PageRank
score of a page represents the likelihood of terminate the trip in that page.
Sometimes, if the surfer ends in a small loop of web pages (pages that only
point to each other) or in sink pages (pages without no forward links, like the
pages B and D in Figure 2.2) eventually will get bored and thus will jump to a
random web page without following a forward link. This behavior is modelled
through the damping factor. For a damping factor of 0.85, the random surfer
has an 0.85 likelihood of choosing a random forward link of the current page and
a 0.15 likelihood of jumping to a random page in the graph. In Personalized
PageRank (PPR), this jump always happens to a chosen page or node, hence the
"personalized" in the algorithm denomination (Agirre & Soroa, 2009). The EL
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task can be modelled as a ranking task, where for each entity mention in a docu-
ment there is list with potential KB candidates (the nodes in a graph) and links
between candidates (the graph edges). The candidates/nodes are then ranked
according to the likelihood of being the correct disambiguation for the entity.
There are documented adaptions of PPR to EL, such as Agirre & Soroa (2009),
Pershina et al. (2015), Mazaitis et al. (2014). Details about PPR adaptation to
EL are addressed in Chapter 3.
In a given document, modelling EL as a ranking task originates a graph with
candidates for each entity as nodes. Each node represents a KB concept and links
between nodes are added to the graph according to the relationships between the
concepts in the KB. The system proposed in the present work explores semantic
similarity in the context of ontologies to improve the node ranking in the graph
jointly PPR (see Chapter 3).
2.5 State of the art
The challenges directed to researchers that apply text mining to biological prob-
lems are an effective way of assessing the state of the art in EL.
The BioCreAtIvE (“Critical Assessment of Information Extraction in Biol-
ogy”) challenge is one example. Its aim is to assess the state of the art in a
set of tasks that have biological relevance and are related with biomedical digi-
tal curation (Hirschman et al., 2005). The latest edition, BioCreAtIvE VI, was
held in 2017 and comprised the “Interactive Bio-ID Assignment (IAT-ID) Track
on innovations in Biomedical Digital Curation” that included the “Bioentity nor-
malization task” 1. The bioentities in the challenge dataset belonged to Cellular
component GO subontology, ChEBI, Uberon, Cell Ontology, among others and
the results of the participating systems in this challenge are available in Arighi
et al. (2017).
One of the main topics of EL in biomedical domain is gene and protein name
normalization. This stems from the fact that a gene or a protein can have mul-
tiple designations, for example, the human gene PhospholipaseA2 groupVII
1https://biocreative.bioinformatics.udel.edu/tasks/biocreative-vi/track-1/
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can be designated by PLA2G7, PAFAD, PAFAH, LP-PLA2 or LDL-PLA2 1. Different
researchers use different terminology in their publications which hampers both
human reader and computer comprehension. BioCreAtIvE has organized tasks
for the extraction of gene and protein mentions and respective linking to KB
since its first edition in 2004 (Hirschman et al., 2005), as well in other editions
(Arighi et al., 2017; Lu et al., 2011; Morgan et al., 2008). Other systems have
been proposed, like Sullivan et al. (2011), Huang et al. (2011), Li et al. (2013) or
Wei et al. (2015).
Another community challenge is the “BioNLP Shared Task series” (BioNLP-
ST), whose last edition ocurred in 2016. The “Bacteria biotope (BB3) task”2
required as first step the extraction of text passages mentioning bacteria habitats
and species in a corpus of scientific papers abstracts and their normalization to
OntoBiotope Ontology and to NCBI Taxonomy, respectively. Description of the
task and the participating systems are available in Del et al. (2016).
There are also some works published that try to tackle the challenge of nor-
malization of disease and other clinical concepts. For example, Siu et al. (2016)
developed a system to perform disambiguation of Medical Subject Heading or
MeSH terms (used for indexation of PubMed articles) included in the Unified
Medical Language System (UMLS) KB. The system applies one or more heuris-
tics to deal with ambiguous cases, such as considering as the same entity two
different text mentions that are expressed in the singular and the plural forms.
Another example is DNorm, a disease name normalization tool (Lu et al., 2013).
The systems applies machine learning to learn similarities between text mentions
and disease concepts from training data.
Outside of the biomedical domain, Wikipedia is one of the most used KB
for entity linking, because it contains information about an extensive number of
topics. A few examples of works in this subject are Mihalcea & Csomai (2007),
Dredze et al. (2010), Cucerzan (2011) or Pershina et al. (2015).
EL approaches can be either global, local or a mixture of both (Ratinov et al.,
2011). Early systems relied on local approaches, where each mention in a doc-
ument is disambiguated independently by string matching or dictionary look-up
1https://www.ncbi.nlm.nih.gov/gene/7941
2http://2016.bionlp-st.org/tasks/bb2
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algorithms. For example, Bunescu & Pas (2006) proposed a system that dis-
ambiguated named entities to Wikipedia, first by looking for an exact match for
the entity in a dictionary and then using a Support Vector Machines model that
compares the lexical context around each entity with a candidate disambiguation
Wikipedia page.
The global approach, by its turn, aims to disambiguate all mentions in a
document simultaneously, presupposing that entities appearing in a document
must be somehow related. It is the case of graph-based approaches, that use a
graph containing the KB candidates for the mentions and then can rank each
node to select the highest scoring one for each mention.
Pershina et al. (2015) proposed a graph-based disambiguation model that uses
the PPR algorithm. The system leverages both local coherence between an entity
and a Wikipedia candidate, as well candidate contribution to the global coher-
ence within a document. Each candidate/node in the graph is then ranked and
the highest scoring candidate for each entity is selected. The model was evalu-
ated in the dataset AIDA, a gold standard containing Wikipedia annotations, and
obtained a disambiguation accuracy of 0.9177. Zheng et al. (2015) proposed a
graph-based method that performs collective EL (i.e. follows a global approach),
but also using local features, like the entropy of each node. The model is similar
to the method proposed in the present work, in the sense that it is a graph-based
method and explore the structure of an ontology to add the egdes of the candi-
dates graph, but our method goes even further by considering the information
content of each concept, as well the semantic similarity between nodes to calculate
node coherence.
More recent approaches to EL resort to machine learning techiques. For exam-
ple, the system proposed by Li et al. (2017) uses a convolutional neural network
(CNN) to rank candidates for entities in biomedical articles and clinical records.
The system links the entities to medical concepts and obtained a disambigua-
tion accuracy of 0.9030 for SNOMED-CT concepts1, and 0.8610 for MeSH2 and
OMIM concepts3.
1https://browser.ihtsdotools.org/?
2https://www.ncbi.nlm.nih.gov/mesh
3https://www.omim.org/
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Karadeniz & Özgür (2019) presented an unsupervised approach to EL using
word embeddings, semantic similarity and two KB: Onto-Biotope ontology and
the Medical Dictionary for Regulatory Activities (MeDRA). Word embeddings
are vector representations of a named entity and usually contain the words of
the named entity and their context words, i.e the surrounding words (after and
before). An entity vector is compared with ontology concept vectors through
semantic similarity, and then the concepts are ranked based on the results.
Most of the existant EL systems were developed for general KBs, likeWikipedia
and the fewer systems developed for the biomedical domain usually are only
adapted to a given specific domain, like diseases or gene names. So, it is essential
to develop a flexible system, able to perform EL in biomedical ontologies indepen-
dently of the specific domain. The system must be easily adapted to any domain
in the biomedical sciences, since many biomedical ontologies have a standard
structure. Besides this, it is an advantage if the system can also be adapted to
more general domains, because it allows a better comparison of its performance
with other state of the art systems. Additionally, there is not many training data
available for the biomedical domain, so one way of overcoming this obstacle is
to use PPR-based methods, that do not require training data. The system pro-
posed by Pershina et al. (2015) is PPR-based and uses the context of the entities
to disambiguate them, but it is not adapted to biomedical domain and it does
not use SSMs or ontologies to build the candidates graph. Instead, the method
uses the hyperlink structure of Wikipedia, which can not be replicated in specific
biomedical domains due to the absence of equivalent KBs. Due to the large avail-
ability of ontologies in the biomedical domain, these constitute a better option
to help to build the candidates graph. Zheng et al. (2015) proposed a system
that uses the structure of ontologies to build the graph, but uses the concept of
entropy of relations, instead of PPR or SSMs. So, a system able to combine these
features can potentially improve the EL task. The valuable information present
in biomedical ontologies can be leveraged for the following aims: i) to build the
candidates graph for PPR application and ii) to allow the application of SSMs,
which can determine the candidates that fit better in the graph.
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Methods
3.1 Problem definition
A knowledge base (KB) is defined as a tuple < C,R >, where C is the set of
concepts and R the set of relationships between concepts.
The entity linking (EL) task can be divided in two distinct steps:
1. Generation of KB candidate list for each entity e in E (set of named entities,
for example, in a document):
CL(e) = {ce1, ..., cie|ce ∈ C}
2. Selection of the KB candidate ce ∈ CL(e) that best represents each e.
3.2 Graph building exploring ontology structure
After the step(1) of Section 3.1, a graph G is created:
G =
{
(e, ce)|e ∈ E, ce ∈ CL(e)}
The graph nodes (e, ce) are pairs entity/candidate. The graph edges are added
based on the structure of the ontology, more specifically, according to the length
of paths between two given concepts.
21
3. METHODS
Figure 3.1: Adding an edge in the graph, represented by the black double arrow.
Left: mention "contraction" and respective candidate list. Right: mention "adap-
tation of skeletal muscle" and respective candidate list. The ontology distance
between the GO terms "Muscle contraction" and "Skeletal muscle contraction" is
two. The maximum distance allowed (a parameter that can be changed) is two,
so an edge is built between the nodes that correspond to the referred concepts
An edge in the graph between two nodes occurs if the ontology concepts rep-
resented by the nodes are within a maximum distance allowed (in the ontology).
Besides that, a link can only occur between two candidates of different entities,
because only one element in the candidate list can be the chosen one (Figure 3.1).
For each document in corpus there will exist a distinct set of named entities (E)
and a distinct graph (G).
3.3 Graph-based disambiguation with Personal-
ized PageRank (PPR)
In step(2) of Section 3.2, the function disambiguate selects the correct candidate
ce for entity e :
disambiguate(e) = argcemax{score(e, ce)} (3.1)
The score function above determines the likelihood of a given candidate being
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the correct disambiguation for given entity e.
Following the approach described in Pershina et al. (2015), it is possible to
quantify the global coherence of each node in the graph G previously built. For
example, if a given node (e, ce) presents a high coherence to the graph, it is likely
that the candidate concept represented by ce constitutes the correct disambigua-
tion for the respective entity e. The PPR algorithm simulates random walks
across graph G with a certain damping factor (see Section 2.4) and ranks the
importance of each node.
The calculation of the global coherence of a node n to the graph comprises two
steps. First, PPR algorithm determines the coherence of node n to each source
node s:
coherences(n) = PPR(s→ n) (3.2)
Second, the sum of the coherence of node n to each source node s returns the
global coherence for node n:
coherence(n) =
∑
s∈G
coherences(n) (3.3)
Thus, for each entity e, the application of PPR method will chose the node
(e, ce) that presents higher coherence/rank among the competing candidates/n-
odes, which will correspond to the score function (3.1).
3.4 Information Content
According to Resnik (1995), it is possible to associate probability with concepts
in an ontology to measure the specificity of each concept.
An ontology C can be viewed as a function p : C → [0, 1], where for each
c ∈ C, there is a p(c) corresponding to the probability of encountering an instance
of the referred concept. Consequently, the Resnik’s expression to quantify the
information content of a concept is given by:
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IC(c) = −log(p(c)) (3.4)
Intuitively, information content can be viewed as measure of "rareness" : as the
probability of finding an instance of a given concept rises, its information content
declines. An ontology contains subsumption relationships, so, to find a concept is
equivalent to implicitly find all of its ancestors. Hence, the probability of finding
an instance of the root concept is 1, because this concept is an ancestor of every
concept in taxonomy, and its information content is 0.
The probability function p can be intrinsic, where p corresponds to the
number of its child nodes or extrinsic, being p defined according to the fre-
quency of each concept in an external dataset (Couto & Lamurias, 2018b). In
the present work, p is defined in an extrinsic manner.
Considering an ontology or KB represented by < C,R > (C is the set of
concepts, R the set of relationships), an external dataset by D and a predicate
refer(d, c) that is true when an element d ∈ D refers the concept c ⊂ C, the
frequency of concept c is:
FD(c) = |d : refer(c1, d) ∧ d ∈ D ∧ c1 ∈ Desc(c) ∪ c|
With the frequency measure FD, it is possible to calculate the extrinsic
probability for each concept in the ontology:
p(c) =
FD(c) + 1
max{FD(c1) : c ∈ C}+ 1 (3.5)
Including equation (3.4) (local coherence) in the coherence equation (3.2) renders:
coherences(n) = PPR(s→ n) · IC(n) (3.6)
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3.5 Semantic similarity
Semantic similarity measures (SSMs) determine the similarity of two distinct con-
cepts in a semantic base (like an ontology). SSMs are restricted to subsumption
relationships (is-a), which are transitive: for example, assuming that R is the set
of relationships in the ontology and knowing that (c1, c2) ∈ R and (c2, c3) ∈ R,
then we can assume that (c1, c3) ∈ R. The ancestors of a concept c are thus
defined by:
Anc(c) = {a : (c : a) ∈ T}
Being T the smallest relation in C (set of concepts) that contains R and are
transitive. The common ancestors (CA) of two concepts are defined as:
CA(c1, c2) = Anc(c1) ∩ Anc(c2)
According to Couto & Lamurias (2018b), instead of using the totality of the
common ancestors between two concepts, usually SSMs resort to either :
1. the most informative common ancestors (MICA):
MICA(c1, c2) = {a : a ∈ CA(c1, c2) ∧ IC(a) = max{IC(a) : a ∈
CA(c1, c2)}}
2. or the disjunctive common ancestors (DCA), if one considers multiple in-
heritance relationships:
DCA(c1, c2) = {a : a ∈ CA(c1, c2) ∧ ∀ax∈CA(c1,c2)PD(c1, c2, a) =
PD(c1, c2, ax)⇒ IC(a) > IC(ax)}
being PD a function that determines the difference between the number of
paths of c1 and c2 to their respective CA.
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SSMs can be defined in terms of the IC of the concepts. Resnik (1995) first
proposed a SSM based on the idea of shared IC between two concepts, that
corresponds to the average of IC of either the MICA or the DCA:
SSMresnik(c1, c2) = ICshared(c1, c2) (3.7)
Lin (1998) proposed the folowing SSM:
SSMlin(c1, c2) =
2× ICshared(c1, c2)
IC(c1) + IC(c2)
(3.8)
Additionally, Jiang & Conrath (1997) proposed a SSM based on the distance
between two concepts in an ontology:
distjc(c1, c2) = IC(c1) + IC(c2)− 2× ICshared(c1, c2)
The idea behind it is that the distance between two concepts is inversely propor-
tional to their similarity, so:
SSMjc(c1, c2) =
{
1
dist(c1,c2)
, if dist > 0
1, otherwise
(3.9)
Semantic similarity (local coherence) can thus improve the calculation of a node
coherence to a given source node:
coherences(n) = PPR(s→ n) · IC(n) · SSM(s, n) (3.10)
3.6 Models
The approach of the present work is to apply four different models to determine
which one achieves higher EL accuracy:
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1. Top match: the baseline approach. For each textual mention in a document,
this model selects the ontology concept that is more similar based on Leven-
shtein distance, without considering semantics or context. Candidates be-
low a predefined minimum matching score (parameter min_match_score)
were excluded.
2. PPR: corresponds to the application of PPR algorithm to EL as described in
Pershina et al. (2015), but adapted to biomedical ontologies. The coherence
of each node to a given source node is calculated by equation (3.2).
3. PPR-IC: model that applies the PPR algorithm to EL but includes the
information content of each node to calculate the coherence (3.6). The
parameter maximum distance between ontology concepts that is used in
graph building (see Section 3.2) was optimized through the application of
PPR-IC model with different maximum distance values.
4. PPR-SSM: model that includes the calculation of semantic similarity between
two given nodes to obtain node coherence (3.10). The SSM considered are
Resnik’s (3.7), Lin’s (3.8) and Jiang and Conrath’s (3.9). Each SSM is
calculated using the MICA or the DCA.
3.7 Evaluation
The disambiguation accuracy obtained by a model in a dataset is calculated
through the following equation:
tp : True positives or number of entities correctly disambiguated
total_disambiguated : Total number of entities disambiguated
accuracy =
tp
total_disambiguated
(3.11)
27
3. METHODS
The recall obtained by a model in a dataset is obtained by the expression:
fn : False negatives or number of entities not disambiguated
recall =
tp
tp+ fn
(3.12)
The models were integrated in a unique system developed with Python program-
ming language, version 3.6.8, where it is possible to choose which model to apply.
The next step is to evaluate the system and each of the models in a dataset con-
taining annotations, i.e., the surface form of the entities to disambiguate and the
respective KB disambiguations. A disambiguation contains the most appropriate
KB concept identifier for the respective entity. The main question at this point
is: which model will achieve higher disambiguation accuracy?
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4.1 Data
The models previously described (Section 3.6) were evaluated in two different gold
standards: CRAFT and MSNBC. These gold standards are corpus containing
documents manually annotated with ontology concepts.
The “Colorado Richly Annotated Full-Text” (CRAFT) corpus is a collection
of 67 biomedical articles from PubMed Central Open Access subset1 semanti-
cally annotated with concepts belonging to several OBOs (Cohen et al., 2017).
CRAFT contains, among others, GO and Uberon annotations. The v3.0 release
of the corpus was used in the present work and the subsets of the corpus contain-
ing GO Biological Process, GO Cellular Component and Uberon annotations are
henceforth designated by CRAFT-BP, CRAFT-CC and CRAFT-UB. GO Molec-
ular Function annotations were present in the corpus, but were not considered
due to their overall low number and higher repetitive profile.
To evaluate the performance of the models in a general domain outside the
biomedical sciences, it was used the MSNBC corpus, which contains twenty news
stories spanning ten MSNBC news categories: Business, United States politics,
Entertainment, Health, Sports, Tech & Science, Travel, TV news, United States
news and World news. Each article contains a variable number of named entities
annotated with the Wikipedia articles, for which there is always an equivalent
1https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/
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DBpedia resource. A summary of both CRAFT and MSNBC corpora is shown
in Table 4.1.
Table 4.1: Gold standards used for model evaluation. The metric "Entities w/-
candidates" is calculated after removal of candidates below minimum matching
score (see "Evaluation setup" 4.2)
CRAFT-BP CRAFT-CC CRAFT-UB MSNBC
Documents 67 67 67 20
Total entities 9280 4075 12269 755
Entities w/ candidates 8822 3849 12263 657
% Entities w/ candidates 0.9506 0.9445 0.9995 0.8702
Entities w/ solution 7173 3436 11135 405
% Entities w/ solution 0.7730 0.8432 0.9076 0.5364
Entities w/solution per document 107.0597 51.2836 166.1940 20.25
Unique entities per document 26.7313 13.2836 38.5224 12.1
Almost all entities in every corpus have at least one candidate in the respective
ontology obtained through fuzzy string matching ("% Entities w/ candidates"
in Table 4.1). This computational technique finds strings that match a given
pattern, even if approximately. In this context, the pattern was the surface form
or the entity present in the annotations file. The number of entities with the
correct solution in the candidate list is comparatively slower ("% Entities w/
solution" in Table 4.1), which gives margin to improvement in the candidate list
generation process, particulary in the case of the entities in MSNBC corpus (only
53,64% of the entities have the correct disambiguation in candidate list).
The metric "Entities w/solution per document" (Table 4.1) is relevant for
the application of PPR algorithm, because documents with fewer entities are
more prone to disambiguation errors. So, the higher the number of entities in
a document, more "context" exists to assist the disambiguation. Although this
metric apparently has high values in all corpora considered, the truth is that
the number of unique entities in each document ("Unique entities per document"
in Table 4.1) is relatively low, reaching its lowest number of 12.1 in MSNBC
corpus. This happens due to the great number of repeated entities present in
each document.
30
4.2 Evaluation setup
In this work it was used the February 2019 release of GO, the Version 2018-
11-25 of Uberon and the Version 2016-10 of DBpedia.
4.2 Evaluation setup
Between every candidate in the list and its respective entity it was calculated
a matching score based on edit distance. Candidates below minimum matching
score (represented by the parameter min_match_score) were excluded of the
candidate list. In CRAFT-BP, CRAFT-CC and CRAFT-UB, min_match_score
was adjusted to 0.6 and in MSNBC to 0.2 (based on F1 score obtained by Top
Match model).
Some candidates were not linked directly to any other candidate according to
ontology relationships, which consequently hampers the random walks performed
by the PPR algorithm. The parameter max_dist (maximum distance allowed)
was included in the system and the effect of its variation between 1 and 8 was
studied in the PPR-IC model. For example, if the maximum distance allowed
between two ontology concepts were 2, there would be an edge between the can-
didates represented by those concepts only if the shortest path between the two
concepts in the ontology was equal or smaller than 2.
PPR was computed according to the Monte Carlo algorithm proposed by
(Fogaras & Rácz, 2004). The parameters for PPR were set according to (Pershina
et al., 2015): initialization with 2,000 random walks for each source node, 5 steps
of PPR and probability of jump to the source node (or teleport probability) of
0.2.
To perform the disambiguation the function 3.1 was applied for each entity.
This function selected the candidate with the highest global coherence (equation
3.3), which by its turn was calculated through the equations 3.2, 3.6 and 3.10. For
each of the datasets referred in Section 4.1 the models described in the Section
3.6 were applied. If the selected candidate corresponded to the annotation in
the gold standard, the disambiguation was considered correct. In the end, the
disambiguation accuracy was calculated for each dataset, that is equivalent to the
number of correct disambiguated entities divided by the total number of entities.
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Figure 4.1: Study with PPR-IC model to determine the optimal value for the
parameter max_dist
In addition, for the model PPR-SSM it was tested the effect of using different
SSMs in the disambiguation accuracy, like Resnik’s, Lin’s, and Jian and Conrath’s
measures, and the effect of using either the MICA or the DCA.
4.3 Evaluation results
In all datasets, the optimal value for the parameter max_dist is 1 (Fig. 4.1).
The best results were 0.7911 for CRAFT-BP, 0.7247 for CRAFT-CC, 0.8204 for
CRAFT-UB and 0.8523 for MSNBC. The optimal values were then used in all
models involving PPR.
The recall obtained by PPR-SSMmodel for each dataset is 0.6363 for CRAFT-
BP, 0.7809 for CRAFT-CC, 0.8316 for CRAFT-UB and 0.4674 for MSNBC. Dis-
ambiguation accuracy obtained by the different models on the referred datasets
are in Table 4.2.
The model PPR-SSM achieved higher EL accuracy in all datasets, more specif-
ically, 0.8244 in CRAFT-BP, 0.7258 in CRAFT-CC, 0.7918 in CRAFT-UB and
0.8814 in MSNBC.
Results for the PPR-SSM model, using different SSMs and either the MICA
or the DCA are in Table 4.3.
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Table 4.2: Disambiguation accuracy of each model (rows) in the datasets CRAFT-
BP, CRAFT-CC, CRAFT-UB and MSNBC, with the best result for each gold
standard highlighted
Model CRAFT-BP CRAFT-CC CRAFT-UB MSNBC
Top match 0.7744 0.6899 0.7400 0.8471
PPR 0.6926 0.6166 0.7275 0.8432
PPR-IC 0.8204 0.7247 0.7911 0.8523
PPR-SSM 0.8244 0.7258 0.7918 0.8814
Table 4.3: Disambiguation accuracy of the PPR-SSM model in each gold standard
using different SSMs (Resnik, Lin and JC) and different ways to take into account
the IC of the ancestors (MICA or DCA). Best result for each gold standard in
bold.
SSM ICshared CRAFT-BP CRAFT-CC CRAFT-UB MSNBC
Resnik MICA 0.7444 0.6439 0.7460 0.8776DCA 0.7545 0.6439 0.7471 0.8776
Lin MICA 0.8244 0.7190 0.7918 0.8814DCA 0.8216 0.7258 0.7918 0.8814
JC MICA 0.8177 0.6985 0.7829 0.8771DCA 0.8199 0.6997 0.7899 0.8771
Lin’s measure using MICA yielded the best result in CRAFT-BP dataset,
Lin’s measure using DCA in CRAFT-CC and both Lin using either MICA or
DCA achieved the best results in CRAFT-UB and MSNBC datasets.
Additionally, for a better interpretation of the results of the present work,
the evaluation results of the models in two datasets containing ChEBI and HPO
annotations are shown in Table 4.4.1
1Evaluation results obtained by André Lamúrias
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Table 4.4: Accuracy of the different models on the ChEBI-patents and HPO-GSC
gold standards, with the best result for each dataset highlighted
Method ChEBI-patents HPO-GSC
Top match 0.5271 0.638
PPR 0.6654 0.5544
PPR-IC 0.8026 0.6557
PPR-SSM 0.8039 0.6825
4.4 Discussion
Analysing the errors in the disambiguations performed by the PPR-SSM model,
one that stands out is the lack of edges in some of the candidates in the graph
(particularly in CRAFT datasets), meaning that many nodes/candidates are iso-
lated in the graph. For example, all the candidates for the entity regulation
of blood flow (in document "11532192" of the CRAFT-BP dataset) were not
linked to any other candidates in the document. In cases like this, the PPR al-
gorithm is not applied, instead the candidate with more descendants is chosen.
This approach does not take into account the global coherence in candidate se-
lection, which leads to systematic disambiguation errors. This also explains the
poor results obtained by the PPR model in all datasets, even when compared
with the baseline approach.
Relaxing the parameter max_dist in order to capture indirect relationships
between concepts in the ontology (i.e. shortest paths between concepts with
length greater than 1) and consequently to increase the number of edges in the
graph does not seem to be effective, as attested by the results depicted in Fig. 4.1.
In fact, increasing max_dist value decreases the disambiguation accuracy, which
is due to the fact that many of the additional edges are noise, linking candidates
that are not the correct choice and thus increasing their overall score.
In all CRAFT datasets there were also issues related with child and parent
concepts and their respective IC. There were many cases where two candidates,
one being the child of the other in the context of the respective ontology, were
"tied": the candidates had the same number of edges connecting to other nodes
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and the same contribution for local coherence (determined by the SSM in equation
3.10) and so the PPR-SSM model could not select one candidate. To break the tie
between the two candidates, the candidate with higher IC would be chosen, even if
it was not the correct disambiguation. For example, in the document "16103912"
of the CRAFT-UB dataset, the terms respiratory organ (UBERON:0000171)
and respiratory system (UBERON:0001004) are both candidates for the entity
respiratory, being respiratory system the annotation in the gold standard.
Both terms had no links to other candidates in the document but respiratory
organ was the child term of respiratory system, thus had an higher IC. The
model wrongly disambiguated the entity with the candidate respiratory organ
due to the weight of IC. A similar case ocurred with the entity antibodies in
CRAFT-CC dataset (document "11897010") and the respective candidates IgG
immunoglobulin complex, circulating (GO:0071736) and antibody (GO:004
2571). The term GO:0071736 is a child concept of GO:0042571, and because it
had an higher IC, it was selected to the detriment of the correct term. However,
in other tied cases the candidate with higher IC is selected, which corresponded to
the correct disambiguation. For example, long-chain fatty acid metabolic
process (GO:0001676) and long-chain fatty acyl-CoA metabolism (GO:003
5336) were both candidates for long chain fat metabolism, having no links
to any other candidate in the graph. The candidate long-chain fatty acid
metabolic process had higher IC and it was selected, which was the correct
disambiguation. Consequently, it is not possible to derive a general rule to solve
all cases.
Another source of errors lies on the step of candidates list generation, specially
for MSNBC gold standard, considering that the PPR-SSM model achieved a low
recall (0.4674) in this dataset. In this way, it was explored the hypothesis that
the stemming (i.e., to convert inflected words to their root form) of the surface
forms could improve the retrieval of the candidates list. If this approach was
successful, more entities would see the correct disambiguation in the respective
candidates list and thus the disambiguation accuracy would be higher. In some
cases, the impact of these approaches was direct, as it was the case of the entity
vessels in the CRAFT-UB dataset. Without stemming the surface form, the
system selected the wrong candidate blood vessels (UBERON:0004537), but
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with the stemming of the surface form vessels to vessel, there was an exact match
with the candidate vessel (UBERON:0000055). After the implementation of this
stemming step in the workflow, the conclusion was that it was not time-effective,
in the sense that the running time of system greatly increased and the impact on
the disambiguation accuracy was almost negligible.
The low recall achieved by PPR-SSM model in the MSNBC dataset is also
explained by the exclusion of some entities from candidates list. It was decided
that DBpedia candidates that were not instantiated in any DBpedia ontology class
would be eliminated from the candidates list where they appeared. Otherwise,
the application of SSMs would not be possible, because these candidates were
not represented in the structure of the ontology. The downside was that many
candidates that were the correct disambiguation for the respective entities were
excluded and so the entities were not disambiguated. This lack of classification
for many DBpedia instances is due to the fact that the DBpedia ontology is very
small and shallow: the DBpedia KB contains more than 4 million instances but
the ontology only has 685 classes, so many instances are not classified. This is
related with the nature of the project, since it is maintained and developed by
voluntary online users, resulting in few contributions, absence of classification
for many instances and in classifications errors, problems already pointed by
Paulheim & Bizer (2013). For example, the concept Sweden1 is classified as
MusicalArtist and not as Country (as the time of writing).
For comparison with state-of-the-art approaches, mainly developed for social
media text and applied to the disambiguation of Wikipedia entities, the system
was tested in the MSNBC dataset, a corpus annotated with Wikipedia entities.
As the system requires an ontology, the Wikipedia entities were disambiguated to
the DBpedia ontology, as both Wikipedia and DBpedia share the same instances.
Recently, Guo & Barbosa (2018) proposed two EL algorithms: WNED, an itera-
tive greedy algorithm based on random walks and L2R.WNED, a learning-to-rank
algorithm trained on benchmark corpora. The authors determined the disam-
biguation accuracy obtained by the referred approaches on the MSNBC dataset
and also by seven state-of-the-art systems. L2R.WNED obtained a new state-of-the-
art accuracy of 0.91, whereas the state-of-the-art approaches achieved accuracy
1http://dbpedia.org/resource/Sweden
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values ranging between 0.66 and 0.89. Hence, the accuracy obtained by the PPR-
SSM model (0.8814) in the present work compares with the accuracy obtained
by state-of-the-art systems.
The impact of the SSMs in the three CRAFT datasets was modest as both
PPR-IC and PPR-SSM models achieved similar accuracy. In these three cases,
the PPR-IC model was able to increase the accuracy by 0.0500 in CRAFT-BP,
0.0348 in CRAFT-CC and 0.0511 in CRAFT-UB comparing to the baseline ap-
proach, contrasting with the increase of 0.0052 in MSNBC. By its turn, com-
paring to the PPR-IC model, the PPR-SSM model increased the accuracy by
0.0040 in CRAFT-BP, 0.0011 in CRAFT-CC, 0.0007 in CRAFT-UB and 0.0291
in MSNBC. This suggests that SSMs application is particularly useful in cases
where the PPR-IC model does not perform so well, in this case in the MSNBC
dataset. If the accuracy obtained through PPR-IC is already high, the impact of
SSMs will be limited. Results obtained in ChEBI and HPO datasets with other
modules of the system here proposed corroborate this hypothesis (Table 4.4).
For ChEBI dataset, the PPR-IC model achieved an increase of 0.2755 in accu-
racy relatively to baseline approach, so PPR-SSM accuracy improvement besides
PPR-IC was small (0.0013). On the other hand, for HPO dataset, PPR-IC only
improved accuracy in 0.0177, allowing an improvement of 0.0268 by PPR-SSM
model besides PPR-IC.
The model PPR-SSM achieved higher disambiguation accuracy in all datasets
when compared to the other models evaluated (see Table 4.3), thus it is possible
to conclude that the use of SSMs can have a positive impact in EL task. This is
specially valid to the MSNBC dataset, where the model improved disambiguation
accuracy by 0.0291 comparing to the second best performing model, PPR-IC.
Lin’s measure demonstrated to be the best SSM (see Table 4.3), in opposition
to Resnik’s. The main difference with Resnik’s measure is that it does not consider
the IC of individual concepts, which may lower the accuracy results.
Nevertheless the differential impact of SSMs in distincts datasets, another
conclusion extracted from the results is that it is possible to explore the semantic
relationships encoded in an ontology to generate the candidates graph and per-
form EL as a ranking task. This is true for EL in biomedical field, specifically for
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the disambiguation of gene functions and anatomical parts, but also for a general
domain, like the disambiguation of DBpedia entities.
Although not the focus of the experiments here described, it is important
to note the high recall achieved by the system in CRAFT datasets (0.6363 for
CRAFT-BP, 0.7809 for CRAFT-CC, 0.8316 for CRAFT-UB), while simultane-
ously obtaining a good disambiguation accuracy. For comparison, another system
proposed by Boguslav et al. (2018) achieved a recall of less than 0.20 in CRAFT-
BP and less than 0.70 in CRAFT-CC datasets.
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The PPR-SSMmodel achieved the highest disambiguation accuracy in all datasets
evaluated: 0.8244 in CRAFT-BP, 0.7258 in CRAFT-CC, 0.7918 in CRAFT-UB
and 0.8814 in MSNBC. This demonstrates that is possible to improve the perfor-
mance of EL applying the PPR algorithm, SSMs and using biomedical ontologies.
PPR-SSM model generates a list with ontology candidates for each entity
in a document, builds a graph with the candidates as nodes and leverages the
structure of biomedical ontologies to generate the edges, in contrast with the PPR-
based method proposed by Pershina et al. (2015), that leverages the hyperlink
structure of Wikipedia. The model then determines the coherence of each node
in the graph, i.e., how well the node fits into the graph. The coherence of each
node/candidates is calculated through the application of the PPR algorithm,
the IC of the candidate and the application of an SSM to determine the semantic
similarity between the candidate and every one of the candidates for other entities.
After this, the candidates are ranked and for each entity the highest ranking
candidate is selected as the correct disambiguation.
PPR-SSM combines the advantages of PPR-based methods without requir-
ing training data, which confers adaptability to other KB, as well other domains
beyond biomedical text mining. In fact, the model performed well in the dis-
ambiguation of entities to a general ontology, DBpedia, obtaining an acuracy of
0.8814 on MSNBC dataset. Most state of the art systems obtained accuracy
values ranging from 0.66 to 0.91 on the same dataset (Guo & Barbosa, 2018),
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which demonstrates that PPR-SSM performance is comparable to those obtained
by state of the art systems.
The achieved results also demonstrate that it is possible to explore the struc-
ture of biomedical ontologies to build the candidates graph in PPR-based meth-
ods. However, there are some shortcomings, as many graphs that were built
contained many isolated nodes, which hindered the performance of the PPR al-
gorithm. This aspect of the system needs to be improved in future modifications.
The PPR-SSM model achieved a high recall in CRAFT datasets: 0.6363 in
CRAFT-BP, 0.7809 in CRAFT-CC, 0.8316 in CRAFT-UB. On the other side,
the recall obtained by the model in the MSNBC dataset was low: 0.4674.
This work led to the development of a biomedical EL module and the software
is available at https://github.com/lasigeBioTM/PPRSSM.
5.1 Future work
The problem of the lack of edges in the candidates graph can be approached
by extracting relationships between concepts described in the literature that are
not represented in ontology’s structure. The approach proposed by Lamurias
et al. (2019) to detect and classify relationships described in biomedical text can
be adapted to GO and Uberon entities. If this strategy works, there will be
less nodes isolated in the candidates graph and the random walks in the PPR
algorithm will be possible in more parts of the graph. So PPR application will
be more effective, improving the disambiguation accuracy.
Specially for the entities in the MSNBC dataset where the module achieved
a low recall, another problem associated with the module is the absence of the
correct candidate in the candidates list for some entities. The module relies on
string matching to generate the candidates list from the ontology for each entity,
but Prokhorov et al. (2019) proposed an approach in which entities are repre-
sented as graph paths containing all of their ancestors in the ontology and the
representation is then used to retrieved the candidates list. This sytem con-
verts ontologies from directed acyclic graphs into rooted tree graphs and then it
uses deep learning, more concretely Long-Short-Term Memory (LSTM) networks
to represent the entities as vectors and to compare them with the rooted tree
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graph. This strategy can possible improve the recall and increase the number
of exact matches, even in CRAFT datasets, which will ultimately increase the
disambiguation accuracy in all datasets.
EL is closely associated with the Named Entity Recognition (NER) task, as
it necessarily requires the identification of the entities in the text before their
linking to a KB. In this way, it would be useful to combine the developed module
with a NER system in order to create a tool capable of doing both EL and NER,
like for example the system MER proposed by Couto & Lamurias (2018a).
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