Environmental data often take the form of a collection of curves observed sequentially over
Introduction
where p denotes the total number of realized intraday measurement of PM 10 . Once we have constructed a time series of functions, we will work directly with a continuous functional time series. In the intraday PM 10 data described in Section 5, there are p = 48 half-hourly time intervals representing 24 hours of intraday measurements.
In the statistical literature, there has been a large amount of research on the development of functional time series forecasting methods (see Hyndman & Shang 2009 , Hörmann & Kokoszka 2010 , Horváth & Kokoszka 2012 , for a general background). From a parametric viewpoint, Bosq (1991 Bosq ( , 2000 proposed the functional autoregressive (FAR) of order 1, and derived one-step-ahead forecasts that are based on a regularized form of the Yule-Walker equations. proposed the functional moving average (FMA) process and introduced an innovations algorithm to obtain the best linear predictor. proposed the FARMA process where a dimension reduction technique was used to reduce infinite-dimensional objects to a finite dimension, and thus vector autoregressive (VAR) models can be deployed. From a nonparametric viewpoint, Besse et al. (2000) proposed functional kernel regression to measure the temporal dependence by a similarity measure characterized by the notions of neighborhood distance and bandwidth. Among many modeling techniques, functional principal component analysis (FPCA) has been used extensively for dimension reduction for a functional time series. As a data-driven basis function decomposition, FPCA can collapse an infinite-dimensional object to a finite dimension, without losing much information. We adopt the approach by Hyndman & Shang (2009) and Aue et al. (2015) , who applied a functional principal component regression to decompose a time series of functions into a set of functional principal components and their associated scores. The temporal dependence in the original functional time series is inherited by the correlation within each set of principal component scores and the possible correlation among principal component scores. While Hyndman & Shang (2009) applied a univariate time series forecasting technique (autoregressive integrated moving average (ARIMA)), to forecast these scores, Aue et al. (2015) considered a multivariate time series forecasting technique (a VAR model). Conditioning on the historical curves and estimated functional principal components, the point forecasts are obtained by multiplying the forecast principal component scores by the estimated functional principal components. Since this method uses either univariate or multivariate time series forecasts, we call it the "TS method", described in Section 2.
When functional time series are segments of a univariate time series, the most recent trajectory is observed sequentially, such as the intraday PM 10 data described in Section 5. These intraday data present a source of information highlighting the PM 10 changes happening during a day. By incorporating this new information, we can update our point and interval forecasts in the hope of achieving better forecast accuracy (see also Shen & Huang 2008 , Shen 2009 , Shang & Hyndman 2011 ). We present two new dynamic updating methods for updating point forecasts in Section 3, and propose a nonparametric bootstrap method for updating interval forecasts in Section 4. Using the forecast error measures given in Section 6, we examine the point and interval forecast accuracies in Section 7. Our conclusions are given in Section 8, along with some reflections on how the methods presented here may be further extended.
Forecasting methods

Functional principal component regression
Let (X i : i ∈ Z) be an arbitrary stationary functional time series. It is assumed that the observations X i are elements of the Hilbert space H = L 2 (I) equipped with the inner product x, y = I x(t)y(t)dt and t represents a continuum within a function support range denoted by I. Each function is a square integrable function satisfying X i 2 = I X 2 i (t)dt < ∞. All random functions are defined on a common probability space (Ω, A, P ). The notation X ∈ L ρ H (Ω, A, P ) is used to indicate for some ρ > 0, E ( X ρ ) < ∞. When ρ = 1, X (t) has the mean curve µ(t) = E [X (t)]; when ρ = 2, the
where φ k (t) denotes the k th orthonormal principal component, and λ k denotes the k th eigenvalue (see Karhunen 1946 , Loéve 1946 . In the intraday PM 10 curves, t ∈ (0, 24] is the function support range, where t 1 symbolizes the beginning point (just after midnight) and t 48 symbolizes the end point (midnight).
Based on the separability of the Hilbert space, the Karhunen-Loève expansion of a stochastic process X can be expressed as
where the principal component scores β k are given by the projection of [X (t) − µ(t)] in the direction of the k th eigenfunction φ k , i.e., β k = X − µ, φ k .
Expansion (1) facilitates dimension reduction as the first K terms often provide a good approximation to the infinite sums and thus the information contained in X (t) can be adequately summarized by the K-dimensional vector (β 1 , . . . , β K ). The approximated processes can be defined as
where K represents the number of retained principal components, and e(t) represents the error term, containing the functional principal components excluded from the first K terms. Although this could be a research topic on its own, there are several approaches for selecting K: (1) scree plots or the fraction of variance explained by the first few functional principal components (Chiou 2012) ;
(2) pseudo-versions of the Akaike information criterion and Bayesian information criterion (Yao et al. 2005) ; (3) cross-validation with one-curve-leave-out (Rice & Silverman 1991) ; or (4) the bootstrap technique (Hall & Vial 2006) . Here, the value of K is chosen as the minimum that reaches a certain level of the proportion of the total variance explained by the K leading components such that
where 1{ λ k > 0} is to exclude possible zero eigenvalues, and 1{·} represents the binary indicator function.
In practice, we reconstruct a time series of functions X (t) = {X 1 (t), . . . , X n (t)}, from which the mean and covariance functions can be empirically estimated. From the empirical covariance function, we extract the empirical functional principal component functions Φ(t) = φ 1 (t), . . . , φ K (t) .
Conditional on the mean function µ(t), the estimated functional principal components Φ(t) and a time series of historical functions X (t), the point forecasts of X n+h (t) can be obtained as
where
represents the k th estimated functional principal component, and β n+h|n,k represents point forecasts of β n+h,k = X n+h − µ, φ k using a univariate or multivariate time series forecasting technique (see Section 2.3 for more details).
Robust functional principal component analysis
In the presence of outliers, the covariance operator K(s, t) = cov[X (s), X (t)] may not be robust against outliers. As a result, the estimated functional principal components extracted from the covariance operator can be erroneous and this could lead to inferior estimation and forecasting accuracies. To bypass this issue, we consider a robust FPCA, namely the two-step algorithm of Hyndman & Ullah (2007) . The robust functional principal components are extracted by downweighting the effect of outliers. This procedure begins with a robust FPCA algorithm, such as that proposed by Hubert et al. (2002) , then calculates the integrated squared error of curve i as
where outlying curves tend to have large values of v i . A set of weights w i is then assigned if v i < s + λ √ s, where λ > 0 represents a tuning parameter for controlling the amount of robustness and s is the median of {v 1 , . . . , v n }. As described in Hyndman & Ullah (2007) , the efficiency of this procedure follows a cumulative normal distribution; when λ = 2.33, the efficiency is Φ 2.33/ √ 2 = 95%, which implies that 5% of observations are treated as outliers.
Univariate and multivariate time series forecasting techniques
To obtain β n+h|n,k , Hyndman & Shang (2009) 
where α represents the intercept, (ϕ
p ) denote the coefficients associated with autoregressive component, (θ 
where φ 0 is a n-dimensional constant vector, φ υ are n × n matrices for υ > 0 and φ υ = 0, a k is a set of independent and identically distributed (iid) random error vectors with a mean of zero and a positive-definite covariance matrix that has all positive eigenvalues, and ϑ can be determined by an information criterion, such as the Akaike information criterion.
Via a multivariate linear regression model, the VAR(ϑ) can be re-written as VAR(1),
. . , φ ϑ contains all unknown regression coefficients. Let X = (x ϑ+1 , . . . , x n ) denote the matrix containing the values of the explanatory variables and Y = (β ϑ+1 , . . . , β n ) be the matrix of response. The unknown regression coefficients can then be estimated by OLS as
Conditioning on the estimated principal components and past curves, the h-step-ahead forecast principal component scores and forecast curve are
where φ = φ 1 (t), . . . , φ K (t) and β n+h|n = β n+h|n,1 , . . . , β n+h|n,K .
As noted by Peña & Sánchez (2007) 
Updating point forecasts
When a functional time series is constructed from segments of a longer univariate time series, the most recent curve is observed sequentially and thus may not be a complete curve. When we have observed the first m 0 time periods of X n+1 (t), denoted by X n+1 (t e ) = [X n+1 (t 1 ), . . . , X n+1 (t m 0 )] , we are particularly interested in forecasting the data in the remainder of day n + 1, denoted by X l n+1 (t) where t ∈ I l and I l ∈ (m 0 , p] represents a function support range for the remaining data period (note that X n+1 (t e ) represents a set of observed data points in function X n+1 , not function X n+1 evaluated at t e ). However, the TS method presented in Section 2 does not utilize the most recent data, i.e., the partially observed curve. The TS forecasts of X l n+1 (t) is given by
where µ l (t) represents the mean curve for the remaining time period, β TS n+1|n,k denotes the univariate or multivariate time series forecasts of the principal component scores described in Section 2.3 and these forecasts form the essence for the block moving (BM) method in Section 3.1 and FLR in Section 3.2, In order to improve point forecast accuracy, it is desirable to dynamically update the point forecasts for the remaining time period of the most recent curve n + 1 by incorporating the newly arrived information. To address this issue, Shen & Huang (2008) , Shen (2009) and Shang & Hyndman (2011) have proposed several dynamic updating methods, but they are mainly discrete-time models.
In what follows, we shall introduce two new dynamic updating methods to achieve better forecast accuracy.
Block moving (BM) method
The BM method uses the TS method, but it redefines the beginning and end time points of our curves. Because time is a continuous variable, we can change the function support from (0, 24] to
The redefined data are shown in Figure 1 , where the bottom box has moved to become the top box. The colored region shows the data loss in the first year. The partially observed last trajectory under the old function support completes the last trajectory under the new function support. As a result, a partially observed curve can be completed at a loss of some data in the first curve.
When the number of curves is large, the data loss in the first curve will have minimal effect on the forecasts, as the forecasts are not greatly depend on the observations from the distant past. The updated forecasts can be obtained by the TS method described in (3) with univariate and multivariate time series forecasting techniques.
Functional linear regression
As an alternative to time series techniques, we consider the FLR to update forecasts (see also Müller et al. 2011 , Chiou 2012 ). The FLR is given by
where I e ∈ [1, m 0 ] and I l ∈ (m 0 , p] represent two function support ranges for the partially observed data and remaining data periods; µ e (s) and µ l (t) represent two mean functions for the partially observed data and remaining data periods; X e n+1 (s) and X l n+1 (t) represent functional predictor and functional response variables. Equation (4) can be viewed as function-on-function linear regression (see also Ramsay & Silverman 2006, Chapter 16) , where τ (s, t) and e l n+1 (t) denote the regression coefficient function and error function, respectively.
For estimating τ (s, t), we project a time series of functions onto functional principal component scores. Through FPCA, we obtain 
where ς can be estimated by OLS, given by
where ξ × ζ can be modeled jointly by their cross-covariance structure
where X e (s) = [X e 1 (s), . . . , X e n (s)] and X l (t) = X l 1 (t), . . . , X l n (t) be two vectors of functions corresponding to the partially observed data and remaining data periods.
The point forecast of X l n+1 (t) can be obtained from (5) and expressed as
From (6), (8) can be approximated as
where ς is estimated from (7), and ψ
Interval forecast methods
Prediction intervals are a valuable tool for measuring the probabilistic uncertainty associated with point forecasts. As emphasized in Chatfield (1993) , it is important to provide interval forecasts as well as point forecasts so as to (1) assess future uncertainty; (2) enable different strategies to be planned for a range of possible outcomes indicated by the interval forecasts; (3) compare forecasts from different methods more thoroughly; (4) and explore different scenarios based on different assumptions.
To quantify forecast uncertainty, it is essential to understand the sources of errors. In our functional principal component regression, two sources of errors are from estimating the regression coefficient function and model errors. In Section 4.1, we describe a nonparametric bootstrap method for constructing one-step-ahead prediction intervals for the TS method. In Section 4.2, we show how the prediction intervals can be updated through the BM method and FLR.
Nonparametric prediction interval
Since our focus is on short-term time series forecasting, we can measure the one-step-ahead forecast errors for estimated principal component scores, given by
where β n−j+1,k denotes the k th estimated principal component score for day n − j + 1; β n−j+1|n−j,k denotes its one-step-ahead forecast obtained by either a univariate or multivariate time series technique; K represents the number of retained principal components in (2); and n − K can be viewed as the total number of in-sample principal component score errors. These one-step-ahead forecast errors can then be sampled with replacement to produce a bootstrap sample of β n+1,k :
where ω b * ,k denotes the bootstrapped forecast errors by sampling with replacement from ( ω 1,k , . . . , ω n−K,k ), and B is the number of bootstrap replications.
When the first K functional principal component decomposition in (2) approximate the data relatively well, the model residuals should be iid random noise. Therefore, we can bootstrap these model residual function e n+1 (t) by sampling with replacement from the historical residual functions { e 2 (t), . . . , e n (t)}.
Adding these two sources of errors, we obtain B bootstrapped forecasts of X n+1 (t), given by
Hence, the 100(1 − α)% pointwise prediction intervals are defined as α/2 and (1 − α/2) empirical quantiles of X 1 n+1|n (t j ), . . . , X B n+1|n (t j ), j = 1, . . . , p . This nonparametric prediction interval approach will also work for the BM method, with a modification of the function support range.
Updating the prediction interval
We can also construct prediction intervals by FLR through bootstrapping. With the FLR in (4), the bootstrapped forecasts X l,b n+1 (t) can be obtained as
where τ b (s, t) represents the bootstrapped regression coefficient estimates, and e 
Prediction bands
We also consider the construction of uniform prediction intervals. The aim is to find parameters ξ α and ξ α ≥ 0 such that for a given α ∈ (0, 1) and standard deviation function γ : [0, 24) → [0, ∞), the empirical coverage probability is as close as the nominal coverage probability.
Since ε n+1 (t) is not observable, it can be estimated via bootstrapping from the observed residuals { ε K+1 (t), . . . , ε n (t)}, where γ(t) = sd { ε K+1 (t), . . . , ε n (t)} denotes the standard deviation. The residuals ( ε K+1 (t), . . . , ε n (t)) are then expected to be approximately stationary and by a law of large numbers effect, to satisfy
Typically the constants ξ α and ξ α are chosen to be equal, and the optimal value can be determined through an optimization algorithm, such as the optim function in R.
5 Intraday PM 10 curves Let {Z w , w ∈ [1, N ]} be a seasonal univariate time series, which has been observed at N equispaced times. When the seasonal pattern is strong, one way to model the time series nonparametrically is to use ideas from functional data analysis. We divide the observed time series into n trajectories, and then consider each trajectory of length p as a curve rather than as p distinct points. The functional time series is then given by
where p = 48 and 0 < t 1 ≤ t 2 ≤ · · · ≤ t 48 = 24.
As a vehicle of an illustration, intraday PM 10 concentrations are considered. The observations are half-hourly measurements of concentration of PM with an aerodynamic diameter of less than 10um, in ambient air taken in Graz, Austria from 1/October/2010 until 31/March/2011. We convert N = 8, 736 discrete univariate time series points into n = 182 daily curves. A univariate time series display of intraday pollution curves is given in Figure 2a , with the same data shown in Figure 2b as a time series of functions.
From Figure 2b , there are some days showing extreme measurements of PM 10 . As in a univariate or multivariate time series analysis, the detection of outliers is fundamental in functional time series analysis. According to Febrero et al. (2007) , a functional outlier is a curve generated by a stochastic process with a different distribution than the one of normal curves. This definition is quite general covering many types of outliers, e.g., magnitude, shape and partial outliers (see Sguera et al. 2016, for more details).
Since the presence of outliers can seriously hinder the performance of modeling and forecasting, we adapted the functional highest density region boxplot of Hyndman & Shang (2010) Figure 3b .
In Section 7, we compare the forecast accuracy between the standard and robust FPCA, where the latter one is not greatly influenced much by the presence of outliers. Figure 3: A functional outlier detection method, namely the highest density region, is used to identify ten outliers representing about 5% of the total number of curves.
6 Measures of point and interval forecast accuracy
Absolute and squared forecast errors
We compute the point forecasts between the proposed methods, and evaluate their forecast accuracy by the mean absolute forecast error (MAFE) and mean squared forecast error (MSFE). These both measure how close the forecasts are in comparison to the actual values of the variable being forecast, and these measures can be expressed as
where q represents the number of curves in the holdout forecasting period, X n+κ (t j ) represents the actual holdout sample for the j th time period in the κ th curve, while X n+κ (t j ) represents the iterative one-step-ahead point forecasts for the holdout samples.
Interval scores
In order to evaluate the interval forecast accuracy, we utilize the interval score of Gneiting & Raftery (2007) (see also Gneiting & Katzfuss 2014) . For each year in the forecasting period, the one-stepahead prediction intervals were calculated at the (1 − α) × 100% nominal coverage probability. We consider the common case of the symmetric (1 − α) × 100% pointwise prediction interval, with lower and upper bounds that are predictive quantiles at α/2 and 1 − α/2, denoted by X l n+κ|n+κ−1 (t j ) and X u n+κ|n+κ−1 (t j ). As defined by Gneiting & Raftery (2007) , a scoring rule for the interval forecast at time point X n+κ (t j ) is
where α denotes the level of significance, customarily α = 0.2. The interval score rewards a narrow prediction interval, if and only if the true observation lies within the pointwise prediction interval.
The optimal interval score is achieved when X n+κ (t j ) lies between X l n+κ|n+κ−1 (t j ) and X u n+κ|n+κ−1 (t j ), and the distance between X l n+κ|n+κ−1 (t j ) and X u n+κ|n+κ−1 (t j ) is minimal. Averaged over different days in the forecasting period, the mean interval score for each time point j is defined by
where S α X l n+κ|n+κ−1 (t j ), X u n+κ|n+κ−1 (t j ); X n+κ (t j ) denotes the one-step-ahead interval score at the κ th day of the forecasting period.
Results
Simulation study
In the first simulation study, we compare the finite-sample performance in Section 7.1.1 between the standard and robust FPCA, in the presence and absence of contaminating additive outliers. In the second simulation study, we compare the finite-sample performance of the FPCA between the univariate and multivariate time series forecasting methods in Section 7.1.2.
Comparison between the standard and robust functional principal component analyses
We generated an artificial two-dimensional VAR(2) process that obeys the following form: To generate additive outliers, we randomly select m bivariate observations, and contaminated them by adding the value 10 to all the components of the selected observations (see also Croux & Joossens 2008) . We considered different levels of contamination, ranging from zero to 25 additive outliers for a sample size n = 500.
The sample curves were generated using a finite Karhunen-Loève expansion with the functions φ 1 (t) = sin(2πt), φ 2 (t) = cos(2πt), where t ∈ [−1, 1] denotes a set of equally-spaced 51 grid points.
Having simulated contaminated or non-contaminated principal component scores, a set of functional curves was obtained by multiplying with fixed basis functions. That is
Outliers can stem from simulated principal component scores, but can also stem from functional outliers. To generate additive functional outliers, we randomly select m curves, and contaminated them by adding the value 10 to the selected curves. We also consider different levels of contamination, ranging from zero to 25 additive functional outliers. In Figure 4 , we present 500 non-contaminated functional curves, as well as contaminated functional curves with m = 25 outliers. The goal is to examine the effect of the outliers on the one-step-ahead point forecast accuracy.
We first simulate 501 functional curves without contamination, and keep the last curve as a testing sample. Using the first 500 simulated curves, we estimate parameters in the optimal VAR model, produce one-step-ahead point forecast and compare its point forecast accuracy with the testing sample. In order to introduce outliers, the first 500 simulated curves were also simulated with different levels of contamination.
The MAFE and MSFE are used to assess forecast accuracy, and they can be defined as
For 1000 replications, we use the median of MSFE and MAFE as overall forecast error measures. The one-step-ahead median MSFE and MAFE for the standard and robust FPCA are given in Table 1, as a function of the number of outliers out of 500 simulated curves. We found the following evidences:
(a) In the presence of outliers, the standard and robust FPCA perform similarly.
(b) When the number of outliers equals {3, 4}, the robust FPCA performs slightly better than the standard FPCA.
(c) When the number of outliers equals {5, 10, 15, 20, 25}, the robust FPCA performs better than the standard FPCA.
From the above findings, the robust FPCA outperforms the standard FPCA as the number of outliers increases.
Comparison between the univariate and multivariate time series forecasting methods
We consider the case of non-contamination, where β = [β 1 , β 2 ] were generated via the VAR(2). In Table 2 , we report the one-step-ahead median MAFE and MSFE in 1000 replications between the ARIMA and VAR forecasting methods, and found that the VAR outperforms the ARIMA. These results, similar to those obtained by Santos et al. (2013) , suggest that multivariate Generalized
Autoregressive Conditional Heteroskedasticity models outperformed competing univariate models on an out-of-sample basis.
Error ARIMA VAR MAFE 1.0640 0.7681 MSFE 1.3952 0.7259 Table 2 : Point forecast accuracy comparison between the ARIMA and VAR forecasting methods.
7.2 PM 10 data set This reflects the short-term prediction ability of intraday PM 10 curves.
To assess the overall goodness of fit, we focus on the residual functions of the fitted functional time series model using the ARIMA forecasting method. Following the early work by Horváth et al.
(2016), we compute the functional analogue of autocorrelation function (ACF) to examine if there is any remaining temporal dependency in Figure 6 . The functional ACF is defined as
where · denotes the L 2 norm. Since γ i ≥ 0, ρ i > 0 measures only the strength of the temporal dependency. Since the functional ACFs at all lags that are greater than zero are less than the critical value (1.96/ √ n), we conclude that there is no temporal dependency in these residual functions.
Furthermore, using the stationarity test of Horváth et al. (2014) , we found that the time series of the residual functions are stationary, with a p-value of 0.111. We investigate the point and interval forecast accuracies of the functional principal component regression with univariate and multivariate time series forecasting techniques in Figure 8 . For this data set, we find that the VAR forecasting method produces smaller forecast errors than the ARIMA forecasting method.
Averaged over the last 72 days in the forecasting period, the averaged MSFE is 2.24, the averaged MAFE is 1.14, and averaged mean interval score is 5.42, for the TS method with the ARIMA forecasting technique. For the TS method with the VAR forecasting technique, the averaged MSFE is 1.92, the averaged MAFE is 1.06, and the averaged mean interval score is 4.92.
Using the ARIMA forecasting method, we compare the point and interval forecast accuracies between the standard and robust functional principal component analyses (FPCAs) for the TS method.
As shown in Figure 9 , we found that the robust FPCA provides slightly more accurate point and interval forecasts than the standard FPCA.
Averaged over the last 72 days of the forecasting period, the averaged MSFE is 2.24, the averaged MAFE is 1.14, and the averaged mean interval score is 5.42, for the standard FPCA. For the robust FPCA, the averaged MSFE is 2.14, the averaged MAFE is 1.10, and the averaged mean interval score is 5.39. This result further confirms the advantages of applying a robust method in the presence of outliers. 
Updating point forecasts
When we have partially observed data in the most recent curve, we can dynamically update our forecasts in the hope of achieving better forecast accuracy. Two new dynamic updating methods have been proposed in Section 3, while a comparison of their point forecast accuracy is presented in Figure 10 . The superiority of the two dynamic updating methods is evident from the reduction in forecast errors, when we observe more and more data points in the most recent curve. Averaged over the last 72 days of the forecasting period, we found that the FLR gives the most accurate point forecasts, as measured by both MAFE and MSFE over all discretized time points. To our surprise, the BM method with the multivariate time series forecasting technique performed marginally worse than the FLR method. The BM method gives the overall MSFE and MAFE as 1.54 and 0.95, respectively, whereas the FLR method gives the overall MSFE and MAFE as 1.49 and 0.93. Again, the VAR forecasting method produces more accurate forecasts than the ARIMA forecasting method for both the TS and the BM methods. Half−hourly time interval MAFEHalf−hourly time interval MSFEFigure 10 : A comparison of point forecast accuracy, as measured by MAFE j and MSFE j for j = 3, . . . , 48, between the TS method and two dynamic updating methods.
Updating interval forecasts
Suppose we observe the intraday PM 10 from midnight to 2pm, it is possible to dynamically update the pointwise prediction interval forecasts for the remaining time period of that day using the BM method and FLR. Since the BM method re-arranges the function support range, the updated interval forecasts can be obtained via the nonparametric construction of prediction intervals described in Section 4.1. Figure 11 presents the 80% pointwise prediction intervals using these two methods, as well as the TS method. We found that the FLR produces the smallest mean interval score in all, and thus it provides most accurate evaluation of forecast uncertainty.
Averaged over the last 72 days in the forecasting period, we show, in Figure 12 , that the FLR produces the most accurate interval forecasts with the smallest averaged mean interval scores. The advantage of this method is highlighted by the fact that we sequentially observe more and more data points in the most recent curve. Between the standard and robust FPCAs, there is a small difference in terms of interval forecast accuracy for all the methods considered. With the partially observed data points from midnight to 2pm, we update the 80% pointwise prediction intervals using the BM method and FLR between 2pm and midnight. For comparison, we include the 80% pointwise prediction intervals obtained by the TS method. Mean interval scoreMean interval score(b) Robust FPCA Figure 12 : Mean interval scores of the TS and BM methods with the ARIMA and VAR forecasting methods, and FLR at an 80% nominal coverage probability.
We compare the point and interval forecast accuracies averaged over different days in the forecasting period in the standard and robust FPCAs. As shown in Table 3 
Conclusion
Our forecasting and updating methods treat the observed data as realizations of a functional time series, where the temporal dependency between the functional curves can be modeled by FPCA. As a by-product of using FPCA, the dimensionality of data is effectively reduced and the main features in the functional time series are represented by a set of functional principal components, which explain at least 90% of the total variation in the half-hourly intraday PM 10 curves considered. The problem of forecasting the one-day-ahead intraday PM 10 curve has been overcome by forecasting K number of retained principal component scores through a univariate or multivariate time series forecasting technique. Conditional on the historical curves, the estimated mean function and estimated functional principal components, the forecasts are obtained by multiplying the forecast principal component scores by the estimated functional principal components, and then adding the estimated mean function.
When partial data in the most recent curve are sequentially observed, two new dynamic updating methods can update forecasts in order to improve forecast accuracy. The BM method re-arranges the function support range to obtain a complete data block, on which the TS method can still be applied. As an alternative to time series techniques, the FLR method first decomposes two blocks of functional time series corresponding to the partially observed data and remaining data periods via Karhunen-Loève expansion, models the linear relationship between the two sets of principal component scores via OLS, and estimates the regression coefficient function from which the updated forecasts can be obtained. Based on the averaged MAFE and MSFE over different discretized time points in the forecasting period, the FLR method clearly shows the best point forecast accuracy of all the methods investigated.
As a means of measuring forecast uncertainty, we considered a nonparametric bootstrap method to construct pointwise and uniform prediction intervals for the TS and BM methods. Pointwise prediction intervals can also be updated through FLR, where the bootstrapped regression coefficient function and bootstrapped error function can be obtained by the maximum entropy bootstrapping and nonparametric bootstrapping, respectively. Based on the averaged mean interval score over different discretized time points in the forecasting period, the FLR method shows the best interval forecast accuracy in all methods considered.
There are many ways in which the present paper can be extended, and we briefly mention three at this point. A natural direction for future research is to extend dynamic updating from one to multivariate functional time series. By capturing the correlation among multivariate functional time series, updating them jointly can possibly improve forecast accuracy more than updating each functional time series individually. Another possibility is to extend the VAR model to the VECM model, where the latter one can deal with non-stationarity among principal component scores. Instead of implementing a static FPCA method, a dynamic FPCA method is more appropriate for analyzing a functional time series and should bring potentially sizable improvements to the forecast performance.
We leave each of these potential extensions to future research.
