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Abstract: We consider emitting nanoparticles in dielectric nanocomposites with varying 
refractive index contrast and geometry. For that we develop a simple and universal method to 
calculate the emission enhancement in nanocomposites that employs solely the calculation of 
the effective refractive index and electric field distributions from three quasistatic calculations 
with orthogonal polarizations. The method is exemplified for dilute nanocomposites without 
electromagnetic interaction between emitting particles as well as for dense nanocomposites 
with strong particle interaction. We show that the radiative decay in dielectric 
nanocomposites is greatly affected by the shape and arrangement of its constituents and give 
guidelines for larger enhancement. 
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1. Introduction 
The radiative lifetime of the emitter influences the efficiency of a light source as there are 
always competing non-radiative processes present which dissipate energy [1]. The shorter the 
radiative lifetime is compared to other decay processes, the more likely the emitter’s energy is 
transformed into light and not into heat. Besides the improvement of the efficiency of light 
sources, a fast radiative decay is also important for fast switching as the radiative decay rate 
sets the limit for the maximal modulation rate of a light source [2]. 
The radiative decay rate of an emitter, such as an erbium atom, is not only dependent on 
the emitter itself but can also be changed by modifying its environment. Strongly increased 
decay rates originate from a strong electromagnetic interaction between the luminescent 
medium and the optical field. Emission enhancement can be achieved in optical devices with 
local field enhancement such as resonators [3], slow light structures [4], or by focusing the 
optical fields into a small volume [5]. Of particular interest is the emission enhancement in 
nanocomposite media employing emitting nanoparticles and a host medium [6,7]. Typical 
considerations of this enhancement are limited to diluted spherical and elliptical inclusions 
[7,8] or flat slots [9] of an emitting medium in a high index host. There is no simple 
description available for dense nanocomposites of arbitrary geometry.  
Commonly, the optical properties of dense dielectric nanocomposites are described by 
effective medium models [10]. These models fall short if one tries to calculate the optical 
emission as they can only describe the average electromagnetic fields. However, for emission 
processes local fields cannot be neglected. Here, we derive an equation for the average 
emission enhancement in dielectric nanocomposites based on the reciprocity relation and a 
quasistatic approximation. We discuss the enhancement for two shapes of luminescent 
particles in diluted composites as limiting cases and present enhancement calculations for two 
representative arrangements of the luminescent medium in dense composites using our 
approach. . 
 
2. Calculating the emission of a dipole via reciprocity relation 
Although the emission of a photon is a quantum mechanical process, we can accurately model 
the change of emission properties upon change of the environment by a classical dipole. The 
lifetime of a quantum emitter placed in vacuum divided by the lifetime inside the 
environment, 𝑓𝑒 =
𝜏𝑣𝑎𝑐
𝜏𝑒𝑛𝑣𝑖𝑟𝑜𝑚𝑒𝑛𝑡
, is identical to the ratio of the power a continuously oscillating 
dipole emits inside the environment to the power emitted in vacuum, 𝑓𝑒 =
𝑃𝑒𝑛𝑣𝑖𝑟𝑜𝑚𝑒𝑛𝑡
𝑃𝑣𝑎𝑐 
 [11]. 
Thus, we will use the latter ratio as our metric for the emission enhancement. 
The methods available to describe the emission of dipoles in structured media are usually 
based on Green’s function approach [12]. For a composite, this approach requires complex 
numerical calculations for every point in the volume. In nanocomposite the structure 
parameters are usually much smaller than the optical wavelength. Here, we make use of this 
fact and utilize a simple quasistatic approximation in combination with the reciprocity 
relation. This consideration allows us to obtain the average emission enhancement for a 
distributed luminescent medium from three quasistatic calculations with orthogonal 
polarizations. 
 
 
Fig. 1. (a) A dipole 𝑱𝟏 at 𝒓 = 𝒓1 emits into a structured medium. It produces a plane wave far 
away from the source at 𝒓 = 𝒓2. The emitting material is drawn in red. (b) The medium is 
artificially separated into two regions: nanostructured (inside the green perimeter) and 
homogeneous (outside). The plane wave has an amplitude 𝑬1 at 𝒓 = 𝒓2.  (c) Reversed case. A 
test dipole 𝑱𝟐 oriented along 𝑬1 produces a field 𝑬2 at the position of the original dipole and a 
field 𝑬2
′  at the green boundary.  
 
The investigated structure is sketched in Fig. 1(a). It is a nanocomposite composed of an 
emitting material (drawn in red) inside a host material. We start by considering only a single 
emitter inside this nanocomposite. We model this emitter as an electric dipole. The power 
emitted by the dipole can be evaluated by integrating the intensity on the closed surface in the 
far field.  
To calculate the far field emission of the source, we can simplify the problem by dividing 
the emission process into two parts: Initially, the dipole emits a wave and subsequently the 
wave propagates to our defined surface in the far field region. The wavelength of the 
propagating field is assumed to be much larger than the characteristic length of our 
nanocomposite and we can describe the wave propagation in the far field accurately with 
effective material parameters. We cannot do that for the dipole emission as this process is 
governed by the fields exactly at the position of the dipole. Therefore, we artificially divide 
the composite in two regions: In the outer region, we consider a macroscopically isotropic 
medium. In the inner region, we model the exact shape of the nanocomposite to obtain the 
electric field at the dipole position. The placement of the boundary was chosen such that it 
does not affect the fields at the emitter. The region outside has the same refractive index as 
the average refractive index of the nanocomposite, thus there will be no reflections at this 
boundary. Our goal is now to obtain the far fields emitted by the dipole such that we can 
quantify the emitted power. 
We start by calculating the field, 𝑬1, that the dipole produces far away from the source 
(see Fig. 1). An easy way to calculate the far field is to place a test dipole at the same positon 
and with the same orientation as the field we are interested in (Fig. 1(c)) [13]. This dipole will 
emit light as well and produce a field, 𝑬2, at the initial dipole. We can connect the two cases 
in Fig. 1(b) and (c) with the help of the Rayleigh-Carson reciprocity theorem: 
∫ 𝑱1 ∙ 𝑬2 𝑑𝑉 = ∫ 𝑬1 ∙ 𝑱2 𝑑𝑉.  (1) 
With this relation in place we can use the second case to calculate the fields in the first 
case. For simplicity, we set 𝑱1 = |𝑱1|𝒆𝐽1𝛿(𝒓 − 𝒓1) and 𝑱2 = |𝑱2|𝒆𝐽2𝛿(𝒓 − 𝒓2) with |𝑱1| = |𝑱2| 
and both current densities in phase. With this Eq. (1) becomes a simple scalar product 
𝒆𝐽1 ∙ 𝑬2(𝒓1) = 𝐸1(𝒓2),   (2) 
when 𝑱2 is parallel to 𝑬1(𝒓2). We use the convention of vectors being represented by bold 
letters and scalar amplitudes being represented by light letters. Accordingly, if we know 
𝑬2(𝒓1)  we also know 𝐸1(𝒓2) . In Fig. 1(c), 𝑱2  creates a wave that has an amplitude of  
𝐸2
′ =
1
4𝜋𝜖0
𝑘0
2 𝑒
𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
 , where 𝑘0 = 𝜔/𝑐, once it reaches the encircled region [14]. Far 
away from the source the curvature of the wave fronts can be neglected and the wave can be 
locally approximated by a plane wave with corresponding amplitude. Thus, to find the 
electric field at the position of the initial dipole we have to illuminate the encircled region 
with a plane wave and find the relation between 𝑬2(𝒓1) and 𝑬2
′ . The ratio of the amplitudes 
of the two electric fields is the local field enhancement factor. It can be obtained by a full 
optical simulation. But nanostructured media have a characteristic length much smaller than 
the wavelength. Thus the plane wave excitation can be simplified to a quasistatic calculation 
with a constant bias field along the optical polarization. However the ratio between the 
outside and the inside field is obtained, we find that 
𝐸1(𝒓2) =
𝒆𝐽1∙𝑬2(𝒓1)
|𝑬2
′ |
1
4𝜋𝜖0
𝑘0
2 𝑒
𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
.  (3) 
The intensity radiated in this direction is 𝐼(𝒓2) =
𝑛𝑒𝑓𝑓
2𝑍0
|𝐸1(𝒓2)|
2 , where 𝑛𝑒𝑓𝑓  is the 
effective refractive index of the composite medium. Note that although we mentioned in the 
introduction that an effective refractive index is not sufficient to calculate the optical 
emission, we can use it here to model the wave propagation in the far field. 
From the electric field in Eq. (3) we can determine the intensity at position 𝒓2. We can 
calculate and sequentially integrate the intensity over a closed surface to obtain the emitted 
power, if we know 𝐸1 at all positions on the surface. This would involve separate backward 
excitation for each direction. However, we show in the appendix that it is sufficient to 
illuminate the encircled region in Fig. 1 with three plane waves polarized in the three 
orthogonal orientations, 𝑬2,𝑥
′ , 𝑬2,𝑦
′  and 𝑬2,𝑧
′ . Consequently, the power emitted by the dipole 
amounts to: 
𝑃𝑟𝑎𝑑,𝑛𝑐 = 𝑛𝑒𝑓𝑓 (
|𝒆𝐽1∙𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑦
|
2
|𝑬2,𝑧
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2 )
𝑘0
4
12𝜋𝑍0𝜀0
2
|𝑱1|
2
𝜔2
, (5) 
where 𝑬2
𝑖  is the local electrical field vector due to a illumination with 𝑬2,𝑖
′ . Note that 𝑬2
𝑖  is not 
necessarily aligned with 𝑬2,𝑖
′  and thus we use 𝑖 as a superscript in 𝑬2
𝑖 . 
To obtain the emission enhancement factor, we need to divide this power by the power the 
emitter would emit into vacuum which is 
𝑃𝑟𝑎𝑑,𝑣𝑎𝑐 =
𝑘0
4
12𝜋𝑍0𝜖0
2
|𝑱1|
2
𝜔2
.  (6) 
Thus, the emission enhancement factor is  
𝑓𝑛𝑐 = 𝑛𝑒𝑓𝑓 (
|𝒆𝐽1∙𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑦
|
2
|𝑬2,𝑧
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2 ).  (7) 
Accordingly, the local field enhancement and the field’s polarization have a strong effect on 
the radiative decay. The beauty of Eq. (7) is that we obtain the field enhancement factor for 
all emitter positions and orientations with only three quasistatic calculations. 
Eq. (7) is useful in case we want to determine the emission of a dipole with a certain 
orientation. However, in many cases emitters are unpolarized. As we show in the appendix, 
the average emission enhancement of an unpolarized emitter still depends on the local field 
enhancement averaged for three orthogonally polarized incident fields 𝑬2,𝑥
′ , 𝑬2,𝑦
′  and 𝑬2,𝑧
′  and 
looks similar to the polarized case: 
𝑓𝑢𝑛𝑝𝑜𝑙 =
1
3
𝑛𝑒𝑓𝑓 (
|𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝑬2
𝑦
|
2
|𝑬2,𝑦
′ |
2 +
|𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2).  (8) 
Just as for the polarized emitter case, 𝑬2
𝑥 is the local electrical field due to a biasing field in x-
direction 𝑬2,𝑥
′  and 𝑬2
𝑥 does not necessarily point in x-direction, as well. This equation allows 
calculating the emission enhancement for a complex composite using just three simulations 
with orthogonally polarized excitations. 
Eqs. (7) and (8) describe a convenient way to calculate the emission enhancement of 
nanocomposites. In summary, the following two steps are needed: Firstly, one obtains the 
effective refractive index from Maxwell Garnett theory [10], a numerical simulation or any 
other suited method. Secondly, one chooses a representative volume around the emitter and 
calculates the electric field at the position of the emitter due to a static electric bias along the 
three principal directions. (If the volume features rotational symmetries, calculations for only 
one or two directions are sufficient.) The fields and the effective index are subsequently 
plugged into Eq. (7) in case of a polarized emitter or into Eq. (8) in case of an unpolarized 
emitter. In the following we give a few application examples for this method. 
 
3. Diluted nanocomposites 
As a first example, we calculate the emission enhancement of a diluted nanocomposite. The 
term diluted means two things in this example. Firstly, the emitting nanoparticles are so far 
away from each other such that they do not interact by their near fields. Secondly, the volume 
fraction of the nanoparticles is so small that the effective refractive index of the composite is 
equal to that of the host material.  
 
 
Fig. 2. (a) Emission enhancement factor vs host refractive index of an emitter in a spherical 
particle (Eq. (10)). (b) Emission enhancement factor vs host refractive index of an emitter in a 
platelet. Eq. (13) is the blue line, Eq. (14) the red and Eq. (15) the green. The luminescent 
material has refractive index 1.43 is colored red in the sketch. 
 
To illustrate the importance of the nanoparticle shape on the emission we compare a sphere 
and a platelet with large aspect ratio. To calculate the emission enhancement factor of a 
dipole inside a sphere we use Eq. (7) for which we need to know the field enhancement 
factor. Since we consider a sphere which is much smaller than the wavelength, the field is 
practically in phase over the whole volume and the problem is equivalent to the case of a 
sphere biased with a static electric field. In this quasistatic case the field inside the sphere is 
related to the outside biasing field by [15], 
𝑬2 =
3𝑛ℎ𝑜𝑠𝑡
2
2𝑛ℎ𝑜𝑠𝑡
2 +𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟
2 𝑬2
′ ,  (9) 
where 𝑛ℎ𝑜𝑠𝑡 is the refractive index of the host material and 𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟  that of the particle. The 
field is constant inside the sphere. Inserting Eq. (9) back into Eq. (7) gives the emission 
enhancement factor 
𝑓𝑠𝑝ℎ𝑒𝑟𝑒 = 𝑛ℎ𝑜𝑠𝑡
|𝑬2|
2
|𝑬2
′ |
2 = 𝑛ℎ𝑜𝑠𝑡 (
3𝑛ℎ𝑜𝑠𝑡
2
2𝑛ℎ𝑜𝑠𝑡
2 +𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟
2 )
2
,  (10) 
where without loss of generality we chose 𝑬2
′  to be parallel to 𝒆𝐽1 such that the sum in Eq. (7) 
reduces to a single fraction. In literature, this factor inside the brackets of Eq. (10) is known 
as the local field correction factor from the real cavity model (see e.g. Refs. [7] and [8]). Note 
that the result is particle size independent as we are in the quasistatic regime and optical phase 
effects can be neglected. Because of the rotational symmetry of the sphere and the space 
independence of the field factor in Eq. (9), every dipole with arbitrary orientation and position 
inside the sphere will have the same field enhancement. Thus, Eq. (10) is not only the 
emission enhancement factor for a single dipole inside a nanosphere but also the averaged 
emission enhancement factor of a nanosphere made out of an emitting material. 
Due to the reduced symmetry, the platelet consideration is slightly more complicated. We 
assume that the platelet has a large aspect ratio such that we can neglect fringe fields at the 
edges and model it as an infinitely extended slab. The field inside the platelet is then defined 
by the continuity condition at the platelet-host interfaces. For an electrical field perpendicular 
to the interfaces we have 
𝑬2,⊥ =
𝑛ℎ𝑜𝑠𝑡
2
𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟
2 𝑬2,⊥
′   (11) 
and for fields parallel to the interfaces we have 
𝑬2,∥ = 𝑬2,∥
′ .  (12) 
Because the dipole sees only the fraction of the field that is parallel to it (Eq. (3)), a dipole 
oriented perpendicular to the interfaces has an emission enhancement factor of 
𝑓𝑝𝑙𝑎𝑡𝑒,⊥ = 𝑛ℎ𝑜𝑠𝑡
|𝑬2,⊥|
2
|𝑬2,⊥
′ |
2 = 𝑛ℎ𝑜𝑠𝑡
𝑛ℎ𝑜𝑠𝑡
4
𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟
4   (13) 
On the other hand, a dipole parallel to the interfaces has no advantage to an unstructured 
material of refractive index 𝑛ℎ𝑜𝑠𝑡: 
𝑓𝑝𝑙𝑎𝑡𝑒,∥ = 𝑛ℎ𝑜𝑠𝑡
|𝑬2,∥|
2
|𝑬2,∥
′ |
2 = 𝑛ℎ𝑜𝑠𝑡 .  (14) 
As we neglect the fields at the edges, we obtain a position independent enhancement like we 
did for the sphere. In contrast to the sphere, the emission enhancement factor is polarization 
dependent. Thus, if we consider an unpolarized emitter we need to average over three 
orthogonal dipole orientations which yields for the platelet 
𝑓𝑝𝑙𝑎𝑡𝑒,𝑢𝑛𝑝𝑜𝑙 =
1
3
𝑛ℎ𝑜𝑠𝑡
𝑛ℎ𝑜𝑠𝑡
4
𝑛𝑒𝑚𝑖𝑡𝑡𝑒𝑟
4 +
2
3
𝑛ℎ𝑜𝑠𝑡 .      (15) 
The platelet and the sphere show a strongly different dependence on the host material 
refractive index. The emission enhancement factor of the spherical nanoparticle scales 
linearly for a host material index much higher than the particle index, because the field 
enhancement converges to (3/2)2 . The emission enhancement factor scales linearly for 
emitters orientated parallel to the interface of the platelet. But the emission of perpendicular 
emitters scales with the fifth power of the host refractive index. We exemplify this shape 
dependence for erbium doped CaF2 nanocrystals. These crystals emit at around 1.55µm 
optical wavelength [16] and have a refractive index of 1.43 [17,18]. We investigate how the 
emission enhancement factor changes if we place the particles inside host materials of 
varying refractive index. We vary the refractive index from 1 which would be a very porous 
material like an aerogel [19] to 3.5 which corresponds to silicon.  
The resulting curves are shown in Fig. 2. For a spherical particle we see emission 
enhancement factors of up to 6.7 which is almost 5 times more than what can be achieved in 
CaF2 alone. It is perhaps more practical to compare the emission in the nanostructured 
medium to the emission in a medium consisting purely out of the  bulk host material instead 
of comparing to vacuum. This factor is 𝑓𝑒,𝑏𝑢𝑙𝑘 = f𝑒/𝑛ℎ𝑜𝑠𝑡, i.e. in this case 𝑓𝑒,𝑏𝑢𝑙𝑘 = 𝑓𝑒/1.43 =
4.7. In stark contrast to the spherical particle the platelet can show an enhancement factor of 
𝑓𝑒 = 125 (𝑓𝑒,𝑏𝑢𝑙𝑘 = 87). This value is reduced if one considers an unpolarized emitter as the 
parallel dipoles show only an enhancement scaling with 𝑛ℎ𝑜𝑠𝑡. Nonetheless, with an averaged 
enhancement of 𝑓𝑒 = 44 (𝑓𝑒,𝑏𝑢𝑙𝑘 = 31) the platelet emits 6.5 times stronger than the spherical 
particle. And the emission enhancement continuously grows proportionally to 𝑛ℎ𝑜𝑠𝑡
5 . 
4. Dense nanocomposites 
We now turn to dense nanocomposites. In the case of a dense composite the volume fraction 
of the emitting particles is high enough such that they affect each other’s radiation properties. 
Further, the emitting material cannot be neglected for the calculation of the effective 
refractive index of the nanocomposite. To describe emission in these structures we can use 
the same approach we used for the diluted nanocomposites but for the dense composites it is 
not justified to neglect fringe fields which are not aligned with the biasing electric field. We 
can use Eq. (8) and calculate the local fields for every position in the luminescent medium. 
 
 
Fig. 3. We investigate two representative periodic 3D nanocomposites with 50/50 material 
split. (a) Emitting cubes inside a passive material. (b) Passive cubes inside an emitting 
material. 
 
As an example for a dense composite, we investigate the two periodic composites shown in 
Fig. 3. The structure is in both cases a cubic crystal, whose unit cell consists of a cube 
surrounded by another material. In Fig. 3(a) the cubes are the emitting material and the 
surrounding medium is passive and in Fig. 3(b) we consider the reversed case. Again, the 
emitting material is erbium doped CaF2 and the host material’s refractive index is varied from 
1 to 3.5. We chose a volume ratio of emitter material to host material of 50:50. To calculate 
the emission enhancement factor of the system we need to know the effective index of the 
system and the ratio of the local field to the biasing field. We obtain both via an eigenmode 
calculation with CST Microwave Studio. A detailed description of the simulation is given in 
the appendix. In contrast to the previous case, the field enhancement factor now spatially 
varys inside the emitting material and thus we calculate a volume averaged emission 
enhancement factor. Because the volume is much smaller than wavelength, the three static 
solutions yield all the possible optical states in the system. From which follows that our 
approach is, in this case, completely equivalent to calculating the emission enhancement 
factor via the local density of states [20]. 
One might expect that due the same amount of host and emitting material the average 
emission enhancement factor of the two arrangements in Fig. 3 is the same. As one can see in 
Fig. 4(a) this is not the case. The composite with emitting material inside the cubes scales 
linearly and thus resembles the behavior of the isolated sphere in Fig. 2(a). In contrast to that, 
the material with the emitter outside the cube shows a nonlinear dependence on the host 
refractive index. The reason for this behavior is similar to the emission enhancement of the 
platelet and can be seen in Fig. 4(b). If the emitting material is in between the cubes it forms 
platelet-like structures. The biasing field normal to them causes a field enhancement. The 
effect is not as strong as for the platelets because the fields are significantly reduced close to 
the edges of the cubes. Further, in contrast to the diluted composite, the effective refractive 
index of the dense composite is influenced by the emitting material. For a structure with  
𝑛ℎ𝑜𝑠𝑡 = 3.5, we obtain 𝑛𝑒𝑓𝑓 = 2.2, if the host medium is inside the cubes and 𝑛𝑒𝑓𝑓 = 2.5,  if 
it is outside. The lower 𝑛𝑒𝑓𝑓 in the first case is disadvantageous for the emission enhancement 
(see Eq. (8)), but from Fig. 4(a) we see that the local field enhancement exceeds the effect  of 
the smaller 𝑛𝑒𝑓𝑓 leading to a net enhancement. 
The effect of the fringe fields can be significantly reduced if the volume fraction of the 
luminescent material is reduced. For a 10% volume fraction the emission enhancement for a 
host with refractive index of 3.5 can reach 𝑓𝑒 = 28 (𝑓𝑒,𝑏𝑢𝑙𝑘 = 20) if the host is concentrated 
in the cubes.  
 
 
Fig. 4. (a) Emission enhancement factor vs refractive index of the passive material. For the 
blue line the emitting material is inside the cubes, for the red line its outside. The inset shows 
the effective refractive index of the two structures. (b) Electric field enhancement factor for a 
bias in vertical direction. Outside the cube is the emitting material with n=1.43 and inside is 
the passive material with n=3.5. (c) as (b) but with emitting material inside and passive 
material outside. Since a quasi-static approximation is validthe exact dimensions of the 
structure don’t affect the result. For the fields in (b) and (c) an inner cube with 10nm long 
edges was considered. 
 
5. Conclusion 
In conclusion, we presented a method to calculate the emission enhancement in 
nanocomposites and applied this method to diluted and dense composites. While common 
effective medium models are not applicable and direct Green’s function simulations are 
cumbersome, simple quasi static simulations can be used to calculate the average emission 
enhancement. Using the derived equations, we show that the emission can be greatly altered 
by the shape of the constituents and offers a route towards enhancing the performance of this 
material class. 
Platelet based nanocomposites in high index materials like silicon can provide emission 
enhancement factors (compared to vacuum emission) in the order of 40, which is of the order 
of the enhancement factors achieved with high Q dielectric cavities [21,22]. Though higher 
emission enhancements can be obtained in small gap metal-dielectric resonators [5] and with 
metal-dielectric metamaterials [23], these structures as well as dielectric cavities require 
deliberated patterning on the scale of the wavelength or below and cannot easily be scaled up 
to yield large emitting volumes. The use of metals is also strongly connected to absorption 
losses. On contrary the presented novel approach can show large emission enhancement in 
bulk dielectric media even for luminescent material volume fraction up to 10%. 
 
Appendix 1: Derivation of average emission enhancement factor 
 
 
Fig. 5. (a) A dipole at 𝒓 = 𝒓1 emits into a structured medium. It produces the electric field far 
away from the source at 𝒓 = 𝒓2 . The medium is artificially separated into two regions: 
nanostructured and homogeneous. (b) A test dipole oriented along 𝒆𝜃 . (c) A test dipole 
oriented along 𝒆𝜑. The emitting material is drawn in red. 
 
Dipole 1 in Fig. 5(a) produces a far field in the direction (𝜃, 𝜑)  of 𝑬1 = 𝑬1,𝜃 + 𝑬1,𝜑 . It 
produces no fields in the radial direction as only transverse waves propagate in the farfield. 
We can calculate the fields in the two polarizations separately by placing test dipoles with 
respective orientation as indicated in Fig. 5(b) and (c). Like we did in the main text, we can 
relate the fields by 
𝒆𝐽1 ∙ 𝑬2
𝜃(𝒓1) = 𝒆𝜃 ∙ 𝑬1(𝒓2) = 𝐸1,𝜃(𝒓2),  (16) 
𝒆𝐽1 ∙ 𝑬2
𝜑(𝒓1) = 𝒆𝜑 ∙ 𝑬1(𝒓2) = 𝐸1,𝜑(𝒓2).  (17) 
We assumed that |𝑱1| = |𝑱2,𝜃| = |𝑱2,𝜑| and that all currents are in phase. We can again 
calculate the far fields 𝑬2,𝜃
′  and 𝑬2,𝜑
′  and obtain 𝑬2
𝜃(𝒓1)  and 𝑬2
𝜑(𝒓1)  from a quasistatic 
consideration. This approach would require a separate calculation for each direction (𝜃, 𝜑). 
We can reduce the number of necessary calculations by expanding the fields at 𝒓1 in three 
excitations with orthogonal polarizations: 
𝑬2
𝜃(𝒓1) = 
(cos(𝜃) cos(𝜑)
𝑬2
𝑥
|𝑬2,𝑥
′ |
+ cos(𝜃) sin(𝜑)
𝑬2
𝑦
|𝑬2,𝑦
′ |
− sin(𝜃)
𝑬2
𝑧
|𝑬2,𝑧
′ |
)
1
4𝜋𝜖0
(
𝜔
𝑐0
)
2 𝑒𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
, (18) 
𝑬2
𝜑(𝒓1) = (− sin(𝜙)
𝑬2
𝑥
|𝑬2,𝑥
′ |
+ cos(𝜙)
𝑬2
𝑦
|𝑬2,𝑦
′ |
)
1
4𝜋𝜖0
(
𝜔
𝑐0
)
2 𝑒𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
. (19) 
Here, we utilize the superposition principle i.e. that in the quasistatic regime we can 
decompose the fields 𝑬2
𝜃(𝒓1) and 𝑬2
𝜑(𝒓1) into three fields each caused by a biasing field in 
direction of one of the Cartesian axes. Note that 𝑬2
𝑥, 𝑬2
𝑦
 and 𝑬2
𝑧  represent local fields excited 
by three orthogonal polarizations, and thus they do not have to be orthogonal to each other. 
We can obtain 𝑬1,𝜃(𝒓2) and 𝑬1,𝜑(𝒓2) by inserting Eqs. (18) and (19) into (16) and (17). 
𝑬1,𝜃(𝒓2) =
(cos(𝜃) cos(𝜑)
𝒆𝐽1∙𝑬2
𝑥
|𝑬2,𝑥
′ |
+ cos(𝜃) sin(𝜑)
𝒆𝐽1∙𝑬2
𝑦
|𝑬2,𝑦
′ |
− sin(𝜃)
𝒆𝐽1∙𝑬2
𝑧
|𝑬2,𝑧
′ |
)
1
4𝜋𝜖0
(
𝜔
𝑐0
)
2 𝑒𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
, (20) 
𝑬1,𝜑(𝒓2) = (− sin(𝜙)
𝒆𝐽1∙𝑬2
𝑥
|𝑬2,𝑥
′ |
+ cos(𝜙)
𝒆𝐽1∙𝑬2
𝑦
|𝑬2,𝑦
′ |
)
1
4𝜋𝜖0
(
𝜔
𝑐0
)
2 𝑒𝑗𝒌(𝒓1−𝒓2)
|𝒓1−𝒓2|
|𝑱1|
𝜔
. (21) 
Because 𝑬1,𝜃(𝒓2) and 𝑬1,𝜑(𝒓2) are orthogonal we can write the intensity as 
𝐼(𝜃, 𝜑) =
𝑛𝑒𝑓𝑓
2𝑍0
(|𝑬1,𝜃|
2
+ |𝑬1,𝜑|
2
).  (22) 
To find the total radiated power we need to integrate the intensity over the whole solid angle 
𝑃𝑑𝑖𝑝𝑜𝑙𝑒 = ∫ ∫
𝑛
2𝑍0
(|𝑬1,𝜃|
2
+ |𝑬1,𝜑|
2
) 𝒓1 sin(𝜃) d𝜃d𝜑.
𝜋
0
2𝜋
0
 (23) 
This yields 
𝑃𝑑𝑖𝑝𝑜𝑙𝑒 =
𝑛𝑒𝑓𝑓
2𝑍0
8𝜋
3
(
1
4𝜋𝜖0
(
𝜔
𝑐0
)
2 |𝑱1|
𝜔
)
2
(
|𝒆𝐽1∙𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑦
|
2
|𝑬2,𝑧
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2 ).  (24) 
With a vacuum space emission of 𝑃𝑟𝑎𝑑,𝑣𝑎𝑐 =
𝑘0
4
12𝜋𝑍0𝜀0
2
|𝑱1|
2
𝜔2
 we obtain the emission enhancement 
factor of a single dipole of 
𝑓𝑑𝑖𝑝𝑜𝑙𝑒 = 𝑛𝑒𝑓𝑓 (
|𝒆𝐽1∙𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑦
|
2
|𝑬2,𝑧
′ |
2 +
|𝒆𝐽1∙𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2 ).  (25) 
The emission enhancement factor of an unpolarized emitter can be obtained by averaging the 
enhancement for three orthogonal emitters, 𝑓𝑢𝑛𝑝𝑜𝑙 =
1
3
(𝑓𝑥 + 𝑓𝑦 + 𝑓𝑥). With ∑ |𝒆𝑖 ∙ 𝑬|
2 =𝑖=𝑥,𝑦,𝑧
|𝑬|2 we obtain 
𝑓𝑢𝑛𝑝𝑜𝑙 =
1
3
𝑛𝑒𝑓𝑓 (
|𝑬2
𝑥|
2
|𝑬2,𝑥
′ |
2 +
|𝑬2
𝑦
|
2
|𝑬2,𝑧
′ |
2 +
|𝑬2
𝑧|
2
|𝑬2,𝑧
′ |
2).  (26) 
Appendix 2: Calculating the emission enhancement factor with an eigenmode 
solver 
We can find the emission enhancement factor with a numerical eigenmode calculation. For 
this purpose we simulate a unit cell of our periodic structure with boundary conditions as 
indicated in Fig. 6. Since we are in the quasistatic regime and the mode is practically in phase 
over the whole unit cell, we set the phase difference Δ𝜙 to a small number, e.g. 0.1°. Slight 
changes of this value will proportionally change the mode frequency which is of no relevance 
since in the quasistatic regime the modal fields are frequency independent. We use a small 
non zero phase to obtain the local field distribution and the 𝑛𝑒𝑓𝑓 from the same simulation. 
We use the eigenmode solver of CST Microwave Studio. The solver returns the modes 
frequency and its fields normalized to carry 1J of electromagnetic energy in the simulation 
volume. To calculate the emission enhancement factor we need to obtain the effective index 
and the ratio between local field and biasing field. 
 
Fig. 6. Eigenmode solver boundary conditions: In the horizontal direction periodic boundary 
conditions with a phase shift of Δ𝜙 are used. In the vertical direction the tangential electric 
field is set to zero. In the remaining orthogonal direction, the tangential magnetic field is zero. 
These boundary conditions yield a plane wave traveling in horizontal direction with electric 
field polarized in vertical direction. To obtain the solution for another electric field polarization 
the boundary conditions need to be switched accordingly. Each volume edge has a length of a. 
 
We can calculate the effective index from the k-vector: 
𝑘 =
𝜔
𝑐0
𝑛𝑒𝑓𝑓 =
Δ𝜙
𝑎
,  (162) 
where 𝑎 is the volume length, 𝑐0  is the vacuum speed of light and 𝜔  is the modes radial 
frequency. The biasing field is the average electric field of the wave traveling through the 
volume. We can calculate it from the power the mode carries: 
𝑃𝑚𝑜𝑑𝑒 =
𝑛𝑒𝑓𝑓
2𝑍0
|𝑬𝑎𝑣𝑔|
2
.  (163) 
The power can be either obtained by integrating the Poynting flux in or out of the volume or 
we can use the fact that the mode is normalized to 1J: 
𝑃𝑚𝑜𝑑𝑒 =
𝑣𝑔
𝑎
𝑊𝐸 ≈
𝜔
𝑐0
𝑛𝑒𝑓𝑓
1
𝑎
𝑊𝐸,  (164) 
where 𝑣𝑔  is the group velocity equal to phase velocity in the effective medium. This 
simplification can be made for periodic structures with periods much smaller than the 
wavelength if material dispersion can be neglected [24]. 
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