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We discuss the application of techniques of quantum estimation theory and quantum metrology
to thermometry. The ultimate limit to the precision at which the temperature of a system at
thermal equilibrium can be determined is related to the heat capacity when global measurements are
performed on the system. We prove that if technical or practical limitations restrict our capabilities
to local probing, the highest achievable accuracy to temperature estimation reduces to a sort of
mesoscopic version of the heat capacity. Adopting a more practical perspective, we also discuss the
relevance of qubit systems as optimal quantum thermometers, in order to retrieve the temperature,
or to discriminate between two temperatures, characterizing a thermal reservoir. We show that
quantum coherence and entanglement in a probe system can facilitate faster, or more accurate
measurements of temperature. While not surprising given this has been demonstrated in phase
estimation, temperature is not a conventional quantum observable, so that these results extend the
theory of parameter estimation to measurement of non-Hamiltonian quantities. Finally we point out
the advantages brought by a less standard estimation technique based on sequential measurements,
when applied to quantum thermometry.
INTRODUCTION
When studying a physical system, there are physically important quantities that cannot be directly
measured, either in principle or due to some technical obstructions. Temperature represents a paradig-
matic example: it is a non-linear function of the density matrix, so it is not a (quantum) observable of
the system. Instead, to infer its value, we need to measure another physical quantity, such as the mean
kinetic energy, which is related to the quantity of interest. The theory of estimation provides the formal
framework in order to tackle these kinds of indirect measurements.
This situation is precisely the one faced in modern primary and secondary thermometry standards.
For instance, current primary thermometers are based on the resonant frequency of a precisely machined
microwave resonator filled with a noble gas [1]. The temperature dependence of the refractive index of
the gas is theoretically calculable to high accuracy, and so the resonant frequency of the system provides
an indirect measurement of the temperature, via the geometry and the refractive index of the gas-filled
resonator. In the case of ultra-high precision secondary thermometers [2], the same operational prin-
ciple applies: the resonant frequency of a toroidal micro-resonator depends on the refractive index of
the glass medium, which is itself a thermodynamic (and thus temperature-dependent) quantity, albeit
in practice too complicated to calculate at sufficiently high accuracy from first principles. Moreover,
within the plethora of recent theoretical efforts aiming at a self-consistent generalization of the classi-
cal thermodynamics to small-scale physics, where quantum effects become predominant [3–5], precision
nanothermometry proved to be quite successful in exploiting quantum effects [6–9].
Throughout this chapter, after introducing some general tools both of classical and quantum estimation
theory, we focus on different thermometric tasks, also discussing the role played by quantum correlations
and coherence in order to enhance the accuracy level achievable when measuring the temperature. We
start by considering systems of arbitrary dimensions with no restrictions on the structure of the corre-
sponding Hamiltonian. Then we focus on the case of single qubit thermometry.
QUANTUM ESTIMATION THEORY AND QUANTUM METROLOGY
To begin the discussion of the formalism, we start by considering the reconstruction of an unknown
parameter λ, which we suppose is not directly observable, but which we can connect via theoretical
considerations to a λ-dependent quantity Θ, which can be directly measured. Once a large sequence of
independent identically distributed measurements of Θ, ~θ = {θ1, θ2, . . . θN} (N  1), are collected, the
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value of λ is recovered in the form of a random variable λ(est), representing the estimation of λ retrieved
from ~θ.
The ultimate precision limit on the estimation of λ is given by the Crame´r-Rao bound [12] on the Root
Mean Square Error (RMSE) ∆λ =
√
E[(λ(est) − λ)2]:
∆λ ≥ 1√
NF(λ) (1)
with
F(λ) =
∫
dθ
1
p(θ|λ)
(
∂p(θ|λ)
∂λ
)2
. (2)
Here E[x] indicates the expectation value of the random variable x, and p(θ|λ) is the conditional
probability of measuring θ (here assumed continuous for simplicity) if the value of the parameter under
consideration is λ. The quantity F is the Fisher Information (FI), and derives from the Fisher-Rao
distance between probability distributions differing by an infinitesimal increment in λ, namely p(θ|λ) and
p(θ|λ+ δλ).
The Crame´r-Rao bound basically sets the rules for recognizing whether the procedure followed in
order to retrieve λ is optimal or not. On the one hand, the probability distribution p(θ|λ) (and thus
its sensitivity to small variations of the parameter of interest λ) depends on the chosen measurement:
optimal measurements are those with conditional probability maximizing the Fisher Information. On the
other hand, for any fixed measurement, an efficient estimator is the one that saturates the Cramer-Rao
inequality. If the data sample is sufficiently large, it results that an efficient estimator is provided by the
maximum-likelihood principle, based on the intuition that the observed data ~θ have been measured since
they hold the highest probability to be obtained 1. This is a typical example of an asymptotically efficient
estimator. There also exist special families of probability distributions allowing for the construction of
an estimator with only a finite number of measurements.
The pre-factor 1/
√
N in the Crame´r-Rao bound (1) is due to the additivity of the Fisher Information
for the case of independent measures, and is a direct consequence of the central limit theorem according to
which the average of a large number N of independent measurements (each having a standard deviation
∆σ) converges to a Gaussian distribution with standard deviation ∆σ/
√
N , thus yielding the scaling
1/
√
N on the error on the average. We will return to this point when, in the context of single qubit
thermometers, we will compare the estimation strategy on independent measurements, with a protocol
based on measurements of multi-particle correlated states, see Equations (33)-(35).
In high-precision measurements, and in the quantum regime, it is important to include a proper ac-
counting of the measurement process and apparatus. We introduce an ancillary physical system, the
probe, over which we assume a high degree of control. As the system of interest interacts with the
probe, information about the system quantity λ is encoded into the state of the probe. We then make
a measurement of the probe, in order to make an inference about λ. This protocol is summarised as
follows:
i) Probe initialization: the probing system is prepared in an assigned state ρ0.
ii) Probe evolution: the probe interacts with the system, and evolves according to a λ-dependent
process described by a superoperator Eλ, so as to imprint λ onto the probe state, via ρλ = Eλ(ρ0).
iii) Probe readout: a (quantum) measurement is performed on ρλ, followed by classical data processing
on the outcomes. This is what is properly defined as the ‘estimation step’.
This sequence is repeated for N independent probes, all initialized in the same initial state ρ0. Fig. 1(a)
illustrates this protocol schematically.
By reference to the practical primary and secondary thermometry examples introduced at the start
of this chapter, the ‘system’ consists of the thermodynamic medium (gas or glass), with a temperature
1 The maximum-likelihood principle selects the parameter values that make the data most probable. It stems from the
definition of the likelihood function L(λ) as the joint conditional probability of the observed data, that for the case of
independent measurements reduces to the product of the probabilities of the single outcomes θi,
L(λ) = L(~θ|λ) =
N∏
i
p(θi|λ). (3)
The maximum-likelihood estimate is the value of λ that maximizes L(λ) or equivalently its logarithm. This procedure
selects the parameter values that make the data most probable. It results that the variance on the maximum-likelihood
estimate of λ, in the limit of large N , saturates the Crame´r-Rao bound (1).
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FIG. 1. Schematic representation of typical estimation schemes. The central-limit scheme, in panel (a), refers to
the preparation of N independent probes prepared in the same state and separately measured, yielding a precision
in the estimation of λ scaling as 1/
√
N . In panel (b) is shown a schematic representation of an estimation protocol
based on the introduction of quantum correlations in the probe preparation stage and eventually on nonlocal
measurements, leading to the Heisenberg bound 1/(N
√
n) in the estimation of λ, where N is the number of
probes in each entangled block, and n is the number of repeated measurements.
dependent refractive index. The ‘probe’ consists of the electromagnetic modes that couple to the medium.
The measurement step consists of measuring the resonant frequency of the probe, which is both an
observable and is practically accessible.
Formally, the general connection between the final state of the probe and the desired measurement
result is achieved by expressing the measurement in terms of a set of positive operators Πθ, realizing a
partition of unity
∫
dθΠθ = I, that form a Positive Operator Valued Measure (POVM). The conditional
probability of obtaining the outcome θ if the probe state is ρλ is given by p(θ|λ) = Tr[Πθρλ]. We note
that θ does not necessarily represent the eigenvalue of a quantum observable: POVMs are more general
than projective measurements, including for instance the possibility of measurement imperfections.
Classically, a probe could be designed in principle to encode λ with arbitrary precision, in which case
measurements of λ would be correspondingly precise. However, the Heisenberg uncertainty relations
constrain the capability of quantum systems. Furthermore, the finite size of the probe also limits the
amount of information it can encode. The main objective of quantum estimation theory is to optimize
the measurement protocol, to obtain the best estimate of λ given the resources (probe size, number of
probes, interaction time, etc) available. More precisely, it has been shown that the bound in Eq. (1) can
be further boosted by maximizing the FI with respect to all possible POVMs, yielding
∆λ ≥ 1√
N max
{Πθ}
F(λ)
≥ 1√
NQ(λ) . (4)
The term on the right is known as the quantum Crame´r-Rao bound and is written in terms of the so-
called Quantum Fisher Information (QFI) Q(λ) [13]. The physical meaning of this functional is rooted
in the geometrical structure of the stastical model used to parametrize the Hilbert space of the probe.
Indeed Q(λ) can be expressed as the infinitesimal variation of the probing system quantified by the Bures
distance DB [23], i.e.
Q(λ) = 4 lim
δλ→0
D2B(ρλ, ρλ+δλ)
δλ2
= 8 lim
δλ→0
1− F (ρλ, ρλ+δλ)
δλ2
, (5)
where F (ρ, ρ′) = Tr[
√√
ρρ′
√
ρ] is the Uhlmann fidelity between the states ρ and ρ′ [14, 15]. The quantum
Crame´r-Rao bound holds for all possible POVMs on the N probes, including joint measurements that
might exploit quantum resources like entanglement [16]. It is known that the bound in Eq. (4) is achievable
through estimation strategies exploiting only local operations and classical communication [17, 18]. More
3
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precisely, a sufficient condition [19, 20] for saturating the quantum Crame´r-Rao bound is given by the use
of a POVM given by one-dimensional projection operators onto the eigenstates of the so-called Symmetric
Logarithmic Derivative (SLD) Lλ, a selfadjoint operator satisfying the equation
∂ρλ
∂λ
=
Lλρλ + ρλLλ
2
. (6)
Indeed it results that the QFI can be also computed as Q(λ) = Tr[ρλL2λ]. It is important to notice that
although the use of this optimal POVM is sufficient to saturate the bound (4), such optimal measure
depends, in general, on the true value of the parameter one wants to estimate, therefore asking for
adaptive estimation strategies [21, 22].
The paradigmatic quantum estimation problem in the literature is to estimate the phase λ parametriz-
ing a unitary transformation on ρ0, Eλ(ρ0) = e−iλHρ0eiλH generated by the ‘Hamiltonian’ H, which we
assume to be independent of λ. In this simple scenario, also the QFI is independent of λ, and is given
by [49]
Q = 4
∑
i<j
(φi − φj)2
φi + φj
|〈φi|H|φj〉|2 , (7)
where φj and |φj〉 are the eigenvalues and the eigenvectors of ρ0, respectively, i.e. ρ0 =
∑
j φj |φj〉〈φj |.
From the property of strong concavity for the fidelity 2 Q is maximised for pure states ρ0 = |φ0〉〈φ0|, and
it is proportional to the variance of H,
Q(λ) = 4 (〈φ0|H2|φ0〉 − 〈φ0|H|φ0〉2) . (8)
Indeed it results that in this case the SLD is simply given by Lλ = 2(H−〈φ0|H|φ0〉). It follows that the op-
timal state maximizing the value ofQ is the equally weighted superposition of the eigenvectors correspond-
ing to the maximum, hmax, and minimum, hmin, eigenvalues of H, i.e. |φ(opt)0 〉 = 1√2 (|hmax〉+ |hmin〉),
yielding Q(λ) = (hmax − hmin)2.
Returning to the quantum Crame´r-Rao bound in equation (4), the central-limit scaling 1/
√
N , known
colloquially (and somewhat misleadingly) in the literature as the Standard Quantum Limit (SQL), is
the benchmark of estimation strategies based on independent identically distributed (i.i.d.) variables.
In optical experiments, the SQL manifests as a significant technical noise floor (e.g. in homodyne or
heterodyne field measurements), and is a consequence of quantum shot noise, associated to the Poissonian
arrival times of quantised photons in a coherent state. From a mathematical point of view, it is a direct
consequence of the additivity of the Quantum Fisher Information when applied to the tensor states
(ρλ)
⊗N , describing the global state of the N independent probes.
Despite its evocative name, the SQL is not a fundamental limit, and can be broken. In particular it
has been shown [24] that in absence of external noise, (e.g. for unitary phase estimation), the quantum
Crame´r-Rao bound implies that the use of entanglement between the N probe systems, together with
joint measurements on the probes, leads to an improvement in precision by a factor of
√
N . In other
words, if we change the measurement protocol to use a total of ν = nN probes, in which we entangle
blocks of N probes, and repeat n times (as shown in Fig. 1(b)) we get a measurement precision of
∆λ ≥ 1
N
√
nQ(λ) . (9)
The improved scaling ∼ 1/N , known as the “Heisenberg bound”, stems only from the employment of
quantum resources in the preparation stage. The bound in Eq. (9) may be achievable with adaptive
strategies based on a POVM that acts locally on each probe [25].
When the number n of repetitions is small, special instances of phase estimation have been found
in which a scaling of the order of ν−1 log(ν) can be achieved [26, 27]. Of practical significance is to
characterize optimal performances in presence of external disturbance: many discouraging results attest
to the fragility of entanglement which, in a noisy environment, limits any precision improvement at most
to a constant factor independent of N [28], or to a super-classical precision scaling N5/6, achieved when
the perturbation involves a preferential direction perpendicular to the unitary evolution governed by the
2 Given pi and p
′
i two probability density distributions, and {ρi} and {ρ′i} two sets of density matrices, it results that
F (∑i piρi,∑i p′iρ′i) ≥∑i√pip′iF(ρi, ρ′i). This property is dubbed strong concavity property for the fidelity.
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parameter to be estimated [29]. As yet, an exhaustive answer, providing a systematic method for taking
into account the presence of noise, is still missing.
One of the challenges of quantum metrology is to design protocols that achieve Heisenberg-like scaling
for various estimation purposes [16, 30–32]. The paradigm of phase estimation in quantum optical systems
has been an influential motivator [33–36], and has specific applications in gravitational wave detection
and biological microscopy [37].
QUANTUM THERMOMETRY
Let us now apply the tools of quantum estimation theory to a measuring temperature. Temperature is
not a quantum observable, unlike the phase in an interferometer, so it necessarily must be inferred from
an intermediate quantity3. This subtlety makes the problem paradigmatic for quantum measurement of
more general non-Hamiltonian quantities.
In the examples of high-precision thermometers given above, and in almost all other practical ther-
mometers, the measurement device comes into thermal equilibrium with the bath that is being measured.
We call such a device a ‘thermalising’ thermometer.
Consider a quantum system S at thermal equilibrium with an external bath at temperature T . The state
of S is described by the canonical Gibbs ensemble ρβ = e−βH/Zβ , where H is the system Hamiltonian,
β = 1/(kBT ) the inverse temperature of the system with kB the Boltzmann constant, and Zβ = Tr[e−βH ]
the associated partition function. Notice that with respect to the three-step scheme of typical quantum
estimation protocols discussed earlier, we are assuming to have already carried out the first two duties,
ρβ being the state of S already holding a dependence on T . Here we will focus on the so-called estimation
step.
In [38], a very simple argument is given establishing that if we assume that a thermalising thermometer
has an extensive thermodynamic energy, i.e. E¯ ≡ −∂ lnZβ∂β = Nε¯(β), where ε¯ is the average internal energy
per particle, then the uncertainty (measured by the root-mean-square error) in the measurement of β is
∆β ≥ 1√
N
1√
ε¯′
, (10)
where ε¯′ = |dε¯/dβ|. We review the argument in [38] briefly. Consider a thermometer in the thermal state
ρ = e−βH/Zβ . Assuming that the average internal energy of the thermometer is extensive, it is given
by E¯ = Nε¯(β). Since ε¯(β) is a monotonically increasing function of temperature, the sample standard
deviation of ε¯ and β are related by the identity ∆β = ∆ε/ε¯′. To calculate ∆ε, note that the sample
variance in the total internal energy is given by
∆2E =
∂2 lnZβ
∂β2
= −∂E¯
∂β
= Nε¯′ , (11)
which demonstrates that the variance in the total internal energy of the thermometer is extensive. The
relative uncertainty in the energy per particle is thus
∆ε
ε¯
=
∆E
E¯
=
1√
N
√
ε¯′
ε¯
. (12)
Equation (12) and the identity ∆β = ∆ε/ε¯′ together imply (10), thus establishing the shot noise limit
on extensive, thermalising thermometers.
This accords with the quantum Crame´r-Rao bound in equation (4) on temperature estimation, which
depends on the system heat capacity cv [39, 40]
∆T ≥ 1√
NQ(T ) , Q(T ) =
1
k2BT
4
(
Tr[ρβH
2]− Tr[ρβH]2
)
=
cv
kBT 2
, (13)
where Q(T ) is the QFI (5) for the temperature T and 1/√N is the SQL-scaling in the number N of
independent probes. In other words, the ultimate limit to the precision at which the temperature of a
3 Although we note that the ‘phase operator’ of a harmonic oscillator is itself only properly defined in a limiting sense,
much like the position operator of a free particle: one can write a limit of hermitian operators that localise the quantity,
but they are accompanied by a divergence in the conjugate variable (number or position), which leads to unphysical
energetic divergences. However, this is different from temperature, which cannot be defined as the limit of a sequence of
hermitian operators.
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FIG. 2. An atomic interferometer with the bath in one branch. Atoms from the thermometer are input into mode
1 and detected in modes 5 and 6. Mode 2 is the vacuum port. The figure is reprinted from T. M. Stace, Phys.
Rev. A 82, 011611 (2010).
thermal state can be determined is set by an energy measure on ρβ .
4 The above inequality builds a first
significant bridge between two apparently independent theoretical frameworks: quantum thermodynamics
and quantum estimation theory.
This scaling is potentially a significant issue for high precision thermometry. For instance, in Doppler
gas thermometry, high precision spectroscopy of a gas in thermal equilibrium with a heat bath reveals the
Maxwell-Boltzmann distribution of velocities [42–44], whose width is a direct measure of kBT of the gas.
In recent Doppler thermometry experiments in alkali vapours the atomic flux through a beam of ∼ 10 cm
length and 2 mm diameter is N˙ ∼ 1015 atoms/sec [45]. The limit to the precision of such a thermometer
is then ∆β ∼ (N˙τ)−1/2 ≈ 10−7.5τ1/2, where τ is the integration time and ∆β ≥ 1/√NQ(β). At 1 second
this sets a maximum precision in measurements of kB of 1 part in 10
7.5, which is about 1.5 orders of
magnitude better than the current CODATA estimates for kB .
Heisenberg Limited Thermometry
The SQL-like 1/
√
N scaling in Eq. (10) is evocative of similar scaling in shot-noise limited phase
estimation. It is therefore interesting to question whether there is a way to improve this scaling in
thermometry to the Heisenberg scaling limit, ∼ 1/N . This question was answered in the affirmative way
in [38], based on a constructive toy model which demonstrates this possibility.
The thermometer in the toy model does not come to thermal equilibrium with the bath, and therefore
is not subject to the argument that yields Eq. (10). Instead, the toy model takes advantage of several
key observations:
1. Thermometry (like all physical measurements) can be cast as a counting problem.
2. Any counting measurement can be turned into a phase estimation problem.
3. Phase estimation can be performed with Heisenberg-limited scaling.
It follows that the thermometry can be done with an accuracy that improves as 1/N .
To see how thermometry can be described as a counting problem, consider a bath of M identical
two-level atoms, each with energy splitting  between the ground and excited state. If the atoms are
at some temperature T , the populations of the energy eigenstate will be given by ρβ . This is plainly a
thermodynamic quantity, so counting the number of excited atoms, m, is a proxy observable from which
we can estimate the temperature via 〈m〉 = M e−β
1+e−β .
To see how to turn a counting problem into a phase estimation problem, consider the following specially
designed interaction Hamiltonian describing a dispersive coupling between the M atoms in the thermal
bath, and N atoms which are part of a thermometric probe
H(int) = α
N∑
j=1
M∑
k=1
|〉j〈| ⊗ |〉k〈|. (14)
4 It results that in this case the SLD commutes with the system Hamiltonian, implying that energy measurements are
optimal. Moreover, thermal states represent a special case as they belong to the so-called exponential class [41].
6
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If the interaction between a given probe atom, prepared in its excited state |〉 and the M thermalised
atoms lasts for a time τ , a phase φB = αmτ will accumulate on the probe atom. Thus, counting m can
be turned into the problem of measuring the phase φB .
This phase can be made observable if the probe atom can be introduced to an interferometer, with the
interaction region in one branch of the interferometer, as shown in Fig. 2. Finally, as described earlier, if
the atoms in the interferometer are prepared in a highly mode-entangled state (such as the well-known
‘NOON’ state), it is possible to perform phase estimation with Heisenberg-limited scaling.
Global versus Local Measurements
What happens when technical or practical limitations restrict our capabilities to local probing? In
such a case, the lower bound on the root-mean-square error on T must be computed optimizing the
Fisher Information over all possible local measurements on an accessible subsystem of S. Without loss
of generality, let us assume S to be composed of two subsystems A and B, and to have access only to
subsystem A. In general, the global Hamiltonian shows local terms (acting on A or B separately) to be
summed to interactions terms between the subsystems, i.e. H = HA +HB +H
(int)
AB . By definition, if we
assume to perform a POVM on A, the quantum Crame´r-Rao bound (13) reads
∆TA ≥ 1/
√
NQA(T ) = kBT 2/
√
NSA[ρβ ] , (15)
where SA is the so-called Local Quantum Thermal Susceptibility (LQTS) introduced with this name
in [46], and corresponding to the QFI for the estimation of the inverse temperature β computed on the
reduced state ρAβ = TrB[ρβ ],
SA[ρβ ] := 8 lim
δβ→0
1−F(ρAβ , ρAβ+δβ)
δβ2
. (16)
This functional quantifies the ultimate precision limit to estimate the temperature T by means of a
local (quantum) measurement on subsystem A, and by definition gauges how modifications on the global
system temperature affect the local state ρAβ : the larger is SA[ρβ ] the more sensitive is the subsystem
response. Notice that H
(int)
AB can be arbitrarily strong. A closed expression for LQTS can be determined
by applying Uhlmann’s theorem for the fidelity [47], according to which the fidelity between the mixed
states ρAβ and ρ
A
β+δβ can be computed by means of a maximization over all possible purifications |ρβ〉
and |ρβ+δβ〉 of such density matrices, through an ancillary system a 5
F (ρAβ , ρAβ+δβ) = max|ρβ〉,|ρβ+δβ〉 |〈ρβ |ρβ+δβ〉|. (17)
A convenient choice is to set the ancilla as a = BA′B′, with S ′ = A′B′ isomorphic to S = AB, and
|ρβ〉 =
∑
i(e
−βEi/2)/
√Zβ |Ei〉AB ⊗ |Ei〉A′B′ , being H =∑iEi|Ei〉AB〈Ei| the spectral decomposition of
the system Hamiltonian. By exploiting the freedom in the purifications, it can be shown that the LQTS
can be expressed as
SA[ρβ ] =
(
Tr[ρβH
2]− Tr[ρβH]2
)− sa = cv
kBβ2
− sa (18)
with
sa =
∑
i<j
(ei − ej)2
ei + ej
|〈ei|H ′|ej〉|2 . (19)
Here H ′ is the copy of H acting on the isomorphic space, and ek and |ek〉 are the eigenvalues and
eigenvectors, respectively, of the ancilla density matrix ρaβ = TrA[|ρβ〉〈ρβ |] sharing the same spectrum
with ρAβ = Tra[|ρβ〉〈ρβ |]. It follows
QA(T ) = Q(T )− sa
k2BT
4
. (20)
5 Let ρΓ be the state of a given system Γ. It is always possible to introduce another system a (the so-called reference or
ancillary system) and define a pure state |ρΓ〉 on Γa such that ρΓ = Tra[|ρΓ〉〈ρΓ|]. Furthermore, if |ρΓ〉 and |ρ′Γ〉 are
two purifications of ρΓ on Γa there exists a unitary transformation U on a such that |ρ′Γ〉 = (IΓ ⊗ U)|ρΓ〉, being IΓ the
identity operator on Γ. The last property is known as “freedom in purifications” [48].
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Notice that sa is always greater that zero, thus there is an ordering between the ultimate precision
accuracy achievable via global and local measurements, QA(T ) ≤ Q(T ), the inequality being saturated
when A coincides with the whole system S. The same ordering holds at local level, since by construction,
QA(T ) = SA[ρβ ]/(k2BT 4) is a positive quantity which diminishes as the size of A is reduced, the smaller
being the portion of the system we have access to, the worse being the accuracy we can achieve. 6
What is the role played by the interactions between the probed subsystem A and the remaining part
B of the global system S, the latter prepared in the thermal state ρβ? In absence of interactions (i.e.,
H
(int)
AB = 0), the local state of A reads
ρAβ = e
−βHA/ZAβ (23)
with ZAβ = Tr[e−βHA ], yielding
QA(T ) = cAv /(kBT 2) , (24)
where cAv =
(
Tr[ρAβH
2
A]− Tr[ρAβHA]2
)
/(kBT
2) is the local heat-capacity of subsystem A. Up to which
limit does such local description hold in presence of interactions? This problem has been explicitly
tackled in the framework of locally interacting quantum systems [50], a very general class of models
encompassing most of the fundamental spin models, such as the Ising model [51], the Heisenberg model
[52], the Potts model [53], the Hubbard model [54], etc (see Chapter ?? for an extended review). A
crucial property characterizing these Hamiltonians is that they admit a critical temperature T ∗ above
which the correlation between any two observables OA, O′A′ acting two subsystems A and A′ of global
system S, the latter described by the thermal state ρβ , decays exponentially with the distance d(A,A′)
between their supports [55], i.e∣∣∣Tr[ρβOA O′A′ ]− Tr[ρβOA]Tr[ρβO′A′ ]∣∣∣ ≤ CAA′ (ξ(T ) + 1) e− d(A,A′)ξ(T ) , (25)
where CAA′ is a constant fixed by OA and O′A′ and ξ(T ) is the so-called correlation length of the system.
It has been rigorously proved [56] that if the correlation length is much smaller than the volume to surface
ratio of a given subsystem A, the QA(T ) is a local quantity proportional to cAv . Therefore, under this
condition, local interactions between A and the remaining part of S (i.e. B) do not significantly affect the
precision of local measurements of the temperature. This condition is typically violated in the proximity
of a critical point when the correlation length diverges, or for subsystems made by only few sites.
Let us conclude this section by considering the thermal response at low temperature of two prototypical
many-body systems featuring quantum phase transitions. In the specific, here we analyze the behavior
of the quantum spin-1/2 Ising and Heisenberg chains, in a transverse magnetic field h and with a z-axis
anisotropy ∆ respectively, both with periodic boundary conditions:
HIsing =−
∑
i
[
σxi σ
x
i+1 + hσ
z
i
]
, (26)
HXXZ =
∑
i
[
(σxi σ
x
i+1 + σ
y
i σ
y
i+1)+∆σ
z
i σ
z
i+1
]
(27)
(we have set to 1 the system energy scale). Here σαi denotes the Pauli matrices on the ith site, (α =
x, y, z). At zero temperature, the Ising model presents a Z2-symmetry breaking phase transition at
|hc| = 1, belonging to the Ising universality class. On the other hand, the XXZ-Hamiltonian shows a
critical behaviour for −1 ≤ ∆ ≤ 1 and presents a ferromagnetic or antiferromagnetic ordering elsewhere,
exhibiting in correspondence to the ferromagnetic point ∆ = −1 a first-order quantum phase transition,
and a continuous one of the Kosterlitz-Thouless type at the antiferromagnetic point ∆ = 1. Fig. 3
6 The same conclusions can be driven by noticing an interesting connection between the LQTS, related to the reconstruction
of T , and the more studied case of phase estimation mentioned in the former section. Indeed by comparing relations (7)-(8)
with (19)-(20) we have
SA[ρβ ] +Qa(λ) = QSS′ (λ) (21)
where Qa(λ) and QSS′ (λ) are the QFI associated to the estimation of λ encoded on |ρβ〉 via the unitary superoperator
Eλ/2 such that Eλ/2(|ρβ〉〈ρβ |) = e−iH
′λ/2|ρβ〉〈ρβ |eiH′λ/2 = |ρ(λ)β 〉〈ρ
(λ)
β |, assuming to have access at the measurement
stage to subsystem a = BA′B′ and SS′ = Aa, respectively:
Qa(λ) =
∑
i<j
(ei − ej)2
ei + ej
|〈ei|H′|ej〉|2 , QSS′ (λ) = 〈ρβ |H′2|ρβ〉 − 〈ρβ |H′|ρβ〉2 = 〈ρβ |H2|ρβ〉 − 〈ρβ |H|ρβ〉2. (22)
In other words the accuracies corresponding to the temperature estimation on A and the phase estimation on its com-
plementary counterpart a, which are both positive quantities, are forced to sum up to the energy variance of the global
system, thus establishing a sort of complementarity relation. Indeed, as already mentioned, the LQTS SA[ρβ ] and
similarly Qa(λ) are increasing functions of the dimension of A and a, respectively.
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FIG. 3. Numerical curves representing the behavior of the LQTS in the low-temperature regime (β = 9) for the
Ising (panel (a)) and the Heisenberg XXZ chains (panel (b)) with twelve sites. The uppermost curve corresponds
to the global quantum thermal susceptibility proportional to the heat capacity. The other curves have been
computed for different sizes nA of the measured subsystem A. In the XXZ model, the LQTS for nA = 1 vanishes.
The figure is reprinted from A. De Pasquale, et al., Nat. Commun. 7, 12782 (2016), CC - by - 4.0 license.
displays the small-temperature limit of the LQTS SA[ρβ ] = k2BT
4QA(T ) = QA(T )/(k2Bβ4) for these
two Hamiltonians. Observe that as expected the LQTS is a monotonically increasing function of the
number nA of contiguous spins belonging to the tested subsystem A. An interesting fact is that, even
at finite temperatures and for systems composed of twelve sites, the LQTS seems to be sensitive to the
presence of critical regions. This effect can be naively understood by observing that at low temperatures
the Hamiltonian energy levels which play a significant role in the system dynamics are the ground state
and the first excited levels, whose interplay underpins the emergence of quantum phase transitions. The
sensitivity of LQTS to critical points can be understood by noticing that by definition it basically addresses
the degree of distinguishability among such energy levels. A fulfilling quantum-metrology approach to
quantum phase transitions at finite temperatures can be found in [57] and [58]. The numerical analysis
reported in Fig. 4 of the scaling of the LQTS close to quantum phase transition points shows significant
deviations from a linear growth with nA, indicating that, as expected, in this point the correlations
cannot be neglected already for the sizes considered here.
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FIG. 4. Analysis of the peak values of the LQTS for the Ising and the XXZ models, as a function of the dimension
of the measured subsystem nA and for different system lengths L. For the Ising model (panel (a)) the dashed line
denotes a power-law behaviour SA ∼ (nA/L)2, and is plotted as a guideline. For the XXZ chain (panels (b1) and
(b2)) the data refer to the minima close to the critical points ∆ = ±1. The dashed line for ∆ = −1 (panel (b1))
denotes the behaviour SA ∼ (nA/L)3. In all panels we have set h = 1 and β = 3L/4. The figure is reprinted
from A. De Pasquale, et. al., Nat. Commun. 7, 12782 (2016), CC - by - 4.0 license.
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SINGLE QUBIT THERMOMETRY
The recent technological progress in manipulating individual quantum systems, has enabled their em-
ployment as temperature probes. Indeed, accurate temperature readings at nanoscopic level can find ap-
plications in many research areas, ranging from materials science [59, 60] to medicine and biology [61, 62],
and in most of the situations addressed by the all field of quantum thermodynamics [63–67] requiring
the control of quantum thermal devices. In this section we will tackle different aspects of a quite typical
quantum estimation problem: the reconstruction of the unknown temperature of a sample by putting it
in thermal contact with an individual quantum probe, acting as a thermometer.
Temperature Discrimination using a Single Qubit
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
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t
Δ/Δ ∞
FIG. 5. Trace distance between the state of a probe qubit after thermalising with either a hot bath at temperature
Th, or a cold bath at temperature Tc. The distance measure ∆(~rh(t), ~rc(t)) is the distance between the Bloch
vectors ~rh(t) and ~rc(t) of the corresponding qubit states, ρh or ρc, after thermalisation for t units of time. The
normalisation ∆∞ is the distance at thermal equilibrium, i.e. at t→∞. Figure is reprinted from S. Jevtic, et al.,
Phys. Rev. A 91, 012331 (2015).
Given a probe, plainly measuring the temperature is sufficient to discriminate between two temper-
atures. However, the more elementary thermometric task of discriminating between whether a bath (a
sample characterized by a large number of subcomponents) is ‘hot’ and ‘cold’ does not require a numerical
temperature scale. In the context of quantum thermometry, it was shown in [68] that a quantum two-
level system can perform this task. We suppose the bath is at either Th or Tc, and we wish to optimally
discriminate between these two. A single qubit may be brought into thermal contact with the bath, and
after interacting with it for some time t, the state of the qubit is measured.
In this scenario, the Fisher Information is not the relevant measure: we are not attempting to dis-
criminate between a continuum of states, but between two distinct state of the qubit. As such, the trace
distance, which is given by the Euclidean distance ∆(~rh(t), ~rc(t)) between the Bloch vectors ~rh(t) and
~rc(t) of the possible states of the qubit, determines our ability to discriminate between the two states.
Jevtic et al. [68] studied this model as a function of the relative temperatures, the interaction time,
and the initial state of the probe qubit. Assuming a Markovian interaction between the qubit and the
bath (characterised by a thermalisation rate γ˜) they find that ∆(~rh(t), ~rc(t)) is maximised at a finite
interaction time, and with the qubit initialised in the ground state. This is shown in the red curve in
Fig. 5, where time is measured in units of γ˜−1: up until the cusp around t ≈ 0.1/γ˜, the optimal initial
state of the qubit is |g〉. Clearly, the maximum value of that curve occurs in this interval, indicating that
the globally optimal strategy is to initialise the qubit in the ground state, and run the interaction for
t ≈ 0.06/γ˜. If the interaction time is longer than t ≈ 0.1/γ˜, the locally optimal initial state is no longer
the ground state, but some coherent superposition of ground and excited. Thus quantum coherence
provides some enhancement in a limited sense in this temperature discrimination problem.
In [68], it was also shown that including an ancilla qubit, which is initialised in a maximally entangled
state with the probe qubit yields better performance, as indicated by the blue curve in Fig. 5. Clearly it is
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higher than the red curve at all interaction times, indicating that quantum entanglement is a potentially
useful resource in this state discrimination task.
Fundamental limitations on temperature estimation with individual quantum probes
We now discuss temperature reconstruction of a reservoir at thermal equilibrium. In standard ther-
mometry, the thermometer is put in contact with the bath and then it is allowed to equilibrate, so that
it finally ends up to be in a thermal state ρβ = e
−βH/Zβ . Therefore, as seen in the former section the
highest achievable accuracy on temperature estimation through optimal measurements on the probe (13)
is proportional to the its heat capacity, that is to the variance of H:
∆T ≥ 1√
NQ(T ) , Q(T ) =
cv
kBT 2
=
1
k2BT
4
(
Tr[ρβH
2]− Tr[ρβH]2
)
, (28)
where N  1 is the number of probes at disposal, or the repetition of same the estimation procedure. It
follows that the optimal choice of the probing system allowing for maximal thermal sensitivity, consists in
finding the energy spectrum with the largest possible energy variance at thermal equilibrium. If, without
loss of generality, the probing system is assumed to be M -dimensional, the solution to this problem
amounts to solve M -coupled transcendental equations
∂
∂Em
 1
Zβ
∑
i
Ei
2e−Ei/(kBT ) − 1Zβ2
(∑
i
Eie
−Ei/(kBT )
)2 = 0 , (29)
where H =
∑
iEi|Ei〉〈Ei| is the Hamiltonian spectral decomposition. It can be shown [9, 69] that the
optimal quantum probes, acting as thermometers of maximal thermal sensitivity, are given by effective
two-level atoms with maximally degenerate excited state and with a temperature dependent energy gap
(this is equivalent to saying that for a fixed energy gap of the qubit thermometer there exists a temperature
which can be retrieved with optimal accuracy).
Single-qubit thermometry through sequential measurements.
The analysis outlined above hinges upon two hypothesis:
i) The interaction time is sufficiently long to let the probe thermalize with the bath.
ii) A certain number N of probes prepared in the same input state, say ρ0, interact with the bath and
are measured independently, or equivalently if one has at disposal a single probe it is reinitialized
in the same state after each of the N measurement stages. In other words, the whole experiment
requires N independent and identically distributed (i.i.d.) measurements leading to the Crame´r-Rao
bound (1).
However, in practice i) and ii) can find some limitations. On the one hand, one may need to read the
temperature of the outgoing probe before the latter attains full thermalization. This for instance happens
if it is not possible to arrange the interaction time with the reservoir to be long enough, or if the bath itself
is unstable (e.g. in the low temperature regime when too strong correlations are established between the
probe and the sample [70], and fundamental limits emerge in temperature reconstruction [71]). In general
if i) is violated, but it is still possible to fulfill ii), it has been observed [9] that a convenient choice for ρ0
is represented by the Hamiltonian ground state. On the other hand, also the arbitrary initialization of N
independent probing systems, or of the single probe at disposal after each measurement readout, might
encounter some obstructions, thus violating condition ii). In order to attack this limitation, one possibility
is relying on sequential measurement schemes [72, 73], where repeated consecutive measurements are
performed on a single probe without reinitializing it. For the sake of clarity let us indicate as EτT the
superoperator defining the process that the probe undergoes when interacting with the sample, thus
explicitly labelling it with the temperature T of the sample, and with the interaction time τ between the
probe and the bath. Furthermore, in order to provide a simple, but mathematically rigorous, description
of the sequential measurement protocol, it is useful to introduce a description also of the measurement
process in terms of superoperators. In general, once a POVM, {Πθ},
∫
dθΠθ = I, has been selected, we
can associate to it a family of superoperators {Mθ} fulfilling the normalization condition
∫
dθMθ = I,
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with I being the identity superoperator (i.e. I(ρ0) = ρ0). When applied to an arbitrary state ρ, these
superoperators give the outcome θ with probability p(θ|ρ) = Tr[Mθ(ρ)] = Tr[Πθρ], and transform ρ as
Mθ(ρ)/Tr[Mθ(ρ)]. 7
In Fig. 6 we have provided a pictorial representation of the two temperature estimation protocols we
aim to compare.
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FIG. 6. Schematic representation of two estimation temperature schemes realized by letting a probe (behaving
as a thermometer) interact with a sample for a time interval τ . Panel (a) represents the standard scheme relying
on N i.i.d. measurements performed on N distinct probes (as in panel (a) of Fig. 1). Panel (b) refers to N
sequential measurements on the same probe which is initialized only once.
Let us stress that while in the standard approach the collected data ~θ = {θ1, θ2, . . . θN} are independent
identically distributed (i.i.d.), this is no more true for the sequential measurement scheme. Therefore, in
the first case the global probability distribution of a N -long sequence ~θ reads
p
(N)
i.i.d.(
~θ |T ) =
N∏
i=1
p(θi|T ), (30)
with p(θi|T ) = Tr[Mθi ◦ EτT (ρ0)] all independent from each other, and the symbol “◦” representing the
composition of superoperators. On the contrary, in the second scenario we have
p(N)s.m.s.(
~θ |T ) =
N∏
i=1
p(θi|T ; θ1, . . . , θi−1) (31)
with p(θi|T ; θ1, . . . , θi−1) = Tr[(Mθi ◦ EτT )(ρ[θ1,...,θi−1])], and ρ0, ρ[θ1]1 , ρ[θ1,θ2]2 , . . . , ρ[θ1,...,θN ]N the density
7 By definition the elements Πθ of a POVM are positive operators. This implies that for each Πθ there exists an other
positive operator Mθ, determined up to a unitary transformation, such that Πθ = M
†
θMθ and
∫
dθM†θMθ = I. Therefore
the probability of measuring θ on a state ρ is given by p(θ|ρ) = Tr[Πθρ] = Tr[MθρM†θ ], and the normalized state of the
system after the measurement reads ρθ = MθρM
†
θ/p(θ|ρ). Finally, to each operator Mθ we can associate a superoperator
Mθ such that Mθ(ρ) = MθρM†θ and
∫
dθMθ = I, with I being the identity superoperator.
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matrices generated by the measurement stochastic process
ρ
[θ1]
1 =
(Mθ1 ◦ EτT )(ρ0)
Tr[(Mθ1 ◦ EτT )(ρ0)]
(t = τ),
ρ
[θ1,θ2]
2 =
(Mθ2 ◦ EτT )(ρ[θ1]1 )
Tr[(Mθ2 ◦ EτT )(ρ[θ1]1 )]
(t = 2τ),
...
ρ
[θ1,...,θN ]
N =
(MθN ◦ EτT )(ρ[θ1,...,θN−1]N−1 )
Tr[(MθN ◦ EτT )(ρ[θ1,...,θN−1]N−1 )]
(t = Nτ) . (32)
Here, we have also assumed to neglect the measurement time. Notice that p
(N)
s.m.s.(~θ |T ) can be equivalently
written as p
(N)
s.m.s.(~θ |T ) = Tr[(MθN ◦ EτT ◦MθN−1 ◦ EτT ◦ · · · ◦Mθ1 ◦ EτT )(ρ0)].
The difference between the two approaches clearly emerges in the computation of the Crame´r-Rao
bound. For the case of i.i.d. readout, we get the scaling in (1) given by 1/
√
N
∆T
(N)
i.i.d. ≥
1√
F (N)i.i.d.(T )
=
1√
NF(T ) , (33)
where F(T ) is the Fisher Information associated to the selected POVM, i.e.
F (N)i.i.d. =
∫
d~θ
1
p
(N)
i.i.d.(
~θ |T )
(
∂p
(N)
i.i.d.(
~θ |T )
∂T
)2
= NF(T ), F(T ) =
∫
dθ
1
p(θ|T )
(
∂p(θ|T )
∂T
)2
. (34)
The same scaling does not hold for sequential measurements since the integral over d~θ does not factorise,
yielding
∆T (N)s.m.s. ≥
1√
F (N)s.m.s.(T )
, F (N)s.m.s(T ) =
∫
d~θ
1
p
(N)
s.m.s.(~θ|T )
(
∂p
(N)
s.m.s.(~θ|T )
∂T
)2
. (35)
Finally, the quantum Crame´r-Rao bound can be determined via a maximization over all possible POVMs.
Actually, in what follows we will assume a more practical perspective and represent some results [74]
dealing with a quite standard model for the reservoir and for the probe-sample interaction, and referring
to a specific choice for the readout measurements. In the specific we consider a qubit system initialised in
the state ρ0 and put in contact, at time t = 0, with a Bosonic thermal reservoir of unknown temperature
T . At t > 0 the state of probe reads ρT (t) = EtT (ρ0) = etLT (ρ0), where LT is the Lindblad superoperator
defined as
LT (· · ·) = − i
2
Ω[σz, (· · ·)]− +
∑
s=±1
γs
(
σ−s(· · ·)σs − 1
2
[σsσ−s, (· · ·)]+
)
, (36)
with [(· · ·), (· · ·)]± being the commutator (−) and anti-commutator (+) brackets, and σ± = (σx± iσy)/2
being the spin-flip operators. In this expression, the two relaxation constants γ− (for excitation) and γ+
(for decay) are related to the temperature T of the reservoir through the detailed balance condition and
are given by
γ+ = (1 +Nth)γ, γ− = Nthγ , (37)
where Nth = 1/(e
β~Ω − 1) is the average thermal number of Bosonic bath excitations, and γ is a
temperature-independent parameter gauging the strength of the probe-sample interactions. The qubit
acts a thermometer, and T is recovered by monitoring the populations of its two energy levels at time
intervals τ . The simplest POVM which can be realized to this end is given by the rank-one projectors
Π± = (I±σz)/2 on the energy levels of the probe Hamiltonian 12~Ωσz. In Fig. 7 the FI associated to the
two above mentioned estimation schemes, (34) and (35), are plotted by setting the number measurements
to be equal to 3 and 7, and the probe-sample interaction time as τ = 4γ−1 (the full thermalization time
of the probes can be considered reached already for τ & 9.5γ−1). The uppermost and lowest solid lines
correspond to the optimal and worst choices of the input state ρ0 (which coincide with the ground state
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and with the first excited level, respectively) while the dashed lines refer to the average of the FI over
uniformly sampled input probe states ρ0 (physically the latter curves correspond to the practical situa-
tion in which the experimenter is not able to completely control the probe preparation stage). It results
that for the optimal choice of the probe input state the standard protocol based on i.i.d. measurements
slightly outperforms the sequential measurement scheme. However a more interesting phenomenon is
observed for non-optimal input states: for all temperatures of the bath, the sequential measurement pro-
tocol outperforms the standard one. Furthermore, also the gap between the optimal and the worst choice
of the probe is smaller for sequential measurements than for i.i.d. ones, thus yielding a higher degree
of versatility with respect to the choice of the initial state of the probe. This effect can be explained
by observing that in this estimation approach the probe gradually loses the memory of the initial con-
dition, moving towards a fixed-point configuration depending on the bath temperature. It results that
even a non-optimal initialization of the probe can in the end provide a relatively good estimation of the
temperature. Fig. 8 shows that the gap between optimal and worst performances in case of sequential
measurements ∆F (N)s.m.s. is lower and closes faster than that yielded in standard case indicated as ∆F (N)i.i.d .
Finally, when the probe thermalization with the bath has taken place, it can be shown that all the above
mentioned curves collapse.
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FIG. 7. Fisher Information for projective measurements on the probe. The panels refer to different values of the
number of repetitions N and to an interaction time τ = 4γ−1. Thick (black) lines refer to the standard protocol
based on i.i.d. measurements while the thin (red) ones refer to sequential measurements (for the latter case the
region between the optimal and worst performance ruled by the choice of the initial state of probe is shaded).
The figure is reprinted from A. De Pasquale, et al., Phys. Rev. A 96, 012316 (2017).
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FIG. 8. Plot of the ratio between ∆F (N)s.m.s and ∆F (N)i.i.d , the max-min gap of the FI due to the choice of the initial
state for the probe. It results that ∆F (N)s.m.s shrinks more rapidly then ∆F (N)i.i.d.. The figure is reprinted from A. De
Pasquale, et al., Phys. Rev. A 96, 012316 (2017).
CONCLUSIONS
We have discussed the application of techniques from quantum estimation theory and quantum metrol-
ogy to thermometry.
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It results that the Quantum Fisher Information plays an important role, and we have presented a toy
model which demonstrates the possibility of Heisenberg-like scaling for thermometry. Then, we have
introduced a theoretical approach to temperature locality, aiming at avoiding any restrictive hypothesis
on the dimension of the system or on its Hamiltonian ruling the interactions between its subcomponents.
This has led to the definition of the so-called local quantum thermal susceptibility, a functional which
operationally highlights the degree at which the thermal equilibrium of the global system is perceived
locally, and reduces to the system heat capacity when the global system is probed. Finally, moving from
the observation that two-level quantum systems can be exploited as efficient thermometers to establish
the temperature of a thermal bath, we have discussed different techniques of single qubit thermometry.
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