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第 1 章  
1 
 
第1章   
序論 
1.1.  研究の背景と目的 
製造業・流通業において業務を円滑に進める上で，生産すべき量・時刻の決定や搬送す
べき商品・時刻の決定をする生産計画・生産スケジューリング・物流計画業務は，なくて
はならないものである．これらの業務は，絶えず発生する新たな注文や，生産量の変更，
搬送時刻の遅れといった変動に常に晒されるため，都度計画の立案と修正を余儀なくされ
るなど業務負荷が高く，支援技術の存在が必須である．これを実現する技術として，計画
やスケジュールの立案を最適化問題として捉え，その最適解を求める数理計画法，或いは
準最適解を求めるヒューリスティック手法等が提案され，多くの研究がなされてきている
[1] [2]． 
ここで，実際に産業界で計画やスケジューリングを行う場合は，考慮しなくてはならい
項目，対象となる工程，物品が非常に多く，かつ複雑な制約条件が設定される，また長期
対象期間の立案が要求されるなどのために，その規模が膨大なものとなることが一般的で
ある．上述のように，これら問題に対して新たな注文への対応，生産変動に対する計画修
正を繰り返し実行するため，できるだけ高速な計算時間での計画立案が必須となる．また
得られた計画は生産や搬送業務に直結し，その指示に従い実際の業務が実行されるため，
実業務に支障をきたすような計画の質であることは許されない．このため，大規模で複雑
な制約条件が課せられた生産計画・生産スケジューリング・物流計画を，1）実用に耐え
得る時間，2）実用に耐え得る質を両立しながら，計画を立案できる技術が望まれる． 
スケジューリング業務において計画を立案する場合は，対象とする期間をもとに，年度
計画，期計画，月次計画，週計画，日計画に区別される場合が実務では多いが，計算に要
する時間と計画の質が同時に要求されるものして，月次計画～日計画が特に要求が厳しい．
このため，本研究の対象は，スケジューリング問題における月次計画～日計画とする． 
上述の 1）実用に耐え得る時間に関して言えば，月次や週計画では一度作成したものを
何度も人が見直し，前提条件を変更したり，一部を固定したりを繰り返す必要があり，人
第 1 章  
2 
 
が我慢できる限界として一度の計画の立案は 10 分程度が上限となる．また，日計画やさ
らに細かい計画では，操業を行いながら，計画を立案することも多く，長くても数分程度
での立案が望まれる．また，2）実用に耐え得る質に関しては，多くの場合において，こ
れら実規模問題では最適な計画を立案することは問題規模の観点から不可能であるため，
新たな計画システムを実用化する際には，従来使われていた仕組みで得られた計画や，人
が立案した計画と少なくても同等以上の解の質が望まれる．ここで，人が立案した計画は，
熟練者になる程質が向上し，最適値からのずれは 10%未満と考えられる．くわえて，作ら
れた計画がそのまま制御用コンピュータに直結しており，実際の設備を稼働する場合も存
在し，この場合には実行可能でない計画を立案することは許されない． 
しかしながら，上述の要望に対して，従来の研究の多くは，実規模を考えない小規模な
ものに限定するものや，複雑な制約条件が課されない条件での検討に主眼を置いたもので
ある．このため，従来提案された手法では，計算時間が実用に耐えられない，解の質が求
めるべき水準に満たない等，種々の問題点が残されており，実操業への適用に向けての課
題は少なくない． 
また，立案された計画を実操業で適用していくためには，実際に計画により操業を実行
している操業者，あるいはその上の管理者に納得感のある立案を導くことが必須であり，
この納得感を与えることこそが，実用に耐え得る質の本質である．このため，立案された
計画を人に分かり易く提示し，人が分かりやすい形で修正できる等，人との協調を意識し
た技術の研究が重要な役割を果たす．また，実際にスケジューリング業務に対して，シス
テム化を行い，システムを使う上で，経済状況や，設備の経年変化による能力変化や，こ
れに伴うボトルネックの変化への対応は，導入したシステムを使い続けてもらう上で，重
要な課題となる．導入されたシステムのメンテナンス性が重要となるが，これらに労力が
多く必要な場合には，システムが使われなくなる危険性も往々に存在する．このため，状
況変化に応じてシステムを柔軟に適用させるシステム自体の適応性への取り組みが必要
である．最適化問題においては，これらの課題の対象として，実際に操業されたデータか
ら自動的に制約条件や目的関数を抽出し，操業状況の変化時や，設備更新など必要に応じ
て，更新を自動化することで，上記要望に応える研究がなされている．しかしながら，こ
れらの研究はまだ緒についたばかりであり，実用に供されるものとは言い難い．これらの
中で，目的関数の重要度の調整は，比較的取組み易い問題である．実問題では，調達に掛
る費用をできるだけ安くする，輸送に掛る合計時間をできるだけ短くするなど，相反しか
つ異なる次元の目的の調和を取りながら，生産計画，物流計画を導出することが，立案さ
れた生産計画，物流計画の納得性に重要となる．また，これらの目的の重要度は，景気動
向により敏感に変動するため，頻繁な見直しが発生する，一方で一般に用いられる各目的
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の重み付き線形和は，その重み比率が直接的に各目的の重要度とならず，操業者の満足す
る結果を導き出すことが課題となっている．この課題のために最適化が敬遠される要因と
もなり，ひいてはシステムの使用継続にも重大な影響を与えかねない．これらの調整を自
動化することができれば，実問題への最適化の適用が大いに進むことが期待される． 
以上の背景のもと，本研究では，大規模で複雑な制約条件が課せられたスケジューリン
グ問題を，1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，求解できる枠
組みの構築が目標となる．大規模で複雑な制約条件が課せられたスケジューリング問題は，
問題を一括で考え厳密解を求めることは不可能であり，またヒューリスティック手法では
実用に耐え得る解の質を安定的に保証することは困難である．そこで，目標の達成のため，
まずは「実用に耐え得る時間」に焦点を当て，問題を時間方向に分割することで問題規模
を縮小すると共に，実工程を正確に模したシミュレータで実工程を模擬することで将来予
測を実行しながら，部分問題の対象とする期間を時間方向に進めることで，段階的に精緻
な計画を立案するアプローチの適用を試みる．このアプローチの有効性を検証するため，
実規模の問題への適用を行い，その有効性を確認する．また，提案した時間方向で問題を
単純には分割できない問題への検討をさらに進める．ここでは，時間分解精度の観点から
問題を時間分解精度の粗い上位階層と精緻な下位階層を構築し，上位階層で得られた結果
を所与として下位階層に与えることで，問題規模を縮小するアプローチを提案する．この
アプローチの有効性を検討するため，小規模ら例題を用いて検証を行う．さらに，実規模
問題で提案したアプローチの有効性を検証することを試みる．ここでは，時間方向での分
割する手法と時間分解精度による分割手法を組み合わせる手法を構築することで，実規模
の問題での計画立案を試みる．次に，「実用に耐え得る解の質」に関して検討を進める．
解の質を高めることとは，実際に計画を立案し，この計画により操業を実行している操業
者，あるいはその上の管理者，計画立案者に納得感のある立案を導くことそのものである
と考え，目的関数の重要度の調整方法をテーマとして，検討を進める．この達成のため，
実績が立案された計画の見本であると考え，逆問題的に目的関数の重要度を求めることを
検討する． 
 
1.2.  論文の構成 
本論文は，次のように構成される． 
まず，第 2 章 で，主に「実用に耐え得る時間」に焦点を当て，スケジューリング問題
を時間方向に分割し，部分問題の対象とする期間を時間方向に逐次的に進めることで，段
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階的に精緻な計画を得ながら，全問題の計画を立案する時間分割逐次予測型スケジューリ
ングの考え方を提案する．本提案の考え方を用いて，実規模では厳密解を求めるのは一般
的に困難な問題に対して，1）実用に耐え得る時間，2）実用に耐え得る解の質を両立しな
がら，解を求める枠組みに関して検討を進める．この際に，時間分割の各対象とする期間
と，時間方向に対象期間を更新する更新期間が，求解時間と解の質に与える影響を議論す
る．更に，制約式として数学的に定式化が困難な制約が存在する場合に，定式化から得ら
れた解と，その解を元にしたシミュレータによる修正結果のずれが与える影響を合わせて
議論する．本枠組みを，実規模問題である原料貯槽搬送計画に適用し，その効果に関して
論じる． 
第 3 章 では，第 2 章 で提案した時間方向で問題を分割させる手法が，単純には適用で
きない問題への検討をさらに進める．ここでは，時間分解精度の観点から問題の精度を粗
くすることで問題規模を縮小し，ラフスケジュールを得て，その結果を所与として，主問
題に与えることで，そのままでは求解できない問題の解を得ることを考える．このアプロ
ーチの実現方法として，ラフスケジュールを得る上位階層と，上位階層で得られた結果を
所与として与えることで，問題規模が縮小された下位階層に分割しながら，連動動作させ
る階層型スケジューリングの考え方を提案する．本枠組みを，船舶運航計画の小さな例題
で検討し，長期計画を詳細な時間分解精度で立案しなくてはならない問題への有効性を議
論する．くわえて，実規模問題である原料船舶輸送計画への適用を試みる．ここでは，階
層型スケジューリング手法に，時間分割逐次予測型スケジューリング手法の考えを導入し
た手法を構成し，その効果に関して論じる． 
第 4 章 では，「実用に耐え得る解の質」を実現するためには，実際に計画により操業を
実行している操業者，操業者を管理する管理者，あるいは計画立案者に納得感のある立案
を導くことが重要であると考え，その一つの方法として目的関数の重要度の調整を取り上
げて議論する．この達成のため，熟練者により操業が行われた結果である実績が，立案さ
れた計画の見本であると考え，この実績より逆問題的に目的関数の重要度を求めることを
検討する．重み係数法により最適化する場合に関して，相対コスト係数の概念を用い，数
学的に目的関数の重みを逆問題として求めることを試みる．提案した重み推定方法を，小
さな例題に適用し，本考え方が有効に機能するかを論じる．また，複数の実績と前提条件
の組が存在する場合に関して，実規模問題を想定した鉄鉱石の配合を取り上げ，提案技術
の適用を試みる． 
最後に第 5 章 で，本論文のまとめと今後の課題を提示する． 
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第2章   
時間分割逐次予測型 
スケジューリング手法 
2.1.  諸言 
製造業・流通業で取り扱うスケジューリング業務を，数理的にスケジューリング問題と
して考え，最適化技術を適用する研究が多くなされてきた．しかしながら，実操業を想定
したスケジューリング問題では，考慮しなくてはならい項目，対象となる工程，物品が非
常に多く，かつ複雑な制約条件を有することが一般的である．このため，問題規模は膨大
であり，厳密解を求めることは通常は不可能である．この状況に対して産業界では，1）
実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画を立案できる技術が望
まれる．ここで，実務では対象とする計画立案の中でも月次計画～日計画期間は計算に要
する時間と計画の質が同時に要求される．これら計画では一度作成したものを何度も人が
見直し，前提条件を変更したり，一部を固定したりを繰り返す必要があり，人の我慢の観
点から一度の計画立案は 10 分程度が上限となる．また，日計画では，操業が常に進んで
いる中で計画立案を逐次実行するため，長くても数分程度での立案が必須となる．解の質
の観点からは，熟練者が立てる計画と比較されることが多く，熟練者が立案した計画と少
なくても同等以上の解の質が望まれる．また，作られた計画がそのまま制御用コンピュー
タに直結しており，実行可能な解であることが必須となる． 
これらの要望に対する技術として，厳密解を求める手法を用いて，大規模な問題を実用
に耐え得る時間で解くように発展させた手法として，混合整数問題の一部を緩和する手法
[3] [4]や制約式を逐次的に追加していくことで，一度の計算で解く問題の簡易化をする手
法[5]が提案されている．しかし，実際の問題では混合整数計画問題として記述できない複
雑な目的関数や制約条件が課されることが一般的であり，この場合には解の質が求めるべ
き水準に満たない課題が残されている．このような複雑な目的関数や制約条件が課せられ
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た問題に対して，区分線形化を用いた手法[6][7]が提案されている．これらの研究では複
雑な目的関数や制約条件を区分的に線形化することで，区分的に整数計画問題や混合整数
計画問題として取り扱うことを可能にしている．しかしながら，これらの研究では，小規
模な問題に対しては優れた結果を出しているものの，実規模の問題を実用時間内で解ける
ものとして，十分に取り扱えているとは必ずしも言うことはできない．また，これら複雑
な制約を有する大規模問題に対して焼鈍し法，遺伝的アルゴリズム等のヒューリスティッ
ク手法を用いて効率的に近似解を得る手法[8]が提案されている．これらの研究では，大規
模な問題に対して何らかの近似解を得られるものの，最適解とどの程度乖離があるかを知
る術がなく，解の質を保証することができないため，解の質が求めるべき水準を満たして
いるかの判定ができない．このように，提案された手法を複雑な制約を有する大規模な問
題に適用した際には，計算時間が実用に耐えられない，解の質が求めるべき水準に満たな
い等，種々の問題点が残されており，実操業への適用に向けての課題は少なくない． 
実用に耐え得る解の質を保証するため，ヒューリスティック手法ではない手法を選択す
る場合，問題規模が重要となる．問題規模を増大させる要因として，長期的な計画・スケ
ジュールを対象とすることや，複雑な制約があげられる．例えば複雑な制約として，前後
の仕事或いは隣接工程の仕事に影響される段取り時間や当該仕事までに処理された仕事
量の累積に影響され仕事量の決定等が存在する．これら複雑な制約を取込み，問題を一括
で解くことは，実用に耐え得る時間では困難である．この際に複雑な制約を単純化するこ
とや考慮から外して問題を解いた後に単純化した制約に対する修正を実行することが考
えられるが，実用に耐え得る解の質を得ることは難しい．  
本章では，複雑な制約を含み，一括で解くには大規模すぎる問題に対して，１）対象期
間のある時点から全対象期間の一部にタイムホライズンを設け，この期間に対する部分問
題を最適化する，次に２）ここで得た解に従い実工程を正確に模したシミュレータを導入
することで，実工程を模擬することで近い将来の状況変化を予測し，制約を遵守した実行
可能解を得る，３）この得られた解の内で直近の決められた範囲の計画を確定すると共に，
確定させた分の時間を，シミュレータによる予測結果を元に進めると共に，この予測のも
とに次の部分問題を求解する，４）全対象期間の計画を得るまでこの処理を繰り返すこと
で，全対象期間に対して実行可能で精緻な計画を立案することができるアプローチが効果
的と考え，この枠組みに関して論じる（図 2.1）．本提案では，設けたタイムホライズンに
対して最適化を実行し，直近の期間の計画を確定させ，新たなホライゾンに推移するロー
リング・スケジュール[9][10][11][12]の枠組みを使う．しかし，ローリング・スケジュー
ルが，実操業が行われて時間経過した実績を用いて，再度その時点での計画を立てるリア
クティブ・スケジューリングであるのに対して，本提案での対象は大規模なプロアクティ
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ブ・スケジューリングであり，タイムホライゾンで分割しながら，逐次的に最適化を繰り
返すもので，この繰り返しにおいて実際に実時間が経過した訳ではない．そこで，実時間
の経過に替わるものとして，実工程を模した詳細なシミュレータを用い，近い将来の時間
経過を模擬させることで，時間経過後の時点から新たなタイムホライゾン分の計画を立て
る点と，部分問題に対する計画を繋ぎ合せることで大規模問題の全期間の計画を立てる点
に特徴がある． 
本考え方の基本的な概念を示すため，産業界で取り扱われる生産計画・生産スケジュー
ル・物流計画の対象として最も一般的な並列機械フローショップ問題[13]の簡単な例題を
用いて，適用方法とその有効性を詳述する．最後に，提案した考え方を鉄鋼業の原料の置
場から一時保管するための貯槽への搬送計画に適用して，実用化して成果を得ている原料
貯槽輸送計画システムに関して説明する． 
 
図 2.1  The Procedure Image for the Proposed Method 
 
2.2.  時間分割逐次予測型 
スケジュールの枠組み 
本節では，提案する時間分割逐次予測型スケジューリングの考え方の枠組みを記述する．
本考え方の対象となる問題は，スケジューリング問題である．  
決定変数𝑥 ，実行可能集合𝑆，目的関数𝑓(𝑥)として，以下の最適化問題℘を考える． 
min𝑓(𝑥)   s. t.  𝑥 ∈ 𝑆 (2.1) 
Loop No.
The target term to be scheduled
1
2
・
・
・
3) Only the current solution is fixed and time is proceeded.
4) The initial value is updated by  the 
simulated result. And new partial problem 
is made for new time horizon. Then procedure 
1)-4) is repeated until whole target term 
completed.
1) The partial problem is solved for 
the time horizon.
2) The feasible solution is obtained by simulating with 
the precise simulator along the actual process.
Time horizon
・ ・ ・
The obtained schedule for the target term
time
第 2 章  
8 
 
上記問題℘が一括で解くには大規模すぎ，かつ実行可能集合𝑆を規定する制約条件，ある
いは目的関数𝑓(𝑥)が複雑な場合においても，（ⅰ）実用に耐え得る時間，（ⅱ）実用に耐え
得る解の質を両立しながら，解を求める方法の枠組みを検討する． 
本研究では，上記（ⅰ），（ⅱ）の両立を実現するため，以下の枠組みにて，問題の解決
を図る． 
１） 対象期間のある時点から全対象期間の一部にタイムホライズンを設け，この
期間に対する部分問題を最適化する， 
２） 上記１）で得られた解に従い，実工程を正確に模したシミュレータで実工程
を模擬することで，近い将来の状況変化を予測し，制約を遵守した実行可能
解を得る， 
３） 上記２）で得られた解の内で直近の決められた範囲の計画を確定すると共に，
確定させた分の時間を，シミュレータによる予測結果を元に進めると共に，
この予測のもとに次の部分問題を求解する， 
４） 全対象期間の計画を得るまで，１）～３）の処理を繰り返すことで，全対象
期間に対して実行可能で精緻な計画を立案する 
この枠組みにおいては，全対象期間に対する問題の内，タイムホライゾンにより規定さ
れた部分問題とすることと，部分問題に対しては，複雑過ぎて計算負荷が高い制約に対し
ては，簡易化した近似問題を用いることで，高速化の実現を目指している．この際，簡易
化により生じる本来守るべき制約の一部が守られない可能性の補償として，実工程を正確に模
したシミュレータにより，近似問題にて得られた解の修正を行なうことで，本来守るべき制約を
遵守した実行可能解を得ることを可能としている．くわえて，次に対象とする部分問題の
機械の使用が可能になる時間，取り扱う製品の在庫量といった初期状態を，このシミュレー
タにより予測計算するとともに，この初期状態をもとに次に対象とする部分問題の対象とな
る仕事を抽出する．３）の処理にて確定された解を繋ぎ合せることで，全対象期間にわた
る計画の立案が可能になる． 
本考え方の枠組みを，処理の流れに沿って以下に記述する． 
全体問題℘を解くに当たり，その計画・スケジュールを𝑁分割して問題を解くことを考
える．𝑖(𝑖 = 1,∙∙∙, 𝑁)で規定される部分問題℘𝑖に対する近似問題℘̅𝑖を解きながら𝑖を更新し，
逐次次の部分問題に進んでいくことで，全体問題℘の解を得る．ここで， 𝑁は自然数とす
る． 
全体問題℘において対象とする仕事J𝑗の内で，部分問題℘𝑖において対象となる仕事の集
合を𝔍𝑖と定義する．既に計画・スケジュールが確定したために，処理開始時刻，処理終了
時刻が固定化されている仕事の集合を𝔍𝑖
𝐷と定義する．また，この際に処理開始時刻，処理
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終了時刻が確定していない仕事J𝑗の集合を𝔍𝑖
𝐹と定義する．集合𝔍𝑖
𝐹は， 
𝔍𝑖
𝐹 = 𝔍 ∖ 𝔍𝑖
𝐷 (2.2) 
で与えられる．ここで，確定されていない仕事J𝑗全部の集合𝔍𝑖
𝐹，或いはこれらの大半の仕
事を部分問題℘𝑖の対象とすることは，部分問題℘𝑖で集合𝔍𝑖
𝐹の仕事からある条件を満たした
もののみを抽出し，立案の対象とする仕事を減らす場合に比べ，解の質を向上する上で有
利に働く，一方問題規模としては大きく成り過ぎ，実用に耐え得る時間で解を求めること
は不可能な場合が多い．このため，部分問題℘𝑖の立案対象とする仕事の選択が重要な要素
となる．この時，部分問題℘𝑖で対象となる仕事の集合を， 
𝔍𝑖   (2.3) 
とする．この集合𝔍𝑖の決め方としては，スケジューリング問題では，仕事J𝑗の開始可能時
刻や納期が上工程，或いは下工程の要望で決められて，立案対象期間の中でばらついて設
定されているため，例えば立案対象期間を均等に分割し，分割した期間内に開始可能時刻，
或いは納期が入っている仕事を選ぶ，或いは納期の早い順にならべ，予め与えた仕事数だ
け抽出するなどで，選択することが可能である． 
ここで，部分問題℘𝑖が十分に問題規模を小さくされた場合においても，複雑な制約条
件・目的関数が課せられた場合には，そのままでは部分問題℘𝑖さえも，厳密解を得ること
が困難，或いは実用に耐えられない時間を必要とする場合も多く存在する．この場合には，
部分問題℘𝑖に対して，その近似問題℘̅𝑖を導入する．これらの問題に対する提案手法の考え
方を示すため，複雑な制約条件に対する簡単な例を用いて説明する．ここでは前後の仕事
に影響され複雑な手続きにて段取りが与えられる場合を考える．本来の段取りに掛かる時
間を簡単に取り扱える値に近似することで，部分問題℘𝑖を簡単化する例として，例えば段
取りの取りうる時間の中央値を段取りに掛かる時間として一律に与えた問題を近似問題
℘̅𝑖とする場合を説明する．この近似問題℘̅𝑖を解き，近似問題℘̅𝑖の最適解χ̅𝑖
∗を得る． 
部分問題℘𝑖の実行可能領域を， 
𝑆𝑖 : 部分問題℘𝑖の実行可能領域 
とすると，近似問題℘̅𝑖の最適解χ̅𝑖
∗を本来守らなくてはならない実行可能領域𝑆𝑖に収まるよ
うに，後処理を用いて修正処理を実行することで部分問題℘𝑖の実行可能領域S𝑖に収まる実
行可能解𝜒𝑖： 
𝜒𝑖 ∈ 𝑆𝑖  (2.4) 
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を得る．ここでは，近似問題℘̅iの最適解として得られたχ̅𝑖
∗に対して，段取りに掛かる時間
として与えた一律の値（ここでは中央値）を本来必要とされる段取りに掛かる時間に後処
理を用いて修正処理を行う．これに合わせて，整合性が合うように仕事J𝑗(𝑗 ∈ 𝔍𝑖)に対して
得られている処理開始時刻，処理終了時刻を，各機械に対して処理される仕事の順序は入
れ替えずに，シミュレータを用いて修正を実行することで，前後にスライドさせる．本後
処理を実行することで，部分問題℘𝑖に対する実行可能解𝜒𝑖を得る． 
ここで，上記得られた実行可能解𝜒𝑖に対して，対象とした仕事J𝑗(𝑗 ∈ 𝔍𝑖)の内で，処理開
始時刻が早い仕事から予め設定した数𝜁だけ固定化し，それ以外の仕事に対しては決定さ
れた処理開始時刻，処理終了時刻は破棄し，再度次のループにて最適化の対象とする．固
定化する仕事J𝑗は実行可能性が保証されている．このように実工程を正確に模した詳細な
シミュレータにより，近い将来の状況変化を予測し，この予測をもとに，次の有限期間に
対する部分問題の初期値を更新することを繰り返すことで，段階的に全対象期間に対する
解を得ることが可能となる． 
ここで，部分問題℘𝑖は全体問題℘の一部を切り出した問題であるため，処理開始時刻の
遅い仕事になるに従い，部分問題に取り込まれなかった仕事の影響を受けることが考えら
れ，この取り込まれなかった仕事の情報が欠如しているため，解の質が劣化している可能
性を含む．このため，固定する仕事数を増やすことは，最終的に全体問題℘に対する解の
質の劣化を招く可能性がある．そこで，予め定めた数𝜁だけの仕事を固定化することで，
解の質の劣化を防ぐ工夫をした．この仕事の集合を， 
𝔍𝑖
𝑅 : 𝑖回目のループで固定化される仕事J𝑗の集合 
とする．次の(𝑖 + 1)回目のループで固定化されている仕事の集合𝔍𝑖+1
𝐷 は， 
𝔍𝑖+1
𝐷 = ⋃ 𝔍𝑖
𝐷𝑖
𝑙=0 ⋃𝔍𝑖
𝑅  (2.5) 
となる．集合𝔍𝑖
𝐷， 𝔍𝑖
𝐹， 𝔍𝑖
𝑅に対する初期値を， 
𝔍0
𝐷 = {𝜙} (2.6) 
𝔍0
𝐹 = 𝔍 (2.7) 
𝔍0
𝑅 = {𝜙} (2.8) 
として，固定化される仕事の集合𝔍𝑖
𝐷が， 
𝔍𝑖
𝐷 = 𝔍 (2.9) 
となるまで，ローリングのループを繰り返すことで，全体問題℘に対する実行可能解を得
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る．以上が，本考え方において全体問題℘に対する実行可能解を得るまでの枠組みである
（図 2.2）． 
全体問題℘：min𝑓(𝑥)   s. t.  𝑥 ∈ 𝑆に対して，本考え方により計画・スケジュールを立案す
る手法を整理すると以下となる． 
1○ 𝔍0
𝐷 = {𝜙},  𝔍0
𝐹 = 𝔍,𝔍0
𝑅 = {𝜙}とする． 
2○ 𝑖 = 0とする． 
3○ 部分問題℘𝑖で対象とする仕事の集合𝔍𝑖を予め与えた条件をもとに抽出し，部分問題℘𝑖
を生成する． 
4○ 部分問題℘𝑖の近似問題℘̅𝑖を導入し，近似問題℘̅𝑖を生成する． 
5○ 生成された近似問題℘̅𝑖を解き，その際の最適解χ̅𝑖
∗を求める． 
6○ 近似により簡易化された部分を後処理により修正し， 𝜒𝑖 ∈ 𝑆𝑖となる実行可能解𝜒𝑖を求
める． 
7○ 𝔍𝑖の内で処理開始時刻が早い仕事J𝑗から予め設定した数𝜁だけの仕事を固定化し，この
集合を𝔍𝑖
𝑅とする． 
8○ 𝔍𝑖
𝐷 = ⋃ 𝔍𝑖
𝐷𝑖
𝑙=0 ⋃𝔍𝑖
𝑅として，固定化される仕事の集合を更新する． 
9○ 𝔍𝑖
𝐷 = 𝔍なら終了．それ以外の場合には，固定化されていない仕事の集合𝔍𝑖
𝐹を
𝔍𝑖+1
𝐹 = 𝔍 ∖ 𝔍𝑖+1
𝐷 に更新する．合わせて𝑖 = 𝑖 + 1として 3○からの処理を繰り返す． 
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図 2.2  Motion Image of the Proposed Method 
 ここで，本枠組みでは，（１）次の対象をどの程度までと考えるか，また（２）それに
伴う立案した内のどの程度の仕事を確定させるかに自由度が大きく，この与え方が前述の
通り立案した性能に大きな影響を与える．つまり，（１）分解された部分問題の規模が大
きすぎると計算時間が長くなり過ぎる，一方で細かく分解すると全体問題との乖離のため
解の質を保てない，（２）部分問題は仕事の一部しか対象としていないため，計画期間の
終わりになるに従い，解の質が落ちている．このため，確定する仕事数を減らす程，計画
の質が向上するとともに，シミュレータによる修正が高頻度で行われることで簡易化によ
る誤差が抑えることが可能となる，一方で計算時間は増大する．このため，簡単な例題を
用いて，次章以降で対象期間と確定する仕事の数に関して，計算時間と解の質に与える影
響の検討を行う． 
 
2.3.  簡単な例題 
提案手法の考え方を分かり易く示すため，具体的な例を示しながら説明する．ここでは，
並列機械フローショップ問題への適用方法を例として取り上げ，提案する考え方を詳述す
る．上記問題は，与えられる仕事数が増えるに従い問題規模が指数的に増大するため，本
論文が対象とする大規模問題への取り組みとして問題の特性を損なわない例となる．本論
Loop No.
The target term to be scheduled
1
2
・
・
・
The initial value is updated
by  the simulated result.
And new partial problem is 
made for new finite horizon. 
Time horizon
・ ・ ・
The obtained schedule for the target term
time
Master Problem
Partial Problem
Partial Problem
Part of solution is fixed.
The partial problem is modified to approximate 
problem and solved. 
The feasible solution is obtained by simulating with the 
precise simulator along the actual process.
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文では，提案する考え方を説明する上で必要最小限となる簡単な問題を例題として取り上
げることで，考え方の本質を明確にする．上記例題では簡単に定式化することは難しい複
雑な制約条件・目的関数が課せられた場合の考察としての特性を損なわない一例として，
作業間に発生する段取り時間が，前後の仕事により異なる場合を計算例として取り上げる． 
上記並列機械フローショップ問題の一例題（図 2.3）を以下のように定義し，対象問題
とする．J 個の仕事J𝑗を P 個の工程P𝑝で処理するものとする．工程P𝑝の各々には M 個の機
械M𝑚
𝑝が存在する．各仕事J𝑗は，工程P𝑝に対応する作業O𝑝𝑗からなり，各作業はO1𝑗 → O2𝑗 →
⋯ → O𝑃𝑗の順序で処理される．作業O𝑝𝑗は，工程P𝑝にある機械M𝑚
𝑝のいずれか 1 台で 1 度だ
け処理される．ここで，計画・スケジュール期間[0,T]を単位時間に分けた区間を考え，期
間(0,1]を区間 1，期間(1,2]を区間 2，…とする．各仕事は処理を開始してよい区間（処理
開始可能区間）𝑎𝑗，各工程での処理に掛かる区間数𝑑𝑝𝑗，機械毎の使用可否フラグ𝑢𝑝𝑚𝑗があ
らかじめ与えられているものとする．また，複雑な制約の例として，本例題では作業O𝑝𝑗の
順番に応じて段取りが作業間で発生するものとする．この段取りに掛かる区間数を𝑣𝑝𝑗𝑘 
(𝑗, 𝑘は仕事) とする．すなわち仕事J𝑗の後に続いて仕事J𝑘が行われた場合，段取りに掛かる
区間数𝑣𝑝𝑗𝑘が発生する．作業O𝑝𝑗は，工程P𝑝に存在する機械M𝑚
𝑝のいずれか 1 台で処理され
た後，移動に掛かる区間数𝑟𝑝𝑗で次工程P𝑝+1に移動し，工程P𝑝+1に移動後に待機できる区間
数の上限𝑤𝑝+1,𝑗までに作業O𝑝+1,𝑗が開始される．また，各機械M𝑚
𝑝は同時に２つ以上の作業
を処理することはできないと仮定する．ここでは，並列機械フローショップ問題として，
メイクスパンが可能な限り小さくなるように，各工程の作業の処理順序，処理する機械を
決定するものと定義し，この問題を℘と記述する． 
 
図 2.3  Relation of Processes and Machines 
2.3.1.  対象問題の記述 
上述の問題を，混合整数計画問題（MIP）として定式化し,この MIP をベースに解法を
構成する．まず， そのために上記問題℘に対する基本要素と属性を記述する． 
… 
… 
… PP 
… 
… P2 
P1 
… M11 
… 
M𝑀
1  
M1
2 M𝑀2  
M1
𝑃 M𝑀𝑃  
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ここで問題℘に対する計画・スケジュール期間を[0,T]とし，この期間[0,T]上の 1 点を時
刻と呼ぶ． 
 
基本要素と属性： 
𝔍 :仕事J𝑗の集合，𝔍 = {J1, J2, … , J𝐽} 
𝔓 :工程P𝑝の集合，𝔓 = {P1, P2, … , P𝑃} 
𝔐𝑝 :工程P𝑝に存在する機械M𝑚
𝑝の集合， 𝔐𝑝 = {M1
𝑝
,M2
𝑝
, … ,M𝑀
𝑝
} 
ℜ :区間𝜏の集合， τ ∈ ℜ, ℜ = {1,2,… , 𝑇} 
＜定数＞ 
𝑑𝑝𝑗 :作業O𝑝𝑗の処理に掛かる区間数 
𝑎𝑗 :仕事J𝑗の処理開始可能区間 
𝑢𝑝𝑚𝑗 :仕事J𝑗が機械M𝑚
𝑝を使用可能なら 1，そうでないなら 0 
𝑏𝑝𝑚 :機械M𝑚
𝑝が使用開始可能となる区間 
𝑣𝑝𝑗𝑘 :工程P𝑝で仕事J𝑗の後に仕事J𝑘が処理された場合の仕事J𝑗と仕事J𝑘の間で行われる段取
りに掛かる区間数 
𝑟𝑝𝑗 :仕事J𝑗の工程P𝑝から工程P𝑝+1への移動に掛かる区間数 
𝑤𝑝𝑗 :仕事J𝑗が工程P𝑝に移動してから処理を開始するまでに待機できる区間数の上限 
𝐵 :十分大きな正の実数 
＜変数＞ 
𝜍𝑝𝑚𝑗𝜏 :仕事J𝑗が機械M𝑚
𝑝，区間𝜏で処理を開始するなら 1，そうでないなら 0 
𝜀𝑝𝑚𝑗𝜏 :仕事J𝑗が機械M𝑚
𝑝，区間𝜏で処理を終了するなら 1，そうでないなら 0 
𝑠𝑝𝑗 :仕事J𝑗の工程P𝑝での処理開始区間 
𝑒𝑝𝑗 :仕事J𝑗の工程P𝑝での処理終了区間 
𝛼𝑝𝑚𝑗𝑘 : 工程P𝑝で，仕事J𝑗と仕事J𝑘が同一機械M𝑚
𝑝を使用するならは 1，そうでないなら 0 
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𝑦𝑝𝑗𝑘 : 工程P𝑝で，仕事J𝑗の後に仕事J𝑘が処理さるならば 1，そうでないなら 0（但し，仕事
J𝑗と仕事J𝑘が同一機械を使用する場合のみ意味を持つ） 
𝑧 :メイクスパン 
＜定式化＞ 
minimize 𝑧 = 𝑚𝑎𝑥𝑗𝑒𝑝𝑗   𝑝 = {𝑃}  (2.10) 
  subject to 
𝜍𝑝𝑚𝑗𝜏 = 𝜀𝑝,𝑚,𝑗,𝜏+𝑑𝑝𝑗−1  ∀𝑝 ∈ 𝔓,∀𝑚 ∈ 𝔐
𝑝, ∀𝑗 ∈ 𝔍, ∀𝜏 ∈ {1,… , 𝑇 − 𝑑𝑝𝑗 + 1} (2.11) 
∑ 𝜀𝑝𝑚𝑗𝜏
𝑀
𝑚=1
= ∑ ∑ 𝜍𝑝+1,𝑚,𝑗,𝑡
𝜏+𝑟𝑝,𝑗+1+𝑤𝑝+1,𝑗
𝑡=𝜏+𝑟𝑝𝑗+1
  
𝑀
𝑚=1
 ∀𝑝 ∈ 𝔓 ∖ {𝑃}, ∀𝑗 ∈ 𝔍, 
  ∀𝜏 = {1,… , 𝑇 − 𝑟𝑝𝑗 − 1 + 𝑤𝑝+1,𝑗} 
(2.12) 
∑𝜍1𝑚𝑗𝜏
𝑎𝑗
𝜏=1
= 0  ∀𝑚 ∈ 𝔐1, ∀𝑗 ∈ 𝔍 (2.13) 
∑𝜍𝑝𝑚𝑗𝜏
𝑏𝑝𝑚
𝜏=1
= 0  ∀𝑝 ∈ 𝔓,∀𝑚 ∈ 𝔐𝑝, ∀𝑗 ∈ 𝔍 (2.14) 
∑𝜍𝑝𝑚𝑗𝜏
𝑇
𝜏=1
≤ 𝑢𝑝𝑚𝑗  ∀𝑝 ∈ 𝔓,∀𝑚 ∈ 𝔐
𝑝, ∀𝑗 ∈ 𝔍 (2.15) 
∑∑𝜍𝑝𝑚𝑗𝜏
𝑇
𝜏=1
𝑀
𝑚=1
= 1  ∀𝑝 ∈ 𝔓,∀𝑗 ∈ 𝔍 (2.16) 
∑ ∑ 𝜍𝑝𝑚𝑗𝑡
𝜏
𝑡=𝜏−𝑑𝑝𝑗
𝐽
𝑗=1
≤ 1  ∀𝑝 ∈ 𝔓, ∀𝑚 ∈ 𝔐𝑝, ∀𝜏 = {𝑑𝑝𝑗 + 1,… , 𝑇} (2.17) 
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∑𝜍𝑝𝑚𝑗𝜏
𝑇
𝜏=1
+∑𝜍𝑝𝑚𝑘𝜏
𝑇
𝜏=1
≤ 𝛼𝑝𝑚𝑗𝑘 + 1  ∀𝑝 ∈ 𝔓, ∀𝑚 ∈ 𝔐
𝑝, ∀𝑗, 𝑘 ∈ 𝔍 (2.18) 
∑𝜍𝑝𝑚𝑗𝜏
𝑇
𝜏=1
≥ 𝛼𝑝𝑚𝑗𝑘  ∀𝑝 ∈ 𝔓, ∀𝑚 ∈ 𝔐
𝑝, ∀𝑗, 𝑘 ∈ 𝔍 (2.19) 
∑𝜍𝑝𝑚𝑘𝜏
𝑇
𝜏=1
≥ 𝛼𝑝𝑚𝑗𝑘   ∀𝑝 ∈ 𝔓, ∀𝑚 ∈ 𝔐
𝑝, ∀𝑗, 𝑘 ∈ 𝔍  (2.20) 
𝑠𝑝𝑗 = ∑∑(𝜏 × 𝜍𝑝𝑚𝑗𝜏)
𝑇
𝜏=1
𝑀
𝑚=1
  ∀𝑝 ∈ 𝔓,∀𝑗 ∈ 𝔍  (2.21) 
𝑒𝑝𝑗 = ∑∑(𝜏 × 𝜀𝑝𝑚𝑗𝜏)
𝑇
𝜏=1
𝑀
𝑚=1
  ∀𝑝 ∈ 𝔓,∀𝑗 ∈ 𝔍 (2.22) 
𝑠𝑝𝑘 + 𝐵 × {(1 − 𝑦𝑝𝑗𝑘) + ((1 − ∑ 𝛼𝑝𝑚𝑗𝑘
𝑀
𝑚=1
)} ≥ 𝑒𝑝𝑗 + 𝑣𝑝𝑗𝑘 + 1   
  ∀𝑝 ∈ 𝔓,∀𝑗, 𝑘 ∈ 𝔍   
(2.23) 
𝑠𝑝𝑗 + 𝐵 × {𝑦𝑝𝑗𝑘 + (1 − ∑ 𝛼𝑝𝑚𝑗𝑘
𝑀
𝑚=1
)} ≥ 𝑒𝑝𝑘 + 𝑣𝑝𝑘𝑗 + 1  ∀𝑝 ∈ 𝔓,∀𝑗, 𝑘 ∈ 𝔍  (2.24) 
𝑧 ≥∑{(𝑡+𝑑𝑝𝑗 − 1) × 𝜍𝑝𝑚𝑗𝑡}
𝑇
𝑡=1
  𝑝 = {𝑃}, ∀𝑚 ∈ 𝔐𝑝, ∀𝑗 ∈ 𝔍 (2.25) 
 (2.10)式は，目的関数を表し，本例題ではメイクスパンを最小化する．本例のメイクス
パンは最終工程の全仕事の内で最も完了時間の遅い時間である．(2.11)式は，処理開始と
処理終了を表すフラグの関係を表す．(2.12)式は，工程間での処理開始と処理終了を表す
フラグの関係を表す．(2.13)式は，対象仕事に設定された処理開始可能区間以降でないと
作業が開始できないことを表す．(2.14)式は，対象工程，対象機械が使用開始可能となる
区間以降でないと作業が開始できないことを表す．(2.15)式は，対象仕事に対して使用可
能な機械でしか処理ができないことを表す．(2.16)式は，作業は必ず全ての工程で処理を
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しないといけないことを表す．(2.17)式は，対象機械では作業の開始区間までに終了しな
い他の作業は開始できない，つまり同一機械では同時に一作業しかできないことを表す．
(2.18) ～(2.20)式は，同一工程で同一機械を使用するか，しないかに関する関係を表す．
(2.21)式は，処理開始区間と処理開始を表すフラグの関係を表す．(2.22)式は，処理終了区
間と処理終了を表すフラグの関係を表す．(2.23)，(2.24)式は，同一工程で同一機械を使用
する場合の作業間での先行関係を表す．(2.25)式は，メイクスパンと処理終了を表すフラ
グに関する制約を表す．図 2.4 に上記問題の設定のイメージを示す． 
 
図 2.4  an Example of Problem Setting 
2.3.2.  並列機械フローショップ問題への
適用例 
上記例題に本枠組みを適用する場合の，部分問題℘𝑖で対象とする仕事𝔍𝑖の設定方法，近
似問題℘̅𝑖に対する MIP での定式化，近似問題℘̅𝑖に対する最適解χ̅𝑖
∗から部分問題℘𝑖の実行
可能解𝜒𝑖を得るための手順，及びループ𝑖の更新方法の例を具体的に記述する． 
仕事𝔍𝑖を設定するに当たり，最も簡単な例として，期間[0, 𝑇]を均等に𝑁分割する例を取
り上げる．期間[0, 𝑇]上の時刻𝑡𝑖を， 𝑡𝑖 = 𝑖𝑇 𝑁⁄  (𝑖 = 1,∙∙∙, 𝑁)とし， 𝑡𝑖が含まれる区間をℎ𝑖とす
る．ここでは，仕事の処理開始可能区間に着目し，𝔍𝑖 = {𝑗 ∈ 𝔍𝑖
𝐹|𝑎𝑗 ≤ ℎ𝑖}とした． 
全体問題℘を複雑にしている要因の一つとして，段取りに掛かる区間数𝑣𝑝𝑗𝑘が，前後の
仕事に影響されることが挙げられる．そこで，近似問題℘̅𝑖に対する MIP 定式化では，段
取りに掛かる区間数𝑣𝑝𝑗𝑘に替えて，その値の中央値𝑐を段取りに掛かる区間数として用いる．
この場合，作業O𝑝𝑗 , O𝑝𝑘の前後関係を考慮する必要がなくなるため，前後関係を表すための
M2
1 
M1
2 
M2
2 
M1
1 
1 𝜏 2 3 5 4 6 …
・ 
 
 
𝑟1,1 
𝑑1,1 
𝑑2,1 
𝑤2,1 
Waiting limit 
Job1 must start in this period at P2 
travel time 
processing time 
 
 ・ 
・ 
・ 
 
𝑣1,1,2 
Job2 
setup time 
Job1 
Job3 
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(2.18)～(2.24)式は考慮する必要がなくなり，これにともない準備した変数𝛼𝑝𝑚𝑗𝑘，𝑦𝑝𝑗𝑘も
合わせて必要がなくなるため，問題規模が大幅に縮小されることとなり，高速な計算が実
現できる．また，(2.17)式は段取りとして一定の値𝑐を考慮すれば良いため，下記(2.17’)式
に置き換えることができる．  
∑ ∑ 𝜍𝑝𝑚𝑗𝑡
𝜏
𝑡=𝜏−𝑑𝑝𝑗−𝑐
𝐽
𝑗=1
≤ 1  ∀𝑝 ∈ 𝔓, ∀𝑚 ∈ 𝔐𝑝 , ∀𝜏 = {𝑑𝑝𝑗 + 𝑐 + 1,… , 𝑇} (2.17’) 
これらを考慮して近似問題℘̅𝑖として，(2.10)～(2.16), (2.17’), (2.25)式を考え，この解を
求める． 
また，上記定式化に基づいて近似問題℘̅𝑖を解いた後に，後処理を用いて簡易化されてい
た段取りに掛かる区間数𝑐を本来行うべき段取りに掛かる区間数𝑣𝑝𝑗𝑘に，詳細なシミュレー
タを用いて予測して修正することで，実行可能解𝜒𝑖を得る．この場合，各工程における各
機械で処理される仕事の順序は入れ替えずに，前後にスライドさせることとする． 
シミュレータを用いた予測をもとに，立案した部分問題℘𝑖の内で，処理開始区間が早い
仕事J𝑗から予め設定した数ζだけの仕事を固定化する．この固定化される仕事J𝑗の処理終了
区間を工程P𝑝，機械M𝑚
𝑝毎に集計し，各工程P𝑝，機械M𝑚
𝑝で最も遅い処理終了区間を用いて，
工程P𝑝，機械M𝑚
𝑝が使用可能となる区間𝑏𝑝𝑚を更新する．次のループでの近似問題℘̅𝑖+1では，
この更新された𝑏𝑝𝑚を使用する． 
 
2.4.  例題に対する計算例および考察 
問題を時間方向で分割する場合，分割数𝑁は少ない方が，細かく分割するよりも最適性
を保証することが可能である．しかし，分割数𝑁を少なくすることは，立案に要する計算
時間が増加することを意味する．さらに，最適化問題が複雑な制約条件，目的関数を有す
る場合に問題を簡易化して考えた場合には，問題中により多くの誤差が内在することを意
味する． 
また，時間を推移させるための仕事の固定数𝜁を少なくすることで，ローリングを頻度
良く行うことは，その度に簡易化された問題に内在する誤差を，このタイミングで修正す
ることを意味するため，最適性が向上する．しかし，この更新頻度を多くすることは立案
に要する計算時間が増加することを意味する．一方，仕事の固定数ζを多くした場合，計算
時間を短くすることが可能であるが，ローリングで更新する毎に実行する簡易化による誤
差の修正処理の頻度が少なくなるため，最適性が低下することになる． 
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そこで，問題を時間方向に分割した場合のローリング毎に更新されていく立案対象とな
る期間（予見期間）ℎ = 𝑇 𝑁⁄ ，仕事の固定数𝜁が本考え方に与える影響を考察する． 
2.4.1.  1 工程および 2 工程を有する例題 
定義した例題に対して，例題 1 では 1 つの工程P1，例題 2（図 2.5  Relation of 
Processes and Machines）では 2 つの工程P1, P2を有し，第一工程には 2 機械M1
1, M2
1，
第二工程には１機械M1
2が存在する並列機械フローショップ問題を例題とする．各仕事J𝑗は，
例題 1 では作業O1𝑗，例題 2 では二つの作業O1𝑗 , O2𝑗からなり，作業O1𝑗は工程毎に存在する
二つの機械M𝑚
1 の何れか一つの機械で処理される．また，各仕事は処理を開始してよい区
間（処理開始可能区間）𝑎𝑗，各工程での処理に掛かる区間数𝑑𝑝𝑗，使用可能な機械の判断𝑢𝑝𝑚𝑗
があらかじめ与えられているものとする．ここで例題 2 では𝑢22𝑗 = 0として与えられる．
例題 2 では仕事J𝑗は工程P1で処理された後，工程P2で処理される． 
 
図 2.5  Relation of Processes and Machines 
以下の計算例では，上記例題 1, 2 に対して，仕事J𝑗と仕事J𝑘の間で必要な段取りに掛か
る区間数𝑣𝑝𝑗𝑘をそれぞれ以下のように設定した例題： 
(1) 例題 1： すべて0，また工程P2は存在しない 
(2) 例題 2： {0,1,2}からランダムに設定 
を対象とする． 
例題 1 は，段取り時間が存在しない例となる．このため，小規模な問題であれば混合整
数計画問題として問題を記述可能であり，厳密解を得ることができる例題となる．この場
合には，予見期間ℎを適切に設定すれば，問題を簡易化することなく部分問題℘𝑖に対し，
厳密解を得ることができる．つまり，例題 1 では問題を時間方向に分割すれば，その期間
に対する部分問題℘iを近似することなく完全な形で記述でき，その部分問題に対する厳密
解を得ることができる場合に，予見期間ℎ，固定化する仕事数ζが本考え方に与える影響を
P2 
P1 
M1
1 M2
1 
M1
2 
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考察する． 
例題 2 は，複雑な制約条件が存在する場合の例である．厳密解を得るために混合整数計
画問題として，問題を記述することを考える場合，仕事J𝑗と仕事J𝑘の間に様々な値を取る
段取りに掛かる区間数𝑣𝑝𝑗𝑘が存在するため，仕事間の順序関係を把握し，この関係を混合
整数計画問題として記述する必要がある．この定式化は複雑なものとなり，例え問題が小
規模であったとしても，厳密解を得るまでには相当な時間を要する．このため，例題 2 で
は近似問題を考えることとする．ここでは，例題で与えた段取りに掛かる区間数{0,1,2}の
中央値 1 を近似問題の段取りに掛かる区間数𝑐： 
𝑐 = 1   (2.26) 
として近似問題に対するスケジュールを得た後，後処理を用いることで本来必要となる段
取り時間𝑣𝑝𝑗𝑘を確保する．この処理を通じて，近似問題℘̅𝑖の最適解χ̅𝑖
∗から部分問題℘𝑖に対
する実行可能解χ𝑖，つまり修正計画・スケジュールを得ることを考える．この様に例題 2
では，問題を時間方向に分割したとしても，その期間に対する問題を完全な形で記述する
と膨大な計算が掛かるため，その問題に対する厳密解を得ることできず，後処理を通じて
計画・スケジュールを修正することで実行可能解を得る場合に，予見期間ℎ，固定化する
仕事数𝜁が本考え方に与える影響を考察する． 
2.4.2.  計算結果と考察 
例題 1（ex.1）では処理に掛かる区間数𝑑𝑝𝑗 ∈ {2,3,4,5}，例題 2（ex.2）では処理に掛か
る区間数𝑑1𝑗 ∈ {4,6,8}, 𝑑2𝑗 ∈ {2,3,4}として，ランダムに値を選択した．また，例題 1（ex.1）
では，処理開始可能区間𝑎𝑗 ∈ {0,6,12,… ,120}としてランダムに値を選択し，仕事J𝑗は 90 仕
事とした．例題 2（ex.2）では，処理開始可能区間𝑎𝑗 ∈ {0,1,2,… ,110}としてランダムに値
を選択し，30 仕事として検討を行った．また,工程間の移動時間 𝑟𝑝𝑗 ∈ {0,2,4,6,8}としてラ
ンダムに値を選択した.但し，ここで処理開始可能区間 0 の場合は，区間 1 から処理が開始
できるものとし，(2.4)式の制約式は設定されないものとした．例題 1（ex.1）および例題
2（ex.2）に対して，それぞれ問題例を生成し，これら例題に対して 2.2. 章に示した方法
で，例題に対するスケジュールを立案した．各例題は 3 ケースを準備し，検討を行った．
各種設定データはランダムに生成しており，データ設定例として例題１で用いた処理開始
可能区間，および処理に掛かる区間数を図 2.6 および図 2.7 に示す． 
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図 2.6  Histogram of Processing Time at ex.1. 
 
図 2.7  Histogram of Processing Start Possible Time at ex.1. 
本立案での，予見期間ℎ，固定化する仕事数𝜁が本考え方に与える影響を検討するため，
各部分問題の内で固定化されていない仕事に対して，処理開始区間の早い仕事から確定す
ることとし，その確定する仕事数𝜁（確定仕事数）を変化させ，それぞれの確定仕事数𝜁に
対して，予見期間ℎを変化させた． 
計算は，Windows 7 Professional，Intel(R) Core™ i7-4930K 3.40GHz，RAM16.0GB
で実行した．また混合整数計画問題として定式化された上記問題の求解は，市販の最適化
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ソルバーIBM ILOG CPLEX Optimization Studio V12.5 を用いた． 
例題 1 では，確定仕事数ζ ∈ {6,10,14}，予見期間h ∈ {10,20,… ,70}と変化させた．図 2.8，
図 2.9，図 2.10 に例題 1 に対する確定仕事数ζ = 6, ζ = 10, ζ = 14の場合に得られた目的関
数の値の 1 例（data1）と，その際の計算に要した時間を示す．また例題 1 に対して，本
考え方を使わずに全計画・スケジュール期間を一括で立案した場合の目的関数の値と，そ
の際の計算に要した時間を表 2.1 に示す．これらの表および図より， 
(1) 予見期間と確定仕事数を適切に設定すれば，最適解に近い値（本例は最適解）を，
一括で立案するより短い計算時間で得ることが可能である， 
(2) 目的関数の値，計算時間と予見期間ℎ，確定仕事数𝜁には強い相関がある， 
ことが確認できた． 
そこで，得られた結果に対して横軸を予見期間から予見期間を確定仕事数で割った値𝑡/𝜁
に変更して，検討した．この場合の図を図 2.11，図 2.12，図 2.13 に示す．これらの図
より， 
(3) 予見期間ℎ，確定仕事数𝜁の比率ℎ/𝜁がある一定割合以上を確保すれば，最適解に近
い値を，一括で立案するより短い計算時間で得ることが可能である， 
ことが確認できる． 
このため，本枠組みを用いることで，比率ℎ/𝜁がある一定割合以上を確保すれば，最適
解に近い値を，一括で最適化するより高速で立案できる可能性が高いことが期待できる． 
表 2.1 Result to the examples ex.1 
Optimization result whole problem at once 
Optimal Value 160 
Calculation Time(sec) 778.7 
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図 2.8  Results to the examples ex.1 at 𝛇=6. 
 
図 2.9  Results to the examples ex.1 at 𝛇=10. 
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図 2.10  Results to the examples ex.1 at 𝛇=14. 
 
図 2.11  Results to the examples ex.1 at 𝛇=6. 
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図 2.12  Results to the examples ex.1 at 𝛇=10. 
 
図 2.13  Results to the examples ex.1 at 𝛇=14. 
例題 2 では，確定仕事数ζ ∈ {6,8,10}，予見期間h ∈ {20,… ,70}と変化させた．図 2.14，
図 2.15，図 2.16 に例題 2 に対する確定仕事数ζ = 6, ζ = 8, ζ = 10の場合に得られた目的関
数の値の 1 例と，その際の計算に要した時間を示す．また，例題 2 では，全計画・スケジ
ュール期間を一括で立案することはできないため，本枠組みでの結果と比較するために，
本考え方を使わずに，全ての段取りを 1 として近似した近似問題を解いた際，及びそこで
得られたスケジュールを全期間一括で後処理にて実行可能となる様に修正した際の目的
関数の値と計算時間を表 2.2 に示す．修正前は目的関数値が 145 であったものが，実行可
能解に修正することで値は 148 まで劣化している． 
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例題 2 は，複雑な制約条件が存在するための対処として簡易化＋修正を行った．図 2.15
の計算時間，図 2.16 の目的関数の値で例題 1 にはない乱れが生じている．特に確定仕事
数 10（図 2.16）の予見期間 50,60 の目的関数の値においては顕著であり，このため指数
近似と左記実測値がずれる結果を示している．これは簡易化と修正を組合せた際に得られ
た解と，本来の部分問題を解いた際に得られるであろう解との差異により発生していると
考えられる．確定仕事数を増やすことは，解の修正を行う頻度を減らすため，頻度減によ
る簡易化によるずれの蓄積が，上記の解の質を落とすことに繋がっていることを示してい
る．しかしながら，確定仕事数 10 の場合においても予見期間 30 以上では，表 2.2 に示し
た本枠組みを使わずに得られた実行可能なスケジュールに対する目的関数値 148 より，良
い結果が得られている．ただし，安定した解の質を得るためには，確定仕事数を一定以下
にすることが望ましいことが分かる．以上の結果より， 
(4) 予見期間と確定仕事数を適切に設定すれば，全計画・スケジュール期間を一括で簡
易化を行った後に，同様一括で修正を行って得られる値（表 2.2）より良い解を，
より短い計算時間で得ることが可能である， 
(5) 簡易化＋修正を行う必要がない問題に比べ結果の乱れが大きいものの，目的関数の
値，計算時間と予見期間ℎ，確定仕事数𝜁には強い相関がある， 
(6) 安定した解の質をえるためには，確定仕事数を一定以下にすることが望ましい， 
ことが確認できた． 
例題 1 と同様に横軸を値t/ζに変更した場合の図を図 2.17，図 2.18，図 2.19 に示す．
これらの図より， 
(7) 図 2.17，図 2.18 の安定な条件を使用し，予見期間ℎ，確定仕事数𝜁の比率ℎ/𝜁があ
る一定割合以上，確定仕事数一定以下を確保すれば，より良い解を，より見時間計
算時間で得られる可能性が高くなることが期待できる． 
以上示した様に，部分問題に分割すれば，部分問題に対して厳密解を得られる例題 1，
および複雑な制約条件が存在するための部分問題でさえ厳密解を得ることが難しく，対処
として簡易化＋修正を用いる必要がある例題 2 の何れの問題に対しても，本枠組みを用い
ることで目的関数値と計算時間に関し，概ね良好な結果が得られた． 
表 2.2 Result to the examples ex.2 
Optimization result for the approximate problem 
Objective Value 145 
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Calculation Time(sec) 1414.7 
 
Result for the corrected problem 
Objective Value 148 
Calculation Time(sec) 1416.2 
 
 
図 2.14  Results to the examples ex.2 at 𝛇=6. 
 
図 2.15  Results to the examples ex.2 at 𝛇=8. 
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図 2.16  Results to the examples ex.2 at 𝛇=10. 
 
図 2.17  Results to the examples ex.2 at 𝛇=6. 
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図 2.18  Results to the examples ex.2 at 𝛇=8. 
 
図 2.19  Results to the examples ex.2 at 𝛇=10. 
 
2.5.  提案した考え方の実規模問題へ
の適用例 
提案した考え方が，大規模で複雑な制約条件が課せられた実業務に適用可能であること
を示すため，鉄鋼業での原料置場から原料貯槽への搬送計画に適用して，実用化した原料
貯槽搬送計画システムに関して説明するとともに，実用に際して得られ結果を示す． 
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2.5.1.  鉄鋼原料貯槽搬送計画の業務内容 
鉄鋼業では，海外より大型船舶により輸送されてきた鉄鉱石や石炭は原燃料と呼ばれ，
原料置場（ヤード）に山積みにされ保管される．これら原燃料は，含まれる鉄，シリカ，
リン，硫黄等の含有成分の量が鉄鋼製品に大きな影響を与えるため，品質毎に銘柄として
数十種類に分類され管理される．原料置場に山積みにされた原燃料は，鉄鉱石を溶解する
高炉，粉上の鉄鉱石を使い易いように焼き固める焼結炉，石炭を使用し易いように蒸し焼
きにするコークス炉に，リクレーマと呼ばれる大型の掻き出し機械を用いて，ベルトコン
ベア上に載せられて搬送される．搬送された原燃料は，適切な配合の割合で高炉，焼結炉，
コークス炉に送り込むために，一旦銘柄毎に管理された貯槽と呼ばれる入れ物に蓄えられ，
各貯槽からの払い出し量を調整することで，混ぜ合わされて適切な配合割合を実現してい
る（図 2.20）． 
 
図 2.20  Raw material yard discharge process. 
原料貯槽搬送計画業務は，原料置場に山積された多種類の銘柄（同一銘柄でも複数箇所
に山積みされている銘柄もある）から，貯槽の在庫を切らさず，かつトラブルが発生して
も在庫切れが起こることを未然に防ぐため，貯槽の平均在庫レベルを上げるように，原料
の搬送計画を決定するものである．この業務は主に以下２つの作業用に用いられる．１）
計画した内容で搬送作業を行う場合と，２）計画した内容で今後の作業に支障をきたすこ
とがないかを予め検討し，銘柄の入荷，あるいは配合を調整するための検討業務に使う場
合が存在する．１）の場合には半日分の計画が必要となり，２）の場合には数日分の計画
が必要となる． 
本業務は，ⅰ）取り扱う銘柄数とそれらを保管する貯槽の数が数十と多く，各作業時間
が数分～数十分程度と短いため仕事数が多い．1 時間当たり 10～20 仕事程度存在してお
り，半日分の計画では100仕事以上，数日分では数百以上と多くの仕事を扱う必要がある．
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また，原料置場が数か所の別箇所に分かれ，同一銘柄であっても同一ヤードや別ヤードに
分散配置されているため，搬送効率を上げるため，搬送ベルトコンベアのルート数も 50
以上と多い．一方で，ⅱ）原料置場から掻き出すリクレーマが数台と少なく，リクレーマ
は担当できる原料置場が制限される，また最終的に貯槽に連結されたベルトコンベアは 5
本程度と少ないため，この少ない設備がネック工程となっている．同一ベルトコンベアで
搬送する銘柄が変更になった際には，銘柄混入のリスクをなくすため，一旦ベルトコンベ
ア上に搬送物がなくなってからでないと次の仕事に移らないため，搬送ルートと前銘柄に
依存した段取り時間が必要となる．くわえて，リクレーマは数十 m/分と移動速度が遅く，
数百 m の大きさを持つ原料置場では，移動距離に依存する段取り時間を考慮する必要があ
るなど，考慮すべき要素が多い． 
このように，原料貯槽搬送計画は多くの工程に複数設備を有し，多くの仕事に対し，複
雑な制約が存在する計画を立案するスケジューリング問題となる．また，１）の場合には，
リクレーマ等の作業指示や操業監視等の実作業の合間を見て計画業務を行う必要がある．
現状は計画の立案に 10 分～20 分程度掛かっているものの，出来上がった計画は見直しや
調整をする必要があるため，一度の計画は 1 分程度でできあがることが期待された． ま
た２）においてもできあがった計画は条件を変えながら何度も検討を繰り返すため，やは
り一度の計画は数分程度でできあがることが期待された． 
そこで，貯槽在庫を切らず，平均在庫レベルを上げ，かつ高速な立案が出来ることを目
的に，掻き出す原料銘柄とその置場，掻き出し量，リクレーマの作業時刻，ベルトンベア
の作業時刻，貯槽への受け入れ量と時刻を決定するシステムを構築した． 
2.5.2.  鉄鋼原料貯槽搬送計画問題の設定 
開発した原料貯槽搬送計画システムにおいて，提案手法を適用した部分の対象工程は，
4 工程（𝔓 = {P1, P2, … , P4}）とした．第一工程P1はリクレーマとし 4 機械（𝔐
1 =
{M1
1,M2
1, … ,M4
1} ）， 第 二 工 程 P2 は ベ ル ト コ ン ベ ア の 第 一 部 分 と し 40 機 械
（𝔐2 = {M1
2,M2
2, … ,M40
2 }），第三工程P3はベルトコンベアの第二部分とし 6 機械（𝔐
3 =
{M1
3,M2
3, … ,M6
3}），最終工程P4は貯槽とし 60 機械（𝔐
4 = {M1
4, M2
4, … ,M60
4 }）とした． 
立案前提となる原料置場～ベルトコンベア～貯槽までの銘柄毎の使用可能ルート
（𝑢2𝑚𝑗 , 𝑢3𝑚𝑗 , 𝑢4𝑚𝑗 ），各リクレーマが掻き出せる銘柄𝑢1𝑚𝑗とその置場上位置および掻き出
せる量の上限，各リクレーマの置場上位置情報と移動速度および掻き出し能力，各ベルト
コンベアの長さと搬送能力および搬送速度，各貯槽の容量上限および割り付けられている
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銘柄と計画立案時時点での在庫量と貯槽から切り出される量は，各設備の制御用のコンピ
ュータとオンラインで接続されており，計画立案時点で最新の情報が取り込まれる仕組み
となっており，この情報をもとに計画を立案する． 
考慮すべき制約は，以下となる． 
＜制約＞ 
（１）掻き出す位置までリクレーマが移動するために，リクレーマの位置を把握し，移動
距離／移動速度から計算される移動時間を確保する必要がある， 
（２）銘柄と使用されるリクレーマに応じて使用できるベルトコンベアが制限される， 
（３）各リクレーマが掻き出せる銘柄と掻き出しは配置された量までしか行えない， 
（４）時間当たりに掻き出せる量は，原料置場～ベルトコンベア～貯槽のルートとして選
択したリクレーマとベルトコンベアの組合せの内で最も能力が低いものとなる， 
（５）リクレーマは大型機械であるため，機械内を原料が通過するにはリクレーマ毎に通
過時間が必要となり，ベルトコンベアの搬送開始は，リクレーマの掻き出し開始か
ら通過時間経過後となる， 
（６）ベルトコンベア上にある銘柄が存在する間は，そのベルトコンベアで異なる銘柄を
搬送することはできない， 
（７）ベルトコンベアは数十～数百 m と長いため，ベルトコンベアに載せられた原料が貯
槽に届くまでには搬送時間を要するため，貯槽への受け入れ開始時刻は，ベルトコ
ンベアの始点に荷が載ってから，搬送に要する時間（長さ／移動速度）の後に開始
される， 
（８）貯槽は容量上限以上に受け入れることができない， 
（９）リクレーマ，ベルトコンベア，貯槽への受け入れの三つの作業について，同一機械
および設備で二つ以上を同時に行うことができない． 
また，貯槽の平均在庫レベルが高くなることが求められる．そこで，原料貯槽搬送計画
問題を，上記制約を守りながら，貯槽の平均在庫レベルを最大化するものと設定した．図 
2.21 に上記問題の設定のイメージを示す． 
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図 2.21  The Model of Raw Material Transport Problem 
2.5.3.  鉄鋼原料貯槽搬送計画問題への 
適用 
半日或いは数日の全ての計画期間に対する仕事を一括で考慮し，搬送計画を作成するこ
とは，計算時間の観点から，求められる要望を満たすことができないことは 1 工程，或い
は 2工程しかない前述の簡単な並列機械フローショップ問題の例題からも明らかであった．
そこで，提案した考え方を適用した．本問題の構造は，基本的に前述の並列フローショッ
プ問題の簡単な例と同様の構造を有している．但し，１）貯槽の在庫を考慮する（前節の
制約（８）），点が大きく異なる．また，２）対象がバラものと呼ばれる粉体であり，ベル
トコンベア等の設備や機械を長い距離分連続的に占有したり，混入防止を考慮する必要が
ある（前節の制約（５），（６），（７）），３）リクレーマの移動に要する時間を考慮する（前
節の制約（１））点の取扱いが，問題の複雑さを増す要因になっており，求解を難しいも
のとしている．１）に関しては，貯槽の平均在庫レベルを最大化するように，また容量上
限以上に受け入れないようにするため，払い出し量や，受入能力，リクレーマ移動時間等
を勘案し，入槽頻度，入槽量を決める必要があるため，入槽等処理に掛かる時間𝑑𝑝𝑗は固定
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的に予め与えることができず，かつ仕事数𝐽自体も予め所与とすることはできない．通常は
これらに対して，必要となる仕事数𝐽に対して多めの仕事数を設定し，必要でない仕事はし
ない，つまり処理開始の有無を表す変数𝜍𝑝𝑚𝑗𝜏の値が全て 0 となることを許すとすることで
対応するが，最適化の対象となる仕事数を増やすことは，問題規模の増大を引き起こし，
計算時間が長くなる問題が発生する．２）に関しては，通常の機械加工等と異なり，前工
程が終了後に移動時間𝑟𝑝𝑗を経過後に後工程が始まるプロセスではなく，リクレーマが稼働
すると，予め与えられた時間の後にベルトコンベアに載せられ，リクレーマが稼働を終了
した後までベルトコンベアは稼働し，さらにベルトコンベア上に載せられた原料は，搬送
速度に従って移動しながら，ベルトコンベア上から原料がなくなるまで稼働を続けること
になる．また，リクレーマおよびベルトコンベアの段取りに要する時間𝑣𝑝𝑗𝑘が，対象設備
の前後の仕事により変化することに加えて，通過するベルトコンベアが同一であるかの判
断と，ベルトコンベアの長さと搬送速度に依存して変化することとなる．また，３）はリ
クレーマ位置に応じて段取り時間𝑣𝑝𝑗𝑘が可変となる． 
提案した考え方の原料貯槽搬送計画問題への適用では，上述の１），２）,３）を除き，
基本的に前述の並列フローショップ問題の簡単な例同様の定式化を実行した．具体的には，
前節の制約（１）は段取りに関する(2.23)式と(2.24)式，制約（２）は使用可能な機械に関
する(2.15)式，制約（５）は工程間の移動時間に関する(2.12)式，制約（６）は段取りに関
する(2.23)式と(2.24)式，制約（７）は工程間の移動時間に関する(2.12)式，制約（９）は
同時に１つの処理を行うことに関する(17)式を拡張することで，定式化した．また，前節
の制約（３），（４）は量と能力の上限制約として，定式化は容易である．課題となる１）
（前節の制約（８））において，仕事数𝐽を立案開始時点で与えることはできない問題に対
しては，提案手法の特徴を活かし，部分問題を構築する毎に，その都度必要な仕事を抽出
する工夫をすることで解消した．具体的には，提案手法は繰り返し時間を推移させて部分
問題を解き，部分問題の対象期間の早い時間部分を確定する仕組みであるため，確定する
仕事数を少なくし，短い周期でループを回せば，同一貯槽に複数回の仕事を考える必要は
なく，また 60 もの貯槽の全てに対して仕事を考える必要もない．つまり，貯槽の内で在
庫が切れるまでの時間が短いものから優先して，貯槽に対する仕事をある程度の数に限定
して抽出し，少ない数の仕事の確定を行い，次のループで次に在庫が切れるまでの時間が
短い仕事を抽出することを次々と繰り返せば，十分な性能を発揮することが考えられる．
そこで，本システムでは，各部分問題において対象とする仕事数を 12，確定仕事数を 3
として，部分問題を作成した．上記設定の下でループを回すこととし，一つの貯槽に対し
ては，一つの仕事しか各部分問題で作成しない．この場合，在庫に関する定式化は以下の
様に非常に単純なものとなる． 
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𝑙𝑠𝑝𝑚 = 𝑙0𝑝𝑚 − 𝑜𝑝𝑚 × (𝑠𝑝𝑚𝑗 − 𝑠0𝑝𝑚)   𝑝 = 4  (2.27) 
𝑙𝑒𝑝𝑚 = 𝑙𝑠𝑝𝑚 + (𝑖𝑛𝑝𝑚 − 𝑜𝑝𝑚) × (𝑒𝑝𝑚𝑗 − 𝑠𝑝𝑚𝑗)   𝑝 = 4 (2.28) 
𝑙0𝑝𝑚，𝑠0𝑝𝑚，𝑖𝑛𝑝𝑚，𝑜𝑝𝑚は，それぞれ立案対象とされた貯槽の前回のループ計算で確定
した在庫量とその確定した区間，各貯槽の一区間当たりの受け入れ能力と切り出し量を表
す定数である．また，𝑙𝑠𝑝𝑚，𝑙𝑒𝑝𝑚，𝑠𝑝𝑚𝑗，𝑠𝑝𝑚𝑗は，それぞれ立案対象とされた貯槽の受け
入れ開始区間での在庫量と受け入れ終了区間での在庫量，受け入れ開始区間と受け入れ終
了区間を表す変数である．(2.27)式は，受け入れ開始区間での在庫量と受け入れ開始区間
の関係を，(2.28)式は，受け入れ終了区間での在庫量と受け入れ開始区間と受け入れ終了
区間の関係を表す． 
また，２）の移動時間𝑟𝑝𝑗に関しては，選択されるリクレーマの設備内通過時間やベルト
コンベアの搬送速度，長さを正確に計算することで対応可能である．２），３）の段取り
時間移動時間𝑟𝑝𝑗に関しては，近似問題を作成することで取り扱う．近似問題において，２），
３）はそれぞれ，リクレーマの段取り時間の過去実績の平均，およびリクレーマの移動時
間の過去実績の平均を用いた定数として取扱い，原料貯槽搬送を模したシミュレータによ
り，近似問題にて得られた解を修正し，実行可能な計画を得た． 
整理をすると，前回部分問題で確定した仕事の情報を元に，原料貯槽搬送を模したシミ
ュレータにより詳細なシミュレーションを実行することで，近似問題にて得られた解を修
正し，実行可能な精緻な計画に更新する．この精緻な計画を元に，対象となる部分問題の
初期状態と，在庫の推移を予測しながら部分問題の作成を繰り返し，時間を更新すること
で，全体問題に対して実行可能な計画を得ることを可能とした． 
2.5.4.  鉄鋼原料貯槽搬送計画システムの
効果 
提案した手法と熟練者により，半日分の原料貯槽搬送計画を作成した際の，貯槽の平均
レベルと計算時間の比較結果を，表 2.3 に示す． 図 2.22 に示すように提案手法では，在
庫レベルは最低でも 40%以上と在庫切れを起こすことなく，求められた平均在庫レベルの
高位安定化では，熟練者に対して約 15%向上させることが可能となった．また，計算時間
では 1 分程度の要求に対して，30 秒弱と十分に使用に耐え得る時間での計画立案が可能と
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なった．このように，提案手法の有効性が確認され，効果を得ることができた．また，図 
2.23 に計画すべき対象日数と計算時間の関係を示す．対象日数と計算時間は概ね比例する
形となる．これは，本提案手法では，部分問題に分割しながら，時間を推移させることを
繰り返すため，部分問題の問題規模が同程度であれば，全体問題の求解時間は繰り返し数，
つまり立案をすべき対象日数に依存するためである．このため，スケジューリング問題に
対して，通常懸念すべき対象日数が増える場合には計算時間が指数的に増える問題に対し
ても，有効であると考えることができる． 
表 2.3 Effect of Proposed Method 
 
 Schedule made by 
expert 
Schedule made 
by proposed method 
Average Bin Level (%) 
Data1 
Data2 
64.3 
63.5 
80.3 
78.8 
Calculation Time(sec) 
Data1 
Data2 
About 600 
About 600 
22.9 
27.6 
 
図 2.22  Trend of Bin Stock by Proposed Method 
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図 2.23  Calculation Time by Proposed Method 
 
2.6.  結言 
本章では，複雑な制約を有する大規模で長期間にわたる対象期間を対象とする生産計
画・生産スケジューリング・物流計画を，1）実用に耐え得る時間，2）実用に耐え得る解
の質を両立しながら，計画を立案できる考え方として時間方向で問題を分割し，実工程を
正確に模したシミュレータで実工程を模擬することで時間を推移させると共に，各タイミ
ングでこのシミュレータを用いて計画の修正を行いながら，時間が推移された後の新たな
ホライゾン（予見期間）に対して，再スケジューリングを繰り返し実行する技術に関して
検討した．例題を用いた計算結果より，分割された問題が完全な形で最適化問題として記
述できた場合には，(1)確定仕事数に対して予見期間を適切に設定すれば，高速にかつ最適
な値に近い解を得ることができること，および問題に複雑な制約条件等が含まれるため，
分割された問題が完全な形で最適化問題として記述できず，修正を行う必要がある場合に
おいても，(2)適切な確定仕事数と予見期間を設定すれば，高速にかつ最適な値に近い解を
得ることができること，が確認された．このため，本枠組みを用いることで，比率ℎ/𝜁が
ある一定割合以上，確定仕事数が一定以下を確保すれば，一括で最適化するより良い解を，
より高速で立案できる可能性が高いことが期待できる．また，提案した手法を原料貯槽搬
送計画に適用し，そのシステムを実用化した．求められた平均在庫レベルは，熟練者に対
して約 15%向上する結果を得，また，半日分の計画立案の要求計算時間が 1 分であったも
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のを，約 30 秒弱と，十分に使用に耐え得る時間で計画立案が可能とり，その有効性が確
認できた． 
ただし，本章では，工程間の移動時間が仕事毎に大きな差がない問題を扱った．このた
め，仕事を確定する際に，確定された仕事で使用された機械に関しては，次のホライズン
では，前回確定された時刻以降でしかその機械を使用できないことを前提とした．工程間
の移動時間の差が仕事毎に大きく異なる問題では，仕事の追い越しが頻発するため，単純
に第一工程の時間の早い仕事からスケジュールを確定することができない．このため，こ
れらを適切に扱う方法論の構築は，今後の研究課題の一つである． 
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第3章   
階層型スケジューリング手法 
3.1.  諸言 
本章では，大規模で複雑な目的関数や制約条件が課せられたスケジューリング問題に対
して，第 2 章 で提案した時間方向で分割させる手法が単純には適用できない問題に対し
て，1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画を立案できる技
術の検討をさらに進める．実操業を対象としたスケジューリング問題において，問題規模
が大きくなり，解を得ることを困難にする要因として，長期の計画を立案する必要がある
ことが挙げられる．通常業務として行われる月次計画や週計画では，数か月分のスケジュ
ールから，長い場合には半年分のスケジュールまで，時間分解精度が 1 時間精度，細かい
場合には分精度での計画立案が要求される場合もある．長期の計画を，このように時間分
解精度を上げて立案する場合，数学的な最適化手法を用いる場合には，その問題規模が膨
大となってしまい，求解時間が非常に長くなる．最悪の場合には実行可能解さえ全く得ら
れない場合も存在する．第 2 章 では，これら大規模なスケジューリング問題を時間方向
に分割することで，問題規模を縮小することで，最適解に近い値を，実用に供することが
可能な計算時間で求める枠組みを提案した．しかしながら，現実の問題では，単純に時間
方向に問題を分割した場合，著しく問題の性質を損なう場合が存在する．例えば，その一
例として船舶の運航計画問題を考えた場合，船舶は寄港地である港に他船等が存在するな
どの理由で着岸できずに待たされた場合，契約上 1 時間単位の単価に応じて，そのペナル
ティーとして費用（デマレッジコスト）を払うことになり，費用の見積もりのためには，
1 時間精度で計画を立案することが必須である．一方で，鉄鋼などの超大型船を使用して
の物品の運搬では，荷降ろしを行うだけでも数日を必要とし，他の船舶が岸壁を既に使用
するなどして，待たざるを得ない場合，船舶が対象となる寄港地の沖に到着してから，荷
を降ろして離岸するまでに 1 週間程度を必要とする場合も稀ではない．このため，第 2 章 
で提案した時間方向に分割する際には，その分割期間である予見期間を短くすることは困
難となる．このため，分割された部分問題の問題規模が必然的に大きくなり，単純に第 2
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章 で提案した枠組みを使うことは，難しい．  
以上の背景のもと，本章では，時間方向での分割とは異なる視点で，問題規模を縮小し，
1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画を立案する技術を検
討する．ここでは，時間分解精度の観点から問題を捉え，時間分解精度の粗くすることで
問題規模を縮小し，ラフスケジュールを得て，その結果を所与として，主問題に与えるこ
とで，そのままでは求解できない問題の解を得ることを考える．この実現方法として，ラ
フスケジュールを得る上位階層と精緻な下位階層を構築し，上位階層で得られた結果を下
位階層に所与として与えることで，問題規模を縮小する階層型スケジューリングの考え方
を提案する． 
3.2. 節で，提案する階層型スケジューリングの枠組みに関して論じる．3.3. 節で本枠組
みを，船舶運航計画の小さな例題で検討し，コンピュータを用いた数値実験結果を 3.4. 節
で示し，長期計画を詳細な時間分解精度で立案することへの提案手法の有効性を議論する．
くわえて，3.5. 節で実規模問題である原料船舶輸送計画への適用を試みる．ここでは，階
層型スケジューリング手法に，時間分割逐次予測型スケジューリング手法の考えを導入し
た手法を構成し，その効果に関して論じる．3.6. 節で，まとめとする． 
 
3.2.  階層型スケジューリング（HSA）
の枠組み 
本節では，提案する階層型スケジューリングの考え方の枠組みを記述する． 
本考え方の対象となる問題は，スケジューリング問題である．前節で記述した主問題の
規模は，通常実問題を対象として考えた場合には，最適化問題として捉えて厳密解を得る
には，問題規模が余りにも大き過ぎて，解くことが困難である．そこで，問題を時間分解
精度の観点から捉え，分解精度の粗い上位階層と，要求される時間分解精度を実現する高
精度の時間分解精度をもつ下位の階層として，階層的に捉えて解く階層型スケジューリン
グのアプローチを提案する． 
本提案手法のコンセプトについて述べる．本手法では，スケジューリングの時間分解精
度を抑えて，全体をざっくりと粗く解く上位階層と，上位階層により粗く決められた部分
を前提条件として下位階層に与え，下位階層では左記の前提の元で，再度最適化を実行す
ることで，時間分解精度を要求される精度まで高めることで，高速に計画を立案すること
を狙いとしている．また，本来考えなくてはならない問題（主問題）で考慮しなくてはな
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らない項目を簡易化しながらも，できるだけ上位階層で考慮することで，解の質の確保を
狙いとしている．  
各階層での考え方を以下に，詳しく述べる（図 3.1）．上位階層では，時間分解精度の
観点から，その分解精度を粗くする．例えば，船舶の運航計画では本来 1 時間精度の計画
が要求されるが，上位階層では日毎に管理される在庫の維持制約を考慮でき，船舶の寄港
先を決定するために最低限必要な 1 日単位の精度に時間分解精度を粗くするなどを行う．
この際には，本来考えなくてはならない問題（主問題）の時間分解精度を粗くしたため，
制約となる条件の幾つかは，その制約に齟齬が生じ，何らかの修正，或いは緩和をする必
要が生じる．本提案手法では，これら齟齬が生じる制約は，緩和し，制約を満たさないこ
とに対するペナルティー項を目的関数に加えたペナルティー関数に対して，ペナルティー
を減らす方向で最適化することで，主問題で考慮しなくてはならない制約を，上位階層で
も可能な限り考慮する．これにより，解の質を損ねることを回避する．例えば，船舶の運
航計画では，同時に岸壁を占有できないことを表す制約は，日精度に時間分解精度を粗く
した場合においては，制約に齟齬が生じるために緩和し，同一日に複数隻の船舶の着岸を
許し，2 隻以上着岸する場合は，デマレッジコストが生じるペナルティーとして，適切な
重みを設定して最小化することで，デマレッジコストの抑制を行う．下位階層では，1 時
間精度が要求されるデマレッジコストを考慮するため，主問題と同等精度である１時間精
度で解を求める．但し，下位階層での決定できる自由度をできるだけ増やす方向で，かつ
実用に供する時間で計算が可能となるように，上位階層で決定された計画の内から情報を
選択し，下位階層に所与の条件として固定化せることで，高速に解を得ることを可能とす
る．例えば，船舶の運航計画では，上位階層にて，日精度で寄港先，着岸岸壁，荷降ろし
物品，荷降ろし量が決定されるが，下位階層で，自由度をできるだけ増やす方向で，かつ
実用に供する時間で計算が可能となるように，寄港先，着岸岸壁のみを与えるなどである．
これにより，日精度であるために精度が悪くなっていた計画を，より最適に近い形に下位
階層にて修正を可能とする．また，全対象期間を１日単位の区間と，さらに１日を１時間
単位の区分に階層的に分割して，１日単位の区分と１日の内での１時間単位の区分の両方
を用いて，主問題をモデル化することで，上位階層で要求される１日精度のモデルと下位
階層で要求される１時間精度のモデルを，同一の主問題よりシームレスに実現できるよう
に工夫を凝らしており，本提案の階層型スケジューリング手法が，シンプルな構造で実現
することを可能としている． 
本提案では，上述の様に上位階層においてペナルティー関数を用いる．しかし，ペナル
ティー関数を用いたペナルティー関数法やラグランジュ緩和法といった枠組みが，主問題
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の最適解や，その下界値（最小化問題の場合）を求めるのに対して，本提案では，時間分
解精度の粗い問題（上位階層）と，左記で得られた一部を固定値とした本来必要とする時
間精度を有する問題（下位階層）を，階層的に解くことで，高速に実用に耐え得る質を持
った実行可能な解を得る点に特徴がある． 
 
図 3.1  Outline of the developed algorithm 
 
3.3.  簡単な例題 
提案手法の考え方を分かり易く示すため，具体例において簡単な例題を示しながら説明
する．ここでは，船舶運航計画を取り上げ，図 3.2 に示す簡単な一例題を用いて，提案手
法の効果を述べる．船舶の集合をS𝑖(𝑖 ∈ ℓ = {1,⋯ ,𝑁
S})，船舶に積載される物品の集合を
P𝑘(𝑘 ∈ ℏ = {1,⋯ ,𝑁
P})と船舶が物品を輸送する輸送先である倉庫の集合をW𝑗(𝑗 ∈ ℘ =
{1,⋯ ,𝑁W})として定義する．それぞれの倉庫において，物品P𝑘が在庫管理されているもの
とする．また，それぞれの倉庫W𝑗では，各物品P𝑘は日𝑡(𝑡 ∈ ℑ = {1,⋯ , 𝑇})に，𝑢𝑡𝑗𝑘だけ消費
されているも．各船舶S𝑖は，アンカーポイントと呼ばれる停泊可能な外洋の時刻𝐴𝑖に到着
するものとする．この時刻は沖着時刻と呼ばれ，所与なものであるとして問題設定をする．
この沖着時刻以降で，他の船舶が当該倉庫に着岸しておらず，荷降ろししても倉庫の容量
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の制限を満足する場合に，船舶S𝑖は倉庫に着岸可能となり，当該船舶S𝑖に積載された物品P𝑘
が荷降ろしされるものとする．各船舶S𝑖は，１種類の物品P𝑘を積載している場合や，複数
種類の物品を積載している場合など，さまざま存在するものとする．ここで，船舶S𝑖に積
載されている物品P𝑘は，所与なものであるとして問題設定をする．また，各船舶S𝑖は倉庫W𝑗
の内で，一か所のみに寄港可能であり，寄港先である倉庫W𝑗に応じて，運航費用（フレー
ト）𝑓𝑖𝑗が生じるものとする．また，寄港先である倉庫W𝑗で他船舶が荷降ろし中の場合，或
いは倉庫W𝑗の在庫容量上限制限を満たせず荷降ろしできない場合，アンカーポイントで着
岸できるまで待つ必要があり，その際には１日当たりc𝑖のコストを払う（デマレッジ）必
要があるものとする． 
 
図 3.2  An example of the problem with (𝑵𝐒, 𝑵𝐖, 𝑵𝐏) = (𝟑, 𝟐, 𝟐), ship 𝐒𝟏 loads product 
𝐏𝟏, ship 𝐒𝟐 loads product 𝐏𝟏, 𝐏𝟐,, and ship 𝐒𝟑 loads product 𝐏𝟐. 
本問題の設定では以下の制約に関する考慮が必要となる． 
(a) 船舶S𝑖が倉庫W𝑗に着岸して，荷降ろししている際には，荷降ろししている期間内で，
他の船舶は荷降ろしすることはできず，沖のアンカーポイントで沖待ちする必要が
ある． 
(b) 各倉庫W𝑗で管理されている物品P𝑘は，在庫を切らすことは許されない． 
(c) 各倉庫W𝑗で管理されている物品P𝑘の合計量には，倉庫毎に在庫容量に制限があり，
その制限以下に抑える必要がある． 
P1
P2
P1 P2
Ship 1 Warehouse 1
f12
f22
f21
f32
f31
c1
c2
ci
Ship 2
Ship i
f11
Warehouse 2
Stock
P1 P2
P1 P2
t
Stock
One berth
t
One berth
2 types of products and 2 selectable warehouses
freight
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本問題の設定では，運航費用とデマレッジコストの合計を可能な限り小さくするように，
各船舶に対して，寄港先である倉庫と着岸時刻を決定するものと定義し，問題を記述する． 
3.3.1.  対象問題の記述 
上述の問題を，混合整数計画問題（MIP）として定式化し,この MIP をベースに解法を
構成する．まず， そのために上記問題に対する基本要素と属性を記述する． 
１日を M 個の期間に分割し，１日の最初の期間から順番に1,⋯ ,𝑀（図 3.3）として定
義する．期間の集合𝑚(𝑚 ∈ 𝜛 = {1,⋯ ,𝑀})として定義する．  
 
図 3.3  The definition of term 
A. 定数 
- 対象船舶数 𝑁S, 
- 対象物品数 𝑁P, 
- 対象倉庫数 𝑁W. 
B. 船舶S𝑖の属性 
- 物Pk品の積載量  𝑙𝑖𝑘, 
- 倉庫W𝑗へ寄港する場合のフレート  𝑓𝑖𝑗, 
- １日当たりのデマレッジに掛かるコスト  𝑐𝑖, 
- 倉庫W𝑗での荷降ろし時間 𝐷𝑖𝑗, 
- 沖着時刻 (𝑡𝑖, 𝑚𝑖). 
ここで， (𝑡𝑖 ,𝑚𝑖) は 𝑡𝑖 ∈ ℑ,𝑚𝑖 ∈ 𝜛 であり，かつ 𝑀𝑡𝑖 +𝑚𝑖 = ⌊𝑀𝐴𝑖⌋を満たすものとす
る． 
C. 倉庫W𝑗の属性 
- 𝑡日の物品P𝑘の使用量  𝑢𝑡𝑗𝑘, 
- 倉庫の在庫容量の上限  𝑈𝑗. 
day
term
i 1i 2i
1 2  M 1 2 1 2

 

 M
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D. 変数 
- 𝛿𝑖𝑡𝑚𝑗
 
=1 船舶S𝑖が，𝑡日の期間𝑚に倉庫W𝑗に着岸する, 
=0 それ以外, 
- 𝑑𝑖𝑡𝑚𝑗𝑘 船舶S𝑖に積載された物品P𝑘の倉庫W𝑗での，𝑡日の期間𝑚 における荷降ろし量, 
- tmjks   
倉庫W𝑗での，𝑡日の期間𝑚 における物品P𝑘の在庫量. 
これらの基本要素と属性を用いて，上述の問題の数学的な定式化を行う．ここで，上述
の問題を一括で取り扱う場合の問題を主問題と呼ぶこととする．この主問題は，船舶の寄
港先を決定する船舶ルーティング問題と船舶の着岸時刻を決定する船舶スケジューリン
グ問題に加えて，在庫の管理を一括で取り扱う問題である． 
主問題に対するモデル化に関して，以下に記述する． 
E. 目的関数 
問題を評価するために，船舶の積載可能量と輸送距離に依存するフレートと呼ばれるコ
ストと船舶が沖で着岸を待つ時間に対して，デマレッジコストと呼ばれるコストの合計値
を考える．ここで，フレートは船舶の積載可能量と，搬送可能な倉庫までの距離を元に，
船舶毎・倉庫毎に，倉庫に寄港した際に生じる値は所与で与えた． 
このフレートによるコストと，デマレッジコストの合計を目的関数として与え，この値
の最小化を行う． 
  ,)(
min
 
 
   
   

















i
ii
t m j
itmji
i j t m
itmjij
MmtMmtc
f




 (3.1) 
F. 制約 
各船舶に積載された物品毎の積載量は，物品毎の荷降ろし量と同じ値となる． 
,,,  
  
kidl
j t m
itmjkik

 (3.2) 
船舶S𝑖に積載された物品P𝑘が𝑡日の期間𝑚に，倉庫W𝑗で荷降ろしする場合には，対応する
着岸有無のフラグ𝛿𝑖𝑡𝑚𝑗の値を 1 とする． 
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,0
 

kjmti
ld itmjikitmjk


 (3.3) 
各船舶は，必ず一度倉庫のいずれかに着岸しなくてはならない． 
,,1 
  
i
j t m
itmj

  (3.4) 
当該倉庫の次の期間の在庫量は，対象となる期間の当該倉庫の在庫量に，その対象とな
る期間での当該倉庫への荷降ろし量を足しこみ，当該倉庫での使用量を引いた値となる． 
,,},{\,
,
,,,
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,0,1


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




kjMmt
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dss
kjt
M
u
dss
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itmjktmjkjkmt
tjk
i
itMjktMjkjkt

 (3.5) 
在庫量切れは許されない． 
,,,,,0  kjmtstmjk   (3.6) 
当該倉庫の在庫量の合計は，当該倉庫の在庫容量上限以下であること． 
,,,, 

jmtUs j
k
tmjk 

 (3.7) 
船舶の着岸時刻は，沖着時刻以降であること． 
  ,,,,,0  mtjiitmj   (3.8) 
ここで， (𝑀𝑡 + 𝑚) < (𝑀𝑡𝑖 +𝑚𝑖)の条件を満たす順序対(𝑡,𝑚)(𝑡 ∈ ℑ,𝑚 ∈ 𝜛)の集合を
ℵとしている． 
倉庫で船舶が荷降ろし中は，当該倉庫で別の船舶は着岸できない． 
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
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  (3.9) 
ここで，ある特定の順序対(𝑡,𝑚)に対して，船舶S𝑖を特定した場合に，その船舶に対して，倉
庫W𝑗において，(𝑀𝑡 +𝑚) < (𝑀𝜏𝑡𝑚𝑗
𝑖 + 𝜔𝑡𝑚𝑗
𝑖 ) < (𝑀𝑡 + 𝑚) + ⌊𝑀𝐷𝑖𝑗⌋の条件を満足する順序対を
(𝜏𝑡𝑚𝑗
𝑖 , 𝜔𝑡𝑚𝑗
𝑖 )  (𝜏𝑡𝑚𝑗
𝑖 ∈ ℑ,𝜔𝑡𝑚𝑗
𝑖 ∈ 𝜛)とし，その集合を𝛬𝑡𝑚𝑗
𝑖 として定義する． 
3.3.2.  階層型スケジューリングの簡単な
例題への適用例 
上記例題に本枠組みを適用する場合の例を，具体的に記述する． 
本例題に対して，階層型スケジューリングを実現するため，上位階層では日毎に管理さ
れる在庫の維持制約を考慮でき，船舶の寄港先を決定するために最低限必要な 1 日単位の
時間分解精度とすることで，船舶のルーティングを決定する問題（船舶ルーティング問題）
として設定する．時間分解精度を日単位とすることの実現は，船舶の沖着時刻の日の情報
のみを用いて，沖着後にそのまま着岸できるものとして制約を緩和するとともに，着岸時
刻に関しては一律で𝑚 = 1として制限することで，容易に実現可能である．また，時間分
解精度を落とすことで考慮が粗くなるデマレッジコストに関しては，倉庫の在庫容量上限
制約(7)と，他船舶の荷降ろし時は着岸できないことを表す制約(9)を起因とする船舶の沖
待ちにより生じているため，これら制約式(7) ，(9)を緩和し，その違反量の大きさがデマ
レッジに関係するものと考えることで，粗くデマレッジコストを考慮する仕組みにより実
現する．下位階層では，上位階層にて立案された計画から得られた船舶の寄港先情報のみ
を所与の条件として主問題に与え，この条件のもとに主問題を解く，即ち船舶スケジュー
リング問題の求解を実行する．上位階層から下位階層への一連の手続きを実行することで，
船舶ルーティング問題と船舶スケジューリング問題に加えて在庫まで考慮した問題を，一
括で主問題を解くよりも高速に，かつ最適に近い計画を得ることを目指している（図 3.4）． 
本手法を整理すると以下となる． 
1○ （上位階層）主問題に対して，倉庫の在庫容量上限制約(7)と，他船舶の荷降ろし時
は着岸できないことを表す制約(9)を緩和し，それぞれの緩和式に重み係数として，
デマレッジコストに相当する値を設定し，主問題に設定されていたデマレッジコス
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トと入れ替える． 
2○ （上位階層）主問題に対して，制約式(7)と(9)を取り除く． 
3○ （上位階層）主問題に対して，船舶の着岸日を沖着日とし，着岸時刻を着岸日の 𝑚 = 1
の期間に制限する制約を追加する． 
4○ （上位階層）上記 3○問題を，最適化する． 
5○ （下位階層）1○～3○での修正事項を元に戻す． 
6○ （下位階層）4○にて得られた計画から各船舶の寄港先を抽出し，その寄港先を確定
として固定化制約として，主問題に追加する． 
7○ （下位階層）上記 6○問題を，最適化する． 
以上示したように，一旦主問題を定式化することができれば，上位階層，下位階層を容
易に構築することが可能であり，高速に，最適に近い計画を得ることが可能となる． 
 
図 3.4  The concept of the proposal approach. 
以下に，船舶ルーティング問題（上位階層）と船舶スケジューリング問題（下位階層）
に関して，更に詳しく述べる． 
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A. 船舶ルーティング問題（上位階層） 
船舶ルーティング問題に対する定式化に関して，述べる． 
1) 目的関数 
目的関数は，運航費用と簡略化されたデマレッジコストから構成する．ここで，デマレ
ッジコストは，倉庫の在庫容量上限制約の違反量に対するペナルティーと，他船舶の荷降
ろし時は着岸できない制約の違反量に対するペナルティーの合計より構成する．このため，
主問題の目的関数(3.1)は，以下の式に変更される． 
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

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 (3.10) 
2) 制約式 
主問題に対して，倉庫の在庫容量上限制約(3.7)と，他船舶の荷降ろし時は着岸できない
この制約(3.9)を緩和し，目的関数に追加されたため，制約式から取り除く． 
また，時間分解精度を日単位とすることを実現するためと，他船舶の荷降ろし時は着岸
できないこの制約(3.9)が緩和されているため，アンカーポイントに到着した船舶は直ちに
着岸するものとして，𝑡 = 𝑡𝑖 ,𝑚 = 1とし，制約式に追加する． 
 ∑𝛿𝑖𝑡𝑖1𝑗
𝑗∈℘
= 1,   𝑖 ∈ 𝜆 (3.11) 
B. 船舶スケジューリング問題（下位階層） 
船舶スケジューリング問題に対する定式化に関して，述べる． 
船舶ルーティング問題の際に修正された定式化は，元の主問題の形に戻す．つまり，目
的関数(3.1) ，および制約式(3.2)～(3.9)を対象とする．ここで，ルーティング問題を求解
して得られた計画から各船舶の寄港先を抽出し，その寄港先を所与の条件とするために，
固定化制約として主問題に追加する． 
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ここで，𝛿𝑖𝑡𝑚𝑝
(𝑅) は，船舶ルーティング問題を求解することにより得られた𝛿𝑖𝑡𝑚𝑝の値を表す． 
 
3.4.  例題に対する計算例および考察 
3.4.1.  2 倉庫に対して 2 種類の物品を管
理する例題 
3.3.2. 項にて提案した階層型スケジューリング手法を，前述の船舶運航計画の例題にお
いて(𝑁W, 𝑁P, 𝑇,𝑀) = (2,2,25,4)の場合に適用した．例題を簡易化し，提案手法を分かり易
く説明するため，各船舶は 1種類の物品しか積載していないものとして，例題を設定した． 
この例題の検討では，2 種類のデータを用いた．一つめのデータでは，船舶の物品の積
載量を 300 から±40%の範囲で，疑似一様乱数を用いて変化させた値を与えた．また，二
つめのデータでは船舶の物品の積載量を 200 から±40%の範囲で，疑似一様乱数を用いて
変化させた値を与えた． 
これら 2 種類のデータに関しては，積載量以外のデータについては共通の値を与えた．
各船舶の運航費用は，10±20%の範囲で，疑似一様乱数を用いて変化させた値を与えた．
各船舶の 1 日当たりのデマレッジコストは，当該船舶の積載量を全船舶の積載量の平均値
で割った値を与えた．各船舶の荷降ろしに掛かる時間は，当該船舶の積載量を全船舶の積
載量の平均値で割った値を与えた．各物品の各倉庫での1日当たりの使用量は，165を𝑁Pで
割った値から±50%の範囲で，疑似一様乱数を用いて日々変化させた値を与えた．船舶は，
積載している銘柄毎にそれぞれ別々に，当該銘柄の使用量の全倉庫を船舶の平均積載量で
割った隻数だけ準備する．各船舶の沖着時間は，対象期間に船舶を平均的に割り当てた日
時に対して，船舶に割り当てた日付間隔を±40%の範囲で，疑似一様乱数を用いて変化さ
せた値を与えた．各倉庫の在庫上限は，2500±20%の範囲で，疑似一様乱数を用いて変化
させた値を与えた．また，各倉庫の初期在庫は，2500 を𝑁Pで割った値から±10%の範囲
で，疑似一様乱数を用いて変化させた値を与えた． 
第二のデータの方が，第一のデータに比べて，高頻度で船舶が沖着するため，取り扱う
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船舶の数が多くなり，解くことが難しい問題となる． 
3.4.2.  計算結果と考察 
表 3.1 に，第一のデータに対して，コンピュータを用いて行った数値実験をまとめた結
果を示す．ここで，第一のデータに対して，疑似一様乱数の seed を変更させることで，
４つのデータセットDo(o = 1,⋯ ,4)を準備し，それぞれのデータセットに対して，数値実験
を行った．同様に表 3.2 に，第二のデータに対する４つのデータセットDo(o = 5,⋯ ,8)の
数値実験をまとめた結果を示す．ここで，全てのデータセットに対する計算は，Intel(R) 
Core™ i7-4930K 3.40GHz を積載した PC を用いて行った． 
提案した HSA の性能を比較検討するため，異なる 3 種類の手法を用いて，運航費用と
デマレッジコストを最小化する運航計画問題を解いた．最初の手法は，混合整数計画問題
（MIP）として定式化された問題を，分枝限定法を用いて直接解くものとする．ここで，
分枝限定法を用いて混合整数問題を解くために，市販の数理最適化ソルバーである Gurobi 
Optimizer V.6.5.0 を使用した．2 つめの手法は，提案した HAS とした．最後の手法は，
簡単なルールを用いて解くルール・ベース・アルゴリズムを用いた．このルール・ベース・
アルゴリズム（RBA）で用いたルールは以下である． 
‐ アンカーポイントに他の船舶より先に到着した船舶は，他の船舶より先に着岸でき
る． 
‐ 同じ倉庫には，連続して同じ物品を荷降ろしすることはできない． 
‐ 最も早くアンカーポイントに到着した船舶は，倉庫W1に着岸する． 
表 3.1 Summary of the Results for the First Data Set 
Data 
Set 
Method 
Evaluation 
Vale 
Gap(%) 
Computational 
Time [sec] 
1D  
1. MIP 
2. HSA 
3. RBA 
235.3  
237.0  
247.4 
- 
0.71% 
5.12% 
2244.9  
2.5  
13.5 
2D  
1. MIP 
2. HSA 
3. RBA 
189.0  
190.4  
217.6 
- 
0.73% 
15.08% 
21.7  
2.3  
2.0 
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Data 
Set 
Method 
Evaluation 
Vale 
Gap(%) 
Computational 
Time [sec] 
3D  
1. MIP 
2. HSA 
3. RBA 
264.0  
264.9  
298.4 
- 
0.37% 
13.04% 
48.4  
2.4  
2.3 
4D  
1. MIP 
2. HSA 
3. RBA 
205.3  
205.9  
216.4 
- 
0.32% 
5.43% 
97.3  
2.4  
2.0 
表 3.2 Summary of the Results for the Second Data Set 
Data 
Set 
Method 
Evaluation 
Vale 
Gap(%) 
Computational 
Time [sec] 
5D  
1. MIP 
2. HSA 
3. RBA 
343.9  
350.3  
423.4 
- 
1.88% 
23.14% 
842.8  
13.7  
62.1 
6D  
1. MIP 
2. HSA 
3. RBA 
368.9  
377.2  
430.6 
- 
2.27% 
16.80% 
841.9  
11.6  
62.6 
7D  
1. MIP 
2. HSA 
3. RBA 
351.9  
354.0  
364.5 
- 
0.59% 
3.58% 
3600.0
a
 
35.3 
72.4 
8D  
1. MIP 
2. HSA 
3. RBA 
321.6  
322.7  
345.7 
- 
0.34% 
7.49% 
3600.0
a
 
9.1  
51.1 
a. Calculation was terminated in 1 hour. 
表 3.1 と表 3.2 より，以下のことが判明した． 
(a) 提案した HSA を用いた場合では，最適解と本手法を用いた場合の差を，最適解
で割って計算した Gap（％）は，最大でも 2.27%と最適解に近い値を得られるこ
とが分かった．一方，ルール・ベース・アルゴリズムを用いて問題を解いた場合，
上記 Gap（％）は，3%程度に収まるものがある，反面 20%を超えるものもあり，
安定して最適解に近い値を得らことはできないことが分かった． 
(b) 提案した HSA を用いた場合では，混合整数法で定式化された問題を，分枝限定
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法にて直接解く方法に比べて，最大で１０００倍程度速く計算可能であり，また
分枝限定法では，計算時間が問題により大きく変動するのに比べて，安定して高
速に問題を解くことが可能であることが分かった．また，提案した HSA はルー
ル・ベース・アルゴリズムと比較しても，同等以上に高速に解を求めることが可
能であることが分かった． 
(c) 以上より，提案した HAS は分枝限定法やルール・ベース・アルゴリズムに比べ，
より高速に安定して最適解に近い値を求めることが可能であることが分かった． 
 
図 3.5  The comparison by Gap and calculation time by three methods. 
図 3.5 に 3 種類の手法を用いて計算した際の，Gap と計算時間の結果をプロットした．
ここで，𝑥軸は，対象とする手法を用いて運航計画問題を解いた際の計算時間を，分枝限
定法にて直接混合整数問題として定式化された問題を解いた際に得られた計算時間で割
った値を，対数プロットした．前述した通り，提案手法 HSA を用いた場合には，問題を
十分高速に，かつ最適値に近い値で解くことが可能であることが示された． 
さらに，図 3.6 と図 3.7 に倉庫全体の在庫と物品毎の在庫の推移，使用量推移と荷降
ろし量の計算例として，データセットD1に対しする倉庫W1の結果を示す．図 3.6 は，上
位階層のみを適用した場合の計算例であり，倉庫在庫上限制約が緩和されているため，倉
-15%
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庫の物品に対する在庫の合計量は在庫上限以上になっており，上限制約に違反しているこ
とが分かる．図 3.7 では，上位階層の計算に続き，下位階層での計算が引き続き実行され
た結果，上記在庫上限制約の違反は解消され，制約を満足した船舶運航計画が得られてい
ることが分かる．また，他の計算手法と比較検討するために，分枝限定法による直接的な
解法による結果と，ルール・ベース・アルゴリズムを用いた際の結果を，それぞれ図 3.8
と図 3.9 に示す．分枝限定法での倉庫の物品に対する在庫の合計量の推移は，規則正しく
入荷を繰り返しており，安定した運航計画が作成されていることが分かる．提案した HSA
も同様であり，安定した運航計画が作成されていることが分かる．一方，RBA では，入荷
の量に波があり，不安定な運航計画が作成されていることが分かる． 
 
図 3.6  Total stock trend, each stock trend , use 
trend, and discharged amount for each product 
𝐏𝟏, 𝐏𝟐 at the warehouse 𝐖𝟏 obtained by appling 
the upper layer of HAS with data set 𝐃𝟏 
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図 3.7  Total stock trend, each stock trend , use 
trend, and discharged amount for each product 
𝐏𝟏, 𝐏𝟐at the warehouse 𝐖𝟏 obtained by appling 
HAS with data set 𝐃𝟏. 
 
 
図 3.8  Total stock trend, each stock trend , use 
trend, and discharged amount for each product 
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𝐏𝟏, 𝐏𝟐 at the warehouse 𝐖𝟏 obtained by appling 
MIP with data set 𝐃𝟏. 
 
図 3.9  Total stock trend, each stock trend , use 
trend, and discharged amount for each product 
𝐏𝟏, 𝐏𝟐 at the warehouse 𝐖𝟏 obtained by appling 
RBA with data set 𝐃𝟏. 
 
3.5.  鉄鋼原料船舶運航への提案手法
の適用 
大規模問題で複雑な制約条件が課せられた問題を，1）実用に耐え得る時間，2）実用に
耐え得る解の質を両立しながら，解を求める方法の枠組みを第 2 章 および本章で提案し
た．これら提案した手法を産業界で，実際に行われている業務に適用可能かの検討を，船
舶の輸送の分野を例に取り検討を行う． 
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3.5.1.  鉄鋼原料船舶運航計画の課題と 
業務内容 
近年，グローバル化の進展により，国際貿易の増加は著しい．これら貿易において，船
舶による輸送は大量の物資を安価に運ぶ手段として，ますます重要な位置を占めるように
なってきた．これら状況下で，企業として競争力を維持していくためには，船舶輸送の効
率化による物資の安定供給とコスト削減は必須である．輸送効率化のためには，船舶の運
航計画を適正に作成し，それに従った運航の実行が必須である．船舶の運航計画を考える
上で，輸送ルートの決定に加えて，船舶が到着する中継地や物流基地，あるいは工場にお
ける在庫の考慮はなくてはならず，同時に考慮すべき必須の要件である．また，船舶の輸
送計画を作成する上で，１隻の船舶が積載する積載量と，それらを荷降ろしする時間が長
いことや，片道一月以上も掛かる遠方からの輸送が存在ことは避けては通れない．このた
め，船舶を適切に運航するためには，数か月分の運航計画を作成する必要に迫られ，さら
に計画作成を困難にする要因として，船舶はその積載量が一隻毎に大きく異なり，港に寄
港する際に制約となる船長，船幅も同様に大きく異なっていることが挙げられる．運航計
画の立案には，これら複雑な条件を考慮した上で，船舶の積載可能量と輸送距離に依存す
るフレートと呼ばれるコストと，在庫が一杯である場合や，他の船舶が岸壁に既に着岸し
ている際に，それらの制約が取り除かれるまで船舶が沖で着岸を待つ時間に対するデマレ
ッジと呼ばれるコストの適正化，通常は最小化が求められる．ここで，このデマレッジは
通常１時間毎に費用が発生する契約となっているため，必然的に最低でも数か月分にわた
る長期の計画を，１時間の精度をもって計画する必要に迫られることとなる． 
ここで，船舶の輸送問題は大きく，寄港先を決定するルーティングと，寄港先が決定し
たことを前提として，着岸時刻を決定するスケジューリングに大別され，これらの研究が
精力的に行われてきた．これらの研究成果はサーベイ論文[15][16]に整理されている．ル
ーティング問題を解く手法として，集合分割問題として問題を定式化することで，問題を
解く研究が盛んにおこなわれている[17][18]．しかしながら，この場合，集合の分割の組
合せ数，つまり輸送ルートの候補が膨大となる組合せ爆発が発生する問題がある．この組
合せ爆発の解決手段として，列生成法を適用した研究が進展している[19][20]．これらの
ルーティングに関する研究では，時間的な分解精度は高くなく，１時間という高精度での
分解精度をもったものはない．また，列生成法を適用した研究では，在庫や，デマレッジ
といった他の船舶との相互作用にて生じる現象に関しては，列生成法のアルゴリズムの構
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造上，考慮することは難しいという課題がある．ここで，ルーティング問題を拡張し，在
庫を同時に考慮する問題は，配送計画問題（Vehicle Routing Problem）分野で研究が盛ん
に行われ Inventory Routing Problem (IRP)と呼ばれ，研究が進んでいる[21][22]．船舶の
運航計画作成においても，ルーティングに加えて在庫を考慮することが同様に必要とされ
るが， IRP は数日程度の計画を対象とするものが，前述の研究を含め一般的である．し
かしながら，運航計画を作成する際には，少なくとも数か月分の長期計画の立案が必須で
あり，大規模問題への取り組みが課題である．これらの問題の解決として，大規模問題を
高速に解くために，問題の分解や動的計画法の適用，或いは前処理を工夫するなどの試み
が行われている[23][24][25]．しかし，これらの研究で取り扱われている問題は，積載する
物資の種類が限定的であったり，或いは船舶の積載可能量や船長，船幅が一定であるなど，
余りにも問題がシンプル過ぎると言わざるを得ない．実問題にもっと近い対象の船舶運航
を想定した問題に対して，フレートを最小化することを目指した研究が行われている[26]．
しかし，本研究においても，やはり全ての船舶の積載可能量および船長，船幅が同一の場
合のみが検討されているに留まっている[27][28]．このように対象期間が長期であり，船
舶の種類にバリエーションが存在する問題に対して，在庫まで考慮しながらルーティング
をすることは，研究対象として大変難しい問題となる．ここで，実際の操業を行っていく
上で必要となる船舶の運航計画を作成するためには，この難しい問題に加えて，デマレッ
ジまで考慮しながら１時間精度でのスケジューリングを含めて，ルーティング，スケジュ
ーリング，在庫の一括での最適化が求められるため，大規模で複雑な問題となる．これら
の理由により，全て問題を同時に扱った研究は皆無に等しく，実使用に耐えうる性能を有
しながら，要求される性能を満足する運航計画の作成を実現するためには，従来の研究で
は十分とは言い難い． 
この様な状況の中，実際の業務で使用される鉄鋼業における鉄鋼原料船舶運航計画作成
では，多品種の物品，異なる積載可能量や船長および船幅の船舶に対して，複数の製鉄所
と，製鉄所毎に存在する複数の岸壁を対象として，物品毎の在庫の安定供給と，製鉄所単
位での物品合計での在庫容量上限制約まで考慮して，ルーティングとスケジューリングを
同時に決定する必要がある．なお，この際にはフレートとデマレッジを最小化しながら，
3～6 か月の長期計画を１時間の分解精度をもった精度で計画する必要がある． 
鉄鋼業における原料船舶運航計画業務に関して，詳細に説明する．鉄鋼業では，膨大な
量の鉄鉱石・石炭を消費している．これら鉄鉱石と石炭は鉄鋼業では原料と呼ばれ，ほぼ
その全てを外国の鉱山より船舶で輸送される．この船舶は，積載可能量が数万トン～40
万トン級の超大型船舶まで存在する．船舶による輸送の特徴として，積載可能量のバリエ
ーションの多さが挙げられ，一隻毎に設計が異なるため，全ての船舶において，積載可能
第 3 章  
59 
 
量は異なっている．このため一度の輸送可能な量も大幅に変わってくる．一般にこれらの
船舶のその輸送可能量により，積載可能量の小さなものから順に，スモールハンディ，ハ
ンディマックス，パナマックス，ケープサイズ，ＶＬ等と呼ばれる船型で区分されている．
ここで，企業としての競争力を維持する上で，輸送に掛かるコストの削減が求められる．
このコストはフレートコストとデマレッジコストの合計であるが，フレートは船舶一隻毎，
どこの積地（外国の鉱山または炭鉱）からどこの揚地（製鉄所）に行くかのペア毎に，ま
た複数揚地へ寄港（多港揚げ）するかの有無に依り，積載量当たりの単価が設定されてい
る．また，デマレッジも，船舶一隻毎に沖着時刻から着岸時間までの差（滞船時間）に対
して，１時間当たりの単価が設定されている．オーストラリア，ブラジル，アメリカとい
った全世界に存在する鉱山，炭鉱から，これら船舶により輸入されることになる．輸入さ
れた原料は，国内に存在する複数の製鉄所の原料の使用状況を鑑みて，その在庫が切れな
いように，また上記のコストが安くなるように製鉄所に輸送される．この際に 1 隻の船舶
は，複数箇所の製鉄所に寄港することも可能であるが，その際には多港揚げとなり，余分
なコストが発生する．製鉄所に輸送された船舶は，各製鉄所に 2 つ程度存在する岸壁に着
岸する．この際に，他船舶が既に当該岸壁に着岸している場合や，あるいは原料を荷降ろ
しする原料置場の在庫量が容量上限以上になる場合には，アンカーポイントと呼ばれる製
鉄所の少し沖合で，岸壁が空き，かつ在庫容量上限の違反がなくなるまで待つこととなる．
この際に，沖で待つ時間に対して発生する費用がデマレッジコストとなる．岸壁に接岸さ
れた船舶は，アンローダーと呼ばれる機械により，荷降ろしをされ，原料置場に山積みに
され保管される．これら原料は，含まれる鉄，シリカ，リン，硫黄等の含有成分の量が鉄
鋼製品に大きな影響を与えるため，品質毎に銘柄として数十種類に分類され管理され，必
要に応じて消費される．この際に，この管理された銘柄毎に在庫が切れないように，安定
的に原料を供給することが船舶運航計画には重要な要件となる．ここで，岸壁での荷降ろ
しに使用するアンローダーは複数存在し，各荷降ろし能力に差がある上，他岸の船舶の存
在や，荷降ろしする銘柄毎に効率に違いがあり，荷降ろし能力の差として反映される他，
同時に複数アンローダーで荷降ろしするか，しないかも決まってくる．ここで，複数アン
ローダーを使用すると能力は一気に倍以上となるため，一台のアンローダーで荷降ろしす
る場合と比べて大幅な時間の差が存在する．この動きは，他船舶の状況にも依存し，当該
船が荷降ろし中に他船舶が離岸した際には，当該船舶は荷降ろし途中から複数台のアンロ
ーダーを使用可能となる場合も存在する．荷降ろしに掛かる時間は，半日程度で終わるも
のもあれば，3 日程度掛かる場合もあり，沖待ちと合わせてアンカーポイントに到着の後，
荷降ろしを終え離岸するまで 1 週間以上掛かるものも存在する． 
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図 3.10  Raw material yard discharge process. 
 鉄鋼原料船舶運航計画業務（揚地）は，大型船舶に輸送されて来る複数銘柄（2～3
銘柄）の積載量情報，アンカーポイントへの到着する沖着時刻，および船舶のフレート単
価，デマレッジ単価，船幅，船長，各製鉄所の原料の立案開始時点での各銘柄の在庫量と
使用予定量，および製鉄所の在庫容量上限，岸壁の着岸可能船幅，船長が与えられた際に，
各製鉄所の在庫を確保する制約条件を守りながら，在庫容量上限を守り，フレートとデマ
レッジコストが最小となるように，船舶の寄港製鉄所，荷降ろし銘柄，着岸岸壁と荷降ろ
し量と着岸時刻，離岸時刻を決定するものである（図 3.10）． 
本業務は，ⅰ）取り扱う銘柄数とそれらを管理する銘柄数が多く，ⅱ）船舶は積載可能
量のバリエーションが大きく，かつ一隻毎にスペック（フレート単価，デマレッジ単価，
船長，船幅）も異なる，またⅲ）長期計画を立てる必要があり，6 か月では 500 隻以上と
なる．一方で，デマレッジ単価は 1 時間毎に設定されるため，ⅳ）時間分解精度としては
1 時間精度での立案が要求される．また，荷降ろしの能力は，荷降ろしする銘柄や他岸壁
の船舶の動静により，その能力は同一銘柄を荷降ろしする場合でも，倍以上異なる場合も
あるなど，ⅴ）荷降ろし能力の計算は複雑である．また，ⅵ）沖着時刻から離岸時刻まで
1 週間以上掛かる場合もあり，考慮すべき要素が多い． 
このように，鉄鋼原料船舶輸送計画は多くの銘柄と多くの船舶に対して，複雑な制約が
存在する計画を，在庫まで考慮して立案する必要のあるスケジューリング問題となる．こ
こで，できあがった計画は条件を変えながら何度も検討を繰り返して，その中から良い計
画を選択することや，一部結果を固定して計画の質を高める作業を行うため，数十分程度
でできあがることが期待された．  
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そこで，各製鉄所の在庫を確保する制約条件を守りながら，在庫容量上限を守り，フレ
ートとデマレッジコストが最小となるように，船舶の寄港製鉄所，荷降ろし銘柄，着岸岸
壁と荷降ろし量と着岸時刻，離岸時刻を決定するしシステムを構築した． 
3.5.2.  鉄鋼原料船舶運航計画問題の設定 
開発した原料船舶運航計画システムでは，対象製鉄所は 10，各製鉄所には 1～3 箇所の
岸壁が存在する．各船舶は，銘柄を銘柄 2～3 程度の銘柄を積載し，最大多港揚げは 3 ま
でとしている．ここで，多港揚げとは，国外の鉱山，炭鉱で原料を積載してきた船舶が，
１か所の製鉄所だけでなく，複数の製鉄所を回って原料を降ろしていくことを言う．また
銘柄数は 150 程度存在する．立案対象期間は 6 か月とし，船舶 500 隻程度である．これら
対象製鉄所，岸壁，銘柄などはオンラインで接続されたコンピュータにより修正，追加，
削除が可能である．これらの情報に加え，対象となる船舶の積載情報とアンカーポイント
到着時刻情報は実際の船舶の運航状況を元に，また各製鉄所で管理している銘柄毎の在庫
情報は，各製鉄所の在庫状況を元に，計画の度毎に接続されたコンピュータよりオンライ
ンで取得され，この情報をもとに計画を立案する． 
考慮しなくてはならない制約は，3.3.1. 項で取り上げた例題に準ずるものとなるが，以
下の点が異なるものとなる． 
（１） 荷降ろし時間は，荷降ろしする製鉄所の岸壁において使用可能なリクレーマの能力，
荷降ろしする銘柄と，他岸壁での荷降ろし状況に依存して変化する． 
（２） 各船舶は，最大 3 港まで多港揚げが可能であり，港間の移動は，予め与えられた港
間の距離を船舶の運航速度で割った時間分の時間を必要とする． 
（３） 多港揚げをすると，多港した港と全港との組み合わせによるペア毎に，上乗せで余
分なコストが発生する． 
3.5.3.  鉄鋼原料船舶運航計画問題への 
適用 
6 か月分の全ての計画期間に対する船舶運航を一括で考慮し，船舶運航計画を作成する
ことは，計算時間の観点から，求められる要望を満たすことができないことは，前述の 2
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倉庫に対して 2 種類の物品を管理する前述の簡単な例題からも明らかであった．この問題
に対して，第 2章 で提案した時間分割逐次予測制御型スケジューリング手法を試みたが，
船舶の荷降ろしが 1 週間以上掛かるものが存在するため，予見期間を長くせざるを得ず，
問題規模を縮小することが困難であった．そこで，提案した階層型スケジューリング手法
の考え方を適用した．しかしながら，6 か月分の全ての計画期間に対する船舶運航を一括
で考慮して，上位階層の問題を解くことは，計算時間の観点から，求められる要望を満た
すことができない結果となった．加えて，荷降ろし時間は，他の岸壁での船舶の荷降ろし
状況に依存するなど複雑であり，数学的に定式化することは困難である．このため，階層
型スケジューリング手法に，時間分割逐次予測型スケジューリング手法の考えを導入した
手法にて，計画を作成する構成とした． 
以下に本構成を整理する（図 3.11）． 
1○ （上位階層）主問題に対して，予見期間を 3 か月として部分問題を考える． 
2○ （上位階層）部分問題に対して，各岸壁での荷降ろし能力を過去実績から計算した
平均値（平均荷降ろし能力）として，荷降ろし時間は荷降ろし量／平均荷降ろし能
力として，定式化した近似問題を考える． 
3○ （上位階層）上記近似問題に対して，製鉄所毎の在庫容量上限制約と，他船舶の荷
降ろし時は着岸できないことの制約を緩和し，それぞれの緩和式に重み係数として，
デマレッジコストに相当する値を設定し，近似問題に設定されていたデマレッジコ
ストと入れ替えて，緩和問題を作成する．また，緩和問題に対して，船舶の着岸時
刻を，𝑚 = 1として制限する制約を追加し，緩和問題の最適化を実行する． 
4○ （下位階層）3○での修正事項を元に戻した近似問題に対して，3○の緩和問題を解い
て得られた計画から各船舶の寄港先を抽出し，その寄港先を確定として固定化制約
として，近似問題に追加し，近似問題の最適化を実行する． 
5○ （下位階層）4○の近似問題を解いて得られた計画から，寄港先，寄港順，荷降ろし
銘柄と量を確定条件として，原料船舶運航を詳細に模擬したシミュレータにより，
近似問題にて得られた解を，他岸壁での荷降ろし状況等まで考慮した荷降ろし能力
に修正した 1 か月分の実行可能な精緻な計画に更新する． 
6○ この精緻な計画を元に，対象となる部分問題の初期状態と，在庫の推移を予測しな
がら 1○～5○による時間更新を，全体問題に対して計画を得られるまで繰り返す． 
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図 3.11  Outline of the developed algorithm. 
3.5.4.  鉄鋼原料船舶輸送計画システム 
の効果 
提案した手法による立案結果の例として，ガントチャートを図 3.12 を示す。揚地での
船舶は滞船が少なく（図 3.12 の水色），スムーズな着岸が可能となった（積地での滞船は
所与条件）．図 3.13 に本実機適用前と後でのケープサイズ船以上の１港揚比率の比較結果
を示す．ケープサイズの１港揚比率が増加することで，多港揚げによるエクストラチャー
ジ削減が可能となり，輸送費用の削減が可能となった．また，計算時間は 10～15 分程度
であり，概ね満足のいくレベルの結果を得た． 
 
図 3.12  Output example. 
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図 3.13  One-stop delivery ratio of cape-size vessel. 
 
3.6.  結言 
本章では，大規模で複雑な目的関数や制約条件が課せられたスケジューリング問題に対
して，第 2 章 で提案した時間方向で分割させる手法が，単純には適用できない問題に対
して，1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画を立案できる
技術の検討をさらに進めた．時間方向での分割とは異なる視点で，問題規模を縮小するた
めに，時間分解精度に着目した技術検討を行った．スケジューリング問題に対して，時間
分解精度を粗くすることで問題規模を縮小し，ラフスケジュールを得る上位階層と，そこ
で得られた結果を所与として，主問題に与えることで，一括では求解できない問題の解を，
必要な時間分解精度で得る下位階層に分け，連動動作させる階層型スケジューリング技術
を提案した．船舶運航計画の小さな例題を用いた例を用いて，上記枠組みの適用を検討し
た．上記枠組みを用いたモデル化を行い，数値実験により，その有効性を検討した．対象
問題を，分枝限定法を用いて一括で解いた場合には，計算時間が長くなる場合においても，
提案手法では安定して高速に計算可能であることと，最適値に近い値を得ることを確認し，
提案手法の有効性を確かめた．また，実規模問題において，長期計画を詳細な時間分解精
度で立案することへの有効性を議論するため，実規模の鉄鋼における原料船舶輸送計画へ
の適用を試み，実システムを構築した．ここでは，階層型スケジューリング手法に，時間
分割逐次予測型スケジューリング手法の考えを導入した手法にて，計画を作成する構成と
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した．本実機適用前と後でのケープサイズ船以上の１港揚比率の比較結果を示す．ケープ
サイズの１港揚比率が増加することで，多港揚げによるエクストラチャージ削減が可能と
なり，輸送費用の削減が可能となった．また，計算時間は 10～15 分程度であり，概ね満
足のいくレベルの結果を得，提案した手法の有効性が確認できた． 
本章の提案手法では，上位階層で得た結果を固定化することで下位階層の高速化と，上
位階層で本来考慮すべき制約はできるだけ考慮することで，解の質を確保している．しな
しながら，固定化による解の質の低下は多いと言えないまでも存在する．今後の課題とし
ては，この解の質の向上のため，下位階層で得られた結果をフィードバックするなど，さ
らに解の質を高める方法の検討は，今後の研究課題の一つである． 
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第4章   
多目的最適化の重み係数設定支援 
4.1.  諸言 
商業，工業等の作業が発展する中で，その規模は益々大きく，かつ複雑なものとなって
いる．これら状況の中で，効率的な原材料の調達，製品の生産と運搬，或いは出荷を行う
ために，高効率，高生産を実現できる生産計画，物流計画の作成が求められてきた[29][30]．
従来行われていた人手での作成，あるいは人の考えを模擬したルールを構築し，そのルー
ルに従い計画を立てることに変わり，生産計画，物流計画の作成を「与えられた制約条件
の下で目的を最適に達成するための数理モデル」，すなわち数理計画問題として捉えて問
題を解く技術が，開発されてきた[31][32][33]．このように得られた解を生産計画，物流計
画とする場合には，目的関数を適切に設定する必要がある．この目的関数の各目的として
は，例えば調達に掛る費用をできるだけ安くする，輸送に掛る合計時間をできるだけ短く
するなどが挙げられる．これら目的は相反する，或いは単位も異なる場合も多く，これら
複数目的の調和を取りながら，生産計画，物流計画を導出することが，立案された生産計
画，物流計画の納得性に重要となる．この納得感を与えることこそが，実用に耐え得る質
の本質である．ここで，実規模の生産計画，物流計画では，たとえ単期間の生産計画，物
流計画を作成する場合であっても，目的は一つであることは少なく，同時に２つ以上の目
的を最小化，あるいは最大化することが求められる場合が多い．この問題は多目的最適化
[34]と呼ばれ，目的関数の各目的に対して得られた値から総合的に判断することで，生産
計画，物流計画の善し悪しを評価することとなる．しかし，単目的である場合に比べ，得
られた各目的に対する判断が難しく，操業者の満足する結果を導き出すことが課題となっ
ている．例えば， 図 4.1 に示すように，製品を客先に届ける場合では輸送時間と費用は
相反することが多く，かつ単純に時間と金額を比較することはできない．このため，これ
らの優先度合は客先との商習慣や，運搬業者との関係，景気動向に左右され，納品先の納
期要求が非常に厳しい場合には，輸送費用に割増運賃を払っても，納期は可能な限り満足
するようにするなど，状況に応じて操業者がバランスを取りながら，計画を作成すること
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となる．このため，複数ある目的の，それぞれの重要度をどの様に考慮するかが生産計画，
物流計画に最適化技術を適用する上でなくてはならない検討事項となる．このような問題
に対して，各目的に重要度を与え，その総和を単一の目的とおくことで求解する重み係数
法[35]が提案されている．しかし，各目的が費用であったり，時間であったりと単位が異
なるため，重要度の与え方が難しく，立案された結果が操業者の意図したものと合わない
場合が多く存在するなど，最適化の適用をする際の大きな問題となっている．また，この
重要度は設定のための明確な指標がなく[36]，どういった重要度を設定すれば望まれる結
果が得られるのかが不明確であるため，操業者が最適化を適用することを躊躇する一原因
となっている． 
 
図 4.1  A Example of a Multi-Objective problem 
これらの理由により，複数の目的が存在する生産計画や物流計画では，最適化が導入さ
れたとしても，目的関数の重要度の調整に苦労するため，使われなくなってしまう，或い
は導入をしようとした時点で，この重みの調整の課題をクリアできないために，導入自体
がされない場合さえ存在する．この場合，熟練者とよばれる操業者が，日々長時間を掛け
て，さまざまな制約条件を満足しているかを一つ一つ表計算ソフト等で確認，調整を行い
ながら，これらの中で，経験と勘を活かしながら各目的の妥当性の検証と，妥協を繰り返
しながら計画を作っている状況に陥ることとなる．このように，最適化を実操業に導入す
るためには，熟練者と呼ばれる人の納得を得ることが大変重要となる．つまり，熟練者が
複数ある目的に対して，それらをどのような重要度で捉えているかを把握することが必須
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となる． 
この課題に対して，複数のパレート解を提示して，その中から適切な解（選好解）を実
務者が一つ選び，実操業に適用する手法[37][38][39]が様々提案されている．しかし，実規
模の生産計画，物流計画を扱う場合，問題規模が大きく，制約が複雑であるため，一つの
計画を立案するのにも多大な時間が掛かり，複数のパレート解を提示することは業務負荷
が高く，実用には供さない場合が多い．また，各目的の内の一つのみを目的関数として，
残りは制約上限値εとして変化させるε制約法[40]や，各目的の目標となる値を予め与え，
その値に近くなるような解を求める目標計画法[41]や満足化トレードオフ法[42]が提案さ
れている．しかし，日々更新される対象仕事や在庫等の操業変化といった実操業で通常発
生する状況下で，各目的の制約上限値，或いは目標となる値は日々変動し，時には大きな
変動を伴うため，この値を予め与える，或いは対話的に目標を更新することは，実用上不
可能と言わざるを得ない． 
ここで，生産計画，物流計画は，これから先 1 週間分の計画，或いは 1 か月分の計画と
言うように立案を行い，この際に 1 度立てられた計画は，ある一定の日時が経過した後，
例えば 1 週間分の計画では翌日或いは数日後に，前回立てた計画を日が経過したことによ
る計画と実績のずれを修正，或いは計画を見直しながら，経過した日数分の計画を継ぎ足
しながら再度必要日数分の計画を立案するローリングを行うことが，実操業では一般的で
ある．これら計画の立案を多目的最適化問題として捉えた場合には，定式化の構造自体は
変わらず，各目的の重要度は大きく状況が変わらない限り，変わらない．このため，過去
に立案された計画を参照する計画（参照計画）として捉え，これらの計画を導き出せる重
要度を求めることができれば，求めた重要度を用いて新たな期間の生産計画，物流計画に
用いて，計画を作成することにより，過去の生産計画，物流計画で重要視していた指標と
同様の志向のもとで計画が作成できることとなり，新たな期間に対して，納得感のある計
画を立案することが可能となる．操業者の意思やノウハウの反映である重要度が明示的に
存在することは少ない一方で，過去に立案された計画，ここでは選好解と，これら選好解
を作成した際の前提情報，つまり数理的には同問題構造を有し，各目的のコスト係数，制
約式の係数行列や数の増減，或いは右辺定数の値が異なる情報は豊富に存在するため，こ
の考え方は広く適用可能であると考えられる． 
そこで，本論文では上記ローリングが行われることを想定して，操業者が立案した計画
を操業者が選択した一つの解である選好解とみなし，この選好解が得られる多目的最適化
問題の各目的の重要度を推定することが可能かを検討する．ここでは，多目的最適化問題
の中でも，多目的な線形計画問題において，複数の目的の加重和を単一の目的とした場合
を対象に，本考え方の適用方法とその有効性を示す． 
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ここで，相対コスト係数を用いて，単目的関数および階層化された目的関数を持つ線形
計画問題における可能な最適端点を列挙する方法[43][44]が提案されているが，本研究で
は多目的最適化および選好解がパレート最適でない，または基底解でない場合をも考慮す
ることを目的としており，上記への対応を試みるものである． 
 
4.2.  対象問題 
本論文では，重み係数法を用いた多目的な線形計画問題への適用方法を例として，提案
する考え方を詳述する．ここでは，多目的な線形計画問題として取り扱うことが可能な問
題に対して，操業者が計画を立案し，その計画が取得された場合を想定する．操業者は操
業環境が大きく変わらない場合には，計画の各ローリングにおいて，各目的の重要度を変
更することなく，計画を立案するものと考えられる．そこで，操業者の立案した計画を操
業者の選択した選好解と想定し，この選好解より各目的の重要度を推定し，得られた重要
度を次回以降のローリングでの計画立案に用いることで，操業者の意図を反映した納得感
のある計画が得られるものと推定される．この中でも特に重み係数法を用いた多目的な線
形計画問題に対して，上記選好解より各目的の重み係数を推定する手法として捉え，重み
係数の推定法の提案を行う． 
4.2.1.  対象問題の記述 
上述の多目的な線形計画問題を記述する．多目的線形問題は，与えられた係数行列
𝐴 ∈ ℜ𝑚×𝑛，右辺ベクトル𝒃 ∈ ℜ𝑚，コスト係数行列𝐶 ∈ ℜ𝑝×𝑛に対して，制約条件𝐴𝒙 ≥ 𝒃，
𝒙 ≥ 0を満たし，目的関数𝐶𝒙を最小化する𝒙 ∈ ℜ𝑛を求める(4.1)，(4.2)式で与えられる問題
を取り扱うものとする． 
min  𝐶𝒙 (4.1) 
subject to 
 𝐴𝒙 ≥ 𝒃, 𝒙 ≥ 0 (4.2) 
ここでは，目的関数の各目的に重み係数𝒘 ∈ ℜ𝑝を導入する．重み係数法の前提より重み
係数𝒘に対して(4.5)式が得られる．以上より，複数の目的𝐶𝒙の加重線形和からなる単目的
𝑍 = 𝑤T𝐶𝒙の目的関数を最小化する(4.3)～(4.5)式で与えられる重み係数法を用いた問題を
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対象とする．  
min 𝑍 = 𝒘T𝐶𝒙 (4.3) 
subject to 
𝐴𝒙 ≥ 𝒃, 𝒙 ≥ 0 (4.4) 
∑𝑤𝑘 = 1 
𝑝
𝑘=1
, 𝒘 ≥ 0,𝒘 = (
𝑤1
𝑤2
⋮
𝑤𝑝
) (4.5) 
ここでの目的は，選好解𝒙𝐷が与えられたとき，この選好解𝒙𝐷が上記スカラー化された目
的関数を持つ線形計画問題の最適解と成っている，もしくは重み係数𝒘を(4.5)式の範囲内
で動かした際に得られる問題の最適化の中で，左記最適解と選好解𝒙𝐷の距離が最も近くな
る重み係数𝒘の範囲を求めることである． 
ここで，問題の簡単化のため制約条件は全て独立rank𝑨 = 𝑚であると仮定する．また，
制約条件上で得られる基底解に退化はないものとする． 
 
4.3.  逆問題アプローチによる重み 
係数の推定 
本章では，提案する逆問題アプローチによる重み係数の推定の考え方に関し，その枠組
みを記述する．過去操業者が作成した計画より選好解𝒙𝐷が与えられ，この選好解𝒙𝐷にでき
るだけ近い解を得る重み係数を推定する． 
4.3.1.  枠組みの記述 
与えられ選好解𝒙𝐷は，以下 3 通りに分類することができる． 
(a) 選好解𝒙𝐷が実行不可能， 
(b) 選好解𝒙𝐷は実行可能解であるが，パレート最適ではない，または基底解ではない， 
(c) 選好解𝒙𝐷がパレート最適である基底解である． 
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本研究では(b)，(c)に関して検討をするものとする．ここで，実行不可能な領域に選好解
がある(a)の場合の検討は，上記(b)，(c)の場合に比べ検討が難しいため，次の研究に譲る
こととして，ここでは取り扱わないものとする． 
ここでは，まず (b)に関しては検討を行い，何らかの方法で実行可能解であるが，パレ
ート最適ではない，または基底解ではない選好解𝒙𝐷を，パレート最適である基底解にする
ことを考える．このように選好解𝒙𝐷を，パレート最適である基底解にすることができた段
階で，パレート最適である基底解である選好解𝒙𝐷，つまり(c)に関して，選好解𝒙𝐷が与えら
れたとき，この選好解𝒙𝐷がスカラー化された目的関数を持つ線形計画問題の最適解と成る
重み係数𝒘の範囲を求める．つまり，以下手順にて重み係数𝒘の範囲を求める． 
1○ 選好解𝒙𝐷を，パレート最適である基底解にする， 
2○ 選好解𝒙𝐷がスカラー化された目的関数を持つ線形計画問題の最適解と成る重み係数
𝒘の範囲を求める． 
上記 1○，2○に関して次節にて詳しく論じる． 
4.3.2.  パレート最適である基底解の取得 
選好解𝒙𝐷がパレート最適ではない，または基底解ではない場合に，選好解𝒙𝐷をパレート
最適である基底解にする方法として， 
(a) 選好解を移動する， 
(b) 線形計画問題を更新する， 
といった方法が考えられる．本研究では線形計画問題を更新する場合について考察する．
また，線形計画問題を更新する際に， 
 1. 目的関数のコスト係数行列𝐶の更新， 
 2. 制約条件の係数行列𝐴（超平面の傾き）の更新， 
 3. 制約条件の定数ベクトル𝒃（平行移動）の更新， 
といった方法が考えられる．本研究では制約条件の定数ベクトル𝒃の更新を行う場合を考
える． 
 また，本手法では距離の概念を用いて更新を検討するが，距離の尺度について， 
 1. 解空間における距離， 
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 2. 目的関数空間における距離， 
というものが考えられるが，本研究では解空間における距離を考える． 
 非負条件を含む制約条件を拡大制約条件と呼ぶ．それに伴い拡大制約条件の係数行列を
拡大係数𝐴′，定数ベクトルを拡大定数ベクトル𝒃′とする．少なくとも一点がパレート最適
となる拡大制約条件の，拡大係数行列の行数を表す添字の集合を𝒥Pと定義し，これは自然
に得られているものとする．𝒥Pを次の(6)式のように記述する．また𝒥Pの要素を添字に持
つ拡大制約条件をパレート最適制約と呼ぶ． 
𝒥P = {𝑖1
P, 𝑖2
P,⋯ , 𝑖ℎ
P} (4.6) 
 以上を踏まえて，パレート最適ではない，または基底解ではない選好解が与えられたと
き，選好解と各制約条件との解空間における距離をそれぞれ求め，距離の近いものからパ
レート最適制約の定数ベクトル𝒃を更新することで，選好解をパレート最適である基底解
とする手法を取り扱う． 
 まず，選好解𝒙𝐷と各パレート最適制約との距離をそれぞれ求める．𝐴𝑖
′を，拡大係数行列
𝐴′の第𝑖行目のベクトルと定めると，パレート最適制約の境界は以下(4.7)式のように表せる． 
𝐴𝑖
′𝒙 = 𝑏𝑖
′  (𝑖 = 𝑖1
P, 𝑖2
P,⋯ , 𝑖ℎ
P)  (4.7) 
 このとき選好解と，各パレート最適制約のなす超平面との距離𝑑1, 𝑑2, … , 𝑑ℎは以下の(4.8)
式のように表せる．このとき‖𝑣‖はベクトル𝑣のノルムを表す． 
𝑑𝑖 =
|𝐴𝑖
′𝒙𝑫 − 𝑏𝑖
′|
‖𝐴𝑖
′‖
 (𝑖 = 𝑖1
P, 𝑖2
P,⋯ , 𝑖ℎ
P) (4.8) 
 ここで，距離の小さいものからパレート最適制約が𝑛個選好解を通るように定数ベクトル
𝒃を更新する．更新後の拡大定数ベクトルを𝒃𝐑とすると，𝒃Rは次の(4.9)式で表される． 
𝑏𝒊
𝐑 = {
𝐴𝑖
′𝒙𝑫 (𝑖 = 𝑗1, 𝑗2,⋯ , 𝑗𝑛)
𝑏𝑖
′ (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑧𝑒)
  (4.9) 
 更新後，選好解はパレート最適である基底解となる． 
 本考え方に基づく制約条件の定数ベクトル𝒃（平行移動）の更新を整理すると，以下とな
る． 
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 1○ 選好解𝑥𝐷と各パレート最適制約の境界との距離𝑑𝑖1P ,⋯ , 𝑑𝑖ℎPを求める． 
𝑑𝑖 =
|𝐴𝑖
′𝒙𝐷 − 𝒃𝒊
′|
‖𝐴𝑖
′‖
 (𝑖 = 𝑖1
P, 𝑖2
P,⋯ , 𝑖ℎ
P) 
 2○ 距離の小さい順に添字を並べ替えた集合を定義する． 
𝒥 = {𝑗1, 𝑗1,⋯ , 𝑗ℎ|𝑗1, 𝑗1,⋯ , 𝑗ℎ ∈ 𝒥
P, 𝑑𝑗1 ≤ 𝑑𝑗2 ≤ ⋯ ≤ 𝑑𝑗ℎ} 
 3○ 距離の小さいものからn個制約条件の定数ベクトルbを更新し，bRを定める． 
𝑏𝒊
R = {
𝐴𝑖
′𝒙𝐷 (𝑖 = 𝑗1, 𝑗2,⋯ , 𝑗𝑛)
𝑏𝑖
′ (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑧𝑒)
 
4.3.3.  重み係数𝐰の範囲の推定 
 前節において制約条件の定数ベクトル𝒃（平行移動）の更新をすることで，選好解𝒙𝐷が
パレート最適である基底解となるように，線形計画問題を更新した．ここでは，更新され
た線形計画問題に対して，選好解𝒙𝐷が最適解と成る重み係数𝒘の範囲を求める推定方法の
考え方と手順に関して詳述する． 
 本研究では重みパラメータの推定に，シンプレックス法の相対コスト係数の概念を用い
る．シンプレックス法とは，まず実行可能領域の一つの頂点から目的関数の値の計算を行
い，さらに目的関数の値が減少するように次々と隣接する頂点に移動し，最終的に最適解
に到達することで最適解を求める方法である．目的関数の値が減少するように解の探索を
行う際，指標となるのが相対コスト係数である．最小化問題の場合，解が最適となるため
の必要十分条件は，相対コスト係数が非負になることである[45]．このため，パレート最
適である基底解となる選好解𝒙𝐷を一つ与え，この選好解𝒙𝐷に対する相対コスト係数を求め，
相対コスト係数が非負となる重み係数𝒘の範囲を求めることは，選好解𝒙𝐷が最適解と成る
必要十分条件となる．  
 まずはシンプレックス法を用いるにあたって，スラック変数𝒔を導入することで対象問
題を標準形にする必要がある．対象問題を標準形に変換した問題を，?̃?, ?̃?, ?̃?を用いて以下
のように記述する．このときスラック変数𝒔は𝑚 次ベクトル，𝐼𝑚は𝑚 次の単位行列，𝑂𝑝,𝑚は
𝑝行𝑚 列の零行列である．従って?̃?は𝑚+ 𝑛次のベクトル，?̃?は𝑚行𝑚 + 𝑛列の行列，?̃?は𝑝行
𝑚+ 𝑛列の行列となる． 
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min 𝑍 = 𝒘T?̃??̃? (4.10) 
subject to 
?̃??̃? = 𝒃R, 𝒙 ≥ 0 (4.11) 
?̃? = (
𝒙
𝒔
) , ?̃? = (𝑨 −𝑰𝒎), ?̃? = (𝑪 𝑶𝒑,𝒎) 
 ここで選好解𝒙𝐷を(4.10)式の𝒙 に代入すると，スラック変数𝒔の値は次の(4.12)式で表さ
れる． 
𝑠 = 𝑨𝒙𝐷 − 𝒃R (4.12) 
選好解𝒙𝐷，スラック変数𝒔の値より?̃?は定数ベクトルとなる．?̃?の内で値が正の変数を基
底変数?̃?B，値が 0 の変数を非基底変数?̃?Nと定義する．制約条件式(4.11) を変形して基底変
数?̃?B，非基底変数?̃?Nで表すと，次の(4.13)式が得られる．このとき行列?̃?B，?̃?Nは，行列?̃?を
基底変数に対応する列と非基底変数に対応する列に分割したものである．これらの行列を
それぞれ基底行列?̃?B，非基底行列?̃?Nと定義する．各制約が独立で選好解に退化がないので，
?̃?Bは正則な𝑚次の行列，?̃?Nは𝑚行𝑛列の行列である． 
?̃?B?̃?B + ?̃?N?̃?N = 𝒃R (4.13) 
目的関数(4.10)式も同様に基底変数?̃?B，非基底変数?̃?N で表すと，次の式(4.14) が得ら
れる．このとき行列?̃?B，?̃?N は，行列?̃?を基底変数に対応する列と非基底変数に対応する
列に分割したものである．これらの行列それぞれをコスト基底行列?̃?B，コスト非基底行列
?̃?Nと定義する．このとき?̃?Nは𝑝行𝑚列の行列，?̃?Nは𝑝行𝑛列の行列である． 
𝑍 = 𝒘T(?̃?B?̃?B + ?̃?N?̃?N) (4.14) 
(4.13)式，(14)式より?̃?Bを消去すると，目的関数は次の(4.15)式で表される． 
𝑍 = 𝒘T?̃?B(?̃?B)
−1
𝒃R +𝒘T {?̃?N − ?̃?B(?̃?B)
−1
?̃?N} ?̃?N (4.15) 
(4.15)式の，?̃?Nの係数が相対コスト係数である．相対コスト係数𝝁(𝒘)とすると，𝝁(𝒘)は
次の(4.16)式で表される． 
𝝁(𝒘) = 𝒘T {?̃?N − ?̃?B(?̃?B)
−1
?̃?N} (4.16) 
選好解𝒙𝐷が最適解であるための必要十分条件は，𝝁(𝒘) が非負であることである．すな
わち選好解𝒙𝐷を最適とする重み係数の範囲は次の(4.17)式と，重み係数法の前提(4.5)式に
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より与えられる． 
𝝁(𝒘) ≥ 𝟎 (4.17) 
以上の方法で選好解を定める重み係数の範囲を求めることができる．つまり，選好解𝒙𝐷
と制約式の係数行列𝐴，目的関数のコスト係数行列𝐶，および右辺ベクトル𝒃が与えられれ
ば，選好解𝒙𝐷を最適とする重み係数𝒘の範囲を推定できる． 
本考え方による重み係数の範囲の推定方法を整理すると，以下となる． 
 1○ 制約条件にスラック変数𝒔を導入する．それに伴い𝒙, 𝐴, 𝐶を拡張し?̃?, ?̃?, ?̃?を置くこと
で問題を標準形にする． 
min             𝒘T𝐶𝒙
subject  to 𝐴𝒙 ≥ 𝒃R
                       𝒙 ≥ 0
         ⟹     
min            𝒘T?̃??̃?
subject  to ?̃??̃? = 𝒃R
                     ?̃? ≥ 0
     
 2○ 選好解𝒙𝐷と制約条件からスラック変数sの値が定まる． 
𝒔 = 𝐴𝒙𝐷 − 𝒃    
 3○ ?̃?より基底変数?̃?B，非基底変数?̃?Nを定める．このとき𝒥B, 𝒥Nをそれぞれ基底，非基
底に対応する?̃? の要素の添え字からなる集合である．また𝒥Bは{𝑖1
B, 𝑖2
B,⋯ , 𝑖m
B }という
要素を持ち，𝒥Nは{𝑖1
N, 𝑖2
N,⋯ , 𝑖𝑛
N}という要素を持つ． 
𝒥B = {𝑖|?̃?𝑖 > 0, 1 ≤ 𝑖 ≤ 𝑚 + 𝑛, } 
𝒥N = {𝑖|?̃?𝑖 = 0, 1 ≤ 𝑖 ≤ 𝑚 + 𝑛, } 
?̃?B =
(
 
 
?̃?𝑖1B
?̃?𝑖2B
⋮
?̃?𝑖𝑚B)
 
 
, ?̃?N =
(
 
 
?̃?𝑖1N
?̃?𝑖2N
⋮
?̃?𝑖𝑛N)
 
 
 
 4○ 基底行列?̃?B，非基底行列?̃?Nを定める．  
?̃?B = {?̃?𝑖1B , ?̃?𝑖2B ,⋯ , ?̃?𝑖𝑚B } , ?̃?
N = {?̃?𝑖1N , ?̃?𝑖2N ,⋯ , ?̃?𝑖𝑛N} 
このとき𝑋𝑘 は行列𝑋の第𝑘 列のベクトルである． 
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 5○ コスト基底行列?̃?B，コスト非基底行列?̃?Nを定める． ?̃?B = {?̃?𝑖1B , ?̃?𝑖2B ,⋯ , ?̃?𝑖𝑚B } , ?̃?
N =
{?̃?𝑖1N , ?̃?𝑖2N ,⋯ , ?̃?𝑖𝑛N} 
 6○ ?̃?B, ?̃?N, ?̃?B, ?̃?Nより相対コスト係数𝝁(𝒘)を定める． 
𝝁(𝒘) = 𝒘T {?̃?N − ?̃?B(?̃?B)
−1
?̃?N} 
 7○ 相対コスト係数𝝁(𝒘)と重み係数法の前提条件より重み係数𝒘の範囲を定める． 
𝝁(𝒘) ≥ 𝟎 
𝒘 ≥ 𝟎 
∑𝑤𝑘 = 1 
𝑝
𝑘=1
 
 
4.4.  計算例および考察 
本節では，前章で提案した推定方法を用いて，二つの例題に対しそれぞれ重みパラメー
タの推定を行う．また推定結果として得られた重み係数の範囲から適当に重み係数を選択
し，選好解を与えずにその重み係数を用いて最適化を行うことで，当初想定した選好解が
正しく得られることを確かめることで，提案した重み推定方法が正しく機能するかを確認
する． 
4.4.1.  例題 1 
2 目的 3 制約 2 次元の多目的最適化問題に，重み係数法を適用した以下の単目的最適化
問題を考える． 
min             𝒘T𝐶𝒙
subject  to 𝐴𝒙 ≥ 𝒃
                       𝒙 ≥ 0
 
𝒘 = (
𝑤1
𝑤2
) , 𝒙 = (
𝑥1
𝑥2
) 
𝐶 = (
6 2
1 5
) , 𝐴 = (
2 1
1 3
−3 −4
) , 𝒃 = (
2
3
−12
) 
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制約条件が成す解空間を図 4.2 に示す． 
 
 
図 4.2  The Solution Space for the example case 1 
4.4.1.1 計算例 1 
以下の選好解𝒙𝐷が与えられたときの，重み係数𝒘の範囲を提案した方法より求める．本
計算例では選好解𝒙𝐷はパレート最適かつ退化のない基底解である場合を考える． 
𝒙𝐷 = (
3
5
4
5
) 
選好解𝒙𝐷はパレート最適かつ退化のない基底解であるので，制約条件の定数ベクトル𝒃
（平行移動）の更新の手続きは省略され，重み係数𝒘の範囲の推定の手続きを行えば良い． 
 1○ 制約条件にスラック変数𝒔を導入する．それに伴い𝒙, 𝐴, 𝐶を拡張し?̃?, ?̃?, ?̃?を置くこと
で問題を標準形にする． 
?̃? =
(
 
 
𝑥1
𝑥2
𝑠1
𝑠2
𝑠3)
 
 
, ?̃? = (
6 2
1 5
   
0 0 0
0 0 0
) , ?̃? = (
2 1
1 3
−3 −4
−1
0
0
0 0
−1 0
0 −1
) 
0
1
2
3
4
0 1 2 3 4
x 2
x1
2x1+x2=2
x1+3x2=3
3x1+4x2=12
(3/5,4/5)
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2○ 選好解𝒙𝐷と制約条件からスラック変数𝒔の値が定まる． 
𝒔 = 𝐴𝒙𝐷 − 𝒃 = (
2 1
1 3
−3 −4
)(
3
5
3
4
) − (
2
3
−12
) = (
0
0
7
) 
 3○ ?̃?より基底変数?̃?B，非基底変数?̃?Nを定める． 
?̃?B = (
𝑥1
𝑥2
𝑠3
) , ?̃?N = (
𝑠1
𝑠2
) 
 4○ 基底行列?̃?B，非基底行列?̃?Nを定める． 
?̃?B = (
2 1
1 3
−3 −4
0
0
−1
) , ?̃?N = (
−1
0
0
0
−1
0
)  
 5○ コスト基底行列?̃?B，コスト非基底行列?̃?Nを定める． 
?̃?𝐵 = (
6 2 0
1 5 0
) , ?̃?𝑁 = (
0 0
0 0
)  
 6○ ?̃?B, ?̃?N, ?̃?B, ?̃?Nより相対コスト係数𝝁(𝒘)を定める． 
𝜇(𝑤) = 𝑤𝑇 {?̃?𝑁 − ?̃?𝐵(?̃?𝐵)
−1
?̃?𝑁} 
= (𝑤1 𝑤2) {(
0 0
0 0
) − (
6 2 0
1 5 0
)(
2 1
1 3
−3 −4
0
0
−1
)
−1
(
−1
0
0
0
−1
0
)}
= (
16
5
𝑤1 −
2
5
𝑤2 −
2
5
𝑤1 +
9
5
𝑤2) 
 7○ 相対コスト係数𝝁(𝒘)と重み係数法の前提条件より重み係数の範囲を定める． 
16
5
𝑤1 −
2
5
𝑤2 ≥ 0
−
2
5
𝑤1 +
9
5
𝑤2 ≥ 0
𝑤1 ≥ 0
𝑤2 ≥ 0
𝑤1 +𝑤2 = 1
  ⟹ 
1
9
≤ 𝑤1 ≤
9
11
  
ここで，提案した重み推定方法が正しく機能するかを検証するため，上記得られた範囲
内の重み係数を設定した場合と，範囲外の重み係数を設定した場合で最適化を実行する． 
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 1. 𝑤1 = 0.10, 𝑤2 = 0.90 （範囲外）の場合 
最適解 𝒙∗ = (3
0
) 
 2. 𝑤1 = 0.15, 𝑤2 = 0.85 （範囲内）の場合 
最適解 𝒙∗ = (
3
5
3
4
) 
 3. 𝑤1 = 0.80, 𝑤2 = 0.20 （範囲内）の場合 
最適解 𝒙∗ = (
3
5
3
4
) 
 4. 𝑤1 = 0.85, 𝑤2 = 0.15 （範囲外）の場合 
最適解 𝒙∗ = (0
2
) 
上記検証の結果，提案した重み推定方法を用いれば，選好解がパレート最適解かつ退化
のない基底解である場合，正しく重みを推定できることが確認できた． 
4.4.1.2 計算例 2 
本計算例では選好解𝒙𝐷は実行可能解ではあるが，パレート最適解でない，かつ基底解で
ない場合を考える． 
𝒙𝐷 = (
3
4
1
) 
ここで制約条件の定数ベクトル𝒃（平行移動）の更新をするため，選好解と各パレート
最適制約のなす超平面との距離を考える．このため，拡大係数行列𝐴′と拡大定数ベクトル𝒃′
を考える．係数行列および定数ベクトルを，非負条件を含むものに拡大した拡大係数行列
𝐴′と拡大定数ベクトル𝒃′は以下となる． 
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(
 
 
𝐴1
′
𝐴2
′
𝐴3
′
𝐴4
′
𝐴5
′)
 
 
=
(
 
 
2 1
1 3
−3 −4
1 0
0 1 )
 
 
,
(
 
 
𝑏1
′
𝑏2
′
𝑏3
′
𝑏4
′
𝑏5
′)
 
 
=
(
 
 
2
3
−12
0
0 )
 
 
 
ここで，少なくとも一点がパレート最適となる拡大制約条件の，拡大係数行列の行数を
表す添字の集合を𝒥Pは{1,2,4,5}である．拡大係数行列𝐴′と拡大定数ベクトル𝒃′は以下とな
る． 
𝐴′ =
(
 
𝐴1
′
𝐴2
′
𝐴4
′
𝐴5
′)
 = (
2 1
1 3
1 0
0 1
) , 𝑏′ =
(
 
𝑏1
′
𝑏2
′
𝑏4
′
𝑏5
′)
 = (
2
3
0
0
) 
準備が整ったため，制約条件の定数ベクトル𝒃（平行移動）の更新に手順に従い手続き
を行う． 
 1○ 選好解𝒙𝐷と各パレート最適制約の境界との距離𝑑𝑖1P ,⋯ , 𝑑𝑖ℎPを求める． 
𝑑1 =
|𝐴1
′ 𝑥𝐷 − 𝑏1
′ |
‖𝐴1
′ ‖
=
|2 ×
3
4 + 1 × 1 − 2|
√22 + 12
= 0.2236… 
𝑑2 =
|𝐴1
′ 𝑥𝐷 − 𝑏1
′ |
‖𝐴1
′ ‖
=
|1 ×
3
4 + 3 × 1 − 2|
√12 + 32
= 0.5533… 
𝑑4 =
|𝐴1
′ 𝑥𝐷 − 𝑏1
′ |
‖𝐴1
′ ‖
=
|1 ×
3
4 + 0 × 1 − 0|
√12 + 02
= 0.7500 
𝑑5 =
|𝐴1
′ 𝑥𝐷 − 𝑏1
′ |
‖𝐴1
′ ‖
=
|0 ×
3
4 + 1 × 1 − 2|
√02 + 12
= 1.0000 
 2○ 距離の小さい順に添字を並べ替えた集合を定義する． 
𝒥 = {1,2,4,5|1,2,4,5 ∈ 𝒥𝑃, 𝑑1 ≤ 𝑑2 ≤ 𝑑4 ≤ 𝑑5} 
 3○ 距離の小さいものから𝑛個制約条件の定数ベクトル𝒃を更新し，𝒃Rを定める． 
 𝑛 = 2であるので， 
𝑏1
𝑅 = 2 ×
3
4
+ 1 × 1 =
5
2
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𝑏2
𝑅 = 1 ×
3
4
+ 3 × 1 =
15
4
 
𝑏𝑅 =
(
 
 
 
 
5
2
15
4
−12
0
0 )
 
 
 
 
 
𝒃Rが制約条件の定数ベクトル𝒃（平行移動）の更新後の定数ベクトルであるので，更新
後の制約条件は以下となる． 
𝐴𝑥 ≥ 𝑏𝑅 
更新後の制約条件を用いて，重み係数𝒘の範囲の推定の手続きを行えば良い．制約条件
が成す解空間を図 4.3 に示す． 
 
図 4.3  The Solution Space for the example case 2 
 1○ 制約条件にスラック変数𝒔を導入する．それに伴い𝒙, 𝐴, 𝐶を拡張し?̃?, ?̃?, ?̃?を置くこと
で問題を標準形にする． 
?̃? =
(
 
 
𝑥1
𝑥2
𝑠1
𝑠2
𝑠3)
 
 
, ?̃? = (
6 2
1 5
   
0 0 0
0 0 0
) , ?̃? = (
2 1
1 3
−3 −4
−1
0
0
0 0
−1 0
0 −1
) 
0
1
2
3
4
0 1 2 3 4
x 2
x1
2x1+x2=5/2
x1+3x2=15/4
3x1+4x2=12
(3/4,1)
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2○ 選好解𝒙𝐷と制約条件からスラック変数𝒔の値が定まる． 
𝒔 = 𝑨𝒙𝑫 − 𝒃 = (
2 1
1 3
−3 −4
)(
3
4
1
) −
(
 
 
5
2
15
4
−12)
 
 
= (
0
0
23
4
) 
 3○ ?̃?より基底変数?̃?B，非基底変数?̃?Nを定める． 
?̃?𝑩 = (
𝑥1
𝑥2
𝑠3
) , ?̃?𝑵 = (
𝑠1
𝑠2
) 
 4○ 基底行列?̃?B，非基底行列?̃?Nを定める． 
?̃?𝑩 = (
2 1
1 3
−3 −4
0
0
−1
) , ?̃?𝑵 = (
−1
0
0
0
−1
0
)  
 5○ コスト基底行列?̃?B，コスト非基底行列?̃?Nを定める． 
?̃?𝑩 = (
6 2 0
1 5 0
) , ?̃?𝑵 = (
0 0
0 0
)  
 6○ ?̃?B, ?̃?N, ?̃?B, ?̃?Nより相対コスト係数𝝁(𝒘)を定める． 
𝝁(𝒘) = 𝒘𝑻 {?̃?𝑵 − ?̃?𝑩(?̃?𝑩)
−𝟏
?̃?𝑵} 
= (𝑤1 𝑤2) {(
0 0
0 0
) − (
6 2 0
1 5 0
)(
2 1
1 3
−3 −4
0
0
−1
)
−1
(
−1
0
0
0
−1
0
)}
= (
16
5
𝑤1 −
2
5
𝑤2 −
2
5
𝑤1 +
9
5
𝑤2) 
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 7○ 相対コスト係数𝝁(𝒘)と重み係数法の前提条件より重み係数の範囲を定める． 
16
5
𝑤1 −
2
5
𝑤2 ≥ 0
−
2
5
𝑤1 +
9
5
𝑤2 ≥ 0
𝑤1 ≥ 0
𝑤2 ≥ 0
𝑤1 +𝑤2 = 1
  ⟹ 
1
9
≤ 𝑤1 ≤
9
11
  
ここで，提案した重み推定方法が正しく機能するかの検証を計算例１と同様手順で更新
後の制約条件に対して実行した．提案した重み推定方法で求めた重み係数を用いれば，選
好解𝒙𝐷が最適解として得られることを確かめた．本検証の結果より提案した制約条件の定
数ベクトル𝒃（平行移動）の更新方法と重み推定方法を用いれば，選好解𝒙𝐷は実行可能解
ではあるが，パレート最適解でない，かつ基底解でない場合においても，正しく重みを推
定できることが確認できた． 
4.4.2.  例題 2 
本例題では，先の例題より規模が大きな問題に対して，提案した手法が正しく機能する
かを検証する．3 目的 5 制約 6 次元の多目的最適化問題に，重み係数法を適用した以下の
単目的最適化問題を考える． 
min             𝒘T𝐶𝒙
subject  to 𝐴𝒙 ≥ 𝒃
                       𝒙 ≥ 0
 
𝒘 = (
𝑤1
𝑤2
𝑤3
) , 𝒙 =
(
  
 
𝑥1
𝑥2
𝑥3
𝑥4
𝑥5
𝑥6)
  
 
 
𝐶 = (
−18 6 −12
−12 4 −8
−1 1 −5
−4 0 −8
−10 2 −9
−2 −1 −4
) 
𝐴 =
(
 
−2
3
−8
−4
−5
6
1
3
0
−2
−2
−4
−5
−8
3
−7
3
2
−7
−6
−3
−1
0
1
2
−8
−2
−2
−3
1 )
 , 𝒃 =
(
 
 
−1
2
−4
−1
−5)
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4.4.2.1 計算例 3 
以下の選好解𝒙𝐷が与えられたときの，重み係数𝒘の範囲を提案した方法より求める．本
計算例では選好解𝒙𝐷はパレート最適解かつ退化のない基底解である場合を考える． 
𝒙𝐷 =
(
  
 
2
4
0
0
7
0)
  
 
 
前述同様に制約条件の定数ベクトル𝒃（平行移動）の更新の手続きは省略されるため，
重み係数𝒘の範囲の推定の手続きを行う． 
 1○ 標準形にする． 
?̃?𝑇 = (𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5) 
 ?̃? = (
−18 6 −12
−12 4 −8
−1 1 −5
−4 0 −8
−10 2 −9
−2 −1 −4
0 0 0
0 0 0
0 0 0
0 0
0 0
0 0
) 
?̃? =
(
 
−2
3
−8
−4
−5
6
1
3
0
−2
−2
−4
−5
−8
3
−7
3
2
−7
−6
−3
−1
0
1
2
−8
−2
−2
−3
1
−1
0
0
0
0
0
−1
0
0
0
0
0
−1
0
0
0
0
0
−1
0
0
0
0
0
−1)
  
2○ スラック変数𝒔の値が定まる． 
𝑠 = 𝐴𝑥𝐷 − 𝑏 
=
(
 
−2
3
−8
−4
−5
6
1
3
0
−2
−2
−4
−5
−8
3
−7
3
2
−7
−6
−3
−1
0
1
2
−8
−2
−2
−3
1 )
 
(
  
 
2
4
0
0
7
0)
  
 
−
(
 
 
−1
2
−4
−1
−5)
 
 
=
(
 
 
0
1
0
0
1)
 
 
 
?̃?𝑇 = (2 4 0 0 7 0 0 1 0 0 1) 
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 3○ ?̃?より基底変数?̃?B，非基底変数?̃?Nを定める． 
?̃?𝐵 =
(
 
𝑥1
𝑥2
𝑥5
𝑠2
𝑠5)
 , ?̃?𝑁 =
(
 
 
𝑥3
𝑥4
𝑥6
𝑠1
𝑠3
𝑠4)
 
 
 
 4○ 基底行列?̃?B，非基底行列?̃?Nを定める． 
?̃?𝐵 =
(
 
−2
3
−8
−4
−5
6
1
3
0
−2
−3
−1
0
1
2
0
−1
0
0
0
0
0
0
0
−1)
  
?̃?𝑁 =
(
 
−2
−4
−5
−8
3
−7
3
2
−7
−6
−8
−2
−2
−3
1
−1
0
0
0
0
0
0
−1
0
0
0
0
0
−1
0 )
   
 5○ コスト基底行列?̃?B，コスト非基底行列?̃?Nを定める． 
?̃?𝐵 = (
−18
−12
−1
6
4
1
0
2
−1
0
0
0
0
0
0
) , ?̃?𝑁 = (
−12
−8
−5
−4
−10
−2
−8
−9
−4
0
0
0
0
0
0
0
0
0
)  
 6○ ?̃?B, ?̃?N, ?̃?B, ?̃?Nより相対コスト係数𝝁(𝒘)を定める． 
𝜇(𝑤)𝑇 = {𝑤𝑇 {?̃?𝑁 − ?̃?𝐵(?̃?𝐵)
−1
?̃?𝑁}}
𝑇
 
=
(
 
 
 
 
 
 
 
 
−18𝑤1 + 68𝑤2 − 30𝑤3
−40𝑤1 + 108𝑤2 − 47𝑤3
−17𝑤1 + 43𝑤2 −
43
2
𝑤3
−𝑤1 +
10
3
𝑤2 −
7
6
𝑤3
4𝑤1 −
16
3
𝑤2 +
8
3
𝑤3
3𝑤1 + 12𝑤2 −
9
2
𝑤3 )
 
 
 
 
 
 
 
 
 
7○ 相対コスト係数𝝁(𝒘)と重み係数法の前提条件より重み係数の範囲を定める． 
−18𝑤1 + 68𝑤2 − 30𝑤3 ≥ 0 
−40𝑤1 + 108𝑤2 − 47𝑤3 ≥ 0 
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−17𝑤1 + 43𝑤2 −
43
2
𝑤3 ≥ 0 
−𝑤1 +
10
3
𝑤2 −
7
6
𝑤3 ≥ 0 
4𝑤1 −
16
3
𝑤2 +
8
3
𝑤3 ≥ 0 
3𝑤1 + 12𝑤2 −
9
2
𝑤3 ≥ 0 
𝑤1 ≥ 0 
𝑤2 ≥ 0 
𝑤3 ≥ 0 
𝑤1 +𝑤2 +𝑤3 ≥ 0 
ここで，前例題と同様に上記得られた範囲内の重み係数を設定した場合と，範囲外の重
み係数を設定した場合で最適化を実行する． 
 1. 𝑤1 = 0.35, 𝑤2 = 0.35, 𝑤3 = 0.30  （範囲内）の場合 
最適解 𝑥∗𝑇 = (2 4 0 0 7 0) 
 2. 𝑤1 = 0.20, 𝑤2 = 0.20, 𝑤3 = 0.60  （範囲外）の場合 
最適解 𝒙∗T = (
14
3
35
3
1
3
0
61
3
0) 
上記検証の結果，提案した重み推定方法を用いれば，選好解がパレート最適解かつ退化
のない基底解である場合，正しく重みを推定できることが確認できた． 
 
4.4.3.  考察 
計算例 1 より，重み係数が，例題 1 に提案した重み係数の推定方法を適用し得られた
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範囲内である場合には，その重み係数を適用して得られた最適解が選好解𝒙𝐷と一致し，範
囲外である場合には，その重み係数を適用して得られた最適解と選好解𝒙𝐷は異なる値とな
った．以上の結果より，提案した重み推定方法を用いれば，選好解がパレート最適かつ退
化のない基底解である場合，正しく重みを推定できることが確認できた． 
また計算例 2 より，制約条件の定数ベクトル（平行移動）の更新手法を適用の後に，重
み係数の推定方法を適用し得られた結果は，計算例 1 で求めた重み係数の範囲と同じであ
ることが確認できた．これは推定方法の制約条件の定数ベクトル（平行移動）の更新手法
で，相対コスト係数に関与しない定数ベクトル𝒃のみの更新を行ったためである．この制
約の平行移動により得られた結果が妥当であるといえるかは検討の余地があるといえる． 
また，例題１より規模が大きな問題を取り扱った計算例 3 においても，重み係数が，例
題 2 に提案した重み係数の推定方法を適用し得られた範囲内である場合には，その重み係
数を適用して得られた最適解が選好解𝒙𝐷と一致し，範囲外である場合には，その重み係数
を適用して得られた最適解と選好解𝒙𝐷は異なる値となった．以上の結果より，提案した重
み推定方法を用いれば，選好解がパレート最適かつ退化のない基底解である場合，正しく
重みを推定できることが確認できた． 
 
4.5.  提案手法の多目的配合問題への
適用例 
前節において，一つの選好解が与えられた場合に，提案した重み係数の推定方法を適用
することで，妥当な重み係数の範囲を得られることを確かめた．そこで，本章では，鉄鋼
業では一般的な多目的配合計画問題に対して，計画のローリングを想定した場合の，提案
手法の有効性を示す． 
4.5.1.  多目的配合計画問題 
鉄鋼業では鋼板品質，操業安定およびコスト競争力を維持するため，含有鉄分，シリカ，
アルミナ，燐，硫黄等の性状の異なる鉄鉱石から，価格も考慮して操業に有利となる鉄鉱
石を複数選択し，購買をおこなっている．この購買量の決定は，上記理由により重要な業
務となっているが，１）選択された複数の鉄鉱石を配合した際に，鉄分やシリカ，アルミ
ナ等は性状が設けられた下限制約，或いは上限制約を満たす必要がある，２）燐，硫黄等
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は，購買する鉄鉱石の価格とのバランスを考え，バランスが最も良いものを購入する，な
どの条件が課せられる．このバランスは，景気動向に左右され，また置かれた状況でも変
化し，単位も異なるため，その決定を難しいものとしている．このため，このバランスは
熟練者が過去知見や経験から決定しており，暗黙知化されている場合が多く，明示知化が
望まれている．配合計画は，月次，期といった単位で，見直されるため，その都度計画を
立案することとなる．このように１）鉄分やシリカ，アルミナ等は性状が設けられた下限
制約，或いは上限制約を満たす，２）燐，硫黄等は，購買する鉄鉱石の価格とのバランス
を考え，バランスが最も良いものを購入する，といった数理的な問題構造は変わらないが，
各鉄鉱石の性状と価格が変わっていく中で，適切な購買量（配合量）の決定が求められる
多目的最適化問題となっている．また，２）のバランスは，景気動向が大きく変わらない
場合には，概ね同様の志向で調整されている． 
4.5.2.  例題 
重み係数法を適用した単目的最適化問題を考える．調整すべき重み係数が 2 つの場合，
重み係数の合計値が 1 のため，調整は 1 目的の増減ででき，比較的簡単である．しかし，
3 つ以上の場合には 2 つ以上の重み係数を独立に調整しなくてはならず，人では調整が困
難である．ここで，パラメータ範囲をメッシュ状に区切り，メッシュ毎に計算するグリッ
ドサーチなど網羅的手法が存在するが，重み係数は連続量であるため，メッシュの区切り
幅が大きいと十分な精度を得られない，また精度を上げるためメッシュを細かく区切ると
計算負荷が非常に高くなる課題が存在する．これらを踏まえ重み係数が 3 つの問題を例題
とする． 
選定候補は 10 鉄鉱石，制約は鉄分の下限制約，シリカの上限制約，アルミナの下限制
約の 3 制約，目的は燐，硫黄と価格の 3 目的とする．各鉄鉱石の上記性状は 100kg 当たり
の単位含有量，価格も同様 100kg 当たりの単価で与えられる．本例題では，鉄分合計量は
下限 950kg，シリカは上限 80kg，アルミナは下限 120kg とする．操業者は，これら制約
条件を満足した上で，燐，硫黄，価格のバランスを取りながら，計画を立案することとな
る．本例題では，3 目的 3 制約 10 次元の以下(4.18)式の単目的最適化問題を考える． 
min             𝒘T𝐶𝒙
           subject  to 𝐴𝒙 ≥ 𝒃
                       𝒙 ≥ 0
 (4.18) 
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𝒘 = (
𝑤1
𝑤2
𝑤3
) , 𝒙 =
(
 
𝑥1
𝑥2
⋮
𝑥9
𝑥10)
  
𝒃 = (
950
−80
120
) 
ここでは，目的関数の重み係数𝑤を除く制約式の係数行列𝐴，目的関数のコスト係数行列
𝐶が異なる複数の数理計画問題P𝑖  (𝑖 = 1,2,… ,50)と，その選好解𝑥
(𝑖)𝐷  (𝑖 = 1,2,… ,50)の 50 組
を，過去に操業者が立案した参照計画と考えて，重み係数𝑤を推定する．この参照計画よ
り推定された重み係数𝑤を用いて，別途 20 個の制約式の係数行列𝐴，目的関数のコスト係
数行列𝐶が異なる問題Ṕ𝑗  (𝑗 = 1,2,… ,20)に対して，最適化を実行し，得られた結果が，人が
納得できるものかを検証する． 
上記検討を行うためには，50 組のP𝑖  ， 𝒙
(𝑖)𝐷と，20 組のṔ𝑗，とṔ𝑗の最適化を実行した結果
とを比較する選好解?́?(𝑗)
𝐷
が必要となる．ここで，本来実データにより所与として与えられ
るべき選好解𝒙(𝑖)
𝐷
，?́?(𝑗)
𝐷
は，以下の手順を用いて，実データに変わる代替データを模擬的
に作成することで，本例題では検証を行った． 
1○ 𝐴, 𝐶に初期値を設定する．  
2○ 初期の行列𝐴, 𝐶の各要素に対して，一様乱数（𝐴の一行目は 0～3,それ以外は 0～2）
の値を付加することで，𝐴(𝑘), 𝐶(𝑘) (𝑘 = 1,2,… ,70)を作成する． 
3○ 適当な値を重み係数𝒘𝒔に設定する． 
4○ 上記問題の𝐴, 𝐶を𝐴(𝑘), 𝐶(𝑘)に変更した問題を最適化し，解𝒙(𝑘)
∗
を得る． 
5○ 上記解𝒙(𝑘)
∗
に一様乱数（0～0.1）の値を付加した列ベクトルを選好解  𝒙(𝑖)
D
 (𝑖 =
1,2,… ,50)，または?́?(𝑗)
D
 (𝑗 = 1,2,… ,20)とする． 
6○ 𝐴(𝑖), 𝒃, 𝐶(𝑖), 𝒙(𝑖)
D
または𝐴(𝑗), 𝒃, 𝐶(𝑗), ?́?(𝑗)
D
を 1 セットのデータとする． 
上記 1○～6○を繰り返すことで，50 組のP𝑖 , 𝒙
(𝒊)𝑫(𝑖 = 1,2,… ,50)と，20 組のṔ𝑗 ,  ?́?
(𝒋)𝑫(𝑗 =
1,2,… ,20)を作成する．選好解𝒙(𝒊)
𝑫
, ?́?(𝑗)
𝑫
はパレート最適かつ退化のない基底解とする．コ
スト係数行列𝐶(𝑘)，制約条件の係数行列𝐴(𝑘)は，ローリングの度に大きくは変わらないが変
化するため，初期値に対して一様な乱数を用いて変更した値を用いることで模擬した．操
業者の立案した計画は，パレート解でないことが一般的であることを模擬し，解𝒙(𝑖)
∗
を一
様な乱数を用いて変更した値を，選好解 𝒙(𝒊)
𝑫
, ?́?(𝑗)
𝑫
とした． 
ここでは，代替データセットの作成用として，重み係数𝒘𝒔は以下の値を使用した．但し，
この重み係数𝒘𝒔は，実データの代替データを模擬的に作成するために便宜上用いたもので
あり，重み係数の推定時には用いないことを注意しておく． 
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𝒘𝒔 = (
0.43
0.35
0.22
) 
ここで，一様乱数を用て解𝒙(𝑖)
∗
を変動させることにより得られた選好解𝒙(𝒊)
𝑫
, ?́?(𝑗)
𝑫
が，パ
レート最適である基底解から大きく外れる場合には，パレート最適である基底解を取得す
る際に，実行可能領域の形が大きく変わってしまい，同じ重要度のもとで選好解を作成し
たとは言い難い状況となる．このため，本例題では解𝒙(𝑖)
∗
の L2 ノルムが 10 程度であるこ
とから，上記を満たし，提案手法の有効性を検証できるように，小さな値として最大変動
幅 0.1 の変動を与えた． 
4.5.2.1 計算例 4 
50 セットの𝐴(𝑖), 𝒃, 𝐶(𝑖)からなるP𝑖  と選好解𝒙
(𝑖)𝐷  (𝑖 = 1,2,… ,50)から，重み係数の範囲を定
める． 
用いたデータセットの例を以下に示す． 
データセットP1: 
𝐴(1) = (
67.6
−4.6
5.2
 
68.4
−2.1
3.9
 
62.1
−4.4
6.2
 
59.9
−7.2
6.1
 
57.9
−5.3
2.7
 
54.6
−4.5
6.2
 
53.2
−2.1
9.0
 
53.1
−3.5
4.0
 
52.4
−4.9
5.0
 
51.3
−3.6
4.8
) 
𝐶(1) = (
1.9
2.8
40.0
 
5.9
4.2
47.0
 
4.4
7.1
40.0
 
6.0
3.2
33.0
 
1.7
4.4
32.0
 
2.5
2.9
42.0
 
4.8
3.6
39.0
 
2.3
4.1
41.0
 
3.3
5.8
42.0
 
2.7
3.3
53.0
) 
(
𝑥1
(1)𝐷
𝑥7
(1)𝐷
) = (
6.529
9.561
) , 𝑥𝒊
(𝟏)𝑫
= 0 (𝑖 = {2,3,5,6,8,9,10})  
データセットP2: 
𝐴(2) = (
66.4
−6.6
7.7
 
69.3
−2.6
4.8
 
63.3
−3.2
4.9
 
63.6
−6.1
6.6
 
60.0
−4.9
3.3
 
57.7
−4.6
6.4
 
56.6
−3.0
10.1
 
54.2
−3.0
3.4
 
51.8
−2.4
5.7
 
49.2
−1.8
4.2
) 
𝐶(2) = (
2.4
5.0
34.0
 
4.0
5.7
56.0
 
2.7
5.9
41.0
 
3.9
3.3
29.0
 
3.5
5.4
35.0
 
2.4
2.5
35.0
 
3.9
3.2
46.0
 
2.9
2.5
38.0
 
5.1
3.4
38.0
 
3.1
3.9
56.0
) 
(
 
 
𝑥1
(2)𝐷
𝑥4
(2)𝐷
𝑥7
(2)𝐷
)
 
 
= (
1.707
8.936
4.740
) , 𝑥𝒊
(𝟐)𝑫
= 0 (𝑖 = {2,3,4,5,6,8,9,10})  
  … 
ここで，P1, P2の各目的の値を参考のため，以下に示す． 
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𝐶(1)𝒙(1)
𝐷
= (
58.298
52.701
634.037
) , 𝐶(2)𝒙(2)
𝐷
= (
48.257
62.590
606.004
) 
このように，各データセットでは各目的のコスト係数𝐶(𝑖)，制約式の係数行列𝐴(𝑖)が異なっ
ており，これに伴い解𝒙(𝑖)
𝐷
と各目的の値𝐶(𝑖)𝒙(𝑖)
𝐷
も異なったものとなる． 
各データセットに対する相対コスト係数を𝝁(𝑖)(𝒘) (𝑖 = 1,2,… ,50)と定義する．計算した
相対コスト係数の例を以下に示す． 
𝝁(1)(𝒘)T =
(
 
 
 
 
 
 
 
 
4.89𝑤1 + 1.75𝑤2 + 8.61𝑤3
1.70𝑤1 + 4.12𝑤2 + 1.07𝑤3
3.31𝑤1 + 0.29𝑤2 − 4.73𝑤3
1.25𝑤1 + 2.50𝑤2 + 0.43𝑤3
−0.38𝑤1 + 0.07𝑤2 + 6.63𝑤3
0.86𝑤1 + 1.92𝑤2 + 9.71𝑤3
1.17𝑤1 + 3.35𝑤2 + 9.51𝑤3
0.68𝑤1 + 0.93𝑤2 + 21.34𝑤3
−0.02𝑤1 + 0.02𝑤2 + 0.47𝑤3
0.67𝑤1 + 0.28𝑤2 + 1.53𝑤3 )
 
 
 
 
 
 
 
 
 
𝝁(2)(𝒘)T =
(
 
 
 
 
 
 
 
 
 − 13.66𝑤1 + 13.96𝑤2 + 34.71𝑤3
−10.66𝑤1 + 10.99𝑤2 +  19.32𝑤3
− 6,26𝑤1 + 7.95𝑤2 + 21.10𝑤3
−2.94𝑤1 + 0.99𝑤2 + 6.58𝑤3
− 8.95𝑤1 + 7.33𝑤2 + 23.20𝑤3
−4.11𝑤1 + 5.84 𝑤2 + 12.34𝑤3
−8.48𝑤1 +  8.83𝑤2 + 37.18𝑤3
0.44𝑤1 − 0.29𝑤2 − 0.01𝑤3
2.52𝑤1 − 2.16𝑤2 + 0.21𝑤3
−1.35𝑤1 + 1.30𝑤2+4.66𝑤3 )
 
 
 
 
 
 
 
 
 
  … 
重み係数𝒘を用いて問題を最適化した場合に，全ての選好解𝒙(𝑖)
𝐷
に対して，対応する最
適解との距離が最も近くなるための必要十分条件は，相対コスト係数が非負であることで
あり，𝝁(𝑖)(𝒘) ≥ 𝟎 (𝑖 = 1,2,… ,50)となる．つまり，各データセットから得られる重み係数
の範囲の共通領域が，求める重み係数の範囲となる．相対コストと重み係数法の前提条件
より，重み係数の範囲は以下の(4.19)，(4.20) ，(4.21)式となる． 
𝝁(1)(𝒘) ≥ 𝟎 
⋯ 
𝝁(50)(𝒘) ≥ 𝟎 
(4.19) 
𝒘 ≥ 𝟎 (4.20) 
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∑𝑤𝑘 = 1 
𝑝
𝑘=1
 (4.21) 
ここで，求めた重み係数の範囲内であれば，どのような値を重み係数として選択しても，全ての
選好解𝒙(𝑖)
𝐷
に対して，選択した重み係数𝒘を用いて最適化した際の解との距離が最も近く
なる．このため，重み係数の範囲内でどの値を選択しても良いことになる．ここで，範囲
として与えられた重み係数𝒘を新たなローリング期間に対して適用するためには，使用す
る上で 1 点を選択する必要がある．範囲が決まっている中で，適当に 1 点を決める方法と
しては，適当なルールで決める方法や，線形計画法を用いるなど，様々考えられるが，こ
こでは，上記を線形計画問題として捉え，適当な目的関数を設定することで，1 点を定め
た．この際には，範囲内の適当な 1 点を決めれば良いため，目的関数は適当に定めれば良
いが，𝑤1 +𝑤2 +𝑤3とした．この場合の，重み係数の値は，以下となる． 
𝑤1 = 0.41, 𝑤2 = 0.38, 𝑤3 = 0.21 
付加的な情報であるが，重み係数の範囲の中で最も狭いものは𝑤3であり，0.21 ≤ 𝑤3 ≤
0.23であった．参照計画の数が増えれば，この範囲はより絞ることが可能となる． 
検証用の 20 個の問題Ṕ𝑗  (𝑗 = 1,2,… ,20)に対して，上記にて得られた重み係数の値を用い
て，最適化を実行して得られた最適化結果?́?(𝑗)
∗
と ?́?(𝑗)
𝑫
を比較することで，新たなローリン
グ期間に対して，推定した重み係数で立案した計画が人の納得感を得られるものかを検証
する．各選好解から，上記得られた最適解までのベクトルの L2 ノルム‖?́?(𝑗)
∗
− ?́?(𝑗)
𝑫
‖
𝟐
を最
適化結果?́?(𝑗)
∗
の L2 ノルム‖?́?(𝑗)
∗
‖
𝟐
で割った‖?́?(𝑗)
∗
− ?́?(𝑗)
𝑫
‖
𝟐
‖?́?(𝑗)
∗
‖
𝟐
⁄ を，Fig. 1 に示す． 
 
Fig. 1  Normalized distance between preferred solution and solution solved at the 
weight which is taken by the proposal method 
0
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第 4 章  
94 
 
上記にて得られた重み係数を用いて，最適化を実行して得られた最適化結果は，何れの
ケースにおいても選好解に対する L2 ノルムに関して，一様乱数により与えた最大変動幅
0.1を?́?(𝑗)
∗
のL2ノルムで割った 0.01程度に収まる結果を得た．また，得られた?́?(𝑗)
∗
の値は，
一様乱数により変動を与える前の𝑥(𝑗)
∗
に一致した．同様手法にて重み係数の範囲を満たす
他の重み係数として取得した𝑤1 = 0.44,𝑤2 = 0.33,𝑤3 = 0.23，および𝑤1 = 0.38,𝑤2 =
0.40,𝑤3 = 0.22に関しても，同上の結果を得た．この結果から，模擬データを対象とした
ものではあるが，過去に操業者が立案した計画を参照計画として，提案手法を用いて得ら
れた重み係数を用いることで，新たなローリング対象期間に対して，人の納得できる計画
を立案できることが示された． 
4.5.3.  考察 
生産計画，物流計画に対する実操業でのローリングを想定した模擬的なデータに対して，
過去に立案した複数計画を参照計画と考えることで，各計画に対する重み係数範囲の共通
領域として，重み係数の範囲が推定可能であることを確認した．また，得られた重み係数
から適当な 1 点を選び，新たなローリング期間に適用した結果から得られた計画は，人の
選好解と近い計画を得ることができることを確認し，人の納得できる計画を立案できるこ
とを示した． 
なお，ここでは操業状況，つまり各目的のコスト係数，制約式の係数行列が大幅に異なら
ず，かつ操業者が同じ重要度のもとで選好解を作成した場合を想定した際に，重み係数範
囲を推定可能であることが確認できた．しかし，実操業では，大幅に操業状況が変動する
場合や，操業者が重要度を変えて選好解を作成する場合が考えられる．この際には，各計
画に対する重み係数範囲の共通領域は存在しないことが考えられる．これらに対応するた
めには，操業条件に合わせて，同一操業条件毎，および同一の重要度で立案された選好解
毎にデータセットを識別，分類し，同一分類毎に重み係数の範囲を推定する技術の検討が
必要であり，これらに関しては，今後の研究課題と考えている． 
 
4.5.4.  まとめ 
本論文では，操業者による選好解が与えられたとき，これを最適とする重み係数の範囲
を推定する手法を提案した． 
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重み係数の範囲の推定法を二段階に分け提案し，二つの例題に対して重み係数の推定を
行った．また重み係数の推定により得られた重み係数の範囲から適当な重み係数を与え最
適化を行ない，提案した重み推定方法が正しく機能することを確認した． 
以上，提案した重みパラメータの推定方法について， 
・選好解がパレート最適である基底解である 
・選好解がパレート最適でないまたは基底解でないが，パレート最適制約が与えられて
いる 
といった場合に関しては，選好解を最適とする重み係数の推定を行うことができることが
確かめられた．ただし，推定方法の制約条件の定数ベクトル（平行移動）更新手法の妥当
性に関しては，他に様々な更新手法が考えられ，検討の余地が残されているといえる． 
また，提案した手法を多目的配合計画問題に適用し，提案した手法により得られた重み
係数範囲から適当な 1 点を選び，新たなローリング期間に適用した結果から得られた計画
は，人の選好解と近い計画を得ることができることを確認した． 
今後の課題としては， 
・選好解がパレート最適でないまたは基底解でない，かつパレート最適制約が与えられ
ていない 
・選好解が実行不可能解である 
といった場合の，選好解を最適とする重みパラメータの推定方法の検討等が挙げられる．
また，実規模のローリングスケジュール等の問題への適用を図る際に，操業状況が大幅に
異なることで，性質の異なる選好解が混在している場合に，それら選好解を操業条件に合
わせて，同一操業条件毎に分類する技術を検討する必要があると考える．更に，本研究に
おいては，多目的な線形計画問題を対象としたが，実問題では，0-1 変数を持つ混合整数
計画問題などの解空間が非凸のものも存在する．これら問題では，目的関数の少しの違い
で解が大きく変わってしまうため，これら問題に対しても適用可能な技術の検討も必要で
ある． 
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第5章   
結論 
本論文は，実操業で取り扱う大規模で複雑な制約を遵守することを課せられたスケジュ
ーリング問題を対象として，1）実用に耐え得る時間，2）実用に耐え得る質を両立しなが
ら，計画を立案できる技術に関する３つの研究をまとめたものである．コンピュータの計
算能力の飛躍的な進展により，従来人が担当してきたスケジューリング業務を，人に替え
てコンピュータで置き換える動きが，加速度的に増加している．これらを実現する技術と
して，最適化技術が注目を集めている．しかし，特に月次計画～日計画を対象としたスケ
ジューリングでは，考慮しなくてはならない制約が複雑なばかりか，数か月分のスケジュ
ールから，長い場合には半年分のスケジュールまで，時間分解精度が 1 時間精度，細かい
場合には分精度での計画立案が要求される場合もあるため，問題規模の膨大さと考慮すべ
き制約条件の複雑さがネックとなり，最適化技術が十分適用されているとは言い難い．さ
まざまな研究が精力的に進められているものの，実規模を考えない小規模なものに限定す
るものや，複雑な制約条件が課されない条件での検討に主眼を置いたものが多く，実操業
での使用を想定し，1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画
を作成できるスケジューリング技術への取り組みは，十分に行なわれているとは言えない
と，言わざるを得ない．これらを踏まえて，第 1 章 では，本研究の背景と目的に関して，
論じた．実操業におけるスケジューリング業務の重要性と，そこに必要となる数理最適化
技術に関して述べ，従来研究が十分に行われていなかった実操業への適用を想定した際に
は，1）実用に耐え得る時間，2）実用に耐え得る質の両立が，技術開発において肝要であ
ることを述べた．これらの背景のもと，上記 1），2）を解決するための技術に関する研究
の取り組みに関して論じた． 
まず，第 2 章 では，スケジューリング問題を時間方向に分割し，部分問題の対象とす
る期間（予見期間）をある一定期間分（確定期間）時間方向に進めることで，段階的に精
緻な計画を得ながら全問題の計画を立案する時間分割逐次予測型スケジューリングの考
え方を提案した．ここで，時間分割の各対象とする期間と，時間方向に対象期間を更新す
る更新期間の求解時間が解の質に与える影響と，制約式として数学的に定式化が困難な制
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約が存在する場合に，定式化から得られた解と，その解を元にしたシミュレータによる修
正結果のずれが与える影響を，簡単な例題を用いた数値実験を行い議論した．本実験の結
果より，一括で解くと計算時間が長く掛かる問題において，複雑な制約条件等が含まれる
場合においても，適切な確定期間と予見期間を設定すれば，高速にかつ最適な値に近い解
を得ることができることを確認した．また，提案した手法を，大規模で複雑な制約条件が
課せられたスケジューリング問題である，原料貯槽搬送計画に適用し，システムを実用化
した．提案手法を適用することの有効性を検討し，要件である平均在庫レベルの高位安定
化に対して，熟練者に比べて約 15%向上する結果を得た．また，半日分の計画立案の要求
計算時間が 1 分であったものを，約 30 秒弱と，十分に使用に耐え得る時間で計画立案が
可能となり，提案手法の有効性を確認することができた． 
第 3 章 では，大規模で複雑な目的関数や制約条件が課せられたスケジューリング問題
に対して，第 2 章 で提案した時間方向で問題を分割させる手法が，単純には適用できな
い場合に，1）実用に耐え得る時間，2）実用に耐え得る質を両立しながら，計画を立案で
きる技術の検討をさらに進めた．ここでは，時間分解精度の観点から問題を時間分解精度
を粗くすることで問題規模を縮小し，ラフスケジュールを得て，その結果を所与として，
主問題に与えることで，そのままでは求解できない問題の解を得ることを考えた．この考
えを実現するアプローチとして，ラフスケジュールを得る上位階層と，上位階層で得られ
た結果を所与として与えることで，問題規模を縮小した下位階層に分割しながら，連動動
作させる階層型スケジューリングの考え方を提案した．船舶運航計画の小さな例題を用い
た例を用いて，上記枠組みの適用を検討した．上記枠組みを用いたモデル化を行い，数値
実験により，その有効性を検討した．対象問題を，分枝限定法を用いて一括で解いた場合
には，計算時間が長くなる場合においても，提案手法では安定して高速に計算可能である
ことと，最適値に近い値を得ることを確認し，提案手法の有効性を確かめた．また，実規
模問題において，長期計画を詳細な時間分解精度で立案することへの有効性を議論するた
め，実規模の鉄鋼における原料船舶輸送計画への適用を試み，実システムを構築した．こ
こでは，階層型スケジューリング手法に，時間分割逐次予測型スケジューリング手法の考
えを導入した手法にて，計画を作成する構成とした．本実機適用前と後でのケープサイズ
船以上の１港揚比率が増加することで，多港揚げによるエクストラチャージ削減が可能と
なり，輸送費用の削減が可能となった．また，計算時間は 10～15 分程度であり，概ね満
足のいくレベルの結果を得，提案した手法の有効性が確認できた． 
第 4 章 では，「解の質を高める」ためには，実際に計画により操業を実行している操業
者，操業者を管理する管理者，あるいは計画立案者に納得感のある立案を導くことが重要
であると考え，その一つの方法として目的関数の重要度の調整を取り上げて議論した．こ
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の達成のため，熟練者により立案された計画が見本であると考え，この計画（選好解）が
与えられたとき，これを最適とする重み係数の範囲を推定する手法を提案した．重み係数
の範囲の推定法を二段階に分け提案し，二つの例題に対して重み係数の推定を行った．ま
た重み係数の推定により得られた重み係数の範囲から適当な重み係数を与え最適化を行
ない，提案した重み推定方法が正しく機能することを確認した． 
提案した重みパラメータの推定方法において， 
・選好解がパレート最適な基底解である 
・選好解がパレート最適解でないまたは基底解でないが，パレート最適制約が与えられ
ている 
といった場合に関しては，選好解を最適とする重み係数の推定を行うことができることが
確かめられた．ただし，推定方法の制約条件の定数ベクトル（平行移動）更新手法の妥当
性に関しては，他に様々な更新手法が考えられ，検討の余地が残されているといえる． 
第 2 章 ，第 3 章 にて，大規模で複雑な制約条件が課せられたスケジューリング問題を，
時間方向で分割する方法と，時間分解精度で階層化することで，解の質を大幅に低下させ
ることなく，高速に解を得る手法を提案し，実規模問題に適用することで，その有効性を
確かめることができた．しかし，これらの手法の本質は，全体を見てラフスケジュールを
決めた後に，その一部を固定化しながら，スケジュールの精緻化を進めるものであり，解
の質の低下は多いと言えないまでも存在する．今後の課題としては，この解の質の向上の
ため，一度精緻化したスケジュールに対して，再度時間を遡る，或いは上位階層に戻るな
どフィードバックさせることによる解の質を向上が，今後の研究課題の一つとして挙げら
れる．また，第 4 章 では，選好解がパレート最適解でないまたは基底解でない，かつパ
レート最適制約が与えられていない，選好解が実行不可能解である，といった場合の，選
好解を最適とする重みパラメータの推定方法の検討等が挙げられる．また，実規模のロー
リング・スケジュール等の問題への適用を図ることで，操業者の納得が得られるかの検討
も必要と考える． 
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