Abstract-Due to population distribution and economic flourish diversity, the low earth orbit (LEO) satellite network carries unbalanced traffic load, which leads that parts of satellite links are congested while others are underutilized. Furthermore, the congested inter-satellite links result in high queuing delay and packet dropping ratio. To ensure an intelligent scheduling of traffic over entire satellite networks, a load-aware routing protocol named load-balanced on-demand routing (LBR) for LEO satellite networks is proposed in this paper. LBR integrates load judgment mechanism and location assistance strategy, which can reduce the time for path discovery and the control overhead. To evaluate the performance of the proposed protocol, the simulation is conducted on the platform of NS-2. Simulation results verify that, comparing with the existing protocols, LBR can achieve better load balancing, lower end-to-end delay and packet dropping ratio, and higher network throughput with the acceptable control overhead.
INTRODUCTION
The low earth orbit (LEO) satellite network is a type of wireless network system in space in which various LEO satellite nodes are interconnected by inter-satellite links (ISLs). Because of the particular features of LEO satellite networks, such as global coverage, near real time and high bandwidth, LEO satellite networks play a very important role in civil and military area [1, 2] . However, the population dispersion, the economic flourish diversity, the difference of geographical and time zones, the constellations' operation, and the Earth's rotation will lead to the unbalanced distribution of network traffic which results in some satellites that located in trafficcondensed area are congested. In addition, the problem will cause high queuing delay and packet dropping ratio in the phase of data transmission. Therefore, the network traffic load balancing must be considered as a key factor in routing protocol design for LEO satellite networks.
The satellite network routing strategies have been proposed can be divided into three categories which are virtual topology routings, virtual node routings, and dependent topology routing. In virtual topology routings [3] [4] [5] [6] , the constellation cycle is divided into several time slices. In each time slice, the network topology is seen as a fixed virtual topology. Therefore, this kind of routings can calculate the path between each pair of satellites in all time slices for each node in advance, according to the predictable network information. Virtual topology routings have poor adaptability for flow changes, congestions, failures, and other real-time conditions. The virtual node routing [7, 8] utilizes the rules of the topologies of the satellite networks to hidden the mobility of the satellite in routing protocols on the satellites. Because the virtual node routing only uses the local state information, the calculated route may not be optimal. But it can select a new route based on traffic load, failures, and other conditions in real time, so that this kind of routings has a strong adaptability. Meanwhile, it needs smaller storage space. The dependent topology routing [9, 10] is a dedicated routing which for satellites with specific topological features. It uses different routing strategies for different topologies by continuously analyzing the characteristics of the current network topology. This algorithm is strictly for a particular type of satellite constellations, so that it needs to design different algorithms for different satellite networks in general. It reduces the communication and processing overhead, but it cannot guarantee the route optimality. LEO satellite networks prone to appear the phenomenon of unbalanced load distribution, i.e. a part of links are overloaded and other links are idle, which will reduce the utilization of the valuable resources of the satellite. So, the unbalanced load distribution is one of the main problems of the communication in LEO satellite networks. However, the existing routing protocols in LEO satellite networks have two major problems in load balancing. For one hand, these routing protocols cannot calculate routes via the satellite network's real time states. For the other hand, most of the protocols use a global network status which will lead in a high control overhead.
To cope with the aforementioned limitations of current routing protocols, a load-balanced on-demand routing (LBR) protocol is proposed in this paper. The prior purpose of the LBR is to achieve better load balancing to adapt to high traffic changes. It limits the process of routing request with in a rectangular area. The intermediate node load judgment mechanism and the location assistance strategy are introduced into the path discovery process of the LBR protocol. LBR uses a dynamic threshold to reflect the real-time state of the network average load. Each intermediate node compares its value of the load with the dynamic load threshold. If its value is greater than the threshold, it shows that the load on the intermediate node is heavy, and the request packet is discarded. Otherwise, the request packet will be forwarded to the next hop. When forwarding the request packet, the request packet is only transmitted to the ISLs, whose directions are consistent with the direction of the destination node, thereby reducing the blindness of the route discovery. The destination node selects the path that has the lightest load to reply a response packet. The intermediate node load judgment scheme is very effective to achieve load balancing and congestion avoidance. The location assistance strategy can reduce the control overhead and the time for path discovery procedure. Meanwhile, for node failures and other anomalies, using local repair strategy, LBR could repair the path timely and efficiently, improving the network's survivability.
The remainder of this paper is organized as follows. Section II introduces some related works about routing algorithms for efficient load balancing. Section III is the detail of the LBR protocol. The performance of LBR is evaluated and compared to other schemes in Section IV. Conclusion is drawn in Section V.
II. RELATED WORKS
Currently, a number of routing algorithms have been proposed for efficient load balancing over LEO satellite networks. These algorithms can be classified into two categories according to the place where the routing is performed: centralized algorithm and distributed algorithm. In the centralized algorithm, such as the routing strategies in [11] [12] [13] , the source satellite nodes calculate the optimal route to the destination node according to the traffic information which is gathered globally from the whole network. In [11] , a dynamic adaptive routing strategy is proposed for NonGeostationary (NGEO) satellite systems. The adaptive routing can pick an optimized path according to transmission delay and link weight under predetermined statistical distribution model which is able to exactly portray traffic flows from the source to the destination worldwide. However the algorithm cannot adapt to a burst of traffic flow. In [12] , a control route transmission (CRT) protocol is proposed. The routing protocol dynamically adjusts routes to balance the traffic load on the basis of congestion matrix. The congestion matrix accounts for the whole network load by updating control messages periodically. However, it cannot accurately reflect the actual condition of the network and then can not provide fast reaction to traffic changes. An agentbased load balancing routing (ALBR) protocol is presented in [13] . The mobile agent technology is introduced in LEO satellite networks. Local information of routing satellites is gathered by mobile agents to build routing information base for deploying routing table.
However, its suitability to satellite networks has never been perfect solved. The disadvantage of the centralized algorithm is that it needs to periodically broadcast control messages to collect network status which will increase the control overhead. What's more, for loads dramatically change networks, the routes calculated based on the global information of network status may soon lapsed. Therefore, the centralized algorithm is not suitable for LEO satellite networks. While the distributed load balancing algorithms are proposed in [14] [15] [16] [17] . In distributed schemes, each satellite balances the load and avoids the congestion independently based on the local traffic load. It can react to traffic changes faster than the centralized algorithm. In [14] , a traffic load balancing scheme is proposed to resolve the congestion problem. The proposed scheme makes use of near-neighbor residual bandwidth information to apportion excess bandwidth from congested satellites to their underloaded neighbors in the network. The network model used in this algorithm is ATM which is a connection-oriented fast packet switching technology. When a target path is congested, the call on the path can be forwarded bypass through alternate paths in the same balanced domain. So, it solves the problem of local traffic congestion. Table et al. propose an explicit load balancing (ELB) [15] scheme, where a congested satellite sends a signal to its neighboring satellites to decrease their sending rate, and the neighbors search for alternate paths. It is a routing protocol that explicitly exchanges the congestion information between near satellites, and reduces the packet dropping ratio. The method is easy to implement and the overhead is low and can achieve local load balancing. However, since it uses a predetermined threshold, when the load dramatic changes, the threshold cannot guarantee an accurate reflection of the real-time network load status. So, it is difficult to achieve accurate load balancing. In [16] , a location-assisted on-demand routing (LAOR) protocol is proposed. The optimal path is selected based on the total end-to-end delay, which is the sum of propagation and queuing delay. According to this strategy, it provides better estimation of the network state and avoids congested areas. However, in these distribution schemes above, signaling packets are sent so frequently that signaling overhead is obviously increased. Moreover, it does not consider the problems of the load balancing and the path repair. Literature [17] puts forward a distributed routing algorithm (DRA) for datagram traffic in LEO satellite networks. The method is based on virtual node routing algorithm, and the optimization objective of the method is to minimize the packet transmission delay. DRA uses the logical address, i.e. the virtual node's coordinates to represents the geographic coordinates of each constellation satellite. The satellite dynamically changes its logical address during operation. DRA calculates the shortest path through three phases, namely, direction estimation, direction correction and congestion handling. This method makes full use of the physical properties of the polar-orbiting constellation itself, and it solves the problem of routing failures in Polar Regions and seam zones. But, the algorithm's robustness is poor and cannot fundamentally avoid the congestion. In addition, it can be used only in polar orbit LEO satellite networks and not apply to the inclined orbit satellite constellation. An approach of balancing network traffic by combining the merit of genetic algorithm (GA) and linear programming (LP) is given in [18] . Compare the new solution of obtained by the LP with the worst solution of the previous population obtained by the GA. If the new solution is better than the worst solution, then the worst solution is replaced with it. At the beginning of each time interval, take the solution of the previous time interval as the initial solution of the new population. In [19] , a novel load balancing routing scheme is proposed. This scheme employs mobile agents to gather related routing information by migrating autonomously. Stationary agents estimate the ISL cost, the routing path cost and update routing items on satellites. Moreover, the ISL cost is calculated as the sum of propagation and queuing delays. Furthermore, ISL cost modification factor (ICMF) is designed considering the characteristic of polar-orbit satellite constellation as well as the traffic distribution on the earth. Finally, path cost is evaluated based on ICMF and ISL cost. An adaptive distributed load balancing routing mechanism (ADLB) is proposed in [20] . This mechanism makes well-performed routing decision based on the current and historical status of each ISL in each satellite node. With collecting historical information from network initiated, a proper mechanism is contained in ADLB for making required computing power and storage space in a reasonable range.
III. LBR PROTOCOL DESCRIPTION
We propose a load-balanced on-demand routing (LBR) protocol for LEO satellite networks. The prior purpose of the LBR is to achieve better load balancing to adapt to high traffic changes. The LBR protocol mainly contains three processes, namely, the restricting network topology process, the path discovery process, and the route maintenance.
A. Restricting Network Topology Process
In this study, we use polar constellation as the network model. Each satellite has four ISLs: two intra-plane ISLs (links between adjacent satellites in the same orbital plane) and two inter-plane ISLs (links between adjacent satellites in the right-hand and left-hand orbital planes). While intra-plane ISLs are maintained for the whole satellite operation period, inter-plane ISLs cannot. It is because that when satellites come close to the poles and move to lower latitudes, due to adverse pointing, tracking conditions, and re-established, the inter-plane ISLs are broken. Moreover, on both sides of a seam, two adjacent orbits operate in counter direction, so there is no established inter-plane ISLs. The logical location of a satellite can be represented by a coordinate (P, S), where P=0, 1, … , N-1 is the plane number, and S=0, 1, … , M-1 is the satellite number on plane P.
Let us assume that the source satellite and the destination satellite are both known. When the source satellite has data to send, the restricting network topology process is invoked. We suppose the source satellite coordinate as (i, j) and the destination satellite coordinate as (k, l). Let x min , x max , y min and y max denote the boundaries of the restricted query area. The restricted query area is represented by the dash-dotted square as shown in Fig. 1 . The source satellite calculates them according (1) . The area where RREQs will be sent out is limited to the restricted query area, and that can minimize the signaling overhead. The reason of the expedition the area in the direction of the vertical axis is that when take the queue delay as the link cost standard, the shortest path may not within the minimum query area. To reduce this possibility, the ordinate region is amplified. 
B. Path Discovery Process
The path discovery process has the following four steps.
Step 1: The source node sends the RREQ packet. After the restricted query area is formed, the source node checks its routing table for paths to the destination. If there is a valid path to destination node, then the source node sends data packets along the path. If the path not exists or exists but is expired, the source node initiates the path discovery process. That is generating and sending a RREQ packet to its neighbors in the boundaries of the predetermined restricted area.
Step Figure 2 . The path discovery process
In the proposed protocol, the node traffic load is computed according to the interface queue length of MAC layer. The average network load is defined as a dynamic threshold value. The dynamic threshold value is carried by RREQ. Let  denote the dynamic threshold value. The dynamic threshold value can be estimated by
where n i denote the number of the neighboring satellite nodes of the current satellite node i. The intermediate satellite node employs load judgment mechanism to forward RREQ packets selectively according to (3) .
If the node load value is greater than the dynamic threshold value, the node simply drops the RREQ. Otherwise, the node forwards the RREQ by rebroadcasting it with location assistance strategy. The location assistance strategy forwards RREQ packet to the intermediate node that forwards the destination and the blind delivery of packets is reduced. By doing so, the overloaded nodes are naturally excluded from the newly requested paths and the time for path discovery procedure and the control overhead are both reduced. In LBR, the intermediate node does not reply the RREQ packs, even if there is a path from it to the destination node. It ensures that LBR always uses the latest load information in the path discovery process.
Step 3: The destination node replies the RREP packet. The destination node waits for an appropriate amount of time to learn all possible routes after receiving the first RREQ packet. In order to learn all routes and their qualities, the destination node accepts duplicate RREQ received from different previous nodes. When the waiting time is over, the destination then chooses the lightest load path and sends a RREP pack to the source via the selected path.
Step 4: The source node receives the RREP packet. When the source node receives the RREP packet, it starts to send data packets, and the path discovery process is finished.
Here we illustrate the process of the path discovery. As shown in Fig. 2 (a) , the node S has data to send to node D. It first starts the process of restricting routing query region. Then, S sends the RREQ packet to its neighbor nodes 1, 6, and 9 which meet the coordinate conditions in the query region. When nodes 1, 6, and 9 receive the RREQ packet, they determine whether they have received the RREQ packet according to the broadcast number in the RREQ packet. The RREQ is dropped if they have received the RREQ with the same broadcast number; otherwise, they start the node load judgment mechanism, and determine whether they can afford some extra loads. After the judgment, nodes 1 and 9 can afford some extra loads, and then they establish a reverse route to the source node S. While node 6 not satisfies the load condition, it is a congested node, so the RREQ packet is discarded. We can see it from Fig. 2 (b) . Nodes 1 and 9 forward the RREQ packet to nodes 2, 10, and 13, because they satisfy the coordinate conditions. And so on, until the RREQ packet reaches the destination node D as Fig. 2 (c) shows. The destination node D does not respond a RREP packet immediately after receiving the first RREQ packet, but waits for an appropriate amount of time to learn all possible routes. Node D compares and updates the path information received from the same source node. When the predetermined waiting time is over, the node D will response the updated lightest load path immediately by replying a RREP packet along the reverse path. As shown in Fig. 2 (d) , after the path discovery process, LBR obtains the path S→9→13→14→15→D which from the source node to the destination node.
C. Route Maintenance
The path's expiration time is stored in each route entry. The purpose of this information is to purge the route entry for the destination satellite before the route is invalid. A new path should be established prior to the expiration of the previous one. The aim is to ensure that no packet will be in-flight when the path becomes invalid. If a node is on an active path, it periodically sends Hello packets to its neighbors to maintain connections with its neighbors. When a link is broken, the node that is located in the upstream of the broken chain starts a local repair strategy.
The route repair strategy in LBR replaces failed nodes by nodes near the scission, while other normal nodes on the path are retained. Add the last two-hop and next twohop nodes addresses in the RREQ and RREP packets. The routing table entry also adds the next two-hop node address. When a node failure is detected, LBR immediately starts the local repair strategy rather than directly informs the source node re-routing. Here we illustrate the process of local repair strategy. As shown in Fig. 3 (a) , when the node 13 is failed, the node 9 first set the route from it to D to invalid, and then it checks the routing table entry for the destination D. If its next two-hop node 14 exists and is valid, the node 9 pluses 1 to its destination sequence number. Then, broadcasts Repair_RREQ packet to the destination node 14. Except for the node 14, other nodes do not respond to the packet Repair_RREQ. When the node 14 receives the Repair_RREQ packet, it replies a Repair_RREP packet to the node 9 along the reverse path. Meanwhile, the node 14 generates a NOTICE packet and stores the destination node D's new sequence number in it. Then the node 14 transmits the NOTICE packet along the path from itself to the node D. When a node on the path receives the NOTICE packet, it updates its routing table entry for the new destination sequence number. The NOTICE packet finally reaches the node D, and D also updates its own sequence number. When the node 9 receives the Repair_RREP packet, it updates its routing to D and gets the local repair path 9 → 10 →14 as shown in Fig. 3 (b) . The path from the source node to the destination node is updated to S→9→10→14→15→D.
If the local repair fails, LBR then sends the RERR packet to the upstream node to notify the source node to restart the route discovery process. Each path discovery process may fail to determine a path to destination. Since the existence of at least one path within the restricted route request area is guaranteed, failure to discover a path is the result of dropping RREQ or RREP packets due to congestion. In this case the path discovery process is repeated periodically until a path is found.
IV. PERFORMANCE EVALUATION
In this section, we study the performance of LBR by running a computer simulation with network simulator ns-2 [21]. We use LBR, ELB and LAOR as comparison terms. In ELB, a "soon-to-be-congested" satellite notifies its neighboring satellites of its current status and requests them to reduce their data forwarding rates. In response, neighboring satellites reduce their transmission rates of traffic originally destined to the "soon to be congested" satellite and search for other alternative paths that do not include the satellite. Regarding the LAOR protocol, the path cost takes account of queuing delay and the optimal path is selected based on the total end-to-end delay, which is the sum of propagation and queuing delay. According to this strategy, it provides better estimation of the network state and avoids congested areas.
A. Simulation Setup
The three protocols are tested in an Iridium-like constellation, which is the most representative of polar constellations. In this constellation, ISLs are switched off when satellites cross the Polar Regions; the latter are defined by a latitude threshold. The ISL and UDL bandwidths are 10 Mb/s and 15 Mb/s, respectively. The average length of all packets in the experiment is set to 1000 Bytes. The switching mode between the ground terminals and service satellites is asynchronous switching.
Each terminal checks whether its service satellite meet the elevation angle requirements every 10s. The rest of the simulation parameters are presented in Table I .
For traffic generation, traffic inserted into the network is generated by 300 earth stations which are distributed over the six continents according to the hot spot scenario. Since earth stations represent traffic aggregation points, their number can be considered adequate for representing a real-life scenario. To model the traffic from each earth station, the bulk of the studies in this field used Poisson arrival process. In order to model traffic bursts, we use an exponential ON/OFF generator, which is a generalized version of the exponential process. This approach is closer to a real-life scenario. Table II tabulates the parameters of this traffic generation. To evaluate the three proposed protocols, a terrestrial source-destination pair is selected. The source node of the pair is located at (120º E, 37º N) in Asia and the destination node is at (71º W, 33º N) in North America. Both terminals reside in areas with high traffic concentrations. Figure 4 . Mean end-to-end delay vs. terminal bit rate Fig. 4 shows the performance of the end-to-end delay with the increasing terminal bit rate. The end-to-end delays of LBR and LAOR are larger than that of ELB when the terminal bit rate is below 600kb/s. Once the bit rate is higher than 600kb/s, the end-to-end delays of LBR and LAOR are smaller than that of ELB. The reason is that both LBR and LAOR take the occupancy of the nodes and links in the network into account, and select the light load path. Each node allows additional traffic flows as long as it is not overloaded. In other words, the selected path does not include the overloaded nodes. However ELB does not consider the load balancing in the path discovery process, when the traffic is heavy, the path tends to be congested more easily. So, high delay occurs and packets are dropped more frequently. Moreover, the LBR's end-to-end delay increases much smoother than that of LAOR. This is due to LBR's inherent load balancing ability, which does not allow additional communications to set up through overloaded nodes so that they can be excluded from the requested paths within a specific period. It selects a path that has the lightest load to transmit the data, thus greatly reducing the average end-to-end delay. LBR achieves the load sharing, which means the load can be evenly distributed across the whole network. As a result, control the packet queuing time in the queue buffer and reduce the end-to-end delay. 5 illustrates the mean packet dropping ratio versus the terminal bit rate. It can be seen that, once the bit rate is higher than 400kb/s, the ELB's packet dropping ratio degenerates significantly. It is because when the bit rate is higher than 400 kb/s, some nodes switching into the "soon to be congested" state and these nodes' last hop neighbor will reduce the data transmission rate. Before finding the right path to bypass, this neighbor node caches the data packet has been received. The case that cannot find the right route at the end of the packet's life occurs in a great probability, which will result in packet dropping. However, unless the terminal bit rate is above 600kb/s, the packet dropping ratios of LBR and LAOR do not increase. We can see that when the terminal bit rate is below 600kb/s, the packet dropping ratios of the two schemes are very close. After that, the packet dropping ratio of LAOR is higher than that of LBR. The LBR's packet dropping ratio increases much smoother than that of LAOR. It is due to that when LBR establishes a path it does not contain heavy load nodes, which reducing the probability of congestion. In addition, LBR's local repair algorithm improves the ability of handing the link failures. Packets that are lost due to failing to find routes and are cached in buffer are less, thereby reducing the packet dropping ratio. In conclusion, the packet dropping ratios of the three schemes are similar in low traffic intensity, conversely LBR's performance is much better than that of LAOR and ELB for high terminal bit rate. The striking results of the LBR are ascribed to its ability to prevent heavily loaded satellite nodes from routing which stems from the fact that LBR forwards the RREQ message selectively according to the load status of each node in the route discovery phase. 6 depicts the network throughput versus the terminal bit rate. The network throughputs of the three schemes are similar unless terminal bit rate is above 600kb/s. It becomes evident from this figure that LBR constitutes a significant improvement on ELB and LAOR in high bit rate. In particular, when the terminal bit rate is higher than 800kb/s, the network throughput of LBR achieves 9% and 29% average gain compared with that of ELB and LAOR, respectively. The outstanding network throughput of the LBR is due to its ability to share load within the whole network. LBR selects the path that has the lightest load to forward packet, so that reducing the probability of network congestion and the packet dropping ratio. Therefore, the network throughput is increased. Figure 7 . Normalized signaling overhead vs. terminal bit rate Fig. 7 shows the variation of normalized signaling overhead with the increase of the terminal bit rate. We can see that LBR's signaling overhead is significantly lower than that of ELB. It is because in LBR, the process of route discovery is performed in the minimum rectangle area. Meanwhile, LBR introduces the direction guidance strategy, which can reduce the blindness of forwarding RREQ packets, thereby reducing the number of transmitted RREQ packets. In addition, in LBR, the intermediate node does not reply RREP packets, which further reduces the signaling overhead. Also we can see, compared with LAOR, LBR's signaling overhead is higher. The reason is that in LBR, when the destination node first receives a RREQ packet, it not immediately replies a RREP packet, but waits for an appropriate amount of time to learn all possible routes. The destination node accepts duplicate RREQ received from different previous nodes, then chooses the lightest load path and sends a RREP pack to the source via the selected path. Moreover, in the process of routing maintenance in LBR, the length of the control packet is increased and a new packet is introduced, which increase the signaling overhead. However, the local repair can greatly shorten the time of path repair. From this point of view, we think the cost of a little signaling overhead is reasonable.
B. Simulation Results

V. CONCLUSION
In this paper, we proposed a load-balanced on-demand routing (LBR) protocol for LEO satellite networks. The prior purpose of the LBR is to achieve better load balancing to adapt to dynamic traffic variations. A set of simulation was conducted to evaluate the performance of the LBR protocol, which is compared to LAOR and ELB protocols. Sufficient simulation results indicate that the LBR method is superior to other schemes. LBR can achieve better load balancing with acceptable control overhead at the high traffic concentration area. Moreover, LBR is shown to attain much lower end-to-end delay and packet dropping ratio, and higher network throughput. This fact renders it an excellent choice for future LEO satellite networks.
