Non-gestural visual speech cues can be learned and used in speech identification

Newly-learned integration differs from natural AV integration
Participants successfully learned novel visual cues for consonants Visual cues affected intelligibility; potential applications Sub-optimal use of visual cues in bimodal perception 
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The positions of the robot's moving parts corresponded to phonetic categories. The moving parts bore no resemblance to human speech articulators.
Examples of stimuli may be viewed at: http://www.andrew.cmu.edu/~jds2/robot.html
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The overall length of training depended on attainment of performance criteria.
Two groups of participants were trained on different distributions of AV combinations. One was analogous to natural AV speech; in the other, bimodal categories were rearranged relative to each other.
A "speech robot" contained moving parts synchronized with acoustic VCV tokens. Direct realism (e.g., Fowler & Dekle, 1991) claims that learning is unnecessary FLMP (e.g., Massaro, 1998) assumes that learning affects evaluation but not integration Participants learned to identify visual stimuli early in training, but the effect on bimodal perception was not reliable until the second test. As training progressed, the effect of visual cues became more concentrated around the most ambiguous auditory stimuli.
Learned visual cues influenced speech identification
Between phases, participants were tested on identification of AV combinations Here, participants were trained on completely novel visual speech cues
The distributions of AV combinations broadened gradually throughout training. (Massaro, 1998) Combined with a simple learning algorithm, the scaled-noise model gave a better fit to the current data and predicted that further learning would lead to more optimal integration. Stochastic IA models can make same predictions as FLMP (McClelland, 1991) Poor fit to current data; integration not optimal.
Here, a stochastic IA model was modified so that noise was scaled according to unit activation. 
