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Abstract. We consider control problems with trajectories which involve ordinary measureable control
functions and controls which are measures. The payo involves a running cost in time and a running
cost against the control measures. In the optimal control problem we are trying to minimize this payo
with both controls. In the dierential game problem we are trying to minimize the cost with the ordinary
controls assuming that the measure controls are chosen to maximize the cost. We will characterize the
value functions in both cases using viscosity solution theory by deriving the Bellman and Isaacs equations.
0.Introduction and Summary
The problems of this paper are motivated by models of physical controlled systems in
which the trajectory is a function of bounded variation. The time of the jumps, if any,
and the new spatial positions are under the control of the designer. In the optimal control
problem the objective is to minimize a cost involving a running cost and a cumulative
cost against the control measure. When the measure involves only jumps this will be a
standard impulse control problem. But in this paper we are not restricting the measures
merely to jumps but are allowing general Radon measures.
In many problems of interest we can manipulate the system only with ordinary controls
and we wish to do so to minimize a cost. But when the system is subject to disturbances
one seeks to design the system so as to perform well under the worst possible circumstances.
In this situation we assume that the disturbances are modelled by a measure term in the
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2dynamics with a cost incurred in the payo. The worst case analysis assumes that the
measures are chosen so as to maximize this payo. Therefore, this model is a dierential
game in which the dynamics is a function of bounded variation, the payo involves the
measures, and we are choosing an ordinary control to minimize this payo while the op-
ponent (in some cases considered to be nature) is choosing the measures to maximize the
payo.
A result of this paper is that the order of play of the maximizer and minimizer makes
a dierence. That is, the dierential game with a maximizing measure and a minimizing
ordinary control does not, in general, have a value. The upper value, i.e., the case when
the maximizer has knowledge of the minimizer, is then the central object of interest in a
worst case analysis. We will derive the results for both the upper and lower value and give
a sucient condition for the game to have a value.
The approach throughout this paper is dynamic programming leading to the value
functions and the associated Bellman and Isaacs equations. In the optimal control case the
Bellman equation becomes a standard variational inequality with two rst order operators.
In the dierential game case the Isaacs equation is a highly nonlinear, rst order problem
involving a minimization over a set which depends on the derivatives of the value function.
Precisely, the Isaacs equation for the upper value is
V +t + min
z2Z(0;t;V +m ;V +x )
fV +x  f1(t; x; z) + h1(t; x; z)g = 0;
where
Z(0; t; V +m ; V +x ) = fz 2 Z : V +m + V +x  f2(t; z) + h2(t; z)  0g:
This equation has a discontinuous, generally nonconvex hamiltonian. The equation for
lower value is even more complicated. A theory of rst order partial dierential equations
encompassing such equations is viscosity solution theory initiated by Crandall and Lions
[10].
The rst example of a Bellman equation with control sets depending on the solution
arose in the consideration of an optimal control problem with a minimax cost [7,8]. That
is, the minimax problem consists of nding a control which minimizes the L1 norm of a
function of time, the state, and the control. Using the well known fact that the L1 norm of
a function is the maximum over subprobability measures of the function integrated against
the measure, we see that the minimax problem is a special case of the subject of this paper.
This example is included at the end of this paper.
Some justication for taking the dynamic programming approach to the problems of this
paper may be necessary. Control problems involving measures are extremely dicult to
solve via necessary conditions [21,25]. Such necessary conditions are not even known for the
dierential game. The Pontryagin conditions involve knowing a priori the support of the
optimal measures, which in turn depends on the unknown adjoint variables. Further, one
then must verify that one actually has an optimal control. The determination of the value
function by solving the Bellman equation is not beyond the scope of numerical methods.
Moreover, the Bellman equation leads to the candidate feedback optimal controls in the
usual way. Finally, it is well known, and proved in [9], that for standard control problems
there is an intimate connection between the adjoint variable in the Pontryagin conditions
3and the spatial gradient of the value function. In fact, the adjoint variable is the spatial
gradient of the optimal cost evaluated along the optimal trajectory. Such a result is not
so clear in problems involving measures.
Finally, we mention that previous work regarding problems with measures in one form
or another appears in [2,6,7,10,15,19-26]. Necessary conditions are derived in [22] and [25].
Problems with measures are more commonly called singular control problems. See [18,24]
for related examples.
1. The Optimal Control Problem
We consider the following model on the nite horizon [0; T ]: The dynamics are:
d = f1(; (); ())d + f2(; ())d() if t <   T;(1.1)
(t) = x 2 R1 (t) = m 2 [0; 1]:(1.2)
The controls are (; ); chosen from the class (Z Mm) [t; T ] where
Z[t; T ]  f j  : [t; T ]! Z;  is Borel measurableg
Mm[t; T ]  f j  : [t; T ]! [0; 1];  is non decreasing on [t; T ];
(t) = m;  is right continuous on [t; T ]g:
Z is a compact subset of some Rp; p  1; and m is any point in [0; 1]: Since  2 Z[t; T ]
is bounded and Borel measureable,  7! (h2(; ()); f2(; ()) are d integrable for any
 2 Mm[t; T ]: We use the convention that (t ) = m; and so d may have a point mass
at the initial point t: There is a one-one correspondence between Radon measures d and
distribution functions :
The objective in this section will be to minimize the following cost over the class
(Z Mm) [t; T ] :
(1.3) Pt;x;m (; ) =
Z T
t
h1(r; (r); (r)) dr +
Z
[t;T ]
h2(r; (r)) d(r):
We dene the value function V : [0; T ]R1  [0; 1]! R1 as follows:
(1.4) V (t; x;m) = inf
(;)2(ZMm)[t;T ]
Pt;x;m (; ) :
We will make the following assumptions regarding the given functions fi and hi; i = 1; 2:
4(A). For 'i = fi; hi we assume '1 : [0; T ]  R1  Z ! R1 and '2 : [0; T ]  Z ! R1 are
continuous in all arguments and there is a constant K > 0 such that,
j'1(t; x; z)j  K; j'2(t; z)j  K; 8(t; x; z) 2 [0; T ]R1  Z
and
j'1(t; x; z)  '1(t; y; z)j  Kjx  yj; 8(t; z) 2 [0; T ] Z; and x; y 2 R1;
j'2(t; z)  '2(t0; z)j  Kjt  t0j; z 2 Z:
The assumption (A) is more than sucient to guarantee that for each pair of controls
(; ) 2 (Z Mm) [t; T ] there will be a unique trajectory () on the interval [t; T ]: This
trajectory is not necessarily absolutely continuous but it will be of bounded total variation.
In general, a unique trajectory will not exist if we allow dependence of f2 on x: For given
admissible controls (; ); the associated trajectory starting from x 2 R1 is, by denition,
the solution of
() = x+
Z 
t
f1(r; (r); (r)) dr +
Z
[t; ]
f2(r; (r)) d(r):
>From the fact that
R
[t;T ]
d  1; we easily verify that suptT k()k  K independent
of controls. Furthermore,  is right continuous.
Remark.We will be considering only the 1-dimensional case in this paper to simplify the
presentation. The extension to the n- dimensional case involves interpreting appropriately
the meaning of the expressions f2  d and h2  d: This can be done in several ways, c.f.
[25].
Our rst theorem establishes the continuity of the value function
Theorem 1.1. Under the condition (A), V is a continuous function of (t; x;m) 2 [0; T ]
R1  [0; 1]: In fact,
(1) jV (t; x;m)  V (t; y;m)j  Kjx  yj;
(2) 0  V (t; x;m2)  V (t; x;m1)  K(m2  m1) if 0  m1  m2  1;
(3)   KT t2 (t2   t1)  V (t1; x;m)  V (t2; x;m)  K(t2   t1) if 0  t1  t2 < T:
Proof. The hard part is establishing continuity in t; so we will rst prove continuity in m:
Continuity in x is easy and we will leave it for the reader.
Fix m1 < m2 2 [0; 1] and x t 2 [0; T ]; x 2 R1: For each  > 0 we nd (; 1) 2
(Z Mm1) [t; T ]; such that
(1.5) V (t; x;m1)  Pt;x;m1(; 1)  :
5Dene 0 as the rst time after t for which 1() +m2  m1  1; if this condition never
occurs then set 0 = T: Let
2() =

1() +m2  m1; if  < 0
1; if   0:
Let 1 be the trajectory using the controls (; 1) and 2 the trajectory for (; 2):
Then, for i = 1; 2;
i() = x+
Z 
t
f1(r; i(r); (r)) dr +
Z
[t; ]
f2(r; (r)) di(r)
These trajectories will be identical if 0 = T; so we assume that 0 < T: On the time
interval [t; 0] the trajectories are identical. Let 0 <   T: We have from (A), with K
denoting a generic constant, that
j1()  2()j  K
Z 
t
j1(r)  2(r)j dr
+ j
Z
[t; ]
f2(r; (r)) d1(r) 
Z
[t; ]
f2(r; (r)) d2(r)j
= K
Z 
t
j1(r)  2(r)j dr + j
Z
[0; ]
f2(r; (r)) d1(r)j
 K
Z 
t
j1(r)  2(r)j dr +K
Z
[0;T ]
d1(r)
 K
Z 
t
j1(r)  2(r)j dr +K(m2  m1):
Gronwall's inequality allows us to conclude that
sup
tT
j1()  2()j  K(m2  m1):
It then follows, by a similar calculation that
jPt;x;m1(; 1)  Pt;x;m2(; 2)j  K(m2  m1):
Consequently, using (1.5),
V (t; x;m1)  Pt;x;m2(; 2) K(m2  m1)  
 V (t; x;m2) K(m2  m1)  :
So, we conclude that
(1.6) V (t; x;m2)  V (t; x;m1)  K(m2  m1):
For the other side we use the lemma.
6Lemma 1.2. V is monotone nondecreasing in m 2 [0; 1], i.e.,
(1.7) V (t; x;m2)  V (t; x;m1)  0; 1  m2  m1  0:
Proof. For each  > 0 choose (; 2) 2 (Z Mm2) [t; T ]; such that
V (t; x;m2)  Pt;x;m2(; 2)  :
Let 1  2 m2+m1: Then 1 starts at m1 and is simply 2 shifted down by m2 m1:
Further, d1  d2 so that the associated trajectories are identical. Therefore,
V (t; x;m2)  Pt;x;m2(; 2)  
= Pt;x;m1(; 1)  
 V (t; x;m1)  ;
completing the proof of the lemma. 
Combining (1.6) and (1.7), continuity in m and (2) is established.
Now we turn to continuity in t 2 [0; T ): Fix 0  t1 < t2 < T and x x 2 R1; m 2 [0; 1):
For each  > 0 there exists (2; 2) 2 (Z Mm) [t2; T ]; such that
(1.8) V (t2; x;m)  Pt2;x;m(2; 2)  :
Set 1() = 2(t2); if t1   < t2; 1()  2(); if t2    T: Let 1() = m if
t1    t2; and 1()  2() if t2    T: Then, (1; 1) 2 (Z Mm) [t1; T ]: Finally,
let 2 be the trajectory on [t2; T ] for the controls (2; 2) and let 1 be the trajectory on
[t1; T ]; also starting from x; for the controls (1; 1):
Then, it follows from (A) and the fact that d1() = 0 if t1    t2; and d1() 
d2() if t2    T; that
j1(t2)  xj  K(t2   t1) and sup
t2T
j1()  2()j  K(t2   t1);
and, so
jPt1;x;m(1; 1)  Pt2;x;m(2; 2)j 
Z t2
t1
jh1(r; 1(r); z)j dr +K(t2   t1)  K(t2   t1):
Therefore, from (1.8),
V (t2; x;m)  Pt1;x;m(1; 1) K(t2   t1)    V (t1; x;m) K(t2   t1)  :
We conclude that
(1.9) V (t1; x;m)  V (t2; x;m)  K(t2   t1):
7Next, we need to show that
(1.10) V (t2; x;m)  V (t1; x;m)  K
T   t2 (t2   t1):
We begin again with an  > 0 and (1; 1) 2 (Z Mm) [t1; T ]; such that
V (t1; x;m)  Pt1;x;m(1; 1)  :
Dene the functions s : [t1; T ]! [t2; T ];  : [t2; T ]! [t1; T ]; by
s() = t2 +
T   t2
T   t1 (   t1); (s) = t1 +
T   t1
T   t2 (s  t2):
Denote the class of continuous functions on [a; b] by C[a; b]: For the purpose of proving
(1.13) below we dene the mapping  taking C[t1; T ] into C[t2; T ] by
(f) (s)  f((s)):
The map  is a linear isomorphism with norm 1: Now we consider the adjoint operator
; which is also an isomorphism from Radon measures on [t2; T ] to Radon measures on
[t1; T ]: Therefore, there exists a Radon measure 2 such that 
(2) = 1; and for any
' 2 C[t1; T ];
< '; 1 > =
Z
[t1;T ]
'(r) d1(r)(1.11)
=< ';2 >=< '; 2 >=
Z
[t2;T ]
(') (r) d2(r)
=
Z
[t2;T ]
'((r)) d2(r):
It is not hard to see, by suitably choosing '; that 2 2 Mm[t2; T ]: We can extend 
and the relation (1.11) to the space of bounded, Borel measureable functions since the
Borel  eld is contained in the 2  measureable algebra. Then, by approximating a
Borel measureable function by a sequence of continuous functions and using the dominated
convergence theorem, we see that (1.11) will hold for any ' which is bounded and Borel
measureable. Note that we are not saying that a continuous linear functional on the space
of Borel functions is represented by a Radon measure. We are saying that the Radon
measure representation of the continuous linear functional (with the sup norm)  can be
extended to Borel functions using the L1 norm with the  measure.
Dene 2(s) = (1) (s) = 1((s)): Let 1 be the trajectory on [t1; T ] corresponding to
(1; 1) and let 2 be the trajectory on [t2; T ] starting from x corresponding to (2; 2):
8Lemma 1.3. There is a constant K; independent of controls and ; such that
sup
t1T
j1()  2(s())j  K
T   t2 (t2   t1)(1.12)
sup
t2sT
j1((s))  2(s)j  K
T   t1 (t2   t1)(1.13)
Proof. We will only prove (1.13) since the proof of (1.12) is similar. (See Theorem 2.1
below for the preliminaries for (1.12).)
We have that
2(s) = x+
Z s
t2
f1(r; 2(r); 2(r)) dr +
Z
[t2;s]
f2(r; 2(r)) d2(r)
and
1((s)) = x+
Z (s)
t1
f1(b; 1(b); 1(b)) db+
Z
[t1;(s)]
f2(b; 1(b)) d1(b)
= x+
Z (s)
t1
f1(b; 1(b); 1(b)) db+
Z
[t1;T ]
f2(b; 1(b))1[t1;(s)](b) d1(b):(1.14)
We use the notation that 1A is the characteristic function of the set A:
Make the substitution b = (r) in the rst integral in (1.14) and use the denition of
 given in (1.11) in the second integral to get
1((s)) = x+
T   t1
T   t2
Z s
t2
f1((r); 1((r)); 1((r))) dr
+
Z
[t2;T ]

 
f2(b; 1(b))1[t1;(s)](b)

d2(b)
= x+
T   t1
T   t2
Z s
t2
f1((r); 1((r)); 2(r)) dr
+
Z
[t2;T ]
f2((r); 2(r))1[t1;(s)]((r)) d2(r)
= x+
T   t1
T   t2
Z s
t2
f1((r); 1((r)); 2(r)) dr
+
Z
[t2;T ]
f2((r); 2(r))1[t2;s](r) d2(r)
= x+
T   t1
T   t2
Z s
t2
f1((r); 1((r)); 2(r)) dr
+
Z
[t2;s]
f2((r); 2(r)) d2(r)
9Now we use the following facts:
jT   t1
T   t2   1j =
t2   t1
T   t2 ; and js  (s)j = (t2   t1)
T   s
T   t2  (t2   t1)
T   t1
T   t2 :
Then, using condition (A),
1((s)) = x+
T   t1
T   t2
Z s
t2
f1((r); 1((r)); 2(r)) dr +
Z
[t2;s]
f2((r); 2(r)) d2(r)
= x+
Z s
t2
f1(r; 1((r)); 2(r)) dr +
Z
[t2;s]
f2(r; 2(r)) d2(r) +O(
t2   t1
T   t2 ):
Combining these facts, again using condition (A), we get the estimate that
j1((s))  2(s)j  K
Z s
t2
j1((r))  2(r)j dr +O( t2   t1
T   t2 ):
Gronwall's inequality then establishes that (1.13) holds. 
Now that we have an estimate on the trajectories it is easy to verify that
jPt1;x;m(1; 1)  Pt2;x;m(2; 2)j 
K
T   t2 (t2   t1):
We conclude that
V (t1; x;m)  Pt1;x;m(1; 1)    Pt2;x;m(2; 2) 
K
T   t2 (t2   t1)  :
which gives the desired estimate (1.10).
The proof of theorem 1.1 is completed using the next proposition.This result gives us
the terminal and boundary conditions and shows that V is continuous on [0; T ]R1[0; 1]:
Proposition 1.4. V satises the terminal condition
lim
t!T
V (t; x;m) = V (T; x;m) = min
z2Z;ma1
h2(T; z)(a m)
= minf(1 m)min
z2Z
h2(T; z); 0g:(1.15)
and boundary condition
(1.16) V (t; x; 1) = (t; x);
where
(t; x) = inf
2Z[t;T ]
Z T
t
h1(r; (r); (r)) dr; with d=d = f1(; (); ()); (t) = x;
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is the value function for the optimal control problem in which the measures do not appear.
Proof. Fix m  a  1; z 2 Z and choose (t  0) = m; () = a if t    T: We have a
point mass at t if m < a: Then from (1.3)-(1.4),
V (t; x;m) 
Z T
t
h1(r; (r); z) dr + h2(t; z)(a m):
Let t " T to get lim supt!T V (t; x;m)  minz2Z;ma h2(T; z)(a m):
For the other side, let (; ) 2 (Z Mm) [t; T ] be arbitrary. Then from (A),Z T
t
h1(r; (r); (r)) dr +
Z
[t;T ]
h2(r; (r)) d(r)

Z T
t
h1(r; (r); (r)) dr +
Z
[t;T ]
h2(T; (r)) K(T   r) d(r)

Z T
t
h1(r; (r); (r)) dr +
Z
[t;T ]
min
z2Z
h2(T; z) K(T   r) d(r)

Z T
t
h1(r; (r); (r)) dr +

min
z2Z
h2(T; z) K(T   t)

((T ) m)

Z T
t
h1(r; (r); (r)) dr + min
z2Z;ma
(h2(T; z) K(T   t)) (a m):
Consequently, letting t " T we see that since  and  were arbitrary, lim inft!T V (t; x;m) 
minz2Z;ma h2(T; z)(a m): and the terminal condition (1.15) is veried.
Finally, to see that the boundary condition (1.16) is satised we simply observe that if
the controls  must start at 1 and be nondecreasing then they must stay at 1. That is
M1[t; T ]  f1g; and the result follows immediately from the proof of continuity of V in m:
The proof of proposition 1.4 as well as theorem 1.1 is complete. 
Remark: Suppose that we had a terminal cost, say g((T )); as well as a running cost,
i.e., the cost functional is
g((T )) + Pt;x;m(; ):
In this case, the terminal condition becomes
V (T; x;m) = min
z2Z;ma1
(h2(T; z)(a m) + g(x+ f2(T; z)(a m))) ;
and the boundary condition becomes
V (t; x; 1) = (t; x) = inf
2Z[t;T ]
fg((T )) +
Z T
t
h1(r; (r); (r)) drg;
where d=d = f1(; (); ()); (t) = x:
The next result contains the dynamic programming principle for the optimal control
problem
11
Proposition 1.5. Let (A) hold. Then for any t < s  T we have that
V (t; x;m) = inf
(;)2(ZMm)[t;s]
f
Z s
t
h1(r; (r); (r) dr
+
Z
[t;s]
h2(r; (r)) d(r) + V (s; (s ); (s ))g:(DP1)
and
(DP2) V (t; x;m) = min
z2Z;1 m0
fh2(t; z) + V (t; x+ f2(t; z);m+ )g:
Proof. We will prove (DP2); the the proof of (DP1) is standard and furthermore is very
similar to [4,theorem 2.1,2.3].
Let F (t; x;m) denote the right hand side of (DP2). Since we can choose  = 0 we see
that F (t; x;m)  V (t; x;m):
For the other side, let z 2 Z be xed and ()  z; t    T: Fix 0    1 m: Let
 2 Mm[t; T ] be dened by (t ) = m; and () =  +m; if t    T: Let () be the
trajectory for the controls ; : Then, for any  > 0; with t+   T; we have from (DP1)
that
V (t; x;m) 
Z t+
t
h1(r; (r); (r))dr
(1.17)
+
Z
[t;t+]
h2(r; (r))d(r) + V (t+ ; (t+   0); (t+   0))
=
Z t+
t
h1(r; (r); (r))dr + h2(t; z) + V (t+ ; (t+   0); (t+   0))
Letting ! 0; since (t+ )! x+ f2(t; z); and  is right continuous, we conclude from
(1.5) and the continuity of V that
V (t; x;m)  h2(t; z) + V (t; x+ f2(t; z);m+ ); 8 z 2 Z; 8 1 m    0:
Therefore, V (t; x;m)  F (t; x;m) and the result is proved. 
Using the same method of proof we easily derive the following.
Lemma 1.6. The map  7! minz2Zfh2(t; z)+V (t; x+f2(t; z);m+)g is nondecreasing
on [0; 1 m]:
Remark: We can combine (DP1) and (DP2) to get
V (t; x;m) = inf
(;)2(ZMm)[t;s]
f
Z s
t
h1(r; (r); (r)) dr +
Z
[t;s)
h2(r; (r)) d(r)
+ min
z2Z;1 (s )0
fh2(s; z) + V (s; (s ) + f2(s; z); (s ) + )gg:
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Next we will derive the Bellman equation for the problem and prove that V is the
viscosity solution of the equation. Dene the hamiltonians H1 : [0; T ]  R2 ! R1; and
H2 : [0; T ]R1 ! R1 by
H1(t; x; px) = min
z2Z
(pxf1(t; x; z) + h1(t; x; z)) ; H2(t; px) = min
z2Z
(pxf2(t; z) + h2(t; z)) :
Theorem 1.7. Let (A) hold. The value function V is the unique viscosity solution on the
set 
  (0; T )R1  (0; 1) of
(1.18) minfVt +H1(t; x; Vx); Vm +H2(t; Vx)g = 0
and V satises the terminal condition (1.15) and boundary condition (1.16).
Before we give the proof of the theorem we recall from [16,17] the denition of a (possibly
discontinuous) viscosity solution of a Hamilton-Jacobi equation.
Denition 1.8. A function u : Rn ! R1 is a viscosity subsolution (supersolution) of the
equation
G(x; u;Dxu) = 0; where G : R
n R1 Rn ! R1;
if for any ' 2 C1 (Rn) for which u   ' has a maximum (u   ' has a minimum) at the
point y, we have
G(y; u(y); Dx')  0 (respectively G(y; u(y); Dx')  0 ) at y:
where u; u denote the upper and lower semicontinuous envelopes of u; respectively. Sim-
ilarly for G; G:
In general, we see that a viscosity solution as well as the function G may be discontin-
uous. In our problem we have already proved the continuity of the proposed solution and
we have the continuous function G given by
G(t; x;m; pt; pm; px) = minfpt +H1(t; x; px); pm +H2(t; px)g:
We now turn to the proof of the theorem.
Proof. Let ' be a smooth function on 
 and suppose that V   ' achieves a strict zero
maximum at the point (t0; x0;m0): We can always arrange, by modifying ' if necessary
(c.f. [11,12]), to have (t0; x0;m0) 2 (0; T )R1  (0; 1): From (DP2) we have that
V (t0; x0;m0) = '(t0; x0;m0) = min
z2Z;1 m00
fh2(t0; z) + V (t0; x0 + f2(t0; z);m0 + )g
 min
z2Z;1 m00
fh2(t0; z) + '(t0; x0 + f2(t0; z);m0 + )g:
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Therefore, for every  > 0
0  min
z2Z
fh2(t0; z) +  1 ('(t0; x0 + f2(t0; z);m0 + )  '(t0; x0;m0))g:
Let  ! 0 and use the dierentiability of ' to get that
(1.19) 0  min
z2Z
fh2(t0; z) + 'x(t0; x0;m0)  f2(t0; z) + 'm(t0; x0;m0)g:
Dene the control  2 Mm0 [t0; T ] by ()  m0; t0    T: From (DP1) we get for
any t0  s  T;
'(t0; x0;m0) = V (t0; x0;m0)
 inf
2Z[t0;s]
f
Z s
t0
h1(r; (r); (r)) dr +
Z
[t0;s]
h2(r; (r)) d(r) + '(s; (s); (s))g
= inf
2Z[t0;s]
f
Z s
t0
h1(r; (r); (r)) dr + '(s; (s);m0)g
Notice that for the control  the trajectory for each  is given by d=d = f1(; ; ); T 
 > t0; (t0) = x0; and there are no jumps in either  or :
Set s = t0 + ; in the preceding; divide by  and let ! 0 to obtain that
(1.20) 0  min
z2Z
fh1(t0; x0; z) + 'x(t0; x0;m0)  f1(t0; x0; z) + 't(t0; x0;m0)g:
Combining (1.19) and (1.20) we see that V is a subsolution of (1.18).
We need to prove nally that V is a supersolution of (1.18). Thus, suppose that V   '
has a strict zero minimum at the point (t0; x0;m0) 2 
 with ' a smooth function. Assume
to the contrary that there is a constant C > 0 such that
(1.21) 't(t0; x0;m0) + min
z2Z
f'x(t0; x0;m0)  f1(t0; x0; z) + h1(t0; x0; z)g  C
and
(1.22) 'm(t0; x0;m0) + min
z2Z
f'x(t0; x0;m0)  f2(t0; z) + h2(t0; z)g  C
Fix z 2 Z and dene () by d(m)=dm = f2(t0; z); (m0) = x0: From (1.22), since '
is smooth, we see that for all m 2 [m0;m0 + ] for small e >  > 0;
'm(t0; (m);m) + 'x(t0; (m);m)  f2(t0; z) + h2(t0; z)  C=2
Consequently,
d
dm
'(t0; (m);m) + h2(t0; z)  C=2:
Integrate this from m0 to m0 +  to get
(1.23) '(t0; x0 + f2(t0; z);m0 + )  '(t0; x0;m0) + h2(t0; z)  C=2:
Since V   ' has a strict zero minimum at (t0; x0;m0) we obtain from (1.23)
V (t0; x0 + f2(t0; z);m0 + ) + h2(t0; z)
 '(t0; x0;m0) + C=2 = V (t0; x0;m0) + C=2;(1.24)
for all z 2 Z and suciently small e >  > 0: This inequality says that it is not optimal
to jump to a better position at time t0:
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Lemma 1.9. If (1.24) holds, then there exists an  > 0 such that for all t0 < s < t0 + ;
V (t0; x0;m0) = inf
;
f
Z s
t0
h1(r; (r); (r)) dr +
Z
[t0;s]
h2(r; (r)) dr + V (s; (s); (s))g;
where the inmum on  is taken on the class Mm0 [t0; s] \ C[t0; s]:
Proof. For each integer n = 1; 2; : : : ; there exists (n; n) 2 (Z Mm0) [t0; T ] such that
V (t0; x0;m0) +
1
n
 Pt0;x0;m0 (n; n) :
Let sn  t0 be the rst point of discontinuity of n: We have that, with n  n(sn)  
n(sn   0);
V (t0; x0;m0) +
1
n
 Pt0;x0;m0 (n; n)

Z sn
t0
h1(r; n(r); n(r)) dr +
Z
[t0;sn)
h2(r; n(r)) dn(r)
+ min
z2Z
fV (sn; n(sn   0) + nf2(sn; z); n(sn) + n) + nh2(sn; z)gg:
If there is a subsequence such that sn ! t0 and 0 > 0 with n ! 0; then using the
continuity of V we obtain that if n!1;
V (t0; x0;m0)  min
z2Z
fV (t0; x0 + 0f2(t0; z);m0 + 0) + 0h2(t0; z)g:
Using Lemma 1.6 we have reached a contradiction of (1.24). 
Now x  given by lemma 1.9. Let 0 < 0 <  and  2 Z[t0; t0 + 0] and  2 Mm0 \
C[t0; t0+0] with (1.21) and (1.22) (with C replaced by C=2) holding at (r; (r); (r)); t0 
r  t0 + 0: Then compute
'(t0 + 0; (t0 + 0); (t0 + 0))  '(t0; x0;m0)
=
Z t0+0
t0
't(r; (r); (r)) + 'x(r; (r); (r))f1(r; (r); (r)) dr
+
Z
[t0;t0+0]
'm(r; (r); (r)) + 'x(r; (r); (r))f2(r; (r)) d(r)

Z t0+0
t0
 h1(r; (r); (r)) dr +
Z
[t0;t0+0]
 h2(r; (r)) d(r) + 0C:
That is,
'(t0 + 0;(t0 + 0); (t0 + 0))  '(t0; x0;m0)
+
Z t0+0
t0
h1(r; (r); (r)) dr +
Z
[t0;t0+0]
h2(r; (r)) d(r)  0 C:(1.25)
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Since V   ' has a strict zero minimum at (t0; x0;m0) we obtain from (1.25) that
V (t0 + 0; (t0 + 0);(t0 + 0))  V (t0; x0;m0)
+
Z t0+0
t0
h1(r; (r); (r)) dr +
Z
[t0;t0+0]
h2(r; (r)) d(r)  0 C:(1.26)
This inequality is a contradiction. Therefore, V is shown to be a viscosity supersolution
of (1.18) as well.
Finally, the fact that V is the only viscosity solution of (1.18) follows from more general
uniqueness results for rst order Hamilton-Jacobi equations (c.f.[1,3,13]). 
Now we introduce the following optimal control problem with unbounded controls:
(1.27) Minimize Pt;x;m (; ) =
Z T
t
h1(r; (r); (r)) dr +
Z T
t
h2(r; (r))(r)1f<1gdr
subject to
d=d = f1(; (); ()) + f2(; ())()1f<1g; t <   T(1.28)
d=d = ()1f<1g; t <   T;
(t) = x 2 R1 (t) = m 2 [0; 1];
over the class of controls (; ) 2 Z[t; T ]  L1+[t; T ]; where L1+[t; T ] = f : [t; T ] !
[0;1) j R T
t
(r) dr < 1g: The function 1f<1g is the characteristic function of the set
f() < 1g: For any control  2 L1+[t; T ] we see that () 2 [0; 1]; for all t    T:
Furthermore, since
j
Z T
t
f2(r; (r))(r)1f<1g(r) drj  K
Z T
t
(r)1f<1g(r) dr  K [(T )  (t)]  K;
we see that k()kL1  K; independently of controls.
The value function for this problem is dened by
W (t; x;m) = inf
(;)2ZL1+
Pt;x;m(; ):
It is easily seen that W is a bounded function under the assumption (A).
Theorem 1.10. Let (A) hold.
(1) W is a viscosity solution of (1.18) and satises the terminal condition (1.15) and
boundary condition (1.16).
(2) The value function W is also the unique continuous viscosity solution of
(1.29) Wt(t; x;m) +H(t; x;Wm;Wx) = 0
where
(1.30) H(t; x; pm; px) 

H1(t; x; px); if pm +H2(t; px)  0
 1; if pm +H2(t; px) < 0:
(3) W = V on 
:
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Proof. The proof that W satises the terminal and boundary conditions is similar to that
in proposition 1.5 and is left to the reader.
We will prove that W is a viscosity solution of (1.18). In fact, this follows immediately
from Theorem I.1 of [2] but we will provide the details.
The idea of the proof is to bound the controls  which then results in a standard optimal
control problem to which classical results apply. Therefore, we consider the control problem
(1.27)-(1.28) but we must choose the controls  from the class
AB[t; T ] = f : [t; T ]! [0; B] :  2 L1+[t; T ]g;
for each xed B > 0: When we use this class we will denote the corresponding value
function by WB : Now, using standard theory, WB is the unique viscosity solution of
Wt +H
B(t; x;Wm;Wx) = 0 on 
;
where
HB(t; x; pm; px)  min
z2Z
fpxf1(t; x; z) + h1(t; x; z) B (pm + pxf2(t; z) + h2(t; z)) g:
By considering classes of control functions it is clear that B  B0 implies that W 
WB  WB0 : We conclude that WB converges to some function    W which is upper
semicontinuous. In fact it is not hard for the reader to verify that on (0; T ) R1  [0; 1];
  =W: Therefore, W is at least upper semicontinuous.
We will now use the fact thatWB &W to show thatW is a viscosity solution of (1.18).
Let W   ' achieve a zero unique maximum at the point (t0; x0;m0) with ' a smooth
function. We arrange, if necessary, to have t0 > t and 0 < m0 < 1: Then, by Lemma A.2
in Barles and Perthame [5], for each B > 0;WB  ' achieves a maximum at (tB; xB;mB)
and (tB ; xB ;mB)! (t0; x0;m0) as B !1: Since WB is a subsolution, at (tB; xB ;mB)
(1.31) 't+min
z2Z
f'xf1(tB ; xB ; z)+h1(tB; xB; z) B ('m + 'xf2(tB; z) + h2(tB ; z)) g  0:
Since the expression in parentheses is nonnegative we may drop it to get
't +min
z2Z
f'xf1(tB; xB ; z) + h1(tB ; xB ; z)g  0 at (tB ; xB ;mB):
Let B !1 to see that
(1.32) 't +min
z2Z
f'xf1(t0; x0; z) + h1(t0; x0; z)g  0 at (t0; x0;m0):
Also, divide through by B in (1.31), let B !1 and use condition (A) to obtain
min
z2Z

  ('m + 'xf2(t0; z) + h2(t0; z)) 

 0
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which implies immediately that
(1.33) 'm +min
z2Z
('xf2(t0; z) + h2(t0; z))  0:
Combining (1.32) and (1.33) we conclude that W is a viscosity subsolution of (1.18).
Now suppose thatW ' achieves a zero unique minimum at the point (t0; x0;m0) with
' a smooth function. Then, again by Lemma A.2 in Barles and Perthame [5], for each B >
0;WB   ' achieves a minimum at (tB ; xB;mB) and (tB; xB ;mB) ! (t0; x0;m0) as B !
1: At (tB ; xB ;mB)
(1.34) 't+min
z2Z
f'xf1(tB ; xB ; z)+h1(tB ; xB ; z) B ('m + 'xf2(tB ; z) + h2(tB ; z)) g  0
If
'm +min
z2Z
f'xf2(t0; z) + h2(t0; z)g  C > 0
then, by continuity, at (tB ; xB ;mB) for B suciently large
'm +min
z2Z
f'xf2(tB ; z) + h2(tB ; z)g  C=2:
>From (1.34) we see that
(1.35) 't +min
z2Z
f'xf1(tB ; xB; z) + h1(tB; xB ; z)g  0
Letting B ! 1 we see that (1.35) holds at the point (t0; x0;m0): Consequently, W is a
supersolution of (1.18).
Since the viscosity solution of (1.18) is known to be at least continuous, we know also
from this fact that W must be continuous. Part (1) is proved.
Remark: It is not hard to directly establish the continuity of W: The details of the proof
are similar to that of theorem 1.1
We will prove part (2) of the theorem from the lemma:
Lemma 1.11. A continuous function is a viscosity solution of (1.18) if and only if it is
also a viscosity solution of (1.29).
Proof. Let   be a viscosity solution of (1.18). It is obvious that   is then also a subsolution
of (1.29) so we need only show it is a supersolution of (1.29). To this end, if    ' has a
minimum at (t0; x0;m0) then
minf't +H1(t0; x0; 'x); 'm +H2(t0; 'x)g  0:
If 'm +H2(t0; 'x) > 0 then 't +H1(t0; x0; 'x)  0: So, by (1.30),   is a supersolution of
(1.29). On the other hand, if 'm +H2(t0; 'x)  0 then, using again the denition of the
18
hamiltonian H, 't +H(t0; x0;m0; 'm; 'x) =  1: In either case we conclude that   is a
supersolution of (1.29). Hence, a viscosity solution of (1.18) is also a viscosity solution of
(1.29)
The proof that   is a viscosity solution of (1.18) if it is a solution of (1.29) is similar
and so we omit it. We conclude that the equations (1.18) and (1.29) are equivalent in the
viscosity sense. 
Finally we will prove that W = V: We can appeal to uniqueness theorems (c.f. Barles
[1]) for (1.18) to conclude that W = V because we have shown that W and V satisfy
the same equation and boundary conditions. We can also prove this directly, however, by
using proposition 5.3 of [25].
Clearly, V (t; x;m)  W (t; x;m): For the other side, given  > 0 there exists a pair of
controls (; ) with associated trajectory () which are  optimal
V (t; x;m)  Pt;x;m(; )  :
According to [25,proposition 5.3] there exists a sequence (i; i) and associated trajectories
i such that
i ! ; di  ! d; i d  ! d(); measf : i() 6= ()g ! 0 as i!1
Finally, h2(; i())i()d
 ! h2(; ())d(): Therefore, for i suciently large
V (t; x;m)  Pt;x;m(; )  

Z T
t
h1(r; i(r); i(r)) dr +
Z T
t
h2(r; i(r))i(r)1f<1g(r) dr   2
W (t; x;m)  2:
and the result follows. 
Remarks: 1. It follows from this result that the model with measures is not more general
than that with unbounded control functions.
2. The Bellman equation formally tells us what the optimal controls are. For example,
when Vm + H2(t; Vx) > 0 the optimal measure control consists of doing nothing, i.e.
d  0: The optimal  control will then provide the minimum of the hamiltonian H1:
The d measure, or equivalently, the  control will be non zero only on the set where
Vm +H2(t; Vx) = 0: On this set the optimal  control will minimize the hamiltonian H2:
The optimal measure could have an absolutely continuous as well as a singular component.
We leave as an open problem the rigorous connection between the Bellman equation and
the optimal control.
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2. The differential game
In this section we will consider the dierential game associated with the dynamics (1.1)-
(1.2) and payo (1.3). The players will be the controls  and  with  the minimizer and 
the maximizer of P: We will work within the framework of Elliott and Kalton's denition
of dierential games and refer to Elliott [14] for a basic synopsis of results on dierential
games in the connection with viscosity solutions.
Many of the results for dierential games are proved in a manner similar to that for the
optimal control case. In the interest of brevity we will only provide the proofs which are
substantially distinct from those of section 1.
In order to be precise about the dierential game let us dene the terms. A strategy
for the maximizer is a map  : Z[t; T ] ! Mm[t; T ]; such that 1() = 2(); t    s;
for each t  s  T; implies that [1]() = [2](); t    s: This denes  as a
nonanticipating map. Let  (t) denote the class of strategies for  on [t; T ]:
Similarly, the class of nonanticipating strategies for  on [t; T ]; is denoted by (t):
A strategy for the minimizer is a nonanticipating map  : Mm[t; T ] ! Z[t; T ]: We will
sometimes write  2Mm[t; T ];  2 Z[t; T ] to signify that the strategies map into a control
function in the class. An outcome of (; ()) (respectively ((); ) must be an element
of (Z Mm) [t; T ]: Then
Denition 2.1. The upper value function V + : [0; T ]R1  [0; 1]! R1 is dened by
V +(t; x;m) = sup
2 (t)
inf
2Z[t;T ]
Pt;x;m(; []):
The lower value function V   : [0; T ]R1  [0; 1]! R1 is dened by
V  (t; x;m) = inf
2(t)
sup
2Mm[t;T ]
Pt;x;m([]; ):
Theorem 2.2. Under assumption (A),
(1) V  : [0; T ]R1 [0; 1]! R1 are bounded and continuous and satisfy the terminal,
boundary conditions
V (T; x;m) = min
z2Z
(h2(T; z))
+
(1 m);(TC)
V (t; x; 1) = (t; x);(BC)
where  is dened in (1.16).
(2) V + satises the dynamic programming principles
(2.1) V +(t; x;m) = min
z2Z
max
1 m0
fh2(t; z) + V +(t; x+ f2(t; z);m+ )g;
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V +(t; x;m) = sup
2Mm[t;s]
inf
2Z[t;s]
f
Z s
t
h1(r; (r); (r))dr
(2.2)
+
Z
[t;s]
h2(r; (r))dr + V
+(s; (s ); (s ))g:
(3) V   satises the dynamic programming principles
(2.3) V  (t; x;m) = max
1 m0
min
z2Z
fh2(t; z) + V  (t; x+ f2(t; z);m+ )g;
V  (t; x;m) = inf
2Z[t;s]
sup
2Mm[t;s]
f
Z s
t
h1(r; (r); (r))dr
(2.4)
+
Z
[t;s]
h2(r; (r))dr + V
 (s; (s ); (s ))g:
Remark: If we add a terminal cost to the payo, say g((T )); then the terminal condition
becomes
(2.5) V +(T; x;m) = min
z2Z
max
ma1
fg(x+ f2(T; z)(a m)) + h2(T; z)(a m)g;
for V + and
(2.6) V  (T; x;m) = max
ma1
min
z2Z
fg(x+ f2(T; z)(a m)) + h2(T; z)(a m)g;
for V  : Of course these terminal conditions will not be the same in general. One should
not, therefore, expect the game with measures to always have value.
Proof. We will only prove some of the results stated and only for the upper value. The
proofs for the lower value are similar.
We prove rst that V + is continuous in t in one direction.
Fix (x;m) 2 R1  (0; 1): Let 0 < t1 < t2 < T and let  > 0 be given. Then, there is a
strategy 1 2  (t1) such that
V +(t1; x;m)  Pt1;x;m(1; 1[1]) + ; 8 1 2 Z[t1; T ]:
Dene the maps s : [t1; T ] ! [t2; T ];  : [t2; T ] ! [t1; T ] as in x1: Dene the map
 : C[t2; T ]! C[t1; T ] by (f)() = f(s()):
Given 2 2 Z[t2; T ] set 1()  2(s()) = (2)(): Also, set 1 = 1[1]: Finally,
dene the strategy 2 2  (t2) by
2  2[2] = (1[1]) = (1):
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As in section one, 2 is a Radon measure with 2 2 Mm[t2; T ]: Furthermore, for any
' 2 C[t2; T ];
< '; 2 > =
Z
[t2;T ]
'(r) d2(r)
=< ';1 >=< '; 1 >=
Z
[t1;T ]
(') (r) d1(r)
=
Z
[t1;T ]
'(s(r)) d1(r):
In fact, by dominated convergence, this is valid for any bounded Borel measureable ':
Then, Lemma 1.3(1.12) holds and we conclude after some manipulation involving (A),
that
V +(t1; x;m)  Pt2;x;m(2; 2[2]) +
K
T   t2 (t2   t1) + ; 8 2 2 Z[t2; T ]:
This implies that
V +(t1; x;m)  V +(t2; x;m) + K
T   t2 (t2   t1):
The remaining estimates for continuity are similar to that of Theorem 1.1 and are left to
the reader.
Now we turn to the proof of (2.1). Let
F (t; x;m) = min
z2Z
max
1 m0
fh2(t; z) + V +(t; x+ f2(t; z);m+ )g:
By setting  = 0 we see that F (t; x;m)  V +(t; x;m): Next, given any  2 Z[t; T ] set
z = (t): We can nd 1 m  0 = 0(z)  0 so that
F (t; x;m)  max
1 m0
fh2(t; z) + V +(t; x+ f2(t; z);m+ )g
= h2(t; z)
0 + V +(t; x+ 0f2(t; z);m+ 0)
If 0 = 0 we are done so we assume that 0 > 0: Now, by denition of V +, there exists a
strategy 0 2Mm+0 [t; T ] such that
V +(t; x+ 0f2(t; z);m+ 0)  Pt;x+0f2(t;z);m+0(; 0[]) + :
Dene the strategy 00 2Mm[t; T ] by 00[](t ) = m and 00[]() = 0[]() if t    T:
Then, it is not hard to verify that
Pt;x+0f2(t;z);m+0(; 
0[]) + 0h2(t; z) = Pt;x;m(; 00[]);
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so that, combining the preceding, we get that
F (t; x;m)  h2(t; z)0 + V +(t; x+ 0f2(t; z);m+ 0)
 h2(t; z)0 + Pt;x+0f2(t;z);m+0(; 0[]) + 
= Pt;x;m(; 
00[]) + :
This evidently implies that F (t; x;m)  V +(t; x;m); completing the proof. The remaining
assertions of the theorem are left to the reader. 
We will now focus on the upper value, V +; since we are taking the point of view that
we are studying the dierential game as a worst case analysis of a system subject to
disturbances. Later we will state the results for the lower value, V  :
Dene the upper hamiltonian H+ : R1  [0; T ]R3 ! R1 as
(2.7) H+(a; t; x; pm; px) = min
z2Z(a;t;pm;px)
fpx  f1(t; x; z) + h1(t; x; z)g
where
(2.8) Z(a; t; pm; px) = fz 2 Z : pm + px  f2(t; z) + h2(t; z)  ag:
If Z(a; t; pm; px) = ; then we set H+  +1:
In general, one cannot expect such hamiltonians to be continuous functions. In fact, this
hamiltonian is not continuous. In view of the denition of viscosity solution with discon-
tinuous hamiltonians, we have to calculate the upper and lower semicontinuous envelopes
of H+: We do so in the next lemma. The statement of the lemma is similar to that of
[8,proposition 2.5] but the proof here is simpler.
Lemma 2.3. The upper semicontinuous envelope, (H+)

of H+ is given by 
H+

(a; t; x; pm; px) = H
+(a  0; t; x; pm; px):
The lower semicontinuous envelope is given by 
H+

 (a; t; x; pm:px) = H
+(a+ 0; t; x; pm; px):
Proof. We will only prove the result for the upper semicontinuous envelope. By denition 
H+

(a; t; x; pm; px) = lim supfH+(b; s; y; qm; qx); (b; s; y; qm; qx)! (a; t; x; pm; px)g
Given  > 0; x (s; y) 2 B(t; x); such that
j'(t; x; z)  '(s; y; z)j  K; ' = f1; h1;
j'(t; z)  '(s; z)j  K; ' = f2; h2:
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Also x (b; qm; qx) 2 B(a; pm; px): Now, by a standard result in nite dimensional penal-
ization theory, we have that
H+(b; s; y; qm; qx) = lim
B!1
fmin
z2Z
fqxf1(s; y; z) + h1(s; y; z)
+B (qm + qxf2(s; z) + h2(s; z)  b)+g
 lim
B!1
fmin
z2Z
fpxf1(t; x; z) + h1(t; x; z) + jpxj+K
+B (pm + pxf2(t; z) + h2(t; z)  a+K)+g
= min
z2Z(a K;t;pm;px)
fpxf1(t; x; z) + h1(t; x; z)g+ jpxj+K
Consequently, since  was arbitrary, 
H+

(a; t; x; pm; px)  H+(a  0; t; x; pm; px):
Since the reverse inequality follows from the denition of upper envelope, the proof is
complete. 
The next lemma is the useful analogue of [8,prop.4.1] and Lemma 1.9 above.
Lemma 2.4. A continuous function u 2 C(
) is a viscosity solution of
(2.9) maxfVt +H+(0; t; x; Vm; Vx); Vm +H2(t; Vx)g = 0
if and only if u is a viscosity solution of
(2.10) Vt +H
+(0; t; x; Vm; Vx) = 0:
The advantage of the formulation (2.9) is that the minimum in H+ is always taken over
a set which is nonempty.
With these preliminaries completed we can now state the main result of this section.
Theorem 2.5. V + is a viscosity solution of (2.9) (or (2.10)) on (0; T )R1  (0; 1):
Proof. We know that V + is continuous on 
 = [0; T ]R1  [0; 1] so we need to verify the
viscosity requirements.
Let V +   ' achieve a strict maximum of zero at the point (t0; x0;m0): Without loss of
generality we may assume that (t0; x0;m0) 2 (0; T )R1  (0; 1): We must show that
't(t0; x0;m0) +H
+(0  0; t0; x0; 'm; 'x)  0 at (t0; x0;m0):
Suppose this is not true. Then there exists a  > 0 for which
(2.11) 't(t0; x0;m0) +H
+( 4; t0; x0; 'm; 'x)   4 at (t0; x0;m0):
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By denition of the hamiltonian, this implies that there exists z 2 Z( 4; t0; 'm; 'x);
such that
't(t0; x0;m0) + 'x(t0; x0;m0) f1(t0; x0; z
) + h1(t0; x0; z)   4:
Consequently,
(2.12) 't(s; y; ) + 'x(s; y; ) f1(s; y; z
) + h1(s; y; z)   3
and
(2.13) 'm(s; y; ) + 'x(s; y; ) f2(s; z
) + h2(s; z)   3
for every (s; y; ) 2 B(t0; x0;m0) for some  > 0:
Set ()  z: Now, the fact that (2.13) holds at (t0; x0;m0) implies that there exists
a 0 > 0 such that
(2.14) V +(t0; x0+ f2(t0; z
);m0+ )+ 0h2(t0; z)  V +(t0; x0;m0)+3; 8 0 <  < 0:
The proof of (2.14) is similar to that of (1.24). Next, (2.14) implies that there exists an
 > 0 such that for any t0 < s < t0 +  we have
(2.15)
V +(t0; x0;m0)  sup

f
Z s
t0
h1(r; (r); 
(r)) dr +
Z
[t0;s]
h2(r; 
(r)) dr + V +(s; (s); (s))g;
where the supremum is taken over strategies  which satisfy the property that the outcome
 of (; []) is in Mm0 \ C[t0; s]: Again, the proof of this is similar to that of Lemma
1.6 and uses the fact that
 7! V +(t0; x0 + f2(t0; z);m0 + ) + h2(t0; z)
is nonincreasing on [0; 1 m0]:
Fix t0 <  < t0 +  so that (r; (r); (r)) 2 B(t0; x0;m0); t0  r  : Here,  2
Mm0 \ C[t0; t0 + ] is arbitrary, and  is the (continuous) trajectory corresponding to
(; ): Then, using (2.12) and (2.13) and the change of variable formula for Stieltjes
integrals{noting that ' is smooth{we get that
'(;(); ())  '(t0; x0;m0)
=
Z 
t0
't(r; (r); (r)) + 'x(r; (r); (r))f1(r; (r); 
(r)) dr
+
Z
[t0;]
'm(r; (r); (r)) + 'xf2(r; 
(r)) d(r)
  
Z 
t0
h1(r; (r); 
(r)) dr  
Z
[t0;]
h2(r; 
(r)) d(r)
  3(  t0)  3[() m0]:
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Consequently, since V +   ' has a zero maximum at (t0; x0;m0) we get that
V +(; (); ()) +
Z 
t0
h1(r; (r); 
(r)) dr +
Z
[t0;]
h2(r; 
(r)) d(r)
 V +(t0; x0;m0)  3(  t0)  3[() m0]:(2.16)
This is true for every  2Mm0 \ C[t0; ]: Thus, using (2.15) we have arrived at a contra-
diction. Therefore, V + is a subsolution.
Next we prove that V + is a supersolution of (2.9). Let V + ' achieve a strict minimum
of zero at the point (t0; x0;m0): Again, without loss of generality we may assume that
(t0; x0;m0) 2 (0; T )R1  (0; 1): We must show that
't(t0; x0;m0) +H
+(0 + 0; t0; x0; 'm; 'x)  0 at (t0; x0;m0);
or, equivalently,
maxf't +H+(0 + 0; t0; x0; 'm; 'x); 'm +H+2 (t0; 'x)g  0
at (t0; x0;m0):
Suppose to the contrary that there is a  > 0 such that
't(t0; x0;m0) +H
+(4; t0; x0; 'm; 'x)  4 at (t0; x0;m0):
Let  2 Z[t0; T ] be arbitrary. We claim that
(2.17) 'm(t0; x0;m0) + 'x(t0; x0;m0) f2(t0; (t0)) + h2(t0; (t0))  4:
Suppose instead that
(2.18) 'm(t0; x0;m0) + 'x(t0; x0;m0) f2(t0; (t0)) + h2(t0; (t0)) > 4:
In this case we let  > 0 be such that m0 +   1 and
'm(t0; x0+f2(t0; (t0));m)+'x(t0; x0+f2(t0; (t0);m) f2(t0; (t0))+h2(t0; (t0)) > 3
if m0  m  m0 + : Since f2 and h2 are bounded and ' is smooth, we can choose  to
be independent of : Dene on [m0;m0 + ] the trajectory d(m)=dm = f2(t0; (t0)) with
initial condition (m0) = x0: We obtain
d
dm
'(t0; (m);m) + h2(t0; (t0)) > 3; m0  m  m0 + :
Integrating this from m0 to m0 + 
'(t0; x0 + f2(t0; (t0));m0 + )  '(t0; x0;m0) + h2(t0; (t0)) > 3:
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Since V +   ' has a minimum at (t0; x0;m0) we conclude that
V +(t0; x0 + f2(t0; (t0));m0 + ) + h2(t0; (t0)) > V
+(t0; x0;m0) + 3:
Since  was arbitrary, this is a contradiction of (2.1). Thus (2.17) must hold.
Dene the strategy []()  ()  m0 on [t0; T ]: Assume that we are given a control
 2 Z \ C[t0; T ]: Then, from (2.17) there exists t0 < s  T such that
'm(; (); ()) + 'x(; (); ()) f2(; ()) + h2(; ())  3; t0    s;
where  denotes the trajectory on associated with (; ): We claim that there exists such
an s independent of : Indeed, if not then there would be a sequence sj & t0 such that
(2.18) would be true. But we have already seen that (2.18) leads to a contradiction.
Consequently,we see that  2 Z(3; ; 'm; 'x) for all t0    s: Using the denition of
H+ we have,
't(; (); ())+'x(; (); ()) f1(; (); ())+h1(; (); ())  3; t0    s:
This readily implies (we omit the frequently used details) that
V +(s;(s); (s)) +
Z s
t0
h1(r; (r); (r)) dr +
Z
[t0;s]
h2(r; (r)) d(r)
 V +(t0; x0;m0) + 3(s  t0):
Now,  was assumed continuous. But this inequality will hold for any  2 Z[t0; t] since s was
independent of  and  is identically m0 and so is also independent of : Consequently, we
have found a strategy  2Mm0 [t0; T ] such that for all  2 Z[t0; T ] the previous inequality
holds. But this contradicts (2.2). Thus, V + is also a supersolution. This completes the
proof. 
Next we prove that there is exactly one continuous viscosity solution of (2.10) satisfying
the terminal condition (TC) and boundary condition (BC). We state the uniqueness result
in the form of a comparison principle.
Theorem 2.6. Let u be a continuous viscosity subsolution and v a continuous viscosity
supersolution of (2.10), both satisfying the conditions (TC),(BC). Then u  v on 
:
Proof. Assume that (u   v)(t0; x0;m0) = max(u   v) > 0: Let  >  > 0 satisfy
u(t0; x0;m0)   > v(t0; x0;m0) + :
Dene ~u(t; x;m) = u(t; x;m)   m   t and ~v(t; x;m) = v(t; x;m) + m + t : Then it is
straightforward to check that ~u is a subsolution of
~ut +
 
H+

(

m2
; t; x;m; ~um; ~ux)  
t2
= 0;
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and ~v is a supersolution of
~vt +
 
H+

 ( 

m2
; t; x;m; ~vm; ~vx) +

t2
= 0:
Set w(t; x;m; y; n)  ~u(t; x;m)  ~v(t; y; n): Then, w is a subsolution of
(2.19) wt +
 
H+

(

m2
; t; x;m;wm; wx) 
 
H+

 ( 

n2
; t; y; n; wn; wy)   + 
t2
= 0:
Let  > 0 and consider the function
f(t; x;m; y; n) = w(t; x;m; y; n)  1
2
jx  yj2   1
2
jm  nj2:
Assume that this function achieves its maximum at a point (t; x;m; y; n): Then, it will
follow from the continuity of u and v, more generally from the upper (lower) semicontinuity
of u (v), that
(2.20)
1
2
jx   yj2 ! 0; 1
2
jm   nj2 ! 0 as ! 0;
and
w(t; x;m; y; n)! maxw as ! 0:
Now, we may assume that max(~u  ~v) > 0: It is clear that we will have 0 < t < T and
0 < m < 1:
Since w is a viscosity subsolution of (2.19), using the smooth test function '(x;m; y; n) =
1
2 jx  yj2 + 12 jm  nj2; we have that
0   H+ ( 
m2
; t; x;m; 'm; 'x) 
 
H+

 ( 

m2
; t; y; n; 'n; 'y)   + 
t2
(2.21)
= H+(

m2
  0; t; x;m; 'm; 'x) H+(  
m2
+ 0; t; y; n; 'n; 'y)   + 
t2
Notice that 'm =  'n and 'x =  'y at (t; x;m; y; n): Furthermore, since
Z( 
m2
  0; t; qm; qx)  Z(0; t; qm; qx);
Z(  
n2
+ 0; t; qm; qx)  Z(0; t; qm; qx);
for every (qm; qx) 2 R2; we have that
(2.22) H+(

m2
  0; t; x;m; 'm; 'x)  H+(0; t; x;m; 'm; 'x);
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and
(2.23) H+(  
n2
+ 0; t; y; n; 'm; 'x)  H+(0; t; y; n; 'm; 'x)
Combining (2.21)-(2.23) we see that
0  H+(0; t; x;m; 'm; 'x) H+(0; t; y; n; 'm; 'x)   + 
t2
(2.24)
 H+(0; t; y; n; 'm; 'x) H+(0; t; y; n; 'm; 'x) +Kjx   yj    + 
t2
= Kjx   yj    + 
t2
:
Since  >  > 0 we can choose  suciently small so that, using (2.20), the last part of
(2.24) is nonpositive. This is a contradiction, so that we conclude that u  v:
The only gap we need to close is the fact that the maxima in the proof may not be
achieved due to the fact that x is not known to be in a bounded set. We can x this in
the following way. Let R > 0 and  2 C1(R1) be a function with 0  0(r)  1; (r) = 0
if r  R; and (r)!1 as r !1: Then, we modify the denition of ~u and ~v as follows:
~u(t; x;m) = u(t; x;m)  (jxj) K(T   t)  
m
  
t
~v(t; x;m) = v(t; x;m) + (jxj) +K(T   t) + 
m
+

t
:
The proof continues as before with minor modications. This completes the proof of the
theorem. 
Remark: It is not hard to show that
V +(t; x;m) = lim
B!1
WB(t; x;m);
where WB(t; x;m) is the viscosity solution of
WBt (t; x;m) + min
z2Z
fWBx (t; x;m) f1(t; x; z) + h1(t; x; z)
+B[WBm (t; x;m) +W
B
x (t; x;m) f2(t; z) + h2(t; z)]
+g = 0:
In fact, the proof follows from [5] by establishing that the corresponding hamiltonian for
WB(t; x;m) converges appropriately to the hamiltonian for V +: Also, W (t; x;m) satises
the same terminal and boundary conditions as does V +(t; x;m): Notice thatWB(t; x;m) is
the upper value of the dierential game in which the functions  are absolutely continuous
and 0  d=d  B:
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Now we will state the results for the lower value. To do so we need the denition of the
lower hamiltonian.
Let
F(t; x) = cof(f1(t; x; z); h1(t; x; z); f2(t; z); h2(t; z)) : z 2 Zg
and
A(a; t; x; pm; px) = f(1; 1; 2; 2) 2 F(t; x) : pm + px2 + 2  ag:
The notation co(A) denotes the closed convex hull of the set A. H  is dened by
(2.25) H (a; t; x; pm; px) = minfpx1 + 1 : (1; 1; 2; 2) 2 A(a; t; x; pm; px)g:
and H (a; t; x; pm; px)  +1 if A(a; t; x; pm; px) = ;:
Theorem 2.7. The lower value function V  (t; x;m) is the unique continuous viscosity
solution of
(2.26) V  t +H
 (0; t; x; V  m ; V
 
x ) = 0 (t; x;m) 2 
;
and V   satises the terminal condition (TC) and boundary condition (BC).
We will leave the proof of this theorem for the reader. We note however the following
lemma which will explain the origin of the lower hamiltonian.
Lemma 2.8. Fix (t; x; b; pm; px) 2 (0; T )R4: Then
max
0
min
z2Z
fpxf1(t; x; z) + h1(t; x; z) + (pm + pxf2(t; z) + h2(t; z)  b)g
= H (b; t; x; pm; px):(2.27)
Remark. The left side of (2.27) arises from considering the lower dierential game with
unbounded maximizing control  as in (1.27)-(1.28).
Proof of 2.8. If A(b; t; x; pm; px) = ; it is clear that (2.27) trivially holds, so we assume
this set is not empty.
Since min2  = min2co  we know that
min
z2Z
fpxf1(t; x; z) + h1(t; x; z) + (pm + pxf2(t; z) + h2(t; z)  b)g
= min
F(t;x)
fpx1 + 1 + a(pm + px2 + 2   b)g(2.28)
The function
(; 1; 1; 2; 2) 7! px1 + 1 + (pm + px2 + 2   b)
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is certainly concave-convex since it is linear. Therefore, we may apply the minimax theorem
(for example, [26, theorem 49.A]) to see that
max
0
min
z2Z
fpxf1(t; x; z) + h1(t; x; z) + (pm + pxf2(t; z) + h2(t; z)  b)g
= max
0
min
F(t;x)
fpx1 + 1 + (pm + px2 + 2   b)g
= min
F(t;x)
max
0
fpx1 + 1 + (pm + px2 + 2   b)g
= minfpx1 + 1 : (1; 1; 2; 2) 2 A(b; t; x; pm; px)g
= H (b; t; x; pm; px):

The next result follows from the uniqueness property.
Corollary 2.9. If
(2.30) H+(0; t; x; pm; px) = H
 (0; t; x; pm; px);
then the dierential game associated with (1.1)-(1.4) has value; i.e., V + = V  : If the
payo has a terminal cost, g((T )) as well, with g Lipschitz continuous and bounded, and
if, in addition to (2.30)
max
ma1
min
z2Z
fg(x+ f2(T; z)(a m)) + h2(T; z)(a m)g
= min
z2Z
max
ma1
fg(x+ f2(T; z)(a m)) + h2(T; z)(a m)g
then this dierential game has value.
Remark: When the dierential game has a terminal cost and the maximizing player can
jump it makes a dierence which player has the last move.
We conclude this paper with the following special case of the results of this section.
We begin by noting that all of the results can be extended to the case h2 = h2(t; x; z) if
f2 = 0: Take f2 = h1 = 0; and assume that h2  0: Thus the trajectory is continuous and
we only have a cost against the measures. Then, the problem (2.10) for the upper value,
V +(t; x;m); becomes
V +t +minfV +x f1(t; x; z) j z 2 Z such that V +m + h2(t; x; z)  0g = 0; (t; x;m) 2 
;
with
V +(T; x;m) = (1 m)min
z2Z
h2(T; x; z); V
+(t; x; 1) = (t; x):
It is straightforward to verify that V +(t; x;m) = (1 m)W (t; x) if (t; x;m) 2 (0; T ]R1
(0; 1); where W is the unique viscosity solution of
Wt +minfWxf1(t; x; z) j z 2 Z such that h2(t; x; z) W (t; x)g = 0; (t; x) 2 (0; T )R1;
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with
W (T; x) = min
z2Z
h2(T; x; z):
But, it was established in [8] that
W (t; x) = inf
2Z[t;T ]
jjh2(r; (r); (r))jjL1[t;T ] = inf
2Z[t;T ]
sup
trT
h2(r; (r); (r)):
To understand the connection between this minimax problem and the problem with mea-
sures simply recall the basic fact that the L1 norm of a function f(x) is the norm of the
functional on L1;  (g) =
R
f(x)  g(x) dx: The results of this paper therefore generalize
the main result of [8]. Furthermore, we have shown that V +m =  W: This is connected to
a result of Karatzas [18].
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