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Kumpulan tiedekirjasto
Given two groups, there are several ways of obtaining news ones. This work focuses on three of
these ways: the direct, semidirect, and wreath products. These three products can be thought of as
subsequently `building upon' each other, since the deﬁnition of semidirect product depends on the
concept of direct product, and wreath products are essentially a particular example of semidirect
product.
The concepts above were explored both theoretically and practically, by means of several diﬀerent
examples as well as some digressions from the main topics for the beneﬁt of interested readers.
The most substantial and convoluted examples of semidirect and wreath products were given in
the last section, where the algebraic structures of Rubik's group and of the illegal Rubik's group
are introduced. These are the groups of, respectively, all legal and possible (legal or illegal) moves
one can perform on Rubik's cube. An illegal move is such that it cannot be performed without
taking the cube apart and reassembling it diﬀerently.
Rubik's group is generated by all legal basic moves that can be performed on Rubik's cubefor
example, twisting a face of the cube left or right. This extremely large-sized group contains two
particular subgroups, namely the subgroups of orientation-preserving and position-preserving
moves. The ﬁrst is such that any of the moves in it, if applied to the cube, will leave the orientation
of all the cube's `cubies' unchanged with respect to a labelling system priorly established on the
cube itself, though they may change the position of the cubies. Similarly, the elements of the
subgroup of position-preserving moves will not change the position of the cubies, but they may
change their orientation. The main result proved in this work is that the legal Rubik's group is the
semidirect product of the orientation-preserving and position-preserving subgroups. The method
used is mainly based on, and it expands upon, that used by Charles Bandelow in his book Inside
Rubik's cube and beyond. A second factthat the illegal Rubik's group is isomorphic to a direct
product of wreath productswas also proved as a secondary goal.
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1
1 Introduction
The so-called Rubik’s cube is a mechanical puzzle invented in 1974 by Hun-
garian sculptor and professor of architecture Ernő Rubik. Since its intro-
duction on the toy market in 1980, hundreds of millions of Rubik’s cubes
have been sold, making it one of the world’s best-selling toy and definitely
one of the most well-known puzzles of all times.
Aside from being cause of severe headaches for solvers of all ages, Ru-
bik’s cube (henceforth often only ‘the cube’) lends itself to the application
of numerous group-theoretical concepts, and has been the subject of many
algebra books. The algebra of the cube involves both rather elementary
notions—like permutations and groups—and more advanced ones, like
semidirect products and wreath products. These two last concepts are at
the core of the scope of this work.
Our main goal shall be to prove that Rubik’s group—the group gener-
ated by all legal moves that can be performed on the cube—is the semidi-
rect product of two of its subgroups, namely the subgroup of position-
preserving and orientation-preservingmoves. Wewill subsequently prove
that Rubik’s group is also isomorphic to the wreath product of two semidi-
rect products of cyclic and symmetric groups.
We will first give a short account of some basic required concepts, for
the benefit of any readers less acquainted with the subject. While direct
products are not, strictly speaking, objects of our interest, they are neces-
sary to understand both semidirect and wreath products, and will there-
fore be discussed in their own section. We will then discuss semidirect
products and wreath products, sometimes touching topics that are not di-
rectly related to the scope of this work but may be of interest for the reader.
Finally, the last section will discuss Rubik’s group more in detail, defin-
ing an operation on it and eventually proceeding to proving the aforemen-
tioned claims. The interested reader will find plenty of material for further
reading in the References section.
2
2 Preliminaries
In this section, we summarise a few key concepts whose understanding is
indispensable to read this work. Readers whomay need a refresher should
consider reading this section before proceeding further. For a more de-
tailed introduction to the fundamentals of abstract algebra, see for example
Pinter’s book [1]. For reasons of brevity, we will not give proof of any of
the basic facts in this section. The interested reader can refer to any intro-
ductory algebra book.
2.1 Basic concepts
Definition 2.1. A group is a set G equipped with an associative binary
operation ? such that
• there exists an identity element e ∈ G such that a ? e = e ? a = a for
every a ∈ G, and
• for every element a ∈ G, there is an inverse element a−1 such that
a ? a−1 = a−1 ? a = e.
The operation ? is not necessarily commutative; if it is, we say G is an
abelian group. A subset H of G that is still a group with respect to the
operation ? defined onG is called a subgroup ofG; this relation is denoted
as H ≤ G.
It is customary not to use any special symbol to indicate the operation
defined on a group; thus, a ? b usually becomes simply ab. The identity of
a group G is often indicated as 1G; when no danger of confusion arises, it
is simply denoted as 1.
For the rest of this section, capitalised latin letters (e.g. G, H , etc.) are
intended to be groups, unless otherwise specified.
Definition 2.2. If a, x ∈ G, then xax−1 ∈ G is called a conjugate of a. If
H ≤ G, H is called a normal subgroup of G if ghg−1 ∈ H whenever g ∈ G
and h ∈ H . If H is normal in G, we will write H CG.
Theorem 2.1. IfH ≤ G andKCG, then their productHK = {hk |h ∈ H, k ∈
K} is a subgroup of G.
Proof. Omitted.
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Definition 2.3. If H ≤ G, the symbol Ha denotes the set of all products of
the form ha, for any h ∈ H and where a ∈ G is fixed. This set is called a
right coset ofH in G. Left cosets are defined analogously. The set G/H of
all (right) cosets of H in G is called the quotient set of G.
Theorem 2.2. Let H CG. For any Ha,Hb ∈ G/H , the operation
(Ha)(Hb) = H(ab)
is well defined; the set G/H , equipped with this operation, is a group.
Proof. Omitted.
The normality of a subgroup is equivalent to several other conditions;
for example, in terms of cosets, we have H C G if and only if gHg−1 = H
for any g ∈ G, and H CG if and only if gH = Hg for any g ∈ G.
Definition 2.4. LetG,H be groups. A function f : G→ H such that f(ab) =
f(a)f(b) for any two elements a, b ∈ G is called a (group) homomorphism
fromG ontoH . If f is a bijection, we say f is an isomorphism. An isomor-
phism fromG to itself is called an automorphism. IfG is isomorphic toH ,
we write G ∼= H .
Definition 2.5. If f : G→ H is a group homomorphism, its kernel K ⊂ G
is the set of all g ∈ G such that f(g) = 1. The kernel of f is written usually
as ker f .
Note that, if f : G → H is a homomorphism, then f(1) = f(1 · 1) =
f(1)f(1) implies f(1) = 1, and thus 1 ∈ ker f . Furthermore, one can prove
that ker f CG.
Theorem 2.3. If f is an injective group homomorphism, ker f = {1}.
Proof. Omitted.
Theorem 2.4. Let G and H be groups, and let f : G→ H be a group homomor-
phism between them. If A ≤ G, then f(A) ≤ H .
Proof. Omitted.
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2.2 Isomorphism Theorems
The Isomorphism Theorems, proved by Emmy Noether in 1927, establish
important relations between quotient sets. The proof of each of these the-
orems can be found for example in [2], pp. 35-37.
Theorem 2.5. (First Isomorphism Theorem) Let f : G→ H be a homomorphism
with kernel K. Then K C G and G/K ∼= im f , where im f ⊂ H is the image of
G under f .
Proof. Omitted.
Theorem 2.6. (Second Isomorphism Theorem) Let N and T be subgroups of G
such that N CG. Then (N ∩ T )C T ; furthermore, T/(N ∩ T ) ∼= NT/N .
Proof. Omitted.
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3 Direct products
Given two groups, it is possible to obtain a new one in several ways. One
of the simplest ways is taking their so-called direct product. The interested
reader may find more on this subject in [4] and [2].
3.1 External and internal direct products
Definition 3.1. If H and K are two groups, their external direct product
H ×K is the group of all ordered pairs (h, k), where h ∈ H , k ∈ K and the
group operation is given by
(h, k)(h′k′) = (hh′, kk′).
Remark 3.1. Notice that the same × symbol is used to indicate the Carte-
sian product of two sets and the external direct product of two groups.
This must not be source of confusion, since the set underlying the external
direct product of two groups H and K is indeed their Cartesian product
H ×K.
It is easy to see that (1, 1) is the identity of H ×K, and that the inverse
of an element (h, k) is (h−1, k−1). Associativity easily follows from associa-
tivity inH andK. It is worth noticing that neitherH , norK are subgroups
ofH×K; however, their isomorphic replicasH×{1} and {1}×K are both
subgroups of H ×K.
We will now define a different ‘version’ of the direct product.
Definition 3.2. Let G be a group with normal subgroups H and K such
that G = HK and H ∩ K = {1}. Then G is said to be the internal direct
product of H and K.
Informally speaking, the external direct product builds a new group out
of two any other groups; an already existing group whose elements can be
expressed as products of elements of two of its normal subgroups is the
internal direct product of said subgroups.
We will now give a few examples of direct product of groups.
Example 3.1. The set R2, seen as the additive group (R2,+), is given by
the external direct product of the group (R,+) by itself. While R 
 R2, its
isomorphic replica R× {0} is a subgroup of R2.
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Example 3.2. The external direct product of the groups Z2 and Z3 is the
group Z2×Z3 = {(02, 03), (02, 13), (02, 23), (12, 03), (12, 13), (12, 23)}, with the
normal multiplication of equivalence classes as the group operation.
Example 3.3. The 4-group V = {1, (12)(34), (13)(24), (14)(23)} is the inter-
nal direct product of its subgroupsH = {1, (12)(34)} andK = {1, (13)(24)}.
One can readily check that H and K are normal and such that HK = V .
Example 3.4. Let µ : G × G → G be the binary operation on the group G,
i.e. µ(a, b) = ab for every a, b ∈ G. Then µ is a homomorphism from the
external direct product G×G to G if and only if G is abelian; indeed,
µ((a, b)(c, d)) = µ(ac, bd) = acbd
(?)
= abcd = µ(a, b)µ(c, d), for all a, b, c, d ∈ G
where the equality marked with (?) holds if and only if G is abelian.
One may think of the direct product as the group-equivalent of mul-
tiplication of numbers or polynomials. Just like the numbers 12 and 4
can be multiplied to give rise to the number 48, or the polynomials x − 1
and x − 4 can be multiplied into x2 − 5x + 4, two groups H and K give
rise to a new group H × K. To push the analogy further, we can observe
that, given a number (or a polynomial), it is possible to decompose it into
prime factors (or irreducible polynomials): for example, 48 = 3 × 24 and
x2−5x+4 = (x−1)(x−2)(x+2); is there any similar operation for groups
as well? Let us consider an example.
Example 3.5. Let K4 = {1, a, b, c} be the Klein 4-group with the multiplica-
tion table illustrate in Table 1 below:
· 1 a b c
1 1 a b c
a a 1 c b
b b c 1 a
c c b a 1
Table 1: The multiplication table of the Klein 4-group.
The subgroups A = {1, a} and B = {1, b} are normal in K4, their inter-
section contains only 1, and they are such that AB = K4. In other words,
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K4 is the internal direct product ofA andB. We can define an isomorphism
φ : A×B → K4 as
φ(α, β) = αβ, for all α ∈ A and β ∈ B
and thus ‘factor’ K4 into its two subgroups A and B. (To see why φ is an
isomorphism, let α1, α2 ∈ A and β1, β2 ∈ B, and compute
φ((α1, β1)(α2, β2)) = φ(α1α2, β1β2) = α1α2β1β2
(?)
= α1β1α2β2 = φ(α1, β1)φ(α2, β2)
where in (?) we have made use of the fact that K4 is abelian. To prove
injectivity, let αi ∈ A and βi ∈ B, where i = 1, 2, and assume φ(α1, β1) =
φ(α2, β2). This implies α1β1 = α2β2, and thus β1 = α−11 α2β2. A patient
reader may attempt to substitute for all possible values of α1, α2, and β2
and come to the conclusion that (α1, β1) = (α2, β2) each time. Surjectivity
is a trivial consequence of the fact K4 is a group.)
The example above is no special case; it can be generalised to any group,
as the following theorem shows.
Theorem 3.1. Let G be a group with normal subgroups H and K. If HK = G
and H ∩K = {1}, then G ∼= H ×K.
Proof. Assume HK = G and H ∩K = {1}. If a ∈ G, then by assumption
a = hk for some h, k ∈ H,K respectively; the first thing we need to make
sure of is that this expression for a is unique. To this end, let a = h1k1 be
another such factorisation, where h1 ∈ H and k1 ∈ K; then, h1k1 = hk,
whence kk−11 = h−1h1. But now kk−11 ∈ K and h−1h1 ∈ H , and since they
are equal, they both belong toH∩K. SinceH∩K = {1} by assumption, we
have kk−11 = 1 and h−1h1 = 1, and ultimately h = h1, k = k1 by uniqueness
of inverses.
Let us now define f : G → H ×K by f(a) = (h, k), where a = hk, and
show that it is an isomorphism. What f does is ‘pairing up’ the H and K
factors of a; if we consider aa′, where a′ ∈ G and a′ = h′k′, we get f(aa′) =
f(hkh′k′), and it is not clear what the H and K factors are. We can shed
some light on that by considering the commutator h′kh′−1k−1. We know
thatH,K CG, thus by normality (h′kh′−1)k−1 ∈ K and also h′(kh′−1k−1) ∈
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H ; ultimately, h′kh′−1k−1 ∈ H ∩K = {1}, whence h′kh′−1k−1 = 1 and thus
h′ and k must commute. Armed with this new fact, we now compute
f(aa′) = f(hkh′k′) = f(hh′kk′) = (hh′, kk′) = (h, h′)(k, k′) = f(a)f(a′).
This proves f is a homomorphism; to see it’s also an isomorphism, we need
to prove it is a bijection. Assume f(a) = f(a′), where a = hk, a′ = h′k′, and
h, k ∈ H,K as before. Then (h, k) = (h′, k′) and consequently h = h′, k = k′,
which implies a = a′ and thus the injectivity of f . To prove surjectivity, let
(h, k) ∈ H × K, and let a = hk. Then a ∈ G, because G = HK, and thus
f(a) = (h, k). This concludes the proof.
In essence, Theorem 3.1 says that the external and internal direct prod-
ucts are isomorphic, and therefore there is no need to distinguish between
them, algebraically speaking; however, unlike the case of factorisation of
numbers or polynomials, the group G is not equal to the direct product of
its ‘factors’. This fact can be better illustrated by means of the following
example.
Example 3.6. Consider the group V = {1, (12)(34), (13)(24), (14)(23)}with
normal subgroups H = {1, (12)(34)} and K = {1, (13)(24)} from Example
3.3. All conditions of Theorem 3.1 are met, and thus V ∼= H×K. However,
the elements of H ×K are pairs of permutations, while V ’s only elements
are individual permutations; thus, the two sets cannot be equal.
It should be noted that the ‘factors’ of a group in a direct product are by
no means unique, except up to isomorphism. For example, consider again
the Klein 4-groupK4 = {1, a, b, c}. We have seen that it is the internal direct
product of its subgroups A = {1, a} and B = {1, b}, and that K4 ∼= A× B.
However, C = {1, c} is also a normal subgroup of K4 such that AC = K4,
and its intersection withA is trivial. Thus,K4 is the internal direct product
of A and C. By Theorem 3.1 above, K4 ∼= A× C, which means K4 has two
distinct factorisations, namely A × B and A × C. While B 6= C, it is easy
to verify that the map φ : B → C defined as φ(1) = 1 and φ(b) = c is an
isomorphism. More generally, if G ∼= H × K, then G ∼= A × B whenever
A ∼= H and B ∼= K. (If φ : A→ H and θ : B → K are group isomorphisms,
the reader can readily check that the map ψ : A × B → H × K defined
by ψ((a, b)) = (φ(a), θ(b)) is a group isomorphism as well. It follows that
G ∼= (H ×K) ∼= (A×B).)
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The converse of Theorem 3.1 is also true: If a group is isomorphic to
the external product of two other groups, it is also the internal product of
two of its own normal subgroups, as shown in the following theorem. The
proof is based on that found in [9].
Theorem 3.2. If G ∼= G1 ×G2, then there exist normal subgroups H1 and H2 of
G such that G = H1H2 and H1 ∩H2 = {1}.
Proof. If G ∼= G1 ×G2, then there exists an isomorphism φ : G1 ×G2 → G.
We can then define
H1 = φ(G1 × {1}) = {φ(g1, 1) | g1 ∈ G1}
H2 = φ({1} ×G2) = {φ(1, g2) | g2 ∈ G2}
Using the fact φ is an isomorphism, we can easily show that H1 C G. The
inverse of φ(g1, 1) ∈ G is φ(g−11 , 1); if φ(g1, 1), φ(g′, 1) ∈ H1, then
φ(g−11 , 1)φ(g
′, 1) = φ(g−11 g
′, 1) ∈ H1,
because g−11 g′ ∈ G1. Therefore, by the subgroup criterion, H1 ≤ G.
Let now g ∈ G. Then there exists h ∈ G1 such that φ(h, 1) = g. Since
isomorphisms map inverses to inverses, if φ(g1, 1) ∈ H1 we have
gφ(g1, 1)g
−1 = φ(h, 1)φ(g1, 1)φ(h−1, 1) = φ(hg1h−1, 1) ∈ H1,
because hg1h−1 ∈ G1. Therefore, H1 CG. Similarly, one can prove H2 CG.
To complete the proof, we need to show that H1 ∩ H2 = {1} and that
H1H2 = G. To prove the former, assume x ∈ H1∩H2. Then x ∈ H1, and thus
there is (a, 1) ∈ G1×{1} such that φ(a, 1) = x. Similarly, x ∈ H2 implies the
existence of (1, b) ∈ {1} × G2 such that φ(1, b) = x. Thus, φ(a, 1) = φ(1, b),
and since φ is a bijection, we must conclude (a, 1) = (1, b) and a = b = 1.
Therefore, x = φ(1, 1) = 1, and H1 ∩H2 = {1}.
Finally, to proveG = H1H2, let g ∈ G. Since φ is a surjection, there exists
(a, b) ∈ G1 ×G2 such that φ(a, b) = g. Therefore,
g = φ(a, b) = φ(a, 1)φ(1, b) ∈ H1H2.
This implies G ⊂ H1H2 and ultimately G = H1H2.
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Example 3.7. Consider again Example 3.2. Define f : Z2 × Z3 → Z6 as
f(x2, y3) = (3x − 2y)6 for all x, y ∈ Z1. The values of this function can be
written out as
f(02, 03) = 06, f(02, 13) = 46, f(02, 23) = 26,
f(12, 03) = 36, f(12, 13) = 16, f(12, 23) = 56.
By visual inspection of the values above, we can tell that f is a bijection. For
all x, y, a, b ∈ Z, the following computation proves f is a homomorphism:
f((x2, y3)(a2, b3)) = f(xa2, yb3) = (3xa− 2yb)6 (3.1)
f(x2, y3)f(a2, b3) = (3x− 2y)6(3a− 2b)6 = ((3x− 2y)(3a− 2b))6
= (9xa+ 6xb− 6ya+ 4yb)6 = (9xa)6 + (6xb)6 − (6ya)6 + (4yb)6
= (3xa+ 6xa)6 − (2yb)6 = (3xa)6 − (2yb)6 = (3xa− 2yb)6
(3.2)
In (3.2) we have made use of the fact that any integer multiple of 6 is equal
to 0 (mod 6) and that any integer multiple of 4 is equal to −2 (mod 6).
Since the final results in (3.1) and (3.2) are equal, we can conclude that f is
a bijective homomorphism and thus an isomorphism between Z2×Z3 and
Z6.
Given this fact, according to Theorem 3.2, there should be subgroups of
the additive group Z6 such that Z6 is their internal direct product; indeed,
〈26〉CZ6 and 〈36〉CZ6 are two such groups. If we write them out as 〈26〉 =
{06, 26, 46} and 〈36〉 = {06, 36} for clarity, it is immediate to see that they
only have the identity 06 in common, they are normal, and 〈26〉〈36〉 = Z6.
Notice how 〈26〉 ∼= Z2 and 〈36〉 ∼= Z3, as one would expect by how H1 and
H2 were defined in Theorem 3.2.
Theorem 3.3. If ACH and B CK, then A×B CH ×K, and
(H ×K)/(A×B) ∼= (H/A)× (H/B).
1To obtain the formula for f , for each pair (x2, y3) ∈ Z2 × Z3 consider the linear con-
gruences z ≡2 x and z ≡3 y. The Chinese remainder theorem (see e.g. [1], pp 232-234)
guarantees the existence of a solution, which can be computed as z = 3xm2+2ym1, where
m1,m2 ∈ Z are solutions to Bézout’s identity 2m1 + 3m2 = 1 (see e.g. [11], pp 17-18).
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Proof. From the assumption, it follows thatA×B ⊂ H×K. If (a, b), (c, d) ∈
A × B, then (a, b)(c, d)−1 = (a, b)(c−1, d−1) = (ac−1, bd−1) ∈ A × B because
ac−1 ∈ A and bd−1 ∈ B. Thus, by the subgroup criterion, A× B ≤ H ×K.
Proving that this subgroup is normal is just amatter of brutal computation:
since A and B are normal in H and K respectively, we see that, for any
(a, b) ∈ A×B and (h, k) ∈ H ×K,
(h, k)(a, b)(h, k)−1 = (h, k)(a, b)(h−1, k−1) = (hah−1, kbk−1) ∈ A×B
and thus A×B CH ×K.
Let nowφ : H×K → (H/A)×(K/B) be defined byφ(h, k) = (Ah,Bk). If
we could show that φ is a surjective homomorphism and that kerφ = A×B,
then our second claimwould follow from the First Isomorphism Theorem.
It is easy to see that φ is indeed a homomorphism: if (h, k), (h′, k′) ∈ H×K,
then
φ((h, k)(h′, k′)) = φ(hh′, kk′) = (Ahh′, Bkk′)
= (AhAh′, BkBk′)
= (Ah,Bk)(Ah′, Bk′)
= φ(h, k)φ(h′, k′).
To prove surjectivity, let x be any element of (H/A) × (K/B). Then x is a
pair of cosets of A and B inH andK respectively, which means there exist
h ∈ H and k ∈ K such that x = (Ah,Bk). Thus, (h, k) ∈ H × K is such
that φ(h, k) = x, which proves φ is a surjective map. Note that this implies
imφ = (H/A) × (H/B). Now, if (x, y) ∈ kerφ, then φ(x, y) = (Ax,By) =
(A,B), which implies x ∈ A and y ∈ B. Thus kerφ ⊂ A × B. On the
other hand, if (a, b) ∈ A × B, then φ(a, b) = (Aa,Bb) = (A,B), therefore
A × B ⊂ kerφ. Ultimately, kerφ = A × B; so, by the First Isomorphism
Theorem, (H×K)/ kerφ = (H×K)/(A×B) ∼= imφ = (H/A)×(H/B).
Corollary 3.1. If G = H ×K, then G/(H × 1) ∼= K.
Proof. It is easy to see thatH CH and {1}CK, so by Theorem 3.3 we have
(H ×K)/(H × {1}) ∼= (H/H)× (K/{1})
= {H} × {{k} | k ∈ K}
= {(H, {k})|k ∈ K} ∼= K.
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To see why the last step is true, define ψ : {(H, {k})|k ∈ K} → K as
ψ(H, {k}) = k. This function is obviously a homomorphism, since for all
k1, k2 ∈ K
ψ((H, {k1})(H, {k2})) = ψ(H, {k1}{k2}) = ψ(H, {k1k2})
= k1k2 = ψ(H, {k1})ψ(H, {k2}).
(Notice that {k1} and {k2} are cosets of {1}, i.e. {k1} = k1{1} and {k2} =
k2{1}. Therefore {k1}{k2} = k1{1}k2{1} = k1k2{1} = {k1k2}.) Moreover,
if k ∈ K then ψ(H, {k}) = k, and ψ(H, {k1}) = ψ(H, {k2}) leads inevitably
to k1 = k2 for all k1, k2 ∈ K. Thus, ψ is a bijection, and ultimately an
isomorphism.
3.2 Direct products of an arbitrary number of groups
While thus far we have dealt with the direct product of only two groups,
there is no reason we could not consider the direct product of any number
of groups. The countable case is simple. LetG = G1×· · ·×Gn be the direct
product of n groups. We define a product between any two elements of G
in the usual component-wise fashion:
(g1, . . . , gn)(h1, . . . , hn) := (g1h1, . . . , gnhn),
for all (g1, . . . , gn), (h1, . . . , hn) ∈ G. Since every Gi, where i = 1, . . . , n, is a
group, we know gihi ∈ Gi, and thus (g1h1, . . . , gnhn) ∈ G. Thus,G is closed
with respect to the given operation.
The element (1G1 , . . . , 1Gn) is inG, being an n-tuple of identities of each
Gi, and it works as identity for G, since
(1G1 , . . . , 1Gn)(g1, . . . , gn) = (1G1g1, . . . , 1Gngn) = (g1, . . . , gn),
(g1, . . . , gn)(1G1 , . . . , 1Gn) = (g11G1 , . . . , gn1Gn) = (g1, . . . , gn)
for every (g1, . . . , gn) ∈ G.
If (g1, . . . , gn) ∈ G, then so is (g−11 , . . . , g−1n ), and
(g1, . . . , gn)(g
−1
1 , . . . , g
−1
n ) = (g1g
−1
1 , . . . , gng
−1
n ) = (1G1 , . . . , 1Gn),
(g−11 , . . . , g
−1
n )(g1, . . . , gn) = (g
−1
1 g1, . . . , g
−1
n gn) = (1G1 , . . . , 1Gn),
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whence every (g1, . . . , gn) ∈ G has an inverse element. Ultimately, G is a
group for any n ∈ N.
We indicate the Cartesian product of n groups G1, . . . , Gn as
n∏
i=1
Gi,
and when the number of the Gi’s is countably infinite,
∞∏
i=1
Gi.
Although it may be more difficult to visualise, we can take the direct
product of an uncountable amount of groups as well. This will require a
more general definition.
Definition 3.3. Let {Hλ} be a family of groups Hλ, where λ belongs to an
index set Λ. Let us consider the set F of all functions f defined on Λ such
that f(λ) ∈ Hλ for all λ ∈ Λ, and define a product on F as
(fg)(λ) = f(λ)g(λ)
for each λ ∈ Λ and f, g ∈ F . Then F , equipped with the above operation,
is called the complete direct product of the groups Hλ.
Example 3.8. Let Gx = Z3 for all x ∈ R. Then
F =
∏
x∈R
Gx =
{
f : R→
⋃
x∈R
Gx | f(x) ∈ Gx, for all x ∈ R
}
is the complete direct product of the groups Gx; the group operation is
defined as (f + g)(x) = f(x) + g(x) for all f, g ∈ F and all x ∈ R. An
example of an element of this group is the function f such that
f(x) =

03, if x ≤ −1
13, if x ∈ (−1, 1)
23, if x ≥ 1
whose inverse is the function f−1 such that
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f−1(x) =

03, if x ≤ −1
23, if x ∈ (−1, 1)
13, if x ≥ 1
It is easy to see that, for any x ∈ R, (f +f−1)(x) = 03, as expected. To prove
that F is a group, for each f ∈ F and each z ∈ Z3 consider the sets
F fz = {x ∈ R | f(x) = z} ;
in other words, each F fz is the subset ofR onwhich f assumes value z ∈ Z3.
For every x ∈ F fz , the function g ∈ F defined as g(x) = −z is such that
(f + g)(x) = 03 = (g + f)(x); since R =
⋃
z∈Z3 F
f
z , then (f + g)(x) = 03 =
(g+ f)(x) for all x ∈ R, whence g = f−1. It is easy to check that F is closed
under addition, and the function i such that i(x) = 03 for every x ∈ R is in
F . Consequently, F is a group.
Definition 3.3 expands the notion of direct product to allow for un-
countably many factors. An element in a finite direct product of the form
H1×H2× . . . Hn,where n <∞, is a sequence (h1, h2, . . . , hn) where hi ∈ Hi;
if the number of theHi’s is countably infinitewith index setN, thenwe have
an infinite sequence
(h1, h2, . . . , hm, hm+1, . . . ).
If the index set Λ is Z, for example, then the elements of the direct product
of |Z| groups would be sequences of the form
(. . . , h−m−1, h−m, . . . , h0, h1, . . . , hm, hm+1, . . . ),
unbounded both from above and below. However, in the most general case
of infinite direct product, wemust account for the possibility that the index
set Λ may be uncountable, in which case discrete sequences turn into func-
tions of a continuous variable. In this new setting, the condition f(λ) ∈ Hλ
means loosely speaking that at ‘place λ’ of the function there is an element
from the group Hλ, in analogy with the discrete case.
Proposition 3.1. The complete direct product in Definition 3.3 is a group with
respect to the given operation.
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Proof. If f, g ∈ F and λ ∈ Λ, then by definition fg(λ) = f(λ)g(λ) ∈ Hλ,
implying that fg : Λ → ⋃λ∈Λ Hλ. Therefore, F is closed with respect to its
binary operation. Associativity follows trivially from associativity in each
Hλ. Let i : Λ →
⋃
λ∈ΛHλ be such that i(λ) = 1Hλ for every λ ∈ Λ. Clearly
i ∈ F and f(λ)i(λ) = f(λ)1Hλ = f(λ) for every λ ∈ Λ, since f(λ) ∈ Hλ.
Similarly, i(λ)f(λ) = f(λ). Thus, F has an identity element. Finally, if
f ∈ F , define a function g : Λ → ⋃λ∈ΛHλ such that g(λ) = (f(λ))−1 for all
λ ∈ Λ . Then fg(λ) = f(λ)(f(λ))−1 = 1Hλ = i(λ), and similarly gf(λ) =
i(λ), whence g = f−1.Ultimately, F is a group.
In the case of an uncountable index set, we cannot define the direct
product in the normalway, andwemust define it as above instead. Nonethe-
less, we can anyway make use of the notation∏
λ∈Λ
Hλ
regardless of the cardinality of Λ.
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4 Semidirect products
We will now construct a generalised version of the direct product; like the
direct product itself, this generalisation as well comes into two equivalent
fashions. Before proceeding to the construction, we will give a brief ac-
count of the concept of action of a group, which our construction will rely
on.
4.1 Group actions
Definition 4.1. Let G and H be two groups. If there exists a homomor-
phism φ from G into AutH , we say that G acts onH via φ. We will call φ a
(group) action of G on H .
Remark 4.1. To avoid cumbersome notation, if φ(g) ∈ AutH is an automor-
phism ofH (where g ∈ G and φ is an action of G onH) we will sometimes
write it as φg. So, for example, the image of h ∈ H under φ(g) will be
written as φg(h), rather than φ(g)(h).
If we made use of Definition 4.1 as it is, proving that a map φ is a group
action of group G on group H could be quite laborious and tedious, be-
cause we would have to prove, among other things, that φg is a bijection
from H to itself for every g ∈ G. However, the following lemma will make
things easier.
Lemma 4.1. Let G and H be groups. Then a map φ : G → HH is an action as
described in Definition 4.1 if and only if
(i) φgf = φgφf for every g, f ∈ G,
(ii) φ1G = idH , and
(iii) φg is an endomorphism of H (i.e. a homomorphism between H and itself)
for every g ∈ G.
Proof. Let φ be as in Definition 4.1. Properties (i) and (ii) follow directly
from the fact φ is a homomorphism. By definition of φ, the map φg is in
AutH and thus it is a homomorphism betweenH and itself, which is what
property (iii) says.
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Conversely, assume properties (i)-(iii) hold. From property (iii), we
know that for any g ∈ G the map φg is a homomorphism from H to itself.
For any h ∈ H and any g ∈ G, from (i) and (ii) we get
h = idH(h) = φ1G(h) = φg−1g(h) = φg−1(φg(h)),
which shows that φg is a bijection for any g ∈ G. Thus we can redefine
φ as φ : G → AutH . This fact, combined with (i), proves that φ is a ho-
momorphism from G into AutH . Ultimately, φ is an action as intended in
Definition 4.1.
Whenever we need to prove amap is an action in the sense of Definition
4.1, it will suffice to prove it satisfies Lemma 4.1.
Example 4.1. Perhaps the most elementary example of action is the trivial
action, defined between any two groups G and H by means of the homo-
morphism φ(g) = idH for every g ∈ G.
Example 4.2. Let V be a vector space over the field of real numbers R. The
set V is a group with respect to vector addition (‘+’), andR\{0} is a group
with respect to the usual product. It is easy to see that scalar multiplication
defined as θr : V → V , θr(v) = rv, where r ∈ R\{0}, is an action θ ofR\{0}
on V . In order to verify this, all we need to do is checking that properties
(i)-(iii) of Lemma 4.1 hold. For arbitrary r ∈ R and v,w ∈ V , we have
θr(v + w) = r(v + w) = rv + rw = θr(v) + θr(w),
which proves property (iii). For any r, s ∈ R and v ∈ V , we have
θrs(v) = rsv = θr(sv) = θr(θs(v)) = θrθs(v),
which proves property (i). Finally, θ1(v) = 1v = v for any v ∈ V , i.e.
θ1 = idV , which proves property (ii). Ultimately, θ defines an action of
R \ {0} on V .
Example 4.3. If G is a group, we can define an action φ of G on itself by
means of conjugation: φg(x) = gxg−1, where g, x ∈ G. Indeed, property
(iii) of Lemma 4.1 holds for any g, x, y ∈ G, because
φg(xy) = gxyg
−1 = gxg−1gyg−1 = φg(x)φg(y),
and so does property (i), since for any x, y, g ∈ G,
φxy(g) = xyg(xy)
−1 = xygy−1x−1 = φx(φy(g)) = φxφy(g).
Since φ1G(x) = 1Gx1G = x for any x ∈ G, we conclude that φ1G = idG.
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Example 4.4. IfH is a group andG ≤ AutH , then θ : G ↪→ AutH such that
θg(h) = g(h) for all h ∈ H defines an action of G onH . Indeed, if g1, g2 ∈ G
and h ∈ H , then θg1g2(h) = g1g2(h) = g1(g2(h)) = g1(θg2(h)) = θg1(θg2(h)) =
θg1θg2(h). Thus θ is a group homomorphism from G into AutH , and it is
by Definition 4.1 an action of G on H .
We can now proceed with the construction of semidirect products.
4.2 External and internal semidirect products
Theorem 4.1. Let G and H be groups, and let φ be an action of G on H . Let L
be the set of all pairs of the form (h, g), where h ∈ H and g ∈ G (i.e, L = H ×G).
If we equip L with the operation defined as
(h, g)(h′, g′) = (hφg(h′), gg′),
then L forms a group.
Proof. Let h, h′ ∈ H and g, g′ ∈ G. Since φg is an endomorphism of H for
every g ∈ G, we know that hφg(h′) ∈ H , and trivially gg′ ∈ G, becauseG is a
group. Thus, (hφg(h′), gg′) ∈ L, and L is closed under the given operation.
We will now verify that the operation defined on L is associative. Let
g, u, x ∈ G and h, v, y ∈ H . Then, thanks to associativity inH andG and to
the properties of φ, we have
[(h, g)(v, u)](y, x) = (hφg(v), gu)(y, x) = (hφg(v)φgu(y), gux)
= (hφg(v)φg(φu(y)), g(ux)) = (hφg(vφu(y)), g(ux))
= (h, g)(vφu(y), ux) = (h, g)[(v, u)(y, x)].
This proves associativity; we still need to prove the existence of an iden-
tity and the existence of the inverse of every element. If (h, g) ∈ L, then
(h, g)(1H , 1G) = (hφg(1H), g) = (h1H , g) = (h, g), and similarly we have
(1H , 1G)(h, g) = (h, g); thus (1H , 1G) is the identity. We also see that every
element (h, g) has inverse ((φg−1(h))−1, g−1), for
((φg−1(h))
−1, g−1)(h, g) = ((φg−1(h))
−1φg−1(h), g
−1g) = (1H , 1G), and
(h, g)((φg−1(h))
−1, g−1) = (hφg((φg−1(h))
−1), gg−1) = (hφg(φg−1(h
−1)), 1G)
= (hφgg−1(h
−1), 1G) = (h idH(h−1), 1G) = (1H , 1G).
Ultimately, L is a group under the given operation.
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We can now formally define the semidirect product.
Definition 4.2. If G and H are groups and φ is an action of G on H , then
the set L of all pairs of the form (h, g), where h ∈ H and g ∈ G, equipped
with binary operation
(h, g)(h′, g′) = (hφg(h′), gg′) (4.1)
is a group, called the external semidirect product ofG andH with respect
to the action φ.
Example 4.5. Consider the groups V and R \ {0} and the action θ of Ex-
ample 4.2. The set L = V × R \ {0} forms a group with respect to the
operation
(v, r)(w, s) = (v + θr(w), rs) = (v + rw, rs)
and it is in fact the external semidirect product of V and R \ {0}, as per
Theorem 4.2.
Example 4.6. The set L = H × G, where H , G are groups and G ≤ AutH
as in Example 4.4, is the external semidirect product of H and G when
equippedwith the following operation, definedby the action θ : G ↪→ AutH
from the same example:
(h1, g1)(h2, g2) = (h1θg1(h2), g1g2) = (h1g1(h2), g1g2),
for all h1, h2 ∈ H and all g1, g2 ∈ G.
Example 4.7. Let T = Z4 × Z3. Define a map θ : Z4 → AutZ3 as follows:
θ(x) = θ(3x) := swZ3 , θ(0x) = θ(2x) := idZ3 ,
where swZ3 swaps around 13 and 23; in other words, θmaps evenmultiples
of elements of Z4 to the identity map of Z3, and odd multiples of elements
of Z4 to an automorphism of Z3 that maps 03 to 03, 13 to 23 and vice-versa.
(Notice that there exist only two automorphisms on Z3: the identity idZ3
and swZ3 . This is because automorphisms map identity to identities.) We
know that Z3 = 〈13〉 and Z4 = 〈14〉; since 14 generates Z4, any element in Z4
is of the form n14, where n ∈ Z. Thus, the proof that θ is a homomorphism
if straightforward. Let k, l ∈ Z. Then:
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θ(k14)θ(l14) =

idZ3 idZ3 = idZ3 = θ((k + l)14), k, l even
idZ3 swZ3 = swZ3 = θ((k + l)14), k even, l odd
swZ3swZ3 = idZ3 = θ((k + l)14), k, l odd
swZ3 idZ3 = swZ3 = θ((k + l)14), k odd, l even
Since θ((k + l)14) = θ(k14 + l14), we have that θ is a homomorphism. If
we equip T with the operation
(x, y)(x′, y′) = (xθy(x′), yy′)
given in Definition 4.2, then T is the external semidirect product of Z4 and
Z3 with respect to θ. (Example adapted from [2], p. 171.)
As it turns out, if a group L is the external semidirect product of two
groups G and H , the latter ones have ‘counterparts’ as subgroups of L.
Proposition 4.1. Let L be the semidirect product of H and G. For g ∈ G and
h ∈ H , define
γ : G→ L, γ(g) = (1H , g)
η : H → L, η(h) = (h, 1G);
set
G¯ = {γ(g) | g ∈ G} and H¯ = {η(h) |h ∈ H}.
Then, γ is an isomorphism from G onto G¯, η is an isomorphism from H onto H¯ ,
and we have
H¯ C L = G¯H¯, G¯ ∩ H¯ = {(1G, 1H)}.
Proof. By the definition of the group operation on L, we see that, for any
g, g′ ∈ G
γ(gg′) = (1H , gg′) = (1Hφg(1H), gg′) = (1H , g)(1H , g′) = γ(g)γ(g′),
and similarly η(hh′) = η(h)η(h′), for any h, h′ ∈ H . Thus, both γ and η
are homomorphisms, and considering their obvious bijectivity, they are
isomorphisms. Thus, G¯ = γ(G) and H¯ = η(H) are both subgroups of L,
and one can easily see that H¯G¯ = L. It is equally easy to see that H¯ ∩ G¯ =
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{(1H , 1G)}. To see how H¯ C L, it suffices to observe that, if (h′, 1G) ∈ H¯ ,
then, for any h ∈ H and g ∈ G
(h, g)(h′, 1G)(h, g)−1 = (hφg(h′), g)((φg−1(h))
−1, g−1)
= (hφg(h
′)φg((φg−1(h))
−1), gg−1)
= (hφg(h
′(φg−1(h))
−1), 1G)
= (hφg(h
′φg−1(h
−1)), 1G)
= (hφg(h
′)h−1, 1G) ∈ H¯,
since hφg(h′)h−1 ∈ H .
Proposition 4.1 allows us to identify the groups G,H with subgroups
of their external semidirect product L; in this sense, G and H can be seen
as subgroups of L itself. As we are going to see, the semidirect product can
also be defined in terms of actual subgroups of L. This kind of semidirect
product is called the internal semidirect product, and it is isomorphic to the
external one, which we will prove shortly.
Definition 4.3. A group G is said to be an internal semidirect product of
two subgroups H and K if H CG, H ∩K = {1}, and G = HK; to say G is
an internal semidirect product of H and K, we write G = H oK.
Example 4.8. LetSn be the group of all permutations overn elements. Then
Sn is an internal semidirect product of An by Q, where An is the subgroup
of all even permutations of Sn and Q = {1, (12)}. Before proving this fact,
we will remind the reader of a few properties of permutations.
A permutation is even when it can be expressed as the product of an
even number of transpositions, and similarly, a permutation is oddwhen it
can be expressed as the product of an odd number of transpositions. For
example, in S4, the permutation (123) is even, because (123) = (12)(32).
The sign sgn(α) of a permutation α is 1 if and only if α is even, and −1
if and only if α is odd. The inverse of a permutation has the same sign as
the permutation itself. If σ, ρ ∈ Sn, then sgn(σρ) = sgn(σ) sgn(ρ).
The cardinality of An is |An| = n!2 , where n! = |Sn|. (See for example
[3], p. 268, 10.4.6.) Additionally, it is easy to see that An C Sn. For any
α ∈ An, sgn(α) = 1 by definition. If σ ∈ Sn, then from the properties
of the sign function it follows that sgn(σασ−1) = sgn(σ) sgn(α) sgn(σ−1) =
sgn(σ) · 1 · sgn(σ) = (sgn(σ))2 = 1, whence σασ−1 ∈ An for every α ∈ An.
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We can now prove that Sn is the internal semidirect product of An by
Q. Since Q = {(1), (12)}, we know Q ≤ Sn. Since An C Sn, we know from
Theorem 2.1 that AnQ ≤ Sn. Since An ∩Q = {(1)}, we see that
AnQ = {aq ∈ Sn | a ∈ An, q ∈ Q} = {a(1) | a ∈ An} ∪ {a(12) | a ∈ An}
= An ∪ An(12).
Suppose now x ∈ An ∩ An(12). Then x ∈ An(12), and thus there exists
a ∈ An such that x = a(12). From this, it follows that a−1x = (12). However,
x ∈ An as well by assumption, whence sgn(x) = 1. Permutation a is in An
as well, and therefore sgn(a) = 1 = sgn(a−1). Consequently, sgn((12)) =
sgn(a−1x) = sgn(a−1) sgn(x) = 1 · 1 = 1, which implies (12) is even. This
is a contradiction, because (12) is a single transposition and as such it is
odd by definition. Therefore, An ∩ An(12) = ∅. From this, it follows that
|AnQ| = |An ∪ An(12)| = |An| + |An(12)| = n!2 + n!2 = n!. Thus, AnQ is a
subgroup of Sn with the same cardinality as Sn, and therefore it can only
be Sn itself. Ultimately, Sn = AnQ, where An C Sn and An ∩ Q = {(1)},
which means Sn is the internal direct product of An and Q.
Example 4.9. We will show that the dihedral group D2n is the internal
semidirect product of two of its subgroups: the subgroup of rotations of
a regular n-gon, and the subgroup generated by a single reflection of the
same regular n-gon .
If D2n = 〈a, x〉, where a generates the subgroup 〈a〉 of rotations and x
generates the subgroup 〈x〉, then we know that an = e and x2 = e, where e
is the identical symmetry. From the algebra of symmetries, we know that
{e} = 〈a〉 ∩ 〈x〉; we also know that, if x is a reflection and a a rotation, then
xa = an−1x. (4.2)
BeingD2n the group of all symmetries of a regular n-gon, it contains all and
only the rotations and reflections of the n-gon itself; this fact, combined
with the fact that {e} = 〈a〉 ∩ 〈x〉, allows us to deduce |〈a〉〈x〉| = |D2n|.
Since 〈a〉〈x〉 ≤ D2n, it follows 〈a〉〈x〉 = D2n. Finally, from (4.2) we obtain
xax−1 = an−1xx−1 = an−1 ∈ 〈a〉; thus, 〈a〉 is normal. The conditions of
Definition 4.3 are allmet, thusD2n = 〈a〉o〈x〉. (For amore detailed account
of dihedral groups, see for example [4]. A shorter introduction to the topic
can be found in [8].)
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IfG is the internal semidirect product of groupsK andQ, whereKCG,
the subgroup Q is sometimes referred to as a complement of K.
Definition 4.4. If G = K oQ, whereKQ = G,K CG, andK ∩Q = {1}, Q
is called a complement of K.
A subgroup K of a group G does not necessarily have a complement,
and even if it does, the complement is unique only up to isomorphism;
in other words, a subgroup can and generally does have multiple possi-
ble complements all isomorphic to each other. This can easily be seen by
observing that, if Q is any complement of a subgroup K, then
Q ∼= Q/{1} = Q/(K ∩Q)
(?)∼= KQ/K = G/K,
where in (?)we havemade use of the Second IsomorphismTheorem. Since
all complements are isomorphic to the quotient group G/K, they all are
isomorphic to each other.
Example 4.10. Subgroups H = {1, (12)(34)} and K = {1, (13)(24)} of the
Klein 4-group V = {1, (12)(34), (13)(24), (14)(23)} in Example 3.3 are com-
plements of each other: This is because V = KH = HK,K ∩H = {1}, and
both K and H are normal in V .
Example 4.11. Example 4.10 might tempt us to think that all complements
are normal, and thus that, if K is a complement of H , then H is a comple-
ment ofK. However, complements need not be normal subgroups. For ex-
ample, consider K = {(1), (123), (132)} and H = {(1), (12)} as subgroups
of S3. K C S3, K ∩H = {(1)}, and KH = S3, therefore K is a complement
of H , but H is not normal in S3. This implies H is not a complement of K.
There are several conditions that are equivalent to the definition of in-
ternal semidirect product, as proved in the following lemma.
Proposition 4.2. IfK is a normal subgroup of a groupG, the following statements
are equivalent:
i) G is the internal semidirect product of subgroupsKCG andQ ≤ G, where
K ∩Q = {1} (i.e., K has a complement Q in G);
ii) there exists a subgroup Q ≤ G such that every g ∈ G has a unique expres-
sion g = ax, where a ∈ K and x ∈ Q;
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iii) there exists a homomorphism s : G/K → G such that vs = idG/K , where
v : G→ G/K is the canonical surjection;
iv) there exists a homomorphism pi : G→ G such that kerpi = K and pi(x) = x
for every x ∈ impi. (The map pi is called a retraction of G, while impi is
called a retract of G.)
Proof. We proceed by proving the chain of implications i) ⇒ ii) ⇒ iii) ⇒
iv)⇒ i).
i)⇒ ii) Let Q be a complement of K in G, and let g ∈ G. By assumption,
KQ = G, therefore there exist a ∈ K and x ∈ Q such that g = ax. If
g = by is a second such factorisation, where b ∈ K and y ∈ Q, then
ax = by and xy−1 = a−1b. The left-hand term is in Q, and the right-
hand one is inK; since they are equal, they both are inK ∩Q = {1}.
Ultimately, a = b and x = y, proving that the factorisation of g is
unique.
ii)⇒ iii) By assumption, for each g ∈ G there exist unique a ∈ K and x ∈ Q
such that g = ax; therefore, if Kg ∈ G/K, we have Kg = Kax = Kx,
since a ∈ K. Thus, by the uniqueness of this factorisation, we can
define a function s : G/K → G such that s(Kg) = x, and prove it
meets the conditions expressed in iii). If Kg,Kh ∈ G/K, where the
factorisation h = by (b ∈ K, y ∈ Q) is unique, then
s(KgKh) = s(KaxKby) = s(KxKy)
(?)
= s(Kxy) = s(K1Gxy) = xy
= s(Kg)s(Kh),
where in (?) we have used the normality of K; this proves s is a ho-
momorphism. Additionally,
vs(Kg) = vs(Kax) = vs(Kx) = v(x) = Kx = Kax = Kg,
i.e. vs = idG/K .
iii)⇒ iv) Let us define pi : G → G as pi = sv, where s : G/K → G and the map
v : G → G/K is the canonical surjection. We will need to prove two
things, namely that pi is a retraction of G, and that kerpi = K.
For the first part, let x ∈ impi. Then x = pi(g), for some g ∈ G. Now
pi(x) = pi(pi(g)) = sv(sv(g)) = s(vs)v(g)
= s(idG/K)v(g) = sv(g) = pi(g) = x.
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Thus, pi is a retraction of G.
Let us now show that kerpi = K. Since vs = idG/K by assumption, we
know s is an injection. Now, let g ∈ kerpi. Then 1G = pi(g) = sv(g) =
s(Kg). Since s is an injective group homomorphism, its kernel is
trivial, and therefore Kg = K, which implies g ∈ K. This proves
kerpi ⊂ K. For the reverse inclusion, notice first that K ⊂ ker v, for if
k ∈ K, then v(k) = Kk = K = 1G/K . Now, if a ∈ K,
pi(a) = sv(a) = s(1G/K) = s(K) = s(K1G1G) = 1G,
which implies a ∈ kerpi and therefore K ⊂ kerpi.
iv)⇒ i) We will need to show that K has a complement in G, i.e that there
exists Q ≤ G such that K ∩ Q = {1} and KQ = G. To this end, let
Q = im pi. (Note that this is not, in general, the same pi as in the pre-
vious step.) Since pi is a retraction of G, if g ∈ Qwe have pi(g) = g; on
the other hand, if g ∈ K, then pi(g) = 1, since kerpi = K. It follows
that, if g ∈ K ∩Q, then g = pi(g) = 1, i.e. K ∩Q = {1}.
For the second part, let us start by observing that, since pi is a retrac-
tion of G and a homomorphism, if g ∈ Gwe have
pi(gpi(g−1)) = pi(g)pi(pi(g−1)) = pi(g)pi(g−1) = pi(gg−1) = pi(1) = 1,
which implies that gpi(g−1) ∈ kerpi. Since kerpi = K, gpi(g−1) ∈ K.
Also, pi(g) ∈ Q, and thus gpi(g−1)pi(g) ∈ KQ. However,
gpi(g−1)pi(g) = gpi(g−1g) = g · 1 = g,
proving that G = KQ.
4.3 Isomorphism between semidirect products
In order to prove, as promised, that the external and internal semidirect
products are isomorphic, wewill need tomake use of the following lemma.
Lemma 4.2. Let G be the internal semidirect product of its subgroups H andK,
where H CG. Define the map θ : K → AutH so that the function θx conjugates
elements of H by x (for example, θx(h) = xhx−1 for any x ∈ K and h ∈ H).
Then θ is an action of K on H .
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Proof. Since the codomain of θ isAutH by definition, it will suffice to check
property (i) of Lemma 4.1, i.e. that θ is a homomorphism. For every a ∈ H
and any x, y in K, we have
θxy(a) = γxy(a) = xya(xy)
−1
= xyay−1x−1 = x(yay−1)x−1
= γx(γy(a)) = θx(θy(a))
= θxθy(a),
which proves the claim.
Nowwe canfinally prove that the external and internal semidirect prod-
ucts are isomorphic to each other.
Theorem 4.2. Let G be an internal semidirect product of two subgroups H and
K such that H CG = HK and H ∩K = {1}. Let θ : K → AutH be defined in
terms of conjugation as in Lemma 4.2, so that θu(h) = uhu−1 for any u ∈ K and
h ∈ H . Then θ is an action of K on H , and the external semidirect product of H
and K with respect to θ is isomorphic to G.
Proof. Lemma 4.2 proves θ is an action of K on H . If L is the external
semidirect product of H and K with respect to θ, we can define a func-
tion f : L → G such that (h, k) → hk, where (h, k) ∈ L and hk ∈ G (by
assumption that G = HK). We need to show that f is a bijective homo-
morphism.
To see that f is a homomorphism, we compute
f((h, k)(v, u)) = f(hθk(v), ku) = hθk(v)ku
= hkvk−1ku = hkvu
= f(h, k)f(v, u).
where k, u ∈ K and h, v ∈ H .
To prove the bijectivity of f , we notice first that, if g ∈ G, then by as-
sumption there exist h ∈ H and k ∈ K such that hk = g. Since (h, k) ∈ L,
we have that g = hk = f(h, k) ∈ f(L). Since g was arbitrary, it follows that
G ⊂ f(L). By definition of f , we also have f(L) ⊂ G, ultimately leading to
f(L) = G, which shows that f is a surjection.
Suppose now that (h, k) ∈ ker f : Then f(h, k) = hk = 1, which implies
h = k−1. In turn this means that h, k ∈ H ∩K = {1}. It follows that ker f
contains 1 as its only element, which implies f is an injection.
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Since the external and internal semidirect products are isomorphic, we
may choose as operational definition that of internal semidirect product,
drop the adjective internal, and write the semidirect product G of groups
K and Q as G = K oQ.
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5 Wreath products
The direct product and the (external) semidirect product are two ways to
obtain a newgroup from two given ones. A third, slightlymore convoluted
way is the so-calledwreath product, whichwewill now proceed to illustrate.
5.1 General wreath product
Thus far we have made use of the concept of action of a group on another
group. This concept is a special case of the notion of action of a group
on a set. We will need this generalisation in our definition of the wreath
product.
Definition 5.1. Let G be a group, let X be any set, and let ρ be a homo-
morphism fromG into the symmetric group Σ(X) ofX—i.e., the group of
bijections of X . We call ρ an action of G on X and we say that G acts on
X via the homomorphism ρ. The pair (X, ρ) is sometimes referred to as a
G-set.
Remark 5.1. To see why Definition 4.1 is, as claimed, a special case of Def-
inition 5.1, let us consider the action ρ of a group G on another group H .
The map ρ is a homomorphism from G to AutH ; since AutH ⊂ Σ(H), we
have that ρ : G→ Σ(H) is a homomorphism fromG to Σ(H) as well. Since
the groupH is obviously also a set, we have that ρ is an action of the group
G on the set H . In other words, every group action is an action.
If (X, ρ) is a G-set and g ∈ G, then each element of G determines a
permutation ρ(g)on X . As we did before, to avoid cumbersome notation
we will sometimes write ρg instead of ρ(g).
Just like we did in our discussion of semidirect products, whenever we
will need to check if a givenmap is an action, instead of checking if themap
meets the conditions of Definition 5.1, we can make use of the following
lemma.
Lemma 5.1. Let G be a group and let X be a set. Then a map ρ : G→ XX is an
action as described in Definition 5.1 if and only if
(i) ρgh = ρgρh for every g, h ∈ G, and
(ii) ρ1G = idX
29
Proof. If ρ is as inDefinition 5.1, then both properties (i) and (ii) follow from
the properties of group homomorphisms. Conversely, assume (i) and (ii)
hold. Just as in the proof of Lemma 4.1, these properties imply that, for
any g ∈ G and x ∈ X ,
x = idX(x) = ρ1G(x) = ρg−1g(x) = ρg−1(ρg(x)).
This means ρg is a bijection for every g ∈ G; combined with (i), this shows
that ρ : G→ Σ(X) is an action as intended in Definition 5.1.
Example 5.1. Let G = {1,−1} and let X = R. The set G is a group if
equipped with the normal multiplication of real numbers, which we can
use to induce an action ρ of G on X . This action maps 1 to the identity
function onX , and−1 to the ‘inv’ function onX—that is, the function that
maps x ∈ X to its inverse −x. Formally,
ρ : G→ Σ(X), ρ(g) = ρg ∈ Σ(X),
where, for x ∈ X ,
ρg(x) =
{
idX(x) = x, if g = 1
inv(x) = −x, if g = −1.
To prove ρ is a homomorphism, notice that we can write ρg(x) = gx. Thus,
if g, h ∈ G, then
ρgh(x) = gh(x) = g(h(x)) = ρg(h(x)) = ρg(ρh(x)) = ρgρh(x).
Ultimately, ρ is an action of G on X .
Example 5.2. Let n > 0, let G = GLn(C)—the group of all invertible n× n
complex matrices—and let X = Mn(C)—the set of all n × n complex ma-
trices. (Notice this is not a group, for not all its elements have an inverse.)
Define ρ : G → Σ(X) as ρg(A) = gA for each g ∈ G, A ∈ X . Clearly, ρ is a
homomorphism, for
ρgh(A) = ghA = g(hA) = ρg(hA) = ρg(ρh(A)).
Additionally, ρ1G(A) = 1GA = A for all A ∈ X , whence ρ1G = idX . By
Lemma 5.1, ρ is an action.
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We can now proceed to introduce the wreath product.
Definition 5.2. Let G and H be groups, and let (X,µ) be an H-set. Let B
be the set of all functions fromX toG. If b, b′ ∈ B, define their product and
the action of H on B as follows:
bb′(x) = b(x)b′(x), and
φ : H → AutB, (φh(b))(x) = b(µh(x)),
where x ∈ X and h ∈ H . The semidirect product of B and G with respect
to the action just defined is called the general wreath product of G andH .
Remark 5.2. Notice how B in Definition 5.2 is nothing but the complete
direct product of Gwith itself. (See Definition 3.3.)
We can make the above definition more specific, limiting ourselves to
the case whenX is finite. We will make use of this simplified definition in
our next examples. This definition has been adapted from [10].
Definition 5.3. LetX = {1, 2, . . . , t} be a finite set with |X| = t. LetG,H be
groups, and let µ be an action ofH onX . DefineGt to be the direct product
of Gwith itself t times; elements of Gt are thus of the form g¯ = (g1, . . . , gt).
Thewreath product ofG andH is defined as the semidirect productG otH
=GtoH with respect to the action φ ofH onGt derived from the action of
H on X as follows:
φh(g¯) = φh(g1, . . . , gt) = (gµh(1), . . . , gµh(t)), for all g¯ ∈ Gt
where h ∈ H .
Before we proceed further, let us show that φ is indeed an action of H
onGt. Notice that, since bothH andGt are groups, we need to prove that φ
is an action as intended in Definition 4.1; on the other hand, µwas defined
as an action of a group on a set, and thus according to Definition 5.1. Let us
first prove that, given any h ∈ H , φh is a homomorphism from Gt to itself
(condition (iii) of Lemma 4.1). If g¯ ∈ Gt, then obviously φh(g¯) ∈ Gt as well,
since it is merely a rearrangement of t elements ofG. Additionally, if h ∈ H
and g¯, f¯ ∈ Gt then
φh(g¯f¯) = φh((g1, . . . , gt)(f1, . . . , ft))
= φh(g1f1, . . . , gtft)
(?)
= (gµh(1)fµh(1), . . . , gµh(t)fµh(t))
= (gµh(1), . . . , gµh(t))(fµh(1), . . . , fµh(t)) = φh(g¯)φh(f¯).
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To see why the step marked as (?) is true, consider that each gifi is simply
an element of G obtained as the product of gi and fi. If we agree to write
γi := gifi, i = 1, . . . , t,
then we can rewrite φh(g1f1, . . . , gtft) as φh(γi, . . . , γt). By definition of φh,
we have
φh(γ1, . . . , γt) = (γµh(1), . . . , γµh(t)).
From the notation we adopted it follows γµh(i) = gµh(1)fµh(1) for i = 1, . . . , t,
ultimately yielding
(γµh(1), . . . , γµh(t)) = (gµh(1)fµh(1), . . . , gµh(t)fµh(t)).
As for condition (ii) of Lemma 4.1, we see that, since µ1H = idX by Lemma
5.1,
φ1H (g¯) = φ1H (g1, . . . , gt) = (gµ1H (1), . . . , gµ1H (t))
= (gidX(1), . . . , gidX(t)) = (g1, . . . , gt = g¯,
for all g¯ ∈ Gt, proving that φ1H = idGt .
Now we only need to show that condition (i) of Lemma 4.1 is met, that
is that φ is a homomorphism. This follows easily from the fact µ is a homo-
morphism:
φhk(g¯) = φhk(g1, . . . , gt) = (gµhk(1), . . . , gµhk(t))
= (gµhµk(1), . . . , gµhµk(t)) = φh(gµk(1), . . . , gµk(t))
= φhφk(g1, . . . , gt) = φhφk(g¯).
Remark 5.3. It is worth pointing out how Definition 5.2 is a generalised
version of Definition 5.3. In the former,X can be a set of any cardinality, as
opposed to the finite-versionX in the latter definition. Similarly, Definition
5.3makes use of a finite direct product ofGwith itself, while Definition 5.2,
by considering the set of all functions X → G, is essentially using a direct
product of G with itself of arbitrary size—i.e., a complete direct product.
The two actions denoted as φ are in fact the same: The one in Definition
5.2 works with arbitrarily long, potentially uncountable indexed families
of elements ofG, whereas that of Definition 5.3 deals with finite t-tuples of
elements of G.
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Example 5.3. Let G = Zm, H = Sn, X = {1, 2, . . . , n}, and let the map
µ : Sn → Σ(X) be the natural action of Sn on X . Let us define the action
φ : Sn → AutZnm of Sn on Gn = Znm as
φσ(x1, x2, . . . , xn) = (xµσ(1), xµσ(2), . . . , xµσ(n)),
for all xi ∈ Zm and σ ∈ Sn. The wreath product of G by H is then the
semidirect product G on H = Znm o Sn with respect to φ. In simple terms,
the result of this particular wreath product is the shuﬄing of n-tuples of
elements of the cyclic group Zm, that is a group of permutations over Znm;
for this reason, it is called the generalised symmetric group.
To better visualise the situation, letm = 2 and n = 3—that is,
G = Z2 = {02, 12},
H = S3 = {(1), (1, 2, 3), (3, 2, 1), (1, 2), (1, 3), (2, 3)},
X = {1, 2, 3}.
The wreath product is thenG o3H = Z32oS3; to emphasise its group struc-
ture, recall the underlying set isZ32×S3, and the group operation is defined
as in (4.1), in the definition of semidirect product:
(x, σ)(y, ρ) = (x+ φσ(y), σρ), x, y ∈ Z32, σ, ρ ∈ S3.
The elements of G o3 H are of the form ((x, y, z), σ), where x, y, z ∈ Z2 and
σ ∈ S3, for a total of 48 elements. As an example, let a = ((12, 12, 02), (12))
and b = ((12, 02, 12), (23)) be elements ofG o3H . Then, keeping inmind that
the end result of the action µσ is simply that of shuﬄing around an n-tuple
of elements of Z2, we get
ab = ((12, 12, 02), (12))((12, 02, 12), (23))
= ((12, 12, 02) + φ(12)(12, 02, 12), (12)(23))
= ((12, 12, 02) + (02, 12, 12), (132))
= ((12, 02, 12), (132)).
(Recall that the group operation in Z32 is based on the addition of congru-
ence classes.)
Example 5.4. LetG = R,H = Sn,X = {1, 2, . . . n}. Define an action µ ofH
on X in the usual way, i.e. µσ(x) = σ(x) for every x ∈ X and every σ ∈ H .
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This action extends naturally to an action φ ofH on Gn in the same way as
before, i.e.
φσ(x¯) = (xσ(1), xσ(2), . . . , xσ(n))
for all x¯ ∈ Gn. The wreath product of G and H is now G on H = Rn o Sn,
with respect to the action φ. Again, we notice the set underlying this group
is Rn × Sn, and the group operation is given by
(x¯, σ)(y¯, ρ) = (x¯+ φσ(y¯), σρ),
for every x¯, y¯ ∈ Rn, σ, ρ ∈ Sn, and where + denotes the usual vector addi-
tion operation.
5.2 Twisted wreath product
We conclude this section with a brief account of a variant of the wreath
product called the twisted wreath product.
Let A and G be two groups, and let H ≤ G. Let also φ be an action
of H on A—that is, φ : H → AutA; finally, let B be the set of all functions
b : G→ A such that, for any h ∈ H , we have
b(hx) = φh(b(x)), for all x ∈ G. (5.1)
Let us now define a product on B as follows:
b1b2(x) = b1(x)b2(x), (5.2)
for b1, b2 ∈ B and all x ∈ G. In other words, given two functions in B,
their product b1b2 is simply another function inB obtained as the pointwise
product of b1 and b2 in A. The product we just defined satisfies (5.1): given
b1, b2 ∈ B and x ∈ G, h ∈ H , we have
b1b2(hx) = b1(hx)b2(hx) = φh(b1(x))φh(b2(x))
= φh(b1(x)b2(x)) = φh(b1b2(x)),
therefore b1b2 ∈ B, and thus B is closed with respect to the operation in
(5.2). As a matter of fact, B is a group: The reader will recognise it as the
complete direct product of the group A with itself. (See Definition 3.3.)
The group B is called the base group of the twisted wreath product.
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Now we will define the action of G on B. Let u ∈ G and b ∈ B. Define
η : G→ BB so that
(ηu(b))(x) = b(xu), for all x ∈ G. (5.3)
To show that this is indeed an action, we canmake use of Lemma 4.1. Let us
first show condition (i) of Lemma 4.1, i.e. let us show that η is a homomor-
phism. Keeping in mind that the operation onBB is function composition,
we easily see that, for all u, v, x ∈ G and b ∈ B,
(ηuηv(b))(x) = (ηu(ηv(b)))(x) = (ηv(b))(xu)
= b(xuv) = b(x(uv)) = (ηuv(b))(x)
which proves condition (i). To prove condition (ii), let x ∈ G and b ∈ B be
arbitrary and compute
(η1G(b))(x) = b(x1G) = b(x).
This shows that η1G = idB. To prove condition (iii), we need to show that
ηu is a homomorphism from B to itself. Now, for all u, x ∈ G and h ∈ H
we have
(ηu(b))(hx) = b(hxu) = φh(b(xu)) = φh((ηu(b))(x)),
therefore ηu(b) ∈ B, since it satisfies (5.1). Finally,
(ηu(b1b2))(x) = b1b2(xu) = b1(xu)b2(xu) = (ηu(b1))(x)(ηu(b2))(x).
Ultimately, η is an action.
We are now ready to give the following definition:
Definition 5.4. Let B,G,H,A, η, φ be as in the construction above. Then,
the semidirect product W of B and G with respect to η is called twisted
wreath product.
Put in terms of what Theorem 4.1 says, W = B o G, where B × G is
the underlying set, every w ∈ W is of the form (b, g) with b ∈ B, g ∈ G,
and the product between two elements of W is defined as (b, g)(b′, g′) =
(bηg(b
′), gg′).
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6 Rubik’s cube group
The final section of this work will discuss Rubik’s group in terms of semidi-
rect and wreath products. We will first lay down the fundamentals of the
cube’s algebra and define an operation on the cube’s group.
6.1 Basics of Rubik’s cube algebra
Rubik’s cube consists of six faces, each of which consists of nine coloured
squares called facets, typically white, red, orange, blue, green, and yellow.
Facets can be located in the centre of a face, on its corners, or on its edges
(i.e. between two corners). Each face can be rotated by 360° clockwise and
anticlockwise, and so can the ‘slice’ between two opposite faces. This con-
figuration allows to change the position and orientation of each facet, with
the exception of the centre facets, which do not move at all. (Strictly speak-
ing, one could for example keep two side faces fixed and move the slice
between them, so that its centre facet would effectively move; however,
this is for all intents and purpose the same as keeping the centre slice fixed
and moving the two side faces. Thus, one can—and it is generally more
convenient to do so—consider the cube fixed in space so that the centre
facets serve as a reference and stay put where they are.) A solved cube is
such that on each face all facets are of the same colour.
A basic move rotates one of the six faces of the cube by 90°; the set of ba-
sic moves can be described using the so-called Singmaster notation. Define
the front face of the cube to be that directly in front of the observer, and
consequently define the remaining faces as back, up, down, left, and right.
The elements of the basic moves set are then F, B, U , D, L, R, defined in
the following way:
Basic move Inverse
F: front face 90° clockwise F’: front face 90° anticlockwise
B: back face 90° clockwise B’: back face 90° anticlockwise
U : up face 90° clockwise U’: up face 90° anticlockwise
D: down face 90° clockwise D’: down face 90° anticlockwise
L: left face 90° clockwise L’: left face 90° anticlockwise
R: right face 90° clockwise R’: right face 90° anticlockwise
It is also useful to consider a ‘neutral move’ E such that no ‘cubie’ (the
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tiny cubes the cube is made of) is moved.
Figure 6.1: Rubik’s cube. (Image credit: Wikipedia user Booyabazooka )
We call a combination of basic moves a move. The group G of all legal
moves that can be performed on the cube is therefore generated by all basic
moves, i.e G = 〈F,B,U,D,L,R〉. Each g ∈ G induces a certain state of
the cube. We can think of any state of the cube as a permutation over the
set of its 54 facets. The group of all such permutations is S54, but this is
not the group of legal states of the cube. A legal state is induced only by
means of a legal move g ∈ G, and as we have seen, bymeans of legal moves
alone, for all intents and purposes the six centre facets do not move at all.
Therefore, the group P of legal cube states induced by all g ∈ G cannot be
larger than S48. Additionally, legal moves can only move corner facets to
corner positions, and edge facets to edge positions. Ultimately, this means
that P must be a proper subgroup of S48. As we will see, G and P are
isomorphic, so for simplicity’s sake we can always refer to G alone. We
callG the Rubik’s cube group or simply Rubik’s group. The cardinality ofG is
|G| = 43.252.003.274.489.856.000; nonetheless, Rubik’s cube can be solved
in as little as 26 moves starting from any legal state.[6]
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6.2 Defining an operation on Rubik’s group
6.2.1 Numbering and labelling of the cube. Cube states.
We shall begin by establishing a labelling system on the cube, as done by
Christoph Bandelow [6]. Assume that the cube, in its initial (solved) con-
figuration, is in a fixed location in space. For our purposes, we can assume
no inner layer movements. (That is, as said before, we assume any layer of
the cube between two other layers does not move in any way, and thus the
centre facets stay put where they are.) Further imagine the cube is lodged
in an incorporeal ‘scaffolding’ which does not impede the cube’s move-
ments in any way. We can visualise this scaffolding as nine cubical boxes
(‘cubicles’) fixed together in a cubical shape, so that each box contains a
cubie from the cube.
Let us now number the corner cubies from 1 to 8, and the edge cubies
from 1 to 12. We write the same numbers on the corresponding cubicles in
the scaffolding. Our numbering proceeds in ascending order left to right,
top to bottom and front to back, as shown in Figure 6.2.1. After a move is
performed on the cube, the numbers on the cubies will be scrambled, but
the numbers on the scaffolding will remain in their original positions.
Figure 6.2: The numbering system on Rubik’s cube. The gray cube is the ‘scaf-
folding’, to be imagined superimposed on the actual, white cube. Blue numbers
indicate corner cubies and cubicles; red numbers indicate edge cubies and cu-
bicles. Some numbers not possible to show have been left out. (Image credit:
http://www.tipsquirrel.com. Retouched.)
With this system in place, for any arbitrary state of the cube we can
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define the location of any corner cubie by an element of the symmetric
group S8— i.e., after performing permutation ρ ∈ S8 on the corner cubies,
corner cubie iwill be in corner cubicle ρ(i). Similarly, edge cubie j ends up
in corner cubicle σ(j) after performing permutation σ ∈ S12.
Now that we have a way of describing the location of each corner and
edge cubie, we need a system to describe their orientations. We shall mark
the scaffolding of the cube in such a way that, for each corner cubie, a side
touching one of the three facets of that cubie is marked by a blue cross; for
each edge cubie, a side touching one of the two facets of the cubie will be
marked by a red cross. Notice these marks are made only on the scaffold-
ing, not on the facets of the cubies themselves. Wewill thenmark the facets
of each corner cubie with 0, 1, 2 clockwise with 0 located beneath each blue
cross, and the facets of each edge cubie with 0 and 1, with 0 in the corre-
sponding position of the red cross marked on the scaffolding.
Figure 6.3: The labelling system on Rubik’s cube. The gray cube is the ‘scaffold-
ing’, to be imagined superimposed on the actual, white cube. The crosses always
indicate the initial location of a 0, i.e. the correct orientation of a cubie. Lines in-
dicate marks on non-visibile facets. Some marks not possible to show have been
left out. (Image credit: http://www.tipsquirrel.com. Retouched.)
Given any cube state, the orientation of corner and edge cubies can now
be represented as an 8-tuple x = (x1, . . . , x8) ∈ X = {0, 1, 2}8 and a 12-
tuple y = (y1, . . . , y12) ∈ Y = {0, 1}12 respectively, where xi denotes the
facet of the ith corner cubie lying in its current cubicle under the blue cross,
and similarly yj denotes the facet of the jth edge cubie lying in its current
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cubicle under the red cross.
Example 6.1. If the cube is in its solved state, then the labels are as in Figure
6.3. In this case, we have x = (0, . . . , 0) and y = (0, . . . , 0), i.e. xi = 0 for
all i = 1, . . . , 8 and yj = 0 for all j = 1, . . . , 12. If we perform basic moves
F’ and L in a sequence—that is, we twist the front face anticlockwise and
the left face clockwise—the resulting vectors will be x = (1, 2, 1, 2, 2, 0, 1, 0)
and y = (0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 0, 0).
Figure 6.4: Move F’ on the solved cube produces the cube state in a. Subsequently
applying move L results in the cube state in b. Cubies that have been moved are
highlighted in dark cyan. Notice that, when rotating a cube face, one must first
look directly at said face, and then rotate clockwise (or anticlockwise.) (Image
credit: http://www.tipsquirrel.com. Retouched.)
We will sometimes refer to xi (respectively, yj) as the value of cubie i
(respectively, cubie j). If xi = 0 (respectively, yj = 0), we say corner cu-
bie i (respectively, edge cubie j) is correctly oriented, and incorrectly oriented
otherwise. We can now give a formal definition of a cube state.
Definition 6.1. A state of Rubik’s cube is a quadruplet (ρ, σ, x, y) such that
ρ ∈ S8, σ ∈ S12, x ∈ X = {0, 1, 2}8, and y ∈ Y = {0, 1}12. The set of all
states is indicated as P ?.
To clarify, if p = (ρ, σ, x, y) is a state of the cube, the permutation ρ
indicates in which corner cubicle each corner cubie is located; so, for ex-
ample, if ρ = (1243), we know that corner cubie 1 is located in corner cu-
bicle ρ(1) = 2. Similarly, σ indicates the cubicle where each edge cubie is
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currently located. The current orientation of corner cubies is given by the
vector x, so that its xi coordinate always indicates the orientation of cubie
i, wherever it may be located. In a similar fashion, vector y tells us the ori-
entation of edge cubies in their present location. The cube’s solved state is
I = (1, 1, 0, 0), because all cubies are in their original cubicle (e.g., corner
cubie 1 is in corner cubicle 1, and so on) and they all are oriented so that
the side marked with 0 looks toward the blue (or red for edge cubies) cross
on the scaffolding.
Example 6.2. If the cube is in its solved state andweperformmove F—twist
of the front face clockwise—then the cube’s new statewill be p = (ρ, σ, x, y),
where
ρ = (1243),
σ = (1342),
x = (2, 1, 1, 2, 0, 0, 0, 0),
y = (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0).
6.2.2 Group structure of P . Isomorphism between P and G.
Not all states in P ? are legal states of the cube; some of themwould require
taking the cube apart and reassembling it into a configuration that would
not be achievable bymeans of legal moves, such as swapping a corner with
another corner. The set of all legal states, indicated as P , is such that each
element can be obtained from the solved state of the cube bymeans of legal
moves (i.e. basic moves and their combinations).
Let us stress once more that Rubik’s cube groupG is not the same thing
as P . The set P is the set of legal states of the cube, while G is the group
of moves that produce those states. One can think of every g ∈ G as a
function g : P → P that takes in a legal state and returns another legal
state. However, it is possible to define a group operation on P and show
that G ∼= P . Given p ∈ P , we see that the map
ξ : G→ P, ξ(g) = g(I) (6.1)
where I ∈ P is the solved state of the cube, is a bijection. Indeed, if we let
p ∈ P , then by the very definition of P there exists a combination of legal
moves g ∈ G such that g(I) = p, which proves surjectivity; if we further
assume ξ(g) = ξ(h) for some g, h ∈ G, we get g(I) = h(I). Since G is a
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group, we know that g has inverse g−1; if we apply it to the last equality,
we obtain g−1(g(I)) = g−1(h(I)), whence I = g−1(h(I)). SinceG is a group,
we know that g−1 must be the inverse of h. Thus, g−1h = 1G implies h = g.
Thus, ξ is a bijection.
For any p, q ∈ P , the bijectivity of ξ allows us to define the product
pq = ξ(ξ−1(p)ξ−1(q)).
Once this product is defined, it is easy to see that ξ is a homomorphism.
Let p, q ∈ P and g, h ∈ G be such that p = ξ(g) and q = ξ(h). Then
ξ(g)ξ(h) = pq = ξ(ξ−1(p)ξ−1(q)) = ξ(gh).
Now it is equally simple to check that the product we just defined on
P is a group operation. Assume p, q, r ∈ P and g, h, i ∈ G are such that
p = ξ(g), q = ξ(h), and r = ξ(i). Then
(pq)r = ξ(ξ−1(p)ξ−1(q))ξ(i) = ξ(gh)ξ(i) = ξ(ghi) = ξ(g)ξ(hi)
= p(ξ(ξ−1(q)ξ−1(r))) = p(qr),
which shows the product on P is associative. The very definition of this
product also shows that P is closed with respect to it. If j = ξ(1G), then
pj = ξ(ξ−1(p)ξ−1(j)) = ξ(g1G) = ξ(g) = p, and similarly jp = p, whence
j = 1P . Finally, pξ(g−1) = ξ(g)ξ(g−1) = ξ(gg−1) = ξ(1G) = 1P , therefore
ξ(g−1) = p−1. Ultimately, P is a group with respect to the given product.
We now know that both G and P are groups, and that they are isomor-
phic thanks to the map ξ. We can therefore identify P with G and and
element g ∈ Gwith the corresponding state ξ(g) = p = (ρ, σ, x, y) ∈ P .
6.2.3 Twist constants
The product of P has so far been defined in terms of product in G—i.e.,
composition of moves. However, in order to prove the main results of this
section, we will need a shift in perspective and see this same product in
terms of product of states. This product will require combining the per-
mutations and orientation vectors of two different states. As the reader
may imagine, to combine permutations it will be enough to take the nor-
mal permutation product; however, combining orientation vectors will not
prove to be equally easy, and will require the concept of twist constants,
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which we will now introduce. (It is highly recommended that the reader
tries the following for themselves, with their own Rubik’s cube marked ac-
cordingly.)
If s is any cube state, we write
s = (ρs, σs, xs, ys),
where s is not an exponent, but merely an index to conveniently identify
components of s.
For simplicity’s sake, in this discussion we will work only with corner
cubies and cubicles. The reasoning can easily be extended to edge cubie
and cubicles.
Consider now the cube in its solved state I = (ρI , σI , xI , yI) and let
b ∈ G be a basic move. We know we can identify b with the cube state
s = (ρs, σs, xs, ys) it produces; so, for simplicity’s sake, let us allow a slight
abuse of notation and say b = (ρb, σb, xb, yb). When the cube is in its initial
state, we have xI = (0, 0, 0, 0, 0, 0, 0, 0), i.e. xIi = 0 for i = 1, . . . , 8.
Now consider, for example, the cubie located in cubicle 2 (which, in the
solved state, is cubie 2) and let b = R. (Remember R is the basic move
that twists the right face of the cube 90 degrees clockwise.) We see that
ρR = (2684), so when we first rotate the right side of the cube clockwise,
cubie 2 moves from cubicle 2 to cubicle 6, and the facet of cubie 2 pointing
toward the mark of cubicle 6 is marked with a 2; in other words, xR2 = 2.
Notice that xR2 = 2 = 0 + 2 = xI2 + 2; it appears as if move R has added
2 to the value of cubie 2. We might be tempted to think that perhaps R
adds 2 to the value of every cubie it moves, but it is easy to see that this
is not the case. For example, after performing R on the solved cube, the
value of cubie 4 changed from xI4 = 0 to xR4 = 1, so in this case R seems
to have added 1 to the value of cubie 4. However, if we perform R again—
i.e., if we rotate the right face of the cube clockwise again—cubie 4 will
move from cubicle 2 to cubicle 6, and it will show 0 toward the mark of
its current cubicle, i.e. xRR4 = 0. We notice that xRR4 = 0 = 3 = 1 + 2 =
xR4 + 2 (mod 3). So, R added 1 to the value of cubie 4 while this was in
cubicle 4, but it added 2 to the value of cubie 4 when this was in cubicle 2.
It seemsmoveR adds different constants to the value of a cubie depending
on the cubie’s current location. If we keep performing R over and over, we
see that the pattern repeats: The cubie currently located in cubicle 2 will
be moved to cubicle 6, and its value will increase by 2 (mod 3). Similarly,
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if we perform for example move L’ over and over, we see that the value
of the cubie located in cubicle 1 is increased by 1 each time. By trying
this exercise with several other cubicles and moves, the reader can easily
convince themselves that there is a different constant associated to each
cubicle and each move. (This result will be proved later on, in Theorem
6.1.) The constants depend on how we have numbered the facets of the
cube: Had we proceeded anticlockwise rather than clockwise, the same
constants would be tied to different cubicles and moves.
As we have seen, the same move b involving the same corner cubicle i
always increments the value of the cubie located in cubicle i by the same
constant. To find out the value of a specific constant, we can simply subtract
the old value of a cubie from its new value. More accurately, if i is a corner
cubicle, for example, and n is the cubie currently located in i, the constant
κbi of cubicle i associated with basic move b can be computed as
κbi = x
b
n − xpn (mod 3),
where (mod 3) ensures that the value of the constant will always be 0, 1, or
2. (Edge cubies can only have two values, so in that case we would have
(mod 2).)
Example 6.3. Let the cube be in its solved state. Corner cubies 1 and 2
are currently located in cubicles 1 and 2 respectively, and have both value
0. If we perform move L’ on the cube, the value of cubie 1 will change
from xI1 = 0 to xL’1 = 1. To find out the constant relevant to this case, we
compute κL’1 = xL’1 − xI1 = 1 − 0 = 1. We can verify this is correct by
performing L’ multiple times and observing how the value of any cubie
located in cubicle 1 increases by 1 each time. Similarly, performing R we
see that κR2 = xR2 − xI2 = 2− 0 = 2, and if we do it over and over again, we
see that this constant is added to the value of whichever cubie is located in
cubicle 2.
Example 6.4. Let the cube be on its solved state. If we perform move F,
cubie 1 will move to cubicle 2 and assume value xF1 = 2. If we now per-
form move R, cubie 1 will assume value xFR1 = 1, in agreement with our
expectations, since
xFR1 = x
F
1 + κ
R
2 = 2 + 2 = 1 (mod 3).
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We have said that the constant for cubicle i and basic move b can be
computed as the difference between the value of the cubie that was in cu-
bicle i prior to performing b, and the value that the same cubie has after
performing b. If, as we have said, the constants are always the same re-
gardless of how scrambled the cube may be, then computing the constant
for cubicle i and basic move b should always yield the same result, no mat-
ter which cubie happens to be located in cubicle i. In other words, if cu-
bie n is located in cubicle i, the constant for cubicle i and basic move b is
xbn−xpn (mod 3). If later on cubiem is in cubicle i, the constant can be com-
puted as xbm − xpm (mod 3), and we expect that xbn − xpn = xbm − xpm (mod 3).
Therefore, we can make things simple for ourselves and compute the con-
stants with respect to the solved state. In the solved state of the cube, every
cubie is in its original cubicle and its value is zero, which means that the
constant for cubicle i and basic move b is simply the new value of cubie i
after we performed b:
κbi = x
b
i − xIi = xbi − 0 = xbi (mod 3),
The huge advantage of this method is that, in order to find out the all con-
stants of any legal move m, it is enough to perform m on the solved cube
and make note of the resulting values of the cubies.
Example 6.5. Let the cube be in its solved state. If we perform move F, for
each corner cubicle i the constant κFi is computed as
κF = xFi − xIi = xFi − 0 = xFi .
These constants are nothing but the components of the orientation vector
xF = (2, 1, 1, 2, 0, 0, 0, 0)
resulting aftermove F has been performed on the solved cube. FormoveR,
the constants of corner cubicles are the components of orientation vector
xR = (0, 2, 0, 1, 0, 1, 0, 2).
To find out the constants for move FR, we perform F and R in succession
on the solved cube and obtain vector
xFR = (1, 2, 1, 2, 0, 1, 0, 2).
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We can now give a formal definition of the constants, for both corners
and edges.
Definition 6.2. Let the cube be in its solved state. Let b be a basicmove, and
let i, j be a corner and edge cubicle respectively. The corner twist constant
κbi of corner cubicle i with respect to basic move b is defined as the value
xbi that cubie i has after move b has been performed on the solved cube.
Similarly, the edge twist constant bj of edge cubicle j with respect to basic
move b is defined as the value ybj that cubie j has after move b has been
performed on the solved cube.
We have claimed that the twist constants depend only on our labelling
system, and that each pair made by a basic move and a cubicle will have a
unique constant, regardless of the cubie currently located in the cubicle or
of the value of such cubie. It is now time to formally prove this claim.
Theorem 6.1. Given a labelling system on Rubik’s cube, each twist constant is
specific to each pair composed by a basic move and a cubicle, and it is the same
regardless of the specific cubies or their values.
Proof. We start our proof from the case of corner cubies. Let b be a basic
move. If b = U or b = D (or their inverses), the claim is trivial: If the corner
cubies in the up face show values v1, . . . , v4, rotating the up face around
will change the position of the cubies on this face, but it will not change
the values v1, . . . , v4 in any way. Move b = U also does not affect cubies
on the down face. Therefore, no matter which cubies are located where
on these faces or what values they have, the corner twist constant for basic
move U is κUi = 0, for i = 1, . . . , 8. An entirely analogous reasoning shows
that κDi = 0, for i = 1, . . . , 8.
Now imagine we could walk on the cubies. In our clockwise labelling
system, each timewemove from a cubie facet in the clockwise direction the
number displayed on the facetwe are currently ondiffers from the previous
one by 1 (mod 3). So, for example, if the facet we are on displays 2, by
moving onemore facet on the same cubie in the clockwise directionwewill
land on a facet displaying 2 + 1 = 0 (mod 3). Since we cannot really walk
ourselves on the cubies, we will do something different. Given a specific
corner cubie, imagine that any blue cross on the scaffolding indicates our
position on the cubie itself. For example, if the cube is in its solved state,
cubie 1 is in cubicle 1, and the blue cross of cubicle 1 indicates the 0-facet
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of cubie 1—that facet is our current position. If we perform F, cubie 1 will
end up in cubicle 2, and the blue cross of cubicle 2 will indicate the 2-facet
of cubie 1. This is our new position: For all intents and purposes, this is the
same as if we hadwalked on cubie 1 all the way from facet 0 to facet 2. Each
basic move will make us ‘walk away’ a different number of facets from our
starting facet depending on the cubiclewhere the cubie is currently located.
For example, if we perform F on the solved cube, we will move two facets
from facet 0 on cubie 1 (i.e., the value of cubie 1 will change from 0 to 2), but
only one facet from facet 0 on cubie 4 (i.e., the value of cubie 4 will change
from 0 to 1). This fact is the very meaning of the twist constants, and we
shall make use of it in our proof.
We shall write our reasoning only for the front face—i.e., for move F
and its inverse. The reasoning is completely analogous for all the other side
faces and easily leads to the same conclusions. (For brevity’s sake, we shall
omit ‘(mod 3)’ wherever there is no danger of confusion.) Move F leaves
cubicles from 5 to 8 unaffected, whence κFi = 0 for i = 5, . . . 8, regardless
of the specific cubies in those cubicles or their values. On the other hand,
given any cubie in cubicle 1, F makes us ‘walk two facets away’ from the
current value-facet of the cubie; in other words, if cubie n is currently in cu-
bicle 1 and xn is its current value, its new value will be xFn = xn+2 (mod 3),
yielding corner twist constant κF1 = 2. It is easy to see that wewould get the
same result if we performed F’ instead, whence κF’1 = 2 too. By symmetry,
this result applies to corner cubicle 3 as well, yielding κF3 = κF’3 = 2. How-
ever, move F only ‘walks us away’ one facet in the clockwise direction from
the value-facet of a cubie in cubicle 2. This means that given value xm for
cubiem in cubicle 2, its newvalue aftermove Fwill be xFm = xm+1 (mod 3),
yielding corner twist constant κF2 = 1 (An analogous reasoning shows that
κF’2 = 1.) Symmetry allows us to deduce κF4 = κF’4 = 1. Notice once more
that the reasoning above is independent of the cubies and their values; all
that matters is how many ‘steps’ we take from the current value-facet to
the new value-facet of a cubie with each basic move we perform, and this
number depends on the position of each specific cubicle. This proves the
claim for corner twist constants.
In the case of the edge twist constants, things are simpler: In order to al-
ways be beneath a red cross after amove has been performed, we only need
to ‘walk’ one facet at most—in other words, each possible (basic) move
adds 1 or 0 modulo 2 to an edge cubie’s value. Let the cube be in an arbi-
trary legal state. If we perform F or its inverse, only edge cubies located in
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edge cubicles 1, 2, 3, 4 will be affected; all other edge cubies are unaffected,
whence the edge twist constant Fj = 0 for j = 5, . . . , 12. Similarly, F’j = 0
for j = 5, . . . , 12. The symmetric, alternating fashion in which we have
numbered edge cubies and labelled edge cubicles makes it so that, when
we perform F on the cube, all edge cubies on the front face will change
value: if the value is 0, it will become 1 and vice-versa, yielding twist con-
stant Fj = 1, for j = 1, . . . , 4; similarly, F’j = 1 for j = 1, . . . , 4. Thus the
edge twist constants are always 1 for all cubicles affected by a given basic
move b, and 0 otherwise. An analogous reasoning proves the claim for the
remaining basic moves.
Ultimately, all twist constants depend only on the labelling system and
each pair of basic moves and cubicles.
6.2.4 Product of states
Let b, d ∈ G be two basic moves. We know we can think of them as the
states they induce on the cube, which we indicate as b = (ρb, σb, xb, yb) and
d = (ρd, σd, xd, yd) respectively. In order to define the product bd in terms of
product of states, we can proceed as follows. Permutations can be applied
subsequently in a natural way, so that the corner and edge permutations
of bd are simply ρdρb and σdσb, respectively. (Recall that, in a product of
permutations, the order of execution is right-to-left. Therefore, if we per-
form move bd, we are performing b first and d then, leading to the corner
permutation ρdρb.) As said earlier, the composition of vectors xb and xd (or
yb and yd) is a bit more complicated. The situation at the starting position
is the following:
xI = (0, 0, 0, 0, 0, 0, 0, 0),
yI = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0);
if we perform b on the cube, the new value of each cubie is obtained adding
the appropriate twist constant to the old value of the cubie:
xbi = x
I
i + κ
b
i = 0 + κ
b
i = κ
b
i
ybj = y
I
j + 
b
j = 0 + 
b
j = 
b
j,
for all corner and edge cubies i, j affected by move b.
If we then performmove d, for each corner cubie i its new value will be
obtained by adding to its current value the appropriate twist constant of
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the cubicle where it is currently located—i.e, where it ended up after per-
formingmove b. The location of cubie i after performingmove b is therefore
ρb(i). Thus, the twist constant to be added is κd
ρb(i)
= xd
ρb(i)
. Analogously,
one finds that for edge cubies the appropriate constant is d
σb(j)
= yd
σb(j)
. If
we define
xdρb := (x
d
ρb(1), . . . , x
d
ρb(8))
ydσb := (y
d
σb(1), . . . , y
d
σb(12))
(6.2)
we see that the vectors xbd and ybd—which represent the cubie orientations
after move bd has been performed—can be expressed as
xbd = (xb1 + x
d
ρb(1), . . . , x
b
8 + x
d
ρb(8)) = x
b + xdρb
ybd = (yb1 + y
d
σb(1), . . . , y
b
12 + y
d
σb(12)) = y
b + ydσb .
Ultimately, the product of basic moves b and d is defined as
bd = (ρb, σb, xb, yb)(ρd, σd, xd, yd) = (ρdρb, σdσb, xb + xdρb , y
b + ydσb).
Since all legal moves can be expressed as the product of basic moves,
this definition naturally extends to the product of any two legal moves. To
see why this is true, consider the following basic moves:
b = (ρb, σb, xb, yb),
c = (ρc, σc, xc, yc),
d = (ρd, σd, xd, yd).
We need to make sure that the product bcd is still a state in P . The first step
is computing bc; by definition, this is just
(ρb, σb, xb, yb)(ρc, σc, xc, yc) = (ρcρb, σcσb, xb + xcρb , y
b + ycσb),
This quadruplet does not describe the situation after a single basicmove,
and since the product of states was defined for basic moves only, it might
break down when we try to compute (bc)d. However, if we proceed in our
calculation, we obtain
(bc)d = (ρcρb, σcσb, xb + xcρb , y
b + ycσb)(ρ
d, σd, xd, yd)
= (ρdρcρb, σdσcσb, (xb + xcρb) + x
d
ρcρd , (y
b + ycσb) + y
d
σcσb).
49
We see that the result is in P : The first two terms are permutations, as
they are supposed to be; the term (xb+xc
ρb
) is a vector in C83 , and so is xdρcρd ,
thus their sum is also in C83 . Similarly, we have (yb + ycσb) + y
d
σcσb
∈ C122 .
Also recall that xd
ρcρd
is simply the vector xd describing the orientation of
the corner cubies after basicmove dhas been performed on the solved cube,
although its components are scrambled according to permutation ρcρd to
account for the location of the cubies once bd has been performed. Simply
put, the expression
(xb + xcρb) + x
d
ρcρd
means that the values of the corner cubies after move bc (which are listed in
(xb + xc
ρb
)) is being increased by the corner twist constants related to move
d and to the current locations of the cubies (these constants are the com-
ponents of xd
ρcρd
), leading to the correct new value of each corner cubie.
The reasoning is entirely analogous for edge cubies—i.e. for the expres-
sion (yb + yc
σb
) + yd
σcσb
. We can extend our reasoning and conclude that if
the product b1 · · · bn is in P and accurately describes the state of the cube
after moves b1, . . . , bn have been performed, the same is true of the product
b1 · · · bn+1 after moves b1, . . . , bn+1 have been performed. Since any combi-
nation of non-basicmoves is a product of basicmoves, we see that the prod-
uct of any number k of non-basic movesM1, . . . ,Mk is in P and accurately
describes the state of the cube afterM1, . . . ,Mk have been performed.
Remark 6.1. One might wonder if the product of states we just defined
is compatible with the map ξ defined in (6.1)—in other words, if ξ still
behaves as a homomorphism when the product between elements of P
is carried out as product of states. The answer is yes. If we agree to define
ξ(gh) = gh(I) = (ρgh, σgh, xgh, ygh) := (ρhρg, σhσg, xg + xhρg , y
g + yhσg),
where ξ : G→ P is as in (6.1), then we have that
ξ(gh) = gh(I) = (ρgh, σgh, xgh, ygh) := (ρhρg, σhσg, xg + xhρg , y
g + yhσg)
= (ρg, σg, xg, yg)(ρh, σh, xh, yh) = ξ(g)ξ(h),
and for any g ∈ G,
ξ(1G) = ξ(gg
−1) = ξ(g)ξ(g−1) = ξ(g)ξ(g)−1 = I.
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6.3 Semidirect product
Let us consider the following two subgroups of G:
GO := {(ρg, σg, xg, yg) ∈ G |xg = 0, yg = 0}
GP := {(ρg, σg, xg, yg) ∈ G | ρg = 1, σg = 1}.
Note that we are still persisting in our abuse of notation; what wemean
by g = (ρg, σg, xg, yg) ∈ G is in fact that move g ∈ G induces a legal cube
state (i.e., an element of P ) which we indicate as (ρg, σg, xg, yg) to avoid
cumbersome notation. This is made possible by the fact G and P are iso-
morphic. Elements of GO preserve the orientation of the cubies, though
they may change their position; similarly, elements of GP preserve the po-
sition of the cubies, but not necessarily their orientation. To better visualise
this, suppose the cube is in a certain state s = (ρs, σs, xs, ys), and let g ∈ GO
and h ∈ GP . The states g, hwill be of the form
g = (ρg, σg, 0, 0)
h = (1, 1, xh, yh)
and their product with swill give rise to, respectively
sg = (ρs, σs, xs, ys)(ρg, σg, 0, 0) = (ρgρs, σgσs, xs, ys)
sh = (ρs, σs, xs, ys)(1, 1, xh, yh) = (ρs, σs, xs + xhρs , y
s + yhσs).
We see that in state sg, the orientation of the cubies is the same as in state
s, and in state sh their position is the same as it was in state s. In particular,
if s = I , this means that in state sg, the cubies will be correctly oriented,
albeit possibly in the wrong cubicles, and in state sh the cubies will be in
their correct cubicle although their orientation may be incorrect.
Our goal is to prove that the Rubik’s cube group is the semidirect prod-
uct of GO and GP . To this end, we will need two propositions and one
lemma.
Lemma 6.1. If g = (ρg, σg, xg, yg) ∈ G, its inverse is given by
g−1 = ((ρg)−1, (σg)−1,−xg
(ρg)−1 ,−y
g
(σg)−1),
where −xg = (−xg1, . . . ,−xg8) and −yg = (−yg1 , . . . ,−yg12).
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Proof. The proof is a just matter of computation:
(ρg, σg, xg, yg)((ρg)−1, (σg)−1,−xg
(ρg)−1 ,−y
g
(σg)−1)
= ((ρg)−1ρg, (σg)−1σg, xg − xg
(ρg)−1ρg , y
g − yg
(σg)−1σg)
= (1, 1, xg − xg, yg − yg)
= (1, 1, 0, 0)
= 1G,
whence indeed g−1 = ((ρg)−1, (σg)−1) as claimed. A similar computation
shows that g−1g = 1G.
Proposition 6.1. The set GP is a normal subgroup of G.
Proof. It is obvious that GP ⊂ G. If g, h ∈ GP , then
g = (1, 1, xg, yg),
h = (1, 1, xh, yh),
and gh = (1, 1, xg + xh, yg + yh), whence gh ∈ GP . The identity element of
G, that is 1G = (1, 1, 0, 0), is obviously in GP . If g = (1, 1, xg, yg) ∈ GP , then
by Lemma 6.1 g−1 = (1, 1,−xg,−yg) is in GP . This proves that GP ≤ G.
To prove that GP CG, let g ∈ G and h ∈ GP . Then
ghg−1 = (ρg, σg, xg, yg)(1, 1, xh, yh)((ρg)−1, (σg)−1,−xg
(ρg)−1 ,−y
g
(σg)−1)
= (ρg, σg, xg + xhρg , y
g + yhσg)((ρ
g)−1, (σg)−1,−xg
(ρg)−1 ,−y
g
(σg)−1)
= ((ρg)−1ρg, (σg)−1σg, xg + xhρg − xg(ρg)−1ρg , yg + yh − yh(σg)−1σg)
= (1, 1, xhρg , y
h
σg) ∈ GP .
Remark 6.2. There is a less formal but more intuitive way of seeing why
Proposition 6.1 is true. If g, h ∈ GP , both of them will not change the po-
sition of any cubicle, and thus neither will their combination. This means
gh ∈ GP . By definition, the identity 1G will leave every cubie in whichever
cubicle it is located, thus 1G ∈ GP . If g ∈ GP , performing it will not change
the location of any cubie; if g−1 changed the location of some cubies, then
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the combination gg−1 would not be the identity, which is impossible by def-
inition. Therefore, g−1 ∈ GP and GP ≤ G. Let now g ∈ G and h ∈ GP . If g
leaves all cubies where they are, then by the above so does g−1; we know h
does not change the position of any cubies, and therefore ghg−1 also leaves
all cubies where they are hence ghg−1 ∈ GP . On the other hand, if g does
change the location of some cubies, then g−1 will put them backwhere they
were, and ultimately ghg−1 ∈ GP again. Thus, GP CG.
Proposition 6.2. The set GO is a subgroup of G.
Proof. Again, obviously GO ⊂ G. Since 1G = (1, 1, 0, 0), in particular we
have 1G ∈ GO. Let g, h ∈ GO be defined as
g = (ρg, σg, 0, 0),
h = (ρh, σh, 0, 0).
Then
gh = (ρg, σg, 0, 0)(ρh, σh, 0, 0) = (ρhρg, σhσg, 0, 0) ∈ GO,
and g−1 = ((ρg)−1, (σg)−1, 0, 0) ∈ GO. Ultimately, GO ≤ G.
Remark 6.3. A more intuitive way of understanding why Proposition 6.2
is true is the following. The identity 1G preserves all orientations by defi-
nition and thus it belongs to GO. If g, h ∈ GO, then both preserve all ori-
entations, and so will their product. If g ∈ GO preserves all orientations,
so must g−1, for if it did not, then gg−1 = 1G would not preserve some
orientations either, which is a contradiction. Therefore, GO ≤ G.
We are now ready to prove the main result of this section.
Theorem 6.2. The Rubik’s cube groupG is the semidirect product of the subgroup
of position-preserving moves and the subgroup of orientation-preserving moves.
In other words,
G = GO oGP .
Proof. By proposition 6.1, we know that GP C G. If g ∈ GO ∩ GP , then we
know that ρg = 1, σg = 1, xg = 0 and yg = 0. Thus, g = (1, 1, 0, 0) = 1G.
Finally, for any g = (ρg, σg, xg, yg) ∈ G, we see that
gO = (ρ
g, σg, 0, 0) ∈ GO and
gP = (1, 1, x
g
(ρg)−1 , y
g
(σg)−1) ∈ GP
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are such that
gOgP = (ρ
g, σg, 0, 0)(1, 1, xg(ρg)−1 , y
g
(σg)−1)
= (ρg, σg, xg, yg) = g,
whence G = GOGP . This concludes the proof.
6.4 Wreath product
In our discussion of Rubik’s cube, we have dealt primarily with the legal
Rubik’s cube group, i.e. the groupG arising from legal moves alone, which
we have seen to be isomorphic to the group P of legal states of the cube.
However, we have also seen that P is a subset of P ?, the set of all possible
states of the cube, legal or illegal. The only way to rearrange the cube into
an illegal state s ∈ P ? \ P is to take the cube apart and reassemble it in
state s. The set P ? is therefore strictly larger than P , because it contains
as elements states that are not contained in P , such as states where two
adjacent corners are swapped around. Wewill henceforth refer toP ? as the
illegal Rubik’s group; the aim of this section is to show that P ? is isomorphic
to a direct product of wreath products—and thus that it is indeed a group.
6.4.1 The groups PC and PE , and their relation to P ?
Let us start by considering the set PC ⊂ P ? of all possible states (legal or
illegal) of the corner cubies. Elements of PC describe all possible orienta-
tions of all corner cubies in any location they may be, disregarding edge
cubies entirely. In other words, we define the set PC as
PC = {c ∈ P ? | c = (ρc, 1, xc, 0)}.
Since the edge permutation and the edge orientation vector are always 1
and 0 respectively for any c ∈ PC , we may leave them out and write simply
c = (xc, ρc). Note that we have swapped the positions of the permutation
and the orientation vector. This change of order does not influence our
reasoning, and it is useful in that it better suits the definition of external
semidirect product, which we will need shortly.
We know that the group of all possible permutations over 8 corner cu-
bies is S8, and that the set of all their possible orientations isX83 = {0, 1, 2}8.
Thus, if c = (xc, ρc) ∈ PC , then c ∈ X83 × S8 as well, which means that
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PC ⊂ X83 × S8. On the other hand, if we take any pair (x, ρ) ∈ X83 × S8,
this pair describes a possible state (legal or not) of the corner cubies, and
therefore it is an element of PC . Thus, PC = X83×S8. An entirely analogous
reasoning allows to define the set PE of all possible states of edge cubies as
PE = {e ∈ P ? | c = (1, σe, 0, ye)}
and conclude that PE = X122 × S12. Exactly as we did for PC , we can more
conveniently write an element (1, σe, 0, ye) of PE as (ye, σe).
One might wonder whether PC and PE are groups with respect to the
same operation we defined on the legal Rubik’s group G. To verify if this
is the case, let (xc, ρc) and (xd, ρd) be any two states of the corner cubies.
Their product in terms of the same operation defined on G is
(xc, ρc)(xd, ρd) = (xc + xdρc , ρ
dρc). (6.3)
Similarly, if (ye, σe) and (yf , σf ) are any two elements of PE , we can define
a binary operation as
(ye, σe)(yf , σf ) = (ye + yfσe , σ
fσe). (6.4)
The reader may have noticed the similarity between (6.3), (6.4) and the
operation defined in Theorem 4.1 for semidirect products. This is no acci-
dent. The following lemma will show that (6.3) relies on an action of S8 on
X83 , and that PC is thus their semidirect product. This, in turn, will imply
that PC is the wreath product of X3 and S8.
Lemma 6.2. The group PC is the wreath product of X3 with S8. In other words,
PC = X3 o8 S8 = X83 o S8.
Proof. All we need to do is show that the conditions of Definition 5.3 are
met. Let X = {1, . . . , 8}. Both X83 and S8 are groups; the next ingredient
we need is an action µ of S8 on X . By Definition 5.1, µ must be a homo-
morphism S8 → Σ(X); however, Σ(X) = S8, therefore it suffices to choose
µ = idS8 . In order to obtain the semidirect product of X83 with S8, we need
an action of the latter on the former. FromDefinition 5.3 and the discussion
that follows it, we know that φ : S8 → AutX83 is a group action of S8 onX83
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if we define it as
φρ(x) = φρ(x1, . . . , x8) = (xµρ(1), . . . , xµρ(8)) = (xidS8 (ρ)(1), . . . , xidS8 (ρ)(8))
= (xρ(1), . . . , xρ(8))
(?)
= xρ, for any ρ ∈ S8, x ∈ X83 .
(6.5)
(Notice that in (?) we made use of the notation described in (6.2)).
By Definition 4.2, the set PC = X83 × S8 equipped with operation
(xc, ρc)(xd, ρd) = (xc + φρc(x
d), ρdρc), c, d ∈ PC , xc, xd ∈ X83 , ρc, ρd ∈ S8,
is the semidirect productX83 oS8, as desired. Notice that, by (6.5), we have
φρc(x
d) = xdρc , whence
(xc, ρc)(xd, ρd) = (xc + φρc(x
d), ρdρc) = (xc + xdρc , ρ
dρc),
showing that indeed (6.3) relies on an action of S8 on X83 .
We come to similar conclusions about (6.4) and PE .
Lemma 6.3. The group PE is the wreath product of X2 with S12. In other words,
PE = X2 o12 S12 = X122 o S12.
Proof. The proof is entirely analogous as the proof of Lemma 6.2.
The main claim of this section is now trivial to prove.
Theorem 6.3. The illegal Rubik’s cube group P ? is isomorphic to the direct prod-
uct of wreath products X3 o8 S8 and X2 o12 S12.
Proof. We have that
P ? = {(ρ, σ, x, y) | ρ ∈ S8, σ ∈ S12, x ∈ X83 , y ∈ X122 }
and
(X3 o8 S8)× (X2 o12 S12) = {((x, ρ), (y, σ)) | ρ ∈ S8, σ ∈ S12, x ∈ X83 , y ∈ X122 };
the group operation on P ∗ is the same as on G—concatenation of moves,
or equivalently, product of states.
Define λ : (X3 o8 S8)× (X2 o12 S12)→ P ? in such a way that
λ((x, ρ), (y, σ)) = (ρ, σ, x, y).
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Then λ is obviously bijective. Let φ : S8 → AutX83 be the action of S8 onX83 ,
and ψ : S12 → AutX122 the action of S12 on X122 . Then, if ((x, ρ), (y, σ)) and
((x′, ρ′), (y′, σ′)) are any two elements of (X3 o8 S8)× (X2 o12 S12), we have
λ(((x, ρ), (y, σ))((x′, ρ′), (y′, σ′))) = λ((x, ρ)(x′, ρ′), (y, σ)(y′, σ′))
= λ((x+ φρ(x
′), ρ′ρ), (y + ψσ(y′), σ′σ)) = (ρ′ρ, σ′σ, x+ φρ(x′), y + ψσ(y′))
(∗)
= (ρ′ρ, σ′σ, x+ (x′ρ(1), . . . , x
′
ρ(8)), y + (y
′
σ(1), . . . , y
′
σ(12)))
= (ρ′ρ, σ′σ, x+ x′ρ, y + y
′
σ) = (ρ, σ, x, y)(ρ
′, σ′, x′, y′)
= λ((x, ρ), (y, σ))λ((x′, ρ′), (y′, σ′)),
where in (∗) we havewritten out the result of the actions φ and ψ, and used
the notation
(x′ρ(1), . . . , x
′
ρ(8)) := x
′
ρ
(y′σ(1), . . . , y
′
σ(8)) := y
′
σ.
This concludes the proof.
In the proof above we have said that the product of states we defined
on the legal Rubik’s group (or on PC and PE) is a group operation on P ?
as well. Indeed, it is not difficult to see that all the properties of a group
operation hold for the product of states on P ?. This makes G, PC , and PE
proper subgroups of P ? with respect to the product of states. Ultimately,
this operation is equivalent to concatenation of moves (legal or not). If
we consider the set G? of all possible moves—legal or illegal—that can be
performed on the cube, it is easy to convince oneself that it is a group under
concatenation. We can thus extend the map ξ appeared in (6.1) to obtain
ξ? : G? → P ?;
the same reasoning used in section 6.2.2 shows that ξ? is a group isomor-
phism.
The interested reader may find more about the algebra of Rubik’s cube
in [6], [5], and [7].
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