I. INTRODUCTION
Over the last decade, smart antenna systems have attracted widespread interest in the communications industry due to their adaptive features. Smart antennas can be categorized into two main techniques; switched beam array and phased array antennas. In a switched beam array, the direction of the beam is chosen from a set of predetermined beams while in a phased array, the main beam is steered towards a specific direction. Instead of employing mechanical changes in the structure, a phased array antenna steers its beam towards a desired angle by electronic manipulation. This manipulation involves changes in both the amplitude and phase excitation of the antenna elements [1] .
There are several algorithms that are commonly used to calculate the excitations for phased array antennas [2] [3] [4] . These algorithms include Least Mean Square (LMS), Recursive Least Squares (RLS), Particle Swarm Optimization (PSO), and Genetic Algorithm (GA). Elements of smart antennas can be placed in various geometry arrangements such as linear and planar configuration. The geometry of an antenna array influences its radiation pattern [2] . For example, a planar arrangement has the advantage over a linear array due to its 3-dimensional scanning capability [5] .
The planar arrangements can be sub-divided into three other categories; circular, rectangular, and square. Among these three categories, the circular arrays do not have edge elements. Without edge constraints, the beam pattern of a circular array can be electronically rotated. Besides, the circular arrays also have the capability to compensate the effect of mutual coupling by breaking down the array excitation into a series of symmetrical spatial components [5, 6] . The circular array can be designed with an element at the center [7] . A planar arrangement with an element at the centre increases array steering capability as well as reducing the side lobe levels [8] . In this paper, six different UCA configurations are studied and compared in terms of their adaptive interference suppression.
This paper is divided into four Sections. Section 2 introduces the array geometries and the beamforming algorithm used in this work. Section 3 analyses and discusses the simulated results, and finally Section 4 concludes the paper.
II. DESIGN BACKGROUND

A. Array Geometry
In this paper, six circular array configurations are considered in which each configuration consists of 19 isotropic antenna elements. These configurations are Uniform Circular Array (UCA (19) ), Uniform Circular Centered Array (UCCA (1:18)), Planar Uniform Circular Array (PUCA (1:6:12), PUCA (1:9:9), PUCA (9:10)) and Planar Uniform Hexagonal Array (PUHA (1:6:12)). The geometry of the UCA (19) is shown in Fig. 1 which consists of 19 uniformly distributed isotropic antenna elements. For this array configuration, the array factor at a far-field point of (ș o ,Ø o ) is given by (1) [9] . 
where a n and Ø n are the excitation and the azimuth angle of n th element, and N represents the total number of elements. For this work, the radius, r, is set to 1.98Ȝ and the element separation is 0.65Ȝ. Fig. 2 illustrates the geometry of the UCCA (1:18). This configuration consists of an element in the centre and a concentric array with uniformly distributed 18 isotropic antenna elements. For this configuration, the array factor at a far-field point of (ș o ,Ø o ) is calculated by (2) . Similar to UCA (19) , the radius for this geometry is set to 1.98Ȝ which leads to a slightly increased element separation of 0.69Ȝ. N is the total number of elements circulating the central element. where a mn and Ø mn are the excitation and the azimuth angle of n th element in m th ring, respectively. The outer ring radius, r 1 , is 1.98Ȝ and the inner ring radius, r 2 , is 1.25Ȝ. N and M are the total number of N th elements in the M th rings. Fig. 4 illustrates the geometry of PUHA (1:6:12) configuration where r 1 , r 2 and r 3 parameters are set to 1.98Ȝ, 1.25Ȝ and 1.71Ȝ respectively. To form a configuration of 2-layer hexagonal ring, the third ring is rotated by Ø h =30°. The array factor for this configuration is given in (5) -(8). 
B. Particle Swarm Optimization Algorithm
One of the valuable features offered by a phased array antenna is that it can adaptively steer the main beam of the antenna towards a desired direction and at the same time suppress the interfering signals. This technique is known as adaptive beamforming. Various optimization algorithms such as LMS, RLS and PSO are used to optimize the excitation parameters, both amplitude and phase, of the antenna arrays [2, 3, [10] [11] [12] [13] [14] .
LMS algorithms update the weight of each element based on the quadratic mean square error (MSE) gradient with a certain step size [15] . Meanwhile, RLS updates the weights with a modification in its covariance matrix [16] . PSO, on the other hand, is a stochastic computational technique based on the movements of bees. This random search method has been used widely in adaptive antenna arrays [17] [18] [19] .
With PSO, the algorithm searches for an optimal solution from a population of candidate solutions, which are normally termed as particles. After each iteration, the best solution achieved by any particle (p best ) and the global best solution (g best ) are compared and stored for future iterations. Similarly, the velocity towards the p best and g best solutions of the particles is iteratively updated according to the equations given by (9) and (10) ( 1 0 ) where v n and x n are the particle velocity and position; w is the inertia weight which controls the global and local exploration ability of the swarm; c 1 and c 2 are the scaling constants; r 1 and r 2 are random numbers uniformly distributed in (0, 1). The iteration is terminated once a predetermined criterion, usually a good fitness or a maximum number of iterations, is reached.
In this work, the fitness function is given by (11):
where w is the complex array weight, w H is its Hermitian, and x s is the array factor. R xx is the array correlation matrix for the received signal which is given by (12) . 
C. Signal to Interference Ratio (SIR)
SIR is the ratio between the desired signal power to the interference signal power. SIR provides a merit to measure the capability of a system in suppressing the interference signal. The ratio is calculated using (13) [13] . 
III. RESULTS AND DISCUSSION
In this section, the performance of the array geometries is compared based on their radiation patterns and SIR properties. As stated previously, PSO algorithm is used to generate the weights for the array in order to steer the main beam towards the desired signal and place nulls at the interference signals.
The dimension of PSO is set to 24 particles. The initial positions of the particles are randomly generated inside a search space with a minimum boundary of -1 and a maximum boundary of 1. The stopping criterion for the algorithm is set for a tolerance value of 1×10 -5 . The weight w in (11) is set to 1.0. The correction factors, c 1 and c 2 are set to 2.0. The noise power is set to 0.01 dB.
A. Radiation Pattern
The behaviour of the array geometries in adapting to interference signals is analysed based on three different scenarios; a desired signal with two interferences, three interferences, and four interferences. Simulations are performed using Matlab which runs on a Pentium 4 2GHz PC.
In the first scenario, a desired signal is placed at (Ø d = 0 o , ș d =0°) and two interfering signals are placed at (Ø 1 = -80°, ș 1 =0°) and (Ø 2 = 60°, ș 2 =0°). The resulting beam patterns are shown in Fig. 5 . As seen in Fig. 5 , the generated radiation pattern of each array configuration has nulls at the incoming angles of the interfering signals. The main beams are also accurately placed at the angle of the desired signal. However, the side lobe levels of PUHA (1:6:12) are the lowest compared to the other configurations. The beam width of the main lobes of all array geometries are about the same except for UCA (19) and UCCA (1:18).
In the second scenario, a desired signal is placed at (Ø d = 0 o , ș d =0°) and three interfering signals are placed at (Ø 1 = -80°, ș 1 =0°), (Ø 2 = -40°, ș 2 =0°) and (Ø 3 = 60°, ș 3 =0°) respectively. The corresponding radiation patterns are depicted in Fig. 6 .
From the results, it can be seen that in all geometry configurations, nulls are accurately placed at the interfering angles and the main beams are placed at the desired angle. Similar to the first scenario, PUHA (1:6:12) has the lowest side lobe levels as compared to the other configurations. UCCA (1:18) shows the existence of grating lobe, a situation in which the sidelobe amplitude is approaching the level of the main lobe. Grating lobes and sidelobes are considered a threat as they could make the antenna vulnerable to noise and interference signals coming far from the desired signal. Except for UCA (19) and UCCA (1:18) , the beam width of the main lobes of the array geometries are about the same. A main lobe with wider beam is also a disadvantage to the antenna as it reduces the spatial resolution of the system. In the third scenario, a desired signal is placed at (Ø d = 0 o , ș d =0°) and four interfering signals are placed at (Ø 1 = -80°, ș 1 =0°), (Ø 2 = -40°, ș 2 =0°), (Ø 3 = -80°, ș 3 =0°) and (Ø 4 = 60°, ș 4 =0°), respectively.
As seen in Fig. 7 , the generated radiation patterns for each array configuration have nulls at the incoming angles of the interfering signals. The main beams of all configurations are also placed in the desired angle except for PUCA (9:10) and PUCA (1:9:9) which are slightly deviated from the desired angle. The accuracy of PUCA (9:10) and PUCA (1:9:9) array configurations can be improved by increasing the swarm size and the number of iterations, but with an expense of longer execution time. On the other hand, both PUCA (9:10) and PUCA (1:9:9) achieves deeper nulls towards the angles of interfering signals compared to the other array configurations.
B. Signal to Interference Ratio
As mentioned in Section 2.3, SIR is another parameter to measure the performance of different array geometries. In these simulations, the ratio is calculated using (13) in which the noise power is set to 0.002 and the excitation weights are calculated using a PSO algorithm. As seen in Table 1 , the highest SIR is achieved by PUCA (9:10). This result indicates that PUCA (9:10) has an advantage in preventing the interfering signals from deteriorating the smart antenna arrays performance compared to the other array geometry configurations. IV. CONCLUSION In this paper, a number of different array geometry configurations have been compared in terms of their radiation patterns and SIR properties. Simulation results have shown that even with the same number of antenna elements, the array configuration can influence the performance of a smart antenna in the context of adaptive beamforming. Among six different array configurations studied, PUHA (1:6:12) provided beam patterns with lower side lobes when the array was simulated with scenarios of two and three interferences. On the other hand, PUCA (9:10) achieved the highest SIR compared to the other array configurations. The results suggest that PUHA (1:6:12) is suitable for adaptive array applications which require high spatial resolution as it provides a narrow main beam and lower side lobe levels. A suitable array geometry selection is essential for ensuring an optimum performance for a smart antenna system.
