We present a polynomial algorithm, implicit in the work of ElZahar and Sauer, which inputs a 3-colouring of a categorical product of two graphs and outputs a 3-colouring of one of the factors. We raise a question about the existence of polynomial algorithms for colouring the vertices of some graphs in terms of intrinsic succint description of the vertices rather than in terms of the (exponential) size of the graph.
Introduction
The categorical product G × H of two graphs G and H is the graph with vertex-set V (G) × V (H), where [(u, v) , (u , v )] ∈ E(G × H) if and only if [u, u ] ∈ E(G) and [v, v ] ∈ E(H). Hedetniemi's conjecture [2] states that χ(G × H) = min{χ(G), χ(H)}.
(
It is easy to see (1) holds whenever the right-hand term is at most 3, using the fact that a graph is bipartite if and only if it does not contain an odd cycle.
However as no such criteria are available for larger chromatic numbers, it is not clear that (1) holds for larger values of min{χ(G), χ(H)}. A considerable breakthrough was achieved by El-Zahar and Sauer [1] who proved that the chromatic number of the categorical product of two 4-chromatic graphs is 4. In 1999 Jack Edmonds pointed out to the author that the contrapositive formulation of this result raises an interesting algorithmic question: Given two graphs G and H and a 3-colouring c : G×H → {0, 1, 2} of their product, how hard is it to find a 3-colouring of G or of H. The purpose of this note is to provide the following answer.
Proposition 1 There exists a polynomial algorithm which imputs two graphs G and H and a 3-colouring c : G × H → {0, 1, 2} of their product, and outputs a 3-colouring of G or of H.
The simple algorithm is given in the next section, and the proof of its correctness is given in Section 3, drawing from the results of [1] .
In the last section we present an open problem that comes out of this investigation. We exhibit a family {B 2n+1 : n ∈ N} of graphs such that
The results of Section 3 show that these graphs are bipartite, because they contain no odd cycle. However there is no known polynomial algorithm which will input a vertex of B n and output a colour, and be guaranteed never to output the same colour for two adjacent vertices.
The algorithm
Let G, H be given connected graphs, and c : G × H → {0, 1, 2} a proper 3-colouring. We find a 3-colouring c of G or of H with the following steps.
Step 1 Find an odd cycle {u 0 , u 1 , . . . , u 2m } in G; if none exists, output a 2-colouring c of G and stop. Similarly, find an odd cycle {v 0 , v 1 , . . . , v 2n } in H; if none exists, output a 2-colouring c of H and stop.
Step 2 Evaluate the cardinality of {i : c(u i , v 0 ) = c(u i+2 , v 0 )} (with addition modulo 2m + 1). If it is odd, G will be 3-coloured by the procedure given in Step 3. Otherwise, the cardinality of {j : c(u 0 , v j ) = c(u 0 , v j+2 )} (with addition modulo 2n + 1) will be odd, and H will be 3-coloured by the procedure given in Step 3.
Step 3 Without loss of generality, assume that |{i :
This completes the algorithm when both factors are connected. If G or H is disconnected, the colouring c is found by repeating the above procedure on every connected component. The algorithm is obviously polynomial if it can be run as stated. In Section 3, we will show that one of the sets
Step 2 has an odd cardinality, and that the graph G of Step 3 is bipartite. Given these facts, it is not hard to show that the 3-colouring c of Step 3 is indeed proper, using the fact that c is a proper 3-colouring of G × H: Let [x, y] be an edge of G. If both x and y are in G , then without loss of generality we can assume that x ∈ A, y ∈ B so that c (x) = c(x, v 0 ) = c(y, v 1 ) = c (y). Otherwise we can assume that c (x) = c(x, v 0 ) = c(y, v 1 ), which is different from both c(y, v 0 ) and c(y, v 1 ).
Exponential graphs
Following El-Zahar and Sauer, the "graph of 3-colourings of a n-cycle" is the graph C 3 (C n ) whose vertices are all the functions f : Z n → Z 3 , where two functions f, g are joined by an edge if f (i) = g(i + 1) and g(i) = f (i + 1) for all i ∈ Z n . The parity of a vertex f of C 3 (C n ) is the parity of the cardinality of the set {i ∈ Z n : f (i − 1) = f (i + 1)}. Given two graphs G, H, a proper 3-colouring c of G×H and an odd cycle {v 0 , v 1 , . . . , v 2n } in H, we can associate to each vertex u of G an element f u of C 3 (C 2n+1 ), defined by f u (i) = c(u, v i ), i = 0, . . . , 2n. The fact that c is a proper colouring implies that whenever u and v are adjacent in G, f u and f v are adjacent in C 3 (C 2n+1 ) (that is, the map φ : G → C 3 (C 2n+1 ) defined by φ(u) = f u is a homomorphism). However, the set {(u, v i ) : i = 0, . . . , 2n} is independent in G × H, whence f u could be any element of C 3 (C 2n+1 ), and any colouring of G derived from c must use the global structure of G, which is reflected in the parity of the maps f u corresponding to its vertices. We use the following results of El-Zahar and Sauer: Lemma 4 asserts that Step 2 of the algorithm of the previous section will indeed select a graph to colour. Lemma 3 shows that parity is an invariant of connected components of C 3 (C n ). Let B 2n+1 be the subgraph of C 3 (C 2n+1 ) induced by the set V (B 2n+1 ) = {f ∈ V (C 3 (C 2n+1 )) : f has even parity and f (0) = f (1)}.
Lemma 5 For every n ≥ 1, B 2n+1 is bipartite.
Proof: El-Zahar and Sauer provide the following argument in the proof of some other result. Suppose that {f 0 , f 1 , . . . , f 2m } is an odd cycle of B 2n+1 . Consider the proper colouring c of C 2m+1 ×C 2n+1 defined by c(u i , v j ) = f i (j). Since f v 0 = f 0 , f u 0 must be odd by Lemma 3. The map f u 0 ∈ C 3 (C 2m+1 ) is defined by f u 0 (i) = f i (0), and by Lemma 2 there exists an index i such that f i−1 (0), f i (0) and f i+1 (0) are all distinct. We must then have f i (1) distinct from both f i−1 (0) and f i+1 (0), since f i is adjacent to f i−1 and f i+1 . Thus f i (1) = f i (0), which contradicts the fact that f i is in B 2n+1 . Therefore B 2n+1 does not contain an odd cycle, and is bipartite.
The graph G defined in Step 3 of the algorithm of Section 2 is a subgraph of B 2n+1 , hence it is bipartite by the previous lemma. This completes our verification of the correctness of the algorithm of Section 2.
Explicit colourings of B 2n+1
We conclude this note with a problem that we have not been able to solve.
Problem 6 Does there exist a sequence (c 2n+1 : B 2n+1 → Z 2 ) n≥1 of proper colourings and an algorithm which is polynomial in n, and which inputs a vertex f ∈ V (B 2n+1 ) and outputs c 2n+1 (f )?
It can be shown that B 2n+1 has at least 4 · 3 2n−2 vertices, though its vertices admit succint representations as vectors in Z 2n+1 3
, and adjacency between two vertices can be decided in time O(n). The proof of Lemma 5 is nonconstructive and only shows that B 2n+1 cannot contain an odd cycle. Hence a family of colourings (c 2n+1 : B 2n+1 → Z 2 ) n≥1 can be defined by deciding that the lexicographically minimal element of each connected component of B 2n+1 gets colour 0. We then find the colour of an arbitrary f ∈ V (B 2n+1 ) by determining the minimal f ∈ V (B 2n+1 ) which is reachable from f , and then deciding if f also reachable from f in the graph D 2n+1 , where V (D 2n+1 ) = V (B 2n+1 ) and [g, h] ∈ E(D 2n+1 ) if g and h have a common neighbour in B 2n+1 . Reachability in B 2n+1 and D 2n+1 is now known to be decidable in log-space in terms of |V (B 2n+1 )|, that is, polynomial space in terms of n. However the computation of c 2n+1 (f ) described above still takes exponential time.
The situation of the cubes closely parallels that of the graphs B 2n+1 discussed here: The cube Q n is the graph whose vertices are the 2 n vectors in Z n 2 , where two vectors are adjacent when they differ in exactly one coordinate. It is well known that the cubes are bipartite, and in fact, there is a family of explicit colourings (c n : Q 2 → Z 2 ) n≥1 defined by (c n (x 1 , . . . , x n ) = x 1 + · · · + x n . Perhaps there exist similar easily computable explicit colourings of the graphs B 2n+1 , but none have been found so far.
