Given a convex function ϕ and two hermitian matrices A and B, Lewin and Sabin study in for an increasing sequence of finite-dimensional projections {P n } ∞ n=1 with P n → 1 strongly, the limit lim n→∞ H(P n AP n , P n BP n ) is shown to exist and to be independent of the sequence of pro-
I. INTRODUCTION AND MAIN RESULTS
We start with a quick review of the setting and the results of [1] that are of interest for us. Let 
As long as 0 < B < 1, the above expression is well defined. If 0 and/or 1 are contained in the spectrum of B and if ϕ is not differentiable at these points this is still true if A = B on Ker(B), Ker(1 − B) or Ker(B) ⊕ Ker(1 − B), respectively (the trace is taken on the complement of these subspaces). Are the just mentioned conditions not fulfilled, they define
In [1, Theorem 1] , the authors show that the so-defined relative entropy is monotone if and only if ϕ ′ is operator monotone. We quote:
Theorem 1. (Monotonicity). Under the above conditions, the following are equivalent 1. ϕ ′ is operator monotone on (0, 1);
2. For any linear map X : h 1 → h 2 on finite-dimensional spaces h 1 and h 2 with X * X ≤ 1, and for any 0 ≤ A, B ≤ 1 on h 1 , we have
with H(A, B) defined in Eq. (1).
In a second step, this result is used to extend the definition of the relative entropy to selfadjoint operators acting on an infinite-dimensional separable Hilbert space h via the formula H(A, B) := lim n→∞ H(P n AP n , P n BP n ),
where
is an increasing sequence of finite-dimensional projections with P n → 1 in the strong operator topology. By L(h) we denote the set of bounded linear operators on h and h 1 , h 2 denote infinite-dimensional separable Hilbert spaces. We quote again: Theorem 2. (Generalized relative entropy in infinite dimension). We assume that ϕ ∈ C 0 ([0, 1], R) and that ϕ ′ is operator monotone on (0, 1).
(H is well defined).
For an increasing sequence P n of finite-dimensional projections on h such that P n → 1 strongly, the sequence H(P n AP n , P n BP n ) is monotone and possesses a limit in R + ∪ {+∞}. This limit does not depend on the chosen sequence P n and hence H(A, B) is well-defined in R + ∪ {+∞}.
(Approximation)
. If X n : h 1 → h 2 is a sequence such that X * n X n ≤ 1 and X * n X n → 1 strongly in h 1 , then H(A, B) = lim n→∞ H(X n AX n , X n BX n ).
3. (Weak lower semi-continuity). The relative entropy is weakly lower semi-continuous:
if 0 ≤ A n , B n ≤ 1 are two sequences such that A n ⇀ A and 
Note that the only dependence on ϕ on the right hand side of Eq. (6) is in the constant C. The question whether their notion of relative entropy in infinite dimensions is related to
, which is a-priori well-defined when the operator under the trace is trace-class, has been left open by the authors.
We answer this question in principle affirmatively, where "in principle" stands for the fact
] turns out not to be the correct limit, in general.
Theorem 3. Let ϕ ∈ C 0 ([0, 1], R) be such that ϕ ′ is operator monotone on (0,1) and let
be defined as in Theorem 2. Then
with the understanding that either both sides are finite and equal each other, or both sides are infinite.
. In case ϕ ′ is continuous on [0, 1], this limit exists for all ψ ∈ h. If ϕ ′ is not continuous on the whole interval, it has singularities at 0 and/or 1 (we remind that ϕ ′ is monotone increasing and continuous on (0, 1) by assumption) and we have to distinguish between three cases.
First, assume B has no eigenvalues at the points of discontinuity of ϕ ′ . Then the above limit exists for all ψ in a suitably chosen dense set D ⊂ h (see Section II, Lemma 2 for more details). Second, if B has an eigenvalue at a point of discontinuity of ϕ ′ , ψ is the corresponding eigenvector to the just mentioned eigenvalue and (A − B)ψ = 0, then the above limit equals −∞. Third, if (A − B)ψ = 0 in the just mentioned situation, the above limit is equal to zero.
Remark 2. The right hand side of Eq. (7) is always well-defined. This is because the operator monotonicity of ϕ ′ implies the operator convexity of its primitives which in turn implies that the operator
for more details). Hence, its trace is always well-defined and takes values in R ∪ {+∞}.
Remark 3. The idea to define the relative entropy as a trace over a manifestly positive operator in order to make it well-defined on a larger set, has already been used in [2] . The formula in the just mentioned reference equals the trace over
with ϕ(x) = x ln(x) + (1 − x) ln(1 − x) and resembles Eq. (9). 
holds.
Remark 5. In mathematical physics one encounters applications where the state of a physical system is defined to be a minimizer of a nonlinear functional in which the physical relative entropy appears, see e.g. [2, 3] . For a fermionic many-particle system the function
is the right choice to define the physical relative entropy, while for bosons it is ϕ(x) = x ln(x) − (1 + x) ln(1 + x). We note that both functions fulfill 
II. PROOF OF THEOREM 3
The main ingredient of our proof is the derivation of the following formula:
where Q = (A − B), b ≥ 0 is a constant and µ is a Borel probability measure on [−1, 1].
The last mentioned quantities both depend on ϕ. Having this identity at hand, we prove the convergence of the relative entropy by first proving it for the trace under the integral.
In a second step, we argue why the limit can be interchanged with the integrals over λ and t. At this point Theorem 1 enters the analysis in a crucial way.
Since ϕ ′ is operator monotone on (0, 1) there exists a unique Borel probability measure µ
with b ≥ 0. When integrating the above expression, one obtains a primitive for ϕ ′ which is of the form
Since x → − ln(x) is an operator convex function, the same holds true for ϕ.
To keep the main argumentation straight, we first prove two technical Lemmata. The first concerns the relation between the regularity of ϕ at the endpoints of the interval [0, 1] and the behavior of the measure µ in the vicinity of −1 and 1.
, the stronger implications
hold. In case ϕ ′ is not continuous at 1 the first integral in Eq. (13) equals +∞ and if it is not continuous at 0 this is true for the second integral.
Proof. We start with the first case, hence we assume that only ϕ is continuous on [0, 1].
Since the limit lim x→1 ϕ(x) exists, this is certainly also true for the limit (see Eq. (11))
To come to the expression on the right hand side, we have applied Fatou's Lemma. Doing the same argumentation again, this time with the limit x → 0, yields
where as before we have applied Fatou's Lemma. The same procedure with lim x→0 −ϕ
yields the other bound. Using the monotonicity of the integrand, one easily shows that the just discussed integrals diverge to +∞ in case ϕ ′ is not continuous at 0 and/or 1, respectively.
In order to obtain a handy formula for the operator
or if it is discontinuous at 0 and/or 1 and B has no eigenvalue at these points then
where a,b and µ are defined by Eq. (10). In case of the first scenario (ϕ ′ continuous on
, the derivative is taken for all ψ ∈ h while in the second scenario it is taken only for all ψ in a dense set D ⊂ h. Explicitly, the set D is given by D = ∪ ǫ>0 1(ǫ < B < 1 − ǫ)h in case 0 and 1 are points of discontinuity of ϕ ′ and by the obvious generalization when ϕ ′ is discontinuous only at one of these points. This accounts for the fact that the limiting operator may be unbounded. In case ϕ ′ has discontinuities and B has eigenvalues at at least one of these points, we have to treat the above limit with ψ being one of the eigenvectors to the just mentioned eigenvalues separately. We distinguish between two cases.
If (A − B)ψ = 0 instead, the limit in Eq. (17) equals zero.
Proof. Using Eq. (11), one can easily check the identity
The second term is just the difference quotient defining the directional derivative of the second term in Eq. (11). Let us have a closer look at the term with the logarithms. We use the formula ln(x) = ∞ 0 1 1+t − 1 x+t dt and apply the resolvent identity once, to see that it can be written as
In order to explicitly compute the limit α → 0, it needs to be interchanged with the integral over λ. Hence, we have to find a positive function g ∈ L 1 (µ) with
for all ψ at least in a dense subset of h in order to be able to argue with dominated convergence (The case where B has eigenvalues at points of discontinuity of ϕ ′ will be treated at the end). To shorten the writing, we have introduced the notation R(
Let us first investigate the behavior of our integrand for λ ∈ (−1 + ǫ, 1 − ǫ). We write
(1 − 2B)R(B) (and the same for R(B + α(A − B))) and evaluate the contribution of the first term which reads
It cancels the first term under the integral on the right hand side of Eq. (18). The three remaining terms have no singularity and can be bounded by a constant.
In the vicinity of λ = −1 and λ = 1 the situation is a little different and one needs to argue more carefully. We will distinguish three cases depending on the regularity of ϕ ′ at 0 and 1 and on the spectrum of B. First let us assume that ϕ ′ is not continuous at 0 and 1 and that B has no eigenvalues at these points. Let
Due to our assumptions on B, the set D is dense in h. For ψ ∈ D, we investigate
which is the relevant contribution from Eq. (20). The part of the integral over t from say 1 to ∞ is easy to control. One just bounds the resolvents in operator norm by 1/t. After the evaluation of the integral, we end up with a constant. To bound the other part of the integral over t (the one from 0 to 1), we use the fact that ψ ∈ D which implies that for λ close to −1. Putting this together, we obtain
A similar bound can be obtained for λ close to 1. There the function − ln(1 − λ) enters the analysis. Hence, there exists a constant C(ǫ) depending on ψ such that
Because of Lemma 1, the bound allows us to take the limit inside the integral and proves the claim in this situation.
Nearly the same argumentation goes through when B has spectrum at 0 and/or 1 and if ϕ ′ is continuous at these points. By bounding both resolvents like we did with the second in the previous step, that is R(B)ψ ≤ (1 −|λ| + t) and the same with R(αA
Again due to Lemma 1, this is enough to interchange the limit and the integral. The case where ϕ ′ is discontinuous only at one point is treated in the obvious way.
For the last case we have to assume that ϕ ′ is not continuous at 0 and/or 1 and that B has an eigenvalue at at least one of these points. We only investigate the relevant contribution.
Let ψ be the eigenvector of B to the eigenvalue 0 for example (the other cases go the same way). We will show that
if (A − B)ψ = 0 and that the above limit equals zero in case (A − B)ψ = 0. Using
R(B + α(A − B)) = R(B) + 2αλR(B + α(A − B))(A − B)R(B), the integrand can be written as

−1 λ (ψ, R(B)(A − B)R(B)ψ) − 2α (ψ, R(B)(A − B)R(B + α(A − B))(A − B)R(B)ψ)
Let us first assume that (A − B)ψ = 0 which implies that (ψ, Aψ) > 0. Since the second term converges to zero for all −1 < λ < 1 as α → 0, see [5, Theorem VIII.20 ], this expression is certainly positive as long as α is small enough (λ is negativ). We apply Fatou's Lemma to find
= (ψ, Aψ) 4 Having these prerequisites at hand, we come to the main part of our proof. First, we argue why the right hand side of Eq. (7) is well defined. On the one hand, the operator convexity of ϕ implies that 
In the next step, we write the difference of the two logarithms in Eq. (29) 
where we have introduced the shortcut Q = (A − B). Taking the trace on both sides, we can commute it with the integrals because the integrand is a positive operator and obtain Eq. (9).
be an increasing sequence of finite-dimensional projections that converges to 1 in the strong operator topology. Because for matrices the two ways of writing the relative entropy are the same (see Remark 4) we have the formula
with A n = P n AP n and so on. We will first show that
Tr [R(B)QR(A)QR(B)
] and then argue why we can interchange the limit with the two integrals.
Let m ≥ 1. In order to be able to restrict the trace on the right hand side of Eq. (31) to a finite-dimensional subspace, we first investigate
Let us for the moment assume that Q is Hilbert-Schmidt which implies that it can be written
The case when this does not hold true is taken care of at the end. Using the cyclicity of the trace, we write
The term in the last line on the right hand side of Eq. (33) can be bounded uniformly in n as the next calculation shows,
The right hand side of Eq. (34) goes to zero as k tends to infinity for all −1 < λ < 1 and t ≥ 0 due to the assumptions on Q. On the other hand,
Qψ α ) for n → ∞ because the sum is finite and the operator in the middle is convergent in the strong operator topology, see [5, Theorem VIII.20 ]. When we consider Eq. (32) again and take the limit n → ∞ followed by the limit k → ∞, we arrive at
Let us denote the left hand side of this equation by δ(n, m) and the right hand side by δ(m).
By construction, lim m→∞ δ(m) = 0 holds. Using this result, we easily get the following two
whereδ(n, m) = δ(n, m)(1 − |λ| + t) −1 . Taking first the limit n → ∞ and then the limit m → ∞ in the above equations, we conclude that
The next step in the proof is to interchange the limit n → ∞ and the integrals. Let us start with the integral over t. Since we only need a bound for almost every λ to apply dominated convergence we can assume that −1 < λ < 1. Under these conditions a dominating function is easily constructed because
Hence, we have shown that
To interchange the limit with the first integral, we have to argue more carefully and use the monotonicity of the relative entropy. With similar but somewhat easier arguments than the ones used to prove Lemma 2, we can show that
Now we take the trace on both sides of the above equation. On the right hand side, we interchange the trace with the integral over t and use the result from Eq. (38) to arrive at
Since x → (− ln(x)) ′ = − know that it converges pointwise for all −1 < λ < 1 as n tends to infinity. Therefore, the interchange of the limit n → ∞ and the integral over λ is justified by monotone convergence.
This completes the proof for the case when Q = (A − B) is Hilbert-Schmidt. Now assume that (A − B) is not Hilbert-Schmidt. From [1, Theorem 3], we conclude that there is a constant C > 0 such that
On the other hand
where the equality on the right hand side is justified by the fact that R(B) is bounded and invertible for all −1 < λ < 1. Hence, the right hand side of Eq. (7) equals +∞ as well. This completes the proof of Theorem 3.
III. PROOF OF THEOREM 4
As in the proof of Theorem 3, we start with a Lemma in order not to interrupt the main argumentation. Throughout the whole section we assume that the b in Eq. (10) is strictly positive. This is reasonable because otherwise the relative entropy equals zero.
Lemma 3. Assume that (A − B) and ϕ ′ (B)(A − B) are trace-class. Then
Proof. The integral representation of ϕ ′ , Eq. (10), tells us that
Because (A − B) is trace-class by assumption we know that the second term on the right hand side of the above equation is trace-class as well. And due to the polar decomposition, there exist two unitary operators U and V such that
Since the set of all trace-class operators is a two-sided ideal in the algebra of bounded operators L(h) we conclude that the term on the right hand side of Eq. (45) without U and V is trace-class as well. We decompose the operator B in the way B = B 1(B < 1/2) + B 1(B ≥ 1/2) to see that the absolute value of the integral on the right hand side of Eq. (45) is given by
dµ(λ). Therefore,
This is what we intended to show.
Having Lemma 3 at hand, the proof of Theorem 4, that is the proof of the identity
, is in principle a straightforward computation that exploits the cyclicity of the trace. We start by inserting the integral represen-
Here, {ψ β } ∞ β=1 denotes the complete set of eigenfunctions of the self-adjoint operator (A−B). We wish to interchange the sum over β and the integral over λ on the right hand side of the above equation. Using the bound
and Lemma 3, this is justified by an application of Fubini's theorem. On the other hand, the operator is bounded. We conclude that
Using the identity
Eq. (49) can be written as
With the bound
which holds for all −1 < λ < 1, we argue like above with Fubini that the trace can be interchanged with the integral over t. Now we can use the cyclicity of the trace to arrive at
To shorten the writing, we have used the shortcut Q = (A − B). Except for the fact that the trace is inside the integral, this is what we wanted to obtain (compare with the result of Lemma 2).
Now we have to argue why we can take the trace out of the integral again which would complete the proof. By Q + and Q − we denote the positive and the negative part of the operator Q = (A − B), respectively. First, we want to show that the above term with Q replaced by Q + or by Q − , that is
is finite. To that end, we use the cyclicity of the trace to bring the two resolvents Next, we go back to Eq. (54) and split the integral over λ into three parts, one from −1 to −1/2, one from −1/2 to 1/2 and a last one from 1/2 to 1. The integral from −1/2 to 1/2 is easy to treat. We look at Eq. (54) again, adjust the boundaries of the integral over λ to run from −1/2 to 1/2 and evaluate the trace in an arbitrary basis. Like in the proof of Lemma 2,  we show that there is no singularity at λ = 0. Together with the standard estimates used in the proof of Theorem 3, this implies that the expression inside the integral over λ can be bounded by a constant. Since µ is a probability measure this is enough to apply dominated convergence and interchange the sum coming from the trace and the integral over λ. The fact that this works for any basis, shows that
is trace-class and that for this term the trace and the integral can be interchanged.
In the next step, we investigate the integral from 1/2 to 1, that is Eq. (54) with the adjusted integral boundaries. Since
the first term inside the integral over λ can be integrated separately. Additionally, the trace and the integral over λ can be interchanged for this term as well. This implies that also 
