system for early lung cancer detection based on the analysis of sputum color images is proposed. A set of features is extracted from the nuclei of the sputum cells after applying a region detection process. For training and testing the system we used two classification techniques: artificial neural network (ANN) and support vector machine (SVM) to increase the accuracy of the CAD system. The performance of the system was analyzed based on different criteria such as sensitivity, precision, specificity and accuracy. The evaluation was done by using Receiver Operating Characteristic (ROC) curve. The experimental results demonstrate the efficiency of SVM classifier over the ANN classifier with 97% of sensitivity and accuracy as well as a significant reduction in the number of false positive and false negative rates.
INTRODUCTION
Lung cancer is one of the most common causes of death amongst all diseases. While there have been a lot of approaches to minimize the fatalities caused by the disease, early detection is considered as the best step towards effective treatment. The overall 5 -year survival rate with lung cancer is 14%. Nonetheless, patients with early stage disease who undergo curative resection have a 5-year survival rate of 40% to 70%. The most recent estimate statistics according to the American Cancer Society indicates that in 2014, there were 224,210 new cases, accounting for about 13% of all cancer diagnoses. Lung cancer accounts for more deaths than any other cancer in both men and women. An estimated 221,200 new cases of lung cancer are expected in 2015 [1] .
The detection of lung cancer can be done in several ways, such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI), and X-ray. All these methods consume a lot of resources in terms of both time and money, in addition to their invasiveness [2] . Recently, scientists have proven that the noninvasive technique of sputum cell analysis can assist in the successful diagnosis of lung cancer [3] . All of this motivates us to come up with an automatic diagnostic system for early detection of lung cancer based on the analysis of the sputum color images. Especially, when dealing with large amounts of data, in addition to relieving doctors from tedious and routinely tasks [4] . The design and development of sputum color image segmentation is an extremely challenging task. Apart of the work reported in [5] , where the authors used Hopfield Neural Network (HNN) to classify the sputum cells into cancer or non-cancer cell, little or nothing has been done in developing CAD system based on sputum cytology. This paper is an extension of previous work [6] . Two novel contributions are presented here. The first is related to feature extraction from nuclei sputum cell, where a set of different features is extracted to be used in the diagnostic process. The second deals with applying different classification techniques, namely, ANN and SVM for deciding on the cell type normal or cancerous. The remainder of this paper is described as follows, Section 2 presents the region detection and feature extraction. Section 3 provides a detail description about the classification methods. We validate our methods in Section 4. Finally, the conclusion and future works are discussed in section 5.
II. REGION DETECTION AND FEATURE EXTRCATION
The region-based approach is widely used in color image segmentation [7] . In this work, the number of the final regions was determined after applying the mean shift segmentation [6] on the sputum cells, where all the cells contain one nucleus surrounded by the cytoplasm [8] . On the other hand, if any nuclei contain more than one nucleus it will be classified immediately as a cancer cell. This is based on the medical knowledge that these cells are in the mitosis (cell division) process [9] , which is considered as an abnormality. After detecting candidate cells, we extract different features of those cells which will be used in the classification process to detect the cancer cells. The main problem that faces any CAD system for early diagnosis of lung cancer is associated with its ability in discriminating between normal and cancerous cells. Thus, with an adequate usage of these features we can reduce or eliminate a considerable amount of false positive in the cancer cell. Pathologists used different features in their diagnosis, such as size, circularity, region mean, brightness and nuclei area. In our proposed CAD system, our diagnostic rules use the following set features: NC ratio, curvature, circularity, Eigen ratio and density. The first feature is the NC ratio, which is 978-1-4673-8353-0/15/$31.00 ©2015 IEEE 978-1-4673-8353-0/15/$31.00 ©2015 IEEEcomputed by dividing the nucleus area (total number of the pixels in the nucleus region) over the cytoplasm area (total number of pixels in the cytoplasmic region), as follows: (1) Therefore, based on medical information, the morphology, the size, and the growing correlation of the nuclei and its corresponding cytoplasm regions reflect the diagnostic situation of the cell life cycle [10] , bearing in mind that cancerous cells are characterized by oversized nucleus-relatively to the cytoplasm. Figure 1 (a) shows the raw sputum color cells. Figure 1 (b) shows the segmentation of the cells into nucleus and cytoplasm using the mean shift technique [6] . Figure 1 (c) shows the nucleus region extraction. The second feature is the curvature [11] which is delineated by the rate of change of a slope in the nucleus contour. This rate of change characterizes the points in a curve which is known as corners where the edge direction changes rapidly. Many significant information can be extracted from these points. The curvature at a single point in the boundary can be defined by its adjacent tangent line segments. The difference between slopes of two adjacent straight line segments is a good measure of the curvature at that point of intersection. The slope is defined by:
Where and denote the derivative of x(t) and y(t). For each point in the nucleus contour, we computed the difference between adjacent slopes ( ). In our data we found that in the case of malignant cells goes above a threshold estimated to 50. Figure 1 (d) depicts the curvature maxima in the nuclei borders. The third feature is the circularity which is defined by the area-toperimeter ratio. It is defined as:
Nucleus(A) is the nucleus area, P is the perimeter of the nucleus area which is equal to the total number of pixels contained in the boundary. Cells in cleavage are normally round, so their roundness value will be higher. On the other hand, cancerous growing cells are irregular so their roundness value will be lower. For the circularity it should be less than or equal to 1, within the threshold ratio to distinguish between normal and cancerous cells, 1 means perfect circle. The fourth feature is about Eigen ratio. In our system, irregular cells are long, thus expected to have a higher Eigen ratio than that of round floating cells. Thus, using a proper threshold value we can distinguish between benign and malignant cells with this feature. The Eigen ratio is computed as follows: (4) Where (a,b) are the Eigenvalues of the covariance matrix C, defined by:
Where is a point in the nucleus area. The Eigenvalues (a, b) are used to show the direction of the cell distribution in the nucleus region in the horizontal direction by using value of (a) and in the vertical direction by using value of (b) [12] . The last feature is the density, which is based on the darkness of the nuclei area after staining with certain dyes, thus, it is based on the mean value of the nucleus region and it is used to eliminate the regions that do not have the features of a cancer cell. The mean value represents the average intensity value of all pixels that belong to the same region and in our case, each mean value is represented as a vector of RGB components, and it is calculated as follows: (6) Where i is the intensity color value and N is the total number of the pixels in the region (A). 
III. CLASSIFICATION
Classification techniques play a significant role in medical imaging, especially in the detection and classification of tumors. Thus, lung cancer classification is a critical task for a CAD system, because it is the final step in the CAD system so that, the best outcomes are achieved based on the available features. In this work we implemented and compared two different classification methods, namely, artificial neural network (ANN), and support vector machine (SVM).
A. Artificial Neural Network
Artificial neural network (ANN) is one of the major approaches in the field of medical image classification, because of the inherent function approximation and decision-making capability of the ANN. The training was done based on the error back-propagation which aims to minimize the classification error on the training data. The input data have been normalized in the range of 0 to 1 as it was proven by [13] that ANN works better in this range. In this work we used an ANN architecture composed of three layers (input, hidden and output layers), the input are the five aforementioned features.
B. Support Vector Machine (SVM)
SVM is another classification method, introduced by Vapnik [14] and received considerable attention, due to its high accuracy when it is applied to the training and testing data. In this work we used SVM with a Gaussian function as a kernel [15] defined as follows: (7) Where x i belongs to the training data, x is called support vector and is the kernel width. By applying SVM (equation 7) with its specification to the input data (features extraction), the kernel seek to map the input data to the higher dimensional feature space by using nonlinear separation between the classes, the output are two classes benign and malignant cells. Thus, the final classification depends on the margin setting, where a trade-off appears if we maximize the margin and minimized the number of misclassified data, which is, the training error. In this work we tried many values to set the kernel width ( ) and we found that =0.6 gives the best nonlinear separation. We tried all the combination of the features to find the best features that can separate the classes (benign and malignant), to achieve better performance and minimize the error as well as the support vectors. Thus, we found that the geometric features (NC ratio, curvature and circularity) give us the best performance. Figure 2 depicts the SVM classifier, where there is a clear separation between benign and malignant cells using the two features for visualization purpose (NC ratio and Curvature), there are two classes the blue and red points which refer to the benign and malignant classes respectively. EXPERIMENTAL RESULTS For experimentation of the proposed techniques, 100 sputum color images are used in this study, these images were prepared by the Papanicolaou standard staining method [16] . Each of them had at least one sputum cell in it. We conducted a comprehensive set of experiments to evaluate the proposed classifiers, ANN and SVM. To validate the output results we performed a 10-fold cross validation, by randomly choosing the training and testing images to evaluate the robustness of the used classifiers, in addition to avoid the overfitting that may occur if we divide the data into two sets (training and testing sets). In 10-fold cross validation the dataset (100 images) was randomly divided into 10 blocks, for every hold-out block, the system was trained on the remaining blocks and tested on the hold-out block. The results were averaged over all test blocks, which reflect predictive performance. We used different performance criteria to evaluate the proposed classification techniques by computing sensitivity, precision, specificity and accuracy from the true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) as follows:
, , For ANN and SVM 10-fold cross validation were used. The ANN is tackling the problem using empirical risk minimization which decreases the system performance. Therefore, SVM obtained superior performance over other classifiers, as it allows a clear separation and classification of the cells into benign and malignant classes with high performance. Thus, it is more suitable and reliable for the proposed CAD system. Table 1 summarizes the performances of the ANN and SVM classifiers, respectively. We also show the performance of the proposed methods by using ROC curves. Figure 3 and Figure 4 illustrate the ROC curves for the ANN and SVM classifier, respectively. We found that, the SVM classifiers achieved the best scores. The SVM reduces the false positive rate and increase the true positive rate. A data point in the upper left corner indicates an optimal high performance, which means high classification rate with low false rate. It is clear that from the area under the curve (AUC) that the SVM is better than the others. In addition to that, SVM obtained a high number of TP and TN and reduced the number of FP and FN which lead to successful classification where all the performance criteria measurements are increased as shown in Table 1 , as well as the error is highly reduced in SVM.
V. CONCLUSIONS
In this paper, we presented a novel CAD system for lung cancer early diagnosis. A set of different features such as a nucleus to cytoplasm ratio, curvature, circularity, Eigenvectors ratio and density of the nucleus region were extracted from the nucleus region to be used in the diagnostic process. Two classification techniques were applied to the selected features: ANN and SVM. The comparison demonstrates a clear superiority of the SVM classifier, where it gives the highest accuracy. Therefore, experimentation suggests that the SVM classifier is much better than the ANN. The SVM exhibits an elegant and methodological choice to classify the sputum images to benign and malignant. At the current stage, the SVM obtained a high accuracy of 97%, which is superior to other methods. The preliminary results of the CAD system have yielded promising results that would supplement the use of current technologies for diagnosing lung cancer. In future studies, we plan to increase the elements of the feature extraction for better classification and use various combinations of pre-existing features, and to consider other nonlinear modalities in the SVM, as soon as more extended dataset will be available. 
