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ON THE DYNAMICS OF TRANSLATED CONE EXCHANGE
TRANSFORMATIONS
PEDRO PERES AND ANA RODRIGUES
Abstract. In this paper we investigate translated cone exchange transformations, a new
family of piecewise isometries and renormalize its first return map to a subset of its partition.
As a consequence we show that the existence of an embedding of an interval exchange
transformation into a map of this family implies the existence of infinitely many bounded
invariant sets. We also prove the existence of infinitely many periodic islands, accumulating
on the real line, as well as non-ergodicity of our family of maps close to the origin.
1. Introduction
One of the central problems in dynamical systems is to investigate renormalization of
certain classes of maps. We say a map f : X → X is renormalizable if there is a subset
Y ⊆ X such that the first return map fY : Y → Y is conjugated to a map in the same
family.
Although renormalization of Interval Exchange Transformations (IETs) has been well
studied over the past years, renormalization of Piecewise Isometries (PWIs) is still far from
understood.
In [1] Adler, Kitchens and Tresser find renormalization operators for three rational rotation
parameters for a non ergodic piecewise affine map of the Torus. Lowenstein and Vivaldi [18]
gave a computer assisted proof of the renormalization of a family of piecewise isometries of a
rhombus with one translation parameter and a fixed rational rotation parameter. These re-
sults however rely on fixing the rotation component and heavily restricting other parameters
in order to perform computer assisted calculations on cyclotomic fields. Recently, Hooper
[14] investigated a two dimensional parameter space of polygon exchange maps, a family of
PWIs with no rotation, invariant under a renormalization operation, related to corner perco-
lation and Truchet tillings, where each map admits a return map affinely conjugate to a map
in the same family. In [3] the authors show how to construct minimal rectangle exchange
maps, associated to Pisot numbers, using a cut-and-project method and prove that these
maps are renormalizable. The maps described in these papers are PWIs with no rotational
component, exhibiting very particular behaviour among typical PWIs, making it difficult to
generalize their techniques.
In this paper we renormalize a particular family of PWIs. Before introducing our family
of maps let us define an interval exchange transformation as in [8] (see also [9] and [15]).
Let d ≥ 2 be a natural number and let pi be an irreducible permutation of {1, ..., d}, that is,
such that pi({1, ..., k}) 6= {1, ..., k} for 1 ≤ k < d. Let a ∈ Rd+. Consider the points
x0 = 0, xj =
j∑
k=1
ak, 1 ≤ j ≤ d,
and the interval I = [x0, xd) partitioned into subintervals Ij = [xj−1, xj), for 1 ≤ j ≤ d.
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2 PEDRO PERES AND ANA RODRIGUES
The interval exchange transformation fa,pi : I → I rearranges Ij according to pi, that is
fa,pi(x) = x+wj(a, pi), for x ∈ Ij, where (wj(a, pi))j=1,...,d is the translation vector associated
to fa,pi and is given by
wj(a, pi) =
∑
pi(k)<pi(j)
ak −
∑
k<j
ak.
We also call fa,pi a d-IET as it is an interval exchange transformation of d subintervals.
We now introduce our family of translated cone exchange transformations (TCEs). Con-
sider a partition of the upper half plane H into d+2 cones P = {P0, P1, . . . , Pd, Pd+1}, where
Pj = {z ∈ C : arg(z) ∈ Wj}, and Wj for j = 0, . . . , d+ 1 are defined as
Wj =

[0, β), for j = 0,
[β, β + α1] , for j = 1,
(β +
∑j−1
k=1 αk, β +
∑j
k=1 αk], for j ∈ {2, ..., d},
(pi − β, pi], for j = d+ 1.
We denote by ∂P the union of the boundaries of the elements of the partition P and by L′1
and L′d, respectively, the lines P0 ∩ P1 and Pd ∩ Pd+1.
Set α = (α1, ..., αd) ∈ A, where
A =
{
α ∈ Rd+ : 0 <
d∑
j=1
αj < pi
}
.
Note that we have
(1.1) β =
pi
2
− |α|
2
,
where |α| is the `1 norm of α.
Let G : H→ H be the following family of translation maps
G(z) =
 z − 1, z ∈ P0,z − η, z ∈ Pj, j ∈ {1, ..., d},z + λ, z ∈ Pd+1,
depending on the parameters α, β, λ and η with β > 0, λ ∈ R+\Q and 0 < η < λ.
Consider a permutation τ ∈ S(d) and let θj(α, τ) be the angle associated to the permuta-
tion τ for the cone Pj for j = 1, . . . , d. We have
(1.2) θj(α, τ) =
∑
τ(k)<τ(j)
αk −
∑
k<j
αk.
Let E : H→ H be the following family of exchange maps
E(z) =
{
z, z ∈ P0 ∪ Pd+1,
zeiθj(α,τ), z ∈ Pj, j ∈ {1, ..., d},
depending on θj(α, τ). This map also depends on α and β as the partition elements Pj
depend on these parameters. Note that we have
β + arg (E(z)/|z|) = fα,τ (arg(z)− β),
for z ∈ Pj, j = 1, ..., d, where arg : C→ [0, 2pi) is the argument function. Hence E exchanges
these cones according to the permutation τ .
ON THE DYNAMICS OF TRANSLATED CONE EXCHANGE TRANSFORMATIONS 3
From the translation and exchange families of maps we get our family of TCEs, F : H→ H,
given by
F (z) = G ◦ E(z).
The dynamics of F restricted to P0 is a translation to the left by 1 while the dynamics of F
restricted to Pd+1 is a translation to the right by λ, via the action of the translation map G.
The rest of the cones are all permuted, according to a permutation τ , by the exchange map
E and horizontally translated by η by the translation map G.
Note that TCEs are cone isometry transformations for which the map induced by projec-
tion onto the circle at infinity Fˆ (see [6]) is invertible. F is defined on H ⊆ C, partitioned
into d+ 2 cones by P , hence it is a cone exchange transformation. Fˆ is an interval exchange
transformation with interval partition given by {W0, ...,Wd+1} and combinatorial data given
by the permutation τˆ , where τˆ(0) = 0, τˆ(d+ 1) = d+ 1, and τˆ(j) = τ(j), for j = 1, ..., d.
Let us introduce some notation. We define the middle cone Pc of F as
Pc = P1 ∪ ... ∪ Pd,
the first hitting time of z ∈ H to Pc, as the map k : H→ N given by
k(z) = inf{n ≥ 1 : F n(z) ∈ Pc},
and the first return map of z ∈ Pc to Pc, as the map R : Pc → Pc such that
R(z) = F k(z)(z).
The typical notion of renormalization may not capture all possible self similar behaviour in
PWIs. TCEs apparently exhibit invariant regions on which the dynamics is self similar after
rescaling. Thus, we say a TCE is renormalizable if R, the first return map to Pc described
above, is conjugated to itself by a scaling map. In Theorem A we renormalize, in this sense,
TCEs for all rotation parameters and for infinitely many translational parameters. We show
that for a set of parameters, the first return map under a TCE to Pc, is self-similar by a
scaling factor Φ2 where
Φ = (
√
5− 1)/2.
Theorem A. For all α ∈ A, λ = 1/(k+ Φ) and η = 1− kλ with k ∈ N, there is an open set
U containing the origin such that F is renormalizable for all z ∈ U , that is
(1.3) R(Φ2z) = Φ2R(z).
As a consequence of this we show that for these parameters R is a PWI with respect to a
partition PR of countably many atoms.
We say, as in [7], that h : I → X is a continuous embedding of an IET f : I → I into a
PWI T : X → X if h is a homeomorphism onto its image and
(1.4) h ◦ f(x) = T ◦ h(x) for all x ∈ I.
It was proved in [7] that non trivial continuous embeddings of minimal IETs into PWIs, this
is, continuous embeddings which are not unions of circles or lines, cannot exist for 2-PWIs
and can be at most 3 for any given 3-PWI. In the same paper it is provided numerical
evidence for the existence of non trivial embeddings into a 4-PWI belonging to the family
of TCEs.
We say a collection of atoms B ⊆ P is a barrier for a PWI (T,P) if X\B is the union of
two disjoint connected components B1, B2 such that
B1 ∩ T (B2) = T (B1) ∩B2 = ∅,
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and for any P ∈ P such that P ⊆ Bj and T (P )∩B∩Bj = ∅ then T (P )∩B = ∅, for j = 1, 2.
For α ∈ A, λ = 1/(k + Φ) and η = 1 − kλ, k ∈ N let U be the open set in Theorem
A. We denote by A(λ, η) the subset of A such that for all α ∈ A(λ, η) there exist d′ ≥ 2,
a ∈ Rd′+, pi ∈ S(d′) and a continuous embedding h of fa,pi : I → I into R : Pc → Pc such that
h(I) ⊂ Φ2U , h(0) ∈ L′d, h(|a|) ∈ L′1 and the collection
B = {P ∈ PR : P ∩ h(I) 6= ∅},
is a barrier for R.
In the next theorem we show, as a consequence of renormalization of TCEs, that the
existence of one continuous embedding of an IET into a first return map R of a TCE,
satisfying the property that the image of the embedding is contained in a barrier, implies
the existence of infinitely many embeddings of the same IET into R, as well as infinitely
many bounded and forward invariant regions. This shows in particular that if one non
trivial embedding exists then the results from [7] for 2,3-PWIs do not generalize for PWIs
with partitions with a higher number of atoms. We prove that for α ∈ A(λ, η) there are
infinitely many sets, bounded away from 0 and infinity, which are forward invariant by R
and that there exist infinitely many continuous embeddings of IETs into R.
Theorem B. Let λ = 1/(k + Φ) and η = 1− kλ with k ∈ N. For all α ∈ A(λ, η),
i) There exist sets V1, V2, ..., which are forward invariant for R and y
∗ > 0 such that for
all z ∈ Pc, satisfying 0 < Im(z) < y∗, there is an n ∈ N for which z ∈ Vn.
ii) For all n ∈ N there exist constants 0 < bn < Bn such that for all z ∈ Vn and k ∈ N,
(1.5) bn < |F k(z)| < Bn.
iii) There exist infinitely many continuous embeddings of IETs into R.
An horizontal periodic orbit is a periodic orbit O, such that there is an h ∈ R for every
zk ∈ O such that Im(zk) = h for all k ∈ N. We say h is the height of the orbit. An horizontal
periodic island is a periodic island that contains an horizontal periodic orbit.
Let R(τ) denote the set of all α ∈ A such that for some j ∈ {1, ..., d} we have
(1.6)
∣∣∣∣∣∣
∑
τ(k)>τ(j)
αk −
∑
k<j
αk
∣∣∣∣∣∣ < αj.
Given τ ∈ S(d), let JR(τ) be the set of all j ∈ {1, ..., d} such that (1.6) holds for some
α ∈ A.
Define the sets ζ−(d) (resp. ζ+(d)) of all τ ∈ S(d) such that there is a j′ ∈ JR(τ) and a
j′′ ∈ {1, ..., d} such that j′ < j′′ and τ(j′′) < τ(j′) (resp. j′ > j′′ and τ(j′′) > τ(j′)). Denote
by ζ(d) their union ζ−(d) ∪ ζ+(d).
In our next theorem we prove that there is a non-empty open set of rotation parameters
for which TCEs have infinitely many horizontal periodic islands accumulating on the real
line.
Theorem C. Let τ ∈ ζ(d), λ = 1/(k + Φ) and η = 1 − kλ, for some k ∈ N. There is a
non-empty open set A ⊆ A∩R(τ) such that for all α ∈ A, F has infinitely many horizontal
periodic islands accumulating on the real line.
As a result we get that for the same parameter set, TCEs are not ergodic in a neighbour-
hood of the origin.
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(a) (b)
Figure 1. A schematic representation of the action of R on the cone Pc close to the origin,
for parameters τ = (12), α = (0.5, pi − 2.5), λ = Φ and η = 1− Φ. R is a PWI with respect
to a partition of infinitely many atoms, which correspond to the polygons depicted in the
figure (A). In (B) the image of this partition by R can be seen. Each curve in both figures
corresponds to the orbit of a given point. By Theorem A if the orbit remains close to the
origin then there are infinitely many replica of this orbit accumulating on the origin. It is
still an open question whether the closure of such an orbit can be the image of an embedding
of an IET into R.
Theorem D. Let τ ∈ ζ(d), α ∈ A∩R(τ), λ = 1/(k+ Φ) and η = 1−kλ, for some k ∈ N. If
U is an invariant set for R that contains a neighbourhood of the origin then the restriction
of R to U does not have a dense orbit. In particular F is not ergodic.
This paper is organized as follows. In Section 2 we investigate a family of maps related
to IETs. In Section 3 we study the sequence of bifurcation points and the bifurcation
sequence for the family of maps introduced in the previous section making use of the theory of
continued fractions. In Section 4 we introduce two sequences that we designate by dynamical
sequences that will be an important tool to prove our main theorems. We derive inductive
formulas to compute these sequences. In Section 5 we study the dynamics of the first return
map to the middle cone Pc. Finally, in Sections 6 and 7 we prove our main results, theorems
A,B, C and D.
2. Bifurcation Points
In this section we study a specific family of maps, closely related to IETs, on the interval
I = [0, 1 + λ] with λ ∈ R+\Q. We will introduce the left and right bifurcation points and
bifurcation sets for this family.
Consider the interval I = [0, 1 + λ] and the following family of maps
(2.1) g`(x) =
 x+ λ, x ∈ I1(`)x, x ∈ Ic(`)
x− 1, x ∈ I2(`).
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with I1(`) = [0, 1], Ic(`) = (1, 1 + `) and I2(`) = [1 + `, 1 + λ]. To simplify notation we will
only include the argument when it is necessary, otherwise we just refer to these intervals as
Ij, for j = 1, 2, c.
Given β ∈ (0, pi/2), consider the region
Rλ,β = {z ∈ H\Pc : Re(z) + Im(z) cot(β) ∈ [−1, λ] and 2Im(z) cot(β) ≤ λ}.
The next lemma relates iterates of our family of maps F with iterates of g` for some values
of z.
Lemma 2.1. For any λ > 0, β ∈ (0, pi/2) and z ∈ Rλ,β we have
(2.2) F n(z) = s−1 ◦ gn2Im(z) cot(β) ◦ s(Re(z)) + iIm(z),
for all n ≤ k(z), where s(x) = x+ 1 + `/2.
Proof. As z ∈ Rλ,β we have z ∈ P0 ∩ Rλ,β or z ∈ Pd+1 ∩ Rλ,β. By the definitions of P0 and
Pd+1, in both cases we have Re(F (z)) = s
−1 ◦ g2Im(z) cot(β) ◦ s(Re(z)). It is direct to see that
for n ≤ k(z) we have F n(z) ∈ Rλ,β and thus repeating the previous argument n times we
get (2.2). 
We define the first hitting time of x to Ic(`) as the map n` : I → N given by
n`(x) = inf{n ≥ 1 : gn` (x) ∈ Ic(`)},
and the first hitting map of x to Ic(`), as the map
r`(x) = g
n`(x)
` (x).
For our next lemma we need also to consider the map
r′`(x) =
{
r`(x), x /∈ Ic(`),
x, x ∈ Ic(`).
Lemma 2.2. Let λ ∈ R+\Q and 0 < β < pi
2
. If z ∈ Pc with 2Im(F (z)) cot(β) ≤ λ, then
(2.3) R(z) = s−1 ◦ r′2Im(F (z)) cot(β) ◦ s(Re(F (z))) + iIm(F (z)).
Proof. It is clear that if F (z) ∈ Pc, then we have (2.3), so we may assume F (z) ∈ H\Pc.
Since 2Im(F (z)) cot(β) ≤ λ, by definition of F we get
−1− Im(z) cot(β) ≤ Re(F (z)) ≤ λ− Im(z) cot(β),
and thus F (z) ∈ Rλ,β. From Lemma 2.1 it follows that (2.2) holds for all n ≤ k(F (z)).
It is simple to see that
k(F (z)) = n2Im(F (z)) cot(β)(Re(F (z))),
and thus by definition of r′` we get (2.3) as intended. 
Let λ ∈ R+\Q and I = [0, 1 + λ]. Consider the map
g(x) =
{
x+ λ, x ∈ [0, 1]
x− 1, x ∈ (1, 1 + λ].
Let N ∈ N. Define
d−(N) =
{
1, if gn(1) > 1 for all 1 ≤ n ≤ N,
1−max1≤n≤N {gn(1) ≤ 1} , otherwise,
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and
d+(N) =
{
λ, if gn(1) < 1 for all 1 ≤ n ≤ N,
min1≤n≤N {gn(1) ≥ 1} − 1, otherwise.
We want now to investigate orbits by g of points which are in a small neighbourhood of
1. We prove the next lemmas.
Lemma 2.3. Assume that λ ∈ R+\Q.
i) If N ≥ 0 and 0 ≤ ` < d+(N), then for all 0 ≤ n ≤ N we have
(2.4) gn(1− `) = gn(1)− `.
ii) If N ≥ 2 and 0 ≤ ` ≤ d−(N), then for all 2 ≤ n ≤ N we have
(2.5) gn(1 + `) = gn(1) + `.
Proof. To simplify notation we denote d+ = d+(N) and d− = d−(N). Let us prove i) by
induction on n. It is clear that (2.4) holds for n ∈ {0, 1}. We now assume (2.4) holds for
1 ≤ n < N and we show it holds for n+ 1.
It follows from the definitions of d− and d+ that gn(1) /∈ (1− d−, 1 + d+), for 1 ≤ n ≤ N ,
thus gn(1) ≤ 1− d− or gn(1) ≥ 1 + d+.
If gn(1) ≤ 1 − d−, then as ` ≥ 0 and since we are assuming (2.4) holds for n we have
gn(1− `) ≤ 1− d−. Therefore gn(1− `) ∈ [0, 1] and since gn(1) ∈ [0, 1] we get
gn+1(1− `) = gn+1(1)− `.
If gn(1) ≥ 1 + d+, then as ` < d+ and since we are assuming (2.4) holds for n we have
gn(1− `) > 1. Therefore gn(1) ∈ (1, 1 + λ] and thus
gn+1(1− `) = gn(1)− `− 1.
Since gn(1) ∈ (1, 1 + λ], we get that (2.4), holds for n+ 1 and we finish the proof of i).
The proof of ii) is similar to the proof of i) so we omit it. 
Given ` > 0 and x ∈ I\[1, 1 + `], we define
(2.6) d−(x, n`(x)) = 1− max
0≤n≤n`(x)
{gn(x) ≤ 1} .
Lemma 2.4. Assume 0 < `′ < `, x ∈ I\[1, 1 + `] and x′ ∈ (x − (` − `′), x + d−(x, n`(x))).
Then for all n ≤ n`(x) we have
(2.7) gn` (x)− gn`′(x′) = x− x′.
Moreover, n`′(x
′) ≥ n`(x).
Proof. To simplify notation we denote d− = d−(x, n`(x)). We proceed by induction on n. It
is clear that (2.7) holds for n = 0. Now assume (2.7) holds for n < n`(x) and we prove it for
n+ 1 instead.
As n < n`(x) we have g
n
` (x) /∈ [1, 1 + `]. Since we are assuming (2.7) holds for n, we get
gn`′(x
′) ∈ (gn` (x)− (`− `′), gn` (x) + d−).
If gn` (x) < 1, then g
n
` (x) ≤ 1− d− and thus gn`′(x′) ∈ (1− d− − (`− `′), 1).
Otherwise, if gn` (x) > 1 + ` then g
n
`′(x
′) ∈ (1 + `′, 1 + ` + d−), thus we have gn`′(x′) ∈ Ij
if and only if gn`′(x) ∈ Ij, for j = 0, 1 and gn`′(x′) /∈ [1, 1 + `′]. Therefore by (2.1) we get
gn+1` (x)− gn+1`′ (x′) = x− x′. This proves (2.7) for n ≤ n`(x).
Since gn`′(x
′) /∈ [1, 1 + `′] for n < n`(x) we have n`′(x′) ≥ n`(x) and we finish our proof. 
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In the beginning of this section we defined the first hitting map of x to Ic(`), as r`(x) =
g
n`(x)
` (x), where n`(x) is the first hitting time of x to Ic(`). We want now to investigate when
is 1 + ` mapped to 1 under r`(x) and when is 1 mapped to 1 + `. Note that these are the
endpoints of the middle interval Ic(`). We define the following points and sets.
We say ` is a right bifurcation point if r`(1+`) = 1, ` is a left bifurcation point if r`(1) = 1+`
and ` is a bifurcation point if it is either a left or right bifurcation point.
The left/right bifurcation sets are defined respectively as
ΛL = {0 < ` ≤ λ : for all l < `, n`(1) < nl(1)},
and
ΛR = {0 < ` ≤ λ : for all l < `, n`(1 + `) < nl(1 + l)}.
The main result of this section is the next theorem, relating bifurcation points with the
bifurcation sets.
Theorem 2.5. ` is a left (resp. right) bifurcation point if and only if ` ∈ ΛL (resp. ` ∈ ΛR).
Furthermore, `→ n`(1) and `→ n`(1 + `) are decreasing functions of ` and the sets ΛR, ΛL
are discrete with 0 as the only possible point of accumulation.
Proof. First assume that r`(1) = 1 + ` and l < `. By the definitions of n` and r` we have,
for 1 ≤ n < n`(1), that either gn` (1) < 1 or gn` (1) > 1 + `. As l < `, by (2.1) we have for
1 ≤ n < nl(1), gnl (1) < 1 or gnl (1) > 1+ l. Thus n`(1) ≤ nl(1) and gnl(1)l (1) = gn`(1)` (1). Since
g
n`(1)
` (1) = 1 + ` and 1 + ` > 1 + l this shows g
nl(1)
l (1) > 1 + l and thus n`(1) < nl(1). This
proves that if ` is a left bifurcation point, then ` ∈ ΛL.
Now assume that r`(1) 6= 1+ `. As λ is irrational we must have r`(1) ∈ (1, 1+ `), therefore
there is 0 < `′ < ` such that gn`(1)` (1) = 1 + `
′.
We show, by induction on n, that for all l ∈ [`′, `] and 0 ≤ n ≤ n`(1)
(2.8) gnl (1) = g
n
` (1).
It is clear that (2.8) holds for n = 0. We assume it holds for n < n`(1) and we prove it for
n + 1. As n < n`(1) we have g
n
` (1) /∈ (1, 1 + `), and since gnl (1) = gn` (1), this implies that
gnl (1) /∈ (1, 1 + l), thus by (2.1) we have that (2.8) must hold for n+ 1.
Since (2.8) holds for n = n`(1) we have g
n`(1)
l (1) = 1 + `
′ and thus n`(1) = nl(1) for all
l ∈ [`′, `].
Thus, there is l < ` such that n`(1) ≥ nl(1). This proves that ` is a left bifurcation point
if and only if ` ∈ ΛL. Note that it also shows that `→ n`(1) is a decreasing function of `.
By Lemma 2.4, for all l < ` and 0 ≤ n ≤ n`(1 + `) we have
(2.9) gnl (1 + l) = g
n
` (1 + `)− (`− l).
From which follows that g
n`(1+`)
l (1 + l) = g
n`(1+`)
` (1 + `) − (` − l). If r`(1 + `) = 1, as
r`(1 + `) = g
n`(1+`)
` (1 + `), this implies
g
n`(1+`)
l (1 + l) = 1− (`− l) /∈ Ic(l),
thus, n`(1 + `) < nl(1 + l). Then for all l < `, we have n`(1 + `) < nl(1 + l). This proves
that if ` is a right bifurcation point then ` ∈ ΛR,
If r`(1 + `) 6= 1, as λ is irrational we must have r`(1 + `) ∈ (1, 1 + `), therefore there is an
0 < `′ < ` such that gn`(1+`)` (1 + `
′) = 1.
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Now take l ∈ [`′, `). By (2.9) we get
g
n`(1+`)
l (1 + l) = 1 + l − `′ ∈ [1, 1 + l),
hence g
n`(1+`)
l (1 + l) ∈ Ic(l) and we have n`(1 + `) = nl(1 + l). Thus, there is a l < ` such
that n`(1 + `) ≥ nl(1 + l). This proves that if ` ∈ ΛR then ` is a right bifurcation point.
This proves that ` is a right bifurcation point if and only if ` ∈ ΛR. Note that it also shows
that `→ n`(1 + `) is a decreasing function of `.
Since `→ n`(1) and `→ n`(1+ `) are decreasing functions of ` and are also integer valued
functions this implies that the sets ΛL and ΛR are discrete and each has at most one point
of accumulation, which has to be 0. 
3. Bifurcation sequence
In this section we study the sequence of bifurcation points for the family gl (in (2.1)). We
will first recall some elements of the theory of continued fractions, and compute the sequence
of errors of the semiconvergents of λ = 1/(k + Φ), where Φ = (
√
5 − 1)/2 and k ∈ N. We
will then relate the bifurcation sequence with the theory of continued fractions by showing
that this sequence is equal to the sequence of errors of the semiconvergents of λ.
Throughout this section we assume that λ ∈ (0, 1) is an irrational real number with
continued fraction expansion λ = [0, λ1, λ2, ...]. Consider the sequence of its convergents
given by {
pn
qn
}
n≥0
, where
p0
q0
=
0
1
and
pn
qn
= [0, λ1, ..., λn].
For all n ≥ 0 it is well known that
(3.1)
pn+2 = pn + λn+2pn+1,
qn+2 = qn + λn+2qn+1.
Define the sequence of upper semiconvergents of λ as{
p′n
q′n
}
n
= {[0, 1], ..., [0, λ1], [0, λ1, λ2, 1], ..., [0, λ1, λ2, λ3], ...}.
which is the sequence of best rational approximations of λ by above , this is, any other
fraction a
b
6= p′n
q′n
, with 1 ≤ b ≤ q′n, satisfies a− bλ > p′n − q′nλ (see for instance [17]).
The sequence of errors of approximation of the upper semiconvergents smaller than λ is
given by
Γ′n =
{
p′n+λ1−1 − q′n+λ1−1λ
}
n
.
Analogously, we define the sequence of lower semiconvergents of λ as{
p′′n
q′′n
}
n
= {0, [0, λ1, 1], ..., [0, λ1, λ2], [0, λ1, λ2, λ3, 1], ..., [0, λ1, λ2, λ3, λ4], ...}.
which is the sequence of best rational approximations of λ by below, this is, any other fraction
a
b
6= p′′n
q′′n
, with 1 ≤ b ≤ q′′n, satisfies bλ− a > q′′nλ− p′′n.
The sequence of errors of approximation of the lower semiconvergents is given by
Γ′′n = {q′′nλ− p′′n}n .
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Note that Γ′ and Γ′′ are monotonic sequences of positive real numbers that converge to 0.
Finally, we define recursively the intercalation of Γ′n and Γ
′′
n as Γn given by
Γ0 = max(Γ
′
0,Γ
′′
0), Γn = max
(
(Γ′ ∪ Γ′′)\
n−1⋃
k=0
Γk
)
, n ≥ 1.
In the next lemma, we compute explicitly the sequences Γn, Γ
′
n and Γ
′′
n.
Lemma 3.1. Let Φ = (
√
5− 1)/2, k ∈ N and λ = 1/(k + Φ). For all n ≥ 0 we have
(3.2) Γ′n = λΦ
2n+1,
(3.3) Γ′′n = λΦ
2n,
and
(3.4) Γn =
{
Γ′(n−1)/2, if n is odd,
Γ′′n/2, if n is even.
Proof. Let {Fn}n≥0, be the Fibonacci sequence, given by F0 = 0, F1 = 1 and
Fn = Fn−1 + Fn−2,
for n ≥ 2.
We begin by proving, by induction on n, that for all n ≥ 0,
(3.5) λΦ2n+1 = F2n+1 − (F2n+1k + F2n)λ,
and that for all n ≥ 1,
(3.6) λΦ2n = (F2nk + F2n−1)λ− F2n.
Clearly, (3.5) holds for n = 0 and (3.6) holds for n = 1. Assuming that (3.5) holds for n,
(3.6) holds for n+ 1 and using 1−Φ = Φ2, we get F2n+3− (F2n+3k+F2n+2)λ = λΦ2n+3. The
proof of (3.6) is similar to the proof of (3.5) and so we omit it.
Using the fact that {Fn}n≥0 is the Fibonacci sequence and some elementary properties of
continued fractions it can be easily proved by induction on n that
(3.7) pn = Fn, qn = Fnk + Fn−1.
Finally we show that (3.2) holds for all n ≥ 0. It is clear that Γ′0 = 1 − kλ = λΦ and
Γ′′n = λΦ
2n for n = 0, 1. Hence (3.2) holds for n = 0, and (3.3) holds for n = 0, 1.
Now assume (3.2) holds for all 0 ≤ n ≤ N and (3.3) for all 0 ≤ n ≤ N + 1. We now
prove that (3.2) holds for 0 ≤ n ≤ N + 1 and (3.3) for all 0 ≤ n ≤ N + 2. We have
Γ′′0 > Γ
′
0 > Γ
′′
1 > ... > Γ
′′
N > Γ
′
N > Γ
′′
N+1.
Thus, we have (3.4) for n ≤ 2(N + 1), also
(3.8) p′′n = p2n, q
′′
n = q2n,
for 1 ≤ n ≤ N + 1, and
(3.9) p′n+λ1−1 = p2n+1, q
′
n+λ1−1 = q2n+1,
for 0 ≤ n ≤ N .
By (3.5) and (3.7), we get p2N+3 − λq2N+3 = λΦ2N+3 > 0. Thus, from (3.8) and (3.9)
we have p′N+λ1 = p2N+3, q
′
N+λ1
= q2N+3 and we get Γ
′
N+1 = λΦ
2N+3. This proves (3.2) for
0 ≤ n ≤ N + 1.
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Now, by (3.6) and (3.7), λq2N+4 − p2N+4 = λΦ2N+4. Thus, from (3.8) and (3.9) we have
p′′N+2 = p2N+4, q
′′
N+2 = q2N+4 and we get Γ
′′
N+2 = λΦ
2N+4. This proves now (3.3) for
0 ≤ n ≤ N + 2.
This completes our proof. 
Let k′0 = λ1 + 1, k
′
n = min{k ≥ 1 : gk′n−1(1) < gk(1) < 1} for all n ≥ 1, s′n = 1 − gk′n(1),
and consider the the sequence S ′ given by
S ′ = {s′n}n≥0.
We have k′n = min{k ≥ 1 : 1− s′n−1 < gk(1− s′n−1) < 1} + k′n−1. Also let k′′1 = λ1 + 2, k′′n =
min{k ≥ 1 : 1 < gk(1) < gk′′n−1(1)} for all n ≥ 2, s′′0 = λ and s′′n = gk′′n(1)− 1, for n ≥ 1. We
define another sequence S ′′ as
S ′′ = {s′′n}n≥0,
Note that k′′n = min{k ≥ 1 : 1 < gk(s′′n−1 + 1) < s′′n−1 + 1} + k′′n−1. We are interested in
studying the bifurcation sets ΛL and ΛR of g. By Theorem 2.5 they are discrete with 0 as
the only possible point of accumulation, hence they can be regarded as decreasing sequences,
which we now define. Let the right bifurcation sequence Λ′ = {Λ′n}n be given by
Λ′0 = max(ΛR), Λ
′
n = max
(
ΛR\
n−1⋃
k=0
Λ′k
)
, n ≥ 1,
the left bifurcation sequence Λ′′ = {Λ′′n}n by
Λ′′0 = max(ΛL), Λ
′′
n = max
(
ΛL\
n−1⋃
k=0
Λ′′k
)
, n ≥ 1,
and finally we define recursively the sequence of all bifurcation points of g, Λn (it follows
from Theorem 2.5 that it is equal to the intercalation of Λ′ and Λ′′)
Λ0 = max(Λ
′
0,Λ
′′
0), Λn = max
(
(ΛR ∪ ΛL)\
n−1⋃
k=0
Λk
)
, n ≥ 1.
In the next lemma we relate the sequences s′n and s
′′
n with Λ
′
n and Λ
′′
n for all n ≥ 0.
Lemma 3.2. The sequences S ′, S ′′ are equal to Λ′,Λ′′, respectively.
Proof. We first prove by induction on n, that s′′n = Λ
′′
n, for all n ∈ N. It is clear that
s′′0 = λ = Λ
′′
0. Assuming s
′′
n = Λ
′′
n, we have k
′′
n = min{k ≥ 1 : 1 < gk(1) < 1 + Λ′′n}, and
n` = k
′′
n+1, for all ` ∈ [s′′n+1,Λ′′n). This shows that s′′n+1 ≥ Λ′′n+1. As gk′′n+1(1) = 1 + s′′n+1, we
get that s′′n+1 = Λ
′′
n+1. This proves that S
′′ is equal to Λ′′.
We now prove, by induction on n, that s′n = Λ
′
n, for all n ∈ N. It is clear that s′0 =
1 − λ1λ = Λ′0, where λ1 is the first coefficient in the continued fraction expansion of λ.
Assume s′n = Λ
′
n. Let ` be a constant such that s
′
n+1 ≤ ` < s′n. Since s′n = d−(k′n+1 − 1),
` < d−(k′n+1 − 1), where k′n+1 − 1 > k′0 − 1 ≥ 2 and with k = k′n+1, by Lemma 2.3, we have
gk
′
n+1(1 + `) = g(gk
′
n+1−1(1) + `) for s′n+1 ≤ ` < s′n and since gk′n+1(1) = 1− s′n+1 and λ < 1,
we have gk
′
n+1−1(1) = 1− λ− s′n+1. Combining these, we get
(3.10) gk
′
n+1(1 + `) = 1− s′n+1 + `.
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By Lemma 2.3 we have gk(1 + `) = gk(1) + `, for all 1 < k < k′n+1. Note that g
k(1) /∈
(gk
′
n(1), 1). Combining these we get gk(1 + `) /∈ (1− s′n + `, 1 + `), and since λ is irrational
and ` < s′n, this gives
gk(1 + `) /∈ [1, 1 + `],
for all k < k′n+1. Thus from (3.10), we get that s
′
n+1 is the largest value ` can take such that
gk
′
n+1(1 + `) = 1. Since we have s′n = Λ
′
n, this proves that s
′
n+1 = Λ
′
n+1, and so, that S
′ is
equal to Λ′.

In the next theorem we relate the sequences of errors of upper/lower semiconvergents of
λ with the right/left bifurcation sequences of λ.
Theorem 3.3. Assume λ ∈ (0, 1) is an irrational number. The sequences Λ′ and Λ′′ are
equal to Γ′ and Γ′′, respectively. Moreover, the associated bifurcation sequence Λ is equal to
the sequence Γ of errors of the semiconvergents of λ.
Proof. Let v : N× N→ N be given by
v(m,n) =

n, m ≤ 1,
λ2 + λ4 + ...+ λm + n, m > 0 and m is even,
λ3 + λ5 + ...+ λm + n, m > 1 and m is odd.
for m,n ∈ N.
Since λ is irrational, this shows that we have⋃
m≥0 even
{v(m,n)}0≤n≤λm+2 =
⋃
m≥1 odd
{v(m,n)}0≤n≤λm+2 = N.
From this we get that Γ′′k = Λ
′′
k and Γ
′
k = Λ
′
k for all k ∈ N if and only if for all even m ≥ 0
Γ′′v(m,n) = Λ
′′
v(m,n),
for 0 ≤ n ≤ λm+2, and
Γ′v(m+1,n) = Λ
′
v(m+1,n),
for 0 ≤ n ≤ λm+3.
It is well known (see for instance [17]) that [0, λ1, ..., λm] = (npm + pm−1)/(nqm + qm−1),
for all m,n ∈ N. From this it follows that for all even m ≥ 0 we have
Γ′′v(m,n) = (qmλ− pm)− n(pm+1 − qm+1λ),
for 0 ≤ n ≤ λm+2, and
Γ′v(m+1,n) = (pm+1 − qm+1λ)− n(qm+2λ− pm+2),
for 0 ≤ n ≤ λm+3. Combining the four expressions above it follows that Γ′′k = Λ′′k and
Γ′k = Λ
′
k for all k ∈ N if and only if for all even m ≥ 0 we have
(3.11) Λ′′v(m,n) = (qmλ− pm)− n(pm+1 − qm+1λ),
for 0 ≤ n ≤ λm+2, and
(3.12) Λ′v(m+1,n) = (pm+1 − qm+1λ)− n(qm+2λ− pm+2),
for 0 ≤ n ≤ λm+3.
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We now prove, by induction on m, that (3.11) and (3.12) hold for all even m ≥ 0. Before,
we prove by induction on n, that
(3.13) Λ′′v(0,n) = (q0λ− p0)− n(p1 − q1λ),
for 0 ≤ n ≤ λ2.
We have v(0, 0) = 0, thus Λ′′v(0,0) = Λ
′′
0. Since s
′′
0 = λ and (p0, q0) = (0, 1), by Lemma 3.2
we have Λ′′0 = q0λ− p0. Thus, (3.13) holds for n = 0. Now fix n < λm+2. We assume (3.13)
holds for n and prove it for n+ 1 instead.
We have that (3.13) is equivalent to g1+n(1+λ1)(1)− 1 = λ−n(1−λ1λ), therefore since we
are assuming (3.13) holds for n we get
(3.14) g1+(n+1)(1+λ1)(1)− 1 = g(gλ1(1 + Λ′′v(0,n))).
Recall the definition of d−. We have d−(N) = 1−max1≤k≤N
{
gk(1) ≤ 1} , for any N ≥ 2.
Note that d−(λ1) = 1− (λ1 − 1)λ, therefore Λ′′v(0,n) ≤ d−(λ1).
Assume now that λ1 ≥ 2. Applying Lemma 2.3 with ` = Λ′′v(0,n) and N = λ1 we get
gλ1(1 + Λ′′v(0,n)) = g
λ1(1) + Λ′′v(0,n). Since 1− gλ1+1(1) = s′0, s′0 = 1− λ1λ and λ < 1 we have
gλ1(1) = (λ1 − 1)λ. Combining this we get
gλ1(1 + Λ′′v(0,n)) = 1− λ+ (λ1 − (n+ 1)(1− λ1λ)),
which combined with (3.14) gives
(3.15) g1+(n+1)(1+λ1)(1) = 1 + (λ1 − (n+ 1)(1− λ1λ)),
which is smaller than 1 + Λ′′v(0,n).
If λ1 = 1 it is clear from (3.14) that we get (3.15) as well. Since Γ
′′ is the sequence of best
rational approximations of λ by below and we have Λ′′v(0,n) = Γ
′′
v(0,n) and g
1+(n+1)(1+λ1)(1)−1 =
Γ′′v(0,n)+1, we must have
1 + (n+ 1)(1 + λ1) = min{k ≥ 1 : 1 < gk(1) < g1+n(1+λ1)(1)},
and thus by Lemma 3.2 and (3.15) we have Λ′′v(0,n+1) = (q0λ− p0)− (n+ 1)(p1 − q1λ). This
completes the proof that (3.13) holds for 0 ≤ n ≤ λm+2.
In a similar way, it can be proved that
Λ′v(1,n) = (p1 − q1λ)− n(q2λ− p2),
for all 0 ≤ n ≤ λ3, so we omit the proof.
We now assume that for 0 ≤ n ≤ λm+2, we have
(3.16) Λ′′v(m,n) = (qmλ− pm)− n(pm+1 − qm+1λ),
and that for 0 ≤ n ≤ λm+3, we have
(3.17) Λ′v(m+1,n) = (pm+1 − qm+1λ)− n(qm+2λ− pm+2).
and prove that we have
(3.18) Λ′′v(m+2,n) = (qm+2λ− pm+2)− n(pm+3 − qm+3λ),
for all 0 ≤ n ≤ λm+4, and
(3.19) Λ′v(m+3,n) = (pm+3 − qm+3λ)− n(qm+4λ− pm+4).
for all 0 ≤ n ≤ λm+5.
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First we prove (3.18), by induction on n, for all n ≤ λm+4 .
Since v(m + 2, 0) = v(m,λm+2), by (3.16) and (3.1), we get Λ
′′
v(m+2,0) = qm+2λ − pm+2.
Thus, (3.18) holds for n = 0.
Fix n < λm+4. We assume that (3.18) holds for n and prove it for n + 1 instead. Recall
the definition of Λ′′. With K ′′(n) = pm+2 + qm+2 + n(pm+3 + qm+3), we have that (3.18) is
equivalent to gK
′′(n)(1)− 1 = qm+2λ− pm+2 − n(pm+3 − qm+3λ), and combining these we get
(3.20) gK
′′(n+1)(1) = g(g(pm+3+qm+3−1)(1 + Λ′′v(m+2,n))).
From (3.17) we get
Λ′v(m+1,n) = Γ
′
v(m+1,n),
for 0 ≤ n ≤ λm+3. It follows from this identity and fact that the upper semi-convergents
of λ are its best rational approximations by above, that v(m + 1, λm+3 − 1) is the largest
integer such that k′v(m+1,λm+3−1) < qm+3 + pm+3. Recall the definition of d
−. We have
d−(N) = 1 −max1≤k≤N
{
gk(1) ≤ 1} , for any N ≥ 2, thus d−(qm+3 + pm+3 − 1) = s′λm+3−1,
and by Lemma 3.2, (3.17) and (3.1) we get
d−(qm+3 + pm+3 − 1) = pm+3 − qm+3λ+ qm+2λ− pm+2.
Therefore Λ′′v(m+2,n) < d
−(qm+3 + pm+3 − 1). Applying Lemma 2.3 with ` = Λ′′v(m+2,n) and
N = pm+3 + qm+3 − 1 yields
(3.21) gpm+3+qm+3−1(1 + Λ′′v(m+2,n)) = g
pm+3+qm+3−1(1) + Λ′′v(m+2,n).
By Lemma 3.2, (3.17) and (3.1) we have 1 − gpm+3+qm+3(1) = pm+3 − qm+3λ, and since
λ < 1, we get
gpm+3+qm+3(1) = 1− λ− (pm+3 − qm+3λ).
Combining this identity with (3.20) and (3.21) we have
gK
′′(n+1)(1) = g(1− λ− (pm+3 − qm+3λ) + Λ′′v(m+2,n)),
and since (3.18) holds for n we get
(3.22) gK
′′(n+1)(1) = 1 + (qm+2λ− pm+2)− (n+ 1)(pm+3 − qm+3λ),
which is smaller than 1 + Λ′′v(m+2,n).
Since Γ′′ is the sequence of best rational approximations of λ by below and we have
Λ′′v(m+2,n) = Γ
′′
v(m+2,n) and g
K(n+1)(1)− 1 = Γ′′v(m+2,n)+1, we must have
K ′′(n+ 1) = min{k ≥ 1 : 1 < gk(1) < gK′′(n)(1)},
and thus by Lemma 3.2 and (3.22) we have
Λ′′v(m+2,n+1) = (qm+2λ− pm+2)− (n+ 1)(pm+3 − qm+3λ).
This completes the proof that (3.18) holds for 0 ≤ n ≤ λm+4.
We now prove (3.19) by induction on n, for all n ≤ λm+5 .
Since v(m+ 3, 0) = v(m+ 1, λm+3), by (3.1) and (3.17), we get Λ
′
v(m+3,0) = pm+3 − qm+3λ
and so (3.19) holds for n = 0.
Fix n < λm+5. We assume that (3.19) holds for n and prove it for n+ 1 instead.
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Recall the definition of Λ′. With K ′(n) = pm+3 + qm+3 + n(pm+4 + qm+4), we have that
(3.19) is equivalent to 1− gK′(n)(1) = pm+3 − qm+3λ− n(qm+4λ− pm+4), and we get
(3.23) gK
′(n+1)(1) = g(g(pm+4+qm+4−1)(1− Λ′v(m+3,n))).
From (3.18) we get Λ′′v(m+2,n) = Γ
′′
v(m+2,n), for 0 ≤ n ≤ λm+4. It follows from this identity and
from the fact that the lower semi-convergents of λ are its best rational approximations by
below, that v(m+ 2, λm+4− 1) is the largest integer such that k′′v(m+2,λm+4−1) < qm+4 + pm+4.
Recall the definition of d+. We have d+(N) = min1≤k≤N
{
gk(1) ≥ 1} − 1, for any N ≥
λ1 + 1. Thus, d
+(qm+4 + pm+4 − 1) = s′′λm+4−1. By Lemma 3.2, (3.18) and (3.1) we get
d+(qm+4+pm+4−1) = qm+4λ−pm+4+pm+3−qm+3λ. Therefore Λ′v(m+3,n) < d+(qm+4+pm+4−1).
Applying Lemma 2.3 with ` = 1− Λ′v(m+3,n) and N = pm+4 + qm+4 − 1 we get
gpm+4+qm+4−1(1− Λ′v(m+3,n)) = gpm+4+qm+4−1(1)− Λ′v(m+3,n).
By Lemma 3.2, (3.18) and (3.1) we have gpm+4+qm+4(1) − 1 = qm+4λ − pm+4, and since
λ < 1 we get
gpm+4+qm+4(1) = 1− λ+ (qm+4λ− pm+4).
Combining the two above identities with (3.23) and since (3.19) holds for n we get
(3.24) gK
′(n+1)(1) = 1− [(pm+3 − qm+3λ)− (n+ 1)(qm+4λ− pm+4)] ,
which is larger than 1− Λ′v(m+3,n).
Since Γ′ is the sequence of best rational approximations of λ by above and we have
Λ′v(m+3,n) = Γ
′
v(m+3,n) and 1− gK
′(n+1)(1) = Γ′v(m+3,n)+1, we must have
K ′(n+ 1) = min{k ≥ 1 : gK′(n)(1) < gk(1) < 1},
and thus by Lemma 3.2 and (3.24) we have
Λ′v(m+3,n+1) = (pm+3 − qm+3λ)− (n+ 1)(qm+4λ− pm+4).
This completes the proof that (3.19) holds for 0 ≤ n ≤ λm+5.
This proves (3.11) and (3.12) and therefore Λ′ is equal to the sequence Γ′ and Λ′′ is equal
to the sequence Γ′′. By definition of Λ and Γ, this implies that Γ = Λ as well. This finishes
our proof.

Recall our definitions of first hitting time n`(x) of x to Ic(`) and the first hitting map r`.
We want now to relate these to Γ′ and Γ′′. This is done in the next theorem.
Theorem 3.4. Let 0 < ` ≤ λ and let n1, n2 ∈ N be such that Γ′n1+1 ≤ ` < Γ′n1 and
Γ′′n2+1 ≤ ` < Γ′′n2. Then r`(1 + `) = 1 + ` − Γ′n1+1 and r`(1) = 1 + Γ′′n2+1. Furthermore
n`(1 + `) = k
′
n1+1
and n`(1) = k
′′
n2+1
.
Proof. We prove only that r`(1+`) = 1+`−Γ′n1+1. As the proof for the other case is similar,
we omit it.
By Theorem 3.3, we have Γ′ = Λ′, therefore Γ′n1+1 ≤ ` < Γ′n1 implies that Λ′n1+1 ≤ ` < Λ′n1 .
Also, combining Theorem 3.3 with Lemma 3.2, we have S ′ = Γ′ and we get
(3.25) gk
′
n1+1(1) = 1− Γ′n1+1.
As kn1+1 > 2 and Γ
′
n1+1
≤ d−(k′n1+1), applying Lemma 2.3 we get
gk
′
n1+1(1 + Γ′n1+1) = g
k′n1+1(1) + Γ′n1+1.
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From these two identities we get gk
′
n1+1(1 + Γ′n1+1) = 1, thus nΓ′n1+1(1 + Γ
′
n1+1
) = k′n1+1.
Therefore r`(1 + `) = g
k′n1+1(1 + `).
As ` < d−(kn1+1 − 1) by Lemma 2.3, gk
′
n1+1
−1(1 + `) = gk
′
n1+1
−1(1) + `. Applying g on
both sides and combining with (3.25), we get gk
′
n1+1(1 + `) = 1 + `−Γ′n1+1. This finishes our
proof. 
4. Dynamical sequences
In this section, we introduce the dynamical sequences {yn}n and {pn}n. These will be an
important tool in order to prove our main theorems and will be later related to the dynamics
of our family of maps. We show inductive formulas to compute these sequences and prove
that for some choice of parameters {pn}n is periodic with period at most 2.
Let
(4.1) `(y) =
2y
ν
,
and denote
(4.2) C = C(µ, ν) =
2µ
µ+ ν
, D = D(µ, ν) =
2µ
µ− ν .
We now inductively define our sequences {yn}n∈N, {pn}n∈N and {κn}n∈N depending on the
parameters ν > 0, |µ| > ν, λ ∈ (0, 1)\Q and 0 < η < λ. We will denote these sequences by
{yn(µ)}n∈N, {pn(µ)}n∈N and {κn(µ)}n∈N when it is important to stress the dependence on
the parameter µ.
Set
(4.3) y0 = η
µν
µ+ ν
.
Note that as η > 0 we have y0 > 0. Since λ is irrational, {Γ′′n} (see Section 3) is an infinite
sequence and converges to 0. Furthermore by the definitions of ` and y0 we have `(y0) > 0.
Thus there exists a smallest natural number κ0 such that Γ
′′
κ0
< `(y0). Set Υ0 = Γ
′′
κ0
and
p0 =
Υ0
`(y0)
.
For n ≥ 0 assume we defined yn, pn, κn and Υn and that at least one of the conditions
yn > 0 or pn = 1/C holds. Set
(4.4) yn+1 =

(1− Cpn)yn, if pn < 1/C,
(1−D(1− pn))yn, if pn > 1/C,
0, if pn = 1/C.
Since λ is irrational, {Γ′n} and {Γ′′n} (see Section 3) are infinite sequences and converge to
0, furthermore if pn 6= 1/C, by (4.2) and (4.4) we have `(yn+1) > 0, thus there are integers
k′ and k′′ such that Γ′k < `(yn+1) and Γ
′′
k < `(yn+1) respectively. We set
κn+1 =

min{k ∈ N : Γ′′k < `(yn+1)}, if pn < 1/C,
min{k ∈ N : Γ′k < `(yn+1)}, if pn > 1/C,
κn, if pn = 1/C.
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If pn ≤ 1/C set Υn+1 = Γ′′κn+1 , else if pn > 1/C set
(4.5) Υn+1 =

1, if `(yn+1) > 1,
1−
(
1 +
[
1−`(yn+1)
λ
])
λ, if Γ′0 < `(yn+1) ≤ 1,
Γ′κn+1 , if `(yn+1) < Γ
′
0,
where [·], denotes the integer part of a real number. Finally set
pn+1 =

Υn+1
`(yn+1)
, if pn < 1/C,
1− Υn+1
`(yn+1)
, if pn > 1/C,
0, if pn = 1/C.
The following lemma characterizes the sequence {yn}n∈N.
Lemma 4.1. Given ν > 0, |µ| > ν, λ ∈ (0, 1)\Q and 0 < η < λ, the sequence {yn}n∈N with
N = {n ∈ N : yn > 0} is strictly decreasing and it is either finite or converges to 0.
Proof. If pn < 1/C or pn > 1/C then (1 − Cpn) ∈ (0, 1) or (1 − D(1 − pn)) ∈ (0, 1),
respectively, and by (4.4), yn+1 < yn. If pn = 1/C then, by definition, yn+1 = 0 and thus
n + 1 /∈ N. This shows that {yn}n∈N is strictly decreasing and either N is finite or for all
n ∈ N we have yn+1 < yn.
We now show that if yn > 0 we have yn → 0. Assume by contradiction that {yn} does
not converge to 0. Since it is strictly decreasing there must exist y′ > 0 such that yn → y′.
Since for all n ∈ N, pn 6= 1/C, we must have that either pn < 1/C or pn > 1/C for infinitely
many values of n ∈ N.
Assume the first case holds. Then there is a subsequence {pn(l)}l∈N such that pn(l) < 1/C
for all l ∈ N. Since yn → y′ we have in particular that
lim
l→+∞
yn(l)+1 = lim
l→+∞
yn(l) = y
′
and by (4.4) yn(l)+1 = (1 − Cpn(l))yn(l), thus, we must have 1 − Cpn(l) → 1 and therefore
pn(l) → 0. Hence by the definition of pn and since `(yn(l))→ `(y′), we have Γ′′κn(l)+1 → 0.
Since λ is irrational, {Γ′′n} is an infinite sequence and converges to 0. Thus there exists
an unique natural number k′ such that Γ′′k′+1 < `(y
′) ≤ Γ′′k′ , and by the definition of κn we
must have κn(l) → k′. Thus we get Γ′′k′+1 = 0, which implies that λ is rational which is a
contradiction.
The proof is analogous if pn > 1/C for infinitely many values of n ∈ N, hence we omit
it. 
Given n ∈ N and x ∈ R we introduce the following maps:
χn(x) =

x , if pn < 1/C,
1− x , if pn > 1/C,
1 , if pn = 1/C,
and ωn(x) =

C , if pn < 1/C,
D , if pn > 1/C,
1 , if pn = 1/C.
The following lemma (we omit the proof) gives recursive expressions for yn and pn which
can be obtained directly from the definitions of yn and pn.
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Lemma 4.2. Given ν > 0 and µ ∈ R satisfying |µ| > ν, for all n ∈ N\{0} we have
yn(µ) = (1− ωn−1χn−1(pn−1(µ)))yn−1(µ).
Moreover if pn−1(µ) 6= 1/C, we have
χn−1(pn(µ)) =
Υn(µ)
Υn−1(µ)
χn−2(pn−1(µ))
1− ωn−1χn−1(pn−1(µ)) .
Next theorem provides, under some conditions on λ and η, a closed form expression for
the sequence {pn} and shows that it is periodic with period at most 2. We will denote
µ¯ =
ν
Φ3
.
Theorem 4.3. Assume ν > 0, λ = 1/(k + Φ) and η = 1 − kλ with k ∈ N. Let µ ∈ R be
such that |µ| ≥ ν. If |µ| > µ¯, then pn(µ) = pn+2(µ) for all n ≥ 0, in particular
(4.6) pn(µ) =
1
CΦ
and `(yn(µ)) = CλΦ
n+1, if n is even,
and
(4.7) pn(µ) = 1− 1
DΦ
and `(yn(µ)) = DλΦ
n+1, if n is odd.
If |µ| ≤ µ¯, then pn(µ) = pn+1(µ) for all n ≥ 1. In particular, if −µ¯ < µ < −ν, then for all
n ≥ 1,
(4.8) pn(µ) = 1− Φ
D
and `(yn(µ)) = DλΦ
2n.
If ν < µ < µ¯, then for all n ≥ 0,
(4.9) pn(µ) =
Φ
C
and `(yn(µ)) = CλΦ
2n+1.
Proof. Let us first investigate C and D as in (4.2). It is clear that
1
Φ
< 2 < D =
2µ
µ− ν <
2
1− Φ3 =
1
Φ2
,
where we used the fact that ∂D(µ, ν)/∂µ = −ν/(µ − ν) < 0, as long as ν > 0 and also
Φ2 = 1− Φ. Now, if µ < −µ¯ < −ν < 0 we have 1 < D < 2 < 1/Φ2. Since µ < −µ¯ we get
µ < −µ¯ = − ν
Φ3
= − ν
2Φ− 1 ,
which is equivalent to 2µΦ < µ− ν, and since µ < 0 we get D > 2µ
(µ−ν) >
1
Φ
.
Since C and D are Ho¨lder conjugate we have 1
1−Φ2 < C <
1
1−Φ . Combining this we get
that if |µ| > µ¯, then
(4.10)
1
Φ
< C <
1
Φ2
,
1
Φ
< D <
1
Φ2
.
We now prove by induction on n that if |µ| > µ¯, we have (4.6) and (4.7) for all n ≥ 0.
From (4.3) we have `(y0(µ)) = 2µ(1− kλ)/(µ+ ν). Since λΦ = 1− kλ we get `(y0(µ)) =
CλΦ. For |µ| > µ¯ we get from (4.10) that
λ < `(y0(µ)) < λ/Φ ≤ 1.
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Hence we have that κ0 = 0, and by Lemma 3.1 and (4.5) we get Υ0(µ) = Γ0 and by definition
of p0 we have
p0 =
Γ0
`(y0(µ))
=
Γ0ν
2y0
=
Γ0
2µη
(µ+ ν) =
λ
Cη
=
1
CΦ
.
Thus we get (4.6) for n = 0.
Since Φ < 1 and (4.6) holds for n = 0, we have p0(µ) > 1/C, hence by Lemma 4.2 we have
(4.11) `(y1(µ)) = (1−D(1− p0(µ)))`(y0(µ)).
Simple computations show that
(4.12) 1−D(1− p0(µ)) = 1−D(1− λ
Cη
) =
D
C
Φ,
where we used Ho¨lder conjugacy of C and D several times to simplify the expression. By
(4.12) and (4.11) we have `(y1(µ)) =
D
C
Φ`(y0(µ)) and since (4.6) holds for n = 0, we get
(4.13) `(y1(µ)) = DλΦ
2.
Now, by Lemma 4.2 we have
(4.14) p1(µ) = 1− Υ1(µ)
λ
p0(µ)
1−D(1− p0(µ)) ,
and by (4.13) and (4.10), since |µ| > µ¯, we get λΦ < `(y1(µ)) < λ. This together with Lemma
3.1 and (4.5) shows that Υ1(µ) = λΦ, and from (4.12) and (4.14) we get p1(µ) = 1−1/(DΦ).
Together with (4.13) this shows (4.7) holds for n = 1.
Let n ≥ 0 be an even number. We now assume that (4.6) holds for n, (4.7) holds for n+ 1
and prove that (4.6) holds for n+ 2 and (4.7) holds for n+ 3.
Note that since we assume (4.6) holds for n and (4.7) for n+ 1, by (4.10) we have
(4.15) λΦn < `(yn(µ)) < λΦ
n−1, λΦn+1 < `(yn+1(µ)) < λΦn.
Since 1/Φ > 1 we have p1(µ) = 1 − 1dΦ < 1 − 1D = 1C , thus pn+1(µ) < 1/C, since we also
have pn(µ) > 1/C we get from Lemma 4.2 that
(4.16) `(yn+2(µ)) = (1− Cp1(µ))(1−D(1− p0(µ)))`(yn(µ)).
After a simple computation we have
(4.17) 1− Cp1(µ) = Φ
d− 1 =
C
D
Φ.
Combining (4.12), (4.16) and (4.17) we get
(4.18) `(yn+2(µ)) = Φ
2`(yn(µ)).
Since we assume (4.6) for n, we get from (4.18) that
(4.19) λΦn+2 < `(yn+2(µ)) < λΦ
n+1.
We now prove that (4.6) holds for n + 2. Since (4.6) holds for n, from (4.18) we get
`(yn+2(µ)) = CλΦ
n+3. To see that pn+2(µ) = p0(µ) note that by Lemma 3.1, by the definition
of Υn+1 and by (4.15) and (4.19), we have Υn+1(µ) = Γn+1 and Υn+2(µ) = Γn+2. Together
with pn(µ) > 1/C and pn+1(µ) < 1/C, Lemma 4.2 implies
pn+2(µ) =
Γn+2
Γn+1
1− pn+1(µ)
1− Cpn+1(µ) = Φ
1
DΦ
1− C + C
DΦ
=
1
CΦ
.
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Finally we prove that (4.7) holds for n + 3. Since (4.7) holds for n + 1 and (4.6) holds for
n+ 2, from (4.18) we get `(yn+3(µ)) = DλΦ
n+4. By (4.10) this gives
λΦn+3 < `(yn+3(µ)) < λΦ
n+2.
To see that pn+3(µ) = p1(µ) note that the above inequalities, by Lemma 3.1 and by the
definition of Υn+1, we have Υn+3(µ) = Γn+3. Together pn+1(µ) < 1/C and pn+2(µ) > 1/C,
by Lemma 4.2 this gives
pn+3(µ) = 1− Γn+3
Γn+2
pn+2(µ)
1−D(1− pn+2(µ)) = 1− Φ
1
CΦ
1−D(1− 1
CΦ
)
= 1− 1
DΦ
.
Therefore if |µ| > µ¯, (4.6) and (4.7) holds for all n ≥ 0 and thus pn(µ) = pn+2(µ) for all
n ≥ 0.
We now prove that if −µ¯ < µ < −ν, we have
(4.20) Φ < D <
1
Φ
.
Since λ < 1 and D > 1 the left inequality follows. Since µ > −µ¯ and D(−µ¯, ν) = 1/Φ we
get D < 1/Φ.
We now prove by induction on n that if −µ¯ < µ < −ν, we have (4.8) for all n ≥ 1. From
(4.3) and λΦ = 1− kλ we get `(y0(µ)) = CλΦ. Since µ < −ν, we have Φ < `(y0(µ)) < +∞,
hence κ0 = 0 and by Lemma 3.1 we get Υ0(µ) = Γ0. Thus by Lemma 4.2 we have
p0(µ) =
1
CΦ
,
from which we get p0(µ) > 1/C, hence (4.11-4.14) hold. By (4.13) and (4.20), since µ > −µ¯,
we have λΦ3 < `(y1(µ)) < λΦ. This together with Lemma 3.1 and by the definition of Υn+1
shows that Υ1(µ) = Γ3, and from (4.12) and (4.14) we get p1(µ) = 1 − Φ/D. Hence (4.8)
holds for n = 1. We now assume that (4.8) holds for n and prove that (4.8) holds for n+ 1.
Since Φ < 1 we have 1− Φ/D > 1− 1/D = 1/C, thus by Lemma 4.2,
`(yn+1(µ)) = (1−D(1− p1(µ)))`(yn(µ)),
and as (4.8) holds for n, combining this with (4.20) we get
λΦ2n+1 < `(yn(µ)) < λΦ
2n−1 and λΦ2n+3 < `(yn+1(µ)) < λΦ2n+1.
Therefore by Lemma 3.1 and by the definition of Υn+1, Υn(µ) = Γ2n+1 and Υn+1(µ) = Γ2n+3.
By Lemma 4.2 we get
1− pn+1(µ) = λΦ
2n+1
λΦ2n−1
1− pn(µ)
1−D(1− pn(µ)) = Φ
2 1− pn(µ)
Φ2
= 1− pn(µ).
Therefore if −µ¯ < µ < −ν, then (4.8) holds for n ≥ 1 and thus pn(µ) = pn+1(µ) for all
n ≥ 1.
We now prove by induction on n that if ν < µ < µ¯, (4.9) holds for all n ≥ 0.
We have
C(ν, ν) = 1 and C(µ¯, ν) =
2µ¯
µ¯+ ν
=
1
Φ
,
Since µ→ C(µ, ν) is a continuous map for ν < µ < µ¯ this gives
(4.21) 1 < C <
1
Φ
.
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From (4.3) and λΦ = 1 − kλ we get `(y0(µ)) = CλΦ. Since µ < µ¯, from (4.21) we get
λΦ < `(y0(µ)) < λ.
Hence we also have λΦ2 < `(y0(µ)) < λ. Therefore by Lemma 3.1 κ0 = 0 and we get
Υ0(µ) = Γ2. Thus by Lemma 4.2 we have
p0 =
Γ0
`(y0(µ))
=
λΦ2
CλΦ
=
Φ
C
,
and thus (4.9) holds for n = 0. We now assume that (4.9) holds for n and prove that (4.8)
holds for n+ 1. Since pn(µ) = p0(µ) < 1/C we have,
`(yn+1(µ)) = (1− Cp0(µ))`(yn(µ)) = Φ2`(yn(µ)).
Since we assume (4.9) holds for n, then we have
`(yn(µ)) = CλΦ
2n+1.
From these two identities, combined with (4.21), we get
λΦ2n+2 < `(yn(µ)) < λΦ
2n and λΦ2n+4 < `(yn+1(µ)) < λΦ
2n+2.
Therefore by Lemma 3.1 and by the definition of Υn+1 we have Υn(µ) = Γ2(n+1) and
Υn+1(µ) = Γ2(n+2). By Lemma 4.2 we get
pn+1(µ) =
Γn+1
Γn
pn(µ)
1− Cpn(µ) =
λΦ2n+2
λΦ2n
Φ
C
1− Φ =
Φ
C
Therefore if ν < µ < µ¯ then (4.9) holds for n ≥ 1 and thus if |µ| ≤ µ¯ then pn = pn+1 for all
n ≥ 1. This completes the proof. 
5. Dynamics of the first return map to Pc
In this section we introduce a map, denoted by ρ, containing information related to the
first return under our transformation F to the middle cone Pc and we show how it can be
computed using tools from sections 3 and 4. This gives a dynamical meaning to the sequences
introduced in Section 4, {yn} is the sequence of imaginary parts of the discontinuities of the
map ρ, while {pn} is the sequence of ratios of the horizontal jumps produced by discontinuities
of ρ relative to the cone width `(yn).
Recall (1.1). Throughout the rest of the paper we set ν = tan(β). Note that ν depends
on |α|, and when necessary to stress this dependence we write ν = ν(|α|). Let µ′ ∈ R, be
such that |µ′| > ν. With this notation we can write
Pc = {z ∈ H : −νRe(z) < Im(z) ∧ Im(z) > νRe(z)}.
Note that by (4.1), `(y) is the length of the line segment Pc∩{z ∈ H : Im(z) = y}. Denote
by L′1 and L
′
d, respectively, the lines P0 ∩ P1 and Pd ∩ Pd+1 and consider a line L′S of slope
µ′ lying on Pc,
L′1 = {z ∈ H : Im(z) = νRe(z)},
L′d = {z ∈ H : Im(z) = −νRe(z)},
L′S = {z ∈ H : Im(z) = µ′Re(z)}.
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(a) (b)
Figure 2. An illustration of the action of map R. The dashed line is L′S(µ
′) and the union
of disjoint line segments is R(L′S(µ
′)). Also marked are the points zn = (pn−1/2)`(yn)+ iyn.
(A) shows points zn such that the corresponding sequence pn(µ) satisfies pn(µ) = pn+1(µ)
for all n ≥ 1. (B) shows points zn such that the corresponding sequence pn(µ) satisfies
pn(µ) = pn+2(µ) for all n ≥ 0.
Let L′′S be the image of L
′
S by F , denote its slope by µ and consider also the line LS of
slope µ lying on Pc, this is:
LS = {z ∈ H : Im(z) = µRe(z)},
L′′S = {z ∈ H : Im(z) = µRe(z) +
(
1 +
µ
ν
)
y0},
where y0 is as in (4.3).
Let Rθ be a rotation by an angle θ centred at the origin. If µ
′ is such that L′S = L
′
S(µ
′) is
contained in Pj, j = 1, ..., d then we have LS(µ) = Rθj(L
′
S(µ
′)), with θj = θj(α, τ). Thus µ
and µ′ are related by the expression
µ′ =
µ− tan(θj)
1 + µ tan(θj)
.
or, equivalently,
µ =
µ′ + tan(θj)
1− µ′ tan(θj) .
The image by F of a point z′ ∈ L′S is a point z ∈ L′′S where
Im(z) = γ(µ, µ′)Im(z′), γ(µ, µ′) =
√(
1 +
1
µ′2
)
/
(
1 +
1
µ2
)
.
Note that by the definition of µ, since |µ′| > ν, we also have |µ| > ν. Now for y > 0,
let ξS(y) denote the point z ∈ L′S(µ′), such that Im(F (z)) = y. This point is unique and is
given by z = (µ′−1 + i)γ(µ, µ′)−1y.
Define the first return of ξS(y) to Pc as the map ρ : R+ → Pc given by
ρ(y) = R(ξS(y)).
By the definition of R we have
R(z) = ρ(Im(F (z))),
for z ∈ Pc. Thus, the study of the map ρ and R are very closely related.
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Let
D = {y > 0 : ρ is discontinuous at y}.
Theorem 5.2 relates the sequence {yn}n∈N to the set D, and characterizes the map ρ. Before
stating and proving this theorem we need the following lemma.
Lemma 5.1. i) Assume there is an n1 ∈ N and constants δ ≤ Γ′n1+1, ` and `′ such that
Γ′n1+1 ≤ ` < `′ < `+ δ ≤ Γ′n1, then n`(1 + `′) = k′n1+1 and
(5.1) r′`(1 + `
′) = 1 + `′ − Γ′n1+1.
ii) Assume there is an nd ∈ N and constants ` and `′ such that 0 < `′ ≤ Γ′′nd+1 ≤ ` < Γ′′nd,
then n`(1− `′) = k′′nd+1 and
(5.2) r′`(1− `′) = 1− `′ + Γ′′nd+1.
Proof. We begin by proving i). First note that as 1 + `′ /∈ (1, 1 + `) we have
(5.3) r′`(1 + `
′) = r`(1 + `′).
Also it is clear that for 1 ≤ n < n`′(1 + `′) we have gn(1 + `′) /∈ [1, 1 + `′], and since ` ≤ `′
this shows that gn(1 + `′) /∈ [1, 1 + `] as well. Thus n`(1 + `′) ≥ n`′(1 + `′).
Since Γ′n1+1 ≤ `′ < Γ′n1 , by Theorem 3.4 we have
gn`′ (1+`
′)(1 + `′) = 1 + `′ − Γ′n1+1,
and as ` ≤ `′ ≤ `+ δ this implies that gn`′ (1+`′)(1 + `′) ∈ [1, 1 + `], thus n`(1 + `′) = n`′(1 + `′)
and from (5.3) we get (5.1). Since by Theorem 3.4 we have n`′(1 + `
′) = k′n1+1 this shows
that n`(1 + `
′) = k′n1+1 as well.
We now prove ii). Note that as 1− `′ < 1 we have
(5.4) r′`(1− `′) = r`(1− `′).
By the definition of d+, since `′ < ` we have `′ < d+(n`(1− `′)), hence, by Lemma 2.3 we get
gn`(1−`
′)(1− `′) = r`(1)− `′.
As Γ′′nd+1 ≤ ` < Γ′′nd we can apply Theorem 3.4 from whence we obtain
(5.5) gn`(1−`
′)(1− `′) = 1− `′ + Γ′′nd+1.
As 0 < ` ≤ Γ′′nd+1 we get gn`(1−`
′)(1 − `′) ∈ [1, 1 + `′], hence n`′(1 − `′) = n`(1 − `′) which
implies that r`(1 − `′) = gn`(1−`′)(1 − `′). Thus, combining (5.4) and (5.5) we get (5.2).
Since by Theorem 3.4 we have n`(1) = k
′′
nd+1
and combined with (5.5) this proves that
n`(1− `′) = k′′nd+1 as well. 
Theorem 5.2. Assume λ ∈ (0, 1)\Q and |µ′| > ν > 0. Then ρ is a piecewise affine map of
slope µ−1. The set D is equal to the union of all points in the sequence {yn}n∈N. Furthermore,
for all n ∈ N; If ρ(yn) ∈ L′1, for yn+1 ≤ y < yn we have
(5.6) ρ(y) = F k(ξS(yn))(ξS(y))−Υn.
If ρ(yn) ∈ L′d, for yn+1 ≤ y < yn we have
(5.7) ρ(y) = F k(ξS(yn))(ξS(y)) + Υn.
Also ρ(yn) ∈ L′1 (resp. ρ(yn) ∈ L′d) if and only if pn−1 > 1/C (resp. pn−1 < 1/C).
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Proof. We begin by proving, by induction on n, that for all n ∈ N
(5.8) card
{D ∩ {y ∈ R+ : y > yn}} = n,
ρ(yn) ∈ L′1 ∪ L′d and that for all y < yn, we have
(5.9) k(ξS(y)) > k(ξS(yn)).
For all n ∈ N, we prove that the map ρn : [0, yn)→ H such that
(5.10) ρn(y) = F
k(ξS(yn))(ξS(y)),
is an affine map of slope µ−1. Furthermore, if ρ(yn) ∈ L′1 (resp. ρ(yn) ∈ L′d) then for all
y < yn we have
(5.11) F k(ξS(y
′))(ξS(y)) = ρn(y)−Υn
(5.12)
(
resp. F k(ξS(y
′))(ξS(y)) = ρn(y) + Υn
)
,
where y′ = yn+1 if n + 1 ∈ N and y′ = yn/2 otherwise. For yn+1 ≤ y < yn we have (5.6)
(resp. (5.7)).
We first show that for n = 0 we have (5.8), (5.9), ρ(y0) ∈ L′d and that ρ0 is an affine map
of slope µ−1.
Note that for all y ≥ 0 we have
(5.13) F (ξS(y)) = (µ
−1 + i)y −
(
1
µ
+
1
ν
)
y0,
which is an affine map of slope µ−1. By (4.3) we have that ρ(y0) ∈ L′d and thus y0 ∈ D.
As L′′S ∩ {z ∈ H : Im(z) > y0} ⊆ Pc, for y > y0 we have (5.8) and
ρ(y) = F (ξS(y)).
Thus by (5.13) we have that ρ0 is an affine map of slope µ
−1. Note that for y < y0 we
have F (ξS(y)) ∈ Pd+1 and thus we have (5.9) as well.
It is clear that if p0 > 1/C (resp. p0 < 1/C) then ρ(y1) ∈ L′1 (resp. ρ(y1) ∈ L′d). Now
assume, for n ∈ N that ρ(yn) ∈ L′1 (resp. ρ(yn) ∈ L′d), pn−1 > 1/C (resp. pn−1 < 1/C), that
(5.8) and (5.9) are true and ρn is an affine map of slope µ
−1. We show that (5.8) and (5.9)
hold for n + 1. If ρ(yn) ∈ L′1 (resp. ρ(yn) ∈ L′d) then for all y < yn we have (5.11) (resp.
(5.12)) and for yn+1 ≤ y < yn we have (5.6) (resp. (5.7)). In particular if yn+1 > 0 then ρn+1
is an affine map of slope µ−1 and ρ(yn+1) ∈ L′1 ∪ L′d.
Assume that ρ(yn) ∈ L′1. We begin by proving that there is y˜ < yn such that for y˜ ≤ y < yn
we have ρ(y) = F k(ξS(y˜))(ξS(y)) and (5.6).
Since ρn is an affine map of slope µ
−1 and ρ(yn) ∈ L′1, for y < yn we have
(5.14) ρn(y) = yn
(
1
ν
− 1
µ
)
+
1
µ
y + iy.
We now consider that `(yn) ≤ Γ′0. As in the other case the proof is similar we will omit it
for brevity. By the definition of κn we have
(5.15) Γ′κn < `(yn) ≤ Γ′κn−1.
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As Γ′0 ≤ λ we get `(yn) ≤ λ, hence by the definition of ` we get (2.3) for z = ξS(y) and
combining Lemma 2.2 with ρ(y) = R(ξS(y)), by (5.9) and (5.10) we get
(5.16) Re(ρ(y)) = s−1 ◦ r′`(y)
(
1 +
`(y)
2
+ Re(ρn(y))
)
.
Recall the sequence {Υn}n∈N as in (4.5). Take 0 < δ′ < Υn and
y˜ = max
(
yn −
(
1
ν
− 1
µ
)−1
δ′,
νΥn
2
)
.
Note that we have y˜ < yn, since by (4.1) and (5.15), we have
νΓ′κn
2
< yn and as |µ| > ν we
also have (1/ν − 1/µ)−1 > 0.
We now show that for y˜ ≤ y < yn we have
(5.17) Γ′κn ≤ `(y) <
`(y)
2
+ Re(ρn(y)) < `(y) + δ ≤ Γ′κn−1,
with
(5.18) δ = max(Γ′κn−1 − `(y),Γ′κn).
First note that as y ≥ y˜ ≥ νΓ′κn we have Γ′κn ≤ `(y). As ρn(y) ∈ P0 we have Re(ρn(y)) >
`(y)/2 and thus `(y) < `(y)/2 + Re(ρn(y)).
By (5.14) and the definition of ` we have
(5.19)
`(y)
2
+ Re(ρn(y)) = `(y) +
(
1
ν
− 1
µ
)
(yn − y).
As |µ| > ν we have (1/ν+1/µ) > 0, thus, as y < yn we get that `(y)/2+Re(ρn(y)) < 2yn/ν,
which combined with (5.15) and (4.1) shows that
`(y)
2
+ Re(ρn(y)) < `(y) + (Γ
′
κn − `(y)).
Since δ′ < Γ′κn we have y ≥ y˜ > yn − (1/ν − 1/µ)−1Γ′κn+1 and from (5.18) and (5.19) we get
`(y)
2
+ Re(ρn(y)) < `(y) + δ.
Finally note that if `(y) > Γ′κn−1−Γ′κn then `(y) + δ = Γ′κn−1 and if `(y) ≤ Γ′κn−1−Γ′κn then
`(y) + δ = `(y) + Γ′κn−1 ≤ Γ′κn−1.
This shows that (5.17) holds true.
Therefore the conditions for applying Lemma 5.1 i) are satisfied. With ` = `(y) and
`′ = `(y)/2 + Re(ρn(y)) we get
r′`(y)
(
1 +
`(y)
2
+ Re(ρn(y))
)
= 1 +
`(y)
2
+ Re(ρn(y))− Γ′κn ,
and n`(y)(1 + `(y)/2 + Re(ρn(y))) = k
′
κn .
Combining this with (5.16) and noting that Im(ρ(y)) = Im(ρn(y)) = y we get (5.6) for
y ∈ [y˜, yn). Since k(ξS(y)) = n`(y)(1 + `(y)/2 + Re(ρn(y))) + 1 we get that for y ∈ [y˜, yn),
k(ξS(y)) = k
′
κn + 1, and thus k(ξS(y˜)) = k(ξS(y)) and ρ(y) = F
k(ξS(y˜))(ξS(y)).
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Denote
d− = d−
(
1 +
`(y˜)
2
+ Re(F (ξS(y˜))), n`(y˜)
(
1 +
`(y˜)
2
+ Re(F (ξS(y˜)))
))
,
and let
∆(y, y˜) =
`(y)
2
+ Re(F (ξS(y)))− `(y˜)
2
− Re(F (ξS(y˜))).
we will show that
(5.20) F k(ξS(y˜))(ξS(y)) = ρn(y)−Υn,
for all y < yn.
Let us first prove (5.20) for all y < yn. Since it holds for y ∈ [y˜, yn), we are left to prove
it for y < y˜.
Note first that by (5.13), we have
∆(y, y˜) =
(
1
ν
+
1
µ
)−1
(y − y˜) < 0,
and since d− ≥ 0 we have ∆(y, y˜) < d−. Combining this with (4.1), we get for y < y˜,
−(`(y˜)− `(y)) < ∆(y, y˜) < d−.
From these inequalities and Lemma 2.4 we get that for n ≤ n`(y˜)(1 + `(y˜)/2 + Re(F (ξS(y˜))))
(5.21) gn`(y)
(
1 +
`(y)
2
+ Re(F (ξS(y)))
)
= gn`(y˜)
(
1 +
`(y˜)
2
+ Re(F (ξS(y˜)))
)
+ ∆(y, y˜).
Recalling that n`(y˜)(1 + `(y˜)/2 + Re(F (ξS(y˜)))) = k(ξS(y˜))−1 by Lemma 2.2, F (ξS(y˜))) ∈
Rλ,β and we have
s−1 ◦ gk(ξS(y˜))−1`(y˜)
(
1 +
`(y˜)
2
+ Re(F (ξS(y˜)))
)
= Re(ρ(y˜)).
By Lemma 2.1, combining the previous identity with (5.21) gives
F k(ξS(y˜))(ξS(y)) = Re(ρ(y˜))− 1
µ
(y˜ − y) + iy,
and since (5.6) holds true for y = y˜, by (5.14) we also have
Re(ρ(y˜)) = yn
(
1
ν
− 1
µ
)
+
1
µ
y˜ − Γ′κn .
Combining the two expressions above and (5.14) we get F k(ξS(y˜))(ξS(y)) = ρn(y)−Γ′κn , which
together with (4.5) gives (5.20) as intended.
We now prove that for all yn+1 ≤ y < yn,
(5.22) k(ξS(y)) = k(ξS(y˜)).
By Lemma 2.4, n`(y˜)(1 + `(y˜)/2 + Re(F (ξS(y˜)))) ≤ n`(y)(1 + `(y)/2 + Re(F (ξS(y)))), for
y ≤ y˜, thus k(ξS(y)) ≥ k(ξS(y˜)).
For all y ∈ [y˜, yn), since k(ξS(y)) = k(ξS(y˜)), to prove (5.22) for yn+1 ≤ y < yn it is enough
instead to show that
(5.23) F k(ξS(y˜))(ξS(y)) ∈ Pc.
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Begin by noting that by (5.20) we have
(5.24) F k(ξS(y˜))(ξS(y)) = yn
(
1
ν
− 1
µ
)
+
1
µ
y − Γ′κn + iy.
Combining (4.2) with the definitions of yn+1, κn+1, Υn+1 and pn+1, we get
(5.25) yn+1 =

0 , yn =
(
1
ν
− 1
µ
)−1
Γ′κn ,
yn −
(
1
ν
− 1
µ
)−1
Γ′κn , yn >
(
1
ν
− 1
µ
)−1
Γ′κn ,(
1
ν
+ 1
µ
)−1
Γ′κn −
µ− ν
µ+ ν
yn , yn <
(
1
ν
− 1
µ
)−1
Γ′κn .
It is clear from (5.25) and using |µ| > ν that yn+1 > 0 if yn 6= (1/ν − 1/µ)−1Γ′κn and
yn+1 = 0 otherwise.
We consider the three separate cases in (5.25).
If yn = (1/ν − 1/µ)−1Γ′κn , by (5.24) we have F k(ξS(y˜))(ξS(y)) = y/µ + iy, which, since|µ| > ν proves (5.23).
If yn > (1/ν−1/µ)−1Γ′κn it follows from (5.24) and |µ| > ν that−y/ν < Re(F k(ξS(y˜))(ξS(y))),
also it follows from (5.24) that
Re(F k(ξS(y˜))(ξS(y))) = (yn − y)
(
1
ν
− 1
µ
)
− Γ′κn +
1
ν
y,
and since y ≥ yn+1, we get from (5.25) that Re(F k(ξS(y˜))(ξS(y))) ≤ y/ν, proving (5.23) in
this case.
Finally, if yn < (1/ν − 1/µ)−1Γ′κn , it follows from (5.24) and |µ| > ν that
Re(F k(ξS(y˜))(ξS(y))) < y/ν, and from (5.24) that
Re(F k(ξS(y˜))(ξS(y))) = yn
(
1
ν
− 1
µ
)
+ y
(
1
ν
+
1
µ
)
− Γ′κn −
1
ν
y.
Since y ≥ yn+1, we get from the above expression and (5.25) that
Re(F k(ξS(y˜))(ξS(y))) ≥ −y/ν,
and thus (5.23).
This shows that for all yn+1 ≤ y < yn we have (5.22).
From (5.22) it follows that (5.8) holds for n + 1. It also follows that F k(ξS(y˜))(ξS(y)) =
F k(ξS(y
′))(ξS(y)), hence by (5.20) we have that (5.11) holds for all y < yn. Also from (5.22) it
follows that for all yn+1 ≤ y < yn, ρ(y) = F k(ξS(y′))(ξS(y)) and thus from (5.11) we get (5.6)
as well.
Finally note that if yn+1 > 0, then y
′ = yn+1 and hence by (5.6) ρn+1 is an affine map
of slope µ−1. As ρ(yn) ∈ L′1 we have pn−1 > 1/C, hence by (5.25) and the definitions of
yn and pn it is straightforward to check that ρ(yn+1) ∈ L′1 (resp. ρ(yn+1) ∈ L′d) if and only
if yn > (ν
−1 − µ−1)−1 Γ′κn (resp. yn < (ν−1 − µ−1)−1 Γ′κn) if and only if pn > 1/C (resp.
pn < 1/C).
The proof for the case ρ(yn) ∈ L′d is similar to the previous one and so we omit it.
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By (5.6), (5.7) and (5.13) we get that ρ(y) is a an affine map of slope µ−1 for all yn+1 ≤
y < yn, n ∈ N, hence by Lemma 4.1 it is a picewise affine map in [0, y0]. Also by Lemma 4.1
and (5.8) it follows that the set of discontinuities D is equal to the union of all {yn}n∈N. 
6. Proof of Theorems A and B
In this section we prove our main results, theorems A and B.
Set xn(µ) = Re(ρ(y
−
n (µ))). By Theorem 5.2 and by the definition of Υn, for all n ∈ N, we
have
ρ(y−n (µ)) =

yn(µ)
ν
−Υn(µ) + iyn(µ), ρ(yn(µ)) ∈ L′1,
Υn(µ)− yn(µ)
ν
+ iyn(µ), ρ(yn(µ)) ∈ L′d,
which by the definitions of ` and pn gives
(6.1) pn(µ) =
xn(µ)
`(yn(µ))
+
1
2
, for all n ∈ N.
6.1. Proof of Theorem A. Let {yn(µ)} be the sequence associated to L′′S(µ). Recall that
by (1.1) we have β = (pi − |α|)/2.
We begin by proving that there is a positive real number y¯1 such that, for all µ satisfying
|µ| > tan(β) = ν, we have y1(µ) ≥ y¯1. Let ϕ, ϕ′ ∈ [β, pi − β] be such that
(6.2) µ = tan(ϕ) and µ′ = tan(ϕ′).
Let L′(µ′) ⊆ Pj, we define
(6.3) γj(ϕ) = |cos(θj)− sin(θj) cot(ϕ)|−1 ,
and
γ′j(ϕ
′) = |cos(θj)− sin(θj) cot(ϕ′)| ,
where θj = θj(α, τ). By the definition of µ
′ we can see that
(6.4) γ(µ, µ′) = γj(ϕ) = γ′j(ϕ
′).
Recall from (4.3) that
y0(µ) = η
µν
µ+ ν
.
Hence using (6.3), we have
(6.5) y0(tan(ϕ))γj(ϕ)
−1 = ην |cos(θj)|
∣∣∣∣1− tan(θj) cot(ϕ)1 + ν cot(ϕ)
∣∣∣∣ .
Let
(6.6) y¯0 = min
j∈{1,...,d}
{
inf
ϕ∈Wj
{y0(tan(ϕ))γj(ϕ)}
}
.
Fix j ∈ J = {1 ≤ j ≤ d : θj = pi/2}. By (6.5), if ϕ 6= pi/2, we have
y0(tan(ϕ))γj(ϕ) = ην
∣∣∣∣ cot(ϕ)1 + ν cot(ϕ)
∣∣∣∣ > 0.
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We now show that pi/2 /∈ Wj. Assume that ϕ = pi/2 ∈ Wj. Note that from the definition
of L′S and (6.2) we get ϕ
′ = ϕ − θj. Therefore, since θj = pi/2, we have ϕ′ = 0, which is
impossible since ν = tan(β) > 0 and ϕ′ ∈ [β, pi − β]. Thus, we get
y¯0 = min
j /∈J
{
inf
ϕ∈Wj
{y0(tan(ϕ))γj(ϕ)}
}
.
Now fix j ∈ {1, ..., d}. Since ϕ′ ∈ [β, pi − β] we have ϕ′ > arctan(ν), and thus, since
ϕ′ = ϕ− θj, we have ϕ− θj > arctan(ν). Thus, ϕ is bounded away from θj and this bound
depends only on ν. Therefore tan(θj) 6= tan(ϕ) and thus there is c˜(ν, j) > 0 such that
|1− tan(θj) cot(ϕ)| > c˜(ν, j).
Since ϕ ∈ [arctan(ν), pi−arctan(ν)] we have |ν cot(ϕ) ≤ 1|, thus we also have |1+ν cot(ϕ)| ≤
2. From this and the above inequality we get
ην |cos(θj)|
∣∣∣∣1− tan(θj) cot(ϕ)1 + ν cot(ϕ)
∣∣∣∣ ≥ ην2 c˜(ν, j) |cos(θj)| > 0.
Combining this with (6.5) and (6.6) we get
y¯0 ≥ min
j∈{1,...,n}
{
1
2
c˜(ν, j) |cos(θj)|
}
> 0.
Thus, for all ν > 0, we have y¯0 > 0.
Note that from (6.2) and the definitions of C and D, we can write D(ϕ) = D/C as a
function of ϕ as
D(ϕ) =
1 + ν cot(ϕ)
1− ν cot(ϕ) .
Define the interval Wϕ = [arctan(ν), pi−arctan(µ¯)]. Note that D(ϕ) is a positive, continuous
and decreasing function of ϕ ∈ Wϕ. Since ϕ ≤ pi − arctan(µ¯), we have
D(ϕ) ≥ 1 + ν(−Φ
3/ν)
1− ν(−Φ3/ν) =
1− Φ3
1 + Φ3
= Φ,
since Φ2 = 1− Φ. Thus we obtain
(6.7) inf
ϕ∈Wϕ
D(ϕ) ≥ Φ.
It follows from Theorem 4.3 that y1 = y0DΦ/C if µ ≥ −µ¯ and y1 = y0Φ2 if µ < −µ¯. This
implies that for all ϕ ∈ Wϕ, we have that
y1(tan(ϕ)) =
{
Φ2y0(tan(ϕ)), µ < µ¯,
D(ϕ)y0(tan(ϕ)) µ ≥ µ¯.
By (6.6) this gives
min
j∈{1,...,d}
{
inf
ϕ∈Wj
{y1(tan(ϕ))γj(ϕ)}
}
≥ min
(
Φ2, inf
ϕ∈Wϕ
D(ϕ)
)
y¯0
Define y¯1 = Φ
2y¯0. Note that since y¯0 > 0, we have y¯1 > 0 as well. From the above
inequality and (6.7) we get
(6.8) y1(µ) ≥ min
j∈{1,...,d}
{
inf
ϕ∈Wj
{y1(tan(ϕ))γj(ϕ)}
}
≥ y¯1.
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Define U = {z ∈ Pc : Im(z) < y¯1}. We now prove (1.3) for z ∈ U . Let µ′ be such that
z ∈ L′S(µ′), then Φ2z ∈ L′S(µ′), hence by the definition of γ(µ, µ′) and as R(z) = ρ(Im(F (z)))
we have
(6.9)
1
Φ2
R(Φ2z) =
1
Φ2
ρ(γ(µ, µ′)yΦ2),
Set y′ = γ(µ, µ′)y. From (6.4) and (6.8) we have
(6.10) y1(µ) = γ(µ, µ
′)γj(µ)−1y1(µ) ≥ γ(µ, µ′)y¯1,
for j such that (x, y) ∈ Pj. Since Im(ρ(y′)) = y′, by (6.9) and (6.10), to prove (1.3) it is
enough to prove that
(6.11) Re(ρ(y′Φ2)) = Φ2Re(ρ(y′)),
for y′ < y1(µ). We prove (6.11) for y′ < y1(µ). Recall that y1 = y1(µ). By (6.10), there must
be an n ≥ 1, such that
(6.12) yn+1(µ) ≤ y′ < yn(µ).
Recall from Theorem 5.2 that ρ(y′) is a piecewise affine map of constant slope µ−1 and it is
continuous if y′ satisfies (6.12). From this we have
ρ(y′) = ρ(yn+1)− yn+1 − y
′
µ
,
and combining this with (6.1) and by the definition of `, we have
(6.13) Re(ρ(y′)) = (2pn(µ)− 1)yn+1(µ)
ν
− yn+1(µ)− y
′
µ
.
Now multiplying (6.12) by Φ2 we get
yn+1(µ)Φ
2 ≤ y′Φ2 < yn(µ)Φ2,
thus by Theorem 4.3 we have{
yn+2(µ) ≤ y′Φ2 < yn+1(µ) , if |µ| < µ¯
yn+3(µ) ≤ y′Φ2 < yn+2(µ) , if |µ| ≥ µ¯.
By a similar argument to the used to prove (6.1), from the above inequalities we get
Re(ρ(y′Φ2)) =

(2pn+1(µ)− 1)yn+2(µ)
ν
− yn+2(µ)− y
′Φ2
µ
, if |µ| < µ¯
(2pn+2(µ)− 1)yn+3(µ)
ν
− yn+3(µ)− y
′Φ2
µ
, if |µ| ≥ µ¯,
applying Theorem 4.3 to this expression gives
Re(ρ(y′Φ2)) = (2pn(µ)− 1)yn+1(µ)Φ
2
ν
− yn+1(µ)Φ
2 − y′Φ2
µ
.
Comparing this identity with (6.13) we get (6.11). This completes our proof.

Recall our definition of first return map R of z ∈ Pc to the middle cone Pc. Before proving
Theorem B we need the following result showing that in the conditions of Theorem A, R is
a PWI with respect to a partition of countably many atoms.
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Theorem 6.1. For all α ∈ A, λ = 1/(k + Φ) and η = 1− kλ with k ∈ N, R is a piecewise
isometry with respect to a partition of countably many atoms.
Proof. We begin by noting that R is a PWI since it is the first return map under F to Pc
which is a union of elements of the partition of F . We now prove that the partition of
R has countably many atoms. Assume by contradiction that there is N ∈ N, a partition
{Qj}j∈{0,...,N−1} of Pc, and θj(α, τ), λj for j ∈ {0, ..., N − 1} such that
R(z) = eiθj(α,τ)z + λj, z ∈ Qj.
By Theorem A there is an open set U of Pc, containing the origin, where R is renormal-
izable. Consider the set U ′ = U\Φ2U and take j′ ∈ {0, ..., N − 1} such that U ′ ∩ Pj′ 6= ∅.
Since λ and η are irrational numbers, we have that R(z) = eiθj′ (α,τ)z + λj′ for z ∈ U ′ ∩ Pj′ ,
Define the sequence {U˜k}k≥0, where
U˜0 = U
′ ∩ Pj′ and U˜k = Φ2(k−1)U˜0\Φ2kU˜0, for k ≥ 1.
For every k ≥ 0 and all z ∈ U˜k we have that Φ−2kz ∈ U˜0. Since U˜k ⊆ U , we can renormalize
R, k times to get
R(z) = Φ2kR(Φ−2kz) = eiθj′ (α,τ)z + Φ2kλj′ .
Since λj′ 6= 0, Φ2kλj′ takes countably many different values, hence for each k there must
be a jk such that for z ∈ U˜k we have z ∈ Pjk and jk 6= jk′ for k 6= k′. But jk ∈ {0, ..., N − 1}
hence there must exist k′ 6= k′′ such that jk′ = jk′′ , which is a contradiction. This finishes
our proof. 
6.2. Proof of Theorem B. We begin by proving that Pc can be separated into two con-
nected regions Cb and Cu, which are forward invariant for R, such that Cb is bounded and
Cu is unbounded.
By the proof of Theorem A there exists a y1 > 0 and an open set
(6.14) U = {z ∈ Pc : Im(z) < y1},
such that we have (1.3) for all z ∈ U .
Since λ = 1/(k+ Φ) and η = 1−kλ with k ∈ N, by Theorem 6.1, R is a PWI with respect
to a partition of countably many atoms which we denote PR. Furthermore, since α ∈ A(λ, η),
there exist d′ ≥ 2, a ∈ Rd′+, pi ∈ S(d′) and a continuous embedding h, of fa,pi : I → I into
R : Pc → Pc, such that h(I) ⊂ Φ2U , h(0) ∈ L′d, h(|a|) ∈ L′1 and
B = {P ∈ PR : P ∩ h(I) 6= ∅},
is a barrier for R. Let
L1 = {z ∈ L′1 : Im(z) ≤ Im(h(|a|))} , Ld = {z ∈ L′d : Im(z) ≤ Im(h(0))} .
Since h(|a|) ∈ L′1 and h(0) ∈ L′d we have that h(|a|) ∈ L1 and h(0) ∈ Ld respectively.
As h is a homeomorphism of I, L1 ∩ h(I) = h(|a|) and Ld ∩ h(I) = h(0), we have that
J = L1 ∪ Ld ∪ h(I) is homeomorphic to a circle, hence by the Jordan curve Theorem C\J
consists of two connected components, a bounded C ′b and an unbounded C
′
u.
Take Cb = C ′b ∩ Pc and Cu = C ′u ∩ Pc. We now show that for any P ∈ B we have
R(P ∩ Cu) ⊆ Cu and R(P ∩ Cb) ⊆ Cb.
Let P ∈ B. Note that the restriction R|P of R to P is an orientation preserving isometry.
Furthermore since h is a continuous embedding it is order preserving, hence R|P∩h(I) is order
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preserving as well. Thus it is possible to construct an orientation preserving homeomorphism
h˜ : C → C such that h˜|P = R|P . h˜ must map Cb into Cb and Cu into Cu. In particular if
z ∈ P ∩ Cu (resp. z ∈ P ∩ Cb) then R(z) = h˜(z) ∈ Cu (resp. Cb).
We now show that R(Cu) ⊆ Cu. Note that since B is a barrier, Pc\B is the union of
two disjoint connected components Bu, Bb. Since h(I) ⊂
⋃
B∈B B, these regions must be
contained in Cu or Cb. Without loss of generality assume Bu ⊆ Cu and Bb ⊆ Cb.
Assume by contradiction that there is a z ∈ Cu such that R(z) /∈ Cu. Since for any P ∈ B
we have R(P ∩Cu) ⊆ Cu, we must have z ∈ Bu. Since B is a barrier we have that R(z) /∈ Bb,
thus we must have R(z) ∈ Cb\Bb. Let P ⊆ Bu be the atom of the partition PR such that
z ∈ P . Since R(z) ∈ Cb\Bb we have R(P ) ∩ B 6= ∅ and since B is a barrier this implies that
R(P ) ∩ (B ∩Bu) 6= ∅.
As Bu ⊆ Cu we have that either R(P ) ∩ h(I) 6= ∅ or R(P ) ∩ Cu 6= ∅. In the later case, as
R(z) ∈ Cb, R(P ) is connected and Cu and Cb are disjoint we have that R(P ) ∩ Cb ∩ Cu 6= ∅
and hence R(P ) ∩ h(I) 6= ∅ as well. As h is bijective this is only possible if B ∈ B which
contradicts P ⊆ Bu.
Similarly we can see that R(Cb) ⊆ Cb. We will omit this part for brevity of the argument.
We now construct sets V1, V2, ..., which are forward invariant by R. We first define a set
V1 ⊆ U and show that R(V1) ⊆ V1.
Let h′ = Φ−2h, we show that h′ : I → Φ−2h(I) is a continuous embedding of fa,pi into R.
Since h(I) ⊆ Φ2U , by Theorem A we have (1.3) for all z ∈ Φ−2h(I). Hence for all x ∈ I we
have
R ◦ h′(x) = Φ−2R ◦ h(x).
Combining this with (1.4), which holds as h is an embedding, we get
R ◦ h′(x) = h′ ◦ f(x),
for all x ∈ I.
As before h′(I) separates Pc into two disjoint connected components, one bounded C ′′b
and other unbounded C ′′u . Take V1 = C
′′
b ∩ Cu. Since h′(I) ⊂ U we have C ′′b ⊆ U and thus
V1 ⊆ U . To see that V1 is forward invariant by R, note that if z ∈ C ′′b , then Φ2z ∈ Cb and
hence R(Φ2z) ∈ Cb. Since C ′′b ⊆ U , by Theorem A we have R(z) ∈ Φ−2Cb ⊆ C ′′b . Thus
R(C ′′b ) ⊆ C ′′b and as R(Cu) ⊆ Cu we get that R(V1) ⊆ V1 as intended.
Take Vn = Φ
2(n−1)V1, for n ≥ 2. To see that Vn is forward invariant by R, take z ∈ Vn,
then Φ2(n−1)z ∈ V1 ⊆ U . Hence by Theorem A we have
R(z) = Φ2(n−1)R(Φ−2(n−1)z),
and thus R(z) ∈ Vn.
We now prove that
(6.15)
+∞⋃
n=1
Vn = C
′′
b \{0}.
First we show, by induction on n, that for all n ≥ 1 we have
(6.16) V1 ∪ ... ∪ Vn = C ′′b ∩ Φ2(n−1)Cu.
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It is simple to see that (6.16) holds for n = 1. We assume (6.16) holds for n and show it
holds for n+ 1. By (6.16) we get
V1 ∪ ... ∪ Vn+1 = (C ′′b ∩ Φ2(n−1)Cu) ∪ (Φ2nC ′′b ∩ Φ2nCu).
As Φ2nC ′′b = Φ
2(n−1)Cb we have that
C ′′b = Φ
2nC ′′b ∪ (C ′′b ∩ Φ2(n−1)Cu),
and as Φ2(n−1)Cu ⊆ Φ2nCu we have
Φ2nCu = Φ
2nCu ∪ (C ′′b ∩ Φ2(n−1)Cu).
Combining the three expressions above we get that (6.16) is true for n+ 1, as intended.
Since h(I) ⊆ Φ2U , we have that Pc\Φ2U ⊆ Cu, hence, by (6.14), if Im(z) > y1Φ2 then
z ∈ Cu. Similarly it can be seen that if Im(z) > y1Φ2n, then z ∈ CuΦ2(n−1). Therefore, as
Φ < 1, for all z ∈ Pc\{0}, there is an n ∈ N such that z ∈ Φ2(n−1)Cu. Combining this with
(6.16) we get (6.15).
We now show that there exists an m ∈ N such that Φ2mU ⊆ C ′′b . Let
y′ = inf
x∈I
{Im(h(x))} .
Note that as h′ is an embedding we must have y′ > 0. Hence there must be an m ∈ N
such that y′ > y1Φ2m. Thus h(I) ⊂ Pc\Φ2mU . As Pc\Φ2mU is unbounded we must have
Cu ⊆ Pc\Φ2mU and hence Φ2mU ⊆ C ′′b .
To conclude the proof of i), take y∗ = y1Φ2m. For any z ∈ Pc, such that 0 < Im(z) < y∗,
by (6.14), as Φ2mU ⊆ C ′′b we have z ∈ C ′b\{0}. Hence by (6.15) there must be a n ∈ N such
that z ∈ Vn.
We now prove ii). We show that for all n ≥ 1 we have
(6.17) Vn ⊆ Φ2(n−1)U\Φ2(m+n)U.
Note that we have
Φ2mU ⊆ C ′′b ⊆ U,
therefore as Cb = Φ
2C ′′b we get
Φ2(m+1)U ⊆ Cb ⊆ Φ2U,
hence Cu ⊆ Pc\Φ2(m+1)U and thus
C ′′b ∩ Cu ⊆ (Pc\Φ2(m+1)U) ∩ U.
Therefore V1 ⊆ U\Φ2(m+1)U . As Vn = Φ2nC ′′b ∩ Φ2nCu we get (6.17) as intended.
We now show that for any n ∈ N there exist constants 0 < bn < Bn such that for all
z ∈ Vn and k ∈ N we have (1.5). Let
(6.18) bn = y1Φ
2(n+m) sin(β),
(6.19) Bn =
(∣∣1 + y1Φ2(n−1) cot(β) csc(β)∣∣2 + y12Φ4(n−1) csc2(β)) 12 .
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As β < pi/2 it is straightforward to check that 0 < bn < Bn.
We first show that |F k(z)| ≥ bn for all k ∈ N. Recall the definition of γ(µ, µ′). For
1 ≤ k ≤ k(z) we have
(6.20) Im(F k(z)) = γIm(z).
Let j ∈ {1, ..., d} be such that z ∈ Pj, by (6.3) and (6.4) we have
γ =
sin(arg(z))
sin(arg(z)− θj) ,
as {arg(z), arg(z)− θj} ⊂ [β, pi − β], this shows
(6.21) sin(β) ≤ γ ≤ csc(β).
Combining (6.20) and (6.21) we get mink≤k(z) Im(F k(z)) ≥ sin(β)Im(z). As z ∈ Vn, by (6.14)
and (6.17) we have
(6.22) y1Φ
2(n+m) < Im(z) < y1Φ
2(n−1).
Combining the inequalities above we get
|F k(z)| ≥ min
k≤k(z)
Im(F k(z)) ≥ y1Φ2(n+m) sin(β),
hence, by (6.18) we get that |F k(z)| ≥ bn for all k ≤ k(z). Since F k(z) = R(z) ∈ Vn this
holds for all k ∈ N.
We now prove that |F k(z)| ≤ Bn for all k ∈ N. If Im(F (z)) ≤ λ/(2 cot(β)), then F (z) ∈
Rλ,β and by Lemma 2.1, we get that for k ≤ k(z)
(6.23) |Re(F k(z))| ≤ |1 + Im(F k(z)) cot(β)|.
If Im(F (z)) > λ/(2 cot(β)), we get
|λ− Im(F (z)) cot(β)| < |1 + Im(F (z)) cot(β)|,
and combining this with the definition of F we get that (6.23) holds in this case as well.
By (6.21), (6.20), (6.22) and noting that csc(β) > 1, for 0 ≤ k ≤ k(z) we have
|Im(F k(z))| ≤ csc(β)y1Φ2(n−1).
Combining this with (6.23) we get
|Re(F k(z))| ≤ |1 + y1Φ2(n−1) cot(β) csc(β)|.
From the two inequalities above we obtain
|F k(z)| ≤
(∣∣1 + y1Φ2(n−1) cot(β) csc(β)∣∣2 + y12Φ4(n−1) csc2(β)) 12 .
hence, by (6.19) we get that |F k(z)| ≤ Bn for all k ≤ k(z). Since F k(z) = R(z) ∈ Vn this
holds for all k ∈ N.
Finally we prove iii). Let hn(x) = Φ
2nh(x), for all x ∈ I. We show that for all n ∈ N, hn
is an embedding of fa,pi into R.
As h is an embedding it is clear that hn : I → Φ2nh(I) is a homeomorphism. Since
h(I) ⊂ U we have that hn(I) ⊂ Φ2nU , hence by Theorem A we get
R ◦ hn(x) = Φ2nR ◦ h(x),
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for all x ∈ I. Since hn = Φ2nh by (1.4) we also have
Φ2nR ◦ h(x) = hn ◦ fa,pi(x),
for all x ∈ I. Combining the identities above we get
R ◦ hn(x) = hn ◦ fa,pi(x),
for all x ∈ I, and hence hn is an embedding of fa,pi into R. 
7. Proof of Theorems C and D
In this section we prove Theorems C and D. We begin by proving Theorem 7.1, which
states that periodic points of a TCE are contained in periodically coded islands formed by
unions of invariant circles.
We introduce reflective interval exchange transformations, relate them to TCEs and prove
Theorem 7.4 which shows that for a family of TCEs for every n ∈ N such that pn belongs
to a certain interval IP (µj) there is a horizontal periodic orbit for the TCE. The final part of
the section contains the proof of Theorems C and D.
We define the itinerary of a point z ∈ H, under F , to be i(z) = i0i1..., with
ik =

0, if F k(z) ∈ P0,
j, if F k(z) ∈ Pj, j = 1, ..., d,
d+ 1, if F k(z) ∈ Pd+1,
for k ∈ N. Given δ > 0, denote by Sδ(z), the circle of radius δ centered at z. Let m′j(k)
be the number of js in the k-th first symbols of the itinerary of p, for j = 1, ..., d. In the
next theorem we prove that for λ irrational, every periodic orbit that does not fall on the
boundary of the partition must have a family of invariant manifolds. These are unions of
circles centered on the periodic point parametrized by their radii.
Theorem 7.1. Let p ∈ H\⋃kj′=0 F−j′(∂P) be a periodic point of F of period k. Assume
λ ∈ R+\Q . There exists  > 0 such that for all 0 < δ <  the union ⋃k−1r=0 Sδ(F r(p)) is an
invariant set for F . The orbit of any z ∈ ⋃k−1r=0 Sδ(F r(p)) is dense on this set if and only if
m′1(k)θ1(α, τ) + ...+m
′
d(k)θd(α, τ) ∈ pi · R\Q.
Proof. We begin by showing that the itinerary of p contains at least one symbol in {1, ..., d}.
Assume by contradiction that i(p) is a periodic sequence of 0s and d+ 1s. It is clear that
F k(p) = Fm
′
0(k)+m
′
d+1(k)(p) = z +m′d+1(k)λ−m′0(k).
Since p is a periodic point of F of period k we have z = F k(z) = m′d+1(k)λ − m′0(k) + z.
Therefore we get that λ = m′0(k)/m
′
d+1(k) ∈ Q, contradicting the assumption that λ is
irrational.
Hence we can assume i0(p) ∈ {1, ..., d} without loss of generality, since we can choose
to start the periodic orbit at the first iterate that falls in Pj for some j = 1, ..., d. Since
p ∈ H\⋃kj′=0 F−j′(∂P), then p belongs to some open cell Uk in the k-th refinement of the
partition. Since all points in this cell will share the first k addresses in the itinerary, we have
i0(p)...ik(p) = i0(z)...ik(z) for z ∈ Uk. Therefore F k : Uk → C is such that
F k(z) = eiθ
′(α,β)z + t′(α, β, λ, η),
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for some functions θ′ : [0, pi)2 → [0, pi) and t′ : [0, pi)2 × R2+ → R. Since F k(p) = p we have
p =
t′(α, β, λ, η)
1− eiθ′(α,β) .
From this it is easy to check that we can rewrite
F k(z) = eiθ
′
(z − p) + peiθ′ + t = eiθ′(z − p) + p,
and we get
(7.1) |F k(z)− p| = |eiθ′(z − p) + p− p| = |z − p|.
This implies that F k is invariant in the largest circle with center p contained in Uk.
Take  > 0 such that B(p) ⊆ Uk. We now see that for l = 1, ..., k−1 we have F l(B(p)) =
B(F
l(p)).
From (7.1) we have |F k(z)− p| = |z− p| <  which implies that F k(z) ∈ B(p). Therefore
F k(B(p)) ⊆ B(p). This implies that for all r ∈ N, we have F rk(z) ∈ B(p), hence we also
have for l = 1, ..., k− 1 that i(F l(z)) = i(F rk+l(z)). Therefore every z ∈ B(p) has the same
itinerary of p. It follows that B(F
l(p)) is also an invariant set for F l, since we can repeat
the above argument for l = 1, ..., k − 1 and conclude F l(B(p)) = B(F l(p)).
For any 0 < δ <  we know that z ∈ Sδ(p) if and only if z = p+ δeiν′ for some ν ′ ∈ [0, 2pi).
Since F k(z) = δei(θ
′+ν′) + p, we have F k(Sδ(p)) ⊆ Sδ(p). Therefore F k(Sδ(p)) = Sδ(p),
since the reverse inclusion is clear. We can repeat this argument for l = 1, ..., k − 1 and
conclude that F l(Sδ(p)) = Sδ(F
l(p)) is an invariant set for F l. Therefore
⋃k−1
r=0 Sδ(F
r(p)) is
an invariant set for F .
Finally we prove that the orbit of any z ∈ ⋃k−1r=0 Sδ(F r(p)) is dense on this set if and only
if m′1(k)θ1(α, τ) + ...+m
′
d(k)θd(α, τ) ∈ pi · R\Q. Note that
θ′(α, β) = m′1(k)θ1(α, τ) + ...+m
′
d(k)θd(α, τ).
We also have that F k acts as a rotation by an angle θ′ in Sδ(p), so the orbit of F k is dense
if and only if m′1(k)θ1(α, τ) + ...+m
′
d(k)θd(α, τ) ∈ pi ·R\Q. The statement for F follows by
F l(Sδ(p)) = Sδ(F
l(p)). 
Recall the definition of interval exchange transformation (IET) in the Introduction. Given
α ∈ Rd+, τ ∈ S(d), we say an IET fα,τ is reflective if there is a point x ∈ I such that
fα,τ (x) = |α| − x. Where |α| denotes the `1 norm of α.
Recall, from the Introduction, that R(τ) denotes the parameter region of all α ∈ Rd+
such that for some j ∈ {1, ..., d} we have (1.6). The following lemma gives an alternative
characterization of this set.
Lemma 7.2. Let α ∈ Rd+ and τ ∈ S(d). Then fα,τ is reflective if and only if α ∈ R(τ).
Proof. Consider the map f˜ : I → I such that f˜(x) = |α|−fα,τ (x), for x ∈ I. By definition of
this property, fα,τ is reflective if and only if f˜ has a fixed point. Note that for all j ∈ {1, ..., d}
the restriction of f˜ to Ij is an orientation reversing continuous bijection, hence f˜ has a fixed
point if and only if there is a j ∈ {1, ..., d} such that f˜(Ij) ∩ Ij 6= ∅. It is simple to see
that this condition is satisfied if and only if (1.6) holds. Thus fα,τ is reflective if and only if
α ∈ R(τ) as desired. 
Recall, from the Introduction, that given τ ∈ S(d), JR(τ) is the set of all j ∈ {1, ..., d}
such that (1.6) holds, for some α ∈ Rd+.
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Given α ∈ A ∩R(τ) and j ∈ JR(τ) set
(7.2) µj(α, τ) = tan
(
pi + θj(α, τ)
2
)
.
We omit, for simplicity, the arguments of µj(α, τ) when this does not cause ambiguity.
Lemma 7.3. Let τ ∈ S(d), α ∈ A ∩ R(τ), j ∈ JR(τ) and µj(α, τ) as in (7.2). We have
L′S(−µj) ⊆ Pj and for all z ∈ L′S(−µj) we have Im(F (z)) = Im(z).
Proof. We begin by showing that there is a j ∈ {1, ..., d} and a ϕ ∈ Wj such that
(7.3) fα,τ (ϕ− β) = pi − β − ϕ,
with β as in (1.1). Since α ∈ R(τ) we have that fα,τ is a reflective IET, hence there is a
j ∈ {1, ..., d} and a ϕ′ ∈ Ij such that fα,τ (ϕ′) = |α| − ϕ′. Since |α| = pi − 2β, by taking
ϕ = ϕ′ + β we get (7.3). We show that for z ∈ L′S(tan(ϕ)) we have Im(F (z)) = Im(z). By
the definition of the map E and by (1.2), for z ∈ Pc we have
(7.4) E(z) = |z| exp [i (β + fα,τ (arg(z)− β))] .
In particular for z ∈ L′S(tan(ϕ)), by the definition of F , (7.3) and (7.4) we have
F (z) = |z|ei(pi−ϕ) − η.
From (7.4) it follows that Im(z) = |z| sin(ϕ) = Im(F (z)). We now prove that tan(ϕ) = −µj.
By comparing the two identities above we get
ϕ =
pi − θj(α, τ)
2
.
Therefore, by (7.4) the slope of L′′S is equal to tan(pi − ϕ) which coincides with µj. Thus
tan(ϕ) = −µj, which completes the proof. 
Given ν > 0 and µ such |µ| > ν, let
P (µ) = {z ∈ Pc : −Im(z)|µ| < Re(z) <
Im(z)
|µ| }.
Define the interval IP (µ) as
IP (µ) =
{
(1/D(µ, ν), 1/C(µ, ν)) , µ > ν,
(1/C(µ, ν), 1/D(µ, ν)) , µ < −ν.
The following theorem shows that a simple condition for the existence of a horizontal
periodic island, as defined in the Introduction, for a TCE. A visual depiction of this can be
seen in Figure 3.
Theorem 7.4. Let τ ∈ S(d), α ∈ A ∩ R(τ), j ∈ JR(τ) and µj(α, τ) as in (7.2). For every
n ∈ N such that pn(µj) ∈ IP (µj), F has a horizontal periodic orbit at height yˆn, for a certain
yn+1(µj) < yˆn < yn(µj). If L
′
S(µ
′
j) ∩ ∂P = ∅, then F has an horizontal periodic island.
Proof. Since τ ∈ S(d) and α ∈ A ∩ R(τ), by Lemma 7.3 we have for all z ∈ L′S(−µj) that
Im(F (z)) = Im(z). Recall (6.1). We begin by proving that if for some n ∈ N we have
pn(µj) ∈ IP (µj), then xn(µj) + iyn(µj) ∈ P (µj). By the definition of ` and from (6.1) we have
pn(µj) =
1
`(yn(µj))
(
yn(µj)
ν
+ xn(µj)
)
.
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Figure 3. Periodic structures of the TCE with parameters d = 2, α = (0.7, pi − 2.7),
τ = (12), λ = Φ and η = Φ2. The lines represented are L′1 and L
′
2 and the differently
coloured disks are periodic islands, formed by invariant circles, containing periodic points
z∗0 , z
∗
1 , ... . In light grey the first 10
4 iterates of the orbits of 320 points can be seen.
From this, we have xn(µj) + iyn(µj) ∈ P (µj), if and only if we have
1
2
(
1− ν|µ|
)
< pn(µj) <
1
2
(
1 +
ν
|µ|
)
.
By (4.2) it is direct to see that these inequalities are satisfied if and only if pn(µj) ∈ IP (µj).
We now prove that if pn(µj) ∈ IP (µj), there is an yˆn satisfying
(7.5) yn+1(µj) < yˆn < yn(µj),
such that ξS(yˆn) is a horizontal periodic orbit of F at height yˆn.
We split the proof in two cases µj > ν and µj < −ν, but omit the µj < −ν case as it is
analogous to the other case.
Assume µj > ν. As for y > 0, ξS(y) ∈ L′S(−µj) we have Re(ξS(y)) = −y/µj, moreover as
pn(µj) ∈ IP (µj) we have xn(µj) + iyn(µj) ∈ P (µj) and hence xn > −yn/µj. Since xn(µj) =
Re(ρ(y−n )) this shows that
Re(ξS(y
−
n )) < Re(ρ(y
−
n )).
As µj > ν and pn(µj) ∈ IP (µj) we have pn(µj) < 1/C, hence by Theorem 5.2 we get that
ρ(yn+1) ∈ L′d. As ξS(yn+1) ∈ int(Pc) we get
Re(ρ(yn+1)) < Re(ξS(yn+1)).
By Theorem 5.2, ρ(y) is an affine map for yn+1 ≤ y < yn and the map y → ξS(y) is also
affine, in particular both maps are continuous for yn+1 ≤ y < yn. Therefore by the two
inequalities above, there must be a yˆn satisfying (7.5) such that
Re(ρ(yˆn)) = Re(ξS(yˆn)).
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As ξS(yˆn) ∈ L′S(−µj), by Lemma 7.3 we have that
Im(ξS(yˆn)) = Im(F (ξS(yˆn))) = yˆn.
By Theorem 5.2, Im(ρ(yˆn)) = yˆn, hence by the two identities above we get that ρ(yˆn) =
ξS(yˆn). Thus by the definition of ρ, ξS(yˆn) is a periodic orbit for F . Moreover by Lemma 2.1
we have that the imaginary part of ξS(yˆn) remains constant, and equal to yˆn, throughout its
orbit, hence it is an horizontal periodic orbit for F .
Finally we show that if L′S(−µj) ∩ ∂P = ∅, then F has a periodic island that contains
this periodic orbit. Since ξS(yˆn) ∈ L′S(−µj) and L′S(−µj) ∩ ∂P = ∅ we can apply Theorem
7.1 which shows that this orbit shadows a periodic island which is formed by the union of
infinitely many invariant circles. 
We now prove Theorems C and D.
7.1. Proof of Theorem C. We divide the proof in two cases τ ∈ ζ−(d) (resp. ζ+(d)) and
prove that there is a non-empty open set A− ⊆ A∩R(τ) (resp. A+) such that for all α ∈ A−
(resp. A+), F has infinitely many horizontal periodic islands accumulating on the origin.
Having proved this, taking A = A− ∪ A+ gives the desired result.
We begin by considering the case τ ∈ ζ−(d). Given j ∈ JR(τ), consider the set
Jζ−(j, τ) = {j′′ ∈ {1, ..., d} : j < j′′ and τ(j′′) < τ(j′)} .
Since τ ∈ ζ−(d), we can take j′ ∈ JR(τ) such that Jζ−(j′, τ) 6= ∅ and take j′′ ∈ Jζ−(j′, τ).
Let µj′(α, τ) be as in (7.2). Consider the set V− of all α ∈ A ∩R(τ), such that:
(7.6) |α| /∈
{
2pi
n
}
n≥1
,
µj′(α, τ)
ν(|α|) < −1 and
µj′(α, τ) + ν(|α|)
µj′(α, τ)− ν(|α|) < Φ.
We now show that if |α| /∈ {2pi/n}n≥1, there is a δ > 0 such that for θj′(α/|α|, τ) ∈ (1− δ, 1),
we have (7.6).
Since the map r → (r + 1)/(r − 1) is continuous for all r ∈ R\{−1} and zero for r = −1,
there is an  > 0, such that for all α ∈ V− such that if:
(7.7)
µj′(α, τ)
ν(|α|) ∈ (−1− ,−1),
then we have (7.6). By (7.2) we have
µj′(α, τ)
ν(|α|) = tan
(
pi + θj′(α, τ)
2
)
/ tan
(
pi − |α|
2
)
.
Using linearity of α→ θj′(α, τ) and simple trigonometric identities, from the above identity,
we get
µj′(α, τ)
ν(|α|) = − cot
(
|α|θj′(α/|α|, τ)
2
)
tan
( |α|
2
)
.
Since α → θj′(α/|α|, τ) is independent of |α| and we have |α| /∈ {2pi/n}n≥1, the map
θ → − cot(|α|θ/2) tan(|α|/2) is continuous and therefore there is a δ > 0 such that for
θj′(α/|α|, τ) ∈ (1− δ, 1), we have (7.7) and thus (7.6).
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We now show that there is a nonempty open set A′− ⊆ V−. To do this we construct an
open set A′− such that for α ∈ A′− we have θj′(α/|α|, τ) ∈ (1 − δ, 1). By (1.2) and (1.6), it
suffices to show there is an α˜ ∈ V− such that we have
(7.8)
∑
τ(k)<τ(j′)
α˜k −
∑
k<j′
α˜k > |α˜|(1− δ),
(7.9)
∣∣∣∣∣∣
∑
τ(k)>τ(j′)
α˜k −
∑
k<j′
α˜k
∣∣∣∣∣∣ < α˜j′ .
Since the above inequalities are strict, we have that there is a neighbourhood A′− ⊆ V− of
α˜, such that both inequalities are true for all α ∈ A′−.
We now prove there is α˜ ∈ V− satisfying (7.8) and (7.9). Assume first that d = 2 and take
α˜ such that α˜j′ = |α˜|δ/2 and α˜j′′ = |α˜|(1 − δ/2). Since j′′ ∈ Jζ−(j′, τ), we have j < j′′ and
τ(j′′) < τ(j′), we have j′ = 1 and j′′ = 2, hence∑
τ(k)<τ(j′)
α˜k −
∑
k<j′
α˜k = |α˜|(1− δ/2),
thus (7.8) holds. We also have ∑
τ(k)>τ(j′)
α˜k −
∑
k<j′
α˜k = 0,
hence, since α˜j′ > 0, we get (7.9) as well.
Now assume d > 2 and set α˜ = (α˜j)j=1,...,d, where
(7.10) α˜j =

|α˜|δ/6, j = j′,
|α˜|(1− δ/4), j = j′′,
|α˜|δ
12(d− 2) , j 6= j
′, j′′.
We show that (7.8) is true for α˜. Since j′′ ∈ Jζ−(j′, τ) we have∑
k<j′
α˜k +
∑
τ(k)≥τ(j′)
α˜k ≤ 2|α˜| − 2α˜j′′ .
By (7.10) we have 2|α˜| − 2α˜j′′ = |α˜|δ/2, hence by the inequality above we have∑
k<j′
α˜k +
∑
τ(k)≥τ(j′)
α˜k < |α˜|δ,
which is equivalent to (7.8).
We now show that (7.9) is true for α˜. Since for k ∈ {j′, j′′} we have τ(k) ≤ τ(j′) and
k > j′ we have ∣∣∣∣∣∣
∑
τ(k)>τ(j′)
α˜k −
∑
k<j′
α˜k
∣∣∣∣∣∣ <
∑
k 6=j′,j′′
α˜k.
By (7.10) we have α˜j′ = |α˜|δ/6 and
∑
k 6=j′,j′′ α˜k = δ/12 hence by the inequality above we
have that (7.9) is true for α˜.
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We now prove that for α ∈ A′−, F has infinitely many horizontal periodic orbits accumu-
lating on the origin. By Theorem 7.4 it suffices to show that for infinitely many n ∈ N we
have pn(µj′(α, τ)) ∈ IP (µj′ (α,τ)). Note that we have
D(µj′(α, τ), ν(|α|))
C(µj′(α, τ), ν(|α|)) =
µj′(α, τ) + ν(|α|)
µj′(α, τ)− ν(|α|) ,
hence since α ∈ A′− ⊆ V− we have
(7.11)
D(µj′(α, τ), ν(|α|))
C(µj′(α, τ), ν(|α|)) < Φ < 1.
Assume first that −µ¯ < µj′ < −ν, with µ¯ = νΦ3 . Using Ho¨lder conjugacy of C and D it can
be seen that (7.11) is equivalent to
1
C(µj′ , ν)
< 1− Φ
D(µj′ , ν)
<
1
D(µj′ , ν)
.
By Theorem 4.3 (4.8), for all n ≥ 1 we have that pn(µj′) = 1 − Φ/D(µj′ , ν), hence by the
inequality above we get pn(µj′) ∈ IP (µj′ ) for infinitely many n ∈ N. Now assume µj′ ≤ −µ¯.
It can be seen that (7.11) is equivalent to:
1
C(µj′ , ν)
<
1
C(µj′ , ν)Φ
<
1
D(µj′ , ν)
.
By Theorem 4.3 (4.6), for all even n ∈ N we have that pn(µj′) = (C(µj′ , ν)Φ)−1, hence by
the inequality above we get pn(µj′) ∈ IP (µj′ ) for infinitely many n ∈ N.
We now show that there is a non-empty open set A− ⊆ A∩R(τ) such that for all α ∈ A−,
F has infinitely many horizontal periodic islands accumulating on the origin. By Theorem
7.4 it suffices to show that there is a non-empty open set A− ⊆ A′− such that for all α ∈ A−
we have LS(µ
′
j′(α, τ)) ∩ ∂P = ∅.
Consider the sets
Hk =
{
α ∈ A : |α| − θj′(α, τ)− 2
∑
j≤k
αj = 0
}
,
for k = 0, 1, ..., d. Note that we have LS(µ
′
j′(α, τ)) ∩ ∂P 6= ∅ if for some k ∈ {0, 1, ..., d} we
have
−µj′(α, τ) = tan
(
pi − |α|
2
+
∑
j≤k
αj
)
.
By (7.2) and the two identities above it follows that we have LS(µ
′
j′(α, τ)) ∩ ∂P 6= ∅ if and
only if α ∈ Hk for some k ∈ {0, 1, ..., d}.
Set A− = A′−\
⋃d
k=0Hk. Since Hk are codimension 1 closed subsets of A, we have that
A− is a non-empty open set and since for α ∈ A− we have LS(µ′j′(α, τ)) ∩ ∂P = ∅, F has
infinitely many horizontal periodic islands accumulating on the origin.
We now consider the case τ ∈ ζ+(d). This case is mostly analogous to the previous one,
so for brevity we will only streamline the proof.
Given j ∈ JR(τ), consider the set
Jζ+(j, τ) = {j′′ ∈ {1, ..., d} : j > j′′ and τ(j′′) > τ(j′)} .
Take j′ ∈ JR(τ) such that Jζ+(j′, τ) 6= ∅ and take j′′ ∈ Jζ+(j′, τ).
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Consider the set V+, of all α ∈ A ∩R(τ), such that:
|α| /∈
{
2pi
n
}
n≥1
,
µj′(α, τ)
ν(|α|) > 1 and
µj′(α, τ)− ν(|α|)
µj′(α, τ) + ν(|α|) < Φ.
By a similar argument to the previous case, if |α| /∈ {2pi/n}n≥1, there is a δ > 0 such that
for θj′(α/|α|, τ) ∈ (−1,−1 + δ), the expression above is satisfied.
To find a nonempty open set A′+ ⊆ V− by (1.2) and (1.6), it suffices to show there is an
α˜ ∈ V+ such that we have (7.9) and:∑
τ(k)<τ(j′)
α˜k −
∑
k<j′
α˜k < |α˜|(−1 + δ).
Indeed it can be seen that both this inequality and (7.9) hold for the same choice of α˜ of the
previous case.
We prove that for α ∈ A′+, F has infinitely many horizontal periodic orbits accumulating
on the origin. By Theorem 7.4 it suffices to show that for infinitely many n ∈ N we have
pn(µj′(α, τ)) ∈ IP (µj′ (α,τ)). Note that we have
C(µj′(α, τ), ν(|α|))
D(µj′(α, τ), ν(|α|)) =
µj′(α, τ)− ν(|α|)
µj′(α, τ) + ν(|α|) ,
hence since α ∈ A′+ ⊆ V+ we have
(7.12)
C(µj′(α, τ), ν(|α|))
D(µj′(α, τ), ν(|α|)) < Φ < 1.
Assume first that ν < µj′ < µ¯. It can be seen that (7.12) is equivalent to
1
D(µj′ , ν)
< 1− 1
D(µj′ , ν)Φ
<
1
C(µj′ , ν)
.
By Theorem 4.3 (4.7), for all odd n we have that pn(µj′) = 1− (D(µj′ , ν)Φ)−1, hence by the
inequality above we get pn(µj′) ∈ IP (µj′ ) for infinitely many n ∈ N. Now assume µj′ ≥ µ¯. It
can be seen that (7.12) is equivalent to:
1
D(µj′ , ν)
<
Φ
C(µj′ , ν)
<
1
C(µj′ , ν)
.
By Theorem 4.3 (4.9), for all n ∈ N we have that pn(µj′) = (C(µj′ , ν)Φ)−1, hence by the
inequality above we get pn(µj′) ∈ IP (µj′ ) for all n ∈ N.
Setting A+ = A′+\
⋃d
k=0Hk, we get that for α ∈ A+ we have LS(µ′j′(α, τ))∩∂P = ∅, hence
by Theorem 7.4 F has infinitely many horizontal periodic islands at heights which converge
to 0, hence accumulating on the real line. 
7.2. Proof of Theorem D. Let U be an invariant set for R that contains a neighbourhood
of the origin. By Theorem C it contains infinitely many periodic islands. Suppose there is a
point z ∈ U with a dense orbit in U . Then {Rn(z)}n can get arbitrarily close to a periodic
point z′, this implies that for some m ∈ N, Rm(z) is contained in a periodic island. Hence
its orbit is contained in a circle thus contradicting the hypothesis that the orbit of z is dense
in U . 
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