Abstract: This paper introduces waiting times for different health care services in an empirical labor supply model for the duration of sick leave. In the estimations, we use a unique sample that combines information from the Swedish Social Insurance Agency's register database with information about waiting times from questionnaires for 3,653 employees. The results show that including waiting time variables did not induce substantial changes on the impact of traditional labor supply variables, which suggests that the parameter estimates of the traditional variables are relatively robust.
Introduction
In countries with a generous welfare system, health related work absences incur substantial costs for employers, workers, and public finances. In Sweden, expenditures for sickness and disability covered by sickness insurance increased in the late 1980s, only to decline from more than 7% of the GDP in 1989 to less than 4% in 1998. This decrease was due in part to reducing the compensation levels and in part to moving the responsibility for the payment of the first two weeks of the employees' sick leave to their employers. Owing to increased absences due to sickness, expenditures rose in relation to the GDP from 1998 to 2003 and decreased again after 2003. In 2012, expenditures for people with illnesses or disabilities represented approximately 3% of the GDP (Försäkringskassan, 2013) . The sickness insurance's payments depend on a (simple) medical certificate after the first week and periodic reviews thereafter.
During their sick leave, most of the individuals are also receiving or are waiting to receive treatment from the health care system. In Sweden, as in many public health care systems, access to treatment is rationed by waiting lists, 1 regardless of the employment status of individuals.. Approximately one-third of the sick-listed individuals in a Swedish representative sample reported a waiting period for medical examinations, treatments or visits to a health care specialist, and among individuals who were sick listed for musculoskeletal diseases and or who needed surgery, 60% reported a waiting period of eight weeks or longer (Försäkringskassan, 2005) . Some previous studies have reported that economic incentives have significant impact on individual work-absence behavior.
2 As the relative generosity of sick pay (i.e., the replacement rate) increased, there was a clear disincentive effect as the duration of sick leave increased (e.g. Fenn 1981 , Butler and Worrall 1985 , and Johnson and Ondrich 1990 . Other factors that affect sick leave duration include wages, the type and severity of injury, the physical demands of the job, the willingness of employers to help workers return to work, and the unemployment rate. 3 To our knowledge, none of the economic studies analyzing the duration of sick leave incorporates waiting times for health care in the model. 4 However, not incorporating this may result in biased estimators for traditional variables such as potential income and costs associated with absence as the literature on socioeconomic inequality in health care utilization includes strong evidence that people with low socioeconomic status consume less health care relative to their needs compared to people with higher socioeconomic status. Several studies have documented this finding using Swedish data. For example, Gerdtham (1997) found a positive income effect on the probability of visiting a physician but not on the frequency of physician visits, while Van Doorslaer et al. (2006) not only confirmed the result for the probability of at least one physician visit during a year but also found an income effect on the average number of physician visits. Similarly, Gerdtham and Sundberg (1998) and Burström (2002) , among else, found that lower income groups in relation to need were less likely to visit doctors. Whitehead et al. (1997) found that when controlling for need, manual workers were less likely than professionals to visit a physician, while Löfvendahl et al. (2005) found that the only socioeconomic factor with a significant impact on waiting time for orthopedic surgery was employment. That people with low socioeconomic status consume less health care relative to their needs is also documented in many other developed countries (e.g., Van Doorslaer and Masseri, 2004; Van Doorslaer et al., 2000 , 2004 .
The goal of the present paper is to study how controlling for waiting times affects the estimates for traditional labor supply variables on duration of sick leave. Using a unique dataset, which supplements the 2002 sample of the RFV-LS register database on sickness absenteeism with information from questionnaires about waiting times, the results show that the estimates of traditional economic and demographic variables of a labor supply model (i.e., cost of being absent, potential income, work hours, age, gender, and marital status) did not change substantially when the model specification was expanded with the waiting time variables.
The remainder of this paper is arranged into six sections. Section 2 presents some institutional settings of sick leave and health care in Sweden. Section 3 discusses the theoretical framework, which is intended to facilitate the discussion of the results. Data and the empirical strategy are presented in Sections 4 and 5. Section 6 contains the results, and Section 7 concludes the paper. See, e.g., Allen (1981) , Dunn and Youngblood (1986) , Chaudhury and Ng (1992) , Dalton and Mesch (1992) , Drago and Wooden (1992) , Barmby et al. (1991 Barmby et al. ( , 1995 , Brown and Sessions (1996) , Cassel et al. (1996) , Johansson and Palme (1996 , 2004 , Johansson and Brännäs (1998) , Gilleskie (1998 ), Brown (1999 , and Ayyagari, Grossman and Sloan (2011). 3 See, e.g., Marklund (1995) , Hammarström (1996) , Selander et al. (1996a Selander et al. ( , 1996b , and Marklund and Lidwall (1997) , Lidwall and Skogman Thoursie (2000) , Larsson (2004) , and Arai and Skogman Thousie (2004) . 4 Granlund (2010) discussed that shorter waiting time could be one channel through which increased health care expenditures could reduce absence from work due to sickness or disability, but found no statistically significant effect of public health care expenditure on municipality-level absence.
Institutional framework
Health care in Sweden is nearly exclusively publicly provided. In 2002, private expenditures accounted for only 1.6% of the total non-dental, non-pharmaceutical health care expenditures (Socialstyrelsen, 2006) . The main responsibility for health care provision in Sweden rests on 21 directly elected regional authorities, but the central government has some influence over the health care system. Between 1997 and 2005, the central government negotiated an appointment guarantee with regional authorities. The guarantee stated that patients must be offered medical assistance from the primary care provider within one day, either in the form of a visit or a phone consultation, and that they must not wait more than seven days before seeing a doctor. Those in need of specialist treatment must be guaranteed that they will see a specialist within 90 days. If the regional authorities are unable to meet these requirements, the patient has the right to, at the cost of the authority, seek health care elsewhere, including from a private health care provider contracted by a regional authority (Proposition 1997/98:189) .
The appointment guarantee does not establish any time limits regarding actual treatment (Nordgren, 2006) , but the Care Guarantee (Vårdgarantin), introduced in 2005, states that patients should not need to wait more than 90 days for treatment after being diagnosed (Anell et al., 2012) . Since 2009, Sweden's effort to shorten its queues has been helped by economic incentives, for example, with the Waiting List Billion (Kömiljarden).
Theoretical framework
Theoretical labor supply models have demonstrated that the demand for absence is likely decreasing with respect to the cost of absence but that it is increasing in the number of scheduled working hours and in non-labor income (Allen, 1981; Brown and Sessions, 1996; Johansson and Brännäs, 1998) .
The cost for absence (c) can be increased by a higher wage or lower replacement level, and reduce the demand for absence by making it more expensive. A higher cost of absence can also have an income effect on absence as a higher cost reduces the income for those who are absent.
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The intuition as to why the number of scheduled working hours (l) should increase the demand for absence is that it increases the marginal utility of leisure.
Income from other source than one's labor increases the demand for absence by reducing the marginal utility of consumption, and thus making the cost of absence less important. If leisure and consumption are complements, a higher non-labor income will also increase the demand for absence by increasing the marginal utility of leisure. The same result holds for potential income (µ), which in this paper is defined as the income the individuals would have if they were not absent from work due to sickness. As the substitution effect associated with the wage is captured by c, it is unambiguous that the causal effect of µ on the demand for absence is positive.
Previous theoretical models of absence have also stated that personal and job characteristics can affect absence. In such models, it is straightforward to show that sickness increases the demand for absence if it increases the marginal disutility of work. 6 This is quite reasonable and the idea that sickness increases the marginal disutility of work 5 The mathematical derivations of the results of this section are presented in the working paper version of this paper (Andrén and Granlund, 2010) . 6 Viscusi and Evans (1990) and Gilleskie (1998) report evidence that the marginal utility of consumption decreases with sickness. If, on the contrary, marginal utility of consumption would increase with sickness, bad health would have inconclusive effects on the demand for absence as bad health would then increase people's appreciation of both consumption (which they afford more of if the work) and sickness absence. is a main reason why sickness insurances exist. Thus, if prolonged waiting times prolong the recovery period, it follows that the causal effect of waiting time on the demand for absence is positive.
Data
The sample analyzed comes from the RFV-HALS data, which have two components: the Swedish Social Insurance Agency (SSIA) register (RFV-LS database) and a large survey conducted by Statistics Sweden (SCB) in collaboration with the SSIA, which includes several questions about how long employees on sick leave have to wait for various health care interventions.
The SCB-SSIA survey was sent to a random sample of 10,799 persons aged 20 to 64 years who started a spell of sick leave lasting at least 15 days between 14 and 27 January 2002. The questionnaire was sent out in April and May 2002, and 6,171 persons answered. Given the focus of this paper, we analyzed only the employed respondents (5,087 persons). Moreover, we analyzed only those employees who answered all questions that could be important according to the theoretical framework, thereby reducing the sample analyzed in this paper to 3,653 observations. Table A1 in the Appendix presents descriptive statistics for the variables used in the empirical analysis, for the whole sample, and based on whether they waited for health care or not. In this section, we discuss the dependent variable as well as µ, c and the waiting time variables, while the other variables are briefly described in the next section.
The dependent variable in this study is the potentially censored duration of sick leave spells (that started between 14 and 27 January 2002), measured in days, and the status of each spell on 12 February 2003. Approximately 18% of all analyzed spells are censored, which indicates a relatively high number of cases that lasted longer than one year. The average (censored) duration of sick leave is 129.20 days, while the median is 58 days. µ is defined as the benefit-qualifying income (SGI) expressed in SEK 10,000 per month, which is used by the Swedish Social Insurance Agency to calculate sickness allowance. The variable is intended to equal the labor income that individuals would have if they were not absent from work due to sickness. It is a good proxy of the potential labor income, but it does not include non-labor income. Weekly cost of being absent (c) is expressed in thousands of SEK and is calculated as
where 23.6875 is the ceiling of sickness insurance in SEK 10,000, over which no compensation is given, and D is a dummy variable equal to one if µ> 23.6875, and zero otherwise. The multiplication by 10 is explained by the fact that we want to express c in SEK 1000 but SGI in SEK 10,000. δ is the share of the wage the worker receives when absent and equals 80% from the social insurance plus an additional 10% guaranteed through collective agreements for nearly all employees between the 15 th and 90 th day of absence. Municipal and county employees, as well as blue-collar workers and low-income workers who are privately employed, receive an extra 10% up to their 365 th day of absence.
7 That the compensation levels change means that some employees have different values for the cost of absence, c. To address this, we split the data on the 90 th and 365 th day of absence, so we can obtain multiple observations for those with long sick leave durations. c is the only variable that can differ across observations for an individual.
The waiting time dummy variables describe the waiting time (intervals) experienced during the analyzed sick leave for five categories: primary care or a general practitioner (GP), technical investigation, specialists, surgery, and other interventions. For each category, the respondents indicated whether they waited one week or less, two to three weeks, four to seven weeks, eight weeks or more, or they did not need the health service in question. Waiting one week or less is used as a comparison group in the empirical analysis. Table A1 shows that two-thirds of the sample was in need of primary care, while only 15% required surgery. The proportions of respondents who waited two weeks or more for the different types of health care ranged from 11% for surgery to 26% for specialists. Only 5% waited more than four weeks for primary care, while the proportion for specialists was 17%. The data also show that 18% of the respondents did not require any health care, 26% required only one type of health care service and that most of the respondents required two or more types of health care services. 
Empirical specifications
Cox's proportional hazards model (1972) is used to estimate the conditional probability of returning to work in a given period. The theoretical framework suggests that the demand for sick leave, and implicitly sick leave durations, should depend on the cost of absence, the potential income, the number of scheduled working hours, the personal and job characteristics, and the health related variables including waiting times. We include variables that measure, or at least serve as proxies for, these factors. We also include dummy variables for regional social insurance offices, which are expected to reveal the existence of regional general guidelines of sick listing and the different norms regarding sick leave in the various regions. Our starting point is the traditional labor supply specification that includes the economic variables, c, µ and l (Table 1a) . We then proceed in specifications 2 and 3 by adding groups of demographic (2), health-related, regional and work-related (3) variables used in previous studies and/or expected to affect the duration of sick leave. Finally, in specification 4, we include the waiting time dummies. The purpose is to study whether (and how) these variables affect the estimates of the traditional labor supply variables. Note that this estimation strategy implies that the estimates for the waiting time variables will capture the total impact of these variables, i.e., both the impact of waiting for health care and the impact of having waited for health care.
To account for the number of scheduled working hours, l, we include both the normal number of scheduled working hours before the start of the sick leave absence, wh, and Worked more than contracted hours, which is a dummy variable taking the value one for employees who worked overtime before the start of their sick leave absence, and zero otherwise. We also include an interaction term between c and wh to test whether the impact of cost of absence on the duration of absence depends on the normal number of scheduled working hours.
The demographic variables included are Women, Age, Widowed, and Divorced. We tested to include polynomials for age and economic variables as well as interactions between Age and Women, but these variables had no statistically significant parameters and are therefore excluded. The work-related variables include indicators on whether the employer is a private company, a municipality, a regional government, the central 8 The full distribution of how many types of health services the respondents waited for are as follows: 17.55 % waited for zero services, 26.09 % waited for one service, 25.49 % waited for two services, 17.36 % waited for three services, 9.77 % waited for four services, and 3.75% waited for all five types of health services. government, or another public authority of another type where a private company is used as a control group. We also include indicator variables for the formal training required for the job.
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The sickness-related variables included are the number of spells compensated by the sickness insurance only in 2001, regardless their duration; the number of completed spells with different durations during 1996-2001; dummy variables for the diagnosis groups for which the worker was sick listed; and a dummy variable for the type of physician who sick listed the worker. The premise is that these should serve as proxies for health shocks experienced by the workers and thus account for some of the variations in health that are not caused by different waiting times. That these variables do not capture all variation in health implies that estimates for other variables may also capture some effects of health on the duration of sickness absence. Therefore, our reported estimates should not be interpreted as causal effects. Controlling for these health related variables should, however, reduce the omitted variable biased caused by health being correlated with, for example, the economic incentive variables.
Results
The results from the Cox regression models are shown in Tables 1a-1c. Table 1a presents a summary of specifications 1-4, reporting the estimates for only the traditional economic and demographic variables of the labor supply model. Table 1b presents the estimates for the health variables (sickness history and diagnosis), and Table 1c presents the estimates for the waiting time variables. The other results are available from the authors upon request. The results are presented as hazard ratios (i.e., relative risk estimates), where a value above one indicates a positive impact on recovery, i.e., shorter spells.
In the first two specifications, c and c*wh are significant at the 10% level. Together, the estimates for c and the interaction variable c*wh suggest that an increase in the cost for absence reduces the absence spells for all but the 6 to 7% of the workers with more than 42 to 43 weekly contracted hours. Unlike Johansson and Brännäs (1998) and Johansson and Palme (2002) , who used similar economic variables, we did not find stronger impacts of c, which may be because the only source of variation in c in our sample is variation in labor income.
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As in Johansson and Brännäs (1998) and Johansson and Palme (2002) , our estimates for µ are not statistically significant. The estimates for Worked more than contracted hours in specifications 1-3 indicate that those working overtime had 11 to 16% longer spells of sick leave than others. The impact of this variable is, however, reduced by approximately one-third (roughly one standard error) when the waiting time variables are added. Upon closer examination of how the estimates changed 9
The first skill level comprises jobs requiring only primary education, such as cleaners, factory workers, and school meal assistants. The second skill level represents jobs requiring secondary education, e.g., assistant nurses, cashiers, and shop assistants. The third skill level represents jobs that require a three-year university education, e.g., nurses, technicians, and administrative officers. The fourth skill level comprises jobs requiring four years or more of university education and an academic degree, e.g., psychologist, personnel manager, and teacher in secondary education. The occupational titles were classified into broadly similar categories to ensure that the case group and the control group were comparable. The Swedish National Standard for Classification of Skill Levels (SSYK 1996) was used for this purpose (SCB, http://www.scb.se/Pages/List____259304.aspx). This national system is based on an international classification system, ISCO-88, and introduces the concept of skill, defined as the degree of complexity of constituent tasks and skill specialization. 10 Johansson and Brännäs (1998) and Johansson and Palme (2002) used samples in which the share of the wage workers received when absent also varied. Notes: CG stands for comparison group. Hazard ratio >1 means a higher risk for longer absence. The estimate is significant at the 10% level (*), at the 5% level (**), and at the 1% level (***). These notes hold for all tables of estimates. The estimated parameters for a) -variables are reported in Table 1b and for b) -variables are reported in Table  1c. when waiting time variables were added, i.e., comparing specifications 3 and 4, we see that all changes are small and not statistically significantly different from zero using an informal Wald test where the covariance across specifications is assumed to be zero. The same result is obtained when comparing specifications 4 and 2. Even if we take the estimates of specification 2 and 3 as given (i.e., as estimated without error) and test whether the estimates of specification 4 differ from them, we find no statistically significant differences for the economic and demographic variables when comparing with specification 3 and only for Worked more than contracted hours at the 5% level and for Age at the 10% level when comparing with specification 2. Table 1a shows that the change in the estimate for Age occur when the sickness, regional and work variables are added. According to specification 2, an increase in age with 10 years increases the duration of sick leave with 1.3%, while the corresponding estimate for both specifications 3 and 4 is 1.0%. The change in the estimate for Worked more than contracted hours are slightly larger. Those that had worked overtime had 16% longer spells according to specification 2, but only 12% and 8% longer spells according to specification 3 and 4, respectively.
That we only find small and insignificant effects on the economic variables when waiting time variables were added is surprising as previous studies have found clear relationships between socioeconomic variables such as income and utilization of health care. Therefore, we expected that controlling for waiting time variables would affect the estimate for, e.g., potential income, but columns 3 and 4 of Table 1a show that this is not the case. Table 1b shows, among other things, that workers sick listed due to mental disorders have the longest sick leave durations, all else being equal, and that controlling for waiting times has negligible effects on the estimates for the employer and educational indicators. The point estimates in Table 1c indicate that for most categories of health care, waiting 2 to 3, 4 to 7, or eight weeks or more, has positive impacts on the duration of sick leave compared to waiting one week or less. In all specifications, the impacts related to primary care are significant at the 5% level, except for the few that waited eight weeks or more. Furthermore, the impacts for technical investigations and most of the impacts for specialist are significant.
For surgery, the results indicate that people waiting more than four weeks actually have significantly shorter spells than others. Because of the descriptive estimation strategy, the results should not be interpreted as indicating that waiting for surgery is advantageous. Instead, one interpretation is that waiting time is used to a greater extent in surgery than in other health care services as a means of prioritizing. The impact of waiting for another type of intervention is small and not significant at the 5% level.
Conclusions
Using a unique sample that contains register and survey data for 3,653 Swedish employees, we found that controlling for waiting times had only small and statistically insignificant effects on the estimates for the traditional labor supply variables. This indicates that there is no large income-related inequality in waiting times. This result was unexpected in light of previous research that has found evidence of socioeconomic inequality in the utilization of health care. However, as our study is restricted to employees, the result is consistent with Löfvendahl et al. (2005) , who found that the only socio-economic factor with a significant impact on waiting time for orthopedic surgery was employment. An interesting topic for future research would be to study the associations between waiting times, socioeconomic status and sickness absence using data from a period after the implementation of the Care Guarantee and the Waiting List Billion. Comparing results from such a study with our results would inform about the consequences of these reforms. If the data required for such research becomes available, it would also be interesting to study the whether waiting times for return visit have increased due to the Waiting List Billion queues and, if so, the effect of this on sickness absence.
