Modeling genetic circuit behavior in transiently transfected mammalian cells by Wang, Junmin et al.
Boston University
OpenBU http://open.bu.edu
Mechanical Engineering BU Open Access Articles
2019-04-19
Modeling genetic circuit behavior in
transiently transfected mammalian
cells
This work was made openly accessible by BU Faculty. Please share how this access benefits you.
Your story matters.
Version Accepted manuscript
Citation (published version): Junmin Wang, Samuel A Isaacson, Calin Belta. 2019. "Modeling
Genetic Circuit Behavior in Transiently Transfected Mammalian
Cells.." ACS Synth Biol, Volume 8, Issue 4, pp. 697 - 707.
https://doi.org/10.1021/acssynbio.8b00166
https://hdl.handle.net/2144/39107
Boston University
Modeling Genetic Circuit Behavior in
Transiently Transfected Mammalian Cells
Junmin Wang,∗,† Samuel A. Isaacson ,‡ and Calin Belta†
The Bioinformatics Graduate Program, Boston University, Boston, MA, USA, and Department of
Mathematics and Statistics, Boston University, Boston, MA, USA
E-mail: dawang@bu.edu
Abstract
Binning cells by plasmid copy number is a common practice for analyzing transient
transfection data. In many kinetic models of transfected cells, protein production rates
are assumed proportional to plasmid copy number. The validity of this assumption in
transiently transfected mammalian cells is not clear; models based on this assumption
appear unable to reproduce experimental flow cytometry data robustly. We hypothesize
that protein saturation at high plasmid copy number and strong correlations between co-
transfected plasmids are reasons previous models break down and validate our hypothe-
sis by comparing experimental data and a stochastic chemical kinetics model. The model
demonstrates that there are multiple distinct physical mechanisms that can cause satura-
tion. Based on these observations, we develop a novel minimal bin-dependent model that
assumes different parameters for protein production in cells with low versus high numbers
of plasmids. This bin-dependent model has only one additional parameter to a traditional
Hill-function-based model while fitting flow cytometry data up to twice as accurately.
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‡Department of Mathematics and Statistics
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Introduction
In synthetic biology, there has been an increased use of transfection systems in mammalian
cells in recent years. One reason for this increase is that transfection enables the production
of important biomedical-related proteins, which can only become biologically active within
mammalian cells1–4. Transient transfection is a common method for the delivery of foreign
genetic materials into mammalian cells5–7. The transfected genetic materials utilize the cells’
innate transcriptional and translational machineries to get expressed. As the name suggests,
transiently transfected genes are only expressed temporarily, and do not become integrated
into the host’s genome. Compared with stable transfection, transient transfection offers faster
expressions of transfected genes, with higher expression levels. It has lower cytotoxicity and in-
duces no mutagenesis3,8,9. It has also been shown to be an effective technique for speeding up
the screening of novel synthetic designs10. These properties have motivated the investigation
of transient transfection in mammalian synthetic biology3,11.
Modern synthetic biology is inseparable from the computational models that guide the con-
struction of synthetic networks12. One challenge in building such models for mammalian cells
arises from the need for a more comprehensive understanding of the cellular mechanisms un-
derlying the transfection system12,13. Another challenge is predicting the behavior of genetic
circuits based on the behavior of the building blocks of the circuits14–20. A common funda-
mental building block is a transcriptional regulatory switch (Figure 1(a)). Chemical kinetic
models have proven capable of describing the behavior of regulatory switches in prokaryotic
cells, which replicate foreign plasmids21,22, and in stably transfected eukaryotic cells in which
plasmids are genome-integrated23. Plasmid copy number is assumed fixed in both of these
scenarios. For transiently transfected mammalian cells (TTMC), there is a large variation in
plasmid copy numbers across a population24,25. Binning cells by plasmid copy number is a
common practice for analyzing fluorescence-activated cell sorting (FACs) data in this context
(Figure 1(b))26–28. Subpopulations of cells with similar plasmid counts can then be studied
in groups (Figure 1(c)). Developing a modeling approach that is compatible with binning is
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a prerequisite to building predictive models for complex circuits in TTMC. Davidsohn et al.
developed a traditional Hill-function-based model for switches in TTMC26, where the rate of
protein production is assumed proportional to the average plasmid copy number in each bin.
Unfortunately, as they demonstrated, this model does not fit their FACs data well.
In this work, we hypothesize that high plasmid copy number may cause saturation in the
levels of expressed proteins, leading to the breakdown of traditional Hill-function-based models
in this context. To validate our hypothesis, we study detailed two-stage gene expression models
for genetic regulatory switches via the Gillespie algorithm29,30, bin the simulated data by plas-
mid counts, and calculate the average protein concentrations within each bin. The agreement
between the simulated results and the experimental data suggests that saturation of the rate of
transcription or translation, together with high correlations between co-transfected plasmids’
concentrations, gives rise to the observed saturated protein concentrations in experiments.
These results suggest that the precise mechanism leading to the saturation of protein levels can-
not be distinguished from just single-time FACs measurements. To facilitate predictive model-
ing of switches, we next develop a bin-dependent ordinary differential equation (ODE) model
that splits FACs data into two subsets based on plasmid copy number. This coarse-grained
model can more accurately account for saturation in protein levels compared to standard Hill-
function models but avoids the need to specify a precise biological mechanism giving rise to sat-
uration. For each plasmid copy number subset we fit separate kinetic parameters to the model,
motivated by observations from the detailed stochastic model simulations. The resulting bin-
dependent model outperforms a traditional Hill-function-based model in many aspects, yet
requires only one additional parameter. Note, in the remainder, species are denoted by Roman
text, and concentrations by italicized text.
Results and Discussion
Experimental Data
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Figure 1: (a) A synthetic regulatory switch. The induced gene I, activated by an inducer, regulates the ex-
pression of O, the regulated gene. Z, the transfection marker, is used to estimate plasmid copy number.
(b) Distribution of the transfection marker. The black bins are ignored because they represent untrans-
fected cells 26. (c) Dose-response curves obtained from an experiment. Averaged measurements binned
by the expression level of Z are shown by color. Cells are separated into bins of width 0.1 on a log scale.
Each curve corresponds to a different bin. The 1st bin, represented by the curve at the bottom, contains
cells with the lowest plasmid counts. Each dot represents the average concentrations of the induced pro-
tein and the regulated protein within a bin at a certain inducer level. Concentrations of the induced and
the regulated proteins have units of MEFL. Details about data generation and binning can be found in
Appendix A in Supporting Information.
The first step in building our model for a regulatory switch is to examine experimental data.
In this paper, we consider a fluorescent-reporter system involving three fluorescent genes: the
induced gene, the regulated gene and the transfection marker (Figure 1(a)). The regulated
gene is regulated by a transcriptional factor. It is typically fluorescent so that its protein con-
centration can be measured directly by a flow cytometer. The induced gene is a transcriptional
factor for the regulated gene that is stimulated by an external inducer. It is not fluorescent but
is measured less directly by co-expressing a fluorescent reporter gene of a different color from
the same promoter31. The expression of the induced gene can be modulated by changing the
amount of the inducer. Expression of the induced gene and the regulated gene at various in-
ducer levels forms a dose-response curve (Figure 1(c)). In TTMC, expression levels are largely
determined by the numbers of plasmids transfected in individual cells25,26, which cannot be
controlled and are highly variable across a population. It is, therefore, necessary to estimate the
plasmid counts so that measurements from different cells in the same population can be com-
pared. This is often achieved by co-transfecting another constitutively expressed fluorescent
protein, which serves as the transfection marker (Figure 1(a)). The induced gene, the regulated
gene, and the transfection marker can be encoded on either one plasmid or separate plasmids.
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The former ensures that there is a one-to-one correspondence among the genes. In compari-
son, the latter is often preferred as separate plasmids can be absorbed by cells more readily due
to smaller sizes, interference among the transcriptional units is minimized, and the concentra-
tions of individual proteins can be adjusted more easily32,33. In what follows, we assume the
transfection marker has been encoded on a separate plasmid for all models and experiments.
We also assume the induced gene serves as an inhibitor of the regulated gene.
Fluorescent reporters are commonly measured via flow cytometry. Data from flow cytome-
ters can be converted to standard MEFL units (Molecules of Equivalent Fluorescein) via TASBE
Control26,34,35. Standardized data are segmented into bins by plasmid counts so that subpop-
ulations of cells with similar plasmid counts can be studied in groups (Figure 1(c)). Since flow
cytometry measurements are typically log-normal or log-bimodal distributed36, binning is per-
formed on a log scale to ensure that each bin contains relatively equal numbers of cells. The
width of bins is selected depending on the resolution at which analysis is to be conducted. An
example of binning can be found in the first paragraph of Appendix A in Supporting Informa-
tion. In this paper, we will focus on the average temporal behavior within each bin, with the
goal of developing ODE models that can be directly parametrized from binned FACs data.
Protein Concentrations vs Plasmid Copy Number
Hill functions are commonly used to model transcriptional regulation in ODE models (Figure
1(a)). (See Methods for a mathematical definition of a Hill function.) Davidsohn et al. de-
veloped a traditional Hill-function-based model to describe the time evolution of the induced
and the regulated proteins in TTMC (Figure 1(a))26,37 (see Methods). A key assumption of their
model is that the log of the maximal production rate of the regulated protein is a linear func-
tion of the log of the transfection marker. This assumption is supported by findings of several
other studies in different biological contexts25,38. However, this assumption is only partially
supported by the experimental data in Ref. 26, shown here in Figure 226. When the induced
gene is minimally induced (0 nM of inducer), i.e., the regulated protein expressed without re-
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Figure 2: Maximal and minimal expressions of the induced gene I and the regulated gene O for TAL14,
TAL21, and LmrA. X-axis is the bin number, and y-axis is the protein concentration on the log scale.
Shown in red is the induced gene I, and in blue the regulated gene O. Each dot is the average protein
concentration of cells from one bin. On the top row the circuit is induced at 0nM; on the bottom row,
2000nM. On the top row, least squares regression lines are fit to red dots from bins #12 to #21, and to
blue dots from bins #1 to #12 (TAL14 and TAL21) or from bins #1 to #15 (LmrA). On the bottom row, least
squares regression lines are fit to red dots from bins #1 to #12 (TAL14 and TAL21) or from bins #1 to #15
(LmrA), and to blue dots from bins #1 to #21. The dots are calculated from FACs data of Ref. 26 26.
pressor, the log of the regulated protein’s concentration grows proportionally to the log of the
transfection marker between bin #1 and bin #12 (TAL14 and TAL21) or between bin #1 and bin
#15 (LmrA). When the induced gene is fully induced (2000 nM of inducer), the log of the in-
duced protein’s concentration also grows linearly in the log of the transfection marker between
bin # 1 and bin #12 (TAL14 and TAL21) or between bin #1 and bin #15 (LmrA). Figure 2 also
suggests that when either the induced gene or the regulated gene is maximally expressed, the
concentrations of both the induced and the regulated proteins saturate starting from bin #13
(TAL14 and TAL21) or bin #16 (LmrA).
Furthermore, Figure 2 and the data in Ref. 26 suggest that when the induced gene is induced
at 0nM, the log of the induced protein’s concentration is near-constant for low plasmid copy
numbers26. When the induced gene is fully induced, i.e., the regulated protein fully repressed,
the log of the regulated protein’s concentration grows proportionally across all bins.
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We now develop a detailed stochastic model of the plasmid system, similar to the one David-
sohn et al. constructed experimentally26. This model will enable us to explore the mechanisms
contributing to the saturating concentrations at high plasmid copy number, as well as the near-
constant concentrations at low plasmid copy number. We do not attempt to fit this model to
the single-time FACs data directly as it is too complex to fit accurately without the incorpora-
tion of additional experimental measurements. Instead, our purpose here is to use the stocha-
sitc model to gain a qualitative understanding of how physical gene expression parameters may
contribute to the observed saturation effect. Our ultimate goal is to develop a simple model that
qualitatively describes our limited set of data, and not to conduct further time-intensive experi-
mental assays. Therefore, in the next subsection, we develop a more simplified ODE model that
can be parametrized from just the limited FACs data, building from the qualitative understand-
ing of the two-plasmid system our stochastic model provides. Using StochKit and GillesPy, we
simulate two-stage gene expression models for the aforementioned fluorescent-reporter sys-
tem via the Gillespie algorithm29,30,39,40.
In our model, cells are transfected by a mixture of induced gene plasmids and transfec-
tion marker plasmids. We focus on the dynamics of the transfection marker and the induced
gene, which are integrated on separate plasmids. The initial concentrations of the two plas-
mids are assumed to follow a bivariate log-normal distribution. This assumption is because the
shape of the protein distribution is known to reflect the shape of the underlying plasmid dis-
tribution41, and the protein distribution is often observed to be approximately log-normal36,42.
In the remainder, we choose values for kinetic parameters such that they span the parameter
distributions calculated from transcriptomics and proteomics data given in Ref. 4343. We se-
lect parametric values for the initial plasmid distributions based on the PCR findings of Ref.
24,38,4424,38,44. The initial correlation between the co-transfected plasmids’ concentrations
cannot be determined from data, so we explore several values for the initial correlation. In
what follows we use initial correlations of 0.25, 0.5, and 0.75 in models subscripted by L, M and
H, respectively. The biochemical reactions in our model are shown below:
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Dtm
K1→Dtm+Mtm Dinduced
K2→Dinduced+Minduced
Mtm
K3→Mtm+Ptm Minduced
K4→Minduced+Pinduced
Mtm
Λ1→; Minduced
Λ2→;
Ptm
Λ3→; Pinduced
Λ4→;,
where D, M, and P stand for plasmid, mRNA, and protein. Subscript “tm” stands for the trans-
fection marker, and “induced” for the induced gene that is co-transfected. Λi (i = 1-4) are first-
order degradation rate constants. Ki (i = 1-4) are defined either as normal first-order rate con-
stants or as Michaelis-Menten equations depending on the model. Further details of the models
can be found in Appendix B in Supporting Information. We simulate each model 400,000 times
since experimental samples in Ref. 26 are about this size26. After simulation, we divide the
simulated data based on the transfection marker into bins of width 0.2, which is comparable
to values that are typically chosen in FACs experiments26,27. We then calculate the geometric
mean of the induced protein’s concentrations for each bin.
To examine the mechanisms that contribute to the near-constant concentrations at low
plasmid copy number and the saturating concentrations at high plasmid copy number, we take
the approach of allowing only one or two parameters of the system to vary and holding the rest
of the parameters constant. Altogether we study a collection of 48 models Ai - Pi (i = L, M , H).
We begin by examining the cause of the near-constant input concentrations at low plasmid
copy number. Models Ai , Bi , Ci , and Di assume equal translational rates for the induced gene
and the transfection marker. In all these models, a gene’s transcriptional rate is the product of
plasmid copy number and transcriptional rate per plasmid. From models Ai to Di the transla-
tional rate decreases in order. The simulations suggest that a rising translational rate increases
the length of the near-constant concentrations at low plasmid copy number (Figure 3).
Besides the translational rate, a decreasing transcriptional rate of the induced gene is also
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Figure 3: Simulations of models Ai , Bi , Ci , and Di (i =H , M ,L), in which the translational rate decreases
in order from 1000 to 1 molecule per mRNA per hour. X-axis stands for the plasmid bin number, and
y-axis the average concentration of the induced protein in each bin. Left: i = H ; middle: i = M ; right:
i = L. Best fit horizontal lines are drawn for reference. In all three pictures, horizontal lines are fit to bins
#2 to #21, bins #2 to #17, bins #2 to #11, and bins #2 to #7 for models Ai , Bi , Ci , and Di (i = H , M ,L),
respectively. Model AL is noisy at low plasmid numbers. Simulation results of 1,600,000 cells are shown
in Figure 2(a) in Supporting Information.
partially responsible for the increasing length of the near-constant region. Models Ei , Fi , Bi ,
and Gi assume translational rates equal to 100 protein molecules per mRNA copy per hour43.
The transcriptional rate increases in the order of models Ei , Fi , Bi , and Gi . Models Hi , Ii , Di ,
and Ji assume translational rates equal to one protein molecule per mRNA copy per hour43.
The transcriptional rate increases in the order of Hi , Ii , Di , and Ji . The simulations indicate that
as the transcriptional rate of the induced gene increases, the near-constant region decreases in
length (Figures 4 and 5).
We next search for possible causes why protein concentrations saturate at high plasmid
copy number. Though the physical mechanism has not been elucidated, many studies con-
clude based on experimental findings that some steps of the transcription process saturate in
cells that express a large amount of mRNA45,46. It has also been suggested that the cationic li-
posomes used in transfection inhibit the process of transcription47. Hence, it is possible that
a high concentration of liposomes associated with the high plasmid copy number is a cause of
the saturation in mRNA production. Regardless of the mechanism, we examine the effects of
saturated transcriptional rates of both the induced gene and the transfection marker in mod-
els Ki , Li , and Mi . The saturation kinetics are described by Michaelis Menten approximations
(see Appendix B in Supporting Information). Models Ki assume the transcriptional rates of the
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Figure 4: Simulations of models Ei , Fi , Bi , and Gi (i = H , M ,L), in which the transcriptional rate of
Dinduced increases from 0.002 to 1 molecule per plasmid per hour. X-axis stands for the plasmid bin
number, and y-axis the average concentration of the induced protein in each bin. Left: i = H ; middle:
i =M ; right: i = L. Best fit horizontal lines are drawn for reference. In all three pictures, horizontal lines
are fit to bins #2 to #20, bins #2 to #19, bins #2 to #17, and bins #2 to #16 for models Ei , Fi , Bi , and Gi
(i =H , M ,L), respectively.
Figure 5: Simulations of models Hi , Ii , Di , and Ji (i = H , M ,L), in which the transcriptional rate of
Dinduced increases from 0.002 to 1 molecule per plasmid per hour. X-axis stands for the plasmid bin
number, and y-axis the average concentration of the induced protein in each bin. Left: i = H ; middle:
i = M ; right: i = L. Best fit horizontal lines are drawn for reference. In all three pictures, horizontal
lines are fit to bins #2 to #11, bins #2 to #9, bins #2 to #7, and bins #2 to #5 for models Hi , Ii , Di , and Ji
(i =H , M ,L), respectively.
transfection marker saturate at higher plasmid copy number than those of the induced gene,
models Li assume equal, and models Mi assume lower. The simulations indicate that satura-
tion in protein concentration can be observed under two conditions. First, the initial plasmid
concentrations should be highly correlated. Second, the transcriptional rate of the transfection
marker should saturate at a higher plasmid copy number than that of the induced gene (Figure
6).
In our final nine models, we examine the saturation effect in translational rates. Tachibana
et al. presented experimental evidence which suggests that protein synthesis is saturated when
a large amount of mRNA is present24. We describe the saturation kinetics of the transcripts by
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Figure 6: Simulations of models Ki , Li , and Mi (i = H , M ,L), in which the transcriptional rates of the
transfection marker saturate at higher, equal, and lower plasmid copy numbers than those of the induced
gene. X-axis stands for the plasmid bin number, and y-axis the average concentration of the induced
protein in each bin. Left: i =H ; middle: i =M ; right: i = L. In all three pictures, least squares regression
lines are fit to bins #20 to #25, bins #20 to #30, and bins #25 to #30 for models Ki , Li , and Mi (i =H , M ,L),
respectively.
Michaelis Menten approximations (see Appendix B in Supporting Information). Since the in-
duced gene and the transfection marker are homologous fluorescent genes, we assume that the
translational rates of both transcripts are governed by the same formulae. Transcriptional rates
are allowed to differ since transcription of the two genes is driven by two different promoters.
Models Ni assume the transcriptional rates of the transfection marker are lower than those of
the induced gene, models Oi assume equal, and models Pi assume higher. These models pro-
duce similar results to the models above which assume saturating transcriptional rates (models
Ki , Li , and Mi ). The simulations suggest that the saturation in protein concentration can be
observed given that two conditions are satisfied (Figure 7). First, a high correlation between the
initial plasmid concentrations is required. Second, the translational rate of the induced gene
should be higher than that of the transfection marker.
A summary of our findings are as follows: average concentrations of the induced gene within
each bin appear to be near-constant at low plasmid copy numbers and saturated at high plas-
mid copy numbers in several different physical regimes. Results of our simulations show that
such observations are a net effect of multiple cellular mechanisms. The near-constant con-
centration could be caused by a high translational rate and/or a low transcriptional rate of the
induced gene. Saturation at high plasmid copy numbers can be caused by a saturated transcrip-
tional rate and/or a saturated translational rate. The former arises if the transcriptional rate of
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Figure 7: Simulations of models Ni , Oi , and Pi (i =H , M ,L), in which the induced gene translates faster,
equally, and more slowly than the transfection marker. X-axis stands for the plasmid bin number, and
y-axis the average concentration of the induced protein in each bin. Left: i = H ; middle: i = M ; right:
i = L. In all three pictures, least squares regression lines are fit to bins #20 to #25, bins #20 to #30, and
bins #25 to #30 for models Ni , Oi , and Pi (i =H , M ,L), respectively.
the induced gene saturates earlier than that of the transfection marker. The latter arises if the in-
duced gene translates faster than the transfection marker. Note that the results we have derived
do not depend on the bin width (see Figure 2(b) in Supporting Information). It is noteworthy
that correlation of the two plasmids’ initial concentrations also plays an important role (Figures
6 and 7). Saturation manifests itself in cases where the two plasmids’ initial concentrations are
strongly correlated. Based on this hypothesis, Figure 2 suggests the co-transfected plasmids
used in the experiments of Ref. 26 are highly correlated26. In Ref. 26, co-transfected plasmids
were pre-mixed before forming complexes with lipofectamine, so according to Schwake et al.,
the plasmid correlation should be high26,48. Our findings, therefore, suggest the transfection
marker is a good measure of the copy number of both co-transfected plasmids in Ref. 2626,48.
In future studies, the presence of a saturated region could be used as an indicator of high co-
transfection efficiency.
We note that the special regions at low and high plasmid numbers (Figure 2) could be spec-
ulated to arise from the limited detection range of the flow cytometer. Data in Ref. 26 suggest
that the upper detection limit is at least 109.2 MEFL (Supplementary Figure 24(a) of Ref. 26).
The possibility of a detection limit can then be ruled out at high plasmid numbers because the
induced and the regulated proteins saturate near 108 and 107 MEFL, respectively (Figure 2). At
low plasmid numbers, autofluorescence is a major obstacle limiting the detection sensitivity49.
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Despite autofluorescence corrections, data towards the lower end may be susceptible to experi-
mental noise. Our stochastic models provide an alternative approach to studying these systems
with low numbers of molecules. The simulations suggest the existence of near-constant average
protein levels in minimally transfected cells when FACs measurement noise is removed.
Our analysis poses a challenge to the characterization of circuit behavior in TTMC as the
stochastic models are too complex to fit to single-time-point FACs data. There are different
mechanisms that contribute to a non-linear relationship between bin number and the average
concentration of the co-transfected protein within each bin. However, single-time FACs data
provide few possibilities for an investigation of the nature of the major contributing mechanism
to this relationship in specific transfection experiments. It is impossible to construct a fully
mechanistic model to characterize the circuit behavior, as the same experimental observations
would be reproducible by multiple models differing in formulations and parameter values.
Bin-dependentmodel
Though mechanistic details cannot be disentangled from single-time FACs measurements, char-
acterization of building blocks such as regulatory switches remains a critical problem to be ad-
dressed. This is needed to enable the development of models that can predict the dynamics of
circuits/pathways with more components, and, which exhibit more complicated behaviors. To
further this goal, we now develop a simple, phenomenological ODE model that can accurately
describe single-time transient transfection FACs data. While development of a more physically
detailed model would be ideal, as shown in the last subsection it would require additional ex-
perimental data to be uniquely determined.
To account for the observed saturation in protein concentration, we propose replacing the
traditional Hill-function-based model (see Equation (2) in Methods) with a bin-dependent model.
The bin-dependent model divides FACs data into two subsets based on plasmid copy num-
ber, i.e., one with and one without saturation. We choose the separating bin to be the bin
at which average concentrations of the co-transfected protein switch from linear growth to
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plateauing. The bin-dependent model only requires one additional parameter than a standard
Hill-function-based model. Details of the bin-dependent model can be found in Methods.
We fit the traditional Hill-function-based model (see Equation (2) in Methods) and the bin-
dependent model (see Equation (3) in Methods) to the TAL14, TAL21, and LmrA datasets from
Ref. 26 for validation (TAL14, TAL21, and LmrA are names of the repressors in the regulatory
switches)26. Model fitting is implemented via minimizing the mean-squared errors between
the log of observed and predicted concentrations of the regulated proteins (details of model
fitting can be found in Appendix C in Supporting Information). We log-transform the concen-
trations to reduce the absolute errors that are often associated with measurements of large pro-
tein concentrations on a linear scale42. For our specific implementation, we use Matlab’s
GlobalSearch algorithm to locate the set of parameter values that produce the global mini-
mum error50. The errors in the fit models are shown in Tables 2 - 4 in Appendix D in Sup-
porting Information, and the fit model values versus the experimental values of the fluorescent
reporters are shown in Figures 8 and 9.
For the bin-dependent model, the bin that separates FACs data into subsets of fast and slow
protein production is chosen to be 12 for TAL14 and TAL21, and 15 for LmrA since in the dataset,
saturation in protein production is observed to the right of the 12th bin and the 15th bin, respec-
tively (Figure 2). For comparison, a traditional Hill-function-based model is fit to the complete
dataset (all 21 bins between 105.8 and 107.9), and to a reduced dataset (12 bins between 105.8
and 107.0 for TAL14 and TAL21; 15 bins between 105.8 and 107.3 for LmrA). When fit to just the
reduced dataset, the traditional kinetic model produces much smaller errors than when fit to
all bins (Table 1). However, the model fit to the reduced dataset only works well on the reduced
dataset; evaluated at high plasmid copy numbers, this model deviates substantially from obser-
vations (Figures 3 and 4 in Appendix E in Supporting Information). Evaluated over all 21 bins,
the model fit to the reduced dataset produces mean-squared errors of 0.039, 0.062, and 0.038,
respectively. In comparison, the bin-dependent model has only one more parameter but fits
the data well for all plasmid copy numbers (Table 1).
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Figure 8: Comparison between complete data and the traditional Hill-function-based TAL14, TAL21
and LmrA models fit to the complete dataset. Plasmid copy number is shown by color. Solid lines are
experimental data, and dashed lines are model fits.
Figure 9: Comparison between complete data and the bin-dependent TAL14, TAL21 and LmrA models
fit to the complete dataset. Plasmid copy number is shown by color. Solid lines are experimental data,
and dashed lines are model fits.
We further compare the Hill-function-based model and the bin-dependent model via cross-
validation. We conduct a 12-fold cross-validation by dividing the FACs data evenly into 12 sub-
sets, fitting the models separately on each combination of 11 subsets, and then testing the mod-
els on the single subsets that were left out51. The fitting errors and the testing errors are then
averaged over the 12 combinations of subsets. Our results suggest that both the fitting errors
and the testing errors of the bin-dependent models are 1.5 - 2 times better than those of the
Hill-function-based models (Tables 2 and 3). The bin-dependent model shows a less significant
improvement for LmrA than for TAL14 and TAL21. A possible explanation is that for LmrA, the
saturation effect is observed in six bins to the right of the 15-th bin rather than in nine bins to
the right of the 12-th bin. For each repressor, we choose the model that produces the least test-
ing error among 12 cross-validated models to be the best model. We evaluate the best models
for each plasmid copy number. The results indicate that the bin-dependent models produce
not only lower but also more consistent errors across all bins (Figure 10). The errors of the
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Table 1: Mean-squared errors of the models. “Complete” means the traditional kinetic model is fit to
the entire dataset, and “reduced” means the traditional kinetic model is fit to bins #1 to #12. Note, for
the reduced model, goodness of fit is only evaluated by comparison to bins #1 to #12. When error of the
reduced model is evaluated over all bins, it is much worse (numbers in parentheses in third column).
Goodness of fit
Repressor
Hill-function-based Hill-function-based bin-dependent
(complete) (reduced)
TAL14 0.013 0.004 (0.039) 0.004
TAL21 0.015 0.004 (0.062) 0.005
LmrA 0.020 0.008 (0.038) 0.009
Table 2: Averaged fitting errors of the models within the 12-fold cross-validation.
Fitting Errorsa
Repressor Hill-function-based bin-dependent
TAL14 0.013 0.006
TAL21 0.017 0.009
LmrA 0.018 0.013
a See Appendix C in Supporting Information for the definition of fitting errors.
Figure 10: Testing errors of the best cross-validated models within each bin.
Hill-function-based models get large near bin 12 and bin 20 for all repressors. This signals that
there are patterns in the data that are not explained by the Hill-function-based models52. The
bin-dependent model produces larger errors for LmrA than for TALER repressors because there
are slight indications of a near-constant region at low plasmid numbers for LmrA (Figure 2). In
summary, all methods above render strong evidence that favors the bin-dependent model over
the Hill-function-based model.
Note, for high-plasmid-count subsets, our bin-dependent model assumes the log of the
maximal protein production rate is approximated as a linear function of the log of the transfec-
tion marker. Although the relationship is arguably better fit by other functions, our assumption
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Table 3: Averaged testing errors of the models within the 12-fold cross-validation.
Testing Errorsb
Repressor Hill-function-based bin-dependent
TAL14 0.014 0.007
TAL21 0.017 0.008
LmrA 0.019 0.013
b See Appendix C in Supporting Information for the definition of testing errors.
leads to a model with a good fit across the entire dataset, while only requiring one additional
parameter.
The bin-dependent model presented here establishes a framework for characterizing fun-
damental synthetic constructs quantitatively in TTMC. As we showed above, there are different
mechanisms that contribute to the saturation in protein production, a common phenomenon
in TTMC. The value of the bin-dependent model is its ability to describe the saturation effects
in FACs data accurately without addressing the specific mechanistic details. We can apply the
method presented here to similar FACs datasets to construct a characterized library of regula-
tory switches. The quantitative parameters of regulatory switches can then be used for con-
structing in silico models for the behaviors of more complicated circuits, such as feedback cir-
cuits. Accurate characterization of regulatory switches is a major first step towards improving
the predictions of circuit behaviors in TTMC.
Methods
Hill function
H(I )=

(1−γ) · 1
1+ ( Id )h +γ, if I is an inhibitor
(1−γ) ·
( I
d
)h
1+ ( Id )h +γ, if I is an activator.
(1)
where I is the concentration of the inhibitor/activator. H(I ) accounts for the fraction of the
promoter that is active. γ is the minimum fraction of the promoter that is active: if I is an
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inhibitor, γ is the fraction active given infinite abundance of I; if I is an activator, γ is the fraction
active in absence of I. h is the Hill coefficient, and d is the dissociation constant.
The Traditional Hill-Function-BasedModel26
d Ii
d t
=αi ·φ(t )−λI · Ii
dOi
d t
=β ·φ(t ) ·
(
Pi
P1
) f
·H(Ii )−λO ·Oi
φ(t )=
(
1
2
)b tT c
,
H(Ii )= (1−γ) · 1
1+
(
Ii
d
)h +γ
(2)
In Equation (2), i represents the i -th plasmid count bin. Ii and Oi are the average concen-
trations of the induced and the regulated proteins in the i -th bin. αi is the production rate of the
induced protein in the i -th bin αi is assumed time-invariant because I is induced by a constant
concentration of inducer. φ(t ) captures that the population-average plasmid counts decrease
due to cell division over time. T is length of the cell cycle; λI and λO are dilution/degradation
rates of I and O. β is the maximal average production rate of the regulated protein for cells in
the 1st bin, i.e, cells that have minimal plasmid counts P1. Pi is the mid-point of the i -th plas-
mid count bin. f maps the ratios of the concentrations of transfection markers to the ratios of
plasmid counts26.
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The Bin-DependentModel
d Ii
d t
=αi ·φ(t )−λ · Ii
dOi
d t
=

β ·φ(t ) ·
(
Pi
P1
) f
·
 1−γ
1+
(
Ii
d
)h +γ
−λ ·Oi , if i <= i ′
β ·φ(t ) ·
(
Pi ′
P1
) f
·
(
Pi
Pi ′
)g
· 1−γ
1+
(
Ii
d
)h +β ·φ(t ) ·
(
Pi
P1
) f
·γ−λ ·Oi , if i > i ′
(3)
φ(t )=
(
1
2
)b tT c
,
In Equation (3), i ′ is the bin that separates high plasmid copy number from the rest. For high
plasmid copy number, we assume the log of the plasmid copy number can be approximated as
a linear function of the log of the transfection marker, but with a flatter slope (Figure 2). The
rest of the notations follow Equation (2). We do not explicitly pull out the plasmid dependency
of αi because we simply fit a different value for each bin.
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