Real-time scene parsing through object detection running on an embedded device is very challenging, due to limited memory and computing power of embedded devices. To deal with these challenges, we redesign a lightweight network without notably reducing detection accuracy. Based on the Darknet-53, we use depth separable convolutions and pointwise group convolutions to reduce the parameter size of the network. A feature extraction backbone network with a parameter size of only 16 percent of darknet-53 is constructed. Meanwhile, in order to compensate for the degradation of accuracy, we have added a Multi-Scale Feature Pyramid Network based on a simple U-shaped structure to improve the performance of multi-scale object detection, which called it Mini-YOLOv3. It has smaller model size and fewer trainable parameters and floating point operations (FLOPs) in comparison of YOLOv3. We evaluate Mini-YOLOv3 on MS-COCO benchmark dataset; The parameter size of Mini-YOLOv3 is only 23% of YOLOv3 and achieves comparable detection accuracy as YOLOv3 but only requires 1/2 detect time, Specifically, Mini-YOLOv3 achieves mAP-50 of 52.1 at speed of 67 fps.
I. INTRODUCTION
With the rapid development of technologies such as smart phones, autopilot cars [1] , and drones [2] , more and more embedded devices have been endowed with computer vision function. For example, Autopilot technology require vehicles are able to sense environment, parse scene and react accordingly; Artificial Intelligence (AI) retouching and other functions in the smartphone need to accurately locate the object position in the image; Object detection might be the most common one that is adopted as a basic functional module for scene parsing in embedded applications, and hence it has been the area of increasing interest.
Object detection is a classic task in the field of computer vision. It is the basic premise for advanced visual tasks such as Video Content Recognition (VCR) and Image Understanding (IU) [3] . Some traditional object detection methods based on manual features have been gradually eliminated with the advent of neural networks because of their low accuracy The associate editor coordinating the review of this manuscript and approving it for publication was Jihwan P. Choi. and poor environmental adaptability [4] - [9] . Because of the growth of computing power and the dedicated deep learning chips and the availability of large-scale labelled samples (e.g., ImageNet [10] , [11] , PASCAL VOC [12] and MS-COCO [13] ), Convolutional Neural Network(CNN) has been extensively studied due to its fast, scalable and end to-end learning framework. Some object detection methods based on Region Proposal Networks (RPN) such as R-CNN [14] , Fast R-CNN [15] , Faster R-CNN [16] and Mask R-CNN [17] constantly update the highest accuracy of object detection. But in order to maintain high accuracy, these methods must rely on powerful GPU computing power. However, such improvement in accuracy with heavy computational cost may not be helpful to face the challenge in many real world applications that require real-time performance carried out in a computationally limited platform. In addition, with the latest advances in technologies such as autonomous driving, the ability of models to perform object detection in real time is also an essential factor. An efficient and fast object detector is key to the success of autonomous driving [18] , Augmented Reality (AR) devices [19] , and other smart device. Recently, some fast single-stage object detectors have been proposed, such as SSD [20] , DSSD [21] , YOLO series models [22] - [24] , RetinaNet [25] ,etc. Among them, YOLOv3 might be the most popular object detector in practical applications as the detection accuracy and speed are well balanced. Despite that, YOLOv3 still requires heavy computational cost and large run-time memory footprint to maintain good detection performance; it brings high computation overhead and power consumption to embedded devices. Only reducing the size of the model can run the object detection method on the embedded device. The YOLO series, SSD series and other networks have lightweight versions called YOLO-tiny [22] , YOLO-Lite [26] tiny SSD [27] , but the detection accuracy of the networks is greatly reduced. Therefore, how to reduce the model size and floating point operations (FLOPs) without notably reducing detection accuracy becomes an urgent problem to be solved when deploying object detectors on embedded device. The most popular method is to reduce the parameters and model size of the network by redesigning a more efficient network. For example, SqueezeNet [28] , MobileNet [29] , ShffuleNet [30] , etc., these methods can maintain detection accuracy to a great context with significantly reduces the model size and floating point operations (FLOPs).
Based on YOLOv3, we have redesigned a lightweight network structure without notably reducing detection accuracy. A feature extraction backbone network with a parameter size of only 16 percent of darknet-53 is constructed. Meanwhile, in order to compensate for the degradation of accuracy, we have added a Multi-Scale Feature Pyramid network based on a simple U-shaped structure to improve the performance of multi-scale object detection, which we called it Mini-YOLOv3. It has smaller model size and fewer trainable parameters and floating point operations (FLOPs) in comparison of original YOLOv3. We evaluate Mini-YOLOv3 on MS-COCO benchmark dataset; It is worth noting that Mini-YOLOv3 achieves ∼77.6% decrease of FLOPs, ∼76.7% decline of parameter size and comparable detection accuracy as YOLOv3. Specifically, Mini-YOLOv3 achieves mAP-50 of 52.1 at speed of 67 fps.
II. RELATED WORK
YOLOv3 [24] is an object detector proposed by Joseph et al., and it takes the detection procedure as a regression task. This method increases the speed of detection and accepts input pictures of different sizes. YOLOv3 use Darknet-53 [24] for performing feature extraction. Darknet-53 [24] is much more powerful than Darknet-19 [22] but still more efficient than ResNet-101 [31] or ResNet-152 [31] . YOLOv3 uses multiscale prediction, which means it is detected on multiple scale feature maps. For this reason, the accuracy of target detection is improved. Its structure detail is shown in Figure 2 .
YOLOv3 testing process is as follows:
Step1. Input the image and scale the image to the standard size. Step2. Divide the input image into 13 * 13, 26 * 26 52 * 52 grids of three scales. If the center point of an object falls in the grid unit, the grid unit predicts the object. Step3. Using k-means clustering to determine our bounding box priors on each grid unit. There are three clusters on each grid unit. Because of the three scales, there are a total of 9 clusters per grid unit. Step4. Input the image into the network for feature extraction. The model first produces a feature map of 13 * 13 on a small scale. Step5. The 13 * 13 small-scale feature map is first subjected to convolutional set and 2 times upsampling, and then connected to the 26 * 26 feature map and output the prediction result. Step6. the 26 * 26 feature map output by step5 is subjected to convolutional set and 2 times upsampling, then connected to the 52 * 52 feature map and output the prediction result. Step7. Fusion of features from three scale predictive outputs, Afterward, using a probability score as a threshold to filter out most anchors with low scores. Then using Non Maximum Suppression (NMS) [32] for post-processing, leaving more accurate boxes. YOLO v3 can achieve real-time detection on the high performance computer by means of the powerful computing capability of the GPU. Because the performance of embedded devices is far less than that of high Performance Computer, it is often impossible to achieve real-time applications.
III. MINI-YOLOv3
We have redesigned the lightweight backbone network to increase the speed of detection. Considering that the reduction of the backbone network layer has a negative impact on accuracy, as a complement, we propose a Multi-Scale Feature Pyramid Network (MSFPN) to enhance the feature extraction capabilities. Its detail is shown in Figure 3 .
Our method uses the backbone and the MSFPN to extract features from the input image, and then produces predicts bounding boxes based on the learned features, followed by the Non-Maximum Suppression (NMS) to produce the results. For the MSFPN, there are three modules, the Concat module responsible for connecting each feature of backbone network, the Encoder-Decoder module responsible for generating multi-scale features, and the Feature Fusion module responsible for aggregating features. Below we will detail the various modules of the network.
A. BACKBONE
In order to improve the speed of the method, we decided to simplify the network. We try to improve the efficiency of the convolutional by using square connections. First, we define the unit of the network:
We changed the standard convolution to depthwise separable convolutions according to Google ''Xception'' [33] . It is a form of factorized convolutions that factorize a standard convolution into two layers; the first layer is a depthwise convolution [29] . The depthwise convolution applies a single filter to each input channel. The second layer is a 1 × 1 convolution called a pointwise convolution [34] . The pointwise convolution then applies a 1 × 1 convolution to combine the outputs the depthwise convolution. The depthwise separable convolution splits this into two layers, a separate layer for filtering and a separate layer for combining. This factorization has the effect of drastically reducing computation and model size. We can see that by the following. First, we define the number of input channels M, the number of output channels N the kernel size D K ×D K and the feature map size D F ×D F .
Standard convolutions have the computational cost of:
Depthwise separable convolutions cost:
which is the sum of the depthwise and 1 × 1 pointwise convolution. By expressing convolution as a two-step process of filtering and combining, we get a reduction in computation of:
It can be seen that the calculation by the depth separable convolution is 1
of the ordinary convolution. After that, we use the shortcut connection as shown in Figure 4 (c). Because Resnet and Densenet have adopted residual representations and shortcut connection, and fully proved the effectiveness [31] , [35] . In Resnet, each residual uses a stack of 3 layers. The three layers are 1 × 1, 3 × 3, and 1 × 1 convolutions, where the 1 × 1 layers are responsible for reducing and then increasing (restoring) dimensions, leaving the 3 × 3 layer a bottleneck with smaller input/output dimensions. Considering that we use depthwise convolution, if we first reduce the dimension and then increase (restore) the dimension, it will greatly weaken the expression ability of the model. Therefore, we adopt the opposite strategy. We define C i as the input channel and define C i as the output channel. We use 1 × 1 convolution to increase to t * C i (t = 4 in the experiment), and then reduce the dimension to C i , leaving the 3 × 3 layer an inverted bottleneck with larger input/output dimensions.
However, the calculation of pointwise convolution generated by the above operation is huge. So we use 1x1 pointwise group convolution (in experiment, group parameter g = 4) [30] . However, it also brings an obvious problem: As shown in Figure 5 (a): if multiple group convolutions stack together, outputs from a certain channel are only derived from a small fraction of input channels. We added Channel Shuffle after 1 pointwise group convolutions. The purpose of shuffle operation is to enable cross-group information flow for multiple group convolution layers as shown in Figure 5 (b). So our network unit is shown in Figure 4(d) . Figure 4 (e) is the down-sampling layer. We use the depthwise separable convolution of stride = 2 for down-sampling, without the short cut connecting the input and output features.
We redesigned our backbone network base on Darknet-53. The network structure is shown in table I. Our network consists of the network unit shown in Figure 4 (d) (e), except that the first and last layers of the network are standard convolutions.
B. MULTI-SCALE FEATURE PYRAMID NETWORK
The purpose of the Multi-Scale Feature Pyramid Network is to strengthen the features of the backbone network and generate a more efficient multi-scale feature pyramid. Concat model fuses three feature maps of the backbone to generate the base feature. Encoder-Decoder generates a group of multi-scale features, Feature Fusion model aggregates three feature maps of the backbone and the group of multi-scale features into a feature pyramid. Below we describe the three modules in detail.
1) CONCAT MODULE
Concat model fuse features from three different levels in backbone, which are crucial to constructing the final feature pyramid. The input to the Concat module is the three feature maps from the backbone network, and we upsample them to rescale the depth features to the same scale before concatenating. Its structural details are shown in Figure 6 .
2) ENCODER-DECODER MODULE
The role of the Encoder-Decoder is to generate feature maps with three scales. Its structure is shown in Figure 8 . We built a thin U-shape to construct the Encoder-Decoder. In the encoder, in order to generate reference-set of feature maps, we use a series of 3 × 3 convolutional layers with stride 2 to downsample the input feature map. The decoder is a series of 3 × 3 convolutional layers with stride 1. Of course, there are upsample and elementwise sum operation. Finally, we add a 1 × 1 convolutional layer at the branch to enhance the feature representation and keep feature smoothness [35] .
3) FEATURE FUSION MODULE
Feature Fusion module aims to aggregate the multiscale features generated by Encoder-Decoder and the features f 1 , f 2 , f 3 (Marked in Figure 6 ) from three different levels in backbone into a feature pyramid as shown in Figure 7 ; The first stage of Feature fusion module is to concatenate the multiscale features generated by Encoder-Decoder and f 1 , f 2 , f 3 with equivalent scales along channel dimension. It can be presented as U = [U 1 U 2 . . . U i ], Then We introduce a channel-wise attention module, using SE attention to aggregate features in an adaptive way [36] . The structural details are shown in Figure 7 .
In SE, we first embed the global information, that is, we adopt the Global Average Pooling for feature blocks after fusion to squeeze global spatial information into a channel descriptor. As in the Squeeze in Figure 8 . We definez ∈ R C , where z is generated by shrinking U through spatial dimensions H × W , the c-th element of z is calculated by:
To make use of the information aggregated in the squeeze operation, we follow it with a second operation, which aims to fully capture channel-wise dependencies, called excitation:
where σ refers to ReLU function, δ refers to sigmoid function,
r is reduction ratio, The final output of the block is obtained by rescaling the transformation output U with the activations:
where X is the final output of the SE block, F scale (U c i , s c ) refers to the multi-scale feature pyramid, each of the features is enhanced or weakened by SE module.
C. LOSS FUNCTION
As with YOLOv3, multi-part loss function is shown in Equation (7): denotes if object appears in cell i and 1 obj ij denotes that the j-th bounding box predictor in cell i is ''responsible'' for that prediction. λ coord and λ noobj are parameters that control the stability of the training.
IV. EXPERIMENT
In this section, our backbone network is pre-trained on the ImageNet 2012 dataset, and then the entire network is trained on the MS-COCO training set and performed on the MS-COCO test-dev set. In the experiment, we set the parameter g in all pointwise group convolutions to 4, in the SE block, the reduction ratio is set to 16, as for the input size, we can follow the original YOLOv3, that is, 320 × 320, 416 × 416, 608 × 608. Using k-means clustering to determine 9 bounding box priors on each grid unit. Finally, we use the soft-NMS with a linear kernel for post processing at the end of the network, leaving more accurate boxes.
A. EXPERIMENTS ON BENCHMARK
In Table II , we compare Mini-YOLOv3 to state-of-art detectors on MS-COCO test-dev. The information involved includes the test results, the backbone network and the detection time. As can be seen from table 2, 1-stage object detector is significantly faster than the two-stage detector. It is worth noting that the speed of Mini-YOLOv3 is 1/2 of that of YOLOv3 416 [24] , although the accuracy is slightly reduced. We consider that the main reason why the accuracy can be maintained is MSRPN. Some existing feature pyramids are simply constructed from the layers of the backbone designed for object classification task. However, in MSRPN, we first use Concat model to fuse three feature maps of the backbone, and then feed it into Encoder-Decoder module and Feature Fusion module to extract multi scale features. The feature map generated in MSRPN is more representative. Obviously, the speed of SSD300 [20] , RefineDet320 [25] , YOLOv2 [23] can be comparable to Mini-YOLOv3 but the accuracy is lower. Although Mask R-CNN [17] , Cascade R-CNN [37] , Corner Net [38] , etc. have higher precision than Mini-YOLOv3, Mini-YOLOv3 has a speed of 20.3×, 9.4×, 15.2× compared to them. Some qualitative examples of our object detection results on MS-COCO data set are shown in Figure 10 .
B. MODEL ANALYSIS
Mini-YOLOv3 is a lightweight version of YOLOv3. Similarly, with the birth of YOLOv3, there is also a lightweight version called YOLOv3-tiny [25] , It is a tiny version of YOLOv3, and is much faster but less accurate. We compare the detection performance of the above three models on MS-COCO dataset in Figure 1 and Figure 9 . As shown in Figure 1 and Figure 9 , YOLOv3 achieves the best detection results but requires the most FLOPs in the meantime. In contrast, Mini-YOLOv3 with little more parameters than YOLOv3-tiny is able to obtain suboptimal detection results that are comparable with YOLOv3. Obviously, Mini-YOLOv3 is much better than YOLOv3-tiny in detection accuracy. Such results imply that Mini-YOLOv3 is very competitive in embedded applications.
C. ABLATION STUDY
Since our network is made up of multiple modules, and the backbone network is also composed of multiple operations, so we need to verify its effectiveness for the final performance. Since the MS-COCO test dev contains too much data, our ablation studies were carried out in the MS-COCO val set.
1) POINTWISE GROUP CONVOLUTION
As can be seen from the first and third rows of table III, thanks to pointwise group convolution with channel Shuffle, all results have been improved. In the experiment, we tried to change the value of g to observe its effect on the result. If the group number equals 1, no pointwise group convolution is involved. From Table IV , we see that models with group convolutions (g > 1) consistently perform better than the counterparts without pointwise group convolutions (g = 1). And when g = 4, get the peak AP = 30.4
2) CHANNEL SHUFFLE
The purpose of shuffle operation is to enable cross-group information flow for multiple group convolution layers.
The second and third rows of Table III compare the performance of Mini-YOLOv3 with/without channel shuffle. It is obvious that channel shuffle consistently boosts the result.
3) CONCAT MODULE
In order to verify that the Concat module has a positive impact on the result of the model, we compare the performance of Mini-YOLOv3 with/without Concat module. On the one hand, we do not use the Concat module, directly input the last layer network feature map into the Encoder-Decoder module; On the other hand, we use Concat to fuse the feature maps of the three different depths of the backbone network and then pass them to the Encoder-Decoder. Through the third and fourth rows of table III, we observe a noticeable AP gain from 25.9 to 27.1.
4) ENCODER-DECODER
The role of the Encoder-Decoder module is to generate multi-scale features. In order to verify the effectiveness of the Encoder-Decoder module, we compare the performance of Mini-YOLOv3 with/without Encoder-Decoder. First, we send the three feature maps generated by the backbone network directly to the Feature Fusion module. Second, as for the Encoder-Decoder module, we still use the multi-scale feature map generated by it. Then the performance has improved compared with the last operation, shown in the fourth and fifth rows in Table III .
5) FEATURE FUSION MODULE
As shown in the fifth and sixth rows in Table III , When the Feature Fusion module was added, all boxes including small, medium and large become more accurate.
V. CONCLUSION
In this work, we propose a lightweight object detection method called Mini-YOLOv3. First, for the backbone, based on the Darknet-53, we use depth separable convolutions and pointwise group convolutions to reduce the parameter size of the network. We continue to adopt the residual structure, and adopt the method of first reducing the dimension and then increasing (restoring) the dimension. To suppress the boundary effect of pointwise group convolution, we add channel shuffle. We constructed a backbone network with a parameter size of only 16 percent of darknet53. Then we propose a Multi-Scale Feature Pyramid Network (MSFPN). In MSFPN, Concat model fuses three feature maps of the backbone to generate the base feature. Encoder-Decoder generates a group of multi-scale features, Feature Fusion model aggregates three feature maps of the backbone and the group of multi-scale features into a feature pyramid, called the Fusion Feature Pyramid feature, and we added a channel-wise attention module to aggregate features. Finally, we test Mini-YOLOv3 on the MS-COCO dataset. Mini-YOLOv3 achieves comparable detection accuracy as YOLOv3 but only requires 1/2 detect time, Specifically, on MS-COCO benchmark, Mini-YOLOv3 achieves mAP-50 of 52.1 and AP: 0.5: 0.95 of 29.8 at speed of 67 fps. Such performance is very competitive in embedded applications. RUI-SHENG JIA is currently a Full Professor with the College of Computer Science and Engineering, Shandong University of Science and Technology, China. He has more than 30 firstauthor publications and has more than 25 coauthor publications. His current research interest includes artificial intelligence, big data processing, information fusion, microseismic monitoring, and inversion.
