This paper is concerned with the study of square boolean synchronous four-neighbor peripheral cellular automata. It is first shown that, due to conjugation and plane reflection symmetry transformations, the number of dynamically nonequivalent such automata is equal to 4 856. The cellular automata for which the homogeneous final states play a significant role are then identified. Finally, it is shown that, contrary to what happens in the case of one-dimensional boolean three-neighbor cellular automata, for some peripheral automata there is coexistence between a homogeneous final state and other dynamics.
Introduction
Despite their simple basic components, cellular automata can exhibit a variety of complex dynamical behavior. This became apparent with the pioneering work of Stephen Wolfram, who, around 1980 , made extensive simulations with one-dimensional boolean three-neighbor cellular automata, usually known as elementary cellular automata (ECA). Since then, many studies of more complicated cellular automata are still concerned with fitting their time evolution into one of the typical behaviors known for the simplest 1D situation. However, it is our belief that the complexity of one-dimensional and higher dimensional automata can differ significantly, and that it is worth investigating the dynamics of 2D cellular automata searching for some kind of behavior not yet seen with line lattices.
The present work is concerned with the study of a special class of 2D automata: square boolean fourneighbor cellular automata. It is shown that, due to the plane reflection symmetry transformations, the number of dynamically nonequivalent rules for this type of automata is "sufficiently small" to enable a detailed study of all of them. In particular, we are able to identify all the cellular automata of this type for which homogeneous configurations play a significant role. Moreover, our computational experiments show that some of these cellular automata have a singular characteristic: they exhibit coexistence between a homogeneous final state and other dynamics.
Two-dimensional boolean four-neighbor cellular automata
We consider finite n × m boolean synchronous cellular automata with a peripheral neighborhood, i.e. automata in which the state of a cell at time t + 1 depends on the states of its four closest neighbors at the previous time t. If we denote by
the system state configuration at time t, then the state of the site (i, j) at time t + 1, a i,j (t + 1), is a boolean function φ (the so-called local update rule) of four variables:
Also, we prescribe periodic boundary conditions when updating the cells at the boundaries of the rectangle. Each configuration is, in this case, a n × m binary matrix. If we denote by Σ the set of all such configurations, formula (2) defines the so-called global transition function Φ : Σ → Σ.
Following [Wolfram, 1984b] , we can associate a code number with each cellular automaton. First, we fix the following order for the 16 different possible neighborhoods, with light gray meaning 0 and black meaning 1:
With this ordering of the different possible neighborhoods, we then associate, to each boolean function φ, the integer number N (φ) given by:
In what follows, we will indistinctly refer to a cellular automaton by the associated boolean function φ, the global function Φ, or the integer code N (φ).
Dynamically equivalent cellular automata
The characterization of the time evolution of a cellular automaton must be independent of the chosen color scheme and point of view; hence, one can introduce some basic transformations between configurations and declare as dynamically equivalent those cellular automata that preserve these transformations. In the case of one-dimensional ECA, these transformations can be a conjugacy, a left-right reflection or the composition of both. The use of these transformations allows us to consider only 88 dynamically nonequivalent rules, instead of the total number of 256 different rules; see [Walker & Aadryan, 1971] , [Li & Packard, 1990] , [Wuensche & Lesser, 1992] , [Chua et al., 2004 [Chua et al., , 2005 , [Chua et al., 2007] , and . In the plane case we are studying here, there are other transformations to be taken into account: besides the conjugacy and the left-right reflection, we also have an up-down reflection and, for square lattices, a diagonal reflection may also be added. Naturally, we also have to consider all the possible compositions of any of these transformations.
In what follows, we restrict our study to square n × n cellular automata.
Definition 3.1. We say that two configurations A and A are conjugate, and write A ∼ c A , if a i,j =ā i,j , for i, j = 1, . . . , n, with0 = 1 and1 = 0 the usual conjugacy boolean operation.
Next, we introduce the basic plane symmetry transformations.
Definition 3.2. Given two configurations A and A :
• we say that they are left-right symmetric, and write A ∼ lr A , if a i,j = a n+1−i,j , for i, j = 1, . . . , n;
• we say that they are up-down symmetric, and write A ∼ ud A , if a i,j = a i,n+1−j , for i, j = 1, . . . , n;
• we say that they are diagonal symmetric, and write A ∼ d A , if a i,j = a j,i , for i, j = 1, . . . , n.
It should be noted that there is no need to consider the anti-diagonal symmetry transformation since it can be obtained as a composition of the other three.
Definition 3.3. Given two cellular automata, φ and φ , we say that they are conjugate equivalent, and write φ ∼ c φ , if, for any two conjugate configurations A ∼ c A , we have Φ(A) ∼ c Φ (A ).
Definition 3.4. Given two cellular automata, φ and φ :
• we say that they are left-right equivalent, and write φ ∼ lr φ if, given any two left-right symmetric configurations A ∼ lr A , we have Φ(A) ∼ lr Φ (A ); • we say that they are up-down equivalent, and write φ ∼ ud φ if, given any two up-down symmetric configurations A ∼ ud A , we have Φ(A) ∼ ud Φ (A ); • we say that they are diagonal equivalent, and write φ ∼ d φ if, given any two diagonal symmetric configurations
In what follows, given two cellular automata, φ and φ , we consider the binary representation of their integer codes,
The following four propositions characterize the above basic equivalences of cellular automata in terms of the binary representation of their integer codes. Since the proofs of the propositions are all very similar, we will only present in detail the proof of the last one. 
Proposition 3. Two cellular automata, φ and φ , are up-down equivalent, φ ∼ ud φ , if and only if the digits b i and b i in the binary representation of their integer codes satisfy
Proposition 4. Two cellular automata, φ and φ , are diagonal equivalent, φ ∼ d φ , if and only if the digits b i and b i in the binary representation of their integer codes satisfy
Proof. Let A = (a i,j ) and A = (a i,j ) be two diagonally equivalent configurations, i.e., a i,j = a j,i , and consider their images by the automata Φ and Φ , respectively,Ã = Φ(A) = (ã i,j ) andÃ = Φ (A ) = (ã i,j ). If the automata are diagonally equivalent, thenÃ ∼ dÃ , i.e. we must haveã i,j =ã j,i . But,
Hence, if the automata φ and φ are diagonally equivalent, we must have
From (4), it follows that: 
Conversely, if the digits b i and b i satisfy the relations (5), then relation (4) holds and this, in turn, is all we need to conclude thatã i,j =ã j,i , i.e. that the automata are equivalent.
Definition 3.5. Given two cellular automata, φ and φ , we say that they are dynamically equivalent if, given any two configurations A and A such that A is obtained from A by a successive application of any number of the four basic transformations then, Φ(A) and Φ (A ) are related by exactly the same transformations.
The following result is important because it identifies, which, among all different compositions of the four referred basic transformations, are different. For simplicity, we introduce the notation x · y to denote the successive application of any basic transformations ∼ x , ∼ y .
Proposition 5. There are 15 different dynamical equivalences between cellular automata, which can be written as follows:
Proof. By using Propositions 1-4, one can easily verify that each of the basic transformations is its own inverse:
where id denotes the identity transformation, and also that the following identities hold:
It follows from (8) that any composition x 1 · x 2 · . . . · x p with x i ∈ {c, lr, ud, d} can be rearranged in the form
, with p i ≥ 0 and p 1 + p 2 + p 3 + p 4 = p. With the use of (7), it becomes clear that x 1 · x 2 · . . . · x p is equal to one of the transformations listed in (6). Finally, it is a trivial exercise to show that these transformations are, indeed, different; see, e.g. the example below. By applying the 15 equivalence transformations referred to in Proposition 5 to the 65 536 different automata, we obtained the dynamically nonequivalent cellular automata rules 1 . As a result of these computations, we can state the following result: Theorem 1. There are 4 856 dynamically nonequivalent square boolean synchronous peripheral cellular automata.
We claim that the number 4 856 is sufficiently small to allow a detailed study of the dynamics of these automata, in a manner similar to what was done for the case of ECA. Moreover, this is almost surely the only family of two-dimensional cellular automata that we may still be able to investigate explicitly. Note that, according to Proposition 5, the number of nonequivalent 2D five-neighbor boolean cellular automata is, already, at least 286 331 153.
Next, we will identify the cellular automata for which a homogeneous configuration is dynamically relevant.
Class-1 homogeneous cellular automata
In 1984, Wolfram [Wolfram, 1984a] proposed a classification of one-dimensional boolean three-neighbor cellular automata into four different classes, based on the analysis of the behavior of patterns generated by their time evolution. Although this classification was given for a particular type of system, it became widely accepted also for more general cellular automata. The first class identified by Wolfram corresponds to the following behavior: starting from typical initial configurations, the cellular automaton evolves to homogeneous final states [Packard & Wolfram, 1985] , where these final states can be either a fixed point, a pair of fixed points, or a 2-cycle. Since, for any automaton, one of the three situations cited above is always an attractor, the key point here is the starting from typical initial conditions: class-1 cellular automata are those rules for which the relative size of the set of configurations leading to the homogeneous final state, i.e. the relative size of the basin of attraction of the homogeneous final state, tends to 1 as the number of sites of the system increases. Our computational experiments indicate that of the 2D square boolean synchronous peripheral cellular automata with periodic boundary conditions studied in this paper, 353 correspond to class-1 dynamics.
First, we list the cellular automata codes corresponding to a fixed point homogeneous final state: Next, we list the cellular automata codes for which there is coexistence of two fixed points as homogeneous final states: Finally, we list the cellular automata codes corresponding to a 2-cycle homogeneous final state: It should be mentioned that, although belonging to the same class, some of these automata show a linear growing process of their basin of attraction of the homogeneous final state, in contrast with the exponential growth behavior displayed by all the elementary cellular automata. We now describe the computational procedure used to obtain all the results that follow. Given an automaton, we denote by B h the basin of attraction of its homogeneous final state and by %B h the relative size of B h . To obtain a first approximation, M h , to the length of B h , we used 2 000 random initial configurations and computed the maximum of the transient times of all of those configurations that led to the homogeneous final state; in this computation, we allowed the system to evolve for a time much larger than M h ; then, using 12 000 random initial configurations, we estimated %B h from the number of initial configurations that, for a time t = 1.2 M h , reached the homogeneous final state. 
Coexistence of dynamics
Although relevant for any computational simulation, the linear growth of the importance of the homogeneous final state with the size of the system still satisfies the original idea that defined automata of class-1. Yet, we found cellular automata for which coexistence between a homogeneous final state and other dynamics is intrinsic to the system, in the sense that, no matter how large we choose the number of their elements to be, there is always coexistence of dynamics. Other computational experiments led us to conclude that there exist six square boolean peripheral cellular automata with periodic boundary conditions for which the relative size of the basin of attraction of the homogeneous final state remains constant. Their codes are given in the following table. It is worth noticing that, of the listed six rules showing coexistence of dynamics, the first three have a 2-cycle as homogeneous final state, while the other three have a pair of fixed points as homogeneous final states.
Conclusions
The possibility to do a detailed analysis of a family of cellular automata, as Wolfram did for the ECA, gives us a global perception of the diversity of its dynamics. However, for more complicated systems than the ones considered by Wolfram, the attempt to systematically scrutinize all the dynamics has obvious computational difficulties, due to the exponential growth of the number of elements of the family. We have shown that, due to plane symmetry transformations, the family of 2D square boolean peripheral automata has only 4 856 dynamically nonequivalent rules. Since there are a total of 65 536 different rules, this implies a saving of nearly 93% of computer time. This reasonable number of rules enabled us to analyze all of them in order to identify which ones are of class-1. We also showed that there are systems for which the relative size of the basin of attraction of the homogeneous final state does not depend on the number of sites of the system. This is a very surprising result, not seen for the ECA case nor, as far as we are aware, referred to for other systems and gives us the conviction that this family of automata deserves further investigation.
