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ABSTRACT
The growth of plasma applications in industrial and scientific settings has led to the
need for consistent computational plasma models. The multi-scale, highly nonlinear physics
involved in plasma processes creates a challenging environment for computational mod-
elling. Different combinations of assumptions and approximations are utilized to ease the
computational burden associated with plasma fluid models.
The goal of this research work is to document and describe in detail the theory, numerical
modelling and results of two separate projects in plasma modelling. The first project is
a multi-species one-dimensional model of ablating carbon arc discharge, namely for the
synthesis of carbon nanotubes. It focuses on the development of chemical and physical
models, as well as the derivation of multiple governing equations and boundary conditions
used. Governing equations are solved for eleven species, and the chemical composition of the
arc is dynamically updated. Multiple parameters are varied and benchmarked against each
other. Numerical results are presented from published work and compared to experimental
results, with which they have shown good agreement.
The second project describes the development of numericalmethods for a one-dimensional
non-neutral drift-diffusion plasma model for Hall-effect thrusters. The overarching purpose
of the project is to investigate the anomalous electron transport observed in experiments, yet
to be captured by numerical models, by removing general assumptions one step at a time.
The end goal is to have a simulation that does not rely on artificially introducing the empirical
anomalous transport coefficient to achieve levels of electron mobility observed in experimen-
tal setups. This project removes the quasi-neutral assumption and solves for the electrons
as a separate species, utilizing the drift-diffusion model. It focuses on the implementation
of several numerical schemes that are developed to help alleviate the severe timestep size
restrictions associated with non-neutral plasma models. Results are compared with results
from neutral simulations as well as other non-neutral models in development.
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1. INTRODUCTION: LOW TEMPERATURE PLASMAS
This work presents two low temperature plasma (LTP) projects that were developed over
the past two years. The first project is of an ablating carbon arc discharge model that solves
the governing equations for multiple species simultaneously and self-consistently resolves
the plasma chemistry. The second project is of a non-neutral drift-diffusion Hall effect
thruster simulation that solves the governing equations for electrons and ions using Hall
thruster operating parameters. The two parts are treated separately, and are, for the most part,
independent of each other.
The arc discharge portion of the research work focuses on theoretical physical and chemi-
cal models, developed and discussed in detail. Inter-species interactions and heat and current
balances at the boundaries are the main scope of the study. Qualitative comparison to em-
pirical data shows good agreement between the model and experimental results. While the
research work simulates carbon arc discharge for carbon nanotube synthesis, the synthesis
itself is not considered a part of the study. While emphasis is placed on the carbon deposit
from which nanotubes are extracted, the model does not delve into the particular production
of fullerenes.
The Hall effect thruster portion of the research work focuses on the development of
numerical models that simulate the operation of a Hall thruster using a non-neutral drift-
diffusion model. Methods are developed to resolve issues involved with timestep limitations
of non-neutral plasma models. Comparisons are made between the model and a similar
quasineutral model, and the effects of plasma non-neutrality are discussed.
Bothmodels utilize the fluid approach to solve formacroscopic quantities that characterize
the plasma. In the fluid description, the plasma is considered collisional due to a high
background pressure, high densities, or both. It is advantageous to use the fluid approach
when possible because it is a lot less computationally expensive than its particle counterpart.
The models presented are considered collisional, and the fluid formulation is used to limit
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the computational costs.
Plasma is generally regarded as the fourth state of matter, and it constitutes over 99.9
percent of the universe [5]. It can be characterized by the dissociation of neutral atoms into
charged species (e.g. positive ions and negative electrons), forming an electrified, current
carrying gas. Plasma is defined as a quasineutral gas of charged and neutral particles which
exhibits collective behavior [5]. The plasma behaves collectively because local conditions
and properties are affected by fringe sections of the plasma. One of the defining properties
of plasmas is the phenomenon known as Debye shielding. Plasma particles are shielded by
each other from electromagnetic fields imposed on them. Despite each particle having its
own charge, in a pool of particles, same charges repel each other, creating localities that are
relatively of the opposite charge. This leads to the particles’ electric fields being negated,
and leads to the screening effect known as Debye shielding. This is largely due to the high
conductivity of plasma allowing for electric currents to flow through freely [6]. The length at
which charged particles screen out external fields is known as the Debye length. If and when
the Debye length is much smaller than the physical scale of the plasma, the local shielding of
external electric fields causes the ion and electron densities to be approximately equal; this
condition is referred to as quasineutrality. Plasma is quasineutral throughout a volume of
ionized gas except near the boundaries, such as close to walls [7].
Different classes of plasma are generally characterized by n, the plasma number density,
and Te, the electron temperature, which directly depends on the electron energy. Both
parameters vary widely: the density can be as low as 105 m−3 in interstellar medium [8]
and as high as 1026 m−3 in laser plasmas [9], whereas the temperature can range from sub-1
electron-Volt (eV) for interstellar plasma up to tens of thousands of eV in thermonuclear
plasmas [9, 10]. Nevertheless, the same set of equations can sufficiently describe any plasma,
since only classical laws of physics are needed [5].
A significant sub-category of plasmas is low temperature plasma (LTP), which includes
many of the industrial applications of plasma, such as gas discharges, arc welding, electric
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propulsion, plasma-assisted combustion and many more [11]. LTPs are characterized by
electron energies on the order of a few eV up to 10 eV, which is on the order of 100,000 K,
with a relatively low ionization degree, such that the plasma is said to be partially ionized,
although in some instances, the ionization degree can be high and the plasma is fully ionized
[5, 11]. Other characterizations of LTPs include whether or not they operate in thermal
equilibrium, such that the electron and ion temperatures are close or equal, although in most
situations that is not the case [11].
Even within LTPs, scales vary drastically, with pressures spanning nine orders of magni-
tude in range [12], and spatial scales varying over a similar range [13]. Temporal scales can
vary over up to twelve orders of magnitudes, from picoseconds to several minutes [13]. The
wide range of spatial and temporal scales involved in LTP operation regimes creates chal-
lenges when it comes to the creation of computational models for LTPs. The highly coupled
and nonlinear physics involved in the operation of LTPs further increases the challenges of
creating computational models. However, over the past three decades, with the increase of
computational power, effective modelling techniques have allowed for more robust models
that have expanded plasma physics [11].
Our understanding of plasma processes is continuously being reinforced by numerical
models. Plasma models are typically divided into kinetic models, fluid models, and hybrid
kinetic models, with each having advantages, disadvantages, and applicable regimes [14].
All three modelling techniques share the same underlying fundamental physical laws, which
are based on gas kinetic equations, namely the Boltzmann and the Vlasov equations [15, 16].
In the regime of LTPs, the plasma is considered highly collisional, and a fluid description
can sufficiently model the physics, with some exceptions, such as in sheaths. This section
will describe and formulate some of the fundamental governing equations applicable to the
fluid description of plasmas.
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2. BOLTZMANN EQUATION
The macroscopic behavior of gases can be captured from the microscopic behavior of
their particles using the Boltzmann equation [17]. The derivation in the following section is
largely based on the derivations from Refs. [17], [18] and [19], with collisional quantities
being from Ref. [20]. The derivation of the equation begins by defining the distribution
function:
f (x, v, t)d3xd3v,
where f is the distribution function, dependent on the position x, the velocity v, and the
time t. The distribution function corresponds to the number of particles present at time
t in infinitesimal volume d3x around point x, within an infinitesimal velocity interval d3v
around velocity v. The probability of a particle being within a spatial and velocity interval
corresponds to the integration of the distribution function over that interval.
The evolution of the distribution function over time can be written in the general form of:
df
dt
=
(
∂ f
∂t
)
diffusion
+
(
∂ f
∂t
)
external
+
(
∂ f
∂t
)
collision
, (2.1)
where the diffusion term corresponds to the diffusive evolution of the particle distribution;
the external term corresponds to forces exerted on the particles externally; and the collision
term corresponds to inter-particle interactions through collisions. It can be inferred that the
change in the total number of particles in an element over time can be written as:
∂ f
∂t
d3vd3x, (2.2)
as long as the the location and shape of the element does not change over time.
The diffusion term describes the evolution of particles with velocity v leaving the in-
finitesimal space d3x over time t. The number flux of the molecules moving across surface
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element dS can be written as:
f (x, v, t)d3v(v · erdS),
where er is the unit vector normal to surface dS, pointing out of the volume d3x. Integrating
over surface dS gives the total number flux through the surface, and using Gauss-divergence
theorem, the volume integral form of the flux becomes:
−
∫
x
∇ · ( f v)d(d3x)d3v,
which can be integrated over the volume, becoming −∇ · ( f v)d3xd3v. The velocity v is
assumed to be constant over the volume, and so ∇ · v = 0. The diffusive term in Eq. (2.1)
thus becomes:
− v · ∇ f d3vd3x. (2.3)
By identifying that the external term of Eq. (2.1) corresponds to the particles that have gained
velocity d3v when exerted upon by external force F, a similar derivation to the one done for
the diffusive term leads to the expression for the external force term:
− F
m
· ∇v f d3vd3x, (2.4)
wherem is the particle mass, and ∇v is the gradient of the distribution function in the velocity
space. The collisional term of Eq. (2.1) will be denoted by C( f )d3vd3x, which is the
collision operator over the space and velocity space, and is a function of the distribution
function. Combining Eqs. (2.1)-(2.4) with the collision operator, and cancelling d3vd3x
yields:
∂ f
∂t
+ v · ∇ f + F
m
· ∇v f = C( f ), (2.5)
which is the Boltzmann equation, accounting for collisions and external forces.
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2.1 Moments of the Boltzmann Equation
When describing plasma as a fluid, macroscopic quantities are used to characterize the
plasma, and these quantities come directly from the distribution function. By taking the
velocity moments of the distribution function, the number density n, the bulk velocity u, and
the mean energy ε can all be defined as follows:
n(x, t) =
∫
v
f d3v,
u = 〈v〉 = 1
n
∫
v
v f d3v,
ε =
m
2
〈 |v|2〉 = m
2n
∫
v
|v|2 f d3v,
where the triangular brackets indicate the macroscopic average of the quantity. It is important
to distinguish between the particle velocity v and the bulk velocity u: the particle velocity is
the sum of the mean velocity and the random velocity of particles.
Assuming that the only external influences are due to electromagnetic fields, since gravity
can be considered negligible, the Boltzmann equation (Eq. (2.5)) can be written as:
∂ f
∂t
+ v · ∇ f + q
m
(E + v × B) · ∇v f = C( f ), (2.6)
where E is the electric field, B is the magnetic field, and q is the charge. By taking the
moments of Eq. (2.6), the fluid governing equations can be derived.
2.1.1 Continuity equation
By integrating Eq. (2.6) over the velocity space, the conservation of mass, or continuity,
is derived. The force term cancels through a combination of the Gauss-divergence theorem
and that the integral is evaluated over all values of the velocity space, such that the surface of
the integral is at infinity where no particles reside. Utilizing the definitions of n and u from
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the Boltzmann distribution, the continuity equation becomes:
∂n
∂t
+ ∇ · (nu) = S, (2.7)
where S =
∫
vC( f )d3v involves the source and the sink for the particle density.
2.1.2 Conservation of momentum equation
Integrating the first moment of Eq. (2.6), by multiplying the equation by v, gives the
conservation of momentum equation. The derivation is done using index notation for brevity.
Once again, utilizing the definitions of n and u, the equation becomes:
∂(num)
∂t
+ ∇ · (n〈vmvi〉) +
∫
v
vm
∂(Qi f )
∂vi
dv3 = Cm,
where Qi = q/m(Ei + εi j kv jBk) is the external force, contracted for brevity, εi j k is the
permutation symbol, and Cm is the momentum transfer due to collisions, which will be
shown later. The third term in the equation can be rewritten such that:
∫
v
vm
∂(Qi f )
∂vi
dv3 =
∫
v
(
∂(Qi f vm)
∂vi
−Qi f δim
)
dv3,
where δik is the Kronecker delta operator. The first term cancels using Gauss-divergence,
and the second term, when integrated, yields Qmn.
By substituting vi = ui+wi, where wi is the randommotion of the particle, and identifying
that the macroscopic average of the random motion is zero, the term 〈vmvi〉 becomes:
〈vmvi〉 = umui + 〈wmwi〉,
where the second term is the stress tensor. While the stress tensor consists of the pressure
term and the viscosity term, an approximation is usually made for plasmas, such that the stress
tensor is diagonal and isotropic, denoted by pδim, where p is the gas pressure. Combining
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the terms together, the momentum conservation equation becomes:
∂(nu)
∂t
+ ∇ · (nu ⊗ u) + 1
m
∇p = qn
m
(E + u × B) + C, (2.8)
where the collisional term on the right hand side is given by:
C = −nm
∑
j
m j
mm + m j
n j kmj(um − u j),
where the summation is done over all the different species in the fluid, and kmj is the
momentum transfer rate coefficient of the collisional event between species m and j.
2.1.3 Conservation of energy equation
Integrating the second moment of Eq. (2.6) gives the fluid energy equation. Using the
definitions of n, u and ε, the equation becomes:
∂(n〈v2〉)
∂t
+ ∇ · (n〈viv2〉) +
∫
v
v2
∂(Qi f )
∂vm
dv3 =
2Cm
m
,
where Cm is the energy exchange through collisions, and the factor of 2/m is simply used to
make the derivation more compact. Using a similar process as in Section 2.1.2, the equation
becomes:
∂(n〈v2〉)
∂t
+ ∇ · (n〈viv2〉) − 2nQm〈vm〉 = 2Cmm .
Expanding the particle velocity, identifying that the average of the mean bulk velocity is the
mean bulk velocity itself, and using the relation between the energy and the average particle
velocity, the equation becomes:
∂
∂t
(
2nε
m
)
+ ∇ · (n〈2umwmwi + uiu2 + wiw2 + uiw2〉) − 2nQm〈um〉 = 2Cmm ,
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Substituting the pressure term for the stress tensor and combining terms, the second term in
the equation becomes:
∇ ·
(
2nε
m
um +
2p
m
um +
2qm
m
)
,
where qm is the heat conduction term. Rewriting the equation, the energy equation becomes:
∂nε
∂t
+ ∇ · (nεu + pu + q) = qnE · u + C, (2.9)
where energy transfer due to collisions on the right hand side is given by:
C = −nm
∑
j
∆ε jn j k j − nm
∑
j
2m j
mm + m j
n j kmj(εm − ε j),
where the first term is the energy transfer due to inelastic collisions, ∆ε j energy lost or gained
due to an inelastic collision reaction, and the second term is the energy transfer due to elastic
collisions.
This concludes the derivation of the fluid governing equations for plasmas from the
Boltzmann equation. These equations will be the basis of the models for both parts of the
thesis.
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3. PART I: ABLATING CARBON ARC DISCHARGE ∗
The synthesis of carbon nanomaterials by means of arc discharge has been a rapidly
expanding area of research since its inception over two decades ago [21]. The wide range
of applications for carbon nanomaterials, including high strength composites, energy storage
devices, hydrogen storage media, sensors, and nanoscale semiconductor devices, has sparked
great interest in the field [22]. Carbon arc discharge has been used for the manufacturing
of single-walled [23, 24] and multi-walled carbon nanotubes [25, 26]. To understand the
detailed mechanisms of nanomaterial synthesis, it is vital to gain insight into the physical
and chemical processes of the arc discharge plasmas, including plasma-material interactions,
a wide range of spatial and temporal scales, and interspecies and microscopic interactions,
such as collisions, reactions, and chemistry [27].
The process of nanomaterial synthesis with arc discharge involves an ablating carbon an-
ode, from which the particles evaporate, and the cathode, upon which the particles coalesce
into layers of nanotubes [28]. Ex situmeasurements have traditionally been used to character-
ize the nanomaterials post-synthesis, using electron microscopy and forms of spectroscopy
to analyze the composition and quality of the nanomaterials [28, 29]. Recent methods in
laser diagnostics have allowed for in situmeasurements of the formation of the nanoparticles
[29, 30, 31]. This advancement allows for the characterization of the discharge plasma and
precursor species during the synthesis process. The development of numerical models along-
side these advancements on the experimental front is vital to increase our understanding of
this rapidly growing field.
∗Reprinted with permission from "Multispecies plasma fluid simulation for carbon arc discharge" by Adnan
Mansour and Kentaro Hara, 2019. Journal of Physics D: Applied Physics, Volume 52, Page 105204, Copyright
2019 by IOP Publishing Ltd.
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4. INTRODUCTION & LITERATURE SURVEY
Over the past two decades, several computational models have been developed to simulate
arc discharge plasmas [32, 33, 34, 35, 36] that account for various assumptions, such as
thermal, chemical, or velocity equilibrium and steady-state assumption. For arc discharge
plasmas, local thermal and chemical equilibrium have often been assumed [35]. Thermal
equilibrium refers to the treatment of the plasma as having a single temperature for all of its
constituents. Chemical equilibrium usually involves the utilization of approximations, such
as the Saha equation [20, 37], to approximate the source term for each component, as opposed
to individually accounting for the reactions taking place within the plasma. Typically, these
assumptions are called local thermodynamic equilibrium (LTE). The assumption of LTE
implies that the changes in the velocity distribution functions and the population densities
over the distance of a mean free path for elastic collisions between identical particles are
small [35].
Another approach used for the numerical models is a non-LTE condition, which refers to
thermal nonequilibrium [38] or chemical nonequilibrium [35], while, for example, the Saha
equilibrium is still used to obtain ionization and recombination rate coefficients [34, 36].
A full set of rate equations can be solved to calculate the species concentration for each
component of the plasma [39]. Some models separate the domain to an LTE arc core and
non-LTE plasma sheaths [40]. Nonequilibrium effects can be observed in the regions near
the electrodes and in the arc periphery, where synthesis processes are important. Although
high collisionality is considered to make plasma approach LTE, the validity of LTE condition
remains an open question.
In addition to equilibrium and nonequilibriummodelling, steady state assumption is often
used [41, 42, 43, 44], which reduces the set of equations to the heat and current balances. In
Ref. [41], the ablation rate is considered as an input parameter, not a function of the anode
temperature. In Ref. [45] the ablation rate is calculated and a fluid equation of a single
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Figure 4.1: Schematic of an ablating arc discharge plasma using graphite electrodes, operating
in the atmospheric pressure range using a background inert gas, e.g., helium.
fluid is solved, using chemical equilibrium to account for the plasma chemistry. In order to
understand arc discharge plasmas, it is vitally important to develop a self-consistent plasma
model that accounts for the nonlinear coupling between the composition of the arc plasma
and boundary conditions.
Themodel simulates the operation of an ablating carbon arc used in the synthesis of carbon
nanotubes. Figure 4.1 provides a schematic representation of the arc discharge plasma using
ablating graphite electrodes. The bulk plasma, which includes carbon species as well as the
background inert gas, e.g., helium, interacts with the plasma sheaths at the anode and the
cathode. Material evaporation takes place at the anode, and the material gets deposited at the
cathode, with some of the deposit reevaporating due to the high cathode temperature. The
electron current is supplied from the cathode through electron emissions, and the ionization
takes place in the bulk plasma.
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It is important to note that the model is designed to allow for any number of species
and reactions to be added easily. This could allow for different chemical models and the
inclusion of increasingly multiply charged species. Additionally, this allows the model to
simulate arc discharges using ablating material other than carbon, such as Boron Nitride.
Boron Nitride (BN) nanotubes share a similar structure to carbon nanotubes, and present
a definitively growing area of interest in scientific and industrial communities. They have
comparable moduli to their carbon counterparts, but BN nanotubes are thermo-mechanically
stable in high temperatures [46]. Moreover, unlike the semi-conducting carbon nanotubes,
BN nanotubes are excellent insulators, allowing for a variety of applications [46]. It would
be fruitful to conduct a study using Boron-Nitride as the ablating material; this is reserved
for future work.
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5. MULTISPECIES ARC DISCHARGE MODEL
In this model, a one-dimensional (1D) arc discharge that resolves the multispecies bulk
plasma using effective sheath boundary conditions is simulated. The fluid governing equa-
tions are solved for each species, and detailed current and heat flux balances at the electrodes
are used to obtain the wall temperatures and sheath potential drop. No equilibrium as-
sumptions are considered: the temperatures of the electrons and heavy species are solved
separately, chemical equations are solved to simulate the composition of the arc, and no
velocity equilibrium is assumed. The model’s sensitivity to multiple parameters is presented
and discussed, with results being compared to experiments.
A set of mass and momentum conservation equations is considered for each species.
The species in the model include atomic, diatomic, and triatomic carbon in ground state
(C,C2,C3), excited states (C∗,C∗2,C
∗
3), and ionized states (C
+,C+2 ,C
+
3 ), atomic helium (He)
as the buffer gas, and electrons (e). The gas pressure in the arc plasma is typically in
atmospheric pressure for similar applications [44], and a fluid model is employed due to large
collisionality. The domain resolved by the model ends at the sheath edges in the vicinity of
the electrodes, employing effective sheath boundary conditions. As such, the plasma in the
solution domain can be considered quasineutral, i.e., the electron density is equal to the ion
density.
5.1 Heavy Species Transport
The heavy species are modeled by solving the conservation equations. Gaseous carbon
is provided via evaporation of the electrodes, which is determined by the electrode temper-
ature. Here, conservation of mass, evaporation model, and conservation of momentum are
discussed.
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5.1.1 Conservation of mass
The 1D mass conservation equation is given by,
∂ns
∂t
+
∂(nsus)
∂x
= Ss, (5.1)
where ns, us, and Ss are the number density, bulk velocity, and the collisional term, respec-
tively, for a given species s. The collisional term includes detailed chemical balance, taking
into account dissociation, direct and stepwise ionization, excitation and quenching, which
are discussed later. Species s include n, i, ∗ and e, corresponding to atoms, ions, excited
particles, and electrons, respectively.
The collisional term Ss depends on the reaction rates and the number densities of the
species involved, which can be written as,
Ss =
∑
j
X j k j
p∏
r=1
nr, j, (5.2)
where k j is the reaction rate coefficient, and nr, j is the number density of the reactants up
to p reactants, for a given reaction j. When the species of interest is a reactant, it is being
depleted and X j = −1. When the species is a product, it is being generated and X j = +1.
5.1.2 Evaporation model
The vapor pressure of carbon species is given by the following formulae, suggested by
Thorn and Winslow [47]:
log10(p1) = −
37227.3
T0
+ 8.143, (5.3)
log10(p2) = −
42332.6
T0
+ 9.693, (5.4)
log10(p3) = −
40296.0
T0
+ 9.811, (5.5)
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where p1, p2, p3 are the vapor pressure in atm for C, C2, and C3, respectively, and T0 is the
material temperature in Kelvin. The values in the numerator in Eqs. (5.3) -(5.5) correspond
to the heat of vaporization of the species, ∆H, which are shown in Table 5.1. In the present
model, carbon molecules larger than triatomic molecules are not accounted for because the
data provided by Drowart [3] shows that the evaporation flux of larger molecules (Cn, where
n > 3) is a few orders of magnitude smaller compared to that of C, C2, and C3. This is
consistent with the data in Table 5.1, as it is more difficult to evaporate material when ∆H is
higher.
Using the vapor pressure, the evaporation flux is given by [48],
Γevp = p(T0)
√
1
2piMkBT0
, (5.6)
whereM is themass of the vapor gas, kB is the Boltzmann constant, and Γevp is the evaporation
rate per unit area, in 1/(m2·s).
It is to be noted that the net evaporation flux of Thorn and Winslow [47] is in agreement
with Dushman’s experimental data [49], which is given by,
Fevp(T0) = CT−1/20 10A−B/T0, (5.7)
where Fevp(T0) is the evaporated mass flow rate per unit area in kg/(m2s), C = 10 kg/(m2s),
Table 5.1: Heat of vaporization. Data from Drowart [3] and data shown in parenthesis are
from Honig [4].
Species ∆H kcal/mol.
C 169.58 (177)
C2 195.8 (199)
C3 188.1 (177)
C4 229.5
C5 232.5
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and A and B are constants dependent on the cathode material. For graphite [50], A = 12.04
and B = 40, 030 K are used.
5.1.3 Conservation of momentum
The conservative form of the momentum equation in 1D is given for each species by,
∂(ρiui)
∂t
+
∂(ρiu2i )
∂x
+
∂pi
∂x
= Fi, (5.8)
for ions, and,
∂(ρnun)
∂t
+
∂(ρnu2n)
∂x
+
∂pn
∂x
= Fn, (5.9)
for neutrals, where ρs = msns is the mass density, ms is the species mass, ps is the pressure,
which is assumed to obey the ideal gas law, and Fs is a combination of external or body forces
for species s = i, n.
The force for ions in Eq. (5.8) can be written as,
Fi = eniE + ρi
∑
j
νi j(ui − u j) + Simnun, (5.10)
where e is the elementary charge, E is the electric field, and νi j is the collision frequency
between species i and j, which is comprised of electron-ion and ion-ion Coulomb collisions
for ions, as well as neutral-ion momentum exchange. The term Simnun accounts for the
addition of slow ion flux via ionization, as the newly generated ions retain the same velocity
as the neutral species. Note that the term Si is the ionization rate given in Eqs. (5.1) and
(5.2). Self-induced magnetic field and the corresponding Lorentz force are ignored due to
the one-dimensional assumption. For neutral species in Eq. (5.9), the body forces term is
given by,
Fn = ρn
∑
j
νnj(un − u j) − Simnun. (5.11)
The collisions accounted for are neutral-neutral and neutral-ion momentum exchange, and
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Table 5.2: Species accounted for in the model.
Species Energy level (eV) Remark
C 0 -
C∗ 8.846 2p3p(3P)
C+ 11.26 -
C2 0 -
C∗2 2.394 C
∗
2 → C2 (e.g., Swan band)
C+2 11.79 -
C3 0 -
C∗3 3.062 C
∗
3 → C3 (e.g., Swings band)
C+3 13.00 -
He 0 Ionization at 24.59 eV.
e− - -
electron-neutral elastic collisions. The last term in the right hand side of Eq. (5.11) accounts
for the neutral momentum loss via ionization.
5.2 Carbon Chemistry
Collisions and their resulting reaction rates are critical for both the species generation
term in the mass conservation equations and the momentum transfer in the momentum
conservation equations.
Table 5.2 shows the species accounted for in the present model. One excited state for
each carbon species is assumed, based on the most dominant transition. For atomic carbon,
using excitation data from Sasaki [51], the most dominant excited energy level is 2p3p(3P),
for which the energy difference from the ground state is 8.846 eV [52]. For molecular
carbon, information is scarcer; therefore, the excited levels implemented are the ones most
prominently detected. For C2, Swan bands are detected in relatively high-pressure carbon
arcs [53]. The emission of Swan bands, corresponding to a transition of d3Πg to a3Πu, is the
most intense C2 emission [54]. The energy difference between said levels is 2.394 eV [55].
Similarly, the most observable emission for C3 is that of Swings band [53], corresponding to
a transition between X1Σg to a1Πu, and the latter is considered the excited level in the model,
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Table 5.3: Electron impact reactions accounted for in the model.
Label Reaction Energy Remarks
E1 C + e→ C+ + e + e 11.26 eV Direct ioniz.
E2 C + e→ C∗ + +e 8.85 eV Excitation
E3 C∗ + e→ C + e -8.85 eV Quenching
E4 C∗ + e→ C+ + e + e 2.41 eV Stepwise ioniz.
E5 C2 + e→ C+2 + e + e 11.8 eV Direct ioniz.
E6 C2 + e→ C∗2 + +e 2.39 eV Excitation
E7 C∗2 + e→ C2 + e -2.39 eV Quenching
E8 C∗2 + e→ C+2 + e + e 9.41 eV Stepwise ioniz.
E9 C3 + e→ C+3 + e + e 13 eV Direct ioniz.
E10 C3 + e→ C∗3 + +e 3.06 eV Excitation
E11 C∗3 + e→ C3 + e -3.06 eV Quenching
E12 C∗3 + e→ C+3 + e + e 9.94 eV Stepwise ioniz.
E13 He + e→ He + e - Elastic
E14 CM + e→ CM + +e - Elastic
(CM : all carbon species)
with an energy difference of 3.061 eV [56].
Helium excited particles and ions are not considered due to their large excitation and
ionization energies compared to the other species, e.g., the first excitation energy and the
direct ionization energy for He are 19.819 eV and 24.587 eV, respectively, whereas the
ionization energy is 11.26 eV forC atoms [52], 11.79 eV forC2 molecules [57], and 13 eV for
C3 molecules [58]. Similarly, doubly and triply charged carbon ions are not considered, since
the ionization energies for doubly and triply charged carbon with respect to singly charged
carbon ions are 24.38 eV and 47.89 eV, respectively [52]. Since the arc discharge of interest
has a voltage of approximately 20 V and the calculated electron temperature is 1-2 eV, helium
ions are neglected and only singly charged positive carbon ions are taken into account.
5.2.1 Excitation & de-excitation
The rate coefficients for electron-impact excitation and ionization are given by,
k j(Te) =
∫
σj(ε)
√
2ε
me
f (ε,Te)dε, (5.12)
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Figure 5.1: Rate coefficients of excitation and quenching assuming a Maxwellian EEDF: [a]
C excitation, [b] C quenching, [c] C2 excitation, [d] C2 quenching, [e] C3 excitation, [f] C3
quenching.
whereσj is the cross section for reaction j, f (ε,Te) is the energy distribution function (EEDF)
assumed to be a Maxwellian, Te is the electron temperature, and ε is the electron energy.
Electron impact reactions are summarized in Table 5.3.
Figure 5.1 shows the rate coefficients for excitation and quenching assuming aMaxwellian
EEDF. The cross section of electron-impact excitation from state i to state j for C is given by
Suno and Kato [59] in the following form,
σi j(ε) = 1.1969 × 10−15 ×
Ωi j
giε
, (5.13)
where Ωi j is the collision strength, gi is the statistical weight of the initial state, and the
cross section σi j(ε) is in cm2. The collision strength Ωi j is fitted from experimental data for
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excitation to various excited states from ground state carbon, and is given as,
Ωi j = ω0 +
ω1
Xi j
+
ω2
X2i j
+
ω3
X3i j
+ ω4 ln Xi j, (5.14)
where Xi j = ε/∆Ei j is the reduced electron energy and ∆Ei j is the difference in energy levels
in eV. For 2p3p(3P) excited state, the values are given as [59] ω0 = 7.728, ω1 = −0.8661,
ω2 = −16.40, ω3 = 7.754, and ω4 = 0.
The cross section for C2 excitation is taken from Halmová [60], and the data for C3 is
acquired from Munjal [61]. For both species, the data only covers electron energy below
10 eV. As such, the data was extrapolated using an exponential fit up to a higher energy to
calculate Maxwellian-averaged rate coefficients.
The quenching rate coefficients are also shown in Fig. 5.1. The model takes collisional
de-excitation, or quenching, of the carbon species into account. Detailed balance for the
three excitation reactions is considered using Boltzmann’s relation, which is given as k j/ki =
gi/g j exp(−∆Ei j/TeV ) [20], where TeV is the electron temperature in eV, to calculate the
quenching rates.
De-excitation due to spontaneous emission, such as Swan and Swings bands, are taken
into account. The de-excitation frequencies are assumed to be 7.14×106 Hz, estimated based
on the lifetime of high pressure Swan bands [62, 53]. An optically thin plasma is assumed in
the present model, hence radiation trapping is neglected.
5.2.2 Ionization & recombination
Figure 5.2 shows the direct and stepwise ionization rate coefficients assuming aMaxwellian
EEDF. The cross section for electron-impact direct ionization of atomic carbon is given as a
function of electron energy by Suno and Kato [59], fitted from experimental data,
σ(ε) = 10
−13
Eiε
[
A1 ln
(
ε
Ei
)
+
5∑
z=2
Az
(
1 − Ei
ε
) z−1]
, (5.15)
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Figure 5.2: Rate coefficients of direct and stepwise ionization assuming aMaxwellian EEDF:
[a] C stepwise ionization, [b] C2 stepwise ionization, [c] C3 stepwise ionization, [d] C3 direct
ionization, [e] C2 direct ionization, [f] C direct ionization.
whereσ(ε) is in cm2, Ei is the ionization energy, A1=1.829, A2=-1.975, A3=1.149, A4=-3.583,
and A5=2.451 for the ionization of carbon.
Experimental data is not available for the ionization of C2 and C3, so theoretical models
are used to obtain their ionization cross section data and their respective ionization rate
coefficients. The electron-impact ionization cross sections for diatomic and triatomic carbon
are taken from Deutsch and Märk [63].
For the stepwise ionization of atomic carbon, Vriens and Smeets’s model is used [64]. It
employs the following equation for the cross section:
σ(ε) = pia20
4R2y
ε + αEi
(
5
3Ei
− 1
ε
− 2Ei
3ε2
)
, (5.16)
where a0 = 5.29 × 10−11m is the Bohr radius, Ry = 13.65 eV is the Rydberg energy, and α
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is a coefficient, for which α = 3.25 is the suggested value. The cross section σ(ε) is given in
m2. Due to the lack of data on C2 and C3, this model is also implemented to obtain the cross
section for the stepwise ionization for molecular carbon. The stepwise ionization reaction
rates are shown in Fig. 5.2.
Three-body recombination of ions is also accounted for in the model, for which the
recombination rate is given by [37],
krec = 8.75 × 10−27T−4.5eV , (5.17)
where the units of krec are in cm6/s, which is applied to all ions. Dissociative recombination
[37] of C+2 and C
+
3 is also accounted for in the model. The rate coefficient of dissociative
recombination C+2 + e→ C +C is provided up to electron temperature of 1.5 eV in Ref. [65]
and is extrapolated. Since no data is available, the same rate coefficient is assumed for C+3
dissociative recombination.
5.2.3 Heavy species reactions
Chemistry between heavy species contributes to the transport of species concentration
and momenta. Table 5.4 summarizes the heavy species reactions accounted for. Blottner’s
model is used for the rate coefficients of carbon related chemistry [66], which was developed
to investigate the composition of the Martian atmosphere. The rate coefficients are given by,
k = βTN exp
(
−Θ
T
)
, (5.18)
where β, N and Θ are constants given in Table 5.5, and T is the gas temperature in Kelvin.
Note that the unit for β is cm3/(mol s) for reactions involving two reactants or (cm3/mol)2/s
for reactions involving three reactants.
Using Blottner’s model, additional reactions involving ions are considered in the present
model. Since no data is available for heavy species reactions involving ions, the rate coef-
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Table 5.4: Chemical reactions between heavy species accounted for in the model.
Label Reaction Dissociation Energy
H1 C3 + C → C2 + C2 1.53 eV
H2 C2 + C2 → C3 + C -1.53 eV
H3 C2 + M → C + C + M 6.08 eV
H4 C + C + M → C2 + M -6.08 eV
H5 C3 + M → C + C2 + M 7.61 eV
H6 C + C2 + M → C3 + M -7.61 eV
H7 C3 + C+ → C+2 + C2 1.89 eV
H8 C+2 + C2 → C3 + C+ -1.89 eV
H9 C+3 + C → C+2 + C2 1.41 eV
H10 C+2 + C2 → C+3 + C -1.41 eV
H11 C+2 + M → C+ + C + M 5.72 eV
H12 C+ + C + M → C+2 + M -5.72 eV
H13 C+3 + M → C+ + C2 + M 7.12 eV
H14 C+ + C2 + M → C+3 + M -7.12 eV
H15 C+3 + M → C + C+2 + M 7.51 eV
H16 C + C+2 + M → C+3 + M -7.51 eV
(M: all heavy species)
Table 5.5: Constants of the rate coefficients for carbon reactions k = βTN exp(−Θ/T)
following Blottner’s model, shown in Eq. (5.18). The labels for the reaction types shown
correspond to the labels in Table 5.4.
Reaction β N Θ
H1, (H7, H9) 1.7 × 109 1.5 1.958 × 104
H2, (H8, H10) 5 × 1011 0.5 3.02 × 103
H3, (H11) 4.5 × 1018 -1 7.093 × 104
H4, H6, (H12, H14,
H16)
1 × 1016 -0.5 0
H5, (H13, H15) 1.6 × 1016 1 8.748 × 104
ficients for neutral reactions are assumed, since the dissociation energy is close [67]. For
reactions H7-H16 in Table 5.4, the same reactions involving neutral atoms are considered.
Hence, the same constants shown in Table 5.5 are used.
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5.3 Electron Transport & Electric Field
Due to the high collisionality in an atmospheric pressure plasma, and because the electron
characteristic time ismuch shorter than the heavy species characteristic time [19], the transient
term and the inertial term are dropped from the momentum equation (Eq. (5.8)) for the
electrons. This leads to the 1D drift-diffusion approximation:
0 = −∂pe
∂x
− eneE + Fe, (5.19)
where pe is the electron pressure and Fe accounts for the collisional drag for electrons. In this
model, two collisional drag terms are considered: Krook operator for collisions with neutral
gas (a feature of partially ionized plasmas) [10] and Braginskii’s model for collisions with
charged species (a feature of fully ionized plasmas) [6, 9]. Thus, the collisional drag can be
written as,
Fe = −0.71nee∇TeV − 0.51meneνm,ei(ue − ui) − meneνm,en(ue − un),
where νm is the momentum transfer collision frequency, with subscripts en and ei denoting
electron-neutral and electron-ion collisions, respectively, and ue, un, and ui are the electron,
neutral, and ion bulk velocities. The first term in Eq. (5.20) is the thermal force, the second
term corresponds to the momentum exchange due to Coulomb collisions with ions, and the
last term is friction from collisions with neutrals. Note that the right hand side of the ion
momentum equation, see Eq. (5.10), also employs the thermal flux and Coulomb collision
momentum exchange [6]. Using this definition for the external forces and rearranging the
terms in Eq. (5.19) yields the electron flux, given by,
Γe = −neµeE − µe ∂peV
∂x
− ∆Γe,mod, (5.20)
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where µe = e/(meνm,e) is the non-magnetized electron mobility, peV = neTeV = pe/e is the
electron ideal gas pressure, and ∆Γe,mod is the remaining terms, given by,
∆Γe,mod = ne
(
un
νen
νm,e
+ 0.51ui
νei
νm,e
−0.71µe ∂Te
∂x
)
,
where νm,e = νm,en+0.51νm,ei is the total momentum transfer collision frequency for electrons.
Note that ∆Γe,mod = 0 and νm,e = νm,en correspond to the electron flux in the drift-diffusion
approximation obtained from Krook’s drag and un ≈ 0.
Based on the assumption that only singly charged ionization takes place, i.e., no multiply
charged ions, the current conservation can be written as,
ji + je = jD, (5.21)
where ji = eniui is the ion current density, je = −eneue is the electron current density, and
jD is the net current density. Here, jD = Id/A where Id is the total discharge current and A
is the area of the arc core using a quasi-1D assumption. Then, from Eqs. (5.20) and (5.21),
the electric field can be calculated as,
E =
1
neµe
(
jD − ji
e
− µe ∂peV
∂x
+ ∆Γe,mod
)
. (5.22)
The potential drop in the bulk plasma can then be calculated as Vpl = −
∫
Edx.
5.4 Energy Equations
In the presence of large collisionality, the different temperatures will eventually equilib-
riate, which may approach thermal equilibrium. That said, this is not implicitly assumed
in the model, and separate energy equations are solved, with the collisionality of the model
potentially allowing for equilibriated temperatures. Here, three separate energy equations are
solved, one for electrons, one for helium, and one for all the carbon species, accounting for
collisions among the species.
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5.4.1 Electron energy equation
The 1D electron energy equation is given as,
3
2
∂(nekBTe)
∂t
+
∂
∂x
(
5
2
nekBTeue + he
)
= −eneueE −Qel,en −Qel,ei −Qinel, (5.23)
where he is the conductive heat flux, −eneueE is the Joule heating, Qel,en and Qel,ei are the
energy transfer through elastic collisionswith neutrals and ions, andQinel is the energy transfer
through inelastic collisions. Here he = −κe∇Te, where the electron thermal conductivity κe
is given by [20],
κe =
2.4
1 + νei/(
√
2νe)
k2BneTe
meνm,e
,
where νei is the electron-ion Coulomb collision frequency summed over all ions, and νe is
the total electron collision frequency with all heavy particles. It must be noted that the factor
2.4/[1 + νei/(
√
2νe)] is an approximation, and that in the limit of a fully ionized plasma,
when νe → νei, the factor becomes 1.4. This contrast with the value given 3.2 given by
Chapman-Enskog’s approach for fully ionized plasma [20]. The energy exchange due to
elastic collisions can be written as [20],
Qel = ne
∑
s
3
2
kB(Te − Ts)2mems νs,e,
where Ts is either the heavy species temperature or the temperature of helium, and νs,e is
taken as the Coulomb collision frequency for elastic collisions with ions and as hard sphere
collision frequency for elastic collisions with neutrals. The electron-neutral energy transfer
is given by the form Qel,en = Qel,eHe + Qel,eC , where subscripts eHe and eC correspond to
electron-helium and electron-carbon collisions. The energy transfer term due to inelastic
collisions is given by Qinel =
∑
j neν j∆ε j , where ν j is ionization or excitation frequency, and
∆ε j is the ionization or excitation energy, summarized in Table 5.3.
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5.4.2 Heavy species energy equations
The model solves two separate energy equations for the heavy species: one for helium
and the other for carbon species. The helium energy equation is given by
3
2
∂(nHekTHe)
∂t
+
∂
∂x
(
5
2
nHekBTHeuHe + hHe
)
= Qel,eHe −Qel,HeC, (5.24)
where hHe = −κHe∇THe is the conductive heat flux of the helium atoms and Qel,HeC is the
energy exchange between helium and carbon, obtained assuming hard-sphere collisions.
The carbon energy equation includes ground, excited, and ionized states of carbon atoms
and molecules. The internal energy of all carbon species is assumed to be that of monoatomic
species for simplicity, whereas the specific heat capacities of polyatomic species are different
due to the internal energy modes such as rotational and vibrational excitation [68]. Note
that the energy equation will be independent of the specific heat if convective heat flux is
negligible due to the small bulk velocity. Considering the total density of carbon species, nh,
to be the sum of all carbon species, the carbon energy equation is given by,
3
2
∂(nhkBTc)
∂t
+
∂
∂x
(
5
2
nhkBTcuh + hc
)
= eniuiE +QC, (5.25)
where hc = −κc∇Tc is the ion conductive heat flux, the thermal conductivity κ is given
from the data in Refs. [69] and [70], and QC accounts for the energy exchange that involves
the carbon species, which can be written as QC = Qel,eC + Qel,HeC + Qexo + Qrecomb. The
term Qexo accounts for the energy lost or gained by the carbon through exothermic and
endothermic chemical reactions in Table 5.4, and Qrecomb refers to the energy gained from
dissociative-recombination reactions.
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6. ANODE & CATHODE SHEATH MODEL
Since the surface temperature of the anode determines the ablation rate of the carbon
species, it is important to self-consistently model the heat flux balance towards the electrodes.
In this model, the non-neutral regions in the anode and cathode sheaths are not explicitly
solved due to the use of the quasineutral assumption. However, the current and heat conditions
are considered between the sheath edge and electrodes to evaluate the sheath potential drop
and the electrode temperatures.
6.1 Anode Module
Depending on the current balance at the sheath edge, the sheath potential can be either
negative, accelerating ions towards the wall and repelling electrons, or positive, accelerating
electrons to the wall and repelling ions. When the electron thermal flux at the anode sheath
edge is small compared to the electron current required at the anode surface, a positive anode
sheath will be formed. In order for the plasma discharge to be sustained, more ionization
needs to take place within the sheath, which can be achieved by electrons accelerating towards
the anode. Their increased energy leads to ionization, and those new ions will be accelerated
to the plasma. This was hypothesized as a source of enhanced ablation in Refs. [71], [41],
and [44].
6.1.1 Anode sheath potential
The sign of the sheath potential depends on the electron current density required at the
sheath edge in comparison to the theoretically maximum electron current density:
je0 =
1
4
eneC¯e, (6.1)
where C¯e =
√
8kBTe/pime is the electron thermal velocity, which corresponds to a half-
Maxwellian distribution without any sheath potential. For a negative sheath, the electron
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current density at the wall can be written as je = je0 exp (Ua/Te), where Ua is the anode
sheath potential and Ua < 0. The electron current density can also be written as je = jD − ji
from Eq. (5.21). Hence, for a negative sheath,
Ua =
kBTe
e
ln
(
jD − ji
je0
)
. (6.2)
When je0 < jD − ji, a positive sheath must form as the electrons at the sheath edge are
not sufficient to satisfy the required electron current. Since the ion current in the positive
anode sheath is typically much smaller than the electron current, it can be approximated that
the electron current to the wall equals the discharge current, je = jD. As a simplification, in
such cases, the anode sheath potential is set to be Ua = 0.
6.1.2 Anode heat balance
The heat flux balance at the anode can be given by
0 = qpl,e + qpl,i + jDΦW − ∆HFevp(Ta) − εaσSBT4a − κa
dTa
dx
, (6.3)
where Ta is the anode temperature, qpl,e and qpl,i are the plasma heat flux contributions from
the electrons and the ions, respectively, ΦW is the material work function, ∆H is the latent
heat of vaporization of graphite, Ta is the anode temperature, εa is the radiation trapping
coefficient, σSB is the Stefan-Boltzmann constant, and κa is the graphite conductivity. The
term ∆HFevp(Ta) is the heat lost to the vaporized graphite particles. While some of the
evaporated material could deposit itself onto the anode, the deposit is likely significantly
small, mainly due to the flux of the evaporated material. Thus, it is assumed that the sticking
coefficient of the neutral particles at the anode is small. The evaporation rate is taken from
fitted experimental data [49]. For the radiative heat flux, it is considered that εa is a radiation
trapping coefficient accounting for radiation exchanged between the anode and cathode, which
is further discussed later.
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The heat flux from the plasma to the anode due to the electron current is given by,
qpl,e =

je(2Te) if Ua < 0
je(2Te + KE) if Ua ≥ 0
(6.4)
where KE = 0.5meu2e/e corresponds to the kinetic energy of the electrons, which is deposited
onto the anode as the electrons get accelerated and bombard its surface, for a positive sheath.
The negative sheath case corresponds to the heat flux considering a half-Maxwellian [7]. The
heat flux due to the ion current to the anode can be written as,
qpl,i =

| ji |(2Tg + |Ua | + Ei) if Ua < 0
0 if Ua > 0
(6.5)
where, in the case of a negative sheath, the ions will bombard the anode wall and lose their
energy through wall recombination. In the positive anode sheath case, the ions are repelled
towards the plasma, and it is assumed that there are no ions that reach the anode.
6.2 Cathode Module
In an ablating carbon arc, a carbon deposition occurs on the surface of the cathode.
Experiments show that the arc is attached to the carbon deposit, which grows in time [1]. The
cathode deposit area plays a role in determining the heat balance and the temperature of the
gas at the cathode, and different ablation modes lead to differently sized deposit areas [42].
6.2.1 Cathode temperature
It is considered that electron emission from the cathode deposit is due to thermionic
electron emission, given by the Richardson-Dushman equation:
jemit = ARDT2c exp
(
−eΦW
kBTc
)
, (6.6)
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where jemit is the emitted electron current density, ARD = 1.20173 × 106 A/m2K2 is the
Richardson-Dushman constant, and Tc is the cathode deposit temperature. It is assumed that
the sheath is not space charge limited [16] and the Schottky effect is negligible[34].
The emitted electron current density is calculated as jemit = Iemit/Ad , where Ad is the
deposit area and Iemit is the emitted electron current. From the current condition in Eq.
(5.21), Iemit = ( jD − ji)A, where A is the plasma arc area. Thus, jemit = ( jD − ji)A/Ad , and
Eq. (6.6) becomes a function of two variables, Tc and Ad .
6.2.2 Cathode sheath potential
Another relation to consider is the cathode heat balance which is used to find the cathode
sheath potential, Uc. Here, it is assumed that the area of the bulk plasma up to the cathode
sheath edge is constant while the cathode deposit has a different size. Although the bulk
plasma in an actual arc discharge is multidimensional so that the area of the arc core varies
in space [42], the total current must be conserved across the bulk plasma and cathode in the
present model. The bulk plasma components are multiplied by the core area, A, and the heat
transfer on the material takes only the deposit area, Ad , into consideration.
The heat flux balance at the cathode can be written as,
0 = A
[
ji(Uc + Ei) + eΓexEex +
∑
j
∆HjFm, j
]
− Ad
[
A
Ad
jeΦW + κc
dTc
dx
+ εcσSBT4c + ∆HFc(Tc)
]
(6.7)
where Tc is the cathode deposit temperature, Eex is energy released when excited species
quench to the neutral state upon wall collision, Fm is the flux of carbon species from the bulk
plasma to the cathode deposit, and Fc is the carbon flux that reevaporates from the cathode
deposit. The terms multiplied by A correspond to the heat gained by the cathode deposit:
ji(Uc+Ei) is the heat contribution of ion current; eΓexUex is the energy gained by the cathode
due to wall quenching; and ∆HjFm, j is the heat added by the deposited materials arriving
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from the arc. The terms multiplied by Ad correspond to heat lost by the cathode deposit,
which are the heat loss due to the emitted electrons from the cathode, heat conduction, losses
due to radiation, and heat lost with re-evaporation of the cathode deposit. While it is proposed
that reevaporation of cathode deposit materials occurs since the cathode temperature is high
[42], such effects are self-consistently accounted for in the present model. This would result
in an enhanced carbon density in the vicinity of the cathode.
6.2.3 Cathode deposit area
There are three variables to be solved at the cathode: the cathode temperature Tc, the
cathode deposit area Ad , and the cathode sheath potential Uc. It can be seen from Eq. (6.7)
that Uc can be determined for given Ad and Tc, which are related by Eq. (6.6). A third
equation is needed to close the system and solve for the three variables. The formulation of
the third equation is discussed below.
Depending on the values of Ad and Tc, the energy loss terms in Eq. (6.7) can vary. The
energy loss terms in Eq. (6.7) can be written as,
f (Tc, Ad) = κcpi(Tc − Tre f )
√
Ad + εcσSBT4c Ad + ∆HFc(Tc)Ad, (6.8)
where the conduction length is assumed to be Lc ∼
√
Ad , and Tre f is assumed to be 1000 K.
From Ref. [2], the temperature drops to such levels across a few millimeters into the cathode.
However, the results in the present model are found not to be sensitive to the value of Tre f .
It is hypothesized that the system finds the optimal values of Ad and Tc based on minimizing
the total energy loss while satisfying the current condition, i.e., Eq. (6.6): Tc is small when
Ad is large, while Tc is large when Ad is small. If the energy loss terms, i.e., Eq. (6.8), are
large, that would mean that the cathode sheath potentialUc must be large to satisfy the energy
balance, which requires more discharge power to the system. Hence, the hypothesis is that
the cathode deposit size will be optimized by minimizing f (Tc, Ad), which serves as the third
condition needed to solve for the three variables.
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Figure 6.1: The cathode deposit area model. Plot (a) shows the derivative of the function
f in Eq. (6.8) with respect to Tc to find the minimum f for different values of Iemit . Plot
(b) shows the cathode temperature and cathode deposit radius for the optimized energy loss
terms, when f is at minimum, i.e., when df /dTc = 0.
The exact value of κc is not known; it can be assumed to be that of graphite, but the
deposit contains nanotube structures that have much lower thermal conductivities compared
to graphite [72]. The conductivity κc is assumed to be 0.1 W/m2·s. The emissivity ε is taken
to be 50%. The last term accounts for the heat loss due to reevaporation of carbon using
Dushman’s equation (see Eq. (5.7)) for the mass flux Fc.
Figure 6.1 (a) shows the variation of the function f to find its minimum value for a given
electron emission current Iemit . The minimum value of f , which gives the optimal values of
Ad and Tc, corresponds to df /dTc = 0. As a result of the assumed κc, the heat conduction
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term is smaller than the radiation and evaporation terms. It is to be noted that the energy
flux densities due to radiation and evaporation, namely εcσSBT4c and Fc(Tc), respectively,
increase as a function of Tc. However, the net energy flux has a contribution from the
size of the cathode deposit Ad . It can be seen from Eq. (6.6) that Ad ∝ T−2c exp (Φ¯W/Tc),
where Φ¯W = eΦW/kB. The net energy flux due to radiation becomes a decreasing function
with respect to an increasing Tc for Tc < Φ¯W/2 ≈ 23, 000 K. On the other hand, Fc(Tc) is
proportional to T−1/2c 10−B/Tc , as shown in Eq. (5.7). Multiplying by the deposit area Ad , the
net energy flux due to evaporation is an increasing function with respect to an increasing Tc.
This leads to the existence of a minimum value of f , which can be seen in Fig. 6.1 (a).
Figure 6.1 (b) shows the optimal cathode deposit temperature and radius that results in the
minimum value of f as a function of emitted current, Iemit . The optimal Tc is approximately
3420 − 3430 K, and the deposit radius varies from 1 mm to 6 mm in the range of Iemit from
10 A to 120 A. Incorporating the minimal energy loss principle, Eq. (6.8), a curve fitting of
the optimal Ad as a function of Iemit is precalculated. Once the deposit area is obtained, the
Richardson-Dushman equation (Eq. (6.6)) is employed to find the cathode temperature, Tc.
Both are then used in Eq. (6.7) to find the cathode potential Uc.
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7. NUMERICAL MODEL & PARAMETERS
Afinite volumemethod is used to solve the plasmamodel assuming a quasineutral plasma.
Fluxes found at the cell interfaces are used to evaluate the quantities in the cell centers. The
boundary conditions are assumed to be at the anode and cathode sheath edges.
7.1 Flowchart
Figure 7.1: Flowchart of the numerical model, including the boundary, source, and fluid
submodules.
Figure 7.1 provides a flowchart of the arc discharge model. The system is solved in a time
explicit manner. For every time iteration, the number densities and momenta are calculated.
The reaction rate coefficients, which depend on the temperatures, are updated, fromwhich the
source terms and collisional frequencies are calculated. The electron transport and electric
field are then solved, making use of the collisional frequencies. Using the bulk plasma
properties, the boundary conditions are accounted for, which provides the anode and the
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cathode temperatures and effective sheath potentials. The mass flow rates due to evaporation
at both electrodes are calculated using the surface temperatures, and the species mass and
momentum fluxes within the domain are updated. The three energy equations for electrons,
helium and other heavy species are then solved, quantities are updated to their cell center
values from the cell interfaces, and the next time iteration begins.
7.2 Numerical Schemes
The inviscid components of the conservation of mass and momentum are solved using a
finite volume Steger-Warming scheme [73], and the source terms are updated in a first-order
manner. In this model, Monotonic Upwind Scheme for Conservation Laws (MUSCL) is
used with a Koren limiter [74]. Further description of both Steger-Warming and MUSCL
is provided in Appendix B. The energy equations are decoupled and are solved using a
second order Crank-Nicolson scheme with a Thomas tridiagonal matrix solver. The former
is described in Appendix C, and the latter is described in Appendix A.
7.3 Boundary Conditions
The variables to be solved for in this model are the number densities and velocities
for all the species, totaling to eleven densities and eleven bulk velocities, as well as three
temperatures: electron, carbon, and helium temperatures. The electric field is solved from
the drift-diffusion approximation and current balance.
For the density, Neumann boundary conditions are applied for all the species. For the
bulk velocity of neutral species, a reflective boundary condition is imposed at the anode. At
the cathode, a sticking coefficient of 100% is assumed. In the case of a negative sheath, the
ion bulk velocity is assigned a percentage of the Bohm velocity at the sheath edge. Otherwise,
the ion bulk velocity at the boundary is set to zero.
A Neumann boundary condition is imposed based on the heat flux to the anode and the
cathode for the electron energy equation, Eq. (5.23), and Dirichlet boundary conditions for
the temperatures are imposed at the anode and the cathode for the heavy species equations,
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e.g., Eqs. (5.24) and (5.25). The electrode temperatures are found using Newton’s method,
applied to Eqs. (6.3) and (6.6). The cathode sheath potential is solved using the bisection
method.
7.4 Numerical Parameters
The numerical parameters used in the model are as follows. The number of spatial cells
is 100; the number of time steps is 2.0 × 106; spatial domain size is 2.0 mm; total simulation
time is 5.0 × 10−4 s; baseline arc core radius r = 6.0 mm; baseline total current Id = 60.0
A. Radial diffusion loss is accounted for in order for the deposition rate to be smaller than
the evaporation rate, which was observed in experiments [1]. It is assumed that the arc
core dimension is equal to the anode diameter, since the anode is often ablated uniformly.
Although anode attachment instability is reported in experiments [75], the multidimensional
dynamic phenomena are neglected due to the use of a 1D model.
The main input parameters varied are the anode diameter and the total current, in order
to investigate the two modes of ablation observed in experiments [1, 2]. The former is varied
from 6 mm to 16 mm, all tested at 60 A. The latter is varied from 20 A to 120 A for an anode
diameter of 12 mm. The model’s sensitivity is tested for three components: the electron drag
Fe in the electron transport equation, the ion Bohm velocity factor ζ accounting for a high
pressure environment, and the gas temperature at the anode sheath edge Tg,a. The numerical
results are compared to experimental results.
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8. RESULTS & DISCUSSION
8.1 Transition between High & Low Ablation Modes
Figure 8.1 shows the mode transition between high and low ablation modes. Here,
the emissivity ε, i.e., the radiative heat loss from the electrode surfaces, is varied. The
experimental data shown are from Vekselman et al. [1], and Ng and Raitses [2]. Due to the
proximity of the electrodes to each other and their high surface temperatures, radiative heat
exchange could take place between the two. Heat being radiated from the anode surface is
absorbed by the cathode and vice versa, effectively leading to radiative heat being trapped
within the system of the two, while the remainder is emitted to the surrounding, e.g., vacuum
chamber. The radiation trapping rates are modeled using εa and εc in Eqs. (6.3) and (6.7).
The factor ε can be considered an effective emissivity, with a smaller value signifying less heat
radiated outside of the plasma discharge and more heat exchanged between the electrodes.
8.1.1 Evaporation rate
Figure 8.1 (a) shows the results for different effective emissivities ε while varying the
total current, keeping the anode diameter constant at 12 mm. The numerical results show a
qualitative agreement with experimental results obtained by Vekselman et al. [1]. Although
a different anode diameter is used in the experiments, it was reported in Ref. [1] that there
is a plasma bulb of C2 molecules that forms between the electrodes, which indicates that the
effective arc plasma diameter is larger than the electrodes in some cases. Additionally, it
can be seen from the experimental data that there is a slight enhancement in the evaporation
rate above 55 A. From the numerical results, this enhancement can be explained by the
decreased emissivity of the radiative heat flux within the electrodes. As the ε decreases, the
effective heat loss from the anode surface due to radiation decreases as well. This raises the
temperature of the anode surface, leading to enhanced evaporation.
Figure 8.1 (b) shows the evaporation rates when varying the anode diameter with a total
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Figure 8.1: Evaporation rates against (a) total current, compared to experimental data from
Vekselman et al. [1], and (b) anode diameter, compared to experimental data from Ng and
Raitses [2], for ε = 50%, 70%, 90%. The dashed orange line indicates the transition from
low to high ablation modes, which is arbitrarily chosen to help guide the readers.
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current of 60 A, compared to earlier experimental results from Ng and Raitses [2]. It can be
seen from the experimental data that the anode temperature is likely to be constant between the
9 mm and 12 mm diameter cases. The discrepancy between the simulation and experiments
may be due to the cathode deposit area model. In Fig. 8.1 (a), the cathode deposit area
increases with increasing Id , which is consistent with the experimental observation. On the
other hand, the discharge current is kept constant while the anode diameter is varied in Fig.
8.1 (b). A higher ablation mode at smaller anode size indicates that the cathode deposit
rate is also high, which most likely results in a large deposit area. However, simultaneously,
it is likely that the ion current increases for a smaller anode diameter case, which would
yield a smaller electron emission current. This poses an inconsistency between the present
simulation results and the experimental observation.
The numerical results suggest that the cathode deposit model is a reasonable model when
the total current varies since the trend is that the higher total current, the higher ablation
rate, and the larger deposit area. For the cases where the anode diameter is decreased for a
fixed total current, the current density and the cathode deposit area grow due to the enhanced
ablation rate, but the arc attachment to the deposit may be restricted to a smaller area. This is
contradictory to the proposed cathode deposit model, where the deposit area is assumed to be
equal to the plasma attachment area at the cathode. Therefore, the plasma-cathode interaction
may play an important role in the mode transition, and a multi-dimensional simulation that
accounts for the growth of the cathode deposition layer and arc attachment is needed.
While the results shown plot the evaporation rates against the total current and the anode
area separately, it is important to study the variation of the evaporation rate with the current
density. In this model, the current density is indirectly varied by changing the total current
and the anode diameter. Since the current density varies linearly with the current and
squarely with the diameter, the effects of a varying current density are not properly captured.
Comparing numerical and experimental results using the current density as the metric could
provide further insight into the operation of the arc discharge. That is reserved for future
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Figure 8.2: Schematic showing the difference in radiative heat flux between the cathode and
anode for (a) small and (b) large cathode deposit areas. The shaded pink region illustrates
the time-averaged arc discharge region.
work.
8.1.2 Radiative heat transfer between electrodes
In this model, it is hypothesize that the radiative heat transfer from the electrodes plays
an important role in the arc discharge. Although it will depend on discharge characteristics
(e.g., power, voltage, and current) and electrode geometry, here the sensitivity of radiative
heat transfer is investigated by varying εa and εc in the energy balance equations of the anode
and cathode, respectively. Furthermore, εa = εc = ε is assumed.
Figure 8.2 shows two schematics of the arc discharge for low and high ablation modes.
In the low ablation case, the cathode deposit is typically much smaller than the anode area,
as shown in Fig. 4 of Ref. [1] and Fig. 3 of Ref. [2]. In the former study, the total current
is varied between 35 A and 80 A with a fixed anode diameter of 6.5 mm, while the anode
diameter is varied between 6 mm and 12 mm keeping the discharge current constant at 65 A
in the latter study. Both configurations operated with an inter-electrode gap of 1-2 mm.
In the low ablation mode, the cathode deposit area is only a fraction of the anode area.
Both the anode surface and the deposit surface are radiating in all directions. Some of the
radiation is exchanged between the two electrodes, and the heat is trapped within the system.
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However, the radiative heat flux from the cathode deposit to the anode is small, as the cathode
deposit is much smaller than the anode size. The radiation transfer between the two electrodes
is thus small, and it can be considered that the radiative heat flux escapes outside of the arc.
Hence, the net radiation heat loss from the surface, specified by ε, can be considered large.
For the high ablation mode, the deposit area becomes larger and approaches the size of the
anode area for both the varying anode diameter case and the varying total current case. In Fig.
3 of Ref. [2], it can be seen that the ablation is so large that the cathode deposit surpasses the
area of the anode. More heat gets exchanged between the two electrodes through radiation,
trapping more of the radiative heat within the system. It is to be noted that the radiation
from the bulk plasma to the surrounding, i.e., spontaneous emission from the excited states
is explicitly modeled via the conservation of mass, while the radiative heat transfer between
the arc plasma and electrodes are not considered. In this numerical model, more radiative
heat trapped between the electrodes correlates to a lower ε. Particularly, the cathode deposit
temperature from our calculation is predicted as ∼ 3400 K, as shown in Fig. 6.1. If the
cathode deposit is large, a large amount of the radiative heat flux can travel from the cathode
to the anode, leading to an enhanced ablation rate.
The results shown in Fig. 8.1 seem to support the hypothesis regarding the radiative
heat transfer. The numerical results using a larger value of ε, i.e., more radiative heat being
lost from the system, show excellent agreement with experimental results in the low ablation
regime. As the arc transition to the high ablation mode, the numerical results with lower
values of ε, i.e., more radiative heat remaining in the system, coincide with the experimental
results. This can be taken as an indication that the radiative heat transfer plays a vital role in
dictating the ablation mode of the arc.
8.1.3 Cathode drop & discharge voltage
Figures 8.3 and 8.4 show the voltage as it varies with total current and anode diameter,
respectively. In the numerical model, the total current is preset for each run and the discharge
voltage can fluctuate. The total discharge voltage is not sensitive to ε, particularly in the
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Figure 8.3: Voltage while varying total current for a given anode diameter of 12 mm and
various radiative heat loss from the electrodes, ε: (a) total discharge voltage Vd , (b) cathode
voltage Vc, and (c) plasma potential drop Vpl . The dashed orange line corresponds to the
transition between ablation modes, as shown in Fig. 8.1.
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Figure 8.4: Voltage while varying anode diameters for a given total current of 60 A and
various radiative heat loss from the electrodes, ε: (a) total discharge voltage Vd , (b) cathode
voltage Vc, and (c) plasma potential drop Vpl . The dashed orange line corresponds to the
transition between ablation modes, as shown in Fig. 8.1.
high ablation mode. The numerical results shown in Fig. 8.3 show excellent agreement with
experiments, in which the total discharge voltage stays relatively constant at 25 V for varying
total current [76, 2]. The discharge voltage is kept around 25 V particularly when ε = 90%
in the low ablation mode. This supports the hypothesis of radiative heat exchange between
electrodes, as shown in Fig. 6.1: for a low ablation mode when the cathode deposit is small,
most of the radiative heat flux is lost to the surroundings, e.g., vacuum chamber, and a higher
effective emissivity ε is expected.
The cathode voltage Vc increases with larger values of ε because the cathode sheath
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potential must compensate for the energy lost due to radiative heat flux. With lower values
of ε, the anode evaporation rate increases, leading to a higher plasma density. To sustain the
plasma discharge, the electric field in the bulk discharge needs to be higher. Hence, the total
potential drop, Vpl , increases. The cathode voltage Vc decreases in the high ablation mode
because the convective heat due to the ions and neutrals is large, leading to a self-sustaining
cathode that does not require acceleration of ions to heat the cathode. It is to be noted that
the anode sheath potential is not shown because Ua = 0 for all cases in the present model,
which could be due to the ion boundary condition at the anode. It is assumed that ion flux
is zero at the anode when a positive anode sheath forms, but there can still be finite ion flux
approaching the anode surface considering the ion velocity distribution.
8.2 Plasma Properties
The two modes of ablation change the composition and the behavior of the bulk plasma
in the arc discharge. The model does not assume thermal, velocity, and chemical equilibrium
as the conservation equations are solved for each species. Here, the deposition rate, number
density, bulk velocity, and temperature are discussed.
8.2.1 Deposition rate at the cathode
Figure 8.5 shows the deposit rate density of each species on the cathode for the cases of
6 mm anode diameter (high ablation) and 12 mm anode diameter (low ablation) at 60 A. The
results show the differences between the two modes, with the net deposition rate significantly
dropping from 6.35 mg/s to 0.31 mg/s. In both cases,C3 particles evaporate from the cathode
deposit surface due to its high temperature and are re-deposited as C∗3 , after being excited by
the electrons accelerated within the cathode sheath. As shown in Figs. 8.3 and 8.4, Vc > 5
V and the excitation energy of C∗3 is 3.06 V from Table 5.2, suggesting that such electronic
excitation can occur within the cathode sheath. The dominant depositing species are C and
C+, followed by C2 and C∗2 . The flux of C
∗
3 molecules to the cathode is large due to the high
level of excitation in the vicinity of the cathode sheath. There is a stream of C3 molecules
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from the bulk discharge in addition to the C3 molecules evaporating from the cathode, both
of which get electronically excited and result in C∗3 flux toward the cathode deposit. This
leads to a net deposit on the cathode.
Figure 8.5: Deposition rate for (a) low and (b) high ablation modes, corresponding to r=12
mm and r=6 mm, at I=60 A. Negative deposition rate corresponds to evaporation of the
material. The net deposition rate is shown in the solid black line.
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For the low ablation mode, as shown in Fig. 8.5 (a),the deposit rate densities are
approximately 0.03 kg/m2s for C∗3 , -0.025 kg/m
2s for C3, 0.002 kg/m2s for C and C+, and
0.001 kg/m2s for C2 and C∗2 . For the high ablation mode, shown in Fig. 8.5 (b), the deposit
rate densities are 0.22 kg/m2s for C∗3 , -0.18 kg/m
2s for C3, 0.1 kg/m2s for C, and 0.08 kg/m2s
for C2 and C+. The majority of the deposition is from C3 for the low ablation mode, while it
is from C in the high ablation mode because the gas temperature increases, causing C3 and
C2 to dissociate.
8.2.2 Number density
Figure 8.6 shows the number density of each species in the bulk plasma. The density of
C2 near the anode agrees well with experimental data [71], which gives the density in the
order of 1022 m-3. The density of excited dicarbon, C∗2 , also shows good agreement with
experimental data for the Swan bands [77], which gives the density in the order of 1021 m-3
for a carbon arc plasma at 65 A total current and 6 mm anode diameter that corresponds to
high ablation mode as shown in Fig. 8.6 (b). Ion and electron densities are on the order of
1021 m-3, one order of magnitude lower than experimental data [1], which are on the order
of 1022 m-3 in the arc core. The discrepancy can be attributed to the fact that the arc core is
constricted to an area smaller in the actual discharge than the anode area. The 1D limitation
of the model cannot take that into account, and as such the higher density in the constricted
arc is averaged out over the area of the anode, effectively leading to lower densities reported
by the model. An energy-minimizing method that is arc temperature and density dependent
can potentially be used to find the optimal current density for a given total current. The
current density can then be directly used to evaluate the arc core area.
The elevated densities in the high ablation mode are to be expected, since more materials
evaporate and become present in the arc core. It can also be seen that monoatomic carbon
density becomes dominant over C3 in the high ablation mode, resulting from an increased
gas temperature which is discussed later.
Reaction H7 in Table 5.4 (C3 +C+ → C+2 +C2), one of the heavy species reactions, is the
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Figure 8.6: Species number density for (a) low (d = 12 mm) and (b) high (d = 6 mm)
ablation modes at 60 A.
most dominant source for C+2 due to the high density of both C3 and C
+. The most dominant
source for C+3 is stepwise ionization. The most dominant loss mechanism for both C
+
2 and
C+3 , however, is dissociative recombination. At steady state, C
+ density is one to two orders
of magnitude larger than C+2 density, and three to four orders larger than C
+
3 density. This is
primarily due to the large dissociative recombination rate for the latter two [65].
8.2.3 Bulk velocity
Figures 8.7 and 8.8 show the bulk velocities of individual species. Instead of assuming a
single bulk velocity for the carbon species, eachmomentum equation is solved separately. For
both modes, the bulk velocities of neutral species are in equilibrium spatially except near the
electrodes. In the low ablation mode, the bulk velocity of the heavy species is approximately
10-30 m/s. The momentum exchange due to Coulomb collisions between counterstreaming
electrons and ions causes the ions to travel at such low speeds. Then, other elastic collisions
involving heavy species (e.g., ion-neutral, neutral-neutral) contribute to further momentum
exchange between ion and neutral species, which results in local velocity equilibrium. In the
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Figure 8.7: Bulk velocity for (a) ions and (b) neutral particles for a low ablation mode (d = 12
mm, 60 A).
high ablation mode, the bulk velocity varies from 20 m/s to 200 m/s, which primarily results
from the increase in ion bulk velocity due to larger potential drop (Vpl) within the bulk plasma
in comparison to the low ablation mode. At the cathode sheath edge, it is assumed that the
ion velocities accelerate to 10% of the Bohm velocity. As such, an electric field sets up
near the cathode presheath, accelerating the ions toward the cathode sheath edge. As the ion
velocities increase, other species are accelerated as they approach the cathode via collisions.
In the high ablation mode, high velocities (∼ 200 m/s) near the cathode can be seen in Fig.
8.8 (b). Such axial particle flux can lead to the convection of particles in the radial directions,
reported in 2D simulations [45]. Evaporated materials from the cathode deposit increase the
density of carbon species near the cathode, which leads to the decreased bulk velocity seen
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Figure 8.8: Bulk velocity for (a) ions and (b) neutral particles for a high ablation mode (d = 6
mm, 60 A).
for neutrals.
The ion velocity is also large close to the anode, moving away from it, and that is due
to the formation of a positive sheath. This phenomenon could potentially be a numerical
artifact due to the ion boundary condition in the bulk plasma model. A negative sheath could
be formed when the plasma density is larger near the anode sheath, which can occur if the arc
core was more constricted. It is hypothesized in Ref. [44] that the anode sheath transitions
from a negative sheath to a positive sheath to explain the enhanced anode ablation. In the
present simulation, a positive sheath is always observed due to the current balance. It is likely
that Eq. (6.5) is too restrictive a condition, because hot ions (on the order of 3000 K) have a
thermal speed of 1500 m/s for carbon, indicating that ion flux can still be non-zero even with
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Figure 8.9: Spatial profile of temperatures for different radii at total current I = 60 A: (a)
electron temperature and (b) gas temperature.
Ua ' 0 V. Further studies on boundary conditions can be performed in future work.
8.2.4 Gas & electron temperature
Figure 8.9 shows the results of the gas and electron temperatures for different anode
diameters. Although the temperatures of the carbon species and helium are solved separately,
the two temperatures become almost identical due to high collisionality between the heavy
species. However, it is evident that in all cases, the numerical results deviate substantially
from the LTE condition, i.e., the electron temperature is not the same as the heavy species
temperature, in the present setup. While the electron temperature in the core, e.g., 1 eV,
shows agreement with experimental values [1], the gas temperature is predicted to be lower,
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which can be attributed to the limitation of the 1D model. In reality, the arc is constricted to
a densely populated core; in the present 1D model the arc is averaged over the anode area,
which yields lower densities. This in turn leads to a decrease in the number of Coulomb
collisions, lowering the gas temperature due to collisions with the electrons.
8.2.5 Electric Field
Figure 8.10 shows the electric field profile for the high and low ablation cases. In the bulk
plasma (e.g., 0.2 mm≤ x ≤ 1.7 mm), the electric field for the high ablation mode is higher
than that of the low ablation mode. The higher electric field for high ablation leads to a larger
plasma potential, which can be seen in Figs. 8.3 and 8.4. The reason behind this increase
in electric field can be attributed to the current density through Ohm’s law, je = σcE , where
σc = eneµe ∝ ne/num is the conductivity. Since Coulomb collisions are more dominant
than electron-neutral elastic collisions, the conductivity becomes a function of the electron
temperature alone. As the electron temperature in the bulk remains constant around 1 eV, as
shown in Fig. 8.9, the value of the conductivity is essentially constant. Thus, from Ohm’s
law, the electron current density and the electric field are approximately linearly related. In
the high ablation mode, the electron current density increases and therefore the electric field
becomes larger, leading to a large potential drop in the bulk plasma, Vpl .
In the region near the cathode, the electric field increases in strength. Since the electron
temperature near the cathode is higher for the low ablation mode (larger r) than that for the
high ablation mode (smaller r) as can be seen in Fig. 8.9, the ion Bohm velocity becomes
larger and the ions need to accelerate in the presheath, resulting in a larger electric field in the
cathode presheath. This can be seen in Fig. 8.10, where the electric field strength is smaller
near the cathode for the high ablation mode. Additionally, it is to be noted that there exists
a region of negative electric field close to the cathode in both ablation cases. This might be
due to the electron diffusion flux being sufficiently large so that the drift flux is less needed,
leading to a negative electric field.
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Figure 8.10: Electric field profile for low (d = 12 mm) and high (d = 6 mm) ablation modes
at 60 A.
8.3 Sensitivity Analysis
Aside from the variation of the anode diameter and the total current, several other
parameters in the model are investigated, and the sensitivity of the model to these parameters
is tested.
8.3.1 Krook vs. Krook-Braginskii drag for electrons
The drag term for the electron transport in Eq. (5.19), which accounts for the external
forces on the electrons, is investigated. The results shown so far use a hybrid of Krook’s and
Braginskii’s models. In the low temperature plasma (LTP) community, it is common to only
assume Krook’s operator due to the weakly ionized state of the plasma.
Figure 8.11 shows the results between the two electron drag formulations. A 1-2 V
decrease in the plasma potential drop is seen when using the Krook-Braginskii drag model,
while Vc remains the same. The introduction of the thermal term −0.71µe ∂Te∂x to the electron
flux in Eq. (5.21) leads to a smaller electric field required to sustain a similar electron current
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Figure 8.11: Total voltage, plasma potential drop, and cathode voltage for the cases corre-
sponding to the two formulations of Fe in Eq. (5.19). Total current I=60 A. Red solid lines
are for Krook’s operator only and blue dashed lines are for the Krook-Braginskii drag force.
The latter is identical to Fig. 8.4 for ε = 70%.
density. The conditions at the electrodes, including the anode temperature and thus directly
the evaporation rate, as well as plasma parameters, remain similar. The results suggest that
the Krook’s drag operator alone overestimates the plasma potential required. In an arc where
the plasma density becomes large, Coloumb collisions play an important role in the core, and
as such Braginskii’s model must be taken into account.
8.3.2 Varying ion Bohm velocity factor ζ due to high pressure
The Bohm sheath criterion is only valid for a collisionless sheath. When the background
pressure increases, the sheath becomes collisional, and the Bohm condition no longer applies
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Figure 8.12: Spatial profile of (a) electron temperature and (b) electron number density for
varying Bohm condition factor ζ .
[78, 79]: the ion flux increases in the presence of a high background pressure. In order to
incorporate the reduced ion flux into the model, a factor ζ was introduced to the Bohm sheath
criterion equation, varying from ζ = 1 for a purely collisionless sheath to ζ = 0 for a fully
collisional sheath. In order to investigate the impact of using the Bohm sheath criterion on a
collisional model, the factor ζ was varied.
The numerical results of electron temperature and number density are shown in Fig. 8.12.
It is shown that the Bohm factor does not have a significant impact on the results. Increasing
the factor, which directly corresponds to accelerating the ions towards the cathode sheath
edge, leads to a larger electric field in the bulk plasma. This in turn increases the plasma
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potential drop, which results in a higher electron temperature, as can be seen in Fig. 8.12 (a).
Additionally, Table 8.1 summarizes the voltage values for all three test cases. The cathode
voltage dropped proportionally to the increase in the plasma potential drop, retaining the
same total discharge voltage in all cases.
The slight increase in the temperature directly leads to more ionization in the plasma,
increasing the number density of the ions and electrons, as can be seen in Fig. 8.12 (b). The
changes in the total voltage are not significant, and there is merely a potential drop exchange
between the bulk plasma and the cathode sheath potential. It can be concluded that the
macroscopic results of the model are insensitive to the Bohm condition at the anode sheath
edge.
8.3.3 Artificially increasing gas temperature in the vicinity of the anode sheath edge
In an attempt to achieve results closer to LTE, the gas temperature at the anode sheath
edge was artificially increased to 1.5 times the anode wall temperature, Tg,a = 1.5Tw,a ,where
Tw,a is the actual anode temperature that governs the ablation rate, while Tg,a is the effective
gas temperature that is used as a boundary condition for the energy equation.
Figure 8.13 shows the gas and electron temperatures. While the gas temperature increases,
the electron temperature in the bulk plasma is still around 1 eV, suggesting that the system is
still quite far from being in LTE. The reason of the artificial increase in gas temperature is
from experimental data showing 5000–6000 K near the electrode [77].
Figure 8.14 shows the corresponding change in the voltage and the evaporation rate. The
plasma potential drop decreases drastically, since the number density of C atoms increases
Table 8.1: Voltage values for varying Bohm condition factor ζ . Vp, Vc, and Vd correspond to
plasma potential drop, cathode voltage, and total discharge voltage, respectively.
ζ Vd Vc Vp
10% 24.69 V 9.22 V 15.47 V
20% 24.70 V 8.34 V 16.36 V
40% 25.19 V 7.10 V 18.09 V
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Figure 8.13: Spatial profile of (a) electron and (b) gas temperatures with anode temperature
artificially increased to Tg,a = 1.5Tw,a.
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Figure 8.14: Results for total current I=60 A using artificially raised anode temperature: (a)
total discharge voltage Vd , (b) plasma potential drop Vpl and (c) evaporation rate. Tg,a = Tw,a
case is identical to Fig. 8.4 with ε = 70%
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due to the artificially increased gas temperature. With the increase in the gas temperature,
C2 and C3 molecule dissociate, leading to a higher C density. This provides a larger pool
for ionization, making the required voltage within the bulk plasma much smaller. While the
cathode sheath voltage does not change, the lower plasma potential leads to a significantly
smaller total voltage. The evaporation rate also decreases, which can be attributed to the
lower plasma potential drop, particularly near the anode, which leads to a lower electron
temperature. This drop in the electron temperature directly leads to smaller anode wall
temperatures, resulting in lower ablation rates. Although the lower ablation rate approaches
the experimental trend (see Fig. 8.1 (b)), artificially increasing the gas temperature near the
anode does not help the numerical results at getting closer to the experimental results.
There are various potential mechanisms for the discrepancy between the numerical model
and experiments. First, multidimensional effects of the plasma flow and sheath physics may
result in a more confined arc core, which yields a larger plasma density. Another possible
explanation for the discrepancies between numerical and experimental results is the fact that
the boundary conditions may affect the anode sheath. With a negative sheath, the plasma
density particularly near the anode sheath edge can increase, which would affect the bulk
plasma. Finally, the dynamic nature of the arc discharge, e.g., instabilities and oscillations,
could alter the spatio-temporal distribution of the plasma flow, which in turn affects the
nanomaterial synthesis.
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9. CONCLUSION & FUTURE WORK
The synthesis of carbon nanotubes using ablating carbon arcs has become a subject of
great interest. The limited understanding of the physical phenomena that govern the synthesis
process still poses a challenge for further growth. A 1D multispecies fluid model was
developed to simulate an ablating carbon arc discharge in atmospheric pressure conditions.
Mass and momentum conservation equations were solved for all the species in the arc,
with collisions between the species taken into account. The model does not assume any
LTE conditions, solving energy equations for the electrons and the heavy species separately.
Using the experimental observations, a model for the carbon deposit area is developed.
Evaporation rates obtained from the model show good agreement with experimental
results, particularly when varying the total current for a given anode size. The transition
between low and high ablation modes was investigated. The number densities for ions and
electrons are one order of magnitude lower than experimental values, which can be attributed
to the fact that the model averages the arc core over the area of the anode, when in reality
the arc is more constricted, and as such has higher densities. The model did not achieve
LTE conditions in the arc core as has been reported by other arc discharge models. This can
be related to the lower densities, which in turn lead to lower collisional exchange of energy
between the electrons and heavy species.
The model’s sensitivity to several parameters was investigated, the most notable of which
being the effective emissivity ε for radiative heat exchange between the cathode and anode.
The numerical results using a higher value for ε, corresponding to more radiative heat flux
being lost to the system’s surroundings, show greater agreement with experimental results
in terms of evaporation rate and total voltage for the low ablation mode. An enhancement
of anode ablation is observed when accounting for more radiative heat transfer between
electrodes resulting in a lower ε. The results suggest that radiative heat transfer plays a
significant role in determining the properties of the ablating arc.
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For future work, the model will be expanded into two dimensions, axial and radial, in
order to capture the multidimensional physics. The incorporation of radial mass and heat
diffusion self-consistently could provide valuable insight regarding the transition between
ablation modes. The implementation of a varying arc core area would allow for a more
constricted plasma, potentially yielding densities more agreeable with experimental values.
Additional work can be done on the arc attachment to the electrodes, which would give insight
to the instabilities observed in experiments.
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10. PART II: NON-NEUTRAL DRIFT-DIFFUSION MODEL FOR HALL EFFECT
THRUSTERS
Plasma thruster technology has been in development for over half a century [7, 11, 80],
but to this day it faces many difficulties that cannot be resolved without the use of consistent
computational models that can accurately and successfully capture the highly nonlinear and
coupled physics that governs plasma thrusters [11]. Hall effect thrusters (HET) are devices
that utilize an axial electric field to accelerate a propellant gas, usually xenon, while at the
same time using a radial magnetic field to confine electrons that are used to ionize xenon [7].
Due to the mass difference, electrons are trapped in the E × B azimuthal direction, while the
heavier ions to exit the channel, generating thrust.
Hall thrusters operate on a high specific impulse, low thrust regime, operating at 1-5
kW power range with relatively high efficiencies ranging between 35% and 60%. Specific
impulse tends to be as high as 2,000 seconds, with lifetimes of about 10,000 hours [7],
and thrust is on the order of tens to hundreds of milli-Newtons [81]. Recent advancements
in magnetic shielding of HET channel walls have allowed for reduced erosion rates and
greatly increased lifespans [82]. The development of nested Hall thrusters shows promise
in providing increased thrust performance, becoming an attractive option for deep-space
missions [83]. With the expansion of the operations of HET’s, it becomes even more critical
that we fully understand the physics governing them.
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11. INTRODUCTION
Plasma discharge in HET is riddled with multiscale phenomena, with oscillations span-
ning modes from the kHz range up to the MHz range [84]. These oscillations arise from
multiple mechanisms, including electron-neutral collisions and plasma-wall interactions, and
the processes are complex and are not fully understood. One of themain low-frequencymodes
present in HET’s is the so-called breathing mode, occurring in the 10-30 kHz range [81].
These oscillation can affect the operation parameters of the thruster, with variations in the
thrust and specific impulse affecting the performance [84].
High frequency phenomena on the scale of 1-10 GHz, which coincides with the electron
plasma frequency, also play a vital role in the operation of HET’s. One of the main challenges
in modelling Hall effect thrusters comes from the so-called anomalous electron transport
[84, 85, 86]. Classical gas dynamics theory and models predict the mobility of electrons
operating in the conditions of HET’s, accounting for collisional and magnetic effects [85, 86].
Experiments, however, show significantly larger mobility for electrons in the cross-field
direction [86]. It has been suggested that the anomalous transport is due to sheath-induced
plasma instabilities [87]. Others have suggested electron cyclotron drift instability as being a
source of the anomalous transport [88]. Whilemultiple other hypotheses have been developed
to explain this phenomenon, the subject is still a work in progress. Further development
of models that can capture plasma instabilities may allow for better understanding of the
mechanism that causes the anomalous transport.
Fluid models are often utilized for HET plasma simulations due to their relatively low
computational costs compared to particle-in-cell (PIC) simulations [89, 90]. Fluid models
are developed by taking the moments of the Boltzmann equations, and require assumptions
for the distribution functions and fluid properties in order to close the system of equations
[91, 19]. Most commonly in plasma simulations, two-fluid models are used, breaking up the
ions and the electrons into their own respective set of interacting equations. An assumption
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that is used is quasi-neutrality, such that the electron density is assumed to be equal to the
ion density [81, 92, 93]. Another assumption used is based on the fact that electrons react to
changes in the potential much faster than ions, such that the electrons are essentially steady
state in the ions’ timescale [84]. This, along with assuming that the electron inertial term
is negligible, makes up the drift-diffusion plasma model [19, 84], which can be utilized
to evaluate the potential in a quasineutral plasma. Evidently, there are multiple important
assumptions that are made in plasma fluid models, and any one of these assumptions, or a
combination of them, could lead to the lower electron mobility seen in computational fluid
models compared to experiments. As such, it is worthwhile to investigate the effect of each
individual approximation in order to come closer to a fully understanding anomalous electron
transport.
The overarching motivation for this model is investigating the anomalous electron trans-
port reported in experiments. The idea is to start with a quasineutral model and remove the
underlying assumptions one at a time, studying the changes to the results progressively. This
work can be considered the first step in a much broader project, investigating the effects of
non-neutrality on the results from a quasineutral model.
The basis of the model presented is a quasineutral, two fluid model from Ref. [94]. In the
aforementioned study, numerical oscillations due to the ion velocity stagnation point were
successfully damped by coupling the electron pressure and the ion momentum. This was
only achievable due to the quasineutral condition; in the present non-neutral model, other
numerical approaches must be developed in order to ensure numerical stability.
The model developed simulates the operation of a HET using a 1D geometry in the axial
direction. The geometry used is that of an SPT-100ML thruster: the thruster channel is 2.5
cm long, from the anode to the channel exit, and the inner and outer radii of the channel
annulus are 3.45 cm and 5.0 cm, respectively. The domain extends past the channel exit, such
that the total domain length is 5.0 cm. The operating gas is xenon, injected from the anode at
a mass flowrate of 5 mg/s. A discharge voltage of 300 V is applied across the domain. The
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magnetic field varies across the domain, being a maximum of 160 G at the channel exit.
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12. GOVERNING EQUATIONS & NUMERICAL METHODS
The model simulates the non-neutral plasma using the two fluid approach, with the ions
and the electrons solved separately as two different fluids. Neutral atoms are considered
in the background and are not simulated; instead, a number density profile is assumed
for the source term in the ion and electron equations. The fluid governing equations are
derived by taking the first, second and third moments of the Boltzmann equation, leading to
the continuity, momentum and energy equations, respectively. For ions, the continuity and
momentum equations are solved, and the energy equation is ignored, since the ion temperature
is assumed to be constant. The three equations are considered for electrons.
12.1 Governing Equations
The continuity equation for a species s is given by:
∂ns
∂t
+ ∇ · Γs = Ss, (12.1)
where ns is the number density, Γs = nsus is the density flux, us is the fluid bulk velocity,
Ss is the source term, and the species s is either ions, denoted by subscript i, electrons,
denoted by subscript e, or neutrals, denoted by subscript n. The source term for both ions
and electrons is identical and is due to direct ionization, such that Se = Si = νion.ne, where
νion. = kion.nn is the ionization frequency, kion. is the ionization rate coefficient, nn is the
neutral atom density, and ne is the electron density. The source term can include multiple
reactions, such as excitation and step-wise ionization, but in this model, excited states are not
considered, and as such these reactions are neglected.
The momentum equations are given by:
∂(nsus)
∂t
+ ∇ · (nsus ⊗ us) + 1ms∇ps =
qns
ms
(E + us × B) − νmnsus, (12.2)
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where ms is the particle mass, ps is the partial pressure of species s, assumed to be isotropic,
q is the charge of the species, being +1 for ions and −1 for electrons, E is the electric field,
B is the magnetic field, and νm is the momentum transfer collision frequency.
In the operation of HET’s, ions are largely unaffected by the magnetic field and are
non-magnetized; as such, the us × B term is negligible. For this reason, ions are considered
collisionless, while electrons are considered collisional [86]. Lastly, the electric field acts
in the axial direction. By assuming that the flow is one dimensional, the ion momentum
equation becomes:
∂(niui,x)
∂t
+
∂(niu2i,x)
∂x
+
1
mi
∂pi
∂x
=
eni
mi
E, (12.3)
where the pressure pi = nikBTi is given by the ideal gas law, kB is Boltzmann’s constant, and
Ti is the ion temperature, assumed to be constant for simplicity.
For the electrons, the drift diffusion approximation is utilized to simulate the momentum.
This assumption comes from the fact that the time scale for electron motion is much smaller
than the ion characteristic time, such that electron momentum is in steady state. The inertial
term is also neglected, based on the fact that collisions take place on a much smaller time
and length scale than macroscopic field and pressure variations [19]. These two assumptions
cancel out the first two terms of Eq. (12.2). The momentum transfer collision frequency for
electrons is taken to be νm = 2.5 × 10−13nn [81].
To derive the magnetized drift-diffusion equation, the three components of the electron
velocity are retained, such that ue = ue,x ıˆ+ ue,y ˆ+ ue,zkˆ. By taking the cross product between
the velocity and magnetic field vectors, and by assuming one-dimensionality of the pressure
term, the electron momentum equations become:
1
me
∂pe
∂x
= −ene
me
(Ex − ue,zBy) − νmneue,x, (12.4)
0 = −ene
me
ue,xBy − νmneue,z . (12.5)
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Substituting the second equation into the first, then isolating neue,x:
neue,x
(
1 +Ω2
)
= − µe
e
∂pe
∂x
− µeneEx,
where Ω = ωB/νm is the Hall parameter, which is the ratio of the electron gyrofrequency
ωB = eB/me and the momentum transfer collision frequency, and µe = e/meνm is the non-
magnetized electron mobility. By defining the cross-field mobility µe,⊥ = µe/(1 + Ω2), the
1D electron momentum equation is given by:
neue,x = −µe,⊥neE − µe,⊥e
∂pe
∂x
.
Using the ideal gas law, such that pe = nekBTe, where Te is the electron temperature, and
defining the diffusion coefficient D = kBTeµe,⊥/e, the equation can be rewritten as:
Γe = −µe,⊥neE − ∂(Dne)
∂x
, (12.6)
where Γe = neue,x is the electron density flux. By substituting this flux into Eq. (12.1), the
governing drift-diffusion equation for electrons is attained:
∂ne
∂t
+
∂
∂x
[
−µe,⊥neE − ∂(Dne)
∂x
]
= Se, (12.7)
where Se is the electron source term, taken to be direct ionization.
Based on experimental evidence, the electron mobility is higher than what is described by
the classical mobility derived here, a phenomenon known as anomalous electron transport.
The electronmobility used in Eq. (12.7) is as suchmodified to include empirically determined
anomalous mobility, such that:
µe,⊥,tot. = µe,⊥ + µe,⊥,ano.,
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where µe,⊥,tot. is the total, modified electron mobility, µe,⊥ is the classical mobility as defined
earlier, µe,⊥,ano. = α/B is the anomalous contribution to the mobility, and α is an empirical
coefficient, chosen such that the mean discharge current agrees with experimental observa-
tions. A two region model is adopted, such that α = 1/16 inside the channel of the HET, and
α = 1/160 outside the thruster channel, according to the geometry described in Chapter 11.
While the model only resolves the plasma in the axial direction, electrons exhibit a high
velocity in the azimuthal direction that greatly increases their kinetic energy, and as such this
velocity needs to be accounted for. The azimuthal velocity is given by Eq. (12.5):
ue,z = Ωue,x,
where ue,z is the azimuthal velocity. Note that this is an approximation based on the drift-
diffusion model. The azimuthal velocity is exaggerated in regions where the axial velocity is
high, and this could lead to inaccurate kinetic energy calculations. This is further discussed
in the results.
The electron energy equation is given by:
∂(neεe)
∂t
+ ∇ · (neεeue + peue + qe) = je · E − Sloss, (12.8)
where εe = 3kBTe/2 + me |ue |2/2 is the electron total energy, comprised of the internal
energy for the first term and the kinetic energy for the second term, qe = −κe∇Te is the heat
conduction, κe is the electron heat conductivity, je = −eneue is the electron current density,
and Sloss is the energy loss term, which will be discussed further shortly.
Instead of solving for the total electron energy, the equation can be solved for the electron
temperature alone. This can be achieved by substituting the definition of the total energy εe
into Eq. (12.8), taking the dot product of the momentum equation for electrons (Eq. (12.2))
and the electron bulk velocity ue, then subtracting the result from the energy equation. The
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electron internal energy equation thus becomes:
∂
∂t
(
3
2
nekBTe
)
+ ∇ ·
(
5
2
nekBTeue + qe
)
= ∇pe · ue + meneνm |ue |2 − Sloss . (12.9)
The electron energy loss term Sloss is comprised of wall heat loss Swall and heat lost due
to collisions, Scoll .. The former is is further discussed in Section 12.4. The collision heat
loss term is due to inelastic collisions, such as ionization and excitation, and is given by
Scoll . =
∑
s neνs∆εs, where νs is the collision frequency and ∆εs is the change in the energy
level for collision s.
Since the plasma is non-neutral, the plasma potential needs to be evaluated in order to
update the electric field, and that is done by solving Poisson’s equation, given by:
∇ · (ε0∇φ) = −e(ni − ne), (12.10)
where ε0 is the permittivity of free space and φ is the potential. Once the potential is
evaluated, the electric field is found using the electrostatic condition:
E = −∇φ. (12.11)
Neutrals are only basically simulated, with a constant uniform temperature and a constant
velocity of 270 m/s, being injected from the anode plane. As such, the only equation solved
for neutrals is continuity Eq. (12.1), where the flux is simply Γn = un,xnn using the constant
injection velocity, and the ionization source term Sn = −Se = −Si reflects the depletion of
neutral atoms as they ionize.
12.2 Boundary Conditions
The boundary conditions (BC’s) of the model are imposed at the two ends of the domain,
corresponding to the anode and the cathode of the HET. The BC’s imposed include the
electric potential at each electrode, the electron temperature, the particle fluxes, and the
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particle injection speed. The BC’s are imposed at the cell interfaces, as opposed to the cell
centers, since the electrodes reside on the interfaces. The electric potential uses Dirichlet
BC at both ends of the domain, such the potential is set to 300 V at the anode and 0 V at the
cathode. For the electron temperature, a combination of Dirichlet and Neumann BC’s are
used. The temperature is set to 3 eV at the cathode, and at the anode, an adiabatic BC is used.
For ions and electrons, kinetic fluxes are imposed on the anode assuming a shifted half-
Maxwellian distribution while assuming the particles are traveling in one direction only. The
derivation begins with the shifted Maxwellian distribution function:
f (vs,x) =
(
ms
2pikBTs
)1/2
exp
[
−ms(vs,x − us,x)
2kBTs
]
, (12.12)
where f is the distribution function, vs,x is the particle velocity, ms is the particle mass
of species s, Ts is the temperature, and us,x is the fluid bulk velocity. The particle flux is
obtained by multiplying the distribution function by vs,xns, where ns is the number density,
then integrating over the range of particle speeds vs,x . Since a half-Maxwellian is assumed,
and the particles are travelling towards the anode, the function is integrated from −∞ to 0:
Γs,a =
∫ 0
−∞
vs,xns
(
ms
2pikBTs
)1/2
exp
[
−ms(vs,x − us,x)
2kBTs
]
dvs,x,
where Γs,a is the kinetic flux of species s at the anode surface, moving outwards. Once the
integration is carried out using a substitution, the flux can be written as:
Γs,a = −ns4
(
8kBTs
pims
)1/2 {√
piuˆs,x
[−1 + erf (uˆs,x)] + exp (−uˆ2s,x)} , (12.13)
where
(
8kBTs
pims
)1/2
is the local thermal speed, uˆs,x = us,x
√
m/2kBTs is the local fluid bulk
velocity normalized using the internal energy, and erf is the error function.
At the cathode, aMaxwellian distribution is assumed for the ions, such that the integration
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of Eq. (12.12) is done from −∞ to∞, which simply yields:
Γi,c = niui,x, (12.14)
where Γi,c is the ion kinetic flux at the cathode surface, corresponding to an outflow condition.
In order to formulate the cathode electron flux, the plasma is assumed to be quasineutral
in the vicinity of the cathode. Using the discretized continuity equation (Eq. (12.1)) for both
the ions and the electrons at the last cell center N:
nk+1e,N − nke,N
∆t
+
Γke,c − Γke,N−1/2
∆x
= Se,N,
nk+1i,N − nki,N
∆t
+
Γki,c − Γki,N−1/2
∆x
= Si,N,
where the source terms Se,N = Si,N are equivalent, the number densities for both ions and
electrons in the next timestep k + 1 are set to be equal. Substituting the two equations into
each other, and solving for the cathode electron flux Γe,c, the expression becomes:
Γe,c = Γe,N−1/2 + Γi,c − Γi,N−1/2 + ∆x
∆t
(nke,N − nki,N ), (12.15)
of which all the components on the right hand side are known beforehand.
The anode BC for neutrals at the anode surface accounts for wall recombination. As ions
and electrons collide with the anode surface, they recombine, forming neutral atoms that
can then be re-injected into the thruster. The cathode BC for neutrals is simply an outflow
condition.
12.3 Numerical Methods
The equations being solved by the model are, in summary: the ion continuity equation
(Eq. (12.1)) and momentum equation (Eq. (12.3)) to evaluate the ion density and velocity,
respectively; the electron drift-drift equation (Eq. (12.7)) to evaluate the electron density
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and velocity; the electron energy equation (Eq. (12.9)) to evaluate the electron temperature;
Poisson’s equation (Eq. (12.10)) and the electrostatic condition (Eq. (12.11)) to evaluate
the plasma potential and electric field, respectively; and the neutral continuity equation (Eq.
(12.1)) to update the neutral density. The system of equations is highly coupled and can have
very restrictive timestep limitations. The numerical methods discussed here seek to alleviate
some of those issues.
12.3.1 Ion solver
The ion continuity and momentum equations are solved using Steger-Warming inviscid
flux vector splitting (FVS) method, utilizing MUSCL reconstruction with Koren limiter to
eliminate the sonic problem for rarefaction waves. The eigenvalues of the fluid governing
equations are evaluated and used to calculate the fluxes for the ion density, momentum, and
energy. Since the ion energy is not solved, the latter is not evaluated. Both Steger-Warming
and MUSCL reconstruction are further described in Appendix B.
Steger-Warming has been shown, mathematically and numerically, to generate numerical
oscillations on the grid level at locations of stationary contact discontinuities, i.e. where
ui,x = 0 [95]. This can be alleviated by using a global flux vector splitting method, such
as Global Lax-Friedrichs, which is used in this model. While the fluxes are evaluated the
same way as Steger-Warming, a global parameter is accounted for in the calculation of the
eigenvalues. Further discussion of the implementation of Global Lax-Friedrichs is presented
in Appendix B.
12.3.2 Electron solver
Two components of the electron governing equation can be identified: the drift component
∂(−µe,⊥neE)/∂x, which bears resemblance to the advection equation, and the diffusion
component ∂2(−Dne)/∂x2, which is the term of the diffusion equation. Both the advection
and the diffusion equations are heavily studied numerical problems with well developed
solution methods.
74
Discretizing the drift-diffusion equation (Eq. (12.7)) around cell center j for timestep k
using first order Euler for time integration yields:
nk+1e, j − nke, j
∆t
+
Γke, j+1/2 − Γke, j−1/2
∆x
= Se, j, (12.16)
where Γe, j+1/2 is the drift-diffusion flux defined by Eq. (12.6). Defining the components of
the flux at the cell interfaces ( j ± 1/2) is discussed below.
First order upwind is used to solve the drift portion of the electron flux. While the electric
field E is inherently evaluated at the cell interfaces, the electron mobility and density µe,⊥ne
are in the cell centers. The interface value of the mobility is taken as the average of the
adjacent cell center values. Upwind is used to evaluate the number density at the interface: if
the propagation speed −µe,⊥E at the interface is positive, the density from the left cell center
is used at the interface, and vice versa. When done explicitly, this provides a conditionally
stable solution method, subject to the Courant-Friedrichs-Lewy (CFL) condition:c∆t∆x  ≤ 1,
where c = µe,⊥E is the propagation speed. This is the first and least restricting limitation
imposed on the simulation timestep size. The electric field can be of the order of 104 V/m,
and the non-magnetized can be of the order 104 m2/(Vs), so that the restriction on the
timestep can be ∆t ≤ ∆x × 10−8 s, depending on the chosen grid size. Since the model
simulates magnetized electrons, the mobility becomes at most on the order of 102, making
this condition even less restrictive.
Second order central difference is used to solve the diffusion component of the electron
flux. Central difference uses the cell center values to evaluate the second derivative on the
cell center, and no reconstruction of the variables to the interfaces is needed. The scheme is
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conditionally stable, subject to the Von Neumann condition:D∆t∆x2  ≤ 0.5,
where D is the diffusion coefficient. This timestep constraint is very restrictive, due to the
square dependence on the grid size. The non-magnetized diffusion coefficient can be on the
order of 105 m2/s, making the timestep size relation ∆t ≤ 0.5∆x2 × 10−5 s, whereas in the
case of magnetized electrons, this becomes two orders of magnitude larger. A grid size of
10−5 m, which is around what is used in this model, would require a timestep size on the
picosecond or sub-picosecond scale.
In order to alleviate the restriction imposed by the Von Neumann condition, an implicit
number density solver can be implemented. Both upwind and central difference can be easily
formulated in an implicit fashion, but the issues lies in imposing the BC’s. From Eq. (12.13),
it can be seen that the boundary flux is a highly non-linear function of the velocity, which
in turn is a function of the number density and the flux. The terms cannot be implicitly
extracted, and using values from the previous timestep would be inconsistent and could lead
to numerical instabilities. As such, the electron density is updated explicitly, and the Von
Neumann condition is used to dictate the timestep size.
12.3.3 Scharfetter-Gummel method for drift-diffusion flux
Scharfetter-Gummel (S-G) scheme is a method used to discretize the drift-diffusion
equation [19, 96]. The discretization is derived by solving the ODE of the drift diffusion
flux, Eq. (12.6) [97]. Assuming that in the interval [x j, x j+1] all quantities are constant, and
ne, j = ne, j(x), the flux equation can be rearranged into:
dne(x)
dx
= − µe,⊥E
D
ne(x) − ΓeD ,
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which can be solved to yield:
ne(x) + Γe
µe,⊥E
= exp
(
− µe,⊥E
D
x + b
)
,
where b is a constant of integration that will cancel out shortly. In order to evaluate Γe, j+1/2,
which is constant on the interval [x j, x j+1], The above equation is written at points j and j+1:
ne(x j) −
Γe, j+1/2
W j+1/2
= exp
(
W j+1/2
D j+1/2
x j + b
)
,
ne(x j+1) −
Γe, j+1/2
W j+1/2
= exp
(
W j+1/2
D j+1/2
x j+1 + b
)
,
whereW j+1/2 = −µe,⊥E is the constant advection speed in the interval [x j, x j+1]. Substituting
the two equations into each other and solving for Γe, j+1/2, the electron drift-diffusion flux
using S-G becomes:
Γj+1/2 =
W j+1/2
[
n j+1 − exp (z j+1/2)n j
]
exp (z j+1/2) − 1
= −D j+1/2
∆x
[
z j+1/2n j+1 − z j+1/2 exp (z j+1/2)n j
exp (z j+1/2) − 1
]
, (12.17)
where z j+1/2 = W j+1/2(x j+1 − x j)/D j+1/2. This is a combination of upwind and central
difference, and that can be seen in the limits of the parameters. In the limit ofW j+1/2 → 0,
the flux becomes:
lim
W→0
Γe, j+1/2 = −D j+1/2
n j+1 − n j
∆x
,
77
which when substituted into Eq. (12.7) yields the central difference equation. Likewise,
taking the limit of the diffusion coefficient:
lim
D→0
Γe, j+1/2 =

W j+1/2n j ifW j+1/2 > 0,
W j+1/2n j+1 ifW j+1/2 < 0,
which is simply the upwind scheme. As long as the Von Neumann and CFL conditions
are satisfied, the electron number density is updated without the introduction of numerical
instabilities or oscillations.
12.3.4 Electron temperature solver
The electron energy equation is solved using second order implicit Crank-Nicolson scheme
for the left hand side terms of Eq. (12.9). The terms on the right hand side are evaluated
explicitly. Due to the coupling of the electron energy with source terms and collision
frequencies, thus the electron transport directly, an explicit treatment of the energy equation
could lead to the growth of minor oscillations [98]. Additionally, it adds a timestep limitation,
dependent on the heat conductivity [99, 100], and as such, the electron energy equation is
solved semi-implicitly. The semi-implicit Crank-Nicolson scheme is described in Appendix
C. The resulting tridiagonal matrix is solved using the highly-efficient Thomas tridiagonal
solver, described in Appendix A.
12.3.5 Poisson solver
Poisson’s equation is solved using second order central difference. The discretized
equation is given by:
φ j−1 − 2φ j + φ j+1
∆x2
= − e
ε0
(ni, j − ne, j),
which when discretized over the entire domain forms a tridiagonal matrix that is then solved
using Thomas tridiagonal matrix solver, described in Appendix A. The cell centered electric
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potential values are then used to find the cell interface values of the electric field:
E j+1/2 = −
φ j+1 − φ j
∆x
.
12.3.6 Semi-implicit Poisson solver
One of the challenges faced when simulating non-neutral plasmas is the very strong
coupling between the charged particles, especially electrons, and the electric field. As the
particles move, the charge distribution shifts, and the electric field changes accordingly.
Electrons, due to their low mass, respond rapidly to the perturbations in the electric field,
quickly shifting the charge distribution once again. For this reason, when simulating non-
neutral plasmas, the timestep size must be small enough to resolve the time it takes electrons
and the electric field to react to changes in each other. This is known as the dielectric
relaxation time or the Maxwell relaxation time, and it is evaluated as:
τd =
ε0∑
s |qs |µsns
,
where τd is the dielectric relaxation time, s denotes the charged species, and qs is the charge
of the species. Since the mobility of the electrons is several orders of magnitude higher than
the mobility of ions, τd is assumed to only depend on electron quantities, such that
τd =
ε0
eµene
. (12.18)
Typically, this constraint restricts the allowable timestep size substantially. With electron
densities being on the order of 1017 − 1018 m−3 and non-magnetized electron mobility being
on the order of 104 m2/V · s, the dielectric relaxation time can be as small as 10−15 seconds,
making simulation times absurdly long. Since the electrons are magnetized in this model, the
mobility is much smaller, and the timestep size restriction is on the order of 10−12 s, which
is comparable to the timestep restriction imposed by the Von Neumann condition discussed
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earlier. Due to that and the fact that the electron density is solved explicitly, the explicit
Poisson equation is solved in this model. However, a method to alleviate the constraint set
by the dielectric relaxation time was developed. For the sake of completion, it is described
below.
Oneway to bypass the dielectric relaxation time is to solve the Poisson equation implicitly,
using information from the next timestep to evaluate the potential in the next timestep as well.
This, however, would require the ion and electron densities to be solved implicitly, leading
to a complicated numerical system. Alternatively, Poisson’s equation can be solved semi-
implicitly by using predicted ion and electron number densities using the potential in the next
timestep with other quantities from the current timestep. The semi-implicit Poisson equation
is given by:
∂
∂x
(
ε0
∂φ
∂x
)
= −e (n∗i − n∗e) , (12.19)
where n∗i and n
∗
e are the predicted ion and electron number densities, respectively. To evaluate
the predicted densities, the continuity equation (Eq. (12.1)) is used, with the fluxes being
functions of the electric fields in the future timestep:
n∗i = n
k
i + ∆t
∂Γi(E k+1)
∂x
, (12.20)
n∗e = n
k
e + ∆t
∂Γe(E k+1)
∂x
. (12.21)
Note that the source term is neglected; since the term is shared between ions and electrons,
it cancels in Eq. (12.19). The use of the electric field at a future timestep introduces some
implicitness to themodel, and alleviates the constraint set on the timestep size by the dielectric
relaxation time.
The strong coupling in the Poisson equation happens with the electrons due to the drift-
diffusion equation. By combining the momentum and continuity equations for the electrons,
the density flux becomes directly dependent on the electric field. That is not the case for
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the ions, for which the number density flux does not depend on the electric field explicitly.
For this reason, the predicted ion density used in Eq. (12.19) uses the flux from the current
timestep, and the implicitness is only introduced through the electrons.
By substituting the drift-diffusion flux Eq. (12.7) using the electric field in the future
timestep into Eq. (12.21), and substituting the predicted number density into Poisson’s
equation Eq. (12.19), the equation becomes:
∂
∂x
(
ε0
∂φ
∂x
k+1)
= −e
(
nki + ∆t
∂Γi
∂x
−
[
nke + ∆t
∂
∂x
(
neµe
∂φ
∂x
k+1
− µe
e
∂pe
∂x
)] )
,
which can be rearranged in order to group all the φk+1 terms on the left hand side:
∂
∂x
[
(ε0 − ∆teneµe) ∂φ
∂x
k+1]
= −e
(
nki + ∆t
∂Γi
∂x
− nke + ∆t
∂
∂x
(
µe
e
∂pe
∂x
))
, (12.22)
which is the 1D semi-implicit Poisson equation using drift diffusion flux. Discretizing the
equation around grid point j:
[
(ε0 − e∆tneµe)∂φ
∂x
k+1]
j+1/2
−
[
(ε0 − e∆tneµe)∂φ
∂x
k+1]
j−1/2
= −e∆x(nki, j − nke, j) − e∆t
(
Γi +
µe
e
∂pe
∂x
) k
j+1/2
+ e∆t
(
Γi +
µe
e
∂pe
∂x
) k
j−1/2
.
Further discretizing and grouping terms together gives the system in a tridiagonal form:
(ε0 − e∆tneµe) j+1/2φk+1j+1
− [(ε0 − e∆tneµe) j+1/2 + (ε0 − e∆tneµe) j−1/2]φk+1j
+ (ε0 − e∆tneµe) j−1/2φk+1j−1
= −e∆x(nki, j − nke, j) − e∆t
(
Γi +
µe
e
∂pe
∂x
) k
j+1/2
+ e∆t
(
Γi +
µe
e
∂pe
∂x
) k
j−1/2
, (12.23)
which is the discretized semi-implicit Poisson equation. All the quantities on the right hand
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side and the coefficients of φ on the right hand side are known quantities from the current
timestep. Thomas tridiagonal matrix solver is used to evaluate the potential throughout the
domain, and the resulting electric field is then used to update the ions and electrons.
12.3.7 Coupling semi-implicit Poisson with Scharfetter-Gummel
The implementation of Scharfetter-Gummel adds a level of complexity to the implemen-
tation of the semi-implicit Poisson solver. As can be seen in Eq. (12.19), the Poisson solver
depends on predicted densities, using the future potential to evaluate the fluxes. Since the
S-G flux non-linearly depends on the electric field, the future potential cannot be intuitively
extracted from the flux. In order to solve this problem, a Taylor expansion of the S-G flux
around E is performed [101]:
Γj+1/2(E k+1j+1/2) ≈ Γj+1/2(E kj+1/2) +
(
∂Γ
∂E
) k
j+1/2
(E k+1j+1/2 − E kj+1/2). (12.24)
From here on, for this derivation and for the sake of brevity, the subscript j + 1/2 will be
omitted. The S-G flux is given by Eq. (12.17). To evaluate the derivative of the flux with
respect to the electric field, a chain rule is applied:
∂Γ
∂E
=
∂Γ
∂z
∂z
∂E
,
−→ ∂Γ
∂z
= − D
∆x
[
ez(1 − z) − z
(ez − 1)2 n j+1 −
ez(ez − 1 − z)
(ez − 1)2 n j
]
,
−→ ∂z
∂E
=
−µe∆x
D
,
−→ ∂Γ
∂E
= µe
[
ez(1 − z) − z
(ez − 1)2 n j+1 −
ez(ez − 1 − z)
(ez − 1)2 n j
]
.
Combining the above with Eq. (12.24) leads to an expression of the S-G flux that is decoupled
from the electric field in the next timestep. Knowing that E k+1j+1/2 = (φ j+1 − φ j)/∆x, this
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expression of the flux can be substituted into Eq. (12.22), and the terms involving the
potential in the future timestep can be grouped together:
∂
∂x
[(
ε0 − ∆t ∂Γ
k
e
∂E
)
∂φ
∂x
k+1]
= −e
[
nki − nke + ∆t
∂
∂x
(
Γki − Γke +
∂Γke
∂E
E k
)]
. (12.25)
This equation is then discretized and solved much in the same way as Eq. (12.22). It is
important to note that while semi-implicit Poisson and the coupling of semi-implicit Poisson
with S-G have been developed, they were not used in the final version of the model, due to
the dielectric relaxation time and the Von Neumann condition being on the same order. Both
methods are reported for the sake of completion.
12.3.8 Neutral density solver
Neutral atoms are greatly simplified in themodel, with a constant velocity and temperature
assumed uniformly throughout the domain. The neutral continuity equation is solved using
first order upwind. Since the velocity is constant and positive to the right, the discretized
equation through the domain is given by:
nk+1n, j − nkn, j
∆t
+ un,x
nkj − nkj−1
∆x
= Sn,
such that the flux imposes upwind, with boundary conditions imposed as described in Section
12.2.
12.4 Numerical Parameters
The numerical parameters used in the model are summarized here. The domain is divided
into 800 cells of 6.275×10−5 m. In order to resolve the Debye length, a grid size of the order
of 10−5 must be used, according to the following equation:
λD =
√
ε0kBTe
nee2
,
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where λD is the Debye length. The Debye length for this model’s range of temperatures and
densities is on the order of 10−5 m. The model was found not to be sensitive to the gridsize.
The timestep size used in the simulations is based on the Von Neumann condition for the
stability of the electron diffusion term in Eq. (12.7). The diffusion coefficient becomes very
large in the anode sheath region due to the steep number density gradient, and due to that, the
timestep size needs to be set at a value smaller than 5 picoseconds (10−12 s). For this reason,
a timestep size of 4 × 10−12 s is used.
The wall heat loss term Swall from Eq. (12.9) is considered a varying parameter in this
model. The electron energy loss due to wall sheaths in the radial direction is given by:
Swall(εe) = αεe107 exp
(
−U
εe
)
εe,
where αεe is an adjustable parameter that can be set based empirical data [81, 102], in this
model set to unity, and U is another experimental parameter, taken to be 20 eV [81]. The
loss term represents the energy lost by electrons as they bombard the walls of the channel
due to secondary electron emission. In the model, the part of the domain where this term
is activated is varied as an input parameter. In one case, the simulation is done with the
wall heat loss term being active in the channel, and another case has the wall heat loss term
active in the entire domain. The justification behind the latter is the fact that outside the
channel, the plasma bombards the outside walls of the spacecraft, losing its energy in the
process. Additionally, due to the 1D assumption of the model, this can be seen as a radial
diffusion mechanism through which the electrons lose energy. The results between the two
are compared and are discussed in Ch. 13.
Another adjustable term in the model is the electron kinetic energy. As previously
mentioned in Section 12.1, the azimuthal velocity of the electrons is not explicitly modeled,
but instead is the Hall parameter multiplied by the axial velocity. Due to the development of
an anode sheath in the non-neutral model, the electron axial velocity near the anode becomes
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very large, two orders ofmagnitude larger than the velocities farther in the channel and outside
the channel. This leads the azimuthal velocity to become unphysically large as well, and both
contribute to the electron kinetic energy being over 100 eV in the anode sheath. This directly
leads to higher ionization rates in the sheath. It is worthwhile to study the significance of this
heightened kinetic energy on the results. A control parameter χ is introduced to the model,
such that:
χ =

100x if 0 ≤ x ≤ 0.01,
1 if 0.01 ≤ x,
and the electron kinetic energy is then multiplied by χ, effectively being turned off at the
anode and linearly growing until it retains its full value 1 cm away from the anode. The
effects on the results are discussed. Note that this parameter affects the kinetic energy as part
of the total energy only; the electron velocities are not affected directly in any way.
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13. RESULTS & DISCUSSION
The numerical results of this model are benchmarked and compared to the results of the
quasineutral model presented in Ref. [94]. In that model, numerical oscillations around
the ion velocity stagnation point were mitigated and effectively removed by coupling the
electron pressure with the ion momentum. The study utilized quasineutrality (ni ≈ ne) to
make the electron pressure a function of the ion density. Since the model developed here
is non-neutral, this substitution cannot be utilized. Instead, Global Lax scheme for FVS is
utilized in order to remove the oscillations reported in Ref. [94]. By using global Lax instead
of Steger-Warming, the oscillations at the ion stagnation point never initiate, and the model
successfully runs without any numerical oscillations.
13.1 Plasma Properties
The results presented in this section are, unless otherwise specified, from the case where
the wall losses due to collisions in the electron energy equation (Eq. (12.8)) are inactive
outside the channel. The plasma parameters, such as the number density, electron velocity,
and electric field, are largely unaffected by having the losses active. The parameters that are
affected are explicitly presented in this section and discussed.
Figure 13.1 shows the number density profile for both the quasineutral and the non-neutral
models. The number density profile distinctly shows the development of an anode sheath
due to the lower electron density. Another feature can be seen at the channel exit (0.025
m), where the electron density is slightly higher than the ion density. This corresponds to
the region of maximum electric field. The plasma density in the channel is lower for the
non-neutral model than the quasineutral model, and that can be attributed to the much higher
particle flux at the anode due to the development of the sheath.
Figure 13.2 shows the electron axial and azimuthal velocities, compared to results from
the quasineutral model. It can be seen that the axial velocity largely coincides with the
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Figure 13.1: Spatial distribution of the plasma density for the current non-neutral and the
quasineutral models.
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Figure 13.2: Electron velocity profile for the current non-neutral model and the quasineutral
model (a) in the axial direction, (b) in the axial direction near the anode, and (c) in the
azimuthal direction.
88
Figure 13.3: Ion velocity profile for the current non-neutral model and the quasineutral
model.
quasineutral model, with significant deviation only occurring in the anode sheath. In the
sheath, the drop in the electron density causes electrons to accelerate, reaching the high
velocities seen here as they bombard the anode. The azimuthal velocity is very high in the
anode region as well, and this is an artifact from the method in which the azimuthal velocity is
evaluated in the model. Preliminary results from a 1D-2Vmodel that solves for the azimuthal
velocity directly show a much smaller azimuthal velocity near the anode. The increased
velocity directly leads to higher kinetic and total energies, which in turn leads to artificially
inflated ionization rates in the anode sheath.
Figure 13.3 shows the ion velocity for both models. Both models overcome the issue with
oscillations appearing in the vicinity of the ion stagnation velocity point (around 0.003 m)
89
Figure 13.4: Spatial distribution of the electron temperature for the non-neutral model, with
wall losses outside the channel being active and inactive, and the quasineutral model.
due to Steger-Warming FVS, albeit using different methods. The ion velocity in the anode
region is higher in the non-neutral model, and that is due to the larger electric field developed
due to the sheath.
Figure 13.4 shows the temperature distribution in the domain, compared to the quasineu-
tral model, and comparing the cases with and without wall collisions outside the channel, as
discussed in Section 12.4. The main difference between the quasineutral and the non-neutral
models is the fact that the temperature is lower near the anode in the non-neutral model. This
can be attributed to the higher electron velocity seen in Fig. 13.2, which causes the electrons
to lose more energy as they bombard the anode surface. The clear difference between the
cases with and without wall collisions outside the channel is the significantly higher temper-
ature in the latter case, showing the effect of wall collisions have on the electron energy. The
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Figure 13.5: Spatial distribution of the electric field for the non-neutral model and the
quasineutral model (a) across the entire domain and (b) in the anode region.
location of the maximum temperature is shifted closer to the channel exit in the case of no
wall collisions outside the channel. This leads to the ionization rate becoming larger farther
from the anode, and this could play a role in the breathing mode oscillations.
Figure 13.5 shows the electric field for both models, and several differences become
immediately apparent. The electric field in the anode region is almost an order of magnitude
larger in the non-neutral model, due to the development of the anode sheath. The peak
electric field is larger in the quasineutral model, and this can be attributed to the method of
evaluating the electric field. In the quasineutral model, the electron velocity is calculated
from the current conservation, and then used with the quasineutral plasma density in the
drift-diffusion equation (Eq. (12.7) to solve for the electric field. This results in the features
of the electron mobility, such as the discontinuity in the anomalous mobility, being more
91
pronounced in the electric field. It is to be expected that the largest divergence between the
two models occurs in the electric field.
13.2 Artificially Lowered Electron Kinetic Energy
As previously mentioned in Section 12.4, an artificial parameter χ was introduced to
the electron kinetic energy. This parameter essentially makes the kinetic energy zero at the
anode, and linearly allows it to grow until it reaches it’s total value 1 cm away from the anode.
The most significant effect this would have is lower ionization rates in the anode region, due
to the drop in the total (internal and kinetic) energy of the electrons. Another difference is in
the electron energy equation: the energy loss term due to inelastic collisions depends on the
total electron energy, and as such would be lower in the anode region, leading to an increased
electron temperature. Figure 13.6 shows how high the total energy in the anode becomes,
and how it is effectively lowered. It can be seen that the total energy goes up to 200 eV in the
anode region, which is an order of magnitude higher than what it would had the azimuthal
velocity not been as high as it is. While electrons become energetic in the anode sheath
region, they reach energies of about 40 eV [103]. The increased energy due to the azimuthal
velocity can have a significant effect on the results.
Figure 13.7 shows the electron temperature with and without wall collisions outside the
channel, comparing the results with and without the parameter χ. It can be seen that the
electron temperature rises slightly in the anode region when χ is active and the kinetic energy
is artificially decreased. The smaller inelastic collisions energy loss term directly corresponds
to the electrons having more energy in the region, leading to this increase in the temperature.
While this increase leads to slightly higher electron energy, it is far outweighed by the decrease
in the total energy due to artificially decreasing the kinetic energy. This decrease in the total
energy leads to a lower ionization rate, since the ionization rate coefficient is a function of
the electron energy.
Figure 13.8 shows the ionization rate profile in steady state with andwithout the parameter
χ. It can be seen that originally, the ionization rate profile had a spike in the anode. This
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Figure 13.6: Electron total energy (a) without reducing the kinetic energy, (b) in the anode
region, and (c) after introducing the kinetic energy parameter χ.
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Figure 13.7: Spatial profile of the electron temperature with and without kinetic energy
parameter χ for (a) wall collisions active outside the channel and (b) wall collisions inactive
outside the channel.
Figure 13.8: Spatial profile of the ionization rate with and without the kinetic energy param-
eter χ.
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Figure 13.9: Spatial profile of the electric field with and without kinetic energy parameter χ
(a) across the entire domain and (b) in the anode region.
can be attributed to the extremely high electron total energy leading to high values of the rate
coefficient, while the rapidly decreasing number density in the region decreases the ionization
rate, leading to this profile. The lower ionization rate in the anode region in turn leads to
a smaller ion population, closing the gap between the the ion and electron densities, and
effectively making the anode sheath smaller.
Figure 13.9 compares the the electric fields without and without χ, and it becomes
immediately clear that the lower ionization rate significantly changes the makeup of the
anode sheath. The lower ion density manifests itself in a smaller anode potential drop, in
both cases leading to an electric field about half the size of the cases with no χ.
It was suggested in Ref. [104] that the electron transport is themain stabilizingmechanism
for breathing mode oscillations. Specifically, the electron energy balance between Joule
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heating, convective fluxes, wall losses and inelastic collisions plays a significant role in
damping the breathing modes. In the results shown in Fig. 13.10, it can be seen that when the
kinetic energy is artificially decreased, the breathing mode oscillations are damped less than
in the baseline cases. This can be attributed to the aforementioned electron energy balance:
the decreased kinetic energy leads to lower energy loss due to inelastic collisions. This
essentially means that one of the main cooling mechanisms is less effective, and consequently
the oscillations do not damp as much.
13.3 Discharge Current
Figure 13.10 shows the discharge current as a function of time. Breathing mode oscil-
lations with a frequency of 19-21 kHz can be clearly seen. This falls within the range of
frequencies within which breathing modes have been observed in both experiments [105] and
both kinetic and fluid simulations [106]. The time averaged discharge current is between 7.28
A and 7.38 A for all cases, with the former corresponding to the case when wall collisions
are inactive outside the channel. These values agree with the discharge current reported in
the quasineutral model, where the steady-state current is 7.29 A [94].
While for all the cases shown the breathing mode oscillation frequency is the same,
there’s a sizeable difference in both the amplitude of the waves and more importantly the
damping rate. The waves start out with a larger amplitude when there are no wall collisions
outside the channel, but they damp much more quickly than the case with wall collisions
outside the channel. This further supports the hypothesis that the damping of the breathing
modes depends heavily on the electron energy. With the removal of wall losses as a cooling
mechanism outside the channel, the ionization front moves farther away from the anode, and
its oscillation damps faster.
It is important to note that the oscillations seen the electron current may not be breathing
modes altogether. They could simply rise from the current trying to adjust itself to the
discharge level that corresponds to the steady-state current for the applied voltage imposed on
the model. Since the initial condition for the current is not the final value, the current adjusts
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Figure 13.10: Discharge current over time for (a) wall collisions inactive outside the channel
and (b) wall collisions active outside the channel.
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itself by oscillating and damping to the steady state value. The current oscillates at the natural
frequency of the system, which happens to be the breathing modes. A possible explanation
for the damping of these oscillations, with the system reaching a steady state instead of
propagating the breathing modes, is related to the large anomalous mobility outside the
channel. This mobility conducts the electric current and dampens the oscillations.
As previously mentioned, the reduction of the kinetic energy leads to less energy loss due
to inelastic collisions near the anode. The lower electron energy in the anode region leads to
less energy loss due to inelastic collisions, and that may play a role in causing the breathing
mode oscillations to damp more slowly. The combination of the four cases shown suggests
that while the damping of the breathing mode oscillations depends heavily on the electron
energy, it also depends on where in the physical domain electron energy mechanisms act. The
damping of the oscillations is sensitive to changes in the near-anode region, where slightly
higher energy loss can lead to significant change in the damping effect. On the other hand,
farther from the anode, a decrease in energy loss can move the main ionization front away
from the anode, further damping the oscillations. Further investigation of the effect of other
energy loss mechanisms might give more insight into the effect of the electron energy on the
damping of the breathing mode oscillations.
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14. CONCLUSIONS & FUTURE WORK
Plasma propulsion is a field that has been in development and a subject of great interest
for the past half century. Hall effect thrusters offer a highly efficient, high specific impulse,
moderate thrust operation parameters that have already been used for stationkeeping in
satellites, and show promise in terms of use for deep-space exploration. Many of the
mechanisms governing HET’s are not fully understood, and self-consistent computational
models help expand our knowledge of their operation and further expand this field.
A 1D non-neutral drift-diffusion model was developed to simulate the operation of a Hall
effect thruster by solving for both ions and electrons, and evaluating the plasma potential by
solving Poisson’s equation. Several numerical methods were developed and implemented in
order to help with the time constraints set on the allowable timestep size in non-neutral plasma
simulations. An ion solver was implemented using Global Lax scheme in order to effectively
remove numerical oscillations from the solution. Several input parameters were varied, and
their results compared. Breathing mode oscillations of around 20 kHz are observed and damp
over time at differing rates based on the input parameters. A non-neutral sheath region is
formed near the anode, and electrons accelerate and gain energy in that region. The increased
electron energy leads to high ionization rates in the anode region. The kinetic energy is
artificially decreased, and the results are compared and discussed.
This work is nowhere close to being completed, and is simply a stepping stone towards
to the broader project of identifying the source of anomalous electron transport in HET’s.
As a continuation of this work, the drift-diffusion approximation will be abandoned, first by
implementing a time-varying drift-diffusion model. This entails ignoring the inertial term in
the electron momentum equation, but not the transient term. Once results from that model
are obtained and compared to the results of this model, the next step is solving the electron
momentum equation fully. A two-fluid model that fully solves the governing equations for
both ions and electrons is already in development by my colleague Rupali Sahu. Fully
99
simulating ions and neutrals, including their respective energy equations, could potentially
further expand our understanding of the governing mechanisms.
Once these models are perfected, additional physics will be introduced into the governing
equations. For instance, the current models do not account for the self-magnetization of the
electrons as they experience azimuthal drift, whichmay play a role in the anomalous transport.
The chemistry model can be further expanded to include metastables and more reactions.
Another important development is transitioning the code to being fully two dimensional,
in both the axial-radial regime and the axial-azimuthal regimes, in order to observe the
multidimensional effects that no doubt play a vital role in dictating the electron transport. In
the meantime, the codes developed will be parallelized to utilize multithreading and allow
for significantly faster simulations. All these steps are going to hopefully be the basis of my
doctoral studies.
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APPENDIX A
THOMAS TRIDIAGONAL MATRIX SOLVER
Thomas tridiagonal matrix algorithm is a highly efficient variation of Gauss elimination,
used to inexpensively solve systems of tridiagonal equations of the form a j x j−1 + b j x j +
c j x j+1 = d j . The algorithm returns the solution with O(n) operations for n unknowns, as
opposed to O(n3) for Gauss elimination. The algorithm begins by filling out the tridiagonal
matrix components a j , b j , c j and the load vector d j for all 1 < j < n. The components for
j = 1 and j = n correspond to the boundary conditions imposed on the system, with a1 = 0
and cn = 0.
The algorithm consists of a forward sweep followed by a back substitution. The forward
sweep is performed over j = 2, 3, .., n such that:
w =
a j
b j−1
,
b j = b j − wc j−1,
d j = d j − wdi−1.
This is then followed by the backward substitution. First, xn is evaluated:
xn =
dn
bn
,
after which the values of x j are subsequently evaluated, going backwards such that j =
n − 1, n − 2, ..., 1:
x j =
s j − c j x j+1
b j
.
For the algorithm to be stable, the tridiagonal matrix must be diagonally dominant, such
that |b j | > |a j | + |c j | for all j [107].
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APPENDIX B
STEGER-WARMING SCHEME WITH MUSCL RECONSTRUCTION FOR INVISCID
FLUX
Excluding source and collisional terms, the left hand side of the conservation equations
follows the form of the inviscid Euler formulation, given by:
∂Q
∂t
+
∂F
∂x
= 0, (B.1)
where Q = [ρ, ρu, ρε]T are the state variables corresponding to continuity, momentum
conservation and energy conservation, respectively, F = [ρu, ρu2 + p, (ρε + p)u]T are the
inviscid fluxes, and ε is the total energy per unit volume. The state variables Q are located
on the cell centers, whereas the fluxes F are evaluated at the cell interfaces.
B.1 Steger-Warming Scheme
Steger-Warming employs FVS by evaluating the eigenvalues of the Jacobian matrix ob-
tained from Eq. (B.1) [73]. The eigenvalues for the Euler equation are λ1 = u, λ2 = u + c,
and λ3 = u − c, where c = (γp/ρ)1/2 is the local speed of sound. The numerical procedure
begins with the reconstruction of the cell-center conservative quantities. This way, every cell
interface will have two values, QL and QR, corresponding to the reconstructed value on the
left and on the right side, respectively.
After that, the flux vector F is split into two parts, F+ and F−, which correspond to the
flux vectors associated with the positive and negative eigenvalues, respectively. Here, the
positive and negative eigenvalues on the cell interfaces are calculated as λ+j = max(λ j,L, 0)
and λ−j = min(λ j,R, 0) for j = 1, 2, 3. The numerical fluxes are then calculated as
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F±ρ =
ρ±
2γ
[2(γ − 1)λ±1 + λ±2 + λ±3 ],
F±ρu =
ρ±
2γ
[
2(γ − 1)λ±1 u± + λ±2 (u + c)± + λ±3 (u − c)±
]
,
F±ρu =
ρ±
4γ
[
2(γ − 1)λ±1 (u±)2 + λ±2 [(u + c)±]2 + λ±3 [(u − c)±]2 + w
]
,
where w = (3 − γ)(λ±2 + λ±3 )c2/(γ − 1). The so-called sonic problem for rarefaction waves
can be eliminated using MUSCL reconstruction [108], which guarantees a smooth solution
without numerical oscillations.
B.2 Monotonic Upwind Scheme for Conservation Laws (MUSCL)
FVS methods require that quantities be discretized on the cell interfaces in order to
evaluate the fluxes. Since quantities reside on the cell centers in finite volume methods, an
interpolation scheme is needed to populate the cell interfaces. One of themost commonly used
schemes is monotonic upwind scheme for conservation laws (MUSCL), which reconstruct
the solutions as piecewise discontinuous linear approximations in the interval of the finite
volume [ j − 1/2, j + 1/2] [109]. The evaluated slopes in the cells allow for the evaluation
of the quantities on the right and left side of the cell interfaces. Limiters such as MINMOD,
Koren, Van Leer, and others are utilized to ensure the reconstructed values are not out of the
bounds of the cell centered quantities, in order to ensure stability. In the models discussed in
this thesis, a Koren limiter is used.
To exemplify the implementation of MUSCL, cell interface j + 1/2 is considered, and
placeholder quantity u is being reconstructed. In order to evaluate u+j+1/2, which is the left
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component on the interface, the slopes are defined as:
s1 = u j − u j−1,
s2 = u j+1 − u j,
where s1 and s2 are the slopes over the intervals [ j − 1, j] and [ j, j + 1], respectively. If the
two slopes share the same signs, then the reconstructed slope is given by:
ψ = min
[
2,min
[
2
(
s1
s2
)
,
2 + s1/s2
3
] ]
, (B.2)
where ψ is the reconstructed slope. If the two slopes s1 and s2 have opposing signs, then
ψ = 0 is taken. The left interface quantity is then evaluated as:
u+j+1/2 = u j +
ψ
2
(u j+1 − u j).
To evaluate u−j+1/2, which is the right component on the interface, then the slopes are
defined as:
s1 = u j+1 − u j,
s2 = u j+2 − u j+1,
where the slopes are over intervals [ j, j +1] and [ j +1, j +2], respectively. The reconstructed
slope ψ is given by Eq. (B.2), or is set to be zero of s1 and s2 have opposite signs. The right
interface quantity is then evaluated as:
u−j+1/2 = u j+1 −
ψ
2
(u j+2 − u j−1).
The interface quantities can then be fed into the FVS method, ensuring a smooth solution
with no numerical oscillations originating from the evaluation of the cell interface quantities.
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B.3 Global Lax-Friedrichs
The use of a local FVS method can lead to the formation of oscillations at locations of
stationary contact discontinuities, where the local velocity is zero [95]. In order to resolve this
issue, a global FVS method is used. Global Lax-Friedrichs introduced a global parameter β
that is accounted for in the calculation of the eigenvalues used to calculate the fluxes described
above. The value of β is taken to be themaximumeigenvalue throughout the domain, such that
β = max(λ±1 , λ±2 , λ±3 ). The local eigenvalues λ±1 , λ±2 and λ±3 are then modified by adding (in the
case of λ+) or subtracting (in the case of λ−) β and dividing by 2, thus effectively taking the
average between the local eigenvalue and the absolute maximum eigenvalue in the domain.
This ensures non-zero eigenvalues throughout the domain. The modified eigenvalues are
used to calculate the fluxes as previously described, and the calculations proceed without the
development of oscillations.
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APPENDIX C
CRANK-NICOLSON METHOD
Crank-Nicolson is a semi-implicit method of integration that uses quantities from both the
current timestep k and the future timestep k + 1 to evaluate quantities in the future timestep.
It is used to solve the fluid energy equation in order to avoid timestep restrictions imposed by
the conductive term of the heat equation [100]. The method will be presented here using the
following 1D equation as an example [99]:
a
∂2u
∂x2
+ b
∂u
∂x
+ c − ∂u
∂t
= 0,
where a, b, and c are parameters not directly dependent on u. The terms of the equation
can be seen as corresponding to the conductive term, the convective term, the source terms,
and the time varying term of the temperature equation, respectively. The implementation of
Crank-Nicolson discretizes the spatial terms as an average between the two timesteps, such
that:
∂u
∂x
=
ukj+1 − ukj−1 + uk+1j+1 − uk+1j−1
4∆x
,
∂2u
∂x2
=
ukj+1 − 2ukj + ukj−1 + uk+1j+1 − 2uk+1j + uk+1j−1
2∆x2
,
when the operators are discretized around point j. Discretizing the PDE above and grouping
terms from the future timestep on the left hand side and terms from the current timestep on
the right hand side, the equation becomes:
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(2a∆t + b∆x∆t)uk+1j+1 − (4a∆t + 2∆x2)uk+1j + (2a∆t − b∆t∆x)uk+1j−1
= −(2a∆t + b∆x∆t)ukj+1 + (4a∆t + 2∆x2)ukj − (2a∆t − b∆t∆x)ukj−1 − 2c∆t∆x2,
which takes the tridiagonal form, with the right hand side being the load vector. This system
is then solved using Thomas tridiagonal matrix solver from Appendix A.
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