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We develop a new smoothing/extrapolating method, based on a discrete Laguerre functions, for systematically analyzing the stochastic signal of shifted-
contour auxiliary-field Monte Carlo. We study the statistical errors and extrapolation errors using full configuration-interaction energies for the doubly 
stretched water molecule. The only parameter at the user’s discretion is the order   of the fit. We show that low   emphasizes stability while higher   
enable improved extrapolation, at the cost of increased statistical errors. Typically, one should use low order for signals based on a small number of itera-
tions while higher order is efficacious for signals based on large number of iterations. We provide a heuristic algorithm for determining the order to be 
used and show its utility.  
 The auxiliary field Monte Carlo (AFMC) 1  is a stochastic nu-
merical method based on the Hubbard-Stratonovich transfor-
mation,2, 3 enabling, among other things, a statistical estimate 
  ( ) of the following  -dependent function: 
 ( )  
⟨ |     | ⟩
⟨ |    | ⟩
  (1)  
which in the limit     converges to the ground-state energy 
    of a (fermionic/bosonic) many-body Hamiltonian  . In this 
equation   is an approximation to the ground-state wave func-
tion. The  -dependent random signal   ( ) is distributed nor-
mally with mean  ( ) and variance   ( )  , where  ( )  is the 
 -dependent variance of the population sampled by the AFMC 
process and   is the number of iterations. AFMC has been used in 
numerous applications for nuclear 4 and molecular electronic 
structures.5-7  
A critical addition to AFMC, preserving its formally exact nature 
is the imaginary shift8 reducing   ( ) considerably by analyti-
cally eliminating the largest (lowest order) noise term in the un-
derlying stochastic process.9 The method, shifted-contour AFMC 
(SCAFMC), has been used to calculate ground-state and excited 
state energies, as well as other properties of molecules.8-15  
AFMC studies found that the naïve limit      
   
  (   )      
cannot be approached in a controlled manner (except in special 
cases) because   ( ) diverges as    .15, 16 This is also true of 
SCAFMC. An estimate of how large   should be for a given 
system depends on the closeness of   to the ground state. Typi-
cally, if   , the first excitation gap then one requires      . 
Systems with significant non-dynamical correlation are charac-
terized by relatively small   , requiring large  , hitting against a 
hard-wall because of the exponential rise in  ( )  . For applica-
tions of AFMC to electronic structure problems, this forms a 
serious hurdle, leading to the development of various approxima-
tions that stabilize AFMC.16-22 Alternatively one can use multi-
reference approaches, which take excited states explicitly into 
account, thus reducing the required value of  .10, 15 In order to 
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help coping with this problem, methods of smoothing the noisy 
SCAFMC signal   (   ) and extrapolating to the infinite   limit 
are extremely helpful.  
It is the purpose of this paper to present such a signal processing 
technique and study its utility in actual applications for estimat-
ing the electronic ground state energy of molecular systems. As 
stated above, the mean of the random variable   ( )      is 
equal to  ( )      and decays monotonically to zero as   
grows. Therefore, we may expand  ( )      using orthonormal 
functions which decay to zero asymptotically. A natural choice in 
this respect would be the Laguerre functions   ( )  
       ( ), where   ( ) are the Laguerre polynomials. We 
would then write:  ( )      ∑     (  )
 
   , where     is 
an energy scale parameter. However, the numerically calculated 
SCAFMC signal is composed of discrete values      (     ) 
with        . Thus our analysis makes use not of the contin-
uous but the “discrete” Laguerre polynomials23  
  ( )   
   ∑(    )
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(2)  
which are orthogonal with respect to the weight      when 
summed on all the non-negative integers          and where 
    takes the role of    . The “discrete Laguerre functions” 
  ( )  √  
(   )(     )  ( ) (3)  
are orthonormal ∑   ( )  ( )
 
        and form the basis for 
our fit:       ∑     ( )
 
   . Of course, we do not know 
  , which is our estimate for the full CI energy     , hence we 
can estimate it by minimizing the following function: 
 [{  }   
      ]  ∑(∑    ( )
 
   
    )
  
   
  (4)  
where           for     and zero otherwise. Here,    
is. The minimum of   is obtained when    ∑      ( )
 
    
and    
∑   
   
 
   
∑   
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    ∑    
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    .   is chosen so that the     matrix 
    
 
  
 
(        ) is singular and     is its zero eigenvector: 
∑
    
 
  
   
 
       
Two points are here stressed: (1) For a given discrete signal    
and a required interpolation order   the procedure outlined 
above determines   ,   and    without ambiguity. (2) The varia-
tional character of the procedure enables using it with analytical 
derivative for estimating the Born-Oppenheimer force.24  
For benchmarking we study the water molecule in the equilibri-
um configuration and in two doubly stretched OH bonds (   ) 
configurations: with     equal to 1, 1.5 and 2 times the equilib-
rium bond length    
( )        . The bond angle is fixed at 
110o.25 We use the DZV basis-set, freezing the core electrons. 
Such a system is small enough to enable calculation of the full CI 
energy, for comparison purposes. In all calculations,      
    
   and         
  , thus every SCAFMC iteration involves 
            computed Hamiltonian matrix elements. Alt-
hough the systems have     symmetry, we make no use of spa-
tial or spin symmetry. In Figure 1 we plot several discrete 
SCAFMC signals together with the best-fitted Laguerre 
tranients.26 The transients smooth the statistical noise while 
providing an extrapolated energy    estimating     . The value 
of   decreases when non-dynamical correlation grows by the 
stretch of the bond distances. As discussed in detail below, larger 
  enables higher order  . 
 
Figure 1: SCAFMC energies (blue dots) as a function of   for   iterations, the HF (   ) and the full-CI energies (both in green) and the Laguerre-fitted transients for 
each case (red line) for H2O with bond lengths (   ), where    
( )        .   
The     energy estimate as a function of the order   of the fit 
and the number   of SCAFMC iterations is denoted   (   ). It 
is a random variable distributed with a mean    and a variance 
  
 . Using a sample of 5 independent SCAFMC signals each of 
based on   iterations, we can estimate    and    from the aver-
age  ̅  and the standard deviation    of the sample, respective-
ly. We show these estimates in the three panels of Figure 2 for 
each of the three H2O configurations. Since for these systems we 
know the full CI results, we present the extrapolation error 
 ̅       instead of  ̅  itself. We notice in these results a 
tradeoff between stability and quality of extrapolation. In gen-
eral, small   produce the smaller   , stabilizing the statistical 
error. Looking at the     results for 
   
   
( )   , we notice that 
not only the standard deviation is small but the extrapolation 
error  ̅       is also small, of the same order. For this system, 
the     fit is already of accuracy of ~0.02eV. The situation is 
different for the 
   
   
( )      system. Here we see that    is small-
est for    , just as before. For           is about 0.1eV 
and it is comparable to the extrapolation error  ̅      . How-
ever, for           is small for     but the extrapolation 
error  ̅       does not decrease. This shows that the fit of or-
der     is not flexible enough to improve the extrapolation. 
Thus, if one produces more SCAFMC iterations, one must simul-
taneously increasing the flexibility of the fitting function by in-
creasing  . Using       and     gives statistical error    
and extrapolation error on the order of 0.01eV. A similar behav-
ior is seen for the toughest system, 
   
   
( )   , only now the errors 
are bigger. In this case, one cannot get better than errors of 0.3eV 
without going to the N=4 or 6 extrapolation using       itera-
tions. The combined statistical and extrapolation errors are then 
less than 0.1eV. One can compare to the statistics of the random 
variable   , characterized by  ̅ , the average and    the standard 
deviation. The statistical error for the       fits are typically 
smaller than    by a factor of 3-10 while for       by a factor 
1-3. In general, the higher order the fit the closer the statistical 
error to    of the naïve averaging.  
We now suggest a heuristic algorithm for choosing the proper 
value of  : (a) Set a reference accuracy      and       . (b) 
Produce 5 SCAFMC signals of   iterations and determine 
  (   )  for each order of          . (c) Select the highest 
order    for which the standard deviation  (  ) is close to      
(if all  ( ) are much larger than      then set      and repeat 
from step (b)). (d) Averages the 5 signals to one signal (repre-
senting    iterations) and fit this signal by a      polynomial. 
The value of    you obtain is your estimate of     .  
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Applying this heuristic on our benchmark systems gives results 
shown in Table 1. The achievable accuracy is often (but not al-
ways) smaller than the reference accuracy.  
 
Figure 2: The difference of SCAFMC absolute energy estimates from full CI results and statistical error bars +/I standard deviations at the DZV basis set level (core 
electrons are frozen) for three     configurations having the C2v symmetry and (equilibrium) bond angle but differing by the OH distances,     (   
( )        ). 
Results are shown for 1000, 5000, 25,000, and 100,000 iterations, and for each number of iterations we give results for 4 interpolating polynomial orders, from left to 
right:           and the last error bar is obtained from averaging   , i.e. without a Laguerre fit (we slightly shift horizontally the results for better view). 
Summarizing, we have presented a method for smoothing and 
extrapolating the discrete signals produced by SCAFMC using 
discrete orthogonal Laguerre functions of order  . No essential 
approximation are being made in the approach and increasingly 
exact results can be obtained by increasing the number of itera-
tions  , increasing      and decreasing    and the fit order  . 
As mentioned above, a very attractive property of the proposed 
method is its variational character. As will be discussed in a fu-
ture publication, this allows calculating Born-Oppenheimer forc-
es and response properties by direct sampling of the analytical 
derivatives of the Hamiltonian. Using the method, we showed 
that estimates close to full-CI energies (less than 0.1eV) can be 
obtained with 103 MC iterations for the water in equilibrium, 
~104 MC iterations for mildly stretched bonds and 105 iterations 
for strongly stretched bonds.  
Table 1: Deviance of total energy estimates from full-CI results based on the 
heuristic algorithm discussed in the text. 
   
   
( )
 Iterations: 5000 25000 125000 500000 
1 
     (eV) 0.02 0.02 0.02 0.01 
N* 0 2 2 4 
        (eV) 0.021 -0.008 -0.015 0.008 
1.5 
     (eV) 0.1 0.1 0.05 0.01 
N* 0 0 0 2 
        (eV) 0.002 -0.087 -0.010 0.014 
2 
     (eV) 0.4 0.3 0.15 0.1 
N* 0 0 0 2 
        (eV) 0.80 -0.01 0.09 0.10 
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