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Abstract
We propose a new analytical approximation to the χ2 kernel that converges geometrically. The analytical
approximation is derived with elementary methods and adapts to the input distribution for optimal convergence
rate. Experiments show the new approximation leads to improved performance in image classification and semantic
segmentation tasks using a random Fourier feature approximation of the exp−χ2 kernel. Besides, out-of-core
principal component analysis (PCA) methods are introduced to reduce the dimensionality of the approximation and
achieve better performance at the expense of only an additional constant factor to the time complexity. Moreover,
when PCA is performed jointly on the training and unlabeled testing data, further performance improvements can be
obtained. Experiments conducted on the PASCAL VOC 2010 segmentation and the ImageNet ILSVRC 2010 datasets
show statistically significant improvements over alternative approximation methods.
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A Linear Approximation to the χ2 Kernel
with Geometric Convergence
1 INTRODUCTION
Histograms are important tools for constructing vi-
sual object descriptors. Many visual recognition ap-
proaches utilize similarity comparisons between his-
togram descriptors extracted from training and testing
images. Widely used approaches such as k-nearest
neighbors and support vector machines compare the
testing descriptor with multiple training descriptors,
and make predictions by a weighted sum of these
comparison scores.
An important metric to compare histograms is the
exponential-χ2 kernel (referred to as exp−χ2 in the
rest of the paper), derived from the classic Pearson χ2
test and utilized in many state-of-the-art object recog-
nition studies [1], [2], [3], [4] with excellent perfor-
mance. However, in the current big data era, training
sets often contains millions to billions of examples.
Training and testing via hundreds of thousands of
comparisons using a nonlinear metric is often very
time-consuming.
There are two main approaches to approximate
the exp−χ2 to facilitate fast linear time training and
testing. One approach is to devise a transforma-
tion so that the χ2 function can be represented as
an inner product between two vectors. On top of
this transformation, the random Fourier (RF) features
methodology [5] is used to approximate a Gaussian
kernel. The full exp−χ2 kernel can be approximated
by inner products on the vector after these two trans-
formations [6]. A different approach is the Nystro¨m
method [7], which directly takes a subset of training
examples, apply the comparison metric between an
example and this subset and use the output as the
feature vector (sometimes followed by principal com-
ponent analysis (PCA)).
In this paper, we pursue the RF research line. We are
interested in RF because it has the potential of repre-
senting more complicated functions than the Nystro¨m
approach, which is confined to summations of kernel
comparisons and hard to approximate functions not
of that type. Besides, RF provides a fixed basis set
regardless of input data, which could be valuable
in online settings where a large training set is not
available for sampling. However, RF has not been able
to outperform Nystro¨m so far, especially on image
data with the exp−χ2 approximation.
We believe that a partial reason for the suboptimal
previous performance of RF in the exp−χ2 kernel is
the inaccuracy in the approximation of the χ2 metric.
A significant contribution of this paper is a new
analytic series to approximate the χ2 kernel. The new
series is derived using only elementary techniques
and enjoys geometric convergence rate. Therefore, it
is orders of magnitudes better in terms of approxima-
tion error than previously proposed approaches [8],
[9]. Experiments show that this better approximation
quality directly translate to better classification accu-
racy by using it in conjunction with the RF method to
approximate the exp−χ2 kernel.
We have also developed another analytical ap-
proximation using techniques from Chebyshev poly-
nomials. However, that other approximation has a
slower linear convergence rate due to the use of
the Fourier transform of a non-differentiable function.
This Chebyshev approximation and its derivations are
also listed in the paper for the record.
Another research question we pursue is whether
we can also improve the empirical performance of
RF by applying PCA on the generated features. By
applying PCA, the theoretical convergence rate of
RF is no longer confined by the Monte Carlo rate
O(1/
√
d), where d is the number of dimensions used
in the approximation. Rather, it becomes dependent
on eigenvalues, and with a fast enough eigenvalue
decay rate, the convergence rate can reach O(1/d) or
better [10] , raising it to the at least the same level as
the Nystro¨m approach. The question is then whether
applying PCA on RF would translate to a comparable
(or better) empirical performance.
For this question, we exploit out-of-core versions
of PCA that add little computational overhead to
the RF approximation, especially when combined
with least squares and other quadratic losses, e.g.
group LASSO. PCA allows us to reduce the number
of dimensions required for classification and relaxes
memory constraints when multiple kernels have to
be approximated by RF. We also explore the use of
unlabeled (test) data in order to better estimate the co-
variance matrix in PCA. This turns out to improve the
performance by better selecting effective frequency
components.
The paper is organized as follows: Section 2 sum-
marizes related work. Section 3 describes the χ2
kernel, where we elaborate the connection between
the exp−χ2 kernel and the χ2 test. In Section 4,
we present the new analytical approximation with
geometric convergence rate. Section 5 describes the
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Chebyshev approximation. Section 6 elaborates the
out-of-core PCA, Section 7 presents experiment results
on PASCAL VOC 2010 and ImageNet ILSVRC 2010
data, and Section 8 concludes the paper.
2 RELATED WORK
To our knowledge, the use of the χ2 kernel for his-
togram comparison can be traced back to at least
1996 [11]. [12] constructed the exp−χ2 kernel and
used it in SVM-based image classification. They hy-
pothesized that exponential χ2 is a Mercer kernel,
but the real proof was not available until 2004 in
the appendix of [13]. The χ2 kernel and exp−χ2 has
been used in a number of visual classification and
object detection systems [1], [2], [3], [4] and has been
shown to have one of the best performances among
histogram kernels [14]. [15] proposes an extension to
the χ2 kernel that normalizes the χ2 cross different
bins. Other metrics for histogram comparison include
histogram intersection, where an efficient speed-up
for testing has also been proposed [16], Hellinger ker-
nel, earth mover distance [17] and Jenson-Shannon.
See [8] for a summary and comparisons.
Random Fourier features were proposed by [5]
on translation-invariant kernels. [6] generalizes it to
the exp−χ2 kernel by the aforementioned two-steps
approach. Several other studies on linear kernel ap-
proximations also used ideas in RF [8], [9], [18].
The Nystro¨m method [7] sub-samples the training
set and operate on a reduced kernel matrix. Its asymp-
totic convergence rate had long known to be slow [19],
but recent papers have proved that it is actually faster
than the Monte Carlo rate of RF [20]. Other speed-ups
to kernel methods based on low-rank approximations
of the kernel matrix have been proposed in [21], [22].
A topic of recent interest is methods for coding
image features, where the goal is to achieve good
performance using linear learners following a feature
embedding [23], [24]. Hierarchical coding schemes
based on deep structures have also been proposed
[25]. Both sparse and dense coding schemes have
proven successful, with supervector coding [26] and
the Fisher kernels [27] some of the best performers
in the ImageNet large-scale image classification chal-
lenge [28]. The dictionaries of some influential coding
schemes are usually extremely large – both the Fisher
kernel and supervector coding usually require more
than 200k dimensions [29]) and the training of the
dictionary is often time-consuming. RF and Nystro¨m
do not require training, hence they are interesting
alternatives to these methods.
A crucial component in many coding algorithms is
a max-pooling approach, which uses the maximum of
the coded descriptors in a spatial range as features.
Since in this case an informative small patch could
have the same descriptor as the whole image, it is
desirable in image classification (for highlighting im-
portant regions) but undesirable for object detection
and semantic segmentation problems, where the size
and shape of the object is of interest. A recent second-
order pooling scheme [30] proposes an alternative and
has shown successful results in the semantic segmen-
tation problem. These pooling schemes are orthogonal
to the feature approximation problem in RF and could
be potentially used in conjunction.
3 THE χ2 KERNEL AND ITS RELATIONSHIP
WITH THE χ2 TEST
Throughout the paper we denote ◦ element-wise
products of vectors, I the identity matrix, 0 a column
vector of zeros, and 1 a column vector of ones. ab
denotes an element-wise division of b from a.
The χ2 kernel is derived from Pearson’s χ2 test.
The original Pearson χ2 test is for testing whether
an empirical histogram estimate matches a proba-
bility distribution. Given a histogram estimate x =
[x1, x2, . . . , xd], the test statistic is
X2(x,E) =
d∑
i=1
(xi − Ei)2
Ei
(1)
where E = [E1, E2, . . . , Ed] is the theoretical frequency
in the bins.
Suppose we have two histogram estimates x and y,
one can arrive at a symmetric version by taking the
harmonic mean H(x, y) = 21/x+1/y of each bin and
sum it up:
χ2(x,y) =
1
4
d∑
i=1
H
(
(xi − yi)2
yi
,
(yi − xi)2
xi
)
=
1
2
d∑
i=1
(xi − yi)2
xi + yi
(2)
The virtue of such a harmonic mean approach lies in
removing the singular points in the kernel: the value
of the original χ2 test goes to infinity when Ei = 0
and xi 6= 0. Using the harmonic mean approach in
(2), the function is well-defined in all cases.
In order to use the original χ2 test (1) to determine
goodness of the fit, one needs to compute the p-value
of the χ2 statistic:
p = 1− P (k
2
,
X2
2
) (3)
where k is the degree of freedom in the distribution,
P (k, x) is the regularized Gamma function. The p-
value is 1 minus the cumulative distribution function
(CDF) the test statistic. If a p-value is small, then
it means the observed statistic is very unlikely to
happen under the hypothesized distribution. A usual
criterion is to decide that x disagrees from the distri-
bution specified by [E1, . . . , Ed] if p < 0.05. In the case
of the χ2 test, with a special case of k = 2, one has
p = exp(−X22 ).
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As an analogy one can define the exp−χ2 kernel
based on the harmonic χ2 kernel:
k(x,y) = exp(−β(1− χ2(x,y))) (4)
with β being a kernel parameter. Note although such
a kernel has been used in many papers and enjoys
excellent results, we have not found an elaboration
of the analogy with the p-value of the χ2 test in
literature. Since the p-value is the relevant metric for
comparing two distributions, the exp−χ2 kernel can
be considered intuitively better than the χ2 function
as a similarity metric comparing two histogram dis-
tributions. Empirically, we have tested kernels with
different degrees of freedom, and found out that
exp−χ2 works similarly to erf(χ2) (corresponding to
χ2 with 1 degree of freedom) while outperforming all
others with more than 2 degrees of freedom.
4 AN ANALYTICAL APPROXIMATION TO THE
χ2 KERNEL WITH GEOMETRIC CONVER-
GENCE
In the following we show an analytical approximation
to the χ2 kernel, referred to as the direct approx-
imation later in the paper. We start with the one-
dimensional case. The χ2 kernel in one dimension has
the form:
χ2(xi, yi) =
(xi − yi)2
2(xi + yi)
=
1
2
(xi + yi)− 2xiyi
xi + yi
(5)
Because
∑
i xi = 1 and
∑
i yi = 1 in a histogram,
the first xi + yi form sums to a constant. It is thus
important to represent the form xyx+y into an inner
product. We will make repeated use of the following
crucial formula
2xy
x+ y
=
x− k
x+ k
y − k
y + k
2xy
x+ y
+
(
1− x− k
x+ k
y − k
y + k
)
2xy
x+ y
=
x− k
x+ k
y − k
y + k
2xy
x+ y
+
2
√
kx
x+ k
2
√
ky
y + k
(6)
so that 2
√
kx
x+k
2
√
ky
y+k gives a one-term linear approxima-
tion of the χ2 kernel. Repeatedly plugging (6) into the
2xy
x+y in the first term of the right-hand-side in (6) gives
us a series with multiple parameters:
cx =
[
2
√
k1x
x+ k1
,
x− k1
x+ k1
2
√
k2x
x+ k2
,
x− k1
x+ k1
x− k2
x+ k2
2
√
k3x
x+ k3
. . .
]
(7)
This series has geometric convergence rate as the N-
term error is exactly:
(x− k1) . . . (x− kN )(y − k1) . . . (y − kN )
(x+ k1) . . . (x+ kN )(y + k1) . . . (y + kN )
2xy
x+ y
(8)
which is straightforwardly geometric if we take k =
k1 = . . . = kN , because |x−kx+k | < 1,∀0 < k ≤ 1.
We see the multiple parameters k1, k2, . . . in this
series a boon rather than a distraction, because a trick
involving multiple parameters is needed to achieve
excellent convergence rate of the histogram approx-
imation in the full domain of [0, 1]. Note that the
convergence rate is dominated by
(
x−k
x+k
)2N
, if there
is only one k = k1 = . . . = kN . In this case, the
convergence rate can be very slow if x−kx+k is close
to 1. Two examples are: k = 1, x = 0.005 and
k = 0.005, x = 1, in both cases x−kx+k ≈ 0.99 and even
geometric convergence is very slow. From the above
example one can see that there is no single k choice
that achieves good convergence rate on the entire
input domain [0, 1]. Our solution is to utilize multiple
different parameters to cover different regions, and
combining the parameter choice with the input distri-
bution of our data to achieve an optimal convergence
rate on the entire domain of the input.
First we establish a simple upper bound of the
function to facilitate simpler error computation:
2xy
x+ y
≤ 2x
x+ 1
(9)
Now the N -term error can be bounded as:
2xy
x+ y
− c>x cy ≤
2(x− k1) . . . (x− kN )x
(x+ k1) . . . (x+ kN )(x+ 1)
(10)
Our algorithm for finding the parameters proceeds
greedily to eliminate the highest error peak at each
iteration. Specifically, we choose the parameter:
kN+1 = arg max
x
∣∣∣∣ 2(x− k1) . . . (x− kN )x(x+ k1) . . . (x+ kN )(x+ 1)p(x)
∣∣∣∣
(11)
where p(x) is the input distribution of x, estimated on
each particular dataset. Such a choice reduces error
to 0 at the mode of the input distribution and is
empirically tested to be superior than other greedy
schemes such as minimizing the mean error at each
step. In practice, p(x) is estimated using a histogram
estimate with logarithmically spaced bins, and kN+1
is chosen as one of the bin centers. The algorithm of
such an implementation is shown in Algorithm 1.
Note that the χ2 kernel in this form coincides with
the harmonic mean of the two vectors. Therefore, our
approach could also be a linear approximation on
the harmonic mean between two vectors. However,
currently we do not know of other applications of
that.
Given the approximated χ2 kernel, we follow [6] to
apply standard RF on a Gaussian kernel [5] over the
approximation from (20) in order to obtain an exp−χ2
kernel. The entire algorithm is shown in Algorithm 2.
5 THE CHEBYSHEV APPROXIMATION
Denoting ∆ = log y − log x, in each dimension of the
1− χ2 kernel we have
k0(x, y) =
2xy
x+ y
=
√
xy
2√
x
y
+
√
y
x
=
√
xysech(
∆
2
), (12)
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Algorithm 1 Find the parameters for the input distri-
bution specified by feature matrix X.
input : Feature matrix X, Parameter vector length N .
output : parameter vector k.
1: Compute a histogram density estimate h on all
nonzero values in X using logarithmically spaced
bins in the range [minx∈X,x 6=0 X,max X], denote
the vector of bin centroids as x.
2: b = xx+1 ◦ h
3: for i = 1→ N do
4: ki = xj , j = arg maxj |bj |
5: b = b ◦ x−kix+ki
6: end for
Algorithm 2 Approximation of the exp-χ2 kernel
based on the direct approximation of the χ2 dis-
tance.
input : n × d data matrix X = [XT1 ,XT2 , . . . ,XTn ]T .
Parameters N,D.
output : The random Fourier feature Z of the exp-χ2
kernel.
1: Compute parameter vector k using X, N and Al-
gorithm 1.
2: Compute for q = 1, . . . , N
cq(xij) =
(
q−1∏
p=1
xij − kp
xij + kp
)
2
√
qxij
x+ kq
where xij represents dimension j of the example
Xi. Denote C(Xi) the Nd × 1 vector constructed
by concatenating all cq(xij), j = 1, . . . , d.
3: Construct a md × D matrix Ω, where each entry
is sampled from a normal distribution N (0, 2γ).
4: Construct a D × 1 vector b which is sampled
randomly from [0, 2pi]D.
5: Zi = cos(C(Xi)Ω+b) is the RF feature for Xi [5].
where sech(x) = 2ex+e−x is the hyperbolic secant
function whose Fourier transform is pisech(piω). Using
the inverse Fourier transform to map pisech(piω) back
to k0(x, y)
k0(x, y) =
√
xy
∫ ∞
−∞
ejω(log x−log y)sech(piω)dω
=
∫ ∞
−∞
Φω(x)
∗Φω(y)dω (13)
where Φω(x) =
√
xe−jω log x
√
sech(piω).
Because the kernel is symmetric, the imaginary part
of its inverse Fourier transform is 0, leading to
k0(x, y) =
√
xy
∫ ∞
−∞
cos(ω(log x− log y))sech(piω)dω
=
√
xy
∫ ∞
−∞
(cos(ω log x) cos(ω log y) (14)
+ sin(ω log x) sin(ω log y))
2
epiω + e−piω
dω.
Through a change of variable, z = 2 arctan epiω , the
integral becomes
k0(x, y) = (15)√
xy
pi
∫ pi
0
(cos(
1
pi
log | tan z
2
| log x) cos( 1
pi
log | tan z
2
| log y)
+ sin(
1
pi
log | tan z
2
| log x) sin( 1
pi
log | tan z
2
| log y))dz.
Since the functions cos( 1pi log | tan z2 | log x) and
sin( 1pi log | tan z2 | log x) are periodic and even, they can
be represented using discrete-term Fourier cosine se-
ries
fx(z) =
a0(x)
2
+
N∑
n=1
an(x) cos(nz). (16)
Since for all integers n and m,∫ pi
0
cos(nx) cos(mx)dx =
{
0 n 6= m
pi/2 n = m
,
we have
1
pi
∫ pi
0
fx(z)fy(z)dz =
a0(x)a0(y)
4
+
1
2
∑
i
ai(x)ai(y) (17)
which offers a natural orthogonal decomposition.
A vector ax = 1√2 [a0(x)/
√
2, a1(x), a2(x), . . . , an(x)]
guarantees that aTx ay =
1
pi
∫ pi
0
fx(z)fy(z)dz.
Now, to determine the coefficients which are
aq(x) =
2
pi
∫ pi
0
cos(
1
pi
log tan(
z
2
) log x) cos(qz)dz
bq(x) =
2
pi
∫ pi
0
sin(
1
pi
log tan(
z
2
) log x) cos(qz)dz (18)
we use integration-by-parts to derive an analytical
recurrence relation (See Appendix):
bq(x) =
pi
log x
(
q + 1
2
aq+1(x)− q + 1
2
aq−1(x)
)
aq(x) = − pi
log x
(
q + 1
2
bq+1(x)− q − 1
2
bq−1(x)
)
, q > 0
a0(x) = − pi
log x
b1(x) (19)
Now we can combine the nonzero entries for the
two series and write it as dq , and the recurrence
relation can also be written out for dq as:
dq(x) =

1
q
((−1)q 2 log x
pi
dq−1(x) + (q − 2)dq−2(x)), q > 1
−
√
2 log x
pi
d0(x), q = 1
2x
x+1
, q = 0
(20)
with k0(x, y) =
∑
q dq(x)dq(y). This approximation
can be used instead of the series cq in Algorithm 2.
We refer to the above approximation as the Cheby-
shev approximation because it draws ideas from
Chebyshev polynomials and the Clenshaw-Curtis
quadrature [31]. A central idea in the Clenshaw-
Curtis quadrature is to use the change of variable
θ = arccos(x) in order to convert an aperiodic integral
into a periodic one, making possible to apply Fourier
techniques. Our variable substitution z = arctan ex
serves a similar purpose. The same technique can
be applied in principle to other kernels, such as
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the histogram intersection and the Jensen-Shannon
kernel. However, the integration by parts used to
derive the analytical approximation may not extend
straightforwardly.
5.1 Convergence Rate of the Chebyshev Approxi-
mation
In this section we present an simple analysis on
the asymptotic convergence rate of the Chebyshev
approximation. Since (20) is exact, we can apply stan-
dard results on Fourier series coefficients [31], which
state the convergence rate depends on the smoothness
of the function that is approximated.
Lemma 1. |k0(xi, yi) −
∑N
q=1 dq(xi)dq(yi)| ≤ CN
√
xiyi
where C is a constant.
Proof: Since dN (xi)√xi represents Fourier series
for cos( 1pi log | tan z2 | log xi) and sin( 1pi log | tan z2 | log xi),
which are both absolutely continuous but not contin-
uously differentiable (oscillate at z = 0), we have:
0 < NdN (xi) ≤
√
C
√
xi (21)
and consequently
|k0(xi, yi)− d(xi)Td(yi)| ≤
∑
k>N
C
N2
√
xiyi ≤ C
N
√
xiyi
Using Lemma 1 it is straightforward to prove that
Theorem 1. |k0(x, y) −
∑
i
∑N
k=1 dq(xi)dq(yi)| ≤ CN
when
∑
i xi =
∑
i yi = 1.
Proof: We use Cauchy-Schwarz inequality,
|k0(x, y)−
∑
i
∑N
q=1 dq(xi)dq(yi)| ≤ CN
∑
i
√
xiyi
≤ CN
√∑
i xi
∑
i yi =
C
N .
Although this approximation is also analytic, it
converges slower than the cq series in (20). In the
experiments it is also shown that it has inferior results
than the direct approximation. However, the conver-
gence of two different analytical series to the same
function may lead to further mathematical equalities,
therefore we still listed the Chebyshev approximation
in the paper.
6 PRINCIPAL COMPONENT ANALYSIS OF
RANDOM FEATURES ON MULTIPLE DESCRIP-
TORS
Another rather orthogonal strategy we pursue is prin-
cipal component analysis after obtaining random fea-
tures, and solving regression problems after the PCA.
Care needs to be exercised when PCA is performed
on an extremely large-scale dataset in conjunction
with multiple kernels. Similar approaches have been
discussed extensively in the high-performance com-
puting literature ((e.g., [32]).
The main advantage of using PCA after RF (here-
after called RF-PCA) is to reduce the memory foot-
print. It is known that the performance of RF im-
proves when more random dimensions are used.
However, the speed of learning algorithms usually
deteriorates quickly when the data cannot be load in
memory, which would be the case when the RF of
multiple kernels are concatenated: e.g. with 7 kernels
and 7,000 RF dimensions for each kernel, the learning
phase following RF needs to operate on a 49,000
dimensional feature vector.
Using eigenvectors is also one of the very few
approaches that could provide a better asymptotic
convergence rate than the O( 1√
m
) for Monte Carlo,
which in this case means to use fewer approximation
dimensions for the same quality. Many other tech-
niques like quasi-Monte Carlo suffer from the curse
of dimensionality – the convergence rate decreases
exponentially with the number of input dimensions
[33], which generally makes it unsuitable for RF which
is supposed to work on high-dimensional problems.
Another interesting aspect of RF-PCA is it can bring
an unexpected flavor of semi-supervised learning,
in that one can use unlabeled test data to improve
classification accuracy. RF-PCA amounts to selecting
the relevant dimensions in the frequency domain, by
considering both the training and testing data during
PCA, frequencies that help discriminate test data will
more likely be selected. In the experiments such a
strategy will be shown to improve performance over
the computation of PCA only on training data.
One main problem is, in a large training set, the
feature matrix cannot be fully loaded into memory.
Therefore PCA needs to be performed out-of-core,
a high-performance computing term depicting this
situation (unable to load data into memory). The way
to do PCA in linear time is not by singular value
decomposition on the RF features Z, but rather by per-
forming eigenvalue decomposition for the centered
covariance matrix ZT (I − 1n11T )Z. ZTZ =
∑
i Z
T
i Zi
can be computed out-of-core by just loading a chunk
of Xi into memory at a time, compute their RF
feature Z, compute the covariance matrix and then
delete the RF features from memory. Then an eigen-
decomposition gives the transformation matrix U for
PCA. We denote U¯ as the matrix obtained by selecting
the first D dimensions of U corresponding to the
largest eigenvalues. Denote the mean vector of the
input matrix Z¯ = 1nZ
T1, and
Z˜ = (Z− 1Z¯T )U¯ = (I− 1
n
11T )ZU¯ (22)
is the feature vector obtained after PCA projection
(Algorithm 3). It is very convenient to perform regres-
sion with a quadratic loss after PCA, since only the
Hessian is needed for optimization. This applies not
only to traditional least squares regression, but also
to the LASSO, group LASSO, and other composite
regularization approaches. In this case the projections
need not be performed explicitly. Instead, notice that
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Algorithm 3 Out-of-Core Principal Component
Analysis.
input : n × d data matrix X = [XT1 ,XT2 , . . . ,XTn ]T .
Output vector y. Number of dimension D to retain
after PCA.
1: Divide the data into k chunks, called X(1),
X(2), . . . , X(k).
2: H = 0,m = 0,v = 0
3: for i = 1→ k do
4: Load the i-th chunk X(i) into memory.
5: Use Algorithm 2 to compute the RF feature Z(i)
for X(i).
6: H = H + ZT(i)Z(i), m = m + Z
T
(i)1, v = v + Z
T
(i)y
7: end for
8: H = H− 1nmmT .
9: Compute eigen-decomposition H = UDUT . Out-
put the first D columns of U as U¯, the diagonal
matrix D, and the input-output product v.
only Z˜T Z˜ and Z˜T y are needed for regression:
Z˜T Z˜ = U¯TZT (I− 1
n
11T )ZU¯
Z˜Ty = U¯TZT (I− 1
n
11T )y (23)
It follows that only ZTZ, ZT1 and ZTy have to
be computed. All terms can be computed out-of-core
simultaneously. Algorithm 4 depicts this scenario.
Algorithm 4 Learning after PCA with Quadratic
Loss.
input : n × d data matrix X = [XT1 ,XT2 , . . . ,XTn ]T .
Output vector y. Number of dimension D to
retain after PCA.
1: Perform out-of-core PCA using Algorithm 3.
2: H′ = U¯THU¯ = D¯, the first D rows and columns
of the diagonal matrix D.
3: v′ = U¯Tv − 1n (1Ty)U¯Tm.
4: Perform learning on H′,v′, e.g., for linear
ridge regression where the optimization is
arg minw ‖wT Z˜ − y‖2 + λ‖w‖2, the solution is
w = (H′ + λI)−1v′.
5: Use U¯Tw instead of w as a function of the original
inputs: f(x) = wT U¯x− 1nwT U¯m, in order to avoid
the projection for the testing examples.
Under this PCA approach the data is loaded only once
to compute the Hessian. Additional complexity of
O(D3) is necessary for matrix decomposition on H. If
ridge regression is used, the H′ after decomposition is
diagonal therefore only O(D) is needed to obtain the
regression results. In this case the additional constant
factor is quite small. The bottleneck of this algorithm
for large-scale problems is undoubtedly the compu-
tation of the initial Hessian, which involves reading
multiple chunks from disk.
The more sophisticated case is when PCA needs to
be performed separately on multiple different kernel
approximators, i.e., Z = [Z(1)Z(2) . . .Z(l)], where each
Z(i) is the RF feature embedding of each kernel. This
time, the need to compute Z(i)
T
Z(j) rules out tricks
for simple computation. The data needs to be read in
twice (Algorithm 5), first to perform the PCA, and
then use U to transform X in chunks in order to
obtain Z and ZTZ. But the full computation is still
linear in the number of training examples. In both
cases, the projection is not required for the testing
examples. Because whenever w is obtained, wT Z˜ =
wT U¯(Z− 1n Z¯1T ), then U¯w can be the weight vector
for the original input, with the addition of a constant
term.
Algorithm 5 Two-stage Principal Component
Analysis when learning with multiple kernels.
input : n × d data matrix X = [XT1 ,XT2 , . . . ,XTn ]T .
Output vector y. Number of dimension D to
retain after PCA.
1: Perform out-of-core PCA using Algorithm 3.
2: for i = 1→ k do
3: Load the i-th chunk X(i) into memory.
4: Use Algorithm 1 to compute the RF feature Z(i)
for X(i), with the same randomization matrix Ω
as before.
5: Z˜ = (Z(i) − 1n1mT )U¯.
6: H′ = H′ + Z˜T Z˜, v′ = v′ + Z˜Ty
7: end for
8: Perform learning on H′,v′. E.g., for linear
least squares where the optimization is
arg minw ‖wTZ−y‖2, the solution is w = H′−1v′.
9: Use U¯Tw instead of w as a function of the original
inputs: f(x) = wT U¯x− 1nwT U¯m, in order to avoid
the projection step for the testing examples.
It is worth noting that out-of-core least squares
or ridge regression scales extremely well with the
number of output dimensions c, which can be used
to solve one-against-all classification problems with c
classes. In the out-of-core case, ZTy will be computed
in O(nDc) time along with the Hessian in Algorithm
3 or 5. After the inverse of Hessian is obtained, only a
matrix-vector multiplication costing O(D2c) is needed
to obtain all the solutions, without any dependency
on n. Thus the total time of this approach with c
classes is O(nDc + D2c) which scales very nicely
with c. Especially compared with other algorithms
that need to perform the full training procedure on
each class. Although the L2 loss is not optimal for
classification, in large-scale problems (e.g. ImageNet)
with 1, 000 − 10, 000 classes, the out-of-core ridge
regression can still be used to generate a fairly good
baseline result quickly.
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7 EXPERIMENTS
Our experiments are conducted on two chal-
lenging datasets: PASCAL VOC 2010 [34] and
ImageNet [28] ILSVRC 2010 (http://www.image-
net.org/challenges/LSVRC/2010/). These challeng-
ing benchmarks reveal the subtle performance differ-
ences among approximation methods, which would
otherwise be difficult to observe in simple datasets.
We conduct most experiments on the medium-scale
PASCAL VOC data in order to compare against exact
kernel methods. For this dataset, we use exclusively
the train and val datasets, which have 964 images
and around 2100 objects each. Classification results
are also shown on the ImageNet dataset to demon-
strate the efficiency of our kernel approximations.
The experiments are conducted using an Intel Xeon
E5520 2.27GHz with 8 cores and 24GB memory. The
algorithm 2 is parallelized using OpenMP to take
advantage of all cores.
7.1 Comparing Approximations
To test different approximations, we consider a small
sample from the PASCAL VOC segmentation dataset.
For training, we use image segments (obtained us-
ing the constrained parametric min-cuts algorithm,
CPMC [35]) that best match each ground truth seg-
ment in terms of overlap (subsequently called best-
matching segments) in the train set, plus the ground
truth segments. The best-matching segments in the
val set are used as test. This creates a medium-scale
problem with 5100 training and 964 test segments.
The approximations tested in experiments are
Chebyshev, VZ [8], Direct. For reference, we also
report classification results for the χ2 kernel without
exponentiating as Chi2, as well as the skewed χ2
kernel proposed in [18] as Chi2-Skewed. Due to the
Monte Carlo approximation, different random seeds
can lead to quite significant performance variations.
Therefore the experiments are all averaged over 50
trials on different random seeds. Within each trial,
the same random seeds are used for all methods. For
PCA-Chebyshev, the initial sampling is done using
three times the final approximating dimensions, and
PCA is performed to reduce the dimensionality to
the same level as the other two methods. We test
the classification performance of these kernels with
two different types of features: a bag of SIFT words
(BOW) feature of 300 dimensions, and a histogram of
gradient (HOG) feature of 1700 dimensions. The clas-
sification is done via a linear SVM using the LIBSVM
library (empirically we found the LIBLINEAR library
produced worse results than LIBSVM in this context
with dense features). The C parameter in LIBSVM is
validated to 50, the kernel to be approximated is exp-
χ2, with β = 1.5. For VZ, the period parameter is set
to the optimal one specified in [8]. For each kernel, 5
dimensions are used to approximate the χ2 distance
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Fig. 1: Comparisons on various approximations to the
χ2 kernel. It can be seen that the new direct approxi-
mation is converging orders of magnitude faster than
previous approaches.
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Fig. 2: Effect on the classification accuracy on a 7000-
dimensional RF-approximated exp−χ2 kernel, using
different approximations and various number of di-
mensions to approximate the χ2 function. The direct
approximation works already very well with 2 terms
per original input dimension, while the other approx-
imation schemes need more terms.
in each dimension, which represents a common use
case.
7.2 Results for Multiple Kernels on the PASCAL
VOC Segmentation Challenge
In this section, we consider the semantic segmen-
tation task from PASCAL VOC, where we need to
both recognize objects in images, and generate pixel-
wise segmentations for these objects. Ground truth
segments of objects paired with their category labels
are available for training.
A recent state-of-the-art approach trains a scoring
function for each class on many putative figure-
ground segmentation hypotheses, obtained using
CPMC [35]. This creates a large-scale learning task
even if the original image database has moderate
size: with 100 segments in each image, training for
964 images creates a learning problem with around
100, 000 training examples. This input scale is still
tractable for exact kernel approaches so that we can
directly compare against them.
Two experiments are conducted using multiple ker-
nel approximations for the exp-χ2 kernels. We use 7
different image descriptors, which include 3 HOGs
at different scales, BOW on SIFT for the foreground
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Number of Dimensions 3000 5000 7000
Chi2 41.91% 42.32% 42.12%
Chi2-Skewed 39.82% ± 0.73% 40.79% ± 0.55% 40.90% ± 0.82%
Chebyshev 42.03%± 0.80% 42.61%± 0.65% 42.61% ± 0.64%
VZ 42.29%± 0.74% 42.82%± 0.63% 43.00%± 0.57 %
Direct 42.09%± 0.79% 42.88%± 0.63% 43.21%± 0.63%
PCA-Chebyshev 42.80%± 0.74% 43.25%± 0.55% 43.42%± 0.42 %
PCA-VZ
PCA-Direct 43.16%± 0.55% 43.31%± 0.53% 43.53%± 0.71 %
Exact exp-χ2 44.19%
TABLE 1: Classification accuracy of exp-χ2 kernel when the χ2 function is estimated with different approx-
imations, on a BOW-SIFT descriptor. Results for the Chi2 and Chi2-Skewed kernels are also shown for
reference.
Number of Dimensions 3000 5000 7000
Chi2 29.15% 30.50% 31.22%
Chi2-Skewed 30.08% ± 0.74% 30.37 % ± 0.63% 30.51 % ± 0.35 %
Chebyshev 30.86% ± 0.78% 31.53% ± 0.66% 31.90% ± 0.70%
VZ 31.32% ± 0.90% 32.07 % ± 0.83% 32.36% ± 0.62%
Direct 31.71%± 0.92% 32.72%± 0.73% 32.94%± 0.66%
PCA-Chebyshev 32.59%± 0.77% 33.11% ± 0.57% 33.22% ± 0.54%
PCA-VZ 32.94%± 0.67% 33.41% ± 0.54% 33.45%± 0.59%
PCA-Direct 32.92%± 0.66% 33.68%± 0.57% 33.63%± 0.67%
Exact exp-χ2 34.34%
TABLE 2: Classification accuracy of exp-χ2 kernel when the χ2 function is approximated with different
approximations, on a HOG descriptor. Results for the Chi2 and Chi2-Skewed kernels are also shown for a
reference.
and background, and BOW on color SIFT for the
foreground and background [35], [36]. The VOC seg-
mentation measure is used to compare the different
approaches. This measure is the average of pixel-wise
average precision on the 20 classes plus background.
To avoid distraction and for a fair comparison, the
post-processing step [35] is not performed and the
result is obtained by only reporting one segment with
the highest score in each image. The method used for
nonlinear estimation is one-against-all support vector
regression (SVR) as in [36], and the method for linear
estimation is one-against-all ridge regression. The lat-
ter is used since fast solutions for linear SVR problems
are not yet available for out-of-core dense features. We
avoided stochastic gradient methods (e.g., [26]) since
these are difficult to tune to convergence, and such
effects can potentially bias the results. We average
over 5 trials of different random seeds.
7.3 Results on ImageNet
The ImageNet ILSVRC 2010 is a challenging classi-
fication dataset where 1 million images have to be
separated into 1,000 different categories. Here we only
show experiments performed using the original BOW
feature provided by the authors. Our goal is primarily
to compare among different approximations, hence
we did not generate multiple image descriptors or
a spatial pyramid, which are compatible with our
framework and could improve the results signifi-
cantly. Since regression is used, the resulting scores
are not well-calibrated across categories. Therefore we
Method Performance
Chebyshev 26.25%± 0.41%
VZ 25.50%± 0.54%
Direct
PCA-Direct
PCA-Chebyshev 27.57%± 0.44%
PCA-training-Chebyshev 26.95%± 0.35%
Nystro¨m 27.55%± 0.49%
Kernel SVR 30.47%
TABLE 3: VOC Segmentation Performance on the
val set, measured by pixel AP with one segment
output per image (no post-processing), and averaged
over 5 random trials. The upper part of the table
shows results on only BOW-SIFT features extracted
on foreground and background. The lower part shows
results based on combining 7 different descriptors.
perform a calibration of the output scores to make the
500th highest score of each class the same.
8 CONCLUSION
The conclusion goes here. The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here.The conclusion goes here.The conclusion goes
here. The conclusion goes here.The conclusion goes
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Number of Dimensions 3000 5000 7000
Chebyshev 16.30% ± 0.04% 17.11% ± 0.04% 17.63% ± 0.09%
PCA-Chebyshev 16.66%± 0.08% 17.85%± 0.08% 18.65%± 0.10 %
VZ 16.10% ± 0.04% 16.95 % ± 0.08% 17.48% ± 0.09%
Direct
Nystro¨m
Linear 11.6% ( [37])
TABLE 4: Performance of linear classifiers as well as non-linear approximation methods on ImageNet ILSVRC
2010 data. Notice the significant boost provided by the non-linear approximations (exact non-linear calculations
are intractable in this large scale setting).
here.The conclusion goes here.The conclusion goes
here.
APPENDIX
DERIVATION OF THE RECURRENCE RELA-
TION
In this appendix we derive the recurrence relations
(19). First we list some useful properties.
Lemma 2. Let u(z) = 1pi log tan(
z
2 ) log x, then, (1)
1) u(pi) = 0; cos(u(pi2 )) = 1; sin(u(
pi
2 )) = 0
2) u′(z) = log xpi
1
sin(z) ,
1
u′(z) =
pi
log x sin(z)
3) 1u′(0) = 0,
1
u′(pi) = 0
First of all we concern a0 and b0. With a symbolic
integration software (e.g. Mathematica) one can com-
pute a0 = 2sech( log x2 ) =
4
√
x
x+1 and b0 = 0. For the rest
of the series, we can immediately observe that for q
even, bq = 0 because sin(u(z)) is antisymmetric at pi2
and cos(qz) is symmetric for even q and antisymmetric
for odd q. Same argument gets us for q odd, aq = 0.
Therefore we only need to solve the coefficients bq
with odd q, and aq with even q. Therefore, we start
with the integration:
pi
4
bk(x)
=
∫ pi
2
0
sin(
1
pi
log tan(
z
2
) log x) cos(kz)dz
=−
∫ pi
2
0
cos(kz)
1
u′(z)
d(cos(u(z)))
=
∫ pi
2
0
cos(u(z))d(cos(kz)
pi
log x
sin(z))
=
pi
log x
∫ pi
2
0
cos(u(z))(−k sin(kz) sin(z) + cos(kz) cos(z))dz
=
pi
log x
∫ pi
2
0
cos(u(z))(cos((k + 1)z)− (k − 1) sin(kz) sin(z))dz
=
pi
log x
∫ pi
2
0
cos(u(z))(cos((k + 1)z)
−k − 1
2
(cos((k − 1)z)− cos((k + 1)z)))dz
=
pi
4
pi
log x
(
k + 1
2
ak+1(x)− k − 1
2
ak−1(x))
where we have used integration-by-parts followed by
trigonometric identities. The same trick applies to the
ak series with even coefficients:
pi
4
ak(x)
=
∫ pi
2
0
cos(
1
pi
log tan(
z
2
) log x) cos(kz)dz
=
∫ pi
2
0
cos(kz)
1
u′(z)
d(sin(u(z)))
=−
∫ pi
2
0
sin(u(z))d(cos(kz)
pi
log x
sin(z))
=− pi
log x
∫ pi
2
0
sin(u(z))(−k sin(kz) sin(z) + cos(kz) cos(z))dz
=− pi
log x
∫ pi
2
0
sin(u(z))(cos((k + 1)z)− (k − 1) sin(kz) sin(z))dz
=− pi
log x
∫ pi
2
0
sin(u(z))(cos((k + 1)z)
−k − 1
2
(cos((k − 1)z)− cos((k + 1)z)))dz
=−pi
4
pi
log x
(
k + 1
2
bk+1(x)− k − 1
2
bk−1(x))
For k = 0 it’s slightly different as:
pi
4
a0(x)=
∫ pi
2
0
cos(u(z))dz =
∫ pi
2
0
1
u′(z)
d(sin(u(z)))
=− pi
log x
∫ pi
2
0
sin(u(z)) cos(z)dz
=−pi
4
pi
log x
b1(x)
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