Abstract
Introduction

23
Extreme events of environmental processes, such as temperature, sea levels and precipitation, are likely
Basic model formulation
147
Let X t,(r,s) denote the observed annual temperature in year t for site s in region r, with t ∈ T 1 , r = 1, . . . , 5
148
and s = 1, . . . , h r . Focusing on a single site, we assume that X t,(r,s) are independent over t and follow a 149 generalised extreme value distribution,
150
X t,(r,s) ∼ GEV α X,(r,s) + β X,(r,s) g X,t , σ X,(r,s) , ξ X,(r,s)
with a linear trend in a location parameter with covariate g X,t being the observed annual global mean 151 temperature in year t. Whilst it would be possible to use a more locally defined metric of future change
152
(such as the change in mean European temperatures) this would unhelpfully include more unforced 153 naturally occurring internal variability of the climate system; here we desire to identify the changes that 154 are being forced by greenhouse gas emissions to which the global mean temperature is better suited. Note 155 that the parameters (α X,(r,s) , β X,(r,s) , σ X,(r,s) , ξ X,(r,s) ) do not depend on time, but can vary over region 156 and site. Our choice for these parameters to be independent of time is based on a range of reasons, which 157 include exploratory analysis which shows no evidence of a change in the distribution of residuals around 158 a linear trend (Gabda, 2014) and the pooled assessment of fit over all sites, see Section 3.1.
159
Now consider the 11 coupled RCM and GCM datasets with maxima in T 2 . Let Y M,t , σ
Z,r , ξ
where g
(j)
M,t is the GCM numerical model annual global mean temperature for year t in the jth ensemble 164 member.
165
Here the jth GCM is used to drive the jth RCM, so there is potentially dependence between Z (j) (Tawn, 1988) . This distribution has GEV marginals and a class of copula that has a restricted formulation,
169
limited to a particular form of non-negative dependence, though it cannot be expressed fully through any 170 finite closed form family. Therefore it is common to take a flexible parametric family in this class of In Section 2.2 we identified the theoretically motivated GEV distribution as a potential model for each 181 marginal distribution and proposed it would be sufficient for the trends in global annual mean temperature 182 to be modelled through the location parameters only. To assess the validity of this assumption we 183 examined the goodness of the GEV fit to the observations and the climatological model data for each 184 site through Q-Q plots for a set of randomly selected sites. In all cases the fit appeared good, though of 185 course at this level of spatial resolution there are limited data to identify any deviation from the GEV 186 assumption. Therefore, additionally, we constructed pooled P-P plots for each of the observed, RCM and
187
GCM data separately, in each case pooling over sites, regions and years, see Heffernan and Tawn (2001) 188 for a similar example.
189
These figures are shown in Figure 2 . The observational data pooled P-P plot, left panel, is constructed 190 as follows. Let G X t,(r,s) denote the distribution function of X t,(r,s) as given by expression (2). instead of a full Bayesian analysis for both computational speed and its simplicity of model selection.
196
The results show that the GEV with a trend in the location parameter fits the data well, with a near 197 linear P-P plot for each data type. It should be stressed that here the respective subplots correspond to fit in all three cases, given the immense data volume.
200
Theoritical cumulative distributionTheoritical cumulative distributionFigure 2: Pooled P-P plots for observed, RCM and GCM annual maximum temperature data (respectively) under GEV marginal models with a trend in the location parameter that is linear in global annual mean temperature.
In these models all the GEV parameters are specified as free, not depending in any way on the 
Basic assessment of trends 211
To help get a first impression on the trends in the different data sets and in the distinct periods of these 212 data sets we fitted the models set out in equations (2), (3) and (4). Specifically, for region r we have estimated with a much smaller standard error than β X,(r,s) when estimated based on observed data alone.
248
Thus, this identification of a linkage between the parameters gives improved estimation of β X,(r,s) through 249 the additional information provided by the RCM data.
250
In terms of other parameters it is clear that the individual, and average, RCM parameters are sta-
251
tistically significantly different to the parameters of the observed data for both trend intercept (α) and 252 shape parameters (ξ). In contrast, the scale parameters are found to have a similar linkage to the trend Y,(r,s) .
3.4 RCM and GCM parameter linkage
255
For each site s in region r we test for commonality of the GEV parameters for the RCM and the GCM 256 data to see which features of the GCM maxima replicate well the features of the RCM data maxima.
257
Specifically, we test which components of the parameter vectors
Y,(r,s) ) and (α course a driving feature for this is the discontinuity in the GCM trends over regions.
273
As we require observed and RCM trend parameters to change smoothly over a region and across region 274 boundaries we now propose smoothing the GCM region trends, across sites in the region, by constructing 275 weighted means of GCM region trends. Specifically, we define a jth ensemble smoothed GCM trend
Z,(r,s) , at site s in region r, as
where
Z, is the GCM trend parameter for region, for the jth ensemble member, and its weight, w ,s ,
278
is some monotone decreasing function of the distance d ,s of site s to the centre of region . Here, for 279 simplicity reasons only, we take the function of distance to be the inverse squared distance, so that
However, a more flexible alternative, discussed in Section 6, allows for the level of smoothing to adapt to 281 the smoothness of the trends in the RCM. We then find that we reject the hypothesis of
at approximately the size of the test. Thus this linkage between RCM and GCM trends seems reasonable.
283
Therefore, exploiting the linkages (6) and (10), the model we adopt to link the GCM to the observed data 284 trend is via
We repeat the same analysis for the location-intercept, scale and shape parameters to give
where α 
for r = 1, . . . , 5. The remaining parameters are given as functions of these parameters through expres-296 sions (11) and (14) and for observed location intercept and shape parameters and expressions (12), (10),
297
(13) and (15) respectively for RCM location intercept, gradient, scale and shape parameters, We use all 298 the information from the observed extremes data and the RCM and GCM annual maxima to estimate 299 these free parameters, thus a total of 754550 data (50 × 439 observed values, 150 × 11 × 439 RCM data 300 and 150 × 11 × 5 GCM data).
301
We could impose some additional structure on the remaining 1138 parameters to reduce the di- the variance (tuning parameter) chosen to ensure that the chain mixes suitably, typically set so that the 327 acceptance probability is about 1/4 (Roberts and Rosenthal, 2001). We undertook 10,000 iterations for 328 each region, after a suitable burn-in period.
329
We need to derive the likelihood for our model, however this is complex due to the various variables, as the data for the GCM in a region r is identical for all sites s in this region. Thus, in practice, we expect
therefore have a pseudo-posterior distribution for the parameters of
where π(θ) is the prior. Changing the adjustment factor k leaves the positions modes of the posterior 359 unchanged, but scales the curvature around these modes by k. The impact of this on the inference is 360 that this does not really change in terms of the point estimates but that credibility interval widths are 361 increased by a factor of approximately k −1/2 .
362
In summary, in this section we have set out a coherent modelling and inference strategy for getting valid 363 improved efficiency for trend estimates for observations by borrowing information from GCM/RCM data.
364
The problem in implementing this strategy though is its computational complexity. So, in the following 365 section, we illustrate the approach under strongly simplified assumptions which help to overcome the 366 computational burden whilst retaining sufficient features of the strategy that broadly retain its integrity. where we make major over-simplifications are:
375
Spatial penalty adjustment k being fixed Here we take both k = 1 and a value of k which depends 376 only on the number of spatial sites, and so we do not evaluate the required adjustment as set out in
377
Section 4. We know in practice k should be much less than 1 and hence using k = 1 leads to under 378 estimation of credibility intervals. We also illustrate the analysis with a value of k which we argue 379 is a reasonable approximation, based on intuition, and we explore the differences between the two 380 inferences.
381
GCM parameters being fixed Here we fix θ
Z,r ) for r = 1, . . . , 5 and j = 382 1, . . . , 11, thus 220 parameters are treated as fixed in the analysis so their false certainty transmits to 383 under-estimation of uncertainty on the other related parameters. We estimate these 220 parameters 384 using only the GCM data using marginal analysis separately for all r and j. A more complete
385
Bayesian analysis would treat all of these parameters as unknown and the resulting trend estimates 386 would be expected to have wider credible intervals.
387
Regional instead of UK analysis We undertake the analysis separately for each region, thus instead analysis.
397
Our primary interest is inference for the trend parameter of the observed extreme data and so we focus 398 our discussion on this. We compare three estimates of β X,(r,s) : the naive maximum likelihood estimator 399 using only observed data from the site itself, and, for two fixed choices of k, our proposed posterior 400 estimator using additional information from the RCM and GCM. We give the results focusing on regions 
407
Before presenting inference results for β X,(r,s) , we first examine the estimates of the linking parameters
over regions, which gives us information about how the trends of the observed temperature maxima 409 relates to trends in the GCM data (and thus indirectly in the RCM data). Table 1 for GEV trend parameters between the RCM and the GCM (and hence also link observed data with GCM) evaluated using our Bayesian method with the false and adjusted likelihood. In the adjusted likelihood k in region r is taken as 1/h r . Table 2 gives the regional average trend parameter estimate for the observed maxima temperature 421 process from the three inference methods presenting both estimates and associated 95% uncertainty 
432
The reason for this level of reduction in uncertainty comes from two factors: our efficient use of the 433 combined information from observed, RCM and GCM data and from our over-simplifying assumptions.
434
Clearly, although we do not expect the reduction in intervals to be as much as 400, as basic knowledge simplifying assumptions that we make it offsets their effects to some degree.
438
We anticipate that a full analysis without the simplifying assumptions will give estimates and credible
439
regions that are broadly similar to that found here when The average (and corresponding 95% uncertainty intervals) of estimates of the trend parameter for the observed temperature maxima over each region evaluated using three different methods: naive analysis of observed data only and our Bayesian method with the false and adjusted likelihood. In the adjusted likelihood k in region r is taken as 1/h r .
446 Figure 4 shows the comparisons of these trend parameter estimates and associated uncertainty intervals 447 for the the naive and Bayesian adjusted likelihood methods over these two regions. As already discussed in
448
Section 4, a key feature is the change in uncertainty estimates at each site, whereas here we also see there is seen to be a very small change, once the scale of the plot is accounted for, we note that it does not 459 detract from the main conclusion of our analysis.
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484
We have proposed a modelling strategy that utilises the information from climatological model data
485
for the inference of the distribution of observed temperature extremes and their changes through time.
486
The approach here is to take advantage of the additional information from climatological model data complications potentially could arise from strong inter-dependence between the parameters, which may 515 require some blocks of parameters to be jointly updated, rather than to update one by one in turn as our 516 present algorithm does. These issues will only really become apparent when we start to implement the 517 method and monitor convergence.
518
At the start of Section 4 we decided not to impose smooth spatial structure on the parameters
519
(α X,(r,s) , ξ X,(r,s) ) in our initial analysis of the data. This resulted in us needing 878 free parameters for 520 this element of the model. Based on the initial analysis it would appear that it is worth exploring now the 521 viability of using smooth estimates of these parameters over space, particularly for the shape parameter.
522
If a simple model form is found to be appropriate for the shape parameter this would substantially reduce 523 the parameter space (reduced by approximately a third). We are less confident in being able to find a 524 sufficiently good smooth model for the location parameters, but once an efficient model is in place for the 525 shape parameters this is worth investigating this aspect further.
526
We would also like to explore further the simple choice of weighting function (9), to see whether an 
