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Chebyshev subspaces of finite codimension in general Banach spaces and, in particular, in spaces of continuous functions were considered in the 1960's by, amongst others, R. R. Phelps and A. L. Garkavi. An account of much of that work can be found in the books of I. Singer (1970 and 1974) to which the reader can refer for definitions and references.
Throughout the discussion X will denote a compact Hausdorff space and C(X) the Banach space of real valued continuous functions on X. Garkavi (1964 Garkavi ( ,1967 characterized the Chebyshev subspaces of finite codimension in C{X) in terms of the annihilators in the dual space C(X)*. In a subsequent paper (1967a) he obtained a simple characterization of those compact metric spaces X with the property that C(X) possesses Chebyshev subspaces of finite codimension greater than one.
The present paper (1) simplifies Garkavi's characterization of the Chebyshev subspaces of finite codimension in C(X); (2) shows that if C(X) possesses one Chebyshev subspace of finite codimension greater than one then it possesses Chebyshev subspaces of every finite codimension greater than one; and (3) characterizes, in terms of the space [0, l] x{0,1} equipped with a lexicographic order topology, those compact Hausdorff spaces X for which such Chebyshev subspaces exist. Garkavi's result for metric spaces is exhibited as a corollary.
The set of isolated points of X will be denoted by A. The dual space C(X)* of C(X) will be identified with the space of regular Borel measures on X. If fi e C(X)*, then /*+, /*~ and | /* | will have their standard connotations, the support of fx will be denoted s(n) and if xe X we will occasionally write y. (x) Define / and/ by supinf * Then/(jc) and/(^) are limits over the directed sets % and 0 </(*)</(*)< oo (the final inequality being a consequence of the definition of A). It will be shown that/(x) =/(*). Suppose that for some k and every
This implies that xes((ji-kX)~)ns(([i-kX)
+ ) which contradicts (a) for the measure fi-kX in M
x . This proves that (*) cannot hold for every Uetfl for any k. (Note that if \(E } ) = 0 then n(E } ) = 0.) The inequality holds for every e>0 and so the assertion is proved. It now follows that /x =/A for some feC(X) satisfying condition (3) (a). Consequently, M x is of the form (2) with M a linear subspace of C(X). The measure A satisfies (1).
Condition (d) is now equivalent to the cases r^n-l of condition (3)(y). If /GM then (X\s(f\))n A =/~1(0)n A. The case r = n of (3)(y) therefore follows from (c).
Now suppose that fe]ft and that E is a Borel subset of/-1 (0)\^-Th en (/A)(£) = J E ./V/A = 0. Therefore, |/A|(/-1 (0)\ A) = 0. It follows by condition (b) that/"HO) \ A is ^-null for every ^e M 1 and so, by the definition of A, also A-null. Therefore, (3)(/3) is satisfied.
Conversely, suppose that M 1 -is of the form (2) and that conditions (1) and (3) If/eiO" and k is any number then by (3) (a) and the continuity of/the sets {x: f(x)<k}~ and {x: f{x)>k}~ are disjoint. Condition (a) follows from the case k = 0.
It follows from the case r = n of (3) (y) that An/ -1 (0) contains at most n-\ points. Also A r \j(/A)s/-1 (0) and therefore (X\s(f))\A is an open set which is A-null by (3) (fi) and so empty by (1). This establishes (c). Condition (d) is equivalent to the cases r < n -1 of (3) (y). Now consider f,gel3\{0}. Suppose that E is a closed subset of X, that E is (/A)-null and E^s(fX). Then En A = 0 and Enf~\0) is A-null by (3)(j3). Therefore = f S<*A = f *rfA = f C(/rfA) = 0.
.
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This establishes (b).
Conditions for the existence of Chebyshev subspaces
In this section, we first obtain a preliminary characterization of those X for which C{X) possesses Chebyshev subspaces of codimension > 2 and simultaneously show that if C(X) possesses one such subspace then it possesses many. PROOF. (2)=>(3). It is a consequence of a theorem of Ewald, Larman and Rogers (1970) that each finite dimensional normed linear space possesses Chebyshev subspaces of dimension one. If E is a normed linear space and M is a Chebyshev subspace of finite codimension n in E, then a simple calculation shows that corresponding to a one-dimensional Chebyshev subspace of the quotient space EjM there is a Chebyshev subspace of E that contains M and is of codimension n-1 (see Cheney and Wulbert, 1969) . The implication (2)=>(3) is therefore true of any normed linear space (it extends an observation of Griinbaum and Klee recorded in use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700011575 Klee (1969) ). It is possible to prove it in the present context by a more elementary argument based upon Theorem 1.
(3)=>(4). This implication is a straightforward deduction from the case n = 2 of Theorem 1. Suppose that M is a Chebyshev subspace of codimension 2. Let \ , \ be a basis of M\ A = |A 1 |+|A 2 |. Then the conditions of Theorem 1 are satisfied and \=fx\ Aj =/ 2 A for somef x and/ 2 in C(X) with the property
By (1) and (3) 
IfO<f<l then It follows thatyj, satisfies (4). (4)=>(1).
Suppose that A andf 0 satisfy condition (4) and let n be an integer >2. Let fit be the set of functions of the form p of 0 where p is an algebraic polynomial of degree <n-1. It is easily seen that (3) of Theorem 1 is satisfied so that fit defines a Chebyshev subspace of codimension n in C(X). The proof of Theorem 2 is complete. The next step is to introduce certain topological spaces in terms of which it is possible to characterize those X which satisfy the conditions of Theorem 2. PROOF OF (vii) . Let x a denote the characteristic function of {yeF: y<«}. Then (x a : aeF,y o (a) = 0} is a linearly independent subset of C(F) and, because F is an RCI-subspace of F o , the set separates the points of F. The set A of linear combinations of these characteristic functions is a subalgebra of the algebra C(F) and so, by the Stone-Weierstrass theorem, is dense in C(F). There exists a unique linear functional A r on A such that A r (x a ) = p o (<x), this linear functional extends by continuity to C(F) and the extension is unique.
The final theorem can now be stated. PROOF. It must be shown that the condition is equivalent to (4) of Theorem 2. Suppose that X, A a.ndf 0 satisfy (4). It may be supposed that X(X) = 1. It follows from (4)(j8) and (4) 
PM.X))+e >p o (p(z)) >Pc(Ax)).
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700011575 Therefore in both cases
(Po(P(x)) + e, 1) >p(z) >p(x).
This proves that p is continuous at x and that p{x) is not an isolated point of F.
It can be shown in the same way that p is continuous at points x such that xe{y:f{y)<f(x)}~. It follows that p is continuous and that F is a closed subset of IV It follows from (4) (j8) that p(x) = (1,0) e F for some point x at which yj, attains its maximum. In order to prove that F is an RCI-subspace of 
In both cases
Kp-\{y: Piy) </**)») = PoOKx)).
Condition (2) now follows from (vii). Condition (3) clearly is satisfied.
Conversely, suppose that X, A, p and F satisfy the stated conditions. Let fo -Po°P-^ i s n o w immediate that (4) of Theorem 2 is satisfied.
The corollaries of Theorems 2 and 3 include two results of Garkavi.
COROLLARY 1 (Garkavi (1967) 
