In this paper the Christoffel numbers av n for ultraspherical weight functions wk , wx(x) = (\ -x ) ~ ' , are investigated. Using only elementary functions, we state new inequalities, monotonicity properties and asymptotic approximations, which improve several known results. In particular, denoting by dv " the trigonometric representation of the Gaussian nodes, we obtain for À e [0, 1] the inequalities and similar results for X <£ (0, 1). Furthermore, assuming that a\ ' remains in a fixed closed interval, lying in the interior of (0, n) as n -► oo , we show that, for every fixed A > -1/2 ,
Introduction
For fixed real X > -1 /2 let wx be the ultraspherical weight function (1.1) wk(x):=(l-x2Y~xl2, xe(-l,l), and let P{n be the corresponding orthogonal polynomial of degree n normalized by P{nX)(l) = ("+2"/l-1 ). Furthermore, let x\X)n < x(2]n < < x^n be the zeros of P{nX) in increasing order and let 0 < 0^ < d(2]n < < dfn < n be their trigonometric representation x[ n = -cosdv n .
In this paper we consider quadrature formulae Qn of (algebraic) degree deg(Qn) where the n nodes xv n and the weights av n are real numbers, p denotes the monomial p (x) = xM , and R" is the so-called 'error functional' of Q". Of all quadrature rules that have received attention, Gaussian quadrature is the most investigated (cf. Gautschi [19] and the bibliography cited therein). The Gaussian quadrature formula Qn (1-6) *(¿1)/2." = o, V.)/2, = ir(} + i)r(}+¿4 If A ^ {0, 1}, for the other nodes ^ * and weights <a£ 'n , elementary representations as in (1.6) are not known, but the knowledge of their asymptotic behavior and of explicit upper and lower bounds may be important for various theoretical and practical investigations in quadrature; see, e.g., the monographs on quadrature of Braß [5] and Davis and Rabinowitz [10] as well as the remarks in §5.
For the nodes x[)\ several authors have obtained inequalities or asymptotic approximations; see, e.g., Szegö [36, pp. 116 ff], Tricomi [37] , Ahmed, Muldoon, and Spigler [2] and, in particular, Gatteschi [17] . For Gaussian weights al\ it is well known (cf. Szegö (1-8) '^'^Jtfsin'e'1^"'-'-a«-1' l>0-valid under the same conditions on v and X as above. Recently, Gatteschi [ 18] obtained the following important asymptotic approximation, which is uniform with respect to the parameter v = 1,2,...,
[qn] for fixed q G (0, 1) as
where j k is the k th positive zero of the Bessel function Ja . Shohat and Winston [31] while Winston [39] , resp. Laden [26] , have shown the monotonicity properties
and the validity of the reversed inequalities for X < 0. Note that all the above inequalities in (1.10) and (1.11) are asymptotically not sharp in the sense of (1.7). Inequalities for the first weight ax n have been obtained by Bernstein [4] and Gatteschi and Vinardi [15] . Further explicit upper or lower bounds for all Gaussian weights a , with the exception of crude bounds (see, e.g., Monegato [27] ), do not seem to be known.
The main purpose of this paper is to prove various simple but very accurate inequalities for the Gaussian weights cvv n involving only elementary functions. The upper and lower bounds obtained are asymptotically sharp, provided that v increases as n increases and limsup^^ u/n < 1. Note that it follows from (1.9) that for fixed v and increasing n , asymptotically sharp results are impossible without asymptotically sharp approximations of the zeros and values of Bessel functions. Furthermore, for nodes xu remaining in a fixed closed interval in the interior of [-1, 1], we derive inequalities and asymptotic values which are much sharper than those mentioned above.
Statement of the results
Our first result improves the monotonicity properties (1.11) and makes them asymptotically correct in the sense of (1.7). 
If X ^ (0, 1 ), then this result is valid if the inequality sign is reversed, where for X < -4/11 the inequality (2.2) for v = 1 only holds if (n + X)2 sin2 8{*¡n > X (X -1 ). Using (2.3), we see that the monotonicity property (2.1 ) is improvable only by a factor of the order (l+v~ 0(1)) for n -> oo and v < qn , q e (0, 1) fixed. for every fixed A > -1/2 and v < qn, q e (0, 1) fixed, as n -> oo, which follows from the known asymptotic approximation of Bv (see also (2.23)).
For odd n, X G [0, 1] and all v , one obtains from (2.1) the inequality a[ )'n < û("+i)/2 n sm" &l n as we" as tne reversed inequality for X £ (0, 1). Replacing a'¡Án)+\),2 n by its representation (1.6), we obtain a simple upper bound, which, as a special case, is contained in the next theorem. Using I c{nMx\l-X/((n + X)2 + X(l-X))) for even«,
we have the following inequalities, which are asymptotically sharp in the sense of (1.8).
Theorem 2. For the Gaussian weights av \ we have, if X e [0, 1],
(2-6) <;" =cy sin eyn(i + eyn),
Equality in ( 
instead of c(n ' in (2.6), we have that
for X G [ 1, 2] and that the reversed inequalities hold for X > 2. In particular, for X = 2, the upper and lower bound in (2.9) are equal, which gives the following simple representation for the weights a n of the Gaussian formula Qmc.
For the nodes x(2\ , note that tan[(n + 2)d(2)n] = (n + 2) tan 6{2)n .
The following inequalities yield an asymptotic approximation which is sharper than that given in (1.8). In particular, we have that for A e [0, 1], resp. A £ (0, 1), the geometric mean of the bounds (2.6) and (2.7) again is a lower, resp. upper, bound for the Gaussian weights. ^(l_-A)cos2ö"
•'' " "■" I tv, _i_ n2c;"2fl(/i) (2.11] where
For X £ (0, I), the representation (2.11) is valid with
where for X < -4/11 7/7e /owcr bound in (2.13) for v = 1 or v = n only holds if (n + A)2 sin2 0^ > A(A -1). Equality in (2.12) or (2.13) w va/«/ //anrf otj/j/ //Ae{0,l} orx^"G = 0.
As a consequence of the above inequalities we have for fixed A and for n -► oo
For nodes x£ that remain in a fixed closed interval lying in the interior of [-1, 1] as 7i -► oo, note that the asymptotic approximation (2.14) cannot be derived from (1.9).
In the above theorems we have used the quantity cn in order to obtain equality of our lower and upper bounds when n is odd and v = (n + l)/2. The following lemma shows that further simplifications are possible. As a first consequence we obtain the following simple inequalities, which, in particular, show that for A e (0, 1) the asymptotic approximations (1.7), resp. (2.14), are indeed upper, resp. lower, bounds.
where for X < -4/11 //ze w/ji/er bound in (2.19) for v = 1 or v = n only holds 7/ (77 + A) sin 0, w > A(A -1). Equality in (2.18) a/zd (2.19) holds if and only i/A€{0,l}.
Using Theorems 1 and 2 and Lemma 1, various other simple inequalities can be obtained immediately. As an example, we state the following upper and lower bounds, which are both asymptotically sharp in the sense of (2.14).
-»■"-(n + A)4 sin4 0W"
If X > 1, the representation (2.20) holds with
Remark 4. For the trigonometric representation Qv ' of the node xv ' the following asymptotic approximation is valid for every fixed A > -\ and v < qn , q G (0, 1 ) fixed, as n -> oo : First, we state some preliminary lemmas on the zeros xv \ of P(n , which will be helpful for investigations near the boundary of the interval [-1, 1]. For A e (-5 , 0) we require simple bounds for x\ \ following directly from results of Elbert [11] . Lemma 2. Let X G (-5 , 0] and n > 2 ; then ( 
3.1) 4[l + i(A+I)](A + i)<(/z + A)2sin20(/»l<5(l + lA)(A + I).
Proof. By results of Szegö [35] and Buell [7] it is well known that Jx-1/2,1 < 9(X) <_-^-1/2,1_
where as above, jx_x,2 , denotes the smallest positive zero of the Bessel function Jx_x,2, and that the reversed inequalities hold if A e (0, 1). Furthermore, Elbert [11] has proved that Note that for large A and small n (in the sense of n = o(A) as A -> 00), Lemma 3 gives sharper estimates than those using the first zero of the Bessel function as in (3.2); in particular, (3.5) lim x = 0 for lim n/X = 0 and u = 1,2, ... , n.
2->oo ' X-»00
Since j\_{/2 1 = (A-3XI + 0(X~ )) as A -* 00 (cf. Abramowitz and Stegun [1, equation 9.5.14]), the limit (3.5) cannot be derived from (3.2).
Proof of Lemma 3. We first note that the function y(f] defined by 1 + n + X) 2(n + A)3 sin3 0<A)" vi,nie) = yn K (ö)i S" (Ö).
(A)
The function ^ is monotonie in (0, 7z/2), resp. (a/2, n), and therefore (3.34) holds. Similarly, we have 2g{nl) (8) for 0 e (0, 77-0). Using (3.12), we obtain (3.42) . By explicit calculation we now obtain a lower bound for ej, ' which is larger than the left-hand side of (2.13). 
Numerical examples
Using Lemmas 2 and 3, all estimates stated in the above theorems and corollaries remain bounded for all ¡/,/ieN and fixed A > -^ . By results of Buell [7] it follows that this is also valid for A < -^ if v ^ 1 and v ± n . For the standard weight function ti; = 1 , i.e., A = \ , Table 1 indicates the precision of the bounds obtained, even for small v and n . A further estimation using inequalities for the first nodes given by Szegö [35] and Gatteschi and Vinardi [15] shows that for this weight function the absolute value of the relative error of the lower bounds stated in Corollary 1 is smaller than 0.5% for all n and v and at most 0.05% and 0.005% for 1 < v < n and 2 < v < n -1, respectively, while for the value s{X/2) in Corollary 2 we have by (2.21) that tx'2] < ¿j, for 1 <u<(n+ l)/2.' rule has asymptotically the best possible (see Braß [6] ) order of convergence, even in this wide class of functions.
