At present, the semantic information segmentation algorithms mainly include FCN (Fully Convolutional Network), PSPNet (Pyramid Scene Parsing Network), Deeplab and so on. In view of the inadequate results of features extracted by these algorithms from RGB image, a hybrid fully convolutional autoencoder neural network (HFCAN) structure, which introduces fully convolutional neural network and stacked sparse autoencoder, is proposed in this paper. Using the FCN to generate the thermal high-dimensional feature map of the shelf commodity, and then performing the up-sampling operation on the segmented feature map. During the up-sampling operation, the convolution features are refined by the stacked sparse autoencoder (SAE), and the image boundary details are retained, so that the classification results are more accurate. The experimental results show that the hybrid fully convolutional autoencoder model proposed in this paper can not only shorten the training time and testing time of neural network by nearly 50%, but also improve the accuracy of shelf commodity identification by nearly 95%.
I. INTRODUCTION
Robots are increasingly deployed in unstructured and complex areas, including homes and various shopping malls and supermarkets. In order to perform complex tasks autonomously, reliable environmental perception is indispensable. Different tasks may require different perceptions. For more complex interactions, such as finding specific items among hundreds of commodities on supermarket shelves, high-precision semantic segmentation is one of the key factors for robots to find specific goods on complex shelves.
In recent years, deep learning has been in full swing, and the application of deep learning in semantic segmentation has attracted the attention of many researchers. Liu Z et al. solved the semantic segmentation problem by combing high-order relation with label contexts into Markov random field, and improved the segmentation accuracy [1] . Kemker et al. used a deep convolutional neural network framework to overcome the label scarcity of MSI data and replaced the actual MSI with the generated synthetic MSI to initialize the deep convolutional neural network framework to improve the semantic segmentation rate of MSI images in computer vision [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Mostafa Rahimi Azghadi . Kestur et al. proposed an architecture based on deep convolutional neural network for mango detection using semantic segmentation, with significant improvements in detection performance under such factors as scale, occlusion, distance and illumination conditions [3] . Marmanis et al. proposed an end-to-end trainable deep convolutional neural network (DCNN) for semantic segmentation, which is used to offset the effect by combining semantic segmentation with semantically informed edge detection, thus making class boundaries in the model explicit and the accuracy improved [4] . Yang et al. proposed a highly fused convolutional network consisting of three parts: feature down-sampling, combined feature up-sampling and multiple prediction, and high utilization of feature information through fusing and reusing feature mapping to enhance the semantic segmentation performance [5] . Jiang and Chi used other data sets to train the CNN module to pre-process the image data. And also, a new method of integrating two complementary modules was proposed to enrich the feature representation to obtain more reliable inferences, which made the segmentation performance have better generalization ability and lower computational complexity [6] . Liu et al. used deep convolutional neural network (CNN) and three-dimensional (3D) singlesided deformable modeling to construct a fully automatic VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ segmentation tube to improve the accuracy and efficiency of cartilage and bone segmentation in the knee joint [7] . Wu et al. proposed a FCN-based model to realize pixel-bypixel classification of remote sensing images in an end-to-end manner, and proposed an adaptive threshold algorithm to adjust the thresholds of various Jaccard indicators. The adaptive threshold algorithm can improve the average Jaccard index score from 0.614 to 0.636, achieving a better segmentation effect [8] . Zhang et al. succeeded in creating and fine-tuning the Deeplab-Vgg16 large-scale and high-resolution model of the Deep Visual Geometry Group (VGG16) by training seven deep convolutional neural networks with four datum datasets, effectively segmenting local and global features [9] . Not only was the segmentation performed on RGB images, Cao et al. proposed the semantic segmentation algorithm on RGB-D images [10] . Michele and Devis constructed a model using multi-task convolutional neural network to optimize the label space across the hierarchical structure and improve the semantic segmentation accuracy [11] . Hong et al. used deep convolutional neural network and weakly supervised methods to solve the problem of high annotation cost in semantic segmentation by using weak annotations such as image-level labels and bounding boxes [12] . Zhang et al. proposed a dual multiscale manifold ranking (DMSMR) network that combines the extended multi-scale strategy with the single-stream MR optimization method in the deep learning architecture to further improve semantic segmentation performance [13] . Romera et al. proposed a deep architecture that can run in real time while providing accurate semantic segmentation, using residual joins and factorized convolutions to maintain efficient semantic segmentation performance while maintaining its accuracy [14] . Tchapmi et al. proposed an end-to-end framework SEGCloud for obtaining 3D pointlevel segmentation, combining the advantages of NN, trilinear interpolation (TI) and fully connected conditional random field (FCCRF) to improve semantic segmentation performance [15] .
In recent years, the application of deep learning semantic segmentation on robots has also attracted extensive attention from researchers. Chen et al. proposed an online method for mobile robots to gradually build a semantically rich 3D point cloud environment. The proposed deep neural network MCPNet was trained to predict the class labels and object instance labels for each point in the scanned point cloud in an incremental manner. Combining the multi-view context pool (MCP) operator method to improve classification accuracy [16] . Jongmin et al. introduced the method of combining 3D lidar and camera to solve the computational burden in robot navigation and measurement, and used the latest CNN-based semantic segmentation to obtain semantic information about the surrounding environment, so as to improve the accuracy of language segmentation [17] . Li et al. applied the semantic segmentation model to monitor the deformation of objects by generating cloud points in the region. And this deformation was considered as a measure of whether the grasping force was overloaded or not. According to this strategy, cup grasping experiments were carried out with a success rate of 90% and a deformation ratio of less than 2%, improving the performance of the robot actuator [18] . Llopart et al. used convolutional neural network (CNN) to identify up to 80 different categories of objects in real time and generated bounding boxes around them, using different segmentation methods to remove background data and noise from point clouds. The accurate results of semantically segmented objects improve the grasping performance of robots [19] . Shvets et al. proposed a method of robot semantic segmentation based on deep learning. It proved the improvement of the most advanced results and improved the efficiency of robot segmentation by using several novel deep neural network architectures [20] . Wong et al. proposed a new integrated method for object identification and pose estimation, combining convolutional neural network with multi-hypothesis point cloud registration to achieve robust pixel-based semantic segmentation and accurate and real-time pose estimation of related objects [21] . Milioto and Stachniss proposed a training method that simplified semantically segmented CNN independent of data sets and expected tasks, narrowed the gap between computer vision research and its application in robotics research, and solved the deployment problem on real robot platforms [22] .
Tian et al. proposed several similar metrics to construct the similarity matrix, so that mobile robots could contain different types of environments, thereby improving the navigation accuracy of robots [23] . Barth et al. proposed a comprehensive method for large-scale semantic image segmentation datasets in agricultural scenes, and applied empirical measurement to generate plant random grid rendering to pepper collection of agricultural robots, so as to achieve accurate grasp by robots [24] . Ondruska et al. proposed a novel recurrent neural network architecture that performs semantic classification tasks through the inductive transfer principle of knowledge, specifically for tracking and semantic classification in practical robotic applications [25] . Furuta et al. proposed a data set for robots to generate deep learning methods autonomously, and transferred the task execution system based on existing geometric graphs to semantic graphs based on the change of object position, thereby improving the effectiveness of semantic identify [26] .
The contributions of this paper are described as follows: 1) Propose a network structure combining full convolution network and stack sparse autoencoder. 2) Compared with FCN, PSPnet and Deeplab networks, the semantic segmentation is better.
3) The network model performs well on Pascal-VOC2012 dataset and the owndataset with high accuracy.
In view of the problems of insufficient precision of feature points and inaccurate segmentation results in the semantic segmentation algorithm of the current fully convolutional neural network, this paper mainly adds a stack sparse autoencoder based on the fully convolutional neural network to optimize the extracted feature of commodity object. In most cases, this method can solve the problem of object identify under adverse conditions such as object occlusion and insufficient light.
II. MOTHORDS A. NETWORK STRUCTURE
In this paper, for the problems of unclear convolution features and poor smoothness in the whole convolutional network, a shelf commodity identification method based on hybrid fully convolutional autoencoder is proposed. This method is based on the FCN network, and introduces a stack sparse autoencoder algorithm [27] . The improved neural network structure of fully convolutional autoencoder is shown in Figure 1 below:
On the basis of the fully convolutional neural network, a stack sparse autoencoder was added to the last convolutional layer at the end of the neural network to smooth the rough results obtained by the fully convolutional neural network and the segmentation performance was more perfect. The convolution features were refined and the spatial consistency was better, so that the object segmentation effect was better. According to the structure of the improved fully convolutional autoencoder neural network in Fig. 3 , the result of the original RGB image after the fully convolutional neural network processing (convolution-pooling-convolution) was noisy and the detail segmentation was incomplete. In this experiment, a stack sparse autoencoder was added to the up-sampling process of the high-dimensional feature map generated by the original network, which could refine the segmentation detail of the high-dimensional feature map, thereby producing a smoother segmentation effect.
1) FULLY CONVOLUTIONAL NETWORK FOR DEPTH FEATURE EXTRACTION
Fully Convolutional Networks [28] converted the fully connection layer of the Convolutional Neural Network into individual convolutional layers. The function of the convolutional layer was to extract the features of the image. After several convolutions, the image became smaller and smaller, and the resolution became lower and lower. It was necessary to restore the rough image with low resolution to the original resolution through the deconvolution operation. The convolution operation was a spatial convolution operation on the initial image using convolution kernels. When the input image matrix was A, the convolution kernel was K, and the output result was B, the convolution operation could be expressed as formula (1): The deconvolution operation was the back propagation of the convolutional layer, which was a dimension-raising operation. When the input image A = A i,j H ×W , the convolution kernel K = k i ,j H ×W , and the output feature map B = b i ,j H ×W , the output feature map element could be expressed as formula (2):
where n (x, S) = (x − 1) mod S, m(x, S) = (x − 1)/S and s in formula (2) was the up-sampling factor. Figure 2 below was a convolution process for some goods in the shelf. It can be seen that the FCN classified the image by pixel level, and the obtained heatmap was labelled.
2) STACKED SPARSE AUTOENCODER
Stacked sparse autoencoder was used to learn features. The stacked autoencoder neural network was a neural network model consisting of multiple layers of sparse autoencoders, that is, the output of the previous encoder was the input of the next encoder. The structure of the autoencoder is shown in Figure 3 below: Define the loss function of stacked sparse autoencoder neural network:
Among them J E (ω, b) was the cost function of the stacked autoencoder neural network, J KL ( p p) was the penalty factor and β was the weight of sparsity penalty factor. The larger the β, the thinner the network was. If ω (k, 1) , ω (k,2) , b (k,1) and b (k,2) respectively represent the corresponding weights and offsets of the k-th autoencoder, the stacked sparse autoencoder neural network could be divided into two processes:
• Coding phase:
• Decoding phase:
The value of a (n) represents high-level features, which were provided by low-level features of depth images extracted by the fully convolutional neural network (FCN). The SAE algorithm maps the input data into different data dimension spaces through the orthogonalized input weight matrix and offset vector of hidden layer. For sparse and compressed feature representation, the output weight matrix of SAE is shown in formula (8):
Due to the sparse expression characteristics of the stack sparse autoencoder, the high-level features represented by a (n) can be refined to achieve better segmentation.
3) HYBRID FULLY CONVOLUTIONAL AUTOENCODER NEURAL NETWORK FOR HIGH-ORDER FEATURES REFINEMENT
H D Represents the low-order features extracted from the depth map by the convolutional layer of the fully convolutional neural network. As the input to the stacked sparse atuoencoder neural network, the process was as follows:
The function of sparse autoencoder, as described in section 2.2 above was to express high-dimensional features of data. The calculation formula is shown in formula (10) .
Among them, W , b represent the input weight matrix and offset vector of the hidden layer respectively. Then the output weight matrix of the hybrid fully convolutional autoencoder neural network is shown in formula (11):
where H = [h 1 , . . . , h n ] was the output matrix of the SAE hidden layer and X = [x 1 , . . . , x n ] was the input of the SAE. 
B. ALGORITHM FLOW
The algorithm flow chart proposed in this paper is shown in Table 1 . The algorithm mainly included the fully convolutional neural network for low-order semantic features extraction and sparse autoencoder for high-order features extraction. The algorithm was improved from the aspects of spatial consistency and segmentation effect. The algorithm block diagram adopted in this paper was to separate the prediction learning of different commodity types: one was good prediction, and the other was bad prediction. A good predicted bounding box overlaps with the item in the ground-truth map. If the predicted bounding box overlaps with one commodity, it is defined as a good prediction (type 1). If the predicted bounding box overlaps with multiple commodities, it is also defined as a bad prediction (type 2). Both type 1 and type 2 will perform high-order feature extraction on the prediction mask by the stacked sparse autoencoder. In the deconvolution process, the stacked sparse encoding-decoding algorithm can optimize the high-dimensional feature map. This method has high reduction accuracy, can efficiently restore the entire image and improve the segmentation accuracy. The first step in the algorithm is to calculate the IoU matrix whose number of rows is equal to the number of predicted bounding boxes and the number of columns is equal to the number of real commodity objects. When the IoU matrix is taken to the maximum value, the corresponding predicted bounding box value is defined as a good prediction if IoU (:, c * ) == 1, that is, the predicted bounding box value is the same as the original marked box value, and the value is saved as a good predictive value. If IoU (:, c * ) > 1, that is, the predicted bounding box value is different from the original marker box value, it is defined as a bad prediction result and stored as a bad predictive value. The bad prediction results are sent to the stacked sparse autoencoder added in this experiment to perform the encoding-decoding operation, and the results are output. The specific algorithm is shown in Table 1 below:
III. APPLICATIONS AND RESULTS
In order to verify the validity of the proposed algorithm, this experiment compared the fully convolutional neural network and the proposed algorithm on the Pascal-VOC2012 dataset and the collected shelf commodity dataset. The experimental platform used in this experiment was a software platform composed of three graphics cards, including two TiTan and one NVIDIA GTX970, and Ubuntu16.04 system. The measurement accuracy and recall rate of this paper were as follows:
where B was the detected bounding box and C was the closest ground truth bounding box. This paper evaluated the segmentation accuracy from two evaluation indexes of mIoU (Mean Intersection over Union) and MPA (Mean Pixel Accuracy). Formulas 14-15 were the definition formulas for mIoU and MPA, respectively: (15) where k was the number of categories, p ij was the number of pixels belonging to class i but predicted to be class j, and p ii was the number of actual commodities. The following is a separate introduction to the shelf commodity data set, the comparison of training time and testing time between a variety of algorithms and the improved algorithm proposed in this paper, and the comparison of segmentation effect diagrams between fully convolutional neural network and hybrid fully convolutional autoencoder neural network on some shelf goods.
A. EXPERIMENTAL DATA SET
Due to the wide variety of shelf goods, the experiment selected three categories as the focus of this paper, namely bottled goods, boxed goods and bagged goods. For each large category, nearly 6000 segmented images were used as training model and 4000 segmentation images as test model. In this experiment, lableme annotation software was used to mark the collected shelf commodity images, forming a dataset folder with the suffix json file. Figure 4 below was an example of some commodities labelled in the experiment.
B. NETWORK TRAINING
In this paper, a stacked sparse coding network was introduced on the basis of the original fully convolutional neural network. Given the training set X = {X i } i=1,N and labeling of the shelf goods, the process of training the network was the process of obtaining the network parameters through the loss function (16) . The minimized loss function used in this paper is as follows:
where W and H represent the width and height of the i-th image, respectively, P ωhj = (X i |θ ) represents the probability that the image pixel (ω, h) in the input image X will output j under the condition parameter θ, which were all the parameters of the hybrid fully convolutional neural network. The network was trained by the gradient descent method, with the learning rate set to 0.01, the number of categories set to 3, the number of batches set to 100, the weight attenuation coefficient set to 0.005, and the number of iterations set to 20. We use momentum of 0.8 and a weight decay of 0.0045. By adjusting the β value of the stacked sparse autoencoder neural network loss function (Equation 3) in the back layer of the network, the larger the β, the thinner the SAE network is, and the input data is mapped to a smaller data space, and the calculation time is significantly reduced. Thus, network training time and test time are significantly better than other networks.
C. EXPERIMENTAL ANALYSIS 1) COMPARISON OF TRAINING TIME AND TESTING TIME
In order to verify the rate improvement of the proposed method, the following experiments were carried out. Table 2 shows the training time corresponding to the three VOLUME 7, 2019 neural networks and the improved neural network proposed in this paper under the above two types of data sets. Table 3 is the time spent in testing with 1000 official test picturse and 4000 self-made test data sets, respectively. It can be seen from Table 2 that the training time of FCN, PSPnet [29] , Deeplab [30] and HFCAN methods in the Pascal-VOC2012 dataset is long, but the training time of HFCAN proposed in this paper is shorter than that of other neural networks; the training time of shelf commodity data set collected in this paper is 40h20min on the FCN, nearly 40h on PSPnet, 30h36m on Deeplab, and 20h30min on HFCAN. It can be seen that the HFCAN training rate was faster and the training time was shortened by nearly 50%. Table 3 shows that the FCN test time in Pascal-VOC2012 data set is 1h40min, the PSPnet test time is 1h33m, the Deeplab test time is 1h21m, and the HFCAN test time is 47min. It was found that the HFCAN test time was faster. The FCN test time in shelf commodity data set collected in this paper is 2h, the PSPnet test time is 1h40m, the Deeplab test time is 1h30m, and the HFCAN test time is 1h. The HFCAN test time was faster. The HFCAN method was to retain the parameters obtained in the first several layers of the original network model by using migration learning method, and then added the autoencoder to the end of the model to fine-tune, thereby obtaining the network model used in the experiment. Through this method, the experiment was greatly improved on training rate and the testing rate. This experiment showed that the HFCAN method was faster.
2) PARTIAL SHELF COMMODITY SEGMENTATION EFFECT MAP
In order to verify the improvement of segmentation effect of the proposed method, the following experiments were carried out. Figure 5 shows the effect of image segmentation of partial shelf commodities using fully convolutional neural network, several semantic segmentation networks and the hybrid fully convolutional autoencoder neural network proposed in this paper. It can be seen from the comparison that the fully convolutional neural network could not accurately identify and segment the occluded goods on the shelf and the image detail processing was not smooth enough and was relatively fuzzy. In the process of shelf goods segmentation, the hybrid fully convolutional autoencoder neural network proposed in this paper not only handled the image details properly, but also retained the features of image boundaries, so the segmentation map was very clear. Figure 6 below shows the experimental comparison of FCN, PSPnet, Deeplab and HFCAN under different illumination conditions. It can be seen from the experimental results that the HFCAN network model proposed in this paper achieved the best segmentation effect for the shelf goods, and could accurately segment the edge of the product image directly illuminated by light whether in the light-deficient environment or the light glare environment. Figure 7 shows the experimental comparison of FCN, PSPnet, Deeplab, and HFCAN in occlusion environment. Under the condition of commodity self-occlusion or artificial occlusion, the first several semantic segmentation networks could not perfectly segment the occluded shelf goods, while the HFCAN network could still clearly segment the occluded goods. Figure 8 shows the accuracy of shelf goods identification by FSN, PSPnet, Deeplab, and HFCAN networks at illuminance values ranging from 50-300. As can be seen from the figure, in the range of 50-200 illuminance standard value (lx), as the illuminance value increases, the accuracy of the commodity identification of each network also increases. When the illuminance value is more than 200, the identification accuracy of each network decreases; HFCAN network was superior to other networks regardless of low illumination or high illumination. Figure 9 shows the accuracy of commodity identification by FCN, PSPnet, Deeplab, and HFCAN networks at different occlusion rates. Obviously, the more occlusion, the lower the identification accuracy of each network; at the occlusion rate of 0.8, only the HFCAN network could still identify the goods. Figure 10 below shows the test accuracy of the fully convolutional neural network and the hybrid fully convolutional autoencoder neural network proposed in this paper under 4000 test pictures. Two conclusions can be drawn from the figure: First, the hybrid fully convolutional autoencoder neural network proposed in this paper is superior to the traditional fully convolutional neural network in testing accuracy; the other is that when testing more than two thousand pictures, the two neural networks did not increase significantly in test accuracy. The reason may be that when the data set was small, it would have a greater impact on the two neural network tests. Therefore, when there are less than two thousand test pictures, as the number of test pictures increases, the test accuracy slope becomes larger and larger. Tables 4 and 5 show the mIoU values of FCN, PSPnet, Deeplab, and HFCAN networks in the Pascal-VOC2012 dataset and the dataset created in this paper. As can be seen from the tables, the HFCAN network achieved excellent performance of 82.67% mIoU in the Pascal-VOC2012 data set. Similarly, the HFCAN network achieved an excellent score of 87.46% mIoU in the data set created in this paper. Tables 6 and 7 show the MPA values of the FCN, PSPnet, Deeplab, and HFCAN networks in the Pascal-VOC2012 dataset and the dataset created in this paper. According to the tables, the HFCAN network achieved 83.81% MPA value in the Pascal-VOC2012 data set while the HFCAN network achieved a score of 89.1% MPA in the data set created in this paper.
3) EXPERIMENTAL COMPARISON OF DIFFERENT NETWORKS IN DIFFERENT ILLUMINATION

4) EXPERIMENTAL COMPARISON OF DIFFERENT NETWORKS UNDER OCCLUSION CONDITION
5) IDENTIFICATION ACCURACY OF EACH NETWORK UNDER DIFFERENT ILLUMINATION AND OCCLUSION CONDITIONS
6) TEST ACCURACY OF DIFFERENT NETWORKS IN THE DATASET OF THIS PAPER
7) MIOU VALUES OF DIFFERENT NETWORKS UNDER TWO DATASETS
8) MPA VALUES OF DIFFERENT NETWORKS UNDER TWO DATASETS
IV. CONCLUSION
According to the experiments in this paper, it can be conclude that the segmentation results obtained by the single fully convolutional neural network are not very precise. The obtained segmentation map is relatively fuzzy and not sensitive enough to the details of the image, and the segmentation time is relatively long. By adding a stacked sparse autoencoder neural network to the back layer of the fully convolutional neural network, the training time and testing time are significantly shortened, and the accuracy is also greatly improved. This paper selects three typical commodity shapes: canned goods, bottled goods and bagged goods. However, due to the wide variety of shelf goods and the narrow environment, some commodities may fall into the same category but they are not the same kind of commodity, such as canned Coca-Cola and Pepsi. The robot can only identify the shape and perform a grasping strategy according to its shape, but it cannot ''understand'' the real information of the goods. This is the current problem in this experiment, and therefore this experiment will be improved later
