Studies of chronic diseases routinely sample individuals subject to conditions on an event time of interest. In epidemiology, for example, prevalent cohort studies aiming to evaluate risk factors for survival following onset of dementia require subjects to have survived to the point of screening. In clinical trials designed to assess the effect of experimental cancer treatments on survival, patients are required to survive from the time of cancer diagnosis to recruitment. Such conditions yield samples featuring left-truncated event time distributions. Incomplete covariate data often arise in such settings, but standard methods do not deal with the fact that individuals' covariate distributions are also affected by left truncation. We describe an expectation-maximization algorithm for dealing with incomplete covariate data in such settings, which uses the covariate distribution conditional on the selection criterion. We describe an extension to deal with subgroup analyses in clinical trials for the case in which the stratification variable is incompletely observed.
INTRODUCTION
Studies of chronic diseases routinely sample individuals subject to specified conditions on an event time of interest. In epidemiology, for example, prevalent cohort studies may aim to evaluate risk factors for death following onset of dementia. Such designs require subjects to have survived from the date of disease onset to the date of the screening assessment [1] . In clinical research, randomized trials are often designed to assess the effect of experimental cancer treatments on survival, and patients Regression with incomplete covariates and left-truncated time-to-event data 2 must survive from the time of cancer diagnosis to contact to be recruited; there may be additional conditions imposed on the times of nonfatal events related to the disease process [2] . When the date of disease onset is to be used as the time origin for survival analyses, samples chosen this way feature left truncation, and standard methods of survival analysis can be readily adapted to deal with this feature [3] [4] [5] [6] [7] .
Incomplete covariate data often arise in studies with time-to-event outcomes [8] . This may be a consequence of the study protocol if resources are limited and a particular subset of individuals are identified for detailed examination of biomarkers, for example. In other cases, it may be due to chance (e.g., noncompliance of study investigators or participants). There is a large literature on the various frameworks and methods for fitting regression models to survival data with incomplete covariate information. Lipsitz and Ibrahim [9] , Chen and Little [10] and Herring et al. [11] , among others, developed methods based on the expectation-maximization (EM) algorithm. Lipsitz and Ibrahim [12] provided estimating function approaches incorporating inverse probability weights, and Wang and Chen [13] developed augmented estimating equations yielding more efficient estimation. Ibrahim et al. [14] and Bradshaw et al. [15] developed Bayesian approaches for this same problem, and Chen and Little [16] considered an interesting alternative approach for dealing with missing covariates in the context of linear transformation models. These methods do not deal with the setting where individuals are only sampled if they satisfy some response-dependent selection criterion (e.g., truncation). In this setting, the sample covariate distributions are different from the population covariate distribution as a result of selection effects, and in fact, different individuals will have different sample covariate distributions if they have different selection criteria [17] [18] [19] . The purpose of this article is to consider this problem and propose a simple strategy for dealing with it.
We describe an EM algorithm [20] for dealing with incomplete discrete covariate data. The algorithm involves the conceptualization of a complete data set, which includes information on both the missing covariates and the number of unsampled individuals in the population who did not satisfy the truncation condition [21] . The maximization step is shown to be easily implemented using standard survival analysis software provided it can accommodate left-censored data. We then develop a generalization of this algorithm for subgroup analyses in clinical trials where information on the stratification variables is missing. We use an application to data from a recently completed trial of patients with metastatic cancer for illustration.
We organize the remainder of this paper as follows. In Section 2, we define notation, give the complete data likelihood, and describe how to carry out the maximization step of the EM algorithm using standard software. We then assess the empirical performance of estimators arising from a complete case analysis, a misspecified likelihood that uses the population rather than the appropriate sample covariate distribution, and the proposed method. We describe extensions to facilitate robust estimation using piecewise-constant baseline hazards in Supplementary Material. We develop the extension dealing with the case of a missing stratification variable to be used in a secondary subgroup analyses in Section 3 and provide an illustrative application in Section 4. We provide concluding remarks and topics for further research in Section 5.
NOTATION AND STATEMENT OF THE PROBLEM

THE OBSERVED DATA LIKELIHOOD
We consider first a cohort study in which a sample of m individuals is obtained by randomly sampling from a population of diseased individuals. Let A denote the calendar time at which subjects are accrued and B denote the calendar time of the end of the study; the duration of the study is then C = B − A. Let D i denote the calendar time of disease onset and E i denote the calendar time of the event, say death, for individual i; then T i = E i − D i is the corresponding survival time from 
is a random calendar time at which an individual is lost to follow-up, let C i = min(B, C † i ) − D i denote the censoring time measured from disease onset, X i = min(T i , C i ) denote the observation time, and δ i = I(X i = T i ) indicate whether individual i is observed to die. Consider a proportional hazards model h(s|Z i ; θ) = h 0 (s; α) exp(Z i β) specified to assess the effect of a covariate vector Z i on the survival time, where h 0 (s; α) is the baseline hazard function indexed by α, β is a vector of regression coefficients, and θ = (α , β ) . Let H 0 (s, t; α) = t s h 0 (u; α)du, H(s, t|Z i ; θ) = t s h(u|Z i ; θ)du, and we denote H 0 (0, t; α) and H(0, t|Z i ; θ) by H 0 (t; α) and H(t|Z i ; θ), respectively. We assume Z i ⊥ D i and T i ⊥ (D i , C † i )|Z i , and so the process is stationary and censoring is conditionally independent. Suppose a sample of m individuals is recruited at the start of the study. For illustration we suppose that the covariate vector is of the form Z i = (Z i1 , Z i2 ) and contains risk factors at the time of diagnosis, where Z i1 is a binary covariate that is not observed for all individuals and Z i2 is another binary covariate that is always observed, i = 1, . . . , m; extensions to handle other types of categorical covariates are straightforward. Let R i = I(Z i1 is observed), R = {i : R i = 1}, andR = {i : R i = 0}. The conditional probability mass function for Z i1 given Z i2 is P (Z i1 |Z i2 ; η) where logitP (Z i1 = 1|Z i2 ) = η 0 + η 1 Z i2 , η = (η 0 , η 1 ) and ψ = (θ , η ) . We assume that Z i1 is missing completely at random according to P (R i = 1|D i , Z i , T i , C i ) = P (R i = 1|Z i2 ), where this model does not share any parameters with ψ and hence missingness is non-informative.
In the absence of left truncation (i.e. if L i = 0, i = 1, . . . , m), the observed data likelihood is
When a sample features left truncation, the correct probability mass function for the covariate vector
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, so the likelihood in this setting is
where
3)
The likelihood (2.2) can be maximized directly, but this can be challenging if the dimension of ψ is high. An EM algorithm can alternatively be used with a complete data likelihood analogous to (2.2) where missing covariate values are part of the complete data. The maximization step of such an algorithm, however, would require optimizing a complicated function of ψ because one cannot factor the complete data likelihood to isolate the components θ and η; see (2.3) . We propose a computationally more appealing complete data likelihood by incorporating contributions associated with individuals not selected for inclusion in the sample.
A TURNBULL-TYPE COMPLETE DATA LIKELIHOOD
Corresponding to individual i in the sample with left truncation time L i , one can conceptualize J i individuals who are identical in all respects (i.e. with the same covariate vector and disease onset time as individual i), except they did not remain event free (alive) long enough to qualify for inclusion in the sample. Turnbull [21] used the evocative term "ghosts" to refer to such individuals, and we consider a complete data likelihood that includes those individuals. All that is known about these individuals, however, is that their respective survival times are less than L i , and hence their survival times are left-censored at L i . The complete data likelihood incorporating these ghosts can be written as follows:
, and
, and we suppress the dependence on parameters on the right-hand sides for convenience. The primary appeal of this complete data likelihood is that it does not involve probabilities incorporating truncation, as is the case in (2.3), and as a consequence, one can factor the complete data likelihood and carry out the maximization step much more easily. Let the observed data for individual i be denoted by
as the conditional expectation of the complete data log-likelihood given the observed data, where the expectation is taken using the estimate ψ r from the rth iteration of the EM algorithm. We can then write
with
We provide expressions for these conditional expectations in Appendix A.
Existing software for parametric survival analysis can be used to maximize Q 1 (θ; ψ r ), provided it can handle left-censored observations. This can be achieved by creating pseudo-datasets, in which for each i ∈ R, two lines are generated. One line corresponds to the observed or right-censored observation depending on whether δ i = 1 or δ i = 0, respectively. The second line is introduced to correspond to the left-censored failure time of the "ghosts" and has weight J Weibull regression models, for example, can be fitted with right-censored and left-censored data, using standard packages for parametric regression including R (survreg [22] ), S-PLUS (survReg or censorReg [23] ) and SAS (PROC LIFEREG [24] ). Alternatively, a more flexible piecewise constant baseline hazard function can be adopted, in which case the M -step can be carried out using software for fitting generalized linear regression models. We describe the details on how to construct the data frame for this algorithm in the Supplementary Meterial.
The function Q 2 (η;
and can also be maximized using software for logistic regression by creating a pseudo-dataset with one line for each individual i ∈ R with weight J 
EMPIRICAL PERFORMANCE OF THE PROPOSED METHOD
Here we evaluate the frequency properties of estimators obtained by the proposed algorithm, and we begin by a description of the method of data generation. We let P (Z ik = 1) = 0.5, k = 1, 2 and the odds ratio for the association between Z i1 and Z i2 be 2, so η 0 = −0.347 and η 1 = log 2.
Suppose the survival time is Weibull distributed with hazard h(
Regression with incomplete covariates and left-truncated time-to-event data 6 NO MISS is analysis in the absence of missing data, CC is complete case analysis, MISSPEC is based on a misspecified covariate model ignoring truncation, and EM is the correct algorithm described in Section 2.2. h 0 (s; α) = ρκ(ρs) κ−1 , α 1 = log ρ, α 2 = log κ and α = (α 1 , α 2 ) ; we set ρ = 1 and κ = 1.5. We consider a calendar time origin of zero and suppose disease onset happens according to a stationary process in the population giving D i ∼ Unif(0, A) where D i ⊥Z i . The desired degree of left truncation is obtained by choosing A to satisfy
where T % is the truncation percentage; we consider T %=25 and 50.
To generate covariate data compatible with the sampling requirement, given D i , we generate Z i according to P (Z i |T i > L i ). We then generate U i ∼ Unif(0, 1), and solve for the failure time
. The probability that an individual included in the study is administratively censored given the disease onset time D i and covariates
. We obtain the administrative censoring rate given Z i by
and solve for B in
to obtain the desired rate, where
Additional random censoring is incorporated by generating an exponential withdrawal time to give a net censoring rate of 25%.
To simulate incomplete data for Z 1 , we assume a missing at random mechanism with P (
The net frequency of complete data in the sample is then P (R i = 1) = E Z i2 |E i >A (P (R i = 1|Z i2 )). If we fix γ 1 = log 4 and the percentage of missing covariate values at M%, one can solve for γ 0 correspondingly; we set M% = 25, 50 (i.e., P (R i = 1) = 0.75, 0.50). We simulated 500 datasets (nsim = 500) of m = 500 individuals.
For each simulated dataset, we conducted four analyses: (i) an analysis based on the sample including all values of the covariates (NO MISS), possible because this is a simulation study, (ii) a complete case (CC) analysis, which restricts attention to individuals in R, (iii) an analysis based on a misspecified likelihood (MISSPEC) with the form of (2.2) but with P (Z i1 |Z i2 ; η) in place of P (Z i1 |Z i2 , T i > L i ; ψ), and (iv) the proposed EM algorithm (EM). The analysis in (ii) is based on a correctly specified model and yields consistent estimates of θ under this missing data mechanism, but it is inefficient because it disregards data from individuals inR. The analysis in (iii) is based on the correct model for the survival time given the covariates but an incorrect model for the covariates because the population covariate distribution is used; the estimator for ψ is therefore inconsistent. For this analysis, the asymptotic theory on the behavior of maximum likelihood estimators under misspecified models could be exploited [25] [26] [27] , but we elect to study this through simulation. The analysis based on (iv) is correct, so a consistent estimator of ψ is obtained, which should be more efficient than the estimator from the complete case analysis. The simulation study sheds light on the bias and efficiency trade-offs for these various approaches. Across all parameter configurations considered here, the proposed EM algorithm converged in between 30 and 60 s on a desktop computer with an Intel Core 2 Duo E7400 processor by Intel operating at 2.80 GHZ, with longer computing times occurring under higher rates of missing data and left truncation. Table 1 displays the empirical biases and empirical standard errors of the estimators from all four approaches; we do not report performance of estimators of η in the first two rows of each configuration (NO MISS and CC) because the covariate distribution would not typically be modeled in these settings. The analysis based on subjects with complete data yielded estimates that had negligible empirical bias for the parameters of interest, as expected. The complete case analysis leads to estimates Regression with incomplete covariates and left-truncated time-to-event data 8 with negligible empirical bias but lower efficiency reflected by the greater empirical standard errors. Under the misspecified model, there were small empirical biases of estimators for θ (most appreciable for the α components) and much larger empirical biases of estimators for η, reflecting misspecification of the covariate model. As expected, the estimates from the proposed EM had negligible empirical biases for the components of θ and η, and empirical standard errors that were smaller than those from the complete case analysis. Note that the efficiency gains from the correct analysis were appreciable for all elements of θ except for β 1 , the regression coefficient of the partially observed covariate. Broadly similar conclusions were seen in the case η 1 = 0 (i.e., when covariates are independent) with slightly lower improvement in efficiency with the proposed EM algorithm (results not reported).
SUBGROUP ANALYSIS IN CLINICAL TRIALS
When assessing a treatment effect on a time-to-event response in randomized trials, it is customary to define the time origin as the date of randomization. When this time origin is adopted, one is implicitly making treatment comparisons after marginalizing over the left-truncation times as well as any covariates. The time of randomization is the time at which evidence of a treatment effect could emerge, so from this standpoint, it has face validity. Often however, protocols dictate that analyses be stratified according to risk factors whose effects are manifest at the time of disease onset and hence can influence whether individuals will satisfy the entry criteria for the clinical trial. In cancer trials, for example, it may be appropriate to stratify on tumour type or a tumor marker such as human epidermal growth factor receptor 2 (HER-2) status. Important secondary analyses may in fact be directed at assessing treatment effects by HER-2 status and investigating whether there is evidence of differences in treatment effect between strata defined by HER-2 status. The most sensible time origin for these types of analyses is the time of disease onset, and in fact, this is essential to adopt to ensure valid covariate models when such data are incomplete.
We consider here the problem of conducting prespecified subgroup analyses in which the subgroups are defined by patient characteristics and have biological rationale [28] . We presume that the other criteria for valid subgroup analyses are satisfied, and thus the trial is compliant with the CON-SORT statement [29] . Consider the setting of Section 2, with D i , (Z i1 , Z i2 ) and R i defined as in Section 2.1, but now suppose that at the time of accrual, individuals are randomized to one of two treatment arms. To accommodate the fact that treatment does not begin until recruitment, we define a time-dependent variable Z i3 (s) such that Z i3 (s) = 0 for 0 < s < L i and for L i ≤ s, Z i3 (s) = 1 if individual i is randomized to receive an experimental treatment, and Z i3 (s) = 0 otherwise. We then let Z i (s) = (Z i1 , Z i2 , Z i3 (s)) denote the full covariate vector and Z * i (s) = (Z i2 , Z i3 (s)) denote a subvector containing covariates that are always observed. 
h(s|Z i (s))ds, then the complete data likelihood is
. NO MISS is analysis in the absence of missing data, CC is complete case analysis, and EM is the correct algorithm described in Section 3.1.
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are given by (A.1) and (A.2) respectively, because the treatment variable is defined to be zero prior to the left truncation time. Here, however, ζ
Calculations such as those of Section 2.3 can be carried out to satisfy the 25% censoring rate and particular truncation and marginal missing data rates. We carry out analyses based on the full sample with no missing covariates (NO MISS), a complete case analysis (CC), and the proposed EM algorithm. In Table 2 , we report the empirical biases and standard errors for truncation and missing data rates of 25% and 50%, respectively, for 500 simulated datasets of m = 500 individuals. The estimators of β 3 and β 3 + β 4 , the two estimates of treatment effect for individuals with Z 1 = 0 and Z 1 = 1, respectively, are of greatest interest. As was the case in Section 2, we see small biases in these three analyses with the proposed algorithm giving improved efficiency over the complete case analysis for all parameters.
APPLICATION TO A TRIAL INVOLVING METASTATIC CANCER
Here we consider data from a trial of 285 breast cancer patients with skeletal metastases [2] diagnosed within three years of randomization. The primary purpose of this trial was to examine the effect of an experimental bisphosphonate therapy (n=133) compared to the control (standard care) therapy (n=152) on the reduction in skeletal complications arising because of these bone metastases. Secondary interest lies in the the effect of therapy on the time to death; the survival times of 42 (14.7%) of the patients were censored for death. We consider an analysis in which separate estimates of the treatment effect are desired for patients that are estrogen receptor (ER) positive and those that are ER negative, while controlling for whether the patient was 50 years of age or older at the time of diagnosis; the model in (3.1) is therefore suitable to address this question. The ER status is missing for 14.3% of patients in the experimental arm and 17.1% of patients in the control arm, but age of diagnosis was completely observed. Among the 114 individuals in the experimental arm with ER status available, 94 (82%) were ER positive, and among the 126 individuals in the control arm with available ER status, 97 (77%) were ER positive. Table 3 gives the results of fitting a model based on (3.1) under the complete case analysis and fitting a model based on the proposed EM algorithm; we obtained standard errors on the basis of 500 bootstrap samples. Note that there is no evidence of a treatment effect for any patients irrespective of ER status. This is not surprising because this was a palliative trial in which the aim was to improve quality of life. Among individuals who are ER positive, the relative risks were close to one for both analyses, but the point estimate for ER negative patients suggests a 19.5% relative risk reduction based on the complete case analysis (p=0.491). The proposed EM algorithm, which exploits the information about the missing ER status from the left truncation time, gives a relative risk reduction estimate of 25.9% (95% CI: 0.415, 1.327; p=0.311).
DISCUSSION
We have considered issues in the analysis of incomplete covariate data under a form of responsebiased sampling, which is widely encountered in epidemiologic research as well as clinical trials. This response bias arises any time that there are conditions imposed on individuals for inclusion in a study, but in prevalent cohort studies, the condition that individuals be event free (e.g. alive) at the time of diagnosis leads to left-truncated event times. Left-truncation can readily be handled using [5] . When covariates are incompletely observed, one strategy is to specify an observed data likelihood based on the joint distribution of the response times and the covariates. This can be challenging because the correct covariate distribution must condition on the selection criterion being satisfied and therefore involves parameters of the survival distribution.
To address this, we describe an EM algorithm based on a complete data likelihood including contributions from individuals who did not satisfy the truncation condition. Standard software for parametric survival analysis that handles left censoring can then be used at the maximization step. The proposed algorithm is shown to perform well for both the setting of prevalent cohort studies and clinical trials where subgroup analyses are of interest but covariates are incomplete. We have focused on the setting with two binary covariates for which specification of the population covariate distribution is easy. More complex settings could involve incomplete categorical or continuous covariates and similarly more complex observed covariates. Specification of a model for the joint distribution of the covariates in these settings would be considerably more challenging, and indeed one may be willing to give up the potential efficiency gains from the proposed method in order to ensure robustness of the findings. We have also focused on the simplest kind of missing data mechanism, where missingness is driven by a covariate that is always observed. More elaborate missing data mechanim may require modeling of the missing data process. Standard software can also be used to obtain point estimates of regression coefficients from Cox regression models with incomplete covariates via inverse probability weighted estimating equations. Several authors [30, 31] have considered this approach, and it is of interest to explore this approach in the context of left-truncated data.
In addition to the two settings described in this paper, truncated data arise naturally in studies of multistate Markov processes. Consider a progressive multistate process composed of three states with transitions possible from state 1 to state 2 and from state 2 to state 3. The transition time from state 2 to state 3 is typically treated as left truncated because of the delayed entry time to state 2. When incomplete covariate data arise from such processes, likelihoods may have a different form from those considered here depending on the selection process. For example, individuals may be observed from the start of the process or may be selected for follow-up based on being in state 2; the latter would be more similar to the problem considered in this paper.
Covariates are often imprecisely observed due to misclassification for discrete covariates or measurement error for continuous covariates, and there is a large literature on methods for fitting regression models with covariate measurement error [32] . When a structural modeling approach is taken, models for the latent covariate are adopted, and such models would again require one to specify these models in such a way that the covariate distribution addressed the selection effects arising due to left truncation; this would be necessary for an analysis based on either the observed data likelihood or an EM algorithm. For each i ∈ R, the only "missing" information is J i , the number of "ghosts" that did not satisfy the truncation condition of the respective individual. If ψ r denotes the parameter estimate at the rth iteration of the EM algorithm, to take the relevant expectations in (2.5) and (2.6), we note E(J i |Z i , R i = 1, T i > L i , X i , δ i ; ψ r ) = E(J i |Z i , T i > L i ; ψ r ) and that
, for i ∈ R .
(A.1) For i ∈R, in addition to the number of "ghosts", the value of Z i1 is missing. We note E(J i |(z, Z i2 ), R i = 0, T i > L i , X i , δ i ; ψ r ) = E(J i |(z, Z i2 ), T i > L i ; ψ r ) and let
, for i ∈R, denote the expectation conditional on a particular value of Z i = (z, Z i2 ) , z = 0, 1. We then note ζ
, for i ∈R, which we obtain through
Standard errors can be obtained using the nonparametric bootstrap as done in the example, or using the approach of Louis [33] which can be implemented as follows. Let U (ψ) = (U 1 (θ), U 2 (η)) where U 1 (θ) = ∂ log L C (ψ)/∂θ and U 2 (η) = ∂ log L C (ψ)/∂η, and where M represents the missing data, which is simply the number of "ghosts" J for individuals in R and is the number of ghosts and the covariate Z 1 for individuals inR. The expectations are carried out by individual given their respective observed data. The first term in (A.5), for example, is simply obtained by extracting the usual observed information matrices from the two analyses estimating θ and η at the final iteration of the EM algorithm, and the second term is given by taking the outer product of the stacked score vectors and averaging using the weights estimated at the final iteration.
