Introduction
In simple terms, the coupling of changes in stress and changes in fluid pressure are the main focus of the subject of poroelastcity [9] . Consider some solid to be a porous framework, for example a sponge or rock. For these purposes, the solid is uniform in all orientations or isotropic. The solid is considered to contain some fluid with a specific fluid pressure.
Two phenomena are responsible for poroelastic behavior [9] . First is so called "solidto -fluid" coupling. This occurs when applied stress on the solid is changed, causing a change in the fluid pressure. The second, "fluid -to -solid" , occurs when a change in fluid pressure causes a change in the solid. These are assumed to occur instantaneously and quasistatically. In this project, a coupled system of equations will be solved so that both the fluid pressure and medium displacement are found simultaneously.
Poroelastcity has applications to a number of fields. Biot [1] developed a mathematical model to deal with soil consolidations, particularly of soils saturated with fluid. The theory has also been used in petroleum engineering and hydrology [9] to determine subsidences, and predict behavior around bore holes. It is used in geophysics to describe small deformations of fluid filled rocks [5] . Poroelastcity also has application in biomechanics [2] in dealing with applications to bones or soft tissues.
Biot's [1] equations were developed for an incompressible fluid when the soil is not completely saturated, but according to Gaspar et al. [4] the same equations can be used for a completely saturated medium and a slightly compressible fluid. This project will focus on the following variation of Biot's model that neglects body forces, as developed by Gaspar et.al [4] .
− µ∆u − (λ + µ) ( · u) + p = 0, (1.1a)
In these formulations, p is the fluid pressure and u is the media displacement. λ and µ are the Lamé coefficients. The coefficient γ = nB, where n is the porosity, or a measure of the empty space in the medium, and B represents the the compressibility of the fluid. κ is the permeability of the media and ν is a measure of the viscosity of the fluid. The quantity · u is used to represent the change in porosity of the system, also called the dilation, and therefore the sum γp + · u represents the variation in fluid content at a particular time. Finally, the function g(x, t) is used as a source term. It represents a forced fluid extraction or injection process. To complete the problem, boundary conditions must be given. Consider the boundary, δΩ, to be made up of disjoint subsets, Γ 1 and Γ 2 , of positive measure such that Γ 1 ∪ Γ 2 = δΩ. In the following boundary conditions, n represents the unit outward normal vector.
where σ = λ ·uI+2µ (u) is the effective stress on the medium, and (u) = 1/2 u + u T .
The physical meanings of these boundary conditions are as follows. The condition u = 0 on Γ 1 describes a boundary where the medium may not move. While the condition σn = h on Γ 2 describes a place where the traction force is known. On the other hand, p = 0 on Γ 2
gives the known pressure along a piece of the boundary, and κ ν p · n = 0 on Γ 1 gives a condition stating that the fluid cannot flow though this piece of the boundary. Lastly, the model will need an initial condition. The following initial condition is used to describe the case where the variation in water content is initially 0 [8] .
(γp + · u) = 0 at t = 0.
The initial state of the system, at t = 0, is described by
In many of the examples in this project, the initial conditions are calculated from the known solutions. In Chapter 2, the one dimensional and nondimensionalized model used in the presented work will be discussed in more detail.
The Immersed Interface Method has been developed to deal with problems arising from sharp discontinuities or jumps in the domain of interest [7] . For this particular method, information about the interface and the jump conditions is assumed to be known. To describe the basics of the method, consider a simple one dimensional domain with one interface. First, the domain is divided using a grid so that the interface falls between two grid points. These two gird points are considered to be irregular. The method focuses on finding a new approximation at these irregular grid points and using a standard finite difference scheme at all the other regular grid points [7] . The details of how to apply this method will be discussed in Chapter 3. Chapter 4 will discuss the results of some numerical expreiments.
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Chapter 2
Problem Formulation
This project will deal with a one-dimensional version of Biot's [1] model (1.1) as follows.
The boundary and initial conditions are given by
Nondimensionalization
Nondimensionalization will help to simplify the process of solving these equations. We nondimensionalize following the method of Gaspar [4] .
Combining these with 2.1 and 2.2 yields
3b)
where f (x, t) = νl 2 κu 0 q(x, t) is the scaled source term. The boundary and initial conditions are given by
It is more convenient to work with homogeneous boundary conditions, so the transforma-
. This results in homogeneous boundary conditions and ap + ∂u ∂x (x) = 1 for the initial condition. Since we will be considering discontinuous coefficients, the following variation will be used [3] .
The boundary and initial conditions are given by v ∂u ∂x = 0, p = 0, x = 0, (2.6a)
Discontinuous problem
We will allow the coefficients, v(x), a(x), and k(x) of (2.5a) and (2.5b) to be discontinuous at just one interface point, ζ, in the domain. For simplicity, these coefficients are considered to be piecewise constant of the following form.
(2.7)
These functions have also been nondimensionalized as follows [3] ;
(2.10) (2.11)
The notation [g] = g + (ζ) − g − (ζ) will be used to denote the jump at the interface ζ. These jump conditions must be satisfied at ζ.
[u] = 0,
We make the additional assumption that there is at most a finite jump in the function f (x, t) at ζ at all times 0 ≤ t ≤ T.
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Chapter 3
The Immersed Interface Method
MAC type grid
It is shown by Gaspar et al. [4] that using a MAC type or staggered grid can improve some stability and convergence limitations for this type of problem. Some standard discretization can give rise to spurious oscillations in the pressure solutions. The oscillations are attributed to the existence of sharp boundary conditions in the initial time. Although these oscillations smooth quickly as time progresses, a MAC type grid produces a smooth solution for pressure with fewer grid points than standard grids. Therefore, we use two separate grids for the spacial discretization of pressure and displacement. The interval (0,1) is split into N > 1 equal subintervals. The size of each subinterval is h = 2/(2N − 1). Define w p to discretize the pressure:
To discretize the displacement, define ω u :
On the interval (0,1), the points of ω p and ω u alternate and are equidistant. We also require a time grid. A uniform time step, τ, is used to define
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We now seek discrete solutions, p = (p 0 , p 1 , ...p N −1 ) and u = (u 1 , u 2 , ...u N ) in the Hilbert spaces H ωp and H ωu respectively.
The inner products are
and the associated norms · ωp = (·, ·) ωp and · ωu = (·, ·) ωu .
We will seek to solve (2.5a) on ω p and (2.5b) on ω u .
Finite Difference Scheme on Standard Grid Points
The first step to applying this method is to setup the grid as done in the previous section.
Now consider the case where the interface ζ falls in between the grid points x j and x j+1 and between the staggered grid points y j and y j+1 with 1 < j < N − 1. According to the basic immersed interface method as described by Li and Ito [7] , this makes the four grid points x j , x j+1 ,y j and y j+1 irregular. To find the coefficients at these irregular gird points, the method of undetermined coefficients is used. This will be detailed in the next section.
A strength of immersed interface method is that it only requires changing the scheme at a few irregular grid points. That is, at all of the regular grid points a standard finite difference method, like those described by Li and Chen [6] , can be used. The following standard forward, backward and central differences will be needed to make the discretization. The 8 standard indexless notation will be used.
For the second derivative we use
These give rise to linear operators that can be written in compoenet form as
We will also define operators for − ∂ 2 u ∂x 2 and − ∂ 2 p ∂x 2 . These operators can be written in component form as
Now (2.5) can be written as
Once the problem has been discretized in space, it is possible to discretize in time using the uniform time grid ω τ and a backward Euler method in time.
For a standard, internal grid point x i ∈ ω u i = j, j + 1, or y i ∈ ω p i = j, j + 1, we use this method [4] .
Finding the Coefficients at Irregular grid points
Since three grid points are being used for every standard approximation, the following discretization are used for x j , x j+1 ,y j and y j+1 respectively. Note that the superscript "n" is used to indicate the current time step, and the subscript of "n+1" is used to indicate the next time step.
To determine the coefficients the local truncation error must be minimized for each of the above equations. We will begin with (3.3). The truncation error for this equation can be written as
To minimize this truncation error, we will expand each of the solutions, u n+1 (x j−1 ), u n+1 (x j ), and u n+1 (x j+1 ), around the interface ζ. These Taylor expansions will then be written in terms of values from only one side of the interface. For this truncation error specifically, the left side will be used. The limiting values from the left side, x < ζ, will be notated with a "-" superscript. While the limiting values from the right side, x > ζ, will be notated with a "+" superscript. The Taylor expansions for u(x j−1 ) and u(x j ) about ζ have the form
where l = j − 1, j. However the expansion for u n+1 (x j+1 ) about ζ takes this alternate form.
From now on, the notation u ± will be used for u ± (ζ). Next the jump conditions, (2.12a),
(2.12b), (2.12c), and (2.12d), will be used to write this in terms of the quantities from the left side only.
In addition, (2.5a) implies that
When v is a piecewise constant, v − x = v + x = 0, and thus
Therefore we get
On the other hand (2.5a) also imples p x (x) = v(x)u xx (x) and
Therefore (3.12) gives us
When all of the above equations are used with (3.9), the result is
Next we will use the equations (3.8), and (3.15) to minimize the truncation error (3.7).
is intended to approximate p x (x j ), We will use a Taylor series to expand p n+1 (y j ) and p n+1 (y j−1 ) about x j . These expansions will take the form
Now, using the fact that y j = y j−1 + h,
This shows that all of the pressure terms cancel out of (3.16) to leave just an O(h). By collecting terms for u n+1,− , u n+1,−
x , and u n+1,− xx we get the following system of equations.
Now the correction term is just set to be C 1,j = 0. This system can be solved for a particular problem once the position of the interface is known. However, in the special case
where v(x), and k(x) are continuous, then v + = v − = v and k + = k − = k, and this system becomes
This system can be solved for γ 1,j , γ 2,j and γ 3,j using the fact that the grid is evenly spaced. That is x j = x j−1 + h. The solution gives
This is the standard central difference scheme for a second spacial derivative.
Next we seek to reduce the truncation error in the equation (3.4) . The truncation error can be written as
The procedure will be similar to minimizing T 1,j . This time, however, we will expand each of the solutions, p n+1 (y j−1 ), p n+1 (y j ), and p n+1 (y j+1 ), around the interface ζ. Again, these will be written using expressions only from the left side of the interface. The Taylor expansions for p n+1 (y j−1 ) and p n+1 (y j ) about ζ have the form
21)
where l = j − 1, j. While the expansion for p n+1 (y j+1 ) takes the form
The jump conditions are used to rewrite p + and p + x . To find p + xx in terms of the left side expressions, we assume that f has at most a finite jump at the interface.
23)
Recall that from (3.13), we have that u − x = p − /v − and u + x = p + /v + . Using this in (3.23) yields
Finally (3.10) can be used and we can solve for p + xx as follows
Since neither the function a nor the function v is dependent on time, we have
Rewriting (3.22) using (3.10) and (3.25), we obtain
(3.26)
We can now use the three Taylor expansions (3.21), (3.26) to write the truncation error as
Consider the terms ap n+1 (y j ) − ap n (y j ). We will use a Taylor series to expand p n (y j ) about t n+1 as follows.
This cancels with the time derivative of p coming from the function f to leave just an O(∆t) term. Next, consider the expression
, just as before. This is intended to be an approximation to the first derivative of u at the point y j So, we expand u(x j+1 ) and
u(x j ) about y j with Taylor series of the form
where l = j, j + 1. Plugging in this expansion yields
(3.30)
Note that x j+1 − y j = h 2 and x j − y j = − h 2 . Therefore (3.53) gives us
We now use (3.53) in both the "n+1" and the "n" time steps.
(3.32)
Next, we will expand the term u n x (y j ) in the time grid about t n+1 to get
Similarly, we expand the term u n xxx (y j+1 ) in the time grid about t n+1 to get
This cancels with the time derivative of u x coming from the function f to leave just the
Note that when we consider the largest of the error terms in (3.27) we expect a rate of convergence of O(h + ∆t).
By collecting terms for p n+1,− , p n+1,− x , and p n+1,− xx , we get the following system of equations.
Now we can set the correction term to
We will approximate the time derivative of p n+1,− with the standard backward Euler scheme, so that the correction term is approximated as
The system of equations , (3.36) , can again be solved once the the position of an interface is known. As above, this system reduces to the standard central difference scheme for second derivatives in the special case where v(x) and k(x) are continuous.
The same procedure is applied to (3.5) and (3.6) , except that this time we will need to write every term using only quantities from the right or "+" side. To achieve this, we will need to obtain expressions for terms on the "-" side in term of the "+" side. When solved for the "-" side, the jump conditions, (3.10), become
Next, we consider the equation (3.11). This time, however, we solve for u − xx to get
Recall the Taylor expansions for u(x i ) is shown in (3.8) . We can now rewrite it in terms of the "+" side using the jump conditions, (3.37), and (3.38)
The Taylor expansions of the other terms, u(x j+1 ) and u(x j+2 ) take the form
where l = j + 1, j + 2. As above, we consider truncation error for (3.5) to be
Plugging in the appropriate Taylor expansions, (3.39) and (3.40), yields
is intended to approximate p x (x j ), We will use a Taylor series to expand p n+1 (y j+1 ) and p n (y j ) about x j+1 , similar to the procedure used when dealing with (3.16) . These expansions will take to form
where l = j, j + 1.
Therefore
Now, using the fact that y j+1 = y j + h,
This shows that all of the pressure terms cancel out of (3.42) to leave just an O(h).
Combining like terms yields the following system for the coefficients γ 1,j+1 , γ 2,j+1 and γ 3,j+1 .
So Au takes the form
(3.58)
Gp is an approximation to ∂p ∂x on ω u and takes the form
(3.59)
Since every point in the grid ω u , except for x N , is surrounded by points from the ω p grid, we use the values of p at the two surrounding grid points in ω p to approximate the first derivative at a point in ω u . For the second equation, we approximate on ω p . In this equation
Du is an approximation to ∂u ∂x on ω p and takes the form
(ux) l i = 1, 2, ..., N − 1.
(3.60)
As with Gp, Du uses the surrounding points of ω u to make an approximation in ω p . Finally,
Bp is an approximation to ∂ 2 ∂x 2 p on ω p and takes the form
(3.61)
The last line of this matrix, (Bp) N reflects the boundary condition ∂p ∂x = 0 at x = 1. At the end point y N .Here the central difference formula for second derivatives becomes
since this point is to the right of the interface, ζ, and k(x) = k 2 for x > ζ. The point
x N + h does not fall on the staggered grid. Therefore we use the the boundary condition
Therefore p(y N + h) = p(y N ), and the approximation at y N becomes
On the right hand side, f (t) can be found at each point in ω p by just plugging in each grid point, except at the points y j and y j+1 . At these two points the correction terms C 2,j and C 2,j+1 must be added, respectively. Call the corrected formed f c (t).
The problem now becomes that of solving the linear system for n = 0, 1, · · · , M − 1.
Finally we must account for the remaining boundary conditions. Place a "1" in the N th row and N th column of left side matrix and a "0" in the N th row of the right side vector to account for the boundary condition u = 0 if x = 1. Similarly, we place a "1" in the (N + 1) th row and (N + 1) th column of left side matrix and a "0" in the (N + 1) th row of the right side vector to account for the boundary condition p = 0 if x = 0.
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Chapter 4
Numerical Experiments and Future
Work
Although analytical solutions to (2.5) are not common, two test problems with analytic solutions were found [3, 4] . For these tests the relative error in the L 2 -norm is calculated.
where ω ex stands for the exact solution, ω app stands for the approximate solution, and ω = {u, p} .
Test Problem 1
Numerical experiments were first conducted on test problem with continuous coefficients.
For the purposes of this experiment an artificial interface was placed at x = 1 6 . In this test problem v(x) = 1, k(x) = 1 and a(x) = 0. The function f (x, t) is chosen so that the exact solution will be u(x, t) = − 
Future Work
Better approximations to the order of convergence may be obtained by including higher order terms in the analysis. For example, including higher order terms in the expansions about t n+1 discussed in Chapter 3 may improve the estimates. Furthermore, the rate of convergence may have some dependence on the placement of the interface. In some of the numerical tests the error was not reducing at a regular rate when h was reduced by different factors. For example, if h is reduced by a factor of 2 in each trial, the convergence rate appears to fluctuate. Further research is required to discover the cause of this.
Futhtermore, in this project only the second derivative terms were being corrected.
Correcting the first derivative terms should improve the method. Another possible way to improve the results is to try using more points to approximate each derivative. However,
as the system of equations would be quite large, this would likely encounter additional complications.
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