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Abstract
Since it has been proven that the no-hair conjecture has exceptions, systems of gravity
coupled with matter have been of great interest. This thesis studies one of these
exceptions: the case of a scalar field with nonconvex self interaction potential minimally
coupled with gravity in anti-de Sitter spacetime. By considering a convex potential we
prove a no-hair theorem for the four possible scalar field cases. For nonconvex potential
however, stable soliton and black hole solutions are found. We focus on the stable
black hole solutions. We find the explicit expressions for the mass of these spacetimes
in four, five and six dimensions. To obtain a finite mass it is necessary to consider
the gravitational and the scalar contribution. The scalar contribution is different for
different masses of the scalar field above the Breitenlohner-Freedman bound [31]. The
last part of the thesis is concerned with providing a numerical method to calculate
the mass for the different spacetimes with two different nonconvex potentials. The
mass depends on three parameter a, b and frr. Each parameter is found by solving a
differential equation using mathematica. We present a selection of plots to illustrate
our results for the masses.
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Preface
Mass in anti-de Sitter (adS) spacetime is a subtle issue which has raised interest in
recent years. Following the definition of the mass in [73], this thesis is here to provide
with a method to obtain expressions for the mass of adS gravity minimally coupled to
a self interacting scalar field. We provide our own numerical method to calculate it.
We start chapter 1 with a section about black hole hair where we present the context in
which hairy black holes emerged. We review some exceptions to the no-hair theorem.
In order to understand what lies at the heart of the no-hair theorem we present two
Bekenstein’s proofs. Finally we introduce the definition of the ADM mass and the
Komar integral.
In chapter 2 we investigate three different methods of defining the mass in matter-free
asymptotically adS spacetimes. This analysis will help us determine which definition
is best suited for the work we want to do. We investigate the ‘counter-term’ method
[14], the method used by Hollands et al [81] and finally the Henneaux and Teitelboim
method [74]. We calculate the mass of adS and adS-Schwarzschild spacetimes in four
and five dimensions. The analysis provides us with a set of boundary conditions on
the metric perturbations which guarantees that the masses are finite. These boundary
conditions are important in later chapters.
In chapter 3 we investigate the Einstein-scalar system with minimal coupling, where
we see that the scalar field has different asymptotic forms depending on its mass. We
present a no-hair result when the scalar field has a convex potential. We show that
the way to avoid the no-hair conjecture is to consider nonconvex potentials. We obtain
soliton and black hole solutions in D = 4, 5, 6 where D is the number of spacetime
dimensions. We then move on to investigate the stability of the solutions by means of
a linear perturbation method.
If one wants to calculate the mass of solutions of gravity minimally coupled to a scalar
field, one has to consider the gravitational and the scalar contribution to the total mass
[73]. We will show how these two contributions are divergent when taken individually
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but by adding them together the divergences cancel and we obtain a finite mass. For the
cancelations to happen, the leading order behaviour of the scalar field seen in chapter
3 is not enough. We need to include subleading terms in the expansion of the scalar
field. Therefore in chapter 4 we investigate the detailed asymptotics following [73]. We
see that as the mass of the scalar field increases more subleading terms appear in the
expression for the scalar field. We also see that the presence of the scalar field triggers
a back reaction on the metric. We present the different subcases where we see that
important coefficients appear. We present our own method based on the field equations
to obtain these coefficients using mathematica. We show how the boundary conditions
on the metric perturbations found in chapter 2 are crucial in our method.
When we have the subleading terms in the expansion of the scalar field, it becomes
possible to obtain finite expressions for the masses for the different subcases. This is
what we do in chapter 5 where we calculate the divergent gravitational contribution
and the divergent scalar contribution separately. When adding the two contributions
together we show that the divergences cancel only when the correct cut-offs have been
made to both contributions. We present our method and show the results for all the
subcases. We give explicit expressions of the finite masses which have not appeared
previously in the literature. These are found to be in agreement with [73] where the
explicit expression of the mass is given for one subcase.
Once we obtain the expressions for the masses for all subcases we want to be able to
calculate them. In chapter 6 we present our own original numerical method to compute
the masses using mathematica. We extract important mass parameters contained in
subleading terms. This is done by defining new functions and solving their governing
differential equations. We show how it is possible to calculate the mass and obtain
mass plots using two nonconvex potentials as an example.
Chapters 3, 5 and 6 will lead to publications in the next few months. I would like
to thank my supervisor Elizabeth Winstanley for her excellent supervision during this
PhD - this work would not have been possible without her continuous support. I’m
also thankful for the support of the Algerian consulate in London and the University
of Sheffield.
To my Parents
To my Brothers and Sister
In memory of my Grandmother
Conventions
We use the sign convention of Misner, Thorne and Wheeler for our metric signature
(−,+,+,+). We use c = 1. In our mathematica code we always set the surface gravity
κ = 1. We have tried to use standard notation as much as possible.
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Chapter 1
Black holes: hair and mass
The no-hair theorem, which has been experimentally tested recently [32, 136], was
rapidly followed by counter examples when it was first stated almost fifty years ago.
It opened up a great research area in theoretical physics. Since the discovery of the
existence of black hole hair there has been an extensive literature about the topic which
testifies to its relevance. Our research focuses on calculating the masses of asymptot-
ically anti de Sitter (adS) spacetimes with a minimally coupled scalar field. Scalar
fields play a significant role in fundamental theories such as string theory and cosmol-
ogy (particulary in inflation and dark energy models). They have been of particular
interest in recent years. On the experimental side the first fundamental scalar particle
was discovered [2, 42]. It is important to understand exact theoretical hairy black hole
solutions. Being able to calculate some of their properties such as mass or angular
momentum can help in the understanding of astrophysical black holes.
In this chapter we give a general review of the no-hair conjecture and some exceptions
to this conjecture. We then present proofs of no-hair theorems by Bekenstein [21, 23] to
understand the argument that lies behind them. Finally we introduce the ADM mass
and the Komar integral. We use the later to obtain a finite expression for the mass
of an asymptotically flat spacetime. We show that the Komar intergal is divergent for
asymptotically adS spacetimes.
§ 1.1 No hair conjecture and black hole hair
The first black hole uniqueness theorem was announced by Israel in 1967 [87]. He proved
that a static, topologically spherical black hole is described by the Schwarzschild solu-
tion. It can be characterised by two parameters which are the mass and the charge.
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In the years following the statement the focus was to prove uniqueness theorems for
four dimensional static or stationary black holes either purely gravitational or mini-
mally coupled to an electromagnetic field. A series of black hole uniqueness theorems
in electro-vacuum theories followed [40, 87, 105, 116, 135]. Shortly after, other types
of matter were considered and soon the phrase ‘black hole has no hair’ appeared. This
statement was introduced by Ruffini and Wheeler [117] for static spherically symmet-
ric black holes in asymptotically flat spacetimes. It is known as the no-hair conjecture
(NHC). The basic idea of the NHC is that black holes are characterised by three param-
eters only: their mass, angular momentum and a set of conserved charges measurable
at infinity [30].
The first no-hair theorem for a minimally coupled massless scalar field was found by
Bekenstein in 1972 [21] and generalised in [23]. The theorem was proven for minimally
coupled scalar field in asymptotically flat space with static spherically symmetric black
holes [77, 80, 124]. The no-hair theorems make some assumptions about the scalar field
potential i.e. the potential is convex. When assumptions about the positiveness of the
potential are not respected, some soliton and asymptotically flat black hole solutions
were found analytically [6, 45, 109] and some solutions were constructed numerically
[20, 34, 53].
For nonminimal coupling Saa [118] formulated a new no-hair theorem ruling out a very
large class of non-minimally coupled finite scalar dressing of an asymptotically flat,
static, and spherically symmetric black hole. One counter example is the Bronnikov-
Bocharova-Melnikov-Bekenstein (BBMB) black hole solution [22]. This solution con-
sists of a scalar field with zero self-interaction potential conformally coupled to a
spherically symmetric extremal black hole. However it was shown to be unstable [33].
By considering a non-zero self interaction potential an analytic solution was found in
asymptotically flat spacetime [91].
In the late 1980s one of the most important counterexample of the no-hair conjecture
was found: the colored black hole solution of the Einstein-Yang-Mills (EYM) system
[29, 90, 133]. It was found to be unstable but it opened up investigation on non-Abelian
black holes [99, 126, 130].
No-hair theorems were tested in spacetimes with more complex asymptotic structures
by introducing a cosmological constant. In the case of positive cosmological constant,
i.e asymptotically de Sitter (dS) spacetimes, analytical solutions for minimally coupled
scalar field have been found in [146]. Numerical solutions were found to be unstable
against linear perturbations [128]. No-hair theorems were proved to be true for convex
or double well potential, however solutions were found when the potential is nonconvex
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[25]. Some non-minimally coupled solutions, analogues of the BBMB solution in four
dimensions with a quadratic self interaction potential were found [102] but were proven
to be unstable in [56, 66].
Spacetimes with a negative cosmological constant (or anti de Sitter spacetimes), have
been of great interest in recent years due to the adS/CFT correspondence [100, 141]
which has a direct application in string theory and supergravity theories. Asymptoti-
cally adS black holes with scalar hair have been related to superconductors by means of
the gravity/gauge duality [82]. The adS/CFT or gauge/gravity correspondence relates
a D dimensional conformal field theory to the geometry of an adS space in one higher
dimension, it is also referred to as holographic duality. It was originally formulated
in the context of string theory [100, 141]. Stable black hole solutions in asymptot-
ically adS spacetimes with minimally coupled scalar field hair have been found in
[57, 73, 103, 110, 111, 125, 127, 129]. Moreover, stable solutions were found for the
EYM system [137]. The case of non-minimally coupled hair with self-interacting poten-
tial was also considered [114, 138]. The topic is still of great interest, recently general
classes of exact static hairy black hole solutions have been obtained [4, 5, 8, 9, 10, 58].
Some work has also been done on soliton solutions in adS spacetime [60]. Our work
is concerned with soliton and black hole solutions in adS. We do not consider time-
dependent hairy black holes but it is worth mentioning that they have attracted recent
interest [41, 98, 145].
Topological black holes are black holes with the property that the event horizon is
an Einstein space with positive, zero or negative curvature. This opens up many
possibilities in terms of new black hole solutions with non-spherical event horizons.
These types of black holes were investigated in [28, 92, 93, 94, 103, 132]. We consider
topological black holes in our work.
In this thesis we focus on D > 4 but three dimensional gravity has attracted a lot of
attention with the Banados, Teitelboim and Zanelli (BTZ) black hole [15, 16]. The
BTZ solution is of great interest because it shares interesting features with higher
dimensional black holes like the adS/CFT correspondence [100]. The microscopic and
semiclassical BTZ black hole entropy of matter-free gravity has been investigated in
[123]. It has been extended to different gravity theories with matter sources such
as a scalar field [46, 47, 48, 67, 71, 104, 108]. The non-minimally coupled case is
considered in [143] and has received a lot of attention [24, 119, 142]. The electrically
charged BTZ black hole was considered in [16] and the rotating BTZ black hole with an
electromagnetic field was presented in [101]. More recently three dimensional gravity
with negative cosmological constant in the presence of a scalar field and Abelian gauge
field was considered [38]. Stable solutions are obtained and the conserved charges are
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computed using the Hamiltonian method described in [115]. Entropy for topological
massive gravity in 3D was also investigated [54, 70, 107].
This allows us to make a transition into black hole thermodynamics. The application
of our work is found in black hole thermodynamics since the mass is needed. The study
of black hole thermodynamics has been a driving force for developments in general
relativity and string theory in the recent decades. In [18] Bardeen, Carter and Hawk-
ing establish the four laws of black hole mechanics which are analogous to the laws
of thermodynamics. The event horizon area and the surface gravity κ are analogous
to the entropy and temperature of the black hole respectively. The role of scalar hair
parameters in the first law of thermodynamics has been investigated in [96]. The works
of Hawking and Page [69] established that black holes have temperature. They have
proven that in adS black holes can be in stable equilibrium with thermal radiation at a
fixed temperature. The mass is crucial to study thermodynamic stability. Thermody-
namics of black holes with minimally coupled scalar field hair has attracted attention
in recent years for its relation with the adS/CFT correspondence [37, 64, 79, 144].
Some work on the mass in adS spacetime has been done recently in [96] where the
mass is calculated and the thermodynamic properties of systems with black holes and
scalar field in adS are studied. Our approach is different since we use a different way
of defining the mass.
§ 1.2 Bekenstein’s no-hair proof
1.2.1 Proof for a single scalar field
Here we outline the no-hair proof by Bekenstein [21], also considered by Sudarsky [124].
The proof is based on the scalar field equation and the black hole structure of spacetime
only. There is no mention of Einstein’s equations. A static black hole spacetime with
a scalar field minimally coupled to gravity is considered. The scalar field satisfies the
equation of motion:
∇µ∇µφ = ∂V
∂φ
. (1.1)
The spacetime is endowed with a Killing horizon and t the time coordinate is the
killing parameter. By multiplying (1.1) by φ and integrating over a region of spacetime
bounded by two spacelike hypersurfaces (hypersurfaces of constant t), the region at
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infinity and the Killing horizon bifurcation 2-surface one has:
0 =
∫ √−gd4x(−φ∇µ∇µφ+ φ∂V
∂φ
)
=
∫ √−gd4x(∇µφ∇µφ+ φ∂V
∂φ
)
−
∫
φ∇µφdSµ. (1.2)
The asymptotic region contribution vanishes since φ is required to fall-off to zero at
infinity. The Killing horizon bifurcation surface has measure zero and the contributions
from the two spacelike hypersurfaces with constant t cancel each other. As a result,
the surface integral in (1.2) vanishes. For convex potentials with φ∂V∂φ > 0 the integral∫ √−gd4x(∇µφ∇µφ+ φ∂V∂φ ) is positive-semidefinite (when the potential is centered
at zero). We consider the potential to be time-independent. We therefore must have
φ ≡ 0.
The proof above is very important as we will use it to prove a series of no-hair theorems
in chapter 3. Bekenstein also considers the no hair proof for multiple fields [23], we
present the proof in the next subsection.
1.2.2 Proof for multiple scalar fields
In this section we show how the statement made by Wheeler ‘a black hole has no hair’
[117] is proved in a particular case by Bekenstein in [23]. In this paper he considers a
multiplet of scalar fields, W,Y, ... minimally coupled to gravity. We give an outline of
the proof. The system is described by the action:
SW,Y,... = −
∫ √−g d4xE (I ,J ,K , ...,W, Y, ...) (1.3)
where E is a function and I ≡ gαβW,αW,β,J ≡ gαβY,αY,β and K ≡ gαβY,αW,β, with
other quantities defined similarly. From now on only two fields are considered and it
is assumed that the energy density of the scalar field is non-negative. From SW,Y the
energy momentum tensor is:
T βα = −E gαβ + 2
∂E
∂I
W,αW
,β + 2
∂E
∂J
Y,αY
,β +
∂E
∂K
W,αY
,β. (1.4)
An observer with a four velocity Uα where UαUα = −1 sees the energy density:
ρ = E + 2
[
∂E
∂I
(W,αU
α)2 +
∂E
∂J
(Y,αU
α)2 +
∂E
∂K
W,αU
αY,βU
β
]
. (1.5)
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In the case of static black hole with scalar field hair the spacetime possesses a time-like
Killing vector along which the observer moves, so:
W,αU
α = 0
Y,αU
α = 0 (1.6)
and the energy density reduces to ρ = E . As it was mentioned above, the energy
density is assumed to be non negative so E > 0. The local energy density cannot be
negative for any observers, which corresponds to the weak energy condition (WEC).
Now consider a second observer moving with a three-velocity V relative to the first
observer. In the free falling frame of reference of the first observer the second observer
has a four-velocity with components:
U0 =
1√
1−V2
U =
V√
1−V2
. (1.7)
When |V| → 1 the terms containing derivatives in (1.5) become very big and dominate
E . Therefore we have conditions:
∂E
∂I
> 0
∂E
∂J
> 0 (1.8)
and (
∂E
∂K
)2
6 4 ∂E
∂I
∂E
∂J
(1.9)
in order to satisfy the non-negative assumption.
The next step is to assume the existence of a self consistent asymptotically flat solution
of the Einstein and scalar field equations describing a static spherically symmetric black
hole. The metric outside the black hole event horizon can be written as:
ds2 = −eζdt2 + eυdr2 + r2(dθ2 + sin θ2dφ2) (1.10)
where ζ = ζ(r) and υ = υ(r) depend on r only and are O(r−1) as r → ∞. The scalar
fields also depend only on r assuming they are nontrivial. The energy-momentum
tensor is conserved since the action is coordinate invariant:
T νµ ;ν = 0 (1.11)
1.2. BEKENSTEIN’S NO-HAIR PROOF 7
and the r component is:
∂(
√−g T rr )
∂r
=
√−g
2
∂gαβ
∂r
Tαβ. (1.12)
We also have T θθ = T
φ
φ and T
µ
ν is diagonal because the solution is static and spherically
symmetric. Under these conditions (1.12) becomes:
∂
∂r
(
e
ζ+υ
2 r2T rr
)
=
e
ζ+υ
2 r2
2
(
ζ ′T tt + υ
′T rr +
4
r
T θθ
)
. (1.13)
where the prime is the partial derivative with respect to the radial coordinate. We have
the term 1/2e
ζ+υ
2 r2T rr υ
′ on both sides of the equality so they cancel and we are left
with:
∂
∂r
(
e
ζ
2 r2T rr
)
=
e
ζ
2 r2
2
(
ζ ′T tt +
4
r
T θθ
)
. (1.14)
Form the symmetries of the spacetime and the expression for the stress energy tensor
in (1.4) we have T tt = T
θ
θ = −E which substituted in (1.14) gives:
∂
∂r
(
e
ζ
2 r2T rr
)
= − ∂
∂r
(
e
ζ
2 r2
)
E . (1.15)
Equation (1.15) is then integrated from the black hole event horizon rh to a generic
radius r outside the horizon. At rh the metric function e
ζ = 0 and in order for the
corresponding surface to be a regular horizon it must be the case that
TαβT
αβ =
(
T tt
)2
+ (T rr )
2 +
(
T θθ
)2
+
(
T φφ
)2
(1.16)
is finite and so T rr and T
t
t = −E are also finite at the event horizon. After performing
the integration:
T rr = −
e
ζ
2
r2
∫ r
rh
(r2e
ζ
2 )′E dr. (1.17)
We know that eζ = 0 at r = rh and e
κ > 0 for r > rh so the term r
2 eζ/2 must grow with
r sufficiently close to the event horizon. From (1.17) and using the fact that E > 0 it
can be deduced that T rr < 0 sufficiently close to the horizon. Now if the differentiation
in (1.15) is explicitly carried out one gets:
(T rr )
′ = −e− ζ2 r−2
(
r2 e
ζ
2
)′
(E + T rr ) . (1.18)
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and using the expression for the stress energy tensor in (1.4):
E + T rr = 2e
−υ
(
∂E
∂I
W 2,r +
∂E
∂J
Y 2,r +
∂E
∂K
W,rY,r
)
. (1.19)
Conditions (1.8) and (1.9) ensure the positiveness of ∂E∂I ,
∂E
∂J and
∂E
∂K so E + T
r
r > 0
everywhere. Looking at (1.18) and remembering the analysis made for the term r2eζ/2
earlier it can be concluded that (T rr )
′ < 0 close to the event horizon.
Now we consider the infinity region where eζ/2 → 1. When putting this in (1.18) we
have (T rr )
′ < 0 at infinity. The next step is to consider the Einstein equations obtained
by calculating the components of the Ricci tensor, the relevant ones are:
e−υ
(
1
r2
− υ
′
r
)
− 1
r2
= 8piGT tt = −8piE
e−υ
(
ζ ′
r
− 1
r2
)
− 1
r2
= 8piGT rr . (1.20)
Integrating the first equation gives:
e−υ = 1− 8piG
r
∫ r
rh
E r2dr − 2GM
r
(1.21)
where M is is constant of integration. The spacetime is asymptotically flat so E =
O(r−3) and it follows that υ = O(r−1). In order to fix the integration constant M one
needs to impose that eυ →∞ as r → rh. With this condition we have:
GM =
rh
2
(1.22)
and M can be interpreted as the bare mass of the black hole. So the integral in (1.17)
converges and |T rr | = O(r−2) at infinity but since asymptotically (T rr )′ < 0 then T rr > 0
and decreases as r →∞. Since it was shown earlier that near the horizon T rr < 0 then
there must be an interval [ra, rb] where (T
r
r )
′ > 0 and T rr changes sign at some rc with
ra < rc < rb. This is incompatible with Einstein equations since from (1.21) e
υ > 1
outside the event horizon. The second Einstein equation in (1.20) can be rewritten as:
e−
ζ
2
r2
(
r2 eζ
)′
=
[
4piGrT rr +
1
2r
]
eυ +
3
2r
(1.23)
and because
eυ
2
+
3
2
> 2 (1.24)
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the inequality
e−
ζ
2
r2
(
r2 eζ
)′
> 4piGrT rr e
υ +
2
r
(1.25)
holds. It was found above that in [rc, rb] we have T
r
r > 0 so there
e−
ζ
2
r2
(
r2 eζ
)′
> 0
and according to (1.18) it means that (T rr )
′ < 0 in this interval. However in the bigger
interval [ra, rb] it was found that (T
r
r )
′ > 0. This is a contradiction and it is resolved
by considering constant scalar fields in the region outside the event horizon, so
E (0, 0, 0, ...,W, Y, ...) = 0 (1.26)
meaning all components of the stress-energy tensor vanish identically in the black hole
exterior. Values satisfying (1.26) must exist for a trivial solution of the scalar field
equation to exist.
§ 1.3 Mass in asymptotically flat spacetimes
1.3.1 ADM mass
This section is an outline of the definition of ADM mass found in chapter 4 of [112].
Let us start by giving a definition of a hypersurface. A hypersurface is a (D − 1)-
dimensional submanifold embedded in a D-dimensional spacetime. Hypersurfaces can
be spacelike, timelike or null and present intrinsic and extrinsic geometries.
The intrinsic geometry of a hypersurface is specified by an induced metric on the hy-
persurface with respect to the spacetime metric tensor. In a manifold with a system
of coordinates xα we can specify a hypersurface Σ by either restricting the coordinates
on this hypersurface, by defining Φ(xα) = 0 for one or more functions or introduc-
ing a parametric equation xα = xα(ya) where ya are the intrinsic coordinates on the
hypersurface. We also define nα, the unit normal to the hypersurface with:
nαnα = ε ≡

−1 if Σ is spacelike
+1 if Σ is timelike
0 if Σ is null.
‘ (1.27)
Since we are interested in the mass of various spacetimes it is important to mention the
Hamiltonian formulation of general relativity and the ADM formalism or 3 + 1 decom-
position. If we want to express the action of a system in terms of the Hamiltonian we
have to foliate spacetime with a family of hypersurfaces, each of which corresponds to
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a given time. The system of coordinates on the manifold is xα and we consider a scalar
function t(xα) such that t = constant corresponds to a family of nonintersecting hy-
persurfaces Σt. We define uα as the timelike unit normal vector to these hypersurfaces.
The coordinates on the hypersurfaces are ya.
We now consider a congruence, which is a group of curves γ with a tangent vector tα.
Each curve γ intersects each hypersurface Σt once and only once but they need not
be orthogonal to each other. It is then possible to define a new system of coordinates
as follows: we construct a configuration such that a specific curve γp intersects a first
hypersurface Σt at time t, a second hypersurface Σt′ at time t
′ and a third hypersurface
Σt′′ at time t
′′ and so on. The points of intersection are P , P ′, P ′′ respectively. The
curve γp represents a mapping from P to P
′ and to P ′′. If we want to fix the coordinates
of P ′ and P ′′ we impose ya(P ) = ya(P ′) = ya(P ′′) and therefore ya are constant on
the curve γ. We can then define a coordinate system (t, ya) in the spacetime which is
related to the original coordinate system by xα = xα(t, ya). We have tα =
(
∂xα
∂t
)
ya
and
we define tangent vectors on Σt as e
α
a =
(
∂xα
∂ya
)
t
. This implies that tα = δαt .
We can define the unit normal to Σ as uα = −N∂αt where N is a constant introduced
for normalisation purposes and is called the lapse. We also have uαe
α
a = 0 on each
hypersurface. The curves γ are not necessarily orthogonal to Σt therefore u
α and tα
may not be parallel. The normal vectors and the tangent vectors provide a basis for
the tangent space and we can decompose tα into lapse and shift as tα = Nuα +Naeαa ,
where Na is called the shift.
Now we want to express the metric in the new coordinate system (t, ya) defined earlier.
We have
dxα = tαdt+ eαady
a = (Ndt)uα + (dya +Nadt)eαa . (1.28)
The line element is:
ds2 = −Ndt2 + hab(dya +Nadt)(dyb +N bdt) (1.29)
where hab = gαβ e
α
a e
β
b is the induced metric on Σt. This is the ADM decomposition.
The Hamiltonian can be thought of as being the energy of the system so it is natural to
consider the Hamiltonian when we want to define the gravitational mass of a spacetime.
In general relativity both the gravitational field and matter fields contribute to the ac-
tion. In this section we only consider the gravitational field. Taking an arbitrary region
M of the spacetime manifold foliated with spacelike hypersurfaces Σ, the gravitational
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action is defined as:
S[g] =
∫
M
(
R
16pi
)√−g d4x+ 1
8pi
∮
∂M
ε(K −K0)
√
|h| d3y (1.30)
where R is the Ricci scalar of the spacetime, ε is defined in (1.27), K is the trace of the
extrinsic curvature of Σ embedded in M, K0 is the extrinsic curvature of Σ embedded
in flat spacetime, h is the determinant of the induced metric hab on Σ and y
a is a
system of coordinates defined on Σ. The boundary of a given Σt is a closed 2-surface
which we call St. The Hamiltonian HG corresponding to (1.30) when the vacuum field
equations are satisfied is [112]:
HG = − 1
8pi
∮
St
[
N(w − w0)−Na(Kab −Khab)rb
]√
σ d2θ (1.31)
where w is the trace of the extrinsic curvature of St embedded in Σt, w0 is the extrinsic
curvature of St embedded in flat spacetime, σ is the determinant of the induced metric
σab on St, ra is the unit normal to St and θ
a are the coordinates defined on St. The
value of the gravitational Hamiltonian when the vacuum field equations are satisfied
corresponds to a boundary term (1.31).
How do we define mass in asymptotically flat spacetimes from the Hamiltonian? We
can define the gravitational mass of an asymptotically flat spacetime to be the limit
of the gravitational Hamiltonian when the boundary St is a 2-sphere at spatial infinity
with a specific choice of lapse and shift N = 1 and Na = 0. A mass defined in such a
way is called the ADM mass [11] and is given by :
M = − 1
8pi
lim
St→∞
∮
St
(w − w0)
√
σ d2θ (1.32)
where σAB is the metric on St, ω0 is the extrinsic curvature of St embedded in flat
space and ω = σABkAB is the extrinsic curvature of St embedded in σt.
1.3.2 Komar integral
In general relativity is the Komar approach is used to calculate the mass of asymptot-
ically flat spacetimes. This subsection is based on section 5.3 in [131] and section 6.4
in [39]. We outline the method and apply it to calculate the mass.
Noether’s theorem states that in a given spacetime every symmetry corresponds to a
conserved current. If we consider gµν to be the metric of a given spacetime, a vector
field ξµ(x) with the property £ξgµν = 0 is a Killing vector field, which is associated with
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a symmetry of the action and hence according to Noether’s theorem, to a conserved
charge.
Using the Maxwell equation ∇νFµν = Jµe we can define the charge passing through a
spacelike hypersurface Σ as:
Q = −
∫
Σ
√
huµJ
µ
e d
3x = −
∫
Σ
√
huµ∇νFµνd3x, (1.33)
where Fµν is the electromagnetic field strength tensor, J
µ
e is the electric current four-
vector, uµ is the unit normal vector to Σ. Using Stokes’ theorem we obtain:
Q = −
∫
∂Σ
√
σ uµrνF
µνd2x (1.34)
where rν is the unit vector normal to the boundary ∂Σ and σij the metric on the
boundary.
Now for the total mass, we know that the energy momentum tensor Tµν describes the
matter not the geometry of the spacetime. The total energy of a spacetime is associated
with a timelike Killing vector ξµ. The current is now JµT = ξνT
µν which is divergence-
free because we know that the energy momentum tensor is conserved. An using the
Killing’s equation we can therefore find a conserved energy by integrating over the
hypersurface Σ:
ET =
∫
Σ
√
huµJ
µ
T d
3x. (1.35)
In the Schwarzschild case, we have a timelike Killing vector and the momentum energy
tensor vanishes everywhere, but we know that Schwarzschild spacetime has an inherent
energy. To avoid this contradiction we define a new current in terms of the geometry
rather than the matter content of spacetime using the Ricci tensor:
JµR = ξνR
µν , (1.36)
and taking the trace of the Einstein equations we obtain:
JµR = 8piξν(T
µν − 1
2
Tgµν). (1.37)
This current is zero for Schwarzschild spacetime but we will work with the expression
in (1.36) for the current. The divergence of the Ricci tensor can be computed from the
contracted Bianchi identity:
∇µRµν = 1
2
∇νR. (1.38)
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To see if the current (1.36) is conserved we compute its divergence:
∇µJµR = (∇µξν)Rµν + ξν(∇µRµν). (1.39)
The first term vanishes because Rµν is symmetric and according to Killing’s equation
∇µξν is antisymmetric. Using (1.36) and (1.38) we have: ∇µJµR = (1/2)ξν∇νR = 0
because the derivative of the Ricci scalar vanishes along the Killing vector field. We
can now define the conserved quantity which is the energy associated with this current:
ER =
1
4pi
∫
Σ
√
huµJ
µ
Rd
3x. (1.40)
The quantity ER is independent of the spacelike hypersurface Σ and it is conserved.
The advantage of ER is that it can be written as a surface integral over a 2-sphere at
spatial infinity. We know that any Killing vector satisfies:
∇µ∇νξµ = ξµRµν , (1.41)
so the current and energy become respectively:
JµR = ∇ν(∇µξν) (1.42)
and
ER =
1
4pi
∫
Σ
√
huµ∇ν(∇µξν)d3x. (1.43)
Using Stokes’ theorem we have:
ER =
1
4pi
∫
∂Σ
√
σ uµrν(∇µξν) d2x. (1.44)
This is the Komar integral [89] associated with the timelike Killing vector ξµ giving the
total energy of a static spacetime.
As an example we can calculate the Komar mass for Schwarzschild and Schwarzschild-
adS spacetimes. In such spaces the timelike Killing vector is ξµ = (1, 0, 0, 0). For
Schwarzschild we consider the metric:
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2(dθ2 + sin2 θdφ2) (1.45)
and for adS-Schwarzschild we have:
ds2 = −
(
1 +
2M
r
+
r2
L2
)
dt2 +
(
1 +
2M
r
+
r2
L2
)−1
dr2 + r2(dθ2 + sin2 θdφ2) (1.46)
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where L is the adS radius of curvature. Since uν is the vector normal to constant t
hypersurfaces Σ and rµ is the vector normal to the timelike boundary ∂Σ, we have
uµu
µ = −1 and rµrµ = 1 and the only non-zero components of uµ and rµ are:
u0 = −
√
(1− 2M/r), r1 = (1− 2M/r)−1/2. (1.47)
Therefore the uµσν∇µξν term in (1.44) becomes:
∇0ξ1 = g00∇0ξ1
= g00(∂0ξ
1 + Γ10λξ
λ)
= g00Γ100ξ
0
= −M
r2
. (1.48)
The metric at infinity on a two sphere is σijdx
idxj = r2(dθ2 + sin2 θ dφ2) so we have√
σ = r2 sin θ and putting everything together (1.44) becomes:
ER =
1
4pi
∫
r2sin θ dθ dφ
M
r2
= M, (1.49)
which is the mass of Schwarzschild spacetime.
Now for Schwarzschild-adS spacetime, we have:
∇0ξ1 = −1
2
(
2M
r2
− 2Λr
3
)
. (1.50)
In this case (1.44) becomes
ER = M +
∫ (
Λr
3
)
r2 sin θ dθ dφ. (1.51)
We see that the integral diverges as r → ∞. The Komar integral is not suitable for
asymptotically adS spacetimes.
§ 1.4 Summary
In this chapter we reviewed some of the literature for uniqueness and no-hair theorems.
We have seen how hairy black holes constitute a prolific field of research. We mentioned
the importance of the mass in black hole thermodynamics which is the main application
of our work. We have presented Bekenstein’s no-hair proof for a single scalar field. We
included a proof of a no-hair theorem for multiple fields, we have seen that it is based
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on a mathematical contradiction. Finally, we presented definitions of the mass in
asymptotically flat spacetimes. We showed that using the Komar integral to calculate
mass in adS spacetime results in a divergent mass. This motivates our introduction to
different methods to calculate the mass in adS spacetime in the next chapter.
Chapter 2
Mass in asymptotically anti-de
Sitter spacetimes
Defining mass in asymptotically adS spacetime is a subtle issue in general relativity.
There are many different definitions in the literature. The Hamiltonian definition by
Henneaux and Teitelboim [74] is based on the Hamiltonian framework [115], the charges
are defined as surface integrals. The method presented by Hollands et al. [81] is also
based on the Hamiltonian framework [81] but the charges are defined from the electric
part of the Weyl tensor. This is similar to the method developed by Ashtekar et al.
in [13, 12]. This method was used to obtain mass for different hairy configurations
[4, 5, 43, 44, 95, 97]. Hollands et al. show there is an equivalence between their
method, Ashtekar et al. method [12] and Henneaux and Teitelboim method [74]. The
‘counterterm method’ in [14] and [75] is based on adding a counter term action to cancel
divergences. There is also the ‘pseudotensor’ method considered in [3] and the spinor
definition proposed by Witten in [140], also used in [61, 62]. We restrict our attention
to three methods for defining mass in asymptotically adS spacetimes.
In this chapter we are concerned with investigating the definition of the mass in matter-
free asymptotically adS spacetimes in four and five spacetime dimensions. We begin
with the ‘counter-term’ method [14] based on a counter-term action that is added in
order to make divergences cancel. The mass is calculated from the quasilocal stress-
energy tensor on the boundary of the spacetime. We then move on to the method of
Hollands et al. [81], finally we investigate Henneaux and Teitelboim method [74]. To
illustrate the three methods we calculate the masses of asymptotically adS spacetime
and asymptotically adS-Schwarzschild systems in four and five dimensions. We end
the chapter with a discussion to decide which method is best suited for our work. We
16
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adopt the notion in [81].
§ 2.1 Asymptotically adS spacetimes
Before we begin our analysis some general comments on adS spacetime are needed.
Anti-de Sitter spacetime is the maximally symmetric vacuum solution of Einstein’s
equation with a negative cosmological constant Λ. As its name indicates, an asymptot-
ically adS spacetime looks like the adS spacetime at infinity. We have seen in chapter
2 that if we try to calculate the mass of an asymptotically adS spacetime using the
Komar integral divergences arise. The crucial difference between asymptotically flat
scapcetimes and asymptotically adS spacetimes lies in the form of the boundary at
infinity. As an example we show the conformal diagrams for the Schwarzschild space-
time and the adS-Schwarzschild spacetime in Fig. 2.1. We see from the figure that
there is a dramatic difference in the structures at infinity. The conformal boundary of
asymptotically adS spacetime has a simple structure. As can be seen in Fig. 2.1b the
boundary is timelike.
(a) Geometry of Schwarzschild spacetime (b) Geometry of adS-Schwarzschild spacetime
Figure 2.1: Penrose diagrams showing the difference of the structure at infinity between
(a) Schwarzschild spacetime where i0 is the spatial infinity, i+ is the future temporal
infinity, i− is the past temporal infinity, I− is the past null infinity, I+ is the future null
infinity, r = 0 surfaces correspond to the singulary (b) adS-Schwarzschild spacetime
where the boundaries at infinity are timelike hypersurfaces, r = 0 surfaces correspond
to the singulary, rh is the event horizon radius.
An asymptotically adS spacetime is defined as follows [81]:
• One considers a physical spacetime M˜ with metric g˜ab where M˜ = M ∪ F is a
manifold with boundary F ≡ R× SD−2. The manifold M has a metric gαβ.
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• There exist a smooth function Ω such that:
gab = Ω
−2g˜ab (2.1)
and it is assumed that Ω = 0 on F
• and ∇˜aΩ 6= 0
We say that M˜ is an asymptotically adS spacetime. The masses in the following
sections are defined on such spacetimes.
§ 2.2 The counterterm method
The basic idea of the counterterm method is to cancel divergences by adding countert-
erms. It has been abundantly used in the literature [14, 26, 27, 51, 52, 76, 121, 122].
We investigate the method presented in [14]. The mass is obtained by integrating the
stress energy tensor derived from a counterterm action. The counterterms, as the name
indicates, cancels the divergences and a finite mass is obtained. The asymptotic be-
haviour of the stress energy tensor is determined by the fact that we require a finite
mass.
If ξµ is a Killing vector of a spacetime, there is an associated conserved charge [35]:
Qξ = lim
C→F
∫
C
dD−1x
√
γuµTµνξ
ν (2.2)
where C is a sequence of cross sections tending to the adS boundary F within a
hypersurface Σ (see Fig. 2.2). The conserved charge associated with time translation
is the mass of the spacetime [14]. According to Brown and York in [35], the quasilocal
stress energy tensor is:
Tµν =
2√−γ
δS
δγµν
(2.3)
where γµν is the metric on the boundary of a given spacetime region and S the gravi-
tational action.
The gravitational action for the counterterm method is [14]:
S = − 1
16piG
∫
M
dDx
√
g (R− 2Λ)− lim
C→F
1
8piG
∫
C
dD−1x
√−γK + 1
8piG
Sct(γµν) (2.4)
where R is the Ricci scalar, K is the trace of the extrinsic curvature, Sct is the countert-
erm action that we add to obtain a finite mass, Λ is the cosmological constant expressed
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as:
Λ = −D(D − 1)
2L2
(2.5)
where L is the adS radius and Kµν is the extrinsic curvature of the boundary defined
as:
Kµν = −1
2
(∇µnˆν +∇ν nˆµ), (2.6)
where nˆµ is the normal vector to C. The stress energy tensor (2.3) is obtained by the
variation of the gravitational action (2.4) with respect to the boundary metric γµν . The
only contributions to δS are from the boundary terms since we consider solutions of
the equations of motion. The quasilocal tensor becomes [14]:
Tµν =
1
8piG
[
Kµν −K γµν + 2√−γ
δSct
δγµν
]
. (2.7)
As C tends to the adS boundary divergences arise and the counterterm action Sct has
to be chosen so these divergences cancel. The counterterm action is defined as [14]:
Sct =
∫
C
Lct, (2.8)
where the Lagrangian Lct depends on the number of spacetime dimensions. The La-
grangians for different dimensions are [14]:
Lct = − 1
L
√−γ for adS3
Lct = − 2
L
√−γ
(
1− L
2
4
R
)
for adS4
Lct = − 3
L
√−γ
(
1− L
2
12
R
)
for adS5, (2.9)
where R is the Ricci scalar of the boundary metric γµν . This leads to the following
expressions for the stress energy tensor for three, four and five dimensions respectively
[14]:
Tµν =
1
8piG
[
Kµν −K γµν − 1
L
γµν
]
(2.10)
Tµν =
1
8piG
[
Kµν −K γµν − 2
L
γµν − LGµν
]
(2.11)
Tµν =
1
8piG
[
Kµν −K γµν − 3
L
γµν − L
2
Gµν
]
, (2.12)
where Gµν = Rµν − 12Rγµν is the Einstein tensor associated with the boundary metric
20CHAPTER 2. MASS IN ASYMPTOTICALLY ANTI-DE SITTER SPACETIMES
γµν . The number of counterterms required to make the charges finite increases with the
dimension of the spacetime. In the following sections we will consider the counterterm
method explained above in vacuum adS spacetimes but it can also be used in the pres-
ence of matter [49]. We show how to obtain boundary conditions on the perturbations
to obtain a finite mass.
2.2.1 Calculating the mass of asymptotically adS4 spacetime
In [14] the metric is defined in Poincare form as follows:
ds2 =
L2
r2
dr2 +
r2
L2
(−dt2 + dxidxi)
where i = 1, 2. For an asymptotically adS4 spacetime (2.2) becomes:
M =
∫
d2x
√
gxxξ
tutTtt =
∫
d2x
r
L
Ttt (2.13)
where d2x = O(1) as r →∞. For the mass to be finite we need Ttt = O(r−1).
We consider the adS4 metric in global coordinates:
ds2 = −
(
1 +
r2
L2
)
dt2 +
dr2(
1 + r
2
L2
) + r2(dθ2 + sin 2θ dφ2). (2.14)
The three-dimensional boundary metric is:
ds2 = −
(
1 +
r2
L2
)
dt2 + r2(dθ2 + sin2 θ dφ2) (2.15)
and the unit vector normal to the boundary is:
nµ =
√
L2
L2 + r2
δµ,r. (2.16)
We calculate the different components of the boundary stress energy tensor in adS4 in
(2.11) using GR-tensor in Maple [1]. We are interested in the Ttt component which will
give us the mass, we can write Ttt explicitly as:
8piGTtt = Ktt −Kγtt − 2γtt
L
− LGtt
= −∇tnˆt − (Kttγtt +Kxxγxx +Krrγrr)γtt − 2γtt
L
− LGtt (2.17)
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The Einstein tensor associated with (2.15) has the component:
Gtt = L
2 + r2
r2L2
. (2.18)
The different components of the extrinsic curvature are:
Ktt =
√
L2 + r2
L3
r
Kxx = −
√
L2 + r2
L
r
Krr =
√
L2 + r2
L
r sin2 θ (2.19)
and hence the trace of the extrinsic curvature is:
K =
1
rL2
[√
L2
L2 + r2
(3r2 + 2L2)
]
. (2.20)
Putting everything together we obtain:
8piGTtt =
L
4r2
+
L3
8r4
− 3L
5
64r6
+ ...
8piGTθθ =
L3
4r2
− L
5
4r4
+
15L7
64r6
+ ...
8piGTφφ =
L3
4r2
sin 2θ − L
5
4r4
sin 2θ +
15L7
64r6
sin 2θ + ... (2.21)
Putting the expression for Ttt in (2.13) we see that the integral tends to zero when
r →∞. We have found the mass of adS4 spacetime to be zero. This is consistent with
[14].
We can also apply the definition of the mass to adS4 with small perturbations:
ds2 = −
(
1 +
r2
L2
+ δgtt
)
dt2 +
dr2
1 + r
2
L2
+ δgrr
+ (r2 + δgθθ)dθ
2 + (r2 + δgφφ) sin
2 θ dφ2.
(2.22)
For this metric we obtain long expressions for the different terms in (2.11) using GR-
Tensor in Maple. The expressions for Ttt, Tθθ and Tφφ all contain the perturbations
δgtt, δgrr, δgθθ and δgφφ. The conditions on the perturbations at the boundary can
be obtained by studying the asymptotic behaviour of one perturbation at a time, i.e.
setting all but one perturbation to zero. For example, taking Ttt and setting all the
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perturbations to zero except δgtt, we obtain:
T δgtt 6=0tt =
(
L
r2
− 2
L
+
2r
L2
√
L2
L2 + r2
+
2
r
√
L2
L2 + r2
)
δgtt (2.23)
and (2.13) becomes the leading order:
M =
∫
d2x
r
L
δgtt
r2
. (2.24)
For the mass to be finite δgtt = O(r
−1). Following the same reasoning for the other
perturbations the conditions on the perturbations at the boundary are found to be:
δgrr = O(r
−5), δgθθ = O(r−1), δgφφ = O(r−1). (2.25)
As an example we can calculate the mass of Schwarzschild-adS4. The metric of this
spacetime is:
ds2 = −
(
1 +
r2
L2
− r0
r
)
dt2 +
(
1 +
r2
L2
− r0
r
)−1
dr2 + r2(dθ2 + sin 2θ dφ2) (2.26)
and we find the components of the boundary stress energy tensor to be:
8piGTtt =
r0
Lr
+
L
4r2
+
Lr0
2r3
+ ...
8piGTθθ =
Lr0
2r
+
L3
4r2
− 3
4
L3r0
r3
+ ...
8piGTφφ =
Lr0
2r
sin 2θ +
L3
4r2
sin 2θ − 3L
3r0
4r3
sin 2θ + ... (2.27)
Using (2.13) we obtain the mass of Schwarzschild-adS4
M =
L2
8piG
∫
r
L
r0
Lr
sin θ dθ dφ
=
1
8piG
4pir0 =
r0
2G
. (2.28)
This is the mass for Schwarzschild-adS4 and we can see that by setting r0 = 2MG we
recover the standard metric for this spacetime:
ds2 = −
[
1 +
r2
L2
−
(
2GM
r
)]
dt2 +
[
1 +
r2
L2
−
(
2GM
r
)]−1
dr2 + r2(dθ2 + sin 2θ dφ2).
(2.29)
2.2. THE COUNTERTERM METHOD 23
2.2.2 Calculating the mass of asymptotically adS5 spacetime
For an asymptotically adS5 spacetime (2.2) is:
M =
∫
d3x
r2
L2
Ttt. (2.30)
First we consider pure adS5 for which the metric is:
ds2 = −
(
1 +
r2
L2
)
dt2 +
dr2
1 + r
2
L2
+ r2(dθ2 + sin2 θ dφ2 + cos2 θ dα2), (2.31)
and by similar method to that outlined above we have:
8piGTtt =
3L
8r2
− 3L
3
16r4
+
9L5
128r6
+ ...
8piGTθθ =
L3
8r2
− 3L
5
16r4
+
25L7
128r6
+ ...
8piGTφφ =
L3 sin 2θ
8r2
+
3L5 sin2 θ
16r4
− 25L
7 sin 2θ
128r6
+ ...
8piGTαα =
L3 cos 2θ
8r2
− 3L
5 cos 2θ
16r4
+
25L7 cos 2θ
128r6
+ ... (2.32)
These expressions agree with [14] and (2.30) becomes:
M =
L3
8piG
∫
r2
L2
3L
8r2
sin2 θ sinφdθ dφ dα
=
3piL2
32G
. (2.33)
This is the mass of pure adS5 spacetime. We notice that it is not zero.
Now we consider the following metric:
ds2 = −
(
1 +
r2
L2
+ δgtt
)
dt2 +
dr2
1 + r
2
L2
+ δgrr
+ (r2 + δgθθ)dθ
2
+(r2 + δgφφ) sin
2 θ dφ2 + (r2 + δgαα) cos
2 θ dα2. (2.34)
The expressions for the different components of the boundary stress energy tensor (2.12)
are too long to write out here explicitly. Following the same steps as for the previous
cases we obtain the following boundary conditions for our perturbations:
δgtt = O(r
−2), δgrr = O(r−6), δgθθ = O(r−2), δgφφ = O(r−2), δgαα = O(r−2).
(2.35)
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Now considering the Schwarzschild-adS5 spacetime whose metric is:
ds2 = −
[
1 +
r2
L2
−
(r0
r
)2]
dt2 +
[
1 +
r2
L2
−
(r0
r
)2]−1
dr2
+r2(dθ2 + sin2 θ dφ2 + cos2 θ dα2) (2.36)
we have for the different components of the boundary stress energy tensor (2.12):
8piGTtt =
3L
8r2
+
3r20
2Lr2
+ ...
8piGTθθ =
L3
8r2
+
Lr20
2r2
+ ...
8piGTφφ =
(
L3
8r2
+
Lr20
2r2
)
sin 2θ + ...
8piGTαα =
(
L3
8r2
+
Lr20
2r2
)
cos 2θ + ... (2.37)
Using (2.30) we obtain for the mass of Schwarzschild-adS5 spacetime
M =
3piL2
32G
+
3pir20
8G
. (2.38)
The first term is the mass of pure adS spacetime in five dimensions which agrees with
(2.33) , the second term corresponds to the mass of the Schwarzschild black hole. This
result agrees with [14].
This analysis can be extended to higher dimensions by increasing the number of coun-
terterms as the number of dimensions increases. With this method Balasubramanian
and Kraus [14] show that it reproduces the masses and angular momenta of various
asymptotically adS spacetimes in agreement with [3, 13, 36, 68, 74, 83].
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Figure 2.2: AdS geometry for the conserved charges
§ 2.3 Hollands et al method
Hollands et al. method [81] is based on the definition of charges by Wald and Zoupas
in [134]. In this section we follow the method in [81] in order to calculate the mass of
different spacetimes.
The action corresponding to vacuum general relativity with negative cosmological con-
stant in D dimensions is:
S =
∫
L dDx =
∫
1
16piG
√−g(R− 2Λ)dDx. (2.39)
The metric for pure adS spacetime in D dimensions is:
ds20 = −
(
1 +
r2
L2
)
dt2 +
dr2
1 + r
2
L2
+ r2dσ2 (2.40)
where dσ2 is the metric on the SD−2 sphere and L is the adS spacetime radius defined
by:
L =
√
−(D − 1)(D − 2)
2Λ
. (2.41)
A new coordinate Ω is defined as a positive analytic function of r:
Ω(r) = −1
2
(
r
L
−
√
r2 + L2
L2
)
(2.42)
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and the metric (2.40) expressed in terms of Ω is:
ds20 =
L2
Ω2
[
dΩ2 − dt2 + dσ2 − Ω
2
2
(dt2 + dσ2) +
Ω2
16
(−dt2 + dσ2)
]
. (2.43)
Hollands et al. [81] define the manifold M˜ as being a manifold M to which one attaches
a boundary F . The boundary F consists of points Ω = 0. After a conformal transfor-
mation, the unphysical metric is defined as ds˜20 = Ω
2ds20 [81]. Writing it explicitly:
ds˜20 = L
2
[
dΩ2 − dt2 + dσ2 − Ω
2
2
(dt2 + dσ2) +
Ω2
16
(−dt2 + dσ2)
]
. (2.44)
The metric in (2.43) diverges as Ω → 0 (corresponding to r → ∞) but the unphysical
metric is regular there.
The definition in [81] is very technical, here we will give an outline of their method.
Hollands et al [81] derive an expression for the generator of asymptotic symmetries
associated with a vector field ξa as:
δHξ = σΣ(g; δg,Lξg) (2.45)
where σΣ describes the manifold structure of general relativity, g is the unperturbed
metric and δg are metric perturbations. Here Σ is a hypersurface whose boundary C is
a cut of F , we show it in Fig. 2.2. The expression in 2.45 allows us to see that the mass
is defined from geometrical quantities of the spacetime such as the metric or the Lie
derivative. The general idea is to rewrite (2.45) in terms of constraints of the theory
and Noether’s charges. The constraints for the theory vanish when the equations of
motion are satisfied. After some complicated mathematics (2.45) leads to the following
definition of conserved charges [81, 134]:
Hξ =
∫
Σ
ξaCa +
∫
C
Iξ (2.46)
where the Ca in the first term are the constraints of general relativity and Iξ are the
conserved charges. When Ca = 0 the constraints are satisfied, the charges Hξ reduce
to the surface integral. It is also proven [81, 134] that Hξ is independent of the cut C.
Hollands et al [81] then derive the charges associated with the asymptotic symmetries
in terms of the unphysical Weyl tensor:
Hξ = − L
8piG
∫
Σ
E˜abu˜
aξbdS˜ (2.47)
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where u˜a is the unit timelike normal to Σ, dS˜ is the unphysical integration element on
the cut C and E˜ab is the unphysical electric part of the Weyl tensor of the unphysical
metric (2.44) defined as:
E˜ab =
1
D − 3Ω
3−DC˜acbdn˜cn˜d (2.48)
where n˜a = ∇˜aΩ is a vector field. It can be shown [81] that the electric part of the
Weyl tensor is finite at the boundary when the metric satisfies the Einstein equations
and the appropriate boundary conditions specified later in this section. According to
[81] the charges are defined in the same way in [13] for D = 4 and [12] for higher
dimensions. The Weyl tensor transforms in such a way that we have C˜acbd = Ω
2Cacbd
for the unphysical Weyl tensor in terms of the physical Weyl tensor of the metric (2.43).
We are only interested in mass so we consider the following component:
M = − L
8piG
∫
C
1
d− 3Ω
3−DC˜tΩtΩ ξtdS˜, (2.49)
where ξt is a timelike Killing vector. We would like to find (2.49) for asymptotically
adS4 and asymptotically adS5 spacetimes.
2.3.1 Calculating the mass of asymptotically adS4 spacetimes
In this case (2.49) becomes:
M = − L
8piG
∫
C
Ω−1Ω2CtΩtΩ ξtdS˜, (2.50)
where we are considering the physical Weyl tensor. The adS4 metric for our background,
to which we add some perturbations which depend on Ω only is:
ds2 =
(
−L
2
2
− L
2
Ω2
− L
2Ω2
16
+ δgtt
)
dt2 +
(
L2
Ω2
+ δgΩΩ
)
dΩ2
+
(
L2
Ω2
− L
2
2
+
L2Ω2
16
+ δgθθ
)
dθ2 +
(
L2
Ω2
− L
2
2
+
L2Ω2
16
+ δgφφ
)
sin2 θ dφ2.
(2.51)
Using GR-Tensor the boundary conditions are obtained by setting all perturbations to
zero except one. We do this for all the perturbations in turn, the general expressions
are too long to reproduce here. As an example we can show the expression for the
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component CtΩtΩ when only δtt is non-zero:
CtΩtΩ = −1
6
(
d2
dΩ2
δgtt
)
−
(
d
dΩ
δgtt
)
(2Ω6 + 32Ω2 + 256)
6[(Ω6 + 4Ω4 − 16Ω2 − 64)Ω]
+
δgtt(2Ω
6 − 24Ω4 + 96Ω6 − 128)
6[(Ω6 + 4Ω4 − 16Ω2 − 64)Ω2] . (2.52)
In order to find boundary conditions for the perturbations we only consider leading
behaviour in Ω as Ω→ 0. In this case (2.49) becomes:
M δgtt 6=0 ∼ − L
8piG
∫
C
Ω−1Ω2
(
−1
6
)[
d2
dΩ2
δgtt +
1
Ω
d
dΩ
δgtt +
1
Ω2
δgtt
]
dS˜ (2.53)
and we can see that for the integral to be finite δgtt = O(Ω). Doing the same for all
perturbations and requiring that the charge is finite, we obtain boundary conditions
on all the perturbations of the metric:
δgtt = O(Ω), δgΩΩ = O(Ω), δgθθ = O(Ω), δgφφ = O(Ω). (2.54)
These boundary conditions agree with [81] expect for δgrr which was found to be O(Ω
5)
in [81]. However, if δgrr = O(Ω
5) the mass will certainly be finite. The complexity of
the expressions for the Weyl tensor makes it hard to check the boundary conditions for
the perturbations for the other components of the Weyl tensor.
2.3.2 Calculating the mass of asymptotically adS5 spacetimes
In this case (2.49) is:
M = − L
8piG
∫
C
Ω−2Ω2CtΩtΩ ξtdS˜, (2.55)
and we consider the adS5 metric to which we add some perturbations which depend on
Ω only:
ds2 =
(
−L
2
2
− L
2
Ω2
− L
2Ω2
16
+ δgtt
)
dt2 +
(
L2
Ω
+ δgΩΩ
)
dΩ2
+
(
L2
Ω
− L
2
2
+
L2Ω2
16
+ δgθθ
)
dθ2 +
(
L2
Ω2
− L
2
2
+
L2Ω2
16
+ δgφφ
)
sin 2θ dφ2
+
(
L2
Ω2
− L
2
2
+
L2Ω2
16
+ δgαα
)
sin2 θ sin2 φdα2. (2.56)
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Following the same method as above, we obtain for the charge, where we set all the
perturbations to zero except δgtt:
M δgtt 6=0 ∼ − L
8piG
∫
C
−Ω−1Ω2 1
4
[
d2
dΩ2
δgtt +
1
Ω
d
dΩ
δgtt +
1
Ω2
δgtt
]
dS˜. (2.57)
For the mass to be finite we need δgtt = O(Ω
2). Doing the same for all perturbations
in turn and requiring that the charge is finite, we obtain boundary conditions on all
the perturbations of the metric. The boundary conditions are:
δgtt = O(Ω
2), δgΩΩ = O(Ω
2), δgθθ = O(Ω
2), δgφφ = O(Ω
2), δgαα = O(Ω
2).
(2.58)
The same comments as for the asymptotically adS4 case apply here. This analysis can
be extended to D dimensions.
§ 2.4 Henneaux and Teitelboim method
Here we will introduce the Henneaux and Teilteboim definition of conserved charges
[74]. The spacetime is D-dimensional adS with perturbations:
ds2 = ds20 + hµν dx
µ dxν , (2.59)
where
ds20 = −
(
1 +
r2
L2
)
dt2 +
dr2
1 + r
2
L2
+ r2 dσ2D−2,k (2.60)
is the pure adS metric, L is the radius of curvature of the adS spacetime and r2 dσ2D−2,k
is the line element of a (D − 2)-dimensional sphere with constant curvature. It is
demanded that the perturbations obey the following conditions:
htt = O(r
−D+3)
hrr = O(r
−D−1)
htr = O(r
−D)
hrθi = O(r
−D)
htθi = O(r
−D+3)
hθiθj = O(r
−D+3) (2.61)
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where θi are the angular coordinates. The Henneaux and Teitelboim charge is defined
as [73, 74]:
Q0 =
∫
Σ
Caξa + lim
C→F
1
16piG
∫
C
Ga
bdc[ξeuˆeDbhcd − hcdDb(ξeuˆe)]ηˆadS
+ lim
C→F
1
4piG
∫
C
(κab − κqab)KaηˆbdS (2.62)
where the notation in [81] has been used. We have plotted the geometry in Fig. 2.2.
In (2.62) Ca are the constraints of the theory and:
• hab are the perturbations of the background metric
• ξa is a Killing vector field of unperturbed adS spacetime
• uˆa is the unit normal to the hypersurface Σ
• C is the boundary of Σ and a cut in F (see Fig. 2.2)
• ηˆa is the unit normal to C within the hypersurface Σ
• qab = gab + uˆauˆb is the induced metric on Σ
• Da is the spatial derivative operator associated with qab
• κab = −qcaqdb∇cuˆd is the extrinsic curvature of Σ
• Gabcd = 12(qacqbd + qadqbc − 2qabqcd).
The expression in (2.62) is the definition of the conserved quantity associated with ξa in
a spacetime satisfying the asymptotic conditions (2.61). These asymptotic conditions
ensure the finiteness of the charges Q0. In particular, the mass is the conserved charge
associated with the timelike Killing vector ξt. In order to calculate the mass using this
method, all the individual terms in (2.62)were calculated. As for the previous section
we calculate (2.62) for asymptotically adS4 and asymptotically adS5 spacetimes.
2.4.1 Calculating the mass for asymptotically adS4 spacetimes
We only consider a restricted class of perturbations, corresponding to static spherically
symmetric geometries. We write the metric in (2.59) explicitly for the 4-dimensional
case:
ds2 = −
(
1 +
r2
L2
+ δgtt
)
dt2 +
dr2
1 + r
2
L2
+ δgrr
+ (r2 + δgθθ)dθ
2 + (r2 + δgφφ) sin
2 θ dφ2.
(2.63)
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The normalised time component of the unit normal to the t = constant hypersurface
Σ is
uˆt =
√(
1 +
r2
L2
)
+ δgtt, (2.64)
where uˆµuˆ
µ = −1. The other components of uµ are zero. The normalised space
component of the unit normal ηµ to the cross section C within Σ is:
ηˆr =
√
1
1 + r
2
L2
+ δgrr. (2.65)
and the other components of ηµ are zero. The induced metric qab on Σ is:
qabdx
adxb =
(
1
1 + r
2
L2
+ δgrr
)
dr2 + (r2 + δgθθ)dθ
2 + (r2 + δgφφ) sin
2 θ dφ2. (2.66)
Using GR-Tensor in Maple all the components of Gabcd have been calculated. It has
been found that all components of κab vanish and (2.62) reduces to:
Q0 = lim
C→F
1
16piG
∫
C
1
r3L4
[
(2L4r2 + 2r6)δgrr + (2r
2L2 + 3L4)δgθθ +
(
d
dr
δgθθ
)]
+
1
r3L4
[
(3L4 + 2r2L2)δgφφ + (rL
4 + r3L2)
(
d
dr
δgφφ
)]
dS. (2.67)
Considering only the leading order behaviour in r:
Q0 = lim
C→F
1
16piG
∫
C
(
2r3δgrr +
2δgθθ
L2r
+
2δgφφ
L2r
+
d
dr
δgθθ +
1
L2
d
dr
δgφφ
)
dS. (2.68)
We want to obtain finite charges and we know that dS = r2 sin θ dθ dφ in four dimen-
sions. We see that δgtt does not appear in this mass. We can obtain suitable boundary
conditions by setting all the perturbations to zero except one, doing it for each the
perturbation in turn we have the following set of boundary conditions:
δgrr = O(r
−5), δgθθ = O(r−1), δgφφ = O(r−1) (2.69)
and δgtt is finite as r →∞.
As an example we can consider the Schwarzschild-adS4 spacetime for which the metric
is:
ds2 = −
[
1 +
r2
L2
− r0
r
]
dt2 +
[
1 +
r2
L2
− r0
r
]−1
dr2 + r2(dθ2 + sin 2θ dφ2). (2.70)
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In this case the normalised time component of the unit normal to Σ is:
uˆt =
√
1 +
r3 − r0L2
L2r
, (2.71)
and
ηˆr =
√
L2r
L2r + r3 − r0L2 . (2.72)
The induced metric on Σ is:
qabdx
adxb =
(
L2r
L2r + r3 − r0L2
)
dr2 + r2dθ2 + r2 sin2 θ dφ2. (2.73)
Using GR-Tensor we have for the charge:
Q0 = lim
C→F
1
16piG
∫
C
2(L2r + r3 − r0L2)2r0
r8
dS. (2.74)
Considering only leading behaviour in r we obtain:
Q0 = lim
C→F
1
16piG
∫
C
2r0
r2
dS. (2.75)
The charge associated with the timelike Killing vector is the mass of the spacetime:
M =
1
16piG
2r0
r2
4pir2 =
r0
2G
(2.76)
which is the mass of Schwarzschild-adS4 spacetime. This result is in agreement with
(2.28).
2.4.2 Calculating the mass of asymptotically adS5 spacetimes
The metric in this case is:
ds2 = −
(
1 +
r2
L2
+ δgtt
)
dt2 +
dr2
1 + r
2
L2
+ δgrr
+ (r2 + δgθθ)dθ
2
+(r2 + δgφφ) sin
2 θ dφ2 + (r2 + δgαα) cos
2 θ dα2. (2.77)
Using the same method and reasoning as for the four-dimensional case and considering
leading behaviour in r we have for the mass:
Q0 = lim
C→F
1
16piG
∫
C
(
r3δgrr +
δgθθ
r
+
δgφφ
r
+
δgαα
r
)
dS. (2.78)
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Following the same steps as in the previous case we have the following asymptotic
conditions for the mass to be finite:
δgrr = O(r
−6), δgθθ = O(r−2), δgφφ = O(r−2), δgαα = O(r−2). (2.79)
We notice that δgtt does not appear in the expression for the mass.
Now we consider the Schwarzschild-adS5 spacetime with metric:
ds2 = −
[
1 +
r2
L2
−
(r0
r
)2]
dt2 +
[
1 +
r2
L2
−
(r0
r
)2]−1
dr2.
+r2dθ2 + r2 sin2 θ dφ2 + r2 cos2 θ dα2 (2.80)
We have for the non- zero components of the normal unit vectors:
uˆt =
√
1 +
r2
L2
− r0
r2
(2.81)
and
ηˆr =
√
L2r2
L2r2 + r4 − r20L2
. (2.82)
The induced metric on Σ is:
qab =
(
L2r2
L2r2 + r4 − r20L2
)
dr2 + r2dθ2 + r2 sin2 θ dφ2 + r2 cos2 θ dα2. (2.83)
Using GR-Tensor we have for the mass:
Q0 = lim
C→F
1
16piG
∫
C
(3L2r2 + r4 − r0L2)2r20
r11
dS (2.84)
and considering only leading behaviour in r we obtain:
Q0 = lim
C→F
1
16piG
∫
C
3r20
r3
dS. (2.85)
The charge associated with the timelike Killing vector is the mass of the spacetime:
M =
3pir20
8G
(2.86)
which is the mass of Schwarzschild-adS5 spacetime. We notice that as r0 → 0 the mass
of pure adS5 is zero. These results are in agreement with [73, 81]. It is interesting to
notice that the mass of Schwarzschild-adS5 is not zero when we use the counterterm
method.
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§ 2.5 Comparing methods
We presented three methods to determine the mass of an asymptotically adS spacetime
where the mass is defined as the conserved quantity associated to the timelike Killing
vector. We first investigated the counterterm method [14], which defines the mass
from a quasilocal boundary stress energy tensor. A counterterm action is added to the
action of the theory to make the quasilocal stress energy tensor finite, leading to finite
mass. The mass of adS4 and adS5 were found to be finite in agreement with [14]. We
then considered the definition of Hollands et al. [81] where the mass is defined using
the electric part of the Weyl tensor. We found the conditions on the perturbations
so that the mass of adS spacetimes in four and five dimensions are finite. We finally
used the definition of Henneaux and Teitelboim in [74]. We calculated the masses
for Schwarzschild-adS4 and Schwarzschild-adS5 and the masses of adS spacetime with
general perturbations were found to be finite. The boundary conditions we found when
deriving the Henneaux and Teitelboim method agree with [74].
The important point that this analysis reveals is that we need to impose boundary
conditions on the perturbations in order for the mass to be finite. The boundary
conditions on the metric perturbations hµν defined in (2.59) for asymptotically adS
spacetime can be summarised as:
hrr = O(r
−D−1), hmn = O(r−D+3) (2.87)
where m,n include the time coordinate t and the (D − 2) angles. These boundary
conditions guarantee that the mass of the spacetime is finite.
Comparing our calculations for the three methods we found the concept behind the
counterterm method easy to understand and the calculations straightforward. Since
the method involves adding more counterterms as the number of dimensions increases
this method would not be very convenient to implement for higher dimensions as it is
‘ad-hoc’. The Hollands et al. [81] method is elegant since the charges are defined from
the electric part of the Weyl tensor. However in practice this method leads to rather
lengthy expression for the Weyl tensor. This makes it hard to obtain the expressions
for the finite mass. Moreover in practice, the fact that there is a change in coordinates
(Ω is used instead of r) and that we work with physical and unphysical metrics makes
it challenging. In the Henneaux and Teitelboim method [74] the expression for the
conserved charge involves various geometric quantities. Although this method seems
the most complex it is the most elegant and the most convenient. We will be using the
definition of Henneaux and Teitelboim [74] charges when we introduce a scalar field
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in the theory in chapter 3. In [81] Hollands et al. show that their method and the
Henneaux and Teitelboim [74] method are equivalent, Hollands et al also consider the
case of gravity coupled with matter in [81]. When we consider the definition of the
mass for gravity with a scalar field in chapter 3 we will use the fact that the mass of
matter free adS is related to δgrr = hrr.
§ 2.6 Summary
In this chapter we have seen that there are different definitions for the mass in asymp-
totically adS spacetimes. We investigated three methods and we have decided to select
the Henneaux and Teitelboim method [74]. This method has been extended to include
a scalar field in [73]. This is discussed in detail in chapter 5.
Chapter 3
Einstein scalar system in anti-de
Sitter spacetime
In this chapter we present our model which consists of adS gravity minimally coupled
to a massive scalar field with self interacting potential. Our work is concerned with
static, spherically symmetric black hole and soliton solutions in D > 4 spacetime di-
mensions for different event horizon topologies (i.e. k = −1, 0, 1 where k is related to
the event horizon topology). We begin by describing the model with the action and
the field equations. We then consider the behaviour of the scalar field as r → ∞.
By considering different constraints on the scalar field mass m we find four possible
asymptotic expressions for the scalar field. The no hair theorem is then tested, we show
that hair cannot exist if the potential is convex. We then move on to showing that for
nonconvex potentials soliton and black hole solutions exist. We present plots which
show agreement with the statement in [129] that the local maximum of the potential
acts as an asymptotic attractor for the scalar field. We end this chapter by testing the
stability of our solutions under linear perturbations.
§ 3.1 Description of the theory and field equations
We consider gravity minimally coupled to a scalar field in asymptotically adS spacetime.
We assume a static and spherically symmetric spacetime. The model is described by
the following action:
I[g, φ] =
∫
dDx
√−g
[
R− 2Λ
16piG
− 1
2
(∇φ)2 − V (φ)
]
(3.1)
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where the scalar field φ(r) only depends on the radial coordinate r and has a self
interaction potential V (φ). The cosmological constant Λ is related to the adS radius
of curvature L:
Λ = −(D − 1)(D − 2)
2L2
. (3.2)
We define the gravitational coupling κ as κ = 16piG where G is the universal gravita-
tional constant. Following [73] we expand the potential in this form for small φ:
V (φ) =
m2φ2
2
+ C3φ
3 + C4φ
4 + C5φ
5 +O(φ6), (3.3)
where the constants C3, C4, C5 are fixed by the type of potential we choose. When
we vary the action (3.1) with respect to the field variables we obtain the Einstein and
scalar field equations:
Gµν + Λgµν = ∇µφ∇νφ− 1
2
gµν(∇φ)2 − gµνV (φ)
∇µ∇µφ = ∂V
∂φ
. (3.4)
We consider the metric ansatz [28, 85]
ds2 = −H(r)e2δ(r)dt2 +H(r)−1dr2 + r2 dσ2D−2,k, (3.5)
where H(r) and δ(r) are metric functions and
dσ2D−2,k = dθ
2 + f2k (ϕ) dΩ
2 (3.6)
is the line element of the (D − 2)-dimensional horizon with constant curvature. The
function fk(ϕ) depends on k as follows:
fk(ϕ) =

sinϕ for k = 1
ϕ for k = 0
sinhϕ for k = −1.
(3.7)
In adS space the parameter k is related to the topology of the horizon. If k = 1 the
horizon is spherical, if k = 0 the horizon is flat and if k = −1 the horizon is hyperbolic.
To find the field equations of this theory we substitute the ansatz (3.5) and φ(r) = φ
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in (3.4). We obtain:
0 =Hφ′′ +
[
H ′ +Hδ′ + (D − 2)H
r
]
φ′ − ∂V
∂φ
(3.8)
0 =
D − 2
2r
[
H ′ + (H − k)(D − 3)
r
]
+
1
2
Hφ′2 + Λ + V (φ) (3.9)
0 =(D − 2)δ
′
r
− φ′2. (3.10)
We see that the field equations depend on H, H ′, δ′, they also depend on the potential
of the scalar field and its derivative. We can see that the dependence on φ′ is nonlinear
which means the expression for φ(r) will have a complicated structure. There is no
dependence on δ which means one can add an arbitrary constant to δ by rescaling the
time variable. As a result one can set the values of δ0 at the origin or of δh at the
horizon to constants without loss of generality. These field equations are in agreement
with [85] when ξ = 0 where ξ is the coupling between the Ricci scalar and the scalar
field. Solving these equations will give us soliton or black hole solutions but we first
need to investigate the boundary conditions at the origin (r → 0), the black hole horizon
(rh) and at infinity (r →∞).
§ 3.2 Boundary conditions
Boundary conditions at the origin r = 0, at the black hole event horizon r = rh and
at infinity r → ∞ have to be specified before proceeding to solve the field equations
because the equations (3.8-3.10) are singular at these points. We need to define ex-
pansions around the singular points in order to be able to study the behaviour of the
metric functions and the scalar field near those points. At the origin we are looking
for soliton solutions. Possible black hole solutions are found at the black hole event
horizon.
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3.2.1 Boundary conditions at the origin
At the origin solutions exist when k = 1 since the Ricci scalar diverges at the origin
[85] if k 6= 1. The field variables near the origin can be expanded as follows:
H(r) = H0 +H1r +H2r
2 +H3r
3 +H4r
4 +O(r5)
φ(r) = φ0 + φ1r + φ2r
2 + φ3r
3 + φ4r
4 +O(r5)
δ(r) = δ0 + δ1r + δ2r
2 + δ3r
3 + δ4r
4 +O(r5). (3.11)
Putting these expressions back into the field equations (3.8-3.10) and using the Frobe-
nius method, we identify coefficients of the same power and find the coefficients to
be:
H0 = 1
H2 = − 2(V (φ0) + Λ)
(D − 2)(D − 1)
φ2 =
1
2(D − 2)
∂V
∂φ
(φ0)
δ4 =
φ22
D − 2 , (3.12)
with H1 = H3 = φ1 = φ3 = δ1 = δ2 = δ3 = 0. Putting (3.12) back in (3.11) we have:
H = 1− 2(V (φ0) + Λ)
(D − 2)(D − 1)r
2 +O(r4)
δ = δ0 +
φ22
D − 2r
4 +O(r6)
φ = φ0 +
1
2(D − 2)
∂V
∂φ
(φ0)r
2 +O(r4). (3.13)
At this stage δ0 and φ0 are free parameters, δ0 will be fixed by the boundary conditions
at infinity.
3.2.2 Boundary conditions at the black hole event horizon
For a black hole with a regular event horizon at r = rh we have H(rh) = 0. The field
variables can be Taylor expanded around rh as:
H(r) = H ′(rh)(r − rh) +O(r − rh)2
δ(r) = δh + δ
′(rh)(r − rh) +O(r − rh)2
φ(r) = φh + φ
′(rh)(r − rh) +O(r − rh)2. (3.14)
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When we put these expressions in the field equations (3.8-3.10) we obtain:
H ′(rh) =
2rh
D − 2
[
(D − 2)(D − 3) k
2r2h
− Λ− V (φh)
]
δ′(rh) =
φ′2(rh)rh
D − 2
φ′(rh) =
V ′h
H ′(rh)
. (3.15)
The constant φh is arbitrary, and V
′
h =
∂V (φh)
∂φ .
3.2.3 Boundary conditions at infinity
The boundary conditions at infinity are the most subtle. At infinity the scalar field
minimally coupled to adS has the form [73]:
φ(r) = φ∞ + ψ(r) (3.16)
where ψ(r)→ 0 as r →∞ and φ∞ is a constant representing the value of the scalar field
at infinity. Since the field equations only depend on φ′, φ′′ and V (φ) we can consider
φ∞ = 0, without loss of generality. In order to have a spacetime that is asymptotically
adS we write H(r) as:
H =
r2
L2
+ k + J(r) (3.17)
where
J(r)∼r−Σ (3.18)
is subleading compared to the r2/L2 term. The function φ(r) would normally be
expanded as:
ψ =
a0
r∆
+
a1
r∆+1
+O(r−∆+2), (3.19)
but because of the nonlinearity of the field equations (3.8-3.10) the expansion of the
scalar field has a more complicated structure which will be investigated in the next
chapter.
For the moment we write the scalar field as:
ψ =
a0
r∆
+ ... (3.20)
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The potential can be expanded as:
V (φ) = V (φ∞ + ψ) = V (φ∞) +
∂V (φ∞)
∂φ
ψ +
1
2!
∂2V
∂φ2
(φ∞)ψ2 +O(ψ3) (3.21)
and
∂V (φ)
∂φ
=
∂2V (φ∞)
∂φ2
ψ +O(ψ2). (3.22)
Since it has been proven in [129] that φ∞ takes an extremum value of the potential so
∂V (φ∞)
∂φ = 0 and we define:
∂2V (φ∞)
∂φ2
= m2, (3.23)
where we are not assuming that m2 is positive. The expression in (3.23) is in agreement
with (3.3) for small φ(r). Putting (3.17-3.23) in (3.8) we find
Σ = −2∆ + 2 (3.24)
and considering the leading order behaviour in r we obtain the following quadratic
equation for ∆:
1
L2
∆(∆ + 1)− D
L2
∆−m2 = 0. (3.25)
Solving for ∆ we have two roots:
∆ = ∆± =
(D − 1)
2
[
1±
√
1 +
4m2L2
(D − 1)2
]
. (3.26)
We write a more general form for the leading order behaviour function ψ(r):
ψ = ar−∆− + br−∆+ + .... (3.27)
Looking at 3.17 we see that the adS term r2/L2 is dominant provided that the term
J(r) is subdominant. This is the case when ∆− < 2 which is always the case for the
cases we want to investigate. In our plots the values for dm will be chosen so J(r) is
subdominant. Before moving to the different possible asymptotic forms of the scalar
field, we consider the function δ. From (3.10) and using the leading behaviour in (3.27)
we have:
δ =
a2∆−
D − 2
∫
r−2∆−−1 (3.28)
where we see that δ = O(r−2∆−). The metric function δ will always be very small
compared to H(r) and φ(r). This is seen in all the plots for δ in section 3.4.2.
Let us now consider the asymptotic behaviour of the scalar field which depends on the
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mass and the roots (3.26). The roots can be real or imaginary. We use the Frobenius
method to find the different asymptotic forms of φ(r).
• Real solutions
From (3.26) we see that the solutions are real if:
1 +
4m2L2
(D − 1)2 > 0 (3.29)
so the mass of the scalar field is:
m2 > −(D − 1)
2
4L2
. (3.30)
This is the Breitenlohner-Freedman bound [31] which will be discussed in more detail
in the next chapter.
Now we consider the case where m2 > 0. For this case the potential has a minimum at
φ = 0. It is clear that ∆− < 0 and so the a branch in (3.27) is divergent as r →∞. In
this case the expression for the scalar field reduces to the b branch:
φ(r) =
b
r∆+
+ .... (3.31)
The a branch is dominant unless there is some fine tuning, meaning we set a = 0 [129].
In the case where m2 < 0, the potential has a maximum at φ = 0. We have:
0 < 1 +
4m2L2
(D − 1)2 < 1 (3.32)
since we only want real solutions and we have ∆− > 0. In this case providing the roots
∆± are not separated by an integer, both a and b branches are included and the scalar
field has the form (3.27). If they are separated by an integer p i.e. ∆+ − ∆ = p we
have:
φ = ar−∆− + br−∆+ + c ln(r)r−∆+ + .... (3.33)
• Imaginary solutions
We can also use the Frobenius method to find solutions with complex roots. The roots
are complex when:
m2L2 < −(D − 1)
2
4
. (3.34)
In this case the roots are complex conjugates i.e. ∆+ = ∆− and have the form ∆± =
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case m2L2 ∆± φ(r)
case 1 ∆+ > 0,∆− < 0
> 0 ∆+,∆− ∈ R br−∆+ + ...
case 2 < 0 ∆+ > 0,∆− > 0
> − (D−1)24 ∆+,∆− ∈ R ar−∆− + ...+ br−∆+ + ...
6= p2−(D−1)24
case 3 < 0 ∆+ > 0,∆− > 0
> − (D−1)24 ∆+ −∆− ∈ Z+ ar−∆− ...+ br−∆+ + ...+ c ln(r)r−∆+
= p
2−(D−1)2
4
case 4 < − (D−1)24 ∆+ = ∆−
∆± = γ ± iω arγ cos[ω ln(r)] + ...
Table 3.1: Summary of the different roots of (3.25) and different asymptotics for the
scalar field.
γ ± iω where γ and ω are real. The scalar field is oscillatory and has the form:
φ = arγ cos[ω ln(r)] + .... (3.35)
We see that we have four possible cases for the asymptotic form of the scalar field
which we present in Table 3.1. In [129] the four cases are mentioned for D = 4 and
k = 1. Our analysis is a generalisation to D > 4 and for all k. We also present a more
systematic analysis for all the cases.
§ 3.3 No-hair results
We want to investigate the possible existence of hair for the cases in Table 3.1 for
convex potentials which satisfy ∂V∂φ φ > 0. We use the approach described in chapter 1
for a single field. First we multiply (3.8) by φrD−2eδ and then integrate by part using
different limits corresponding to different boundaries. We have:
0 =
∫ y
x
dr
[
∂V
∂φ
φrD−2eδ − φ
(
Hφ′rD−2eδ
)′]
=
∫ y
x
dr rD−2eδ
(
∂V
∂φ
φ+Hφ′2
)
−
[
Hφφ′rD−2eδ
]y
x
. (3.36)
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We restrict our attention to convex potentials for which ∂V∂φ φ > 0, and we assume that
H > 0 for x < r < y. We want to evaluate (3.36) for the different cases, if the boundary
term is zero then the rest of the integral must be equal to zero since the sum of two
positive terms cannot be zero. As a consequence φ = constant so we do not have hair.
We consider the behaviour of the boundary term for three different boundary points:
• For r = 0
For this case x = 0 and the metric functions H, φ and δ are all O(1) according to the
boundary conditions at the origin defined in (3.13). Since φ′ = O(r) the boundary term
is O(rD−1) and the boundary term in (3.36) vanishes as r → 0.
• For r = rh
For this case x = rh. We have H = 0 at r = rh therefore the boundary term will vanish
if all the other terms are finite at r = rh.
• For r =∞
We set y =∞. We will consider the four cases in Table 3.1 separately. We first consider
case 1 where
φ = br−∆+ + ...
φ′ = −b∆+r−∆+−1 + ... (3.37)
As r →∞ the boundary term in (3.36) is:
− b
2
L2
eδr−2∆++D−1 (3.38)
and we have
−2∆+ +D − 1 = −(D − 1)
√
1 +
4m2L2
(D − 1)2 < 0, (3.39)
the exponent of r is negative so the boundary term (3.38) vanishes as r →∞.
We now consider case 2 from Table 3.1 but only the leading behaviour:
φ = ar−∆− + ... (3.40)
and we have:
φ′ = −a∆−r−∆−−1 + .... (3.41)
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In this case the boundary term in (3.36) becomes:
− a
2
L2
∆−eδr−2∆−+D−1 (3.42)
where the exponent of r, namely −2∆−+D− 1, is positive. In this case the boundary
term is negative so (3.36) is the sum of two positive terms which can never be zero.
This is a mathematical contradiction and therefore for case 3 there is no hair.
Finally, we consider case 4:
φ = arγ cos[ω ln(r)] + ...
φ′ = aγrγ−1 cos[ω ln(r)]− arγ sin[ω ln(r)]
(ω
r
)
+ .... (3.43)
For nontrivial solutions we need the boundary term to be positive since the sum of two
positive terms can never be zero. We can see that the first derivative of φ oscillates,
it is negative and positive alternatively. Therefore the condition φ(r)φ′(r) > 0 is not
satisfied since for this case it can sometimes be negative we conclude that there is no
hair.
These no hair results rule out the existence of scalar field hair for convex self-interacting
potentials such as: V (φ) = 12m
2φ2 or V (φ) = λφ4 but not potentials such as the Higgs
potential. As mentioned above, our work generalises the results in [129] as we consider
D dimensions and k = −1, 0, 1. Solutions may exist for nonconvex potentials, we
investigate this in the next session.
§ 3.4 Soliton and black hole solutions
By considering nonconvex potentials it was proven in [129] that stable black hole so-
lutions exist. Torri et al. consider the Higgs potential in D = 4 with k = 1. Our
approach is more systematic, we find soliton and black hole solutions for D > 4 for any
k with two nonconvex potentials.
3.4.1 The method
We want to find numerical solutions near the origin and the black hole horizon using
NDSolve in Mathematica. We therefore need to find suitable expressions for the dif-
ferential equations governing the functions of the theory, namely φ(r), J(r) and δ(r)
and then integrate those. Here we present the method used to obtain soliton solutions,
spherically symmetric black holes and topological black hole solutions for 4 6 D 6 6
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with two different potentials.
We begin by considering the metric function H(r) as given in (3.17). The field equations
(3.8-3.10) can be written in a simpler form in terms of J(r):
0 =
(D − 2)
2r
[
J ′ +
(D − 3)
r
J
]
+
1
2
[
k +
r2
L2
+ J
]
φ′2 + V (φ) (3.44)
0 =
[
k +
r2
L2
+ J
]
φ′′
+
[(
2r
L2
+ J ′
)
+
(
k +
r2
L2
+ J
)
δ′ +
(D − 2)
r
(
k +
r2
L2
+ J
)]
φ′ − ∂V (φ)
∂φ
(3.45)
0 =(D − 2)δ
′
r
− φ′2. (3.46)
The mass of the scalar field is defined as [73]:
m2 = m2∗ + dm
2 (3.47)
where
m2∗ = −
(D − 1)2
4L2
(3.48)
is the Breitenlohner-Freedman mass bound [31]. We then write down the expressions
for the potential and its derivative. In our work we investigate the Higgs potential
expressed as:
V (φ) =
α0
4
(φ2 − v2)2 (3.49)
and the TWI potential from cosmology [50]:
V (φ) = M4
[
1−A
(
φ
φ0
)2
e−φ/B0
]
(3.50)
which is also a nonconvex potential.
The equation that we numerically solve for J(r) is:
J ′ = −D − 3
r
J − r
D − 2
(
k +
r2
L2
+ J
)
φ′2 − 2r
D − 2V, (3.51)
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for the scalar field φ(r) we have:
φ′′ = − φ
′
k + r
2
L2
+ J
[
2r
L2
+ J ′ +
(
k +
r2
L2
+ J
)
δ′ +
(D − 2)
r
(
k +
r2
L2
+ J
)]
+
V ′
k + r
2
L2
+ J
(3.52)
and for the function δ(r) we use:
δ′ =
rφ′2
D − 2 . (3.53)
We want to start integrating at r = 0 or at r = rh but the field equations are singular at
these points. Therefore we start integrating at r =  for soliton solutions, or r = rh + 
for black hole solutions, where  << 1. The power series (3.11) and (3.14) give us
suitable initial conditions. In the expression for Λ in (3.2) we set the adS radius of
curvature L = 1. The other parameters we fix are the number of spacetime dimensions
D, the gravitational coupling κ that we set to one and the the potential parameters v
and α and A and M for the Higgs (3.49) and the TWI (3.50) potentials respectively.
We give more details about how we fix the parameters below.
Higgs potential
The Higgs potential is:
V =
α
4
(φ2 − v2)2. (3.54)
In order to match Henneaux et al. definition [73] for the generic potential (3.3), we
write the Higgs potential as:
V =
α0
4
(
φ2 − v2)2 − α0v4
4
. (3.55)
It follows that:
V ′ = α0
(
φ3 − v2φ) . (3.56)
We present the plots for the possible shapes of the Higgs potential in Figs. 3.1a and
3.1b. This potential is considered in [129] where it has been shown that he scalar field
is asymptotically attracted to the local maximum of the potential as r → ∞. For
m2 > 0 which corresponds to case 1 we see from Fig. 3.1a that the local maximum
occurs at φ = v and there is a local minimum occurring at zero. In this case the scalar
field should converge to one at infinity. From Fig. 3.1b we see that for m2 < 0, the
maximum occurs at φ = 0, the local minimum is located at φ = v. In this case the
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scalar field should go to zero at infinity, this behaviour should be seen for cases 2 and
3 in the next section. In the Mathematica code we set v = 1 without loss of generality.
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(a) Higgs potential with m2 > 0
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(b) Higgs potential with m2 < 0
Figure 3.1: (a) Higgs potential for case 1 with m2 > 0 and v = 1, stationary points
happen at φ = 0 and φ = v. (b) Higgs potential for cases 2 and case 3 with m2 < 0
and v = 1, stationary points happen at φ = 0 and φ = v.
The next step is to define initial conditions for soliton and black hole solutions. The
initial conditions for the metric functions are given in (3.13) and (3.15) respectively.
Here we only give the quantities which are specific to the potential. At the origin, for
the Higgs potential we have:
δorigin = δ0 +
1
D − 2
[
α0
2(D − 2)(φ
3
0 − v2φ0)2
]
r4 + ...
φorigin = φ0 +
α0
2(D − 2)(φ
3
0 − v2φ0)2r2 + .... (3.57)
The quantities at the horizon have the same form as in (3.15).
TWI potential
We extend our work to another nonconvex potential found in cosmology [50] called
Twisted Inflation potential (TWI) with the form:
V (φ) = M4
[
1−A
(
φ
B0
)2
e−φ/B0
]
. (3.58)
where M and B0 are parameters that we can fix, the parameter B0 can be set to one
without loss of generality. In order for the TWI potential to match (3.3) we take off
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the M4 term and set M = 1, we obtain:
V (φ) = −A
(
φ
B0
)2
e−φ/B0 . (3.59)
We have have:
∂V
∂φ
= −A
(
φ
B20
)
e−φ/B0
(
2− φ
B0
)
. (3.60)
The stationary points happen at φ = 0 and φ = 2B0 as we illustrate in Figs. 3.2a, 3.2b
where we set B0 = 1 without loss of generality. To find the expression of A in terms
of parameters of the generic potential (3.3) we expand the exponential function so the
potential has the form:
V = −Aφ2 +Aφ3 − A
2!
φ4 +
A
3!
φ5 + .... (3.61)
By identification of coefficients in (3.3) we have:
m2
2
= −A
C3 = A
C4 = −A
2!
C5 =
A
3!
. (3.62)
The quantities at the origin and horizon are defined as in (3.13) and (3.15) respectively.
We plot the TWI potential for m2 > 0 in Fig. 3.2a and m2 < 0 in Fig. 3.2b. When
m2 > 0 the maximum occurs at φ = 2B0 and the minimum occurs at φ = 0. According
to [129] for this case the potential should converge to two at infinity. When m2 < 0
the maximum occurs at φ = 0 and the minimum occurs at φ = 2B0, for this case the
potential should go to zero infinity.
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Figure 3.2: (a) TWI potential for case 1 with m2 > 0 and B0 = 1, stationary points
happen at φ = 0 and φ = 2B0. (b) TWI potential for cases 2 and case 3 with m
2 < 0
and B0 = 1, stationary points happen at φ = 0 and φ = 2B0.
§ 3.5 Example solutions
Due to the large number of cases we cannot present them all, we therefore illustrate
every case by selected plots. We limit the number of dimensions to 4 6 D 6 6 which
covers all the cases in chapter 4. We set v = 1 for all cases. For the Higgs potential we
have α0 = −m2/v2 and for the TWI potential we have A = −m2/2.
3.5.1 Cases 1
In Figs. 3.3a-3.3c we present black hole solutions for case 1 with the Higgs potential
(3.55) for D = 4 where we vary φh. In Fig. 3.3a the scalar field oscillates then converges
to v = 1 which corresponds to the maximum of the Higgs potential for m2 > 0, this is in
agreement with Fig. 3.1a. The function J(r) presented in Fig. 3.3b decreases rapidly
for all values of φh and δ(r) converges at infinity as shown in Fig. 3.3c. We see similar
effects for D = 5, 6 but with damped oscillations. When we consider topological black
holes with k 6= 1 for D = 4 we do not observe significant changes in φ and J(r) diverges
to −∞ in the same way for all k. However we see that the function δ(r) converges
to a higher value when k = −1, this can be seen in Figs. 3.3d-3.3f. The function δ
(3.28) was expected to be small and converge quickly, this is confirmed in Fig. 3.3c.
Similar behaviour as for D = 4 is seen for D = 5, 6. We also found soliton solutions for
the Higgs potential, the plots in D = 4, 5, 6 have a similar behaviour as the black hole
solutions shown in Figs. 3.3a-3.3f.
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Figure 3.3: Case 1 with Higgs potential (a,b,c) plots showing the effect on φ, J and δ of
varying φh for four-dimensional black hole solutions with dm = 27/10L, v = 1, L = 1
k = 1, κ = 1, rh = 1. (d, e, f) plots showing the effects on φ, J and δ of varying k for
four-dimensional black hole solutions with dm = 27/10L, v = 1, L = 1, κ = 1, rh = 1,
φh = 0.9.
For the TWI potential, the solutions are similar to the Higgs potential except they
have no oscillations as can be seen in Figs. 3.4a-3.4c. We can see that the function φ
converges to two as expected from Fig. 3.2a since the maximum happens at 2B0 (we
set B0 = 1). The metric function J(r) diverges to −∞ and δ converges as r → ∞.
The soliton solutions have a similar behaviour as 3.4a-3.4c. When we consider higher
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dimensions we obtain similar results for soliton and black hole solutions.
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(a) φ when varying φh
10-4 0.001 0.01 0.1 1 10
-1.0
-0.5
0.0
0.5
r-rh
J
Φh=0.4
Φh=0.5
Φh=0.6
Φh=0.7
(b) J(r) when varying φh
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Figure 3.4: Case 1 with TWI potential (a) the effect on the scalar field φ of varying
φh is shown for four-dimensional black hole solutions with dm = 27/10L, v = 1, k = 1,
B0 = 1 (b) the effect on on the metric function J of varying φh is shown for four-
dimensional black hole solutions with dm = 27/10L, v = 1, k = 1, κ = 1 L = 1, B0 = 1
(c) the effect on the metric function δ of varying φh is shown for four-dimensional black
hole solutions with dm = 27/10L, v = 1, k = 1, κ = 1, L = 1, B0 = 1.
3.5.2 Case 2
In Fig. 3.5 we present a black hole solution for case 2 for D = 4 with Higgs potential.
We can see φ vanishing at infinity, J(r) diverges at infinity and δ(r) converges for all
values of φh. For the TWI potential we have similar results. To illustrate this we show
how the three functions vary when we vary the values of φh for D = 6. We see in Fig.
3.6a that the scalar field goes to zero at infinity, Fig. 3.6b shows the behaviour of J(r)
which for this case converges to two at infinity. Fig. 3.6c shows the behaviour of δ
function which converges at infinity. We also investigate topological black holes for this
case with D = 4 for TWI potential. We see in Fig. 3.6d how the scalar field is not very
affected by the change in k. Similar comments apply to J(r) and δ(r) as can be seen
in Figs. 3.6e and 3.6f. We see that J(r) is divergent which is similar to the behaviour
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of J(r) for Higgs potential.
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Figure 3.5: Case 2: Example of four-dimensional black hole solutions with ∆− = 5/4,
∆+ = 11/4, φh = 9/10, L = 1 and k = 1, κ = 1 with Higgs potential
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Figure 3.6: Case 2 with TWI potential (a,b,c) plots of six-dimensional black hole
solution showing the effect of varying φh on φ, J and δ, with dm = 3/4L, k = 1, L = 1,
δh = 0, κ = 1, rh = 1, ∆− = 3/4, ∆+ = 9/4, B0 = 1 (d, e, f) plots of four-dimensional
black hole solution showing the effect of changing k on φ(r), J(r) and δ(r) with with
dm = 3/4L, ∆− = 3/4, ∆+ = 9/4, L = 1, δh = 0, φh = 0.9, κ = 1, rh = 1, B0 = 1.
3.5.3 Case 3
For case 3 we found that for soliton solutions for D = 4 with TWI potential, J(r)
diverges as can be seen in Fig. 3.7c. A similar effect is observed for Higgs potential.
The functions φ and δ converge as it can be seen in Figs. 3.7b and Fig. 3.7d. We have
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also investigated solutions in higher dimensions, the functions φ and δ have similar
behaviour as in four dimensions but the function J converges in higher dimensions as
we can see in Fig. 3.7a. This is true for soliton and black hole solutions for Higgs
potential. When we investigated topological black holes for this case the behaviour was
found to be similar to case 2 seen in Figs. 3.6d-3.6f.
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Figure 3.7: Case 3 (a) plot for four-dimensional black hole solution showing the metric
function J for different dimensions with L = 1, rh = 1, κ = 1, k = 1, v = 1, δh = 0,
φh = 0.4, dm = 1/L with Higgs potential (b, c, d) plots of four-dimensional soliton
solution showing the effect of varying φh on φ, J and δ with with dm = 1/L, L = 1,
δ0 = 0, k = 1, κ = 1, δ0 = 0 ∆− = 3/2, ∆+ = 11/4, with TWI potential.
3.5.4 Case 4
We have plotted graphs of soliton and black hole solutions for case 4 with four, five and
six dimensions. The oscillations are damped as we increase the number of dimensions
as it can be seen by comparing Fig. 3.8a and Fig. 3.8a. For this case φ, J(r) and δ(r)
converge when we vary φ0 or φh. This is true for all dimensions and for both Higgs and
TWI potentials as we illustrate it in Figs. 3.8a - 3.8f. We also investigated topological
black holes with D = 4 for Higgs potential. We see in Fig. 3.9a how the scalar field is
not very affected by the change in k. The difference is more significant for the metric
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functions J(r) and δ(r) as it can be seen in Fig. 3.9b and Fig. 3.9c.
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Figure 3.8: Case 4 (a,b,c) plots showing the effect on φ, J , δ of varying φh for five-
dimensional black hole solutions with ∆− = 3/2 − 10i, ∆+ = 3/2 + 10i, L = 1 and
k = 1, κ = 1, rh = 1 with Higgs potential (d, e, f) plots showing the effect on φ, J , δ of
varying φ0 for four-dimensional soliton solutions with ∆− = 3/2−10i, ∆+ = 3/2+10i,
L = 1 and k = 1, δ0 = 0 with TWI potential
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Figure 3.9: Case 4 (a) the effect on the scalar field φ of varying k is shown for four-
dimensional black hole solutions with ∆− = 3/2 − 10i, ∆+ = 3/2 + 10i, L = 1 and
φh = 9/10 with Higgs potential (b) the effect on the the metric function J of varying k
is shown for four-dimensional black hole solutions with ∆− = 3/2−10i, ∆+ = 3/2+10i,
L = 1 and φh = 9/10 with Higgs potential (c) the effect on the the metric function δ
of varying k is shown for four-dimensional black hole solutions with ∆− = 3/2 − 10i,
∆+ = 3/2 + 10i, L = 1 and φh = 9/10 with Higgs potential.
§ 3.6 Stability analysis
In this section we investigate the stability of the soliton and black hole solutions.
3.6.1 Perturbation Potential
We adopt the same approach as in [114, 129]. So far we have considered spatial depen-
dance only for φ(r), H(r) and δ(r). We now consider linear perturbations depending
on r and t for these three functions as follows. We consider the perturbation Einstein
field equations:
Gµν + Λgµν = ∇µφ∇νφ− 1
2
gµν(∇φ)2 − gµνV (φ) (3.63)
58CHAPTER 3. EINSTEIN SCALAR SYSTEM IN ANTI-DE SITTER SPACETIME
and the scalar equation:
∇µ∇µφ− dV
dφ
= 0. (3.64)
The perturbed functions are:
φ = φ(r) + δφ(t, r)
H = H(r) + δH(t, r)
δ = δ(r) + δδ(t, r) (3.65)
where δφ(t, r), δH(t, r) and δφ(t, r) are the time and space-dependent perturbations.
We will outline the key steps of the analysis.
From the (tr) component of the Einstein equation (3.63) we obtain:
H˙ = −−2rHφ
′φ˙
D − 2
⇒ δH = −2rHφ
′
D − 2 δφ+ F(r) (3.66)
where the prime is the derivative with respect to r and the dot is the derivative with
respect to t and F is an arbitrary function depending on r only. For the function δ we
consider the (tt) component and the (rr) component of the Einstein equation (3.63),
by subtracting them we have:
δ′(D − 2) = rφ′2 − 1
H2e2δ
φ˙2, (3.67)
taking the linear perturbation of (3.67) we have:
δδ′ =
2rφ′
D − 2δφ
′. (3.68)
Now considering the linearised tt component of (3.63) and perturbing it we obtain:
δH
2r2
(D − 2)(D − 3) + (D − 2)
2r
δH ′ = −1
2
δHφ′2 −Hφ′δφ′ − ∂V
∂φ
δφ. (3.69)
Using the equation for δH in (3.66) and differentiating it, we obtain an expression for
δH ′. We use these new expressions for δH and δH ′ in (3.69) and after some algebra
using the equilibrium field equations we obtain a differential equation for the function
F(r):
F ′ +
(
D − 3
r
+
rφ′2
D − 2
)
F = 0. (3.70)
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This is a first order differential equation so we can use an integrating factor to obtain:
F = Ar−(D−3)e−I1 (3.71)
where
I1 =
∫
rφ′2
D − 2dr (3.72)
and A is a constant. At the origin A = 0 if F is regular. Assuming that e−I1 is regular
and setting F = 0 at the event horizon for example ensures that the only possibility is
F ≡ 0. So the metric perturbation in (3.66) is then:
δH = −2rHφ
′δφ
D − 2 . (3.73)
We need to find the scalar perturbation equation now by linearising the scalar field
equation as follows:
δ[∇µ∇µφ]− d
2V
dφ2
δφ = 0, (3.74)
using (3.68) and (3.73) the perturbation equation is:
0 = −e
−2δ
H
δφ¨+Hδφ′′ +
[
H ′ +Hδ′ + (D − 2)H
r
]
δφ′
+
[
2rφ′
D − 2
[
2
∂V
∂φ
−H ′φ′ −Hδ′φ′ − (D − 3)H
r
φ′
]
− ∂
2V
∂φ2
]
δφ. (3.75)
We now introduce the tortoise coordinate r∗ defined by:
dr∗
dr
=
1
Heδ
(3.76)
so we have:
δφ′ =
1
Heδ
d
dr∗
(δφ). (3.77)
For black holes, r∗ ∈ (−∞, 0], more specifically r∗ → −∞ as r → rh and r∗ → 0 as r →
∞. For solitons r∗ ∈ [0, rc], more specifically r∗ → 0 as r → 0 and r∗ → rc = constant
as r →∞, by choice of constant of integration [139].
After some substitutions the perturbation equation in terms of the tortoise coordinate
becomes:
0 = −δφ¨+ d
2
dr2∗
(δφ) +
Heδ
r
(D − 2) d
dr∗
(δφ)
+He2δ
[
2rφ′
D − 2
[
2
dV
dφ
−H ′φ′ −Hδ′φ′ − (D − 3)H
r
φ′
]
− ∂
2V
∂φ2
]
δφ. (3.78)
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Letting δφ = rnΨ we have δφ¨ = rnΨ¨ and substituting it in (3.78) we find that setting
n = −(D − 2)
2
(3.79)
eliminates the first order derivative terms. So we write the scalar field equation (3.78)
in terms of Ψ:
−Ψ¨ + d
2
dr2∗
Ψ +
He2δ
r2
CΨ = 0. (3.80)
After simplifications using the equilibrium field equations we obtain the following ex-
pression for C:
C = H − (D − 2)(D − 3)k
2
+ (V + Λ)r2 − ∂
2V
∂φ2
r2
−2r3φ∂V
∂φ
+ (D − 2)(D − 3)r2k
2
φ′2 − (V + Λ)r4φ′2. (3.81)
Following the approach in [114, 139] we consider time-periodic perturbations Ψ(t, r) =
eiσtΨ(r). We define the perturbation potential to be:
U = −He2δr−2C (3.82)
and (3.80) takes the standard Schro¨dinger equation:
− d
2Ψ
dr∗2
+ UΨ = σ2Ψ. (3.83)
If the eigenvalue σ2 > 0 then σ is real, U > 0 because the operator on the LHS is pos-
itive and the perturbations are stable. If σ2 < 0 this is equivalent to negative energy
eigenvalues, σ is imaginary and the perturbations are unstable. If the potential pertur-
bation U is positive everywhere the solution is stable. if it is not positive everywhere
then further analysis is needed. We are interested in the behaviour of the perturbation
potential U (3.82) at the usual three regions of spacetime:‘
• at r = 0
The initial conditions for the metric functions are (3.13). In this case the perturbation
potential (3.82) reduces to:
U = H0e
2δ0
r2
[
(D − 2)(D − 3)
2
k − 1
]
+O(1). (3.84)
Since we only consider k = 1 at the origin, and H0 = 1 we see that the perturbation
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potential diverges to ∞ at the origin except when D = 4. For the Higgs potential we
can see this by comparing Figs. 3.10a and 3.10b. For the TWI the behaviour is the
same as for Higgs at the origin, this can be seen by comparing Figs. 3.10c and 3.10d.
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(d) TWI: potential perturbation in D = 6
Figure 3.10: (a) Perturbation potential U (3.82) plotted as a function of r for some
four-dimensional solitons with L = 1, φ0 = 0.4, for three different values of dm with
the Higgs potential. In this case the potential is finite at the origin. The behaviour
of the potential at infinity is in accordance with (3.87). (b) Perturbation potential U
(3.82) plotted as a function of r for some five-dimensional soliton with L = 1, φ0 = 0.4,
and three different values of dm with the Higgs potential. In this case the potential
is divergent at the origin as expected from equation (3.84). The behaviour of the
potential at infinity is in accordance with (3.87). (c) Perturbation potential U (3.82)
plotted as a function of r for some four-dimensional solitons with L = 1, φ0 = 0.4, for
three different values of dm with the TWI potential. In this case the potential is finite
at the origin. The behaviour of the potential at infinity is in accordance with (3.87).
(d) Perturbation potential U (3.82) plotted as a function of r for some six-dimensional
soliton with L = 1, φ0 = 0.4, and three different values of dm with the TWI potential.
In this case the potential is divergent at the origin as expected from equation (3.84).
The behaviour of the potential at infinity is in accordance with (3.87).
• at r = rh
At the black hole event horizon all the metric functions are finite and we have H(rh) = 0
so U (3.82) vanishes. The behaviour of the potential perturbation for Higgs potential
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can be seen in Fig. 3.11a and Figs. 3.11b and for the TWI potentials in Figs. 3.11c
and 3.11d.
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• at r →∞
We study the asymptotics of (3.82), that is the behaviour of U as r →∞. For this we
use the expansion for the potential (3.3) and substitute for H(r) using (3.17). We also
know that the leading behaviour of the scalar field at infinity is:
φ = ar−∆− + ... (3.85)
and
φ′ = −a∆−r−∆−−1 + .... (3.86)
By putting (3.85), (3.86) and (3.17) in (3.81) we find the leading order terms in U as
r →∞:
U = −He
2δ
r2
[(
1
L2
+ Λ−m2
)
r2 + 6C3ar
−∆−+2 +O(1)
]
. (3.87)
Therefore the behaviour at infinity is different for each potential.
• For the Higgs potential
For this potential C3 = 0. Therefore U has the general form:
U = −He
2δ
r2
[(
1
L2
+ Λ−m2
)
r2 +O(1)
]
. (3.88)
When m2 = −2/L2 and D = 4 the first term in (3.88) vanishes and the potential (3.88)
becomes
U = −He
2δ
r2
[
−3a
2(1 + 8C4)
2L2
]
+O(r−1) (3.89)
where we write down the term of O(1) explicitly. In this case U is positive and converges
to a constant as r → ∞. This can be seen in Fig. 3.10a and Fig. 3.11a where we see
that when dmL = 1/2 the potential perturbation U converges. When dmL 6= 1/2 in
D = 4, we see that the first term in (3.87)
1
L2
+ Λ−m2 (3.90)
is negative when dmL > 1/2 and positive when dmL < 1/2. Therefore U diverges to
−∞ for all dm < 1/2 and diverges to +∞ for all dm > 1/2 in D = 4. This behaviour
can be seen in Figs. 3.10a and 3.11a. For higher dimensions (3.90) is always negative
therefore the potential perturbation U always diverges to +∞ as seen in Figs. 3.10b
and 3.11b.
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• For the TWI potential
For TWI potential the leading order term in (3.87) also vanishes when dmL = 1/2
in D = 4, but in this case we have C3 6= 0. For this potential C3 > 0 so the term
6C3ar
−∆−+2 in (3.87) is always positive. In this case U < 0 and it diverges to −∞
as r → ∞. For dm 6= 1/2 in D = 4 the first term (3.90) is the same as for the Higgs
potential case, therefore the same analysis applies. For the TWI potential see Figs.
3.10c and 3.11c. We notice that the potential diverges slower when dmL = 1/2 in
D = 4. For higher dimensions the perturbation potential U is always positive as can
be seen in Figs. 3.10d and 3.11d.
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(c) TWI: potential perturbation in D = 4
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(d) TWI: potential perturbation in D = 6
Figure 3.11: (a) Perturbation potential U (3.82) plotted as a function of r for some
four-dimensional black holes with L = 1, φh = 0.4, for three different values of dm with
the Higgs potential. U → 0 as r → rh. The behaviour of the potential at infinity is in
accordance with (3.87). (b) Perturbation potential U (3.82) plotted as a function of r
for some five-dimensional black holes with L = 1, φh = 0.4, for three different values
of dm with the Higgs potential. U → 0 as r → rh. The behaviour of the potential
at infinity is in accordance with (3.87). (c) Perturbation potential U (3.82) plotted
as a function of r for some four-dimensional black hole with L = 1, φh = 0.4, for
three different values of dm with the Higgs potential. The behaviour of the potential
at infinity is in accordance with (3.87). (d) Perturbation potential U (3.82) plotted
as a function of r for some six-dimensional black holes with L = 1, φh = 0.4, for
three different values of dm with the TWI potential. The behaviour of the potential at
infinity is in accordance with (3.87).
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3.6.2 Zero mode
If U > 0 everywhere then (3.83) implies that σ2 > 0 and the solutions are stable. This
is the case in Figs. 3.10b, 3.10d, 3.11b and 3.11d. If (3.83) is not positive everywhere
as can be seen in Figs. 3.10a, 3.10c , 3.11a and 3.11c then more investigation is needed.
The figures show that U > 0 everywhere unless U → −∞ as r → ∞. In these
cases we have to consider the zero mode perturbation Ψ0 which is the solution of the
perturbation equation (3.83) with σ = 0. The zero mode tells us about the stability
of the solutions. If the zero mode has no zeros then the solutions are stable. The
more zeros the zero mode function has the more unstable the solution is [114, 139].The
perturbation potential is negative when:
1
L2
+ Λ−m2 > 0
which corresponds to:
m2 > −D(D − 3)
2L2
.
For these values of m2 the zero mode has to be investigated. We will also do it for the
rest of the values of m2 for a complete analysis. Before we study the behaviour of the
zero mode in the usual three regions of spacetime, we write (3.83) in a simpler form.
When σ = 0 we have:
− d
2
dr2∗
Ψ0 − He
2δ
r2
CΨ0 = 0. (3.91)
We also have
d
dr∗
Ψ0 =
dr
dr∗
d
dr
Ψ0 = Ψ
′
0He
δ (3.92)
where the prime is the derivative with respect to the radial coordinate r. Therefore we
can write:
d2
dr2∗
Ψ0 = (Ψ
′
0He
δ)′Heδ (3.93)
so (3.91) becomes:
−HeδΨ′′0 − (Heδ)′Ψ′0 −
eδ
r2
CΨ0 = 0. (3.94)
Let us investigate the three regions of spacetime:
• At the origin
Near r = 0 we can expand Ψ0 as:
Ψ0 = Ψ1r
α + Ψ2r
α+1 + Ψ3r
α+2 + ... (3.95)
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where α > 0. Using the expansions of the function H(r) and δ(r) in (3.13) we can
substitute in (3.94) and obtain the following quadratic equation for α:
α2 − α+ C0 = 0 (3.96)
where C0 = C(0). From (3.84) we have
C0 = 1− (D − 2)(D − 3)
2
(3.97)
at the origin. Solving (3.96) for α we have:
α =
1
2
± 1
2
√
2D2 − 10D + 9. (3.98)
This agrees with the expression found in [85]. In [85], they consider non-minimal
coupling and zero potential therefore neither the coupling not the scalar field potential
affect (3.98). We want Ψ0 to be regular at the origin so we choose the positive root
when we produce the plots.
• At the horizon
At this point of spacetime we require that:
Ψ = O(r − rh) (3.99)
as r →∞. We can see in Figs. 3.12c, 3.12d, 3.13c, 3.13d that the Ψ0 is regular at the
horizon.
• At infinity
As r →∞ we have Ψ0 = O(r−β). To find the expression for β we have to consider the
leading behaviour of (3.94) at infinity. Substituting (3.17) in (3.94) and considering
the leading order terms we have the following quadratic equation to solve for β:
−β2 + β − (1 + L2Λ + L2m2) = 0 (3.100)
and the solutions are:
β =
1
2
± 1
2
√
1 + 2D(D − 3) + 4m2L2. (3.101)
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The behaviour of Ψ0 is subtle. The constant β is real if and only if:
1 + 2D(D − 3) + 4m2L2 > 0
⇒ m2 > −1− 2D(D − 3)
4L2
. (3.102)
In this case the dominant behaviour of Ψ0 will be from taking the negative sign in
(3.101). We therefore have:
β =
1
2
− 1
2
√
1 + 2D(D − 3) + 4m2L2. (3.103)
Now β is positive if and only if:
m2 < −D(D − 3)
2L2
, (3.104)
in this case Ψ0 → 0 as r →∞. When
m2 > −D(D − 3)
2L2
(3.105)
the zero mode perturbation Ψ0 diverges as r → ∞. So when β is real, Ψ0 → 0 as
r →∞ when −1− 2D(D − 3)
4L2
< m2 < −D(D − 3)
2L2
. (3.106)
This can be seen for D = 4 in Fig. 3.12a where the zero mode goes to zero as r →∞
for dmL = 1/2. This corresponds to subcase 2a in the next chapter. We find that the
zero mode has no zeros and so we deduce that there can be no negative eigenvalues
σ2 < 0 of the perturbation equation (3.83), in other words, the solutions are stable.
This can be seen in Figs. 3.12a-3.12d for Higgs potential and in Figs. 3.13a-3.13d for
TWI potential.
The constant β is complex when:
m2 <
−1− 2D(D − 3)
4L2
. (3.107)
We notice that in D = 4 this is the same condition on m2 as for case 4 namely:
m2 < −(D − 1)
2
4L2
. (3.108)
We see that if D = 4 (3.107) and (3.108) are the same so these will give oscillatory
solutions illustrated in Fig. 3.12a. However in higher dimensions we see that (3.107) is
more negative than (3.108) so for case 4 as we increase the number of dimensions we
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will have fewer zeros of the zero modes. This explains why we see damped oscillations
in Ψ0 as we increase the dimensions. This can be seen by comparing Figs. 3.12c and
3.12d for Higgs potential, and comparing Fig. 3.13c and Fig. 3.13d for TWI potential.
There is at least one negative eigenvalue σ2 < 0 of the perturbation equation (3.83)
and the solutions are unstable. This behaviour can be seen for soliton and black hole
solutions for Higgs in Figs. 3.12a-3.12d and for TWI potential in Figs. 3.13a-3.13d.
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(a) Higgs: Zero mode Ψ0 in D = 4
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(b) Higgs: Zero mode Ψ0 in D = 5
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(c) Higgs: Zero mode Ψ0 in D = 4
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(d) Higgs: Zero mode Ψ0 in D = 5
Figure 3.12: (a) Zero mode Ψ0 plotted as a function of r for some four-dimensional
soliton solution with L = 1, φ0 = 0.4 with four different values for dm with Higgs
potential. (b) Zero mode Ψ0 plotted as a function of r for some five-dimensional
soliton solution with L = 1, φ0 = 0.4 and dm = 3/4. with Higgs potential. (c) Zero
mode Ψ0 plotted as a function of r for some four-dimensional black hole solutions with
L = 1, φ0 = 0.4 with four different values for dm with Higgs potential. (d) Zero mode
Ψ0 plotted as a function of r for some five-dimensional black hole solution with L = 1,
φ0 = 0.4 and dm = 3/4. with Higgs potential.
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(a) TWI: Zero mode Ψ0 in D = 4
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(b) TWI: Zero mode Ψ0 in D = 6
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(c) TWI: Zero mode Ψ0 in D = 4
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(d) TWI: Zero mode Ψ0 in D = 6
Figure 3.13: (a) Zero mode Ψ0 plotted as a function of r for some four-dimensional
soliton solution with L = 1, φ0 = 0.4 with four different values of dm with TWI
potential. (b) Zero mode Ψ0 plotted as a function of r for some six-dimensional soliton
solutions with L = 1, φ0 = 0.4 for four different values of dm with TWI potential. (c)
Zero mode Ψ0 plotted as a function of r for some four-dimensional black hole solutions
with L = 1, φ0 = 0.4 with four different values of dm with TWI potential. (d) Zero
mode Ψ0 plotted as a function of r for some six-dimensional black hole solutions with
L = 1, φ0 = 0.4 for four different values of dm with TWI potential.
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§ 3.7 Results tables
dm Ψ0 stability
dm >
1
4
and dm 6= 1
2
Ψ0 divergent, no zeros Stable
dm =
1
2
Ψ0 → constant, no zeros Stable
0 < dm <
1
4
Ψ0 → 0, no zeros Stable
Imaginary Ψ0 oscillates Unstable
Table 3.2: Zero mode summary table D = 4 for Higgs and TWI potential
dm Ψ0 stability
dm >
1
4
and dm 6= 1
2
Ψ0 divergent, no zeros Stable
dm =
1
2
Ψ0 divergent, no zeros Stable
0 < dm <
1
4
Ψ0 divergent, no zeros Stable
Imaginary Ψ0 oscillates Unstable
Table 3.3: Zero mode summary table D > 4 for Higgs and TWI potential
The stability test can be related to the four cases of the scalar field. Cases 2 and 3 are
stable, case 4 is unstable since it corresponds to the oscillatory case. Case 1 is different
from the rest of the cases since the scalar field does not vanish at infinity therefore the
stability analysis presented above is not straightforward to apply. The stability will
depend on the behaviour of φ, J and δ at equilibrium.
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§ 3.8 Summary
In this chapter we have seen that when we consider a scalar field with self interaction
potential minimally coupled to gravity, four cases arise at infinity. We have proven
some no-hair theorems assuming convex potential. However by considering nonconvex
potentials such as the Higgs potential and the TWI potential we have found soliton
and black hole solutions. In order to test the stability of the solutions we considered
a perturbation potential and we investigated the zero mode. Cases 2 and 3 are stable.
Case 4 is unstable, when case 1 shows oscillations we expect it to be unstable.
Chapter 4
Detailed asymptotics at infinity
In this chapter we are concerned with investigating the details of the asymptotic form
of the scalar field as r → ∞ by considering the subleading terms. Different subcases
arise depending on the mass range of the scalar field. Cases 2 and 3 in Table 3.1
subdivide into several subcases. We will see that the presence of the scalar field has a
back reaction on the metric and we will present expressions for the metric perturbation
δgrr that we now call hrr. We present the method we used to find the coefficients in
the expansion of the scalar field and the expansion of hrr. We start by giving some
motivation to explain why we need subleading terms before moving onto studying the
detailed asymptotics at infinity and obtaining expressions for the coefficients.
§ 4.1 Motivation
When we include a scalar field in our model the metric asymptotically approaches
adS spacetime at infinity slower than in the absence of matter [73]. The mass Q0 as
defined by Henneaux and Teilteboim in (2.62) is no longer finite. The total mass of
the spacetime has to be redefined to account for the slow fall off of the scalar field at
infinity. For this we need to obtain the subleading terms in the expansion of the scalar
field. In the previous chapter we have seen that the scalar field can take four different
forms at infinity depending on conditions on its mass and the two roots ∆− and ∆+
(3.26) (Table 3.1). When we calculate the mass of the Einstein-Gravity system with
a self interaction potential the leading behaviour of the scalar field is not enough. We
have to consider subleading terms in the expansion of the scalar field.
In [73] Henneaux et al. consider cases 2 and 3. In this chapter we review their results
but we use our method based on the field equations to find important coefficients of
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the theory. For these two cases the mass of the scalar field is considered to be above
the Breitenlohner-Freedman bound [31, 106]:
m2 = m2∗ + dm
2, (4.1)
where
m2∗ = −
(D − 1)2
4L2
. (4.2)
is the Breitenlohner-Freedman bound [31, 106]. This bound presents interesting physics
properties as it is a condition for stability. It is wieldy considered in literature [17, 59,
63, 71, 78, 79, 84, 103, 111, 125].
As the mass m2 increases the scalar field acquires more subleading terms. We need to
keep the a branch and the b branch in the scalar field expression because they contain
∆− and ∆+ respectively. The field equations are a set of nonlinear equations, therefore
the scalar field will be of the form:
φ(r) = c1r
−∆− + c2r−2∆− + c3r−3∆− + ...+ c4r−∆+ + ... (4.3)
where c1, c2, ... are constants. As we can see in (4.3) we consider terms with powers of
r that are multiples of ∆− such as r−2∆− , r−3∆− etc. Since ∆− < ∆+ we have to find
all the terms with powers n∆−, with n ∈ N, which are larger than r−∆+ . These terms
are essential to obtain a finite expression for the mass of the spacetime. All the other
terms can be ignored.
As a consequence of these extra terms in the scalar field the metric perturbation hrr
(2.61) seen in chapter 2 is also going to acquire extra terms due to the scalar field
back reaction. We have seen in chapter 2 that in order for the mass to be finite in
an asymptotically adS spacetime we need hrr to be O(r
−D−1) (2.87). When we add a
scalar field, the metric perturbation has the form [73]:
hrr = y(r) + z(r) (4.4)
where
z(r) =
frr
rD+1
+O
(
r−(D+2)
)
. (4.5)
In (4.4), the function y(r) arises from the back reaction of the scalar field, frr is a
constant. In the absence of the scalar field, y(r) = 0 and we recover the result from
asymptotically adS spacetime in chapter 2. We will see that in our calculations in
the sections below we need to make sure we always have a frr term in our expression
of the metric perturbation and we need to include all the terms that are larger than
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O(r−D−1).
We start with case 1 in Table 3.1 which is the simplest case and does not have subcases.
For case 2 we have subcases in four dimensions and subcases for higher dimensions.
Case 3 groups all the subcases where the logarithmic branch is switched on. Finally we
consider case 4 from table 3.1 which is the oscillatory case.
§ 4.2 Details
4.2.1 Case 1
For this case we see in Table 3.1 that m2 > 0 for all D. This case is the simplest case
treated. Both roots are real but ∆− is negative, only the b branch (i.e. the branch
containing ∆+) survives as we have seen in our analysis in chapter 3:
φ(r) =
b
r∆+
+ ... (4.6)
and the metric perturbation is:
hrr =
frr
r5
+ ... (4.7)
We see that there is no contribution coming from the scalar field in the expression for
hrr. This case does not arise in practice unless there is a fine-tuning to switch off the
a branch by setting a = 0.
4.2.2 Case 2
We start with the cases for four dimensions, there are four subcases which we will
present separately:
Subcase 2a: 0 < dm2 < 1
4L2
in D = 4
For this case 3/2 < ∆+ < 2, and 1 < ∆− < 3/2. The only term that dominates over
r−∆+ is r−∆− so the expression for the scalar field is:
φ(r) =
a
r∆−
+
b
r∆+
+ ... (4.8)
and the metric perturbation acquires an extra term due to the scalar field back reaction,
having the form:
hrr =
κL2
r2
(α1a
2r−2∆−) +
frr
r5
+ ... (4.9)
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where α1 is a coefficient that we will determine in section 4.4.
Subcase 2b: 1
4L2
< dm2 < 9
16L2
in D = 4
In this subcase 2 < ∆+ < 9/4 and 3/4 < ∆− < 1 and the scalar field picks up a term
of order r2∆− :
φ = ar−∆− + β1a2r−2∆− + br−∆+ + ... (4.10)
the term of order r−3∆− is smaller than br−∆+ so it can be neglected. The metric
perturbation is:
hrr =
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆−) +
frr
r5
+ ... (4.11)
The coefficients β1, α1 and α2 are determined in section 4.4.
Subcase 2c: 9
16L2
< dm2 < 81
100L2
in D = 4
For this range of dm2 we have 9/4 < ∆+ < 12/5 and 3/5 < ∆− < 3/4. The scalar field
picks up yet another term of order r−3∆− and we have:
φ = ar−∆− + β1a2r−2∆− + β2a3r−3∆− + br−∆+ + .... (4.12)
The next term with the smaller root in it is of order r−4∆− but is smaller than br−∆+
so it can be neglected. The metric perturbation has the form:
hrr =
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆− + α3a4r−4∆−) +
frr
r5
+ ... (4.13)
where we have three terms coming from the scalar field back reaction, the coefficients
β1, β2, α1, α2, α3 are determined in section 4.4.
Subcase 2d: 81
100L2
< dm2 < 1
L2
in D = 4
This is the most complicated case, for this case the ranges for the roots are 12/5 <
∆+ < 5/2 and 1/2 < ∆− < 5/2. The scalar field has the form:
φ = ar−∆− + β1a2r−2∆− + β2a3r−3∆− + β3a4r−4∆− + br−∆+ + ... (4.14)
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The term r−5∆− is subleading in this case because it is smaller than br−∆+ and does
not need to be included. The metric perturbation is:
hrr =
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆− + α3a4r−4∆− + α4a5r−5∆−) +
frr
r5
+ ... (4.15)
where we have included the first power of r which has frr as a coefficient. It is obvious
that terms with O(r−6) are subleading.
Subcases 2e for D = 5 and 2f for D = 6: 0 < dm2 < (D−1)
2
36L2
For subcase 2e we have 2 < ∆+ < 7/3 and 5/3 < ∆− < 2. For subcase 2f we have
5/2 < ∆+ < 10/3 and 5/3 < ∆− < 5/2. For these two subcases the scalar field has the
form:
φ = ar−∆− + br−∆+ . (4.16)
We do not need to include the next power in ∆− as it is smaller than br−∆+ . The
metric perturbation is:
hrr =
κL2
r2
(α1a
2r−2∆−) +
frr
rD+1
+ ... (4.17)
where α1 is determined on section 4.4. This is the only case that arises in D > 7. This
is why we consider only D = 4, 5, 6 as these dimensions cover all the interesting cases.
Subcases 2g in 5D, 2h in D = 6: (D−1)
2
36L2
< dm2 < 1
L2
For subcase 2g we have 8/3 < ∆+ < 3 and 1 < ∆− < 4/3. For subcase 2h the ranges
of the roots are 10/3 < ∆+ < 7/2 and 3/2 < ∆− < 5/3 for 2f . The expression for the
scalar field is:
φ = ar−∆− + β1a2r−2∆− + br−∆+ + ... (4.18)
as the term of order r−2∆− is smaller than br−∆+ and the metric perturbation is:
hrr =
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆) +
frr
rD+1
+ .... (4.19)
where we have included all the terms that are bigger than O(r−D−1) coming from the
scalar field back reaction.
We see that cases 2 presented in Table 3.1 subdivides into subcases. The scalar field
and the metric perturbation acquire more terms as the mass of the scalar field increases.
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4.2.3 Case 3
Let us now consider case 3 from Table 3.1 when the scalar field acquires a logarithmic
branch.
Subcases 3a for D = 4, 3b for D = 5 and 3c for D = 6: dm2 = (D−1)
2
36L2
In this case we have ∆+ = 2∆− = 2(D − 1)/3 the scalar field picks up a logarithmic
branch of order r−2∆− . The expansion of the scalar field is:
φ(r) = ar−∆− + (D − 1− 3∆−)β1a2 log(r)r−∆+ + br−∆+ + ... (4.20)
where the term of order r−3∆− is not contributing since we have ∆+ = 2∆−. The
metric perturbation is:
hrr =
κL2
r2
[
α1a
2r−2∆− + (−D + 1 + 3∆−)α2 log(r)a3r−3∆−
]
+
frr
rD+1
+ ... (4.21)
These expansions are valid for 4, 5 and 6 dimensions.
Subcase 3d: dm2 = 9
16L2
for D = 4
In this case the roots are ∆+ = 3∆− = 9/4. The scalar field expansion picks up terms
of order r−3∆− :
φ(r) = ar−∆− + β1a2r−2∆− − (4∆− − 3)β2a3 log(r)r−∆+ + br−∆+ + ... (4.22)
and the term of order r−4∆− does not contribute. The metric perturbation is:
hrr =
κL2
r2
[
α1a
2r−2∆− + α2a3r−3∆− +
9
8
(4∆− − 3)β2a4 log(r)r−4∆−
]
+
frr
r5
+ ... (4.23)
where coefficients β1, β2, α1, α2 are determined in section 4.4.
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Subcase 3e: dm2 = 81
100L2
for D = 4
This is the most complicated case with a logarithmic branch, we have ∆+ = 4∆− =
12/5 and the scalar field has the form:
φ = ar−∆− + β1a2r−2∆− + β2a3r−3∆− − (5∆− − 3)β3a4 log(r)r−∆+
+br−∆+ + ... (4.24)
terms of O(r5∆) and smaller orders do not to be included as they are negligible. For
this subcase the metric perturbation is:
hrr =
κL2
r2
[
α1a
2r−2∆− + α2a3r−3∆− + α3a4r−4∆− +
24
25
(5∆− − 3)β3a5 log(r)r−5∆
]
+
frr
r5
+ ... (4.25)
where we see that again we have a term of O(r−5) which has frr in its coefficient. The
coefficients β1, β2, β3, α1, α2, α3 are determined in section 4.4.
4.2.4 Case 4
For this case dm2 < 0 for all D. As we have seen in Table 3.1 in case 4 the roots have
the form:
∆± = γ ± iω (4.26)
where
γ =
(D − 1)
2
(4.27)
and
ω =
√
−4m2L2
(D − 1)2 − 1 (4.28)
where ω is real. The scalar field has the form:
φ(r) = ar−γ+iω + br−γ−iω + ... (4.29)
and the metric perturbation is:
hrr = Ar
−2γ−2+2iω +Br−2γ−2−2iω +
frr
rD+1
+ ... (4.30)
where A and B are coefficients that we determine in chapter 5. The scalar field and
the metric perturbation have oscillatory behaviour.
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§ 4.3 Tables of results
The different possibilities are covered in the subcases presented above by considering
D = 4, 5, 6. For D > 7 only the behaviour of subcases 2e and 2f appears. That is the
scalar field has a mass range 0 < dm2 < (D−1)
2
36L2
and has the form (4.16). The metric
perturbation has the form (4.17)). In Table 4.1 we present a summary table of scalar
field forms for all the subcases, in Table 4.2 we present the expansions of hrr.
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Case constraints on dm2 D φ(r)
1 dm2 > −m2∗ D br−∆+ + ...
2a 0 < dm2 <
1
4L2
4 ar−∆− + br−∆+ + ...
2b
1
4L2
< dm2 <
9
16L2
4 ar−∆− + β1a2r−2∆ + br−∆+ + ...
2c
9
16L2
< dm2 <
81
100L2
4 ar−∆− + β1a2r−2∆− + β2a3r−3∆−
+ br−∆− + ...
2d
81
100L2
< dm2 <
1
L2
4 ar−∆− + β1a2r−2∆− + β2a3r−3∆−
+ β3a
4r−4∆− + br−∆+ + ...
2e, 2f 0 < dm2 <
(D − 1)2
36L2
5, 6 ar−∆− + br−∆+ + ...
2g, 2h
(D − 1)2
36L2
< dm2 <
1
L2
5, 6 ar−∆− + β1a2r−2∆− + br−∆+ + ...
3a, 3b, 3c dm2 =
(D − 1)2
36L2
4, 5, 6 ar−∆− + (D − 1−∆−)β1a2 log(r)r−∆+
+ br−∆+ + ...
3d dm2 =
9
16L2
4 ar−∆− + β1a2r−2∆−
+ (3− 4∆−)β2a3 log(r)r−∆+
+ br−∆+ + ...
3e dm2 =
81
100L2
4 ar−∆− + β1a2r−2∆− + β2a3r−3∆−
− (5∆− − 3)β3a4 log(r)r−∆+
+ br−∆+ + ...
4 dm2 < 0 D ar−γ+iω + br−γ−iω
Table 4.1: Summary table: Asymptotic form of φ(r) for all the subcases
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Case constraints on dm2 D hrr
1 dm2 > −m2∗ D
frr
rD+1
+ ...
2a 0 < dm2 <
1
4L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆−) + ...
2b
1
4L2
< dm2 <
9
16L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆−)
+ ...
2c
9
16L2
< dm2 <
81
100L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆−
+ α2a
3r−3∆− + α3a4r−4∆−) + ...
2d
81
100L2
< dm2 <
1
L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆−
+ α3a
4r−4∆− + α4a5r−5∆−) + ...
2e, 2f 0 < dm2 <
(D − 1)2
36L2
5, 6
frr
rD+1
+
κL2
r2
(α1a
2r−2∆−) + ...
2g, 2h
(D − 1)2
36L2
< dm2 <
1
L2
5, 6
frr
rD+1
+
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆−)
+ ...
3a, 3b, 3c dm2 =
(D − 1)2
36L2
4, 5, 6
frr
rD+1
+
κL2
r2
[
α1a
2r−2∆−
]
+
κL2
r2
[
(D − 1−∆−)α2 log(r)a
3
r−3∆−
]
+ ...
3d dm2 =
9
16L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆− + a3r−3∆−
+ (4∆− − 3)β2a4 9
8
log(r)r−4∆−) + ...
3e dm2 =
81
100L2
4
frr
r5
+
κL2
r2
(α1a
2r−2∆− + a3r−3∆−
+ (4∆−3)β2a4
9
8
log(r)r−4∆−) + ...
4 dm2 < 0 D
frr
rD+1
+Ar−2γ−2+2iω +Br−2γ−2−2iω
+ ...
Table 4.2: Summary table: Asymptotic form of hrr for the different subcases
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§ 4.4 Expressions for the constants of the theory
We have seen that the expressions for the scalar field and the metric perturbation
contain unknown coefficients. In this section we present our method to obtain the
expressions of the coefficients α1, α2, α3, α4, β1, β2, β3 using our own mathematica code.
This section is split in two parts. We need to find J(r) (3.18) in terms of hrr first.
Then we use the field equations expressed in terms of J(r) (3.44-3.46) to find all the
coefficients that appear in the previous section.
4.4.1 Expression for J in terms of hrr
In our calculations we are dealing with different quantities that can be expanded but
we want to extract and keep only the information we need. We want to always keep
the frr term that appears in hrr (Table. 4.2) in our expressions for this reason we want
to obtain an expression of J(r) where it explicitly depends on hrr. We consider the
metric component:
grr =
(
k +
r2
L2
+ J(r)
)−1
=
(
k +
r2
L2
)−1
+ hrr. (4.31)
It follows that
J(r) =
(
k +
r2
L2
) 1
1 + hrr
(
k + r
2
L2
) − 1
 (4.32)
which can be written on terms of a series expansion as:
J(r) =
∞∑
i=1
(−1)i
(
k +
r2
L2
)i+1
hirr. (4.33)
We have now obtained an expansion form for J(r) in terms of hrr. We do not need
all the terms in J(r). We want to make the right cut off for J(r) and keep only the
relevant terms. The relevant terms are the first term where frr coefficient appears and
any terms that are larger as r → ∞. This becomes clearer with an example. In this
section we show how it is done for the subcase 2a but the method is applicable to the
rest of the cases.
We consider subcase 2a for which 0 < dm2 < 1
4L2
. We start by defining Jterm1 as:
Jterm1 = hrr
(
k +
r2
L2
)
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for case 2a this gives the expression:
Jterm1 = a
2r−5+2dmLα1 + a2r−3+2dmLα1 +
frr
r5
+
frr
L2r3
where we see frr appearing. We then want to extract the powers of r in the expression
above, for this purpose we use the command Exponent which will generate a list of all
the exponents that we name Jterm1PowerList for convenience:
Jterm1PowerList = {−5,−3,−5 + 2dmL,−3 + 2dmL}. (4.34)
We see that there are four powers or r and we want to know which ones are too small
to keep i.e. the once corresponding to terms that are subdominant. We create a loop
with two For loops and one If loop (Fig. 4.1). The first For loop with the index i is
Figure 4.1: Loop to cut off J(r) expression
concerned with the elements in the power list, the index i allows the progression from
one element of the list to the next. We see from the expression for Jterm1 in (4.34)
that the biggest power of r that has frr as a coefficient is r
−3, this will determine our
cut-off. If the element of the power list chosen is smaller than −3 then it is added to a
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separated list called Jsubstract using the Cases command. Finally:
Jterm1Short = JtermShort− JSubtract (4.35)
is the final expression for Jterm1 with all necessary cancellations done.
This process is repeated for the other terms in the sum of J(r) (4.33). The next term
is called
Jterm2 = (Jterm1Short)
2 (4.36)
and we run the same loop for it. In more general terms in Jterm (Jterm1, Jterm2 =
(Jterm1)
2, Jterm3 = (Jterm1)
3 etc) we extract the powers of r, every power is compared
with the biggest power of r which has frr as its coefficient. The reason we need to keep
the frr term is because it appears in the expression for the mass in the matter-free
asymptotically adS spacetime mass calculation in chapter 2. From Fig. 4.1 we see
that the powers of r smaller than −3 are cut off. We are then only left with relevant
terms. The final simplified expression of the sum for J (4.33) has therefore the following
structure:
Jshort = −Jterm1short
(
k +
r2
L2
)
+ [Jterm1short]
2
(
k +
r2
L2
)
− [Jterm1short]3
(
k +
r2
L2
)
+ ... (4.37)
The idea is to keep on adding powers of Jterm1short until no terms survive the cut
off. For the subcase 2a only Jterm1short contributes so:
J(r) = −Jterm1short
(
k +
r2
L2
)
= − frr
L2r3
− frr
L4r
− α1a
2r−1+2dmL
L
− α1a2kr−3+2dmL. (4.38)
Since we have multiplied by a factor of r2, when we run a loop to find the final expression
for J(r) we need to change our cut off to O(r−1). We finally obtain the most simplified
expression:
Jshort = − frr
L4r
− α1a
2r−1+2dmL
L
. (4.39)
This method will be used for all the subcases in order to obtain simplified expressions
for J(r).
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4.4.2 Method for finding the coefficients
The coefficients that appear in the expansions of the scalar field and the metric pertur-
bation in Tables 4.2 and 4.1 are very important for the mass calculations in the next
chapter. Here we present our own method of obtaining these coefficients. We give the
details for subcase 2d but the method is applicable to the rest of the cases.
For case 2d we have:
81
100
< dm2L2 < 1 (4.40)
and:
∆− =
3
2
− dmL (4.41)
∆+ =
3
2
+ dmL (4.42)
where L > 0 and dmL > 0. The reason why we chose this subcase is because we can
see in (4.14) and (4.15) that it contains the coefficients, β1, β2, β3, α1, α2, α3, α4. In
our code roots ∆± are defined as in (3.26). We then enter the asymptotic expressions
(4.14) for φ and (4.15) for hrr for this case.
We consider the field equations expressed in terms of J(r) (3.44):
E1 = D − 2
2r
[
J ′ +
(D − 3)
r
J
]
+
1
2
H(φ′)2 + V (φ) = 0. (4.43)
The way we proceed is to break down (4.43) into two parts that we call
E1Part1 = D − 2
2r
[
J ′ +
(D − 3)
r
J
]
(4.44)
and
E1Part2 = 1
2
H(φ′)2. (4.45)
We simplify the expression for J(r) using the method described in 4.2.1, that is per-
forming a cut-off at O(r−1). The simplified expression for J(r) for subcase 2d is:
Jshort = − frr
L4r
− a
2r−1+2dmLα1
L2
− a
3r−
5
2
+3dmLα2
L2
+
a4r−4+4dmL
(
α1
2 − α3
)
L2
+
a5r−
11
2
+5dmL(2α1α2 − α4)
L2
. (4.46)
We use O(r−3) as our default cut-off as this was the cut off we used for the first term
in J(r) that we called Jshort1. We simplify all the terms in (4.44) and (4.45) by
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performing cut-offs at O(r−3) except for the term (φ′)2 in (4.45) where we had to
perform a cut-off at O(r−5) for crucial cancelations to happen later. We check that we
keep all the terms that we need, in particular we check that after every cut-off we still
have frr, a and b parameters in our expressions. After the cut-offs are performed, much
simpler expressions for (4.44) and (4.45) are obtained, these are too long to present here.
Next we consider the general potential V (φ) defined as:
V (φ) =
1
2
m2φ2 + C3φ
3 + C4φ
4 + C5φ
5. (4.47)
In order to do some necessary simplifications we split the potential as follows:
V1 =
1
2
m2φ2
V2 = C3φ
3
V3 = C4φ
4
V4 = C5φ
5 (4.48)
and each of these terms is simplified using a cut at O(r−3) following Fig. 4.1. For
subcase 2d all the terms in (4.48) were found to have a contribution. For other subcases
not al the terms in (4.48) contribute. Putting together all the simplified terms (4.43)
becomes:
E1(simplified) = E1Part1(simplified) + E1Part2(simplified)
+V (simplified) = 0. (4.49)
Now we consider the field equation (3.8):
E2 = Hφ′′ +
[
H ′ + (D − 2)H
r
]
φ′ +Hδ′φ′ − ∂V
∂φ
= 0. (4.50)
We break (4.50) into the following expressions:
E2Part1 = Hφ′′
E2Part2 =
[
H ′ + (D − 2)H
r
]
φ′
E2Part3 = Hδ′φ′. (4.51)
We perform a cut-off at O(r−3) for the equations in (4.51). Similarly to V (φ) above,
4.4. EXPRESSIONS FOR THE CONSTANTS OF THE THEORY 87
we consider the individual terms of ∂V (φ)∂φ as follows:(
∂V
∂φ
)
1
= m2φ(
∂V
∂φ
)
2
= 3C3φ
2(
∂V
∂φ
)
3
= 4C4φ
3(
∂V
∂φ
)
4
= 5C5φ
4 (4.52)
These are also cut-off at O(r−3) following the method described in 4.2.1. The simplified
version of (4.50) is:
E2(simplified) = E2Part1(simplified) + E2Part2(simplified)
+E2Part3(simplified) + ∂V
∂φ
(simplified) = 0. (4.53)
To make sure all the cancellations have been made we also perform a cut-off at O(r−3)
for (4.49) and (4.53). The simplified field equations are too long to be presented here.
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For both equations (4.49) and (4.53) we extract the coefficients of every power of r.
From (4.49) and (4.53) we obtain the following coefficients:
Coefficient1 = a
2dm2 − 3a
2dm
2L
− 2a
2dmα1
L
Coefficient2 =
a3C3
L2
+
3a3α2
2L2
− 3a
3dmα2
L
+3a3dm2β1 +
9a3β1
4L2
− 6a
3dmβ1
L
Coefficient3 =
a4C4
L2
− 1
2
a4dm2α1 − 9a
4α1
8L2
+
3a4dmα1
2L
− 3a
4α21
L2
+
4a4dmα21
L
+
3a4α3
L2
− 4a
4dmα3
L
+
3a4C3β1
L2
+
5
2
a4dm2β21 +
27a4β21
8L2
−6a
4dmβ21
L
+ 4a4dm2β2 +
9a4β2
2L2
− 9a
4dmβ2
L
Coefficient4 =
a5C5
L2
− 1
2
a5dm2α2 − 9a
5α2
8L2
+
3a5dmα2
2L
+
3a5dmα2
2L
+
3a5dmα2
2L
− 9a
5α1α2
L2
+
10a5dmα1α2
L
+
9a5α4
2L2
+
9a5α4
2L2
− 5a
5dmα4
L
+
4a5C4β1
L2
− 2a5dm2α1β1
−9a
5α1β1
2L2
+
6a5dmα1β1
L
+
3a5C3β
2
1
L2
+
3a5C3β2
L2
+7a5dm2β1β2 +
45a5β1β2
4L2
− 18a
5dmβ1β2
L
+ 5a5dm2β3
+
27a5β3
4L2
− 12a
5dmβ3
L
Coefficient5 = −3a
2C3
L2
+ 3a2dm2β1 +
9a2β1
4L2
− 6a
2dmβ1
L
Coefficient6 =
9
4
a3dm2 − 27a
3
16L2
− 4a
3C4
L2
+
27a3dm
8L
+
1
2
a3dm3L− 3a3dm2α1
−9a
3α1
4L2
+
6a3dmα1
L
− 6a
3C3β1
L2
+ 8a3dm2β2 +
9a3β2
L2
− 18a
3dmβ2
L
Coefficient7 = −5a
4C5
L2
− 4a4dm2α2 − 9a
4α2
2L2
+
9a4dmα2
L
− 27
2
a4dm2β1
−81a
4β1
8L2
− 12a
4C4β1
L2
+
81a4dmβ1
4L
+ 3a4dm3Lβ1 − 8a4dm2α1β1
−9a
4α1β1
L2
+
18a4dmα1β1
L
− 3a
4C3β
2
1
L2
− 6a
4C3β2
L2
+15a4dm2β3 +
81a4β3
4L2
− 36a
4dmβ3
L
(4.54)
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The different coefficients come from different powers of r: Coefficient1, Coefficient2,
Coefficient3, Coefficient4 are obtained from (4.49), they are the coefficients of
r−3+2dmL, r−9/2+3dmL, r−6+4dmL and r−15/2+dmL respectively. From the field equation
(4.53) we obtain the rest of the coefficients Coefficient5, Coefficient6, Coefficient7
which are the coefficients of r−3+2dmL, r−9/2+3dmL, and r−6+4dmL. By setting each of
the Coefficients in 4.54 to zero we find the expressions of α1, α2, α3, α4, β1, β2, β3.
We are effectively solving a system of simultaneous equations. For example from
Coefficient1 we obtain:
α1 = −3
4
+
1
2
dmL (4.55)
and using (4.42) we can express it in terms of ∆− as:
α1 = −∆−
2
, (4.56)
in agreement with [73]. For the rest of the coefficients we proceed in a similar way. For
example we see that we can use Coefficient5 to obtain an expression for β1:
β1 =
4C3
3− 8dmL+ 4dm2L2 (4.57)
and substituting (4.57) in Coefficient2 we find the expression for α2:
α2 =
16C3
−6 + 12dmL. (4.58)
We have proceeded with a similar method for the other subcases and we obtained con-
sistent results for all the coefficients, i.e. the same coefficients α1, α2, α3, α4, β1, β2, β3
appear in all the different subcases. We present all the expressions for the coefficients
in a more elegant form in the next section.
4.4.3 Expressions for the coefficients
The expressions for the coefficients are neater when presented as follows:
α1 = − ∆−
D − 2
α2 = − 8
3(D − 2)∆−β1
α3 = −∆−
4
(
−κ∆−
2
+ 6β2 + 4β
2
1
)
α4 = −∆−
5
(
8β3 + 12β1β2 − 10
3
κ∆−β1
)
. (4.59)
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where we see that only α1 does not depend on β1, β2 nor on β3. For these coefficients
we have:
β1 =
C3
∆−(∆− − (D − 1)/3)
β2 =
2C4
∆−(4∆− − 3) +
3C23
∆2−(∆− − 1)(4∆− − 3)
+ κ
∆(3− 2∆−)
4(4∆− − 3)
β3 =
5C5
3∆−(5∆− − 3) +
4C3C4(5∆− − 4)
∆2−(∆− − 1)(4∆− − 3)(5∆− − 3)
+
C33 (10∆− − 9)
∆3−(5∆− − 3)(4∆− − 3)(∆− − 1)2
,
+κ
C3(−153 + 327∆− − 170∆2−)
18(∆− − 1)(4∆− − 3)(5∆− − 3) (4.60)
We see that all the coefficients depend on ∆−. We stress that the expressions of the
coefficients above are valid for all the different subcases.
§ 4.5 Summary
In this chapter we have considered the subleading terms in the asymptotic behaviour
of the scalar field as r →∞. Whenever the mass of the scalar field is considered to be
within a certain range, the expressions for the scalar field and the metric perturbation
hrr acquire new terms in their expansion but the logarithmic branch remains switched
off. When the mass of the scalar field is exactly equal to certain values, φ(r) and
hrr acquire extra terms containing a logarithmic branch. We have presented our own
method of finding the coefficients of the theory α1, α2, α3, α4, β1, β2, β3. In the next
chapter we focus on obtaining the expression for the spacetime mass for all the subcases
using the asymptotic expressions that we presented in this chapter.
Chapter 5
Calculating the mass of the
spacetimes
When the scalar field has a slow fall off at infinity it induces a strong back reaction
on the metric. It has been proven that the scalar field mass contributes to the mass
of hairy black hole solutions [7, 17, 19, 59, 72, 73, 78]. In the previous chapter we
have obtained explicit expressions for the asymptotics of the scalar field and the metric
perturbations. We have seen that there exist many subcases corresponding to different
ranges of the scalar field mass. We use the detailed asymptotics presented in chapter
4 to obtain finite expressions for the mass. In [73] Henneaux et al. show that when
a scalar field is added to the theory it will have crucial contributions. It will make
the divergences cancel when added to the divergent gravitational contribution. In this
chapter we show how to obtain the expressions for the masses for all the subcases. We
will present the resulting finite expressions for the spacetime mass in a summary table.
§ 5.1 More about Henneaux and Teiltelboim mass in adS
Before we consider what happens in the case when we add a scalar field we would
like to give an outline of the gravitational mass defined by Henneaux and Teltelboim
[74]. In chapter 2 we have decided that the Henneaux and Teitelboim definition for a
conserved charge in asymptotically adS sapcetime (2.62) is the definition we found the
most adapted to our work. We have seen that the mass is defined in the Hamiltonian
framework. Killing vector fields are associated with a symmetry of the action and
hence according to Noether’s theorem to a conserved charge of the spacetime. The
mass is the conserved charge associated with the timelike Killing vector. Here we will
give an outline of where the definition of Q0 (2.62) comes from rather than a rigorous
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mathematical derivation.
As we have seen in chapter 2 the conserved charges in [74] are defined as:
Q0 =
∫
Σ
Caξa + lim
C→F
1
16piG
∫
C
Ga
bdc[ξeuˆeDbhcd − hcdDb(ξeuˆe)]ηˆadS
+ lim
C→F
1
4piG
∫
C
(κab − κqab)ξaηˆbdS (5.1)
where all of the quantities are defined in chapter 2. The first integral involves constraint
generators Ca of general relativity [11, 55, 65, 74]. The second and third integrals
are surface integrals over a two dimensional surface at infinity. The expression in
(5.1) is an improved Hamiltonian [74]. In order for a Hamiltonian to give the right
equations of motion we want it to be well defined. It has to give well-defined functional
derivatives with respect to the canonical variables (the spatial metric and the conjugate
momentum). This means that when we vary the Hamiltonian it should only give us a
volume term and no surface integrals. Henneaux and Teitelboim [74] show that if the
Hamiltonian is only defined from constraints of the theory as
Hξ =
∫
Σ
Caξa, (5.2)
then when it is varied, it gives a volume term but also a surface integral term. In order
to cancel these surface integrals, extra terms have to be added to the Hamiltonian in
(5.2) to obtain what is called an improved Hamiltonian [74]. The improved Hamiltonian
has the form:
Hξ =
∫
Σ
Caξa +Q0. (5.3)
The extra terms added are the conserved charges. They are surface integrals defined
on a D − 2 hypersurface at infinity. They satisfy the boundary conditions described
in (2.61), in particular hrr = O(r
−D−1). The conserved charge associated with the
timelike Killing vector is the mass. These asymptotic conditions hold in the absence
of matter or for matter fields which fall off sufficiently fast at infinity so they do not
contribute to the charges. However as we have seen in the previous chapter when the
scalar field has a mass greater than the Breitenlohner-Freedman bound [31], hrr has a
different form.
5.1.1 Gravitational and scalar contribution
When we add a scalar field it has a back reaction and (5.1) no longer gives a finite
mass [73]. This expression is no longer finite for our hrr terms which have an extra
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contribution from the presence of the scalar field as can been seen in Table 4.2. The
total mass of the spacetime becomes [73]:
Q(ξ) = QG(ξ) +Qφ(ξ) (5.4)
where QG(ξ) is the gravitational contribution defined as QG(ξ) = Q0 + ∆Q with
∆Q = − 3
4κ
∫
r6
L5
ξth2rrdS. (5.5)
The extra contribution ∆G to the gravitational mass is a non-linear correction in the
deviation from the background metric. This term is essential to cancel some divergences
for some subcases and is added specifically to obtain a finite mass [73]. QG is divergent
and Qφ, the scalar contribution is also divergent. When we add the two divergent
contributions the divergences cancel and we obtain a finite mass. We emphasise that
the challenge is to obtain the correct divergent gravitational and scalar contributions
for every subcase by performing the right cut-off as we will explain in the next section.
CalculatingQ0 using (5.1) is very challenging when we consider the detailed asymptotics
of the scalar field and the metric perturbation. Using our maple code and mathematica,
we have found that Q0 can be written in terms of quantities which we can expand. We
found after some cancelations that Q0 can be expressed as:
Q0 = J ut η
r
(
k +
r2
L2
)−1
(D − 2)
r
. (5.6)
where ηr is the non zero component of the space unit vector, ut is the non zero com-
ponent of time unit vector:
ηˆr =
√
1
1 + r
2
L2
+ hrr
(5.7)
ut =
r
L
√
1 +
L2
r2
(k − htt), (5.8)
and J(r) is defined in (4.33). We can obtain expansions for the unit vectors and then
perform the right cut-offs to keep the only necessary contributions (for the function
J(r) we have already shown how to perform the cut-offs in the previous chapter).
The scalar contribution is specifically defined to cancel the divergences of the gravita-
tional part and has the form [73]:
Qφ(ξ) =
1
6L
∫
r2ξtu
t[L2(ηr∂rφ)
2 −m2L2φ2 + k3φ3 + k4φ4 + k5φ5] dS (5.9)
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where ξt =
∂
∂t and ut (5.8) are the only non-zero components of the time-like Killing
vector and time-like unit vector respectively.
We are integrating (5.9) over the angular coordinates and k3, k4, k5 are constants given
by [73]:
k3 = −2C3
k4 = −2C4 − κ3
8
∆2−
k5 = −2C5 − κ C3∆−
2(∆− − 1) . (5.10)
The scalar contribution was calculated in the same way as the gravitational contri-
bution, that is by performing the right cut-offs. For some cases we do not need to go
down further than φ3 to obtain the correct scalar contribution. The masses for all cases
described in the previous chapter were calculated using our own method. Every case
was treated separately. Because of the large number of subcases we cannot go through
the derivation of every case. We will present the calculation in detail for subcase 2a.
A similar approach was taken for the other cases but we will explain any differences.
We will also present the expressions of the gravitational and scalar contribution for all
the cases except for case 2d where the expressions are too lengthy. We will however
mention how the calculations were done.
§ 5.2 Method for subcase 2a
We illustrate the key ideas of our method for calculating the mass by considering
subcase 2a. For this subcase 0 < dm2 < 1
4L2
and
φ(r) =
a
r∆−
+
b
r∆+
+ ... (5.11)
with
hrr =
κL2
r2
(α1a
2r−2∆−) +
frr
r5
+ ... (5.12)
and 1 < ∆− < 3/2 and 3/2 < ∆+ < 2. In order to calculate the gravitational
contribution to the total mass, all the terms in (5.6) were calculated. Our work consisted
in finding series expansions for all the quantities and cutting off unnecessary terms at
every stage. Here we give an example of the work that had to be done for one important
quantity, the timelike unit vector ut (5.8).
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For the timelike unit vector an expression for htt is required. From the metric (3.5) we
have:
gtt = −He2δ(r) = −
(
k +
r2
L2
)
+ htt (5.13)
so
htt =
(
k +
r2
L2
)(
1− e−2δ(r)
)
− J(r)e2δ(r), (5.14)
where the expression for the δ(r) function is obtained from the field equations (3.10):
δ(r) =
∫
[φ′]2
(D − 2)r dr. (5.15)
which we easily calculate using mathematica. We begin by expanding the term e2δ in
(5.14) and perform cut-offs. From the exponential series expansion we have:
e2δ = 1 + 2δ +
(2δ)2
2!
+
(2δ)3
3!
+ ... (5.16)
We call:
exp1 = 2δ. (5.17)
We calculate this term and use a FOR loop as we did in chapter 4 for J(r) to cut off
all the terms that are smaller than O(r−3). We do the same for the next term in the
exponential expansion (5.16) which we define as:
exp2 =
(2δ)2
2!
. (5.18)
After we perform the cut-off on this term we find out that all the terms are smaller
than O(r−3). Therefore there is no contribution from this term to (5.16) or from any
subsequent terms in the expansion. The only term that contributes is exp1. We can
hence write:
e2δshort = 1 + exp1. (5.19)
For case 2a we have:
e2δshort = 1− ab
r3
(
2
3
dm2 L2 − 3
2
)
+
a2
2
(
dmL− 3
2
)
r−3+2dmL (5.20)
we see that both parameters a and b appear.
Now we go back to the expression (5.14) and break it down into several terms on which
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we perform cut-offs individually. The first of these is:
Term1 = k +
r2
L2
(5.21)
this term does not need further simplification. The next term is (1 − e−2δ) but we
have just worked that only the first term of the exponential expansion contributes, the
following terms are too small. We can use the simplified version e2δshort and write:
Term2 = 1− e2δshort (5.22)
Now we define:
Term3 = Term1 Term2 (5.23)
and perform a cut-off at O(r−3) to make sure all unnecessary terms are disregarded,
the term we obtain is defined as Term3(simplified). The last term in the expansion
is J(r)e2δ but since we have a simplified version for both J(r) and e2δ(r) we can use
them:
Term4 = Jshort e
2δ(r)short (5.24)
and we also obtain Term4short after running the cut-off for Term4. We have calculated
all the terms in (5.14) and we can obtain the simplified expression for htt:
htt(simplified) = Term3short− Term4short. (5.25)
This expression can now be used to calculate the time-like unit vector where the only
non-zero component is:
ut =
r
L
√
1 +
L2
r2
(k − htt). (5.26)
We expand this expression using the series expansion for the square root. The series
we obtain is:
ut =
r
L
[
1 +
1
2
[
L2
r2
(k − htt)
]
− 1
8
[
L2
r2
(k − htt)
]2
+
1
16
[
L2
r2
(k − htt)
]3
− ...
]
(5.27)
The important aspect to understand is that every term of the expansion is calculated
individually and cuts are performed to cancel any unnecessary terms. We begin with
the first term:
Timeunit1 =
L2
r2
(k − htt) (5.28)
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and the simplified expression for this term after we perform a cut-off at O(r−3) is named
Timeunit1short.
We notice that (5.27) can be written as:
ut =
r
L
[
1 +
1
2
[Timeunit1short]− 1
8
[Timeunit1short]
2
]
+
r
L
[
1
16
[Timeunit1short]
3 − ...
]
(5.29)
and we define:
Timeunit2 = [Timeunit1short]
2. (5.30)
Again the simplified expression is called Timeunit2short and was found to be zero.
So for this case there are no contributions from the subsequent term (which would be
Timeunit3) as the terms become too small. The most simplified expression for the
time-like unit vector component is therefore:
ut =
r
L
(
1 +
1
2
Timeunit1short
)
. (5.31)
We give the expression for subcase 2a here:
ut =
−18frr + abL2
(
9− 4dm2L2)
24Lr4
− 6frr + abL
2
(
9− 4dm2L2)
12L3r2
− L
3
8r3
+
L
2r
+
r
L
− 1
16
a2L(−3 + 2dmL)r−4+2dmL(1 + 3κ)
−a
2(−3 + 2dmL)r−2+2dmL(1 + κ)
8L
+
a4(3− 2dmL)2r−5+4dmL (−1− 6κ+ 3κ2)
128L
. (5.32)
We see that we have frr, a and b parameters in the expression for ut.
Now for the space-like unit vector we do exactly the same as for the time-like unit
vector. The only non-zero component is
ηˆr =
√
1
1 + r
2
L2
+ hrr
. (5.33)
Using the relationship between J(r) and hrr (4.33) and expanding the squareroot, we
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obtain
ηˆr =
r
L
[
1 +
1
2
[
L2
r2
(k + Jshort)
]
− 1
8
[
L2
r2
(k + Jshort)
]2]
+
r
L
[
1
16
[
L2
r2
(k + Jshort)
]3
− ...
]
. (5.34)
Here, Jshort is the J(r) function after the cut-off. We define
Spaceunit1 = k + Jshort. (5.35)
and we call the simplified version of (5.35) Spaceunit1short. The rest of the terms
are defined as:
Spaceunit2 = [Spaceunit1short]
2. (5.36)
When we cut-off all the terms smaller than O(r−3) we obtain the simplified expres-
sion Spaceunit2(simplified). We have found that there is no contribution from
Spaceunit2short or higher order terms so:
ηˆr =
r
L
(
1 +
1
2
Spaceunit1(simplified)
)
. (5.37)
For subcase 2a we have:
ηˆr =
3frr
4Lr4
− L
3
8r3
− frr
2L3r2
+
L
2r
+
r
L
−1
4
a2dmr−2+2dmLκ+
3a2r−2+2dmLκ
8L
− 9
32
a4dmr−5+4dmLκ2
+
27a4r−5+4dmLκ2
128L
+
3
32
a4dm2Lr−5+4dmLκ2 (5.38)
where we see the parameters frr and a. We have now performed all the necessary
cut-offs and we can put all the terms together to calculate Q0. For subcase 2a (5.6)
becomes:
Q0 =
a2
2L
(
dm− 3
2L
)
r2dmL +
frr
L4κ
. (5.39)
We notice here that we have a and frr but no b which will come from the scalar
contribution. Since dm > 0 the expression (5.39) diverges as r →∞.
The other gravitational contribution ∆Q has the form (5.5):
∆Q =
3 r6 ut h
2
rr
4κL5
. (5.40)
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but for subcase 2a this term is zero. We will see that for other subcases this term is
non-zero.
We are now left with the scalar contribution to the total conserved charge which is:
Qφ(ξ) =
1
6L
∫
r2ξtu
t[L2(ηr∂rφ)
2 −m2L2φ2 + k3φ3 + k4φ4 + k5φ5] dS (5.41)
We split the expression into pieces and define new terms:
scalar1 = L
2η2φ′2
scalar2 = m
2L2φ2
scalar3 = k3φ
3
scalar4 = k4φ
4
scalar5 = k5φ
5. (5.42)
We run a For loop for each of these new terms with a cut-off at O(r−3). We find
that only scalar1 and scalar2 contribute towards the final expression for the scalar
contribution, all the other terms are too small. So we have:
Qφshort =
rD−2
2(D − 1)Lutshort(scalar1short− scalar2short). (5.43)
For subcase 2a case we have:
Qφ =
ab
2L2
− 2
3
abdm2 − a
2
2L
(
dm− 3
2L
)
r2dmL. (5.44)
The terms (5.39) and (5.44) are divergent but we see that adding them together we
have:
Q = −2abdm
2
3
+
3ab
L2
+
frr
L4κ
. (5.45)
The mass is finite, in agreement with the mass calculated in [73] for a different subcase.
This illustrates how by performing the right cut-offs at every step we obtain the expres-
sions for the gravitational and the scalar contribution. When we add them together all
the divergences cancel.
§ 5.3 Explicit expressions for QG and Qφ for the other subcases
In this section we discuss the other subcases in detail.
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5.3.1 Cut offs for the rest of the cases
In the previous section we have seen the details of the method we have used to obtain
finite expressions for the spacetime mass. For the rest of the subcases presented we
have used the same method. The challenge we encountered is to find the right cut-off
so as to only include the necessary terms. The most challenging subcase was 2d, for
the time-like unit vector and the space-like unit vector we had to go down to O(r−4)
in the expansions and we performed cut-offs at O(r−5). For subcases 2b and 2c any
term in the time-like unit vector or the space-like unit vector with O(r−3) or smaller
does not contribute to the simplified expressions, the cut off was done at O(r−3) as for
subcase 2a. For higher dimensions, the subcases had different cut-offs in five and six
dimensions. In five dimensions we only needed to go as far as O(r−2) in the expansions
of the unit vectors and perform a cut-off at O(r−4). In six dimensions we went down
to O(r−3) for the expansions with a cut-off at O(r−6).
For the subcases with a logarithmic branch in four dimensions the cut-offs were O(r−3)
and the unit vectors contribute to O(r−2) except for subcase 3a where only O(r−1)
contributes. The subcase 3a is also valid in five and six dimensions where the cut-offs
are O(r−4) and O(r−5) respectively and the unit vector contributions are O(r−2) for
both. With these cut-offs we obtained finite masses for all the cases which have never
been explicitly given in literature. We have done the calculations for all k and have
found that this parameter does not affect the final expressions for the mass. We present
the results in Table 5.1.
The other gravitational contribution is from ∆Q, we found it to be non-zero for subcases
2c, 2d, 3b and 3c. For the scalar contribution we had to go as far as φ5 for subcases
2d and 3c. For cases 2b and 3c we needed φ4 to make sure all the divergences cancel
whereas for cases 2b, 2h for both five and six dimensions we only needed to go as far
as φ3 as there were no contributions from φ4. Finally for case 2e we only needed φ2 in
five and six dimensions.
In the next subsection we give the expressions of the different components for all the
subcases except for case 2d where the expressions are too long to write out explicitly.
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5.3.2 Explicit expressions
Subcase 2b
The gravitational and scalar contribution were calculated in the same way as the
method described above. We obtained
Q0 =
a2(−3 + 2dmL)r2dmL
4L2
+
8a3C3r
− 3
2
+3dmL
3L2(−1 + 2dmL) +
frr
L4κ
Qφ = −a
2(−3 + 2dmL)r2dmL
4L2
+
8a3C3r
− 3
2
+3dmL
3L2(1− 2dmL)
−2
3
abdm2 +
3ab
2L2
. (5.46)
There is no contribution from ∆Q in this case. We see that Q0 and Qφ are divergent
but when we add them together they give a finite mass:
Q = −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
. (5.47)
Subcase 2c
For this subcase the expressions are significantly longer and are not very elegant. The
gravitational contribution is:
Q0 =
a2(−3 + 2dmL)r2dmL
4L2
+
8a3C3r
− 3
2
+3dmL
3L2(−1 + 2dmL) +
frr
L4κ
−3a
4
(
27 + 448C3
2 + 96C4 + 576dm
2L2 + 640C4dm
2L2
)
r−3+4dmL
32L2(1− 2dmL)2(−3 + 2dmL)(−3 + 4dmL)
+
a4dm
[
1088C3
2 + 3
[
99 + 424dm2L2 + 32C4
(
7 + 4dm2L2
)]]
r−3+4dmL
16L(1− 2dmL)2(−3 + 2dmL)(−3 + 4dmL)
−a
4r−3+4dmL
[
2000dm4L4 − 800dm5L5 + 128dm6L6 + 243κ+ 4212dm2L2κ]
32L2(1− 2dmL)2(−3 + 2dmL)(−3 + 4dmL)
−3a
4dm
[−135− 456dm2L2 + 316dm3L3 − 112dm4L4 + 16dm5L5] r−3+4dmLκ
8L(1− 2dmL)2(−3 + 2dmL)(−3 + 4dmL)
(5.48)
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and the scalar contribution is:
Qφ =
ab
(
9− 4dm2L2)
6L2
− a
2(−3 + 2dmL)r2dmL
4L2
+
8a3C3r
− 3
2
+3dmL
3L2(1− 2dmL)
+
3a4
[
64C3
2
(
63 + 1424dm2L2
)
+ 3
(
81 + 64(99 + 214C4)dm
2L2
)]
r−3+4dmL
32L2(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2
−9a
4
[
12C4(−3 + 32dmL) + dmL
(
135 + 1280C3
2 + 2688dm2L2
)]
r−3+4dmL
4L2(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2
+
a4dm3L
[
32C3
2(−383 + 263dmL) + 3(4377dmL+ 16C4(−193 + 269dmL))
]
(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2r3−4dmL
+
8a4dm5L3
[−2379− 272C32 + 2329dmL+ 24C4(−54 + 23dmL)] r−3+4dmL
(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2
+
8a4dm7L5
[−1520− 96C4 + 633dmL− 152dm2L2 + 16dm3L3] r−3+4dmL
(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2
+
81a4
[
27− 324dmL+ 1680dm2L2 − 4928dm3L3 + 8992dm4L4] r−3+4dmLκ
64L2(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2
−18a
4dm5L3
[
743− 562dmL+ 264dm2L2 − 70dm3L3 + 8dm4L4] r−3+4dmLκ
(3− 4dmL)2(1− 2dmL)4(3− 2dmL)2 .
(5.49)
We found that for this case there is a ∆Q (5.5)contribution:
∆Q = −2187a
4
(
9− 174dmL+ 1540dm2L2 − 8264dm3L3 + 30016dm4L4) r−3+4dmLκ
64L2(1− 2dmL)6(−3 + 2dmL)3(−3 + 4dmL)3
−3a
4dm5L3
(−888489 + 1702314dmL− 2441220dm2L2 + 2631524dm3L3)κ
(1− 2dmL)6(−3 + 2dmL)3(−3 + 4dmL)3r3−4dmL
−24a
4dm9L7
(−265107 + 157194dmL− 66484dm2L2 + 18960dm3L3)κ
(1− 2dmL)6(−3 + 2dmL)3(−3 + 4dmL)3r3−4dmL
− 1536a
4dm13L11(−51 + 4dmL)r−3+4dmLκ
(1− 2dmL)6(−3 + 2dmL)3(−3 + 4dmL)3 . (5.50)
The term (5.50) is crucial in order for the mass to be finite. When we add (5.48), (5.49)
and (5.50) together, we obtain a finite mass:
Q = −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
. (5.51)
Subcase 2d
As mentioned earlier the explicit expressions for Q0, Qφ and ∆Q are too long to present
here. The expressions are significantly longer that the expressions for subcase 2c but
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by performing the right cut-off as described at the beginning of this section we obtain
a finite mass which is:
Q = −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
. (5.52)
We notice here that the masses in D = 4, (5.45), (5.47), (5.51), (5.52) have same
expression, this is a good consistency check.
Subcases 2e and 2f
For the subcase 2e in D = 5 we have for the gravitational and scalar contributions:
Q0 =
a2(−2 + dmL)r2dmL
2L2
+
3frr
2L4κ
Qφ = −a
2(−2 + dmL)r2dmL
2L2
− 1
2
abdm2 +
2ab
L2
(5.53)
and there is no contribution from ∆Q, and the final mass is:
Q = −abdm
2
2
+
2ab
L2
+
3frr
2L4κ
. (5.54)
Now for the subcase 2f in D = 6 we have:
Q0 =
a2(−5 + 2dmL)r2dmL
4L2
+
2frr
L4κ
Qφ = −a
2(−5 + 2dmL)r2dmL
4L2
− 2
5
abdm2 +
5ab
2L2
(5.55)
and there is no contribution from ∆G. The total mass is:
Q = −2
5
abdm2 +
5ab
2L2
+
2frr
L4κ
. (5.56)
where we see that all divergences cancel to give a finite mass.
Subcases 2g and 2h
For subcase 2g the gravitational and scalar contributions are:
Q0 =
a2(−2 + dmL)r2dmL
2L2
+
4a3C3r
−2+3dmL
L2(−2 + 3dmL) +
3frr
2L4κ
Qφ = −1
2
abdm2 +
2ab
L2
− a
2(−2 + dmL)r2dmL
2L2
− 4a
3C3r
−2+3dmL
L2(−2 + 3dmL) (5.57)
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and there is no contribution coming from ∆Q leading to the total mass:
Q = −abdm
2
2
+
2ab
L2
+
3frr
2L4κ
. (5.58)
Subcase 2h is in D = 6 and we have:
Q0 =
a2(−5 + 2dmL)r2dmL
4L2
+
8a3C3r
− 5
2
+3dmL
L2(−5 + 6dmL) +
2frr
L4κ
Qφ = −2
5
abdm2 +
5ab
2L2
− a
2(−5 + 2dmL)r2dmL
4L2
− 8a
3C3r−
5
2
+3dmL
L2(−5 + 6dmL) (5.59)
with no contribution from ∆Q. The total mass is:
Q = −2
5
abdm2 +
5ab
2L2
+
2frr
L4κ
(5.60)
We notice that the masses in D = 5 for subcases 2e and 2g are the same. The masses
for subcases 2f and 2h in D = 6 are also the same.
Subcases 3a, 3b and 3c
For subcase 3a in D = 4 we have:
Q0 = − a
2r
2L2
+
frr
L4κ
+
4a3C3log[r]
L2
Qφ =
4ab
3L2
+
2a3C3
3L2
+
a2r
2L2
− 4a
3C3log[r]
L2
(5.61)
and in this case ∆Q = 0. The total mass is:
Q =
4ab
3L2
+
2a3C3
3L2
+
frr
L4κ
. (5.62)
For subcase 3b in D = 5 we have:
Q0 = −2a
2r4/3
3L2
+
3frr
2L4κ
+
4a3C3log[r]
L2
(5.63)
Qφ =
16ab
9L2
+
a3C3
2L2
+
2a2r4/3
3L2
− 4a
3C3log[r]
L2
(5.64)
and the ∆Q contribution is zero. And the mass is:
Q =
16ab
9L2
+
a3C3
2L2
+
3frr
2L4κ
. (5.65)
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Finally for the subcase 3c in D = 6 the gravitational and scalar contributions are:
Q0 = −5a
2r5/3
6L2
+
2frr
L4κ
+
4a3C3log[r]
L2
Qφ =
20ab
9L2
+
2a3C3
5L2
+
5a2r5/3
6L2
− 4a
3C3log[r]
L2
(5.66)
with no ∆Q contribution and the total mass is:
Q =
20ab
9L2
+
2a3C3
5L2
+
2frr
L4κ
. (5.67)
All the masses (5.62), (5.65), (5.67) depend on parameters a, b, frr and C3.
Subcase 3d
The expressions in this case are more complicated than the previous subcase. For the
gravitational contribution we have
Q0 = − 9a
4
128L2
+
16a3C3r
3/4
3L2
− 3a
2r3/2
8L2
+
frr
L4κ
−9a
4κ
32L2
− 24a
4C3
2log[r]
L2
+
3a4C4log[r]
L2
+
81a4κlog[r]
256L2
(5.68)
and for the scalar contribution we have:
Qφ =
9a4
128L2
+
9ab
8L2
+
56a4C3
2
3L2
+
a4C4
3L2
− 16a
3C3r
3/4
3L2
+
3a2r3/2
8L2
+
9a4κ
64L2
+
24a4C3
2Log[r]
L2
− 3a
4C4log[r]
L2
−81a
4κlog[r]
256L2
. (5.69)
There is also an extra gravitational contribution to make the divergences cancel:
∆Q =
27a4κ
256L2
. (5.70)
Adding the three contributions (5.68), (5.69), (5.70) together gives us a finite mass:
Q =
9ab
8L2
+
56a4C23
3L2
+
a4C4
3L2
+
frr
L4κ
− 9a
4κ
256L2
. (5.71)
The mass for this subcase depends in a, b, frr, C3 and C4.
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Subcase 3e
This subcase is in D = 4. This is the most complicated logarithmic case. For the
gravitational contribution we have:
Q0 =
a5C3
L2
+
10a3C3r
6/5
3L2
− 3a
2r9/5
10L2
+
frr
L4κ
+
4a5C3κ
L2
+r3/5
(
− 9a
4
200L2
− 125a
4C3
2
3L2
+
5a4C4
L2
+
27a4κ
100L2
)
−400a
5C3C4log[r]
9L2
+
8a5C5Log[r]
3L2
− 4a
5C3κlog[r]
L2
+
1250a5C3
3log[r]
9L2
(5.72)
and for the scalar one we have:
Qφ =
24ab
25L2
− a
5C3
L2
− 8125a
5C3
3
36L2
+
800a5C3C4
27L2
+
2a5C5
9L2
− 10a
3C3r
6/5
3L2
+
3a2r9/5
10 L2
+
13a5C3κ
15L2
+r3/5
(
9a4
200L2
+
125a4C3
2
3L2
− 5a
4C4
L2
− 27a
4κ
80L2
)
+
400a5C3C4log[r]
9L2
− 8a
5C5log[r]
3L2
+
4a5C3κlog[r]
L2
+
3125a5C3
3
108L2
− 1250a
5C3
3log[r]
9L2
. (5.73)
There is also an extra gravitational contribution:
∆Q = −3a
5C3κ
2L2
+
27a4r3/5κ
400L2
(5.74)
When we add everything together we have:
Q =
24ab
25L2
− 8125a
5C33
36L2
+
800a5C3C4
27L2
+
2a5C5
9L2
+
frr
L4κ
+
101a5C3κ
30L2
+
3125a5C33
108L2
(5.75)
we see that the coefficients C3, C4, C5 appear. As for the other subcases the mass also
depends on the parameters a, b and frr.
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5.3.3 Summary table
We have seen that all the masses for all the subcases are finite. The correct gravita-
tional and scalar contributions are different for every subcase. By adding these two
contributions the divergent terms vanish. All masses depend on parameters a, b and
frr. The coefficient C3 appears in the masses for subcases 3a, 3b, 3c, 3d, 3e, the coef-
ficient C4 appears in subcases 3d and 3c. Finally the coefficient C5 only appears in
subcase 3e. We summarise all the results in the following table:
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Case constraints on dm2 dimension mass
2a 0 < dm2 <
1
4L2
4 −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
2b
1
4L2
< dm2 <
9
16L2
4 −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
2c
9
16L2
< dm2 <
81
100L2
4 −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
2d
81
100L2
< dm2 <
1
L2
4 −2abdm
2
3
+
3ab
2L2
+
frr
L4κ
2e 0 < dm2 <
(d− 1)2
36L2
5 −abdm
2
2
+
2ab
L2
+
3frr
2L4κ
2f 0 < dm2 <
(d− 1)2
36L2
6 −2
5
abdm2 +
5ab
2L2
+
2frr
L4κ
2g
(d− 1)2
36L2
< dm2 <
1
L2
5 −abdm
2
2
+
2ab
L2
+
3frr
2L4κ
2h
(d− 1)2
36L2
< dm2 <
1
L2
6 −2
5
abdm2 +
5ab
2L2
+
2frr
L4κ
3a dm =
(d− 1)2
36L2
4
4ab
3L2
+
2a3C3
3L2
+
frr
L4κ
3b dm =
(d− 1)2
36L2
5
16ab
9L2
+
a3C3
2L2
+
3frr
2L4κ
3c dm =
(d− 1)2
36L2
6
20ab
9L2
+
2a3C3
5L2
+
2frr
L4κ
3d dm =
9
16L2
4
9ab
8L2
+
56a4C23
3L2
+
a4C4
3L2
− 9a
4κ
256L2
+
frr
L4κ
3e dm =
81
100L2
4
24ab
25L2
− 8125a
5C33
36L2
+
800a5C3C4
27L2
+
2a5C5
9L2
+
101a5C3κ
30L2
+
3125a5C33
108L2
+
frr
L4κ
Table 5.1: Summary of mass expressions
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5.3.4 Cases 1 and 4
We briefly discuss cases 1 and 4. These are not stable cases as seen in chapter 3. They
will not be considered for further investigation. The simplest case is case 1, this case
does not arise in practice as it has been discussed in chapter 3. For this case in D = 4:
Q =
frr
L4κ
(5.76)
For case 4 we found the mass to be:
Q(ξ) =
13
27
abdm2 +
3ab
2L2
+
frr
L4κ
+
(
5
54
dm2 +
3
4L2
− i
3L
dm+
27i
32dmL3κ
+
3i
8Lκ
dm
)
a2r
4
3
idmL
+
(
5
54
dm2 +
3
4L2
− i
3L
dm− 27i
32dmL3κ
− 3i
8Lκ
dm
)
b2r−
4
3
idmL (5.77)
and the coefficients A and B in Table 4.2 were found to be:
A =
27iL
32dm
a2 +
3
8
ia2dmL3
B = − 27iL
32dm
b2 − 3
8
ib2dmL3.
It is not possible to determine if a finite mass exists for this case. There are three
possibilities. The first one is that there is a fundamental relation between the scalar
field parameters a and b which will give a limit to the mass function. The second
possibility is that we need another counterterm that will make the mass finite. Finally
it is also possible that for this case there is no limit, the mass function oscillates without
converging. In this case a mass cannot be determined.
§ 5.4 Summary
In this chapter we have seen how to obtain finite expressions for the spacetime mass.
We have seen that there are two contribution, a gravitational contribution and a scalar
contributions. The expressions for these two contributions are not finite as r →∞. We
showed how to perform the right cut-offs to obtain expressions for both. As we have
seen in our example the gravitational (5.39) and the scalar contribution (5.44) diverge
when r → ∞ but when we add them together we obtain a finite mass. We emphasis
the fact that the cut-off is different for every case. Cases were treated separately to
ensure that the final mass is finite. The expressions for the mass we obtained contain
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the a, b and frr parameters. In order to calculate the masses that we found we need
to compute these parameters numerically.
Chapter 6
Calculation of the mass and
numerical method
In this chapter we restrict our attention to black holes. We are interested in calculat-
ing the masses of spacetimes which have black hole hair. One can see from Table 5.1
that the expressions for the masses contain b and frr which are hard to obtain. The
reason is because they appear in subleading terms in φ and hrr as can be seen in Tables
4.1 and 4.2. In this chapter we present a method of finding these parameters. This
method comes from a similar problem faced when dealing with the peeling property
of perturbations of Kerr black holes [88]. Ingoing and outgoing waves have different r
behaviour for large r, the amplitude for ingoing and outgoing waves depend on different
powers of r. This problem is dealt with numerically by performing a transformation to
make ingoing and outgoing waves have the same amplitudes [120]. We are faced with
a similar situation where b and frr are contained in subleading terms which are small
compared to the leading order behaviour which contains a. We follow the approach
of Press and Teukolsky [113] by defining new functions ξ(r) and ψ(r) whose leading
behaviour is proportional to b and frr respectively. We show how to analytically obtain
the differential equations for these functions for a particular subcase. We then imple-
ment the steps in mathematica and produce code to solve the resulting differential
equations for Higgs (3.49), TWI and pseudo-TWI (3.50) potentials. We find a, b and
frr which allows us to calculate the mass and study it for different subcases.
§ 6.1 Equation for ξ(r)
We want to define a function whose leading behaviour at infinity depends on b so
when we numerically integrate it we obtain the value of the parameter b. We start by
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constructing such a function for subcase 2a. We will show the detailed calculations for
this subcase.
Let us start with the asymptotic form of the scalar field in subcase 2a:
φ =
a
r∆−
+
b
r∆+
+ .... (6.1)
Dividing (6.1) by the leading order behaviour we have:
φ
r−∆−
= a+
b
r∆+−∆−
+ ... (6.2)
where we see that in order to obtain a function whose leading order behaviour is
proportional to b we have to differentiate (6.2). Hence we define:
ξ(r) =
(
φ
r−∆−
)′
(6.3)
where the prime indicates differentiation with respect to r. The asymptotic form of
ξ(r) is:
ξ = (−∆+ + ∆−)br−∆++∆−−1 + .... (6.4)
In order to obtain values of the parameter b we need to find an ordinary differential
equation for ξ(r) which is suitable for numerical integration. We write (6.3) as:
ξ = φ′r∆− + ∆−φr∆−−1 (6.5)
and taking the derivative with respect to r gives
ξ′ =
φ′′
r−∆−
+
2φ′∆−
r−∆−+1
+
∆−(∆− − 1)φ
r−∆−+2
. (6.6)
From the field equation (3.8):
φ′′ = −
(
H ′
H
+ δ′ +
2
r
)
φ′ +
1
H
∂V
∂φ
(6.7)
and substituting for φ′′ in (6.6):
ξ′ = − φ
′
r−∆−
(
H ′
H
+ δ′ +
2
r
)
+
r∆−
H
∂V
∂φ
+
2φ′∆−
r−∆−+1
+
∆−(∆− − 1)φ
r−∆−+2
. (6.8)
To eliminate φ′ from (6.8) we write (6.5) as:
φ′
r−∆−
= ξ(r)− ∆−φ
r−∆−+1
(6.9)
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and we rearrange (6.8) to obtain:
Hξ′ +
[
H ′ +Hδ′ +
2H
r
(1−∆−)
]
ξ = ∆−r∆−−1φ
[
H ′ +Hδ′ +
2H
r
(1−∆−)
]
+r∆−
∂V
∂φ
+ ∆−(∆− − 1)Hr∆−−2φ. (6.10)
In order to make the leading order term obvious as r → ∞, we want to express H(r)
in terms of J(r) and V (φ) in terms of U(φ), we remind here for convenience that:
V =
1
2
m2φ2 + U (6.11)
and
∂V
∂φ
= m2φ+
∂U
∂φ
(6.12)
where
U(φ) = C3φ
3 + C4φ
4 + C5φ
5. (6.13)
The metric function H(r) is:
H =
r2
L2
+ k + J (6.14)
with the derivative with respect to r being:
H ′ =
2r
L2
+ J ′. (6.15)
After we perform the substitutions, (6.10) becomes
Hξ′ +
[
H ′ +Hδ′ +
2H
r
(1−∆−)
]
ξ
= r∆−φ
[
2∆−
L2
+
∆−J ′
r
+
∆−Hδ′
r
+
2∆−
r2
(1−∆−)
(
r2
L2
+ k + J
)]
+ r∆−φ
[
m2 +
∆−(∆− − 1)
r2
(
r2
L2
+ k + J
)]
+ r∆−
∂U
∂φ
(6.16)
and after some simplification the right hand side of (6.16) becomes:
Hξ′ +
[
H ′ +Hδ′ +
2H
r
(1−∆−)
]
ξ
= r∆−φ
[
∆−J ′
r
+
∆−Hδ′
r
+
∆−(1−∆−)(k + J)
r2
]
+ r∆−φ
[
−∆
2−
L2
+
3∆−
L2
+m2
]
+ r∆−
∂U
∂φ
. (6.17)
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Now using the quadratic equation (3.25) for D = 4, the last term in square brackets
vanishes and the differential equation for ξ(r) simplifies to:
Hξ′ +
[
H ′ +Hδ′ +
2H
r
(1−∆−)
]
ξ
= r∆−φ
[
∆−J ′
r
+
∆−Hδ′
r
+
∆−(1−∆−)(k + J)
r2
]
+ r∆−
∂U
∂φ
. (6.18)
This is done in order to check if the apparent leading terms cancel or if they are indeed
the leading order terms. The right hand side of (6.18) can no longer be simplified. Now
let us check the leading order behaviour of the expression in square bracket on the left
hand side. Again writing H(r) and H ′(r) as in (6.14) and (6.15) respectively we obtain:
H ′ +Hδ′ +
2H
r
(1−∆−) = 2r
L2
(2−∆−) +Hδ′ + J ′ + 2(k + J)
r
(1−∆−) (6.19)
and putting this back into (6.18) we obtain the differential equation for ξ(r):
Hξ′ +
[
2r
L2
(2−∆−) +Hδ′ + J ′ + 2(k + J)
r
(1−∆−)
]
ξ
= r∆−φ
[
∆−J ′
r
+
∆−Hδ′
r
+
∆−(1−∆−)(k + J)
r2
]
+ r∆−
∂U
∂φ
. (6.20)
Because the expressions for the scalar field are more complicated we first wrote a
mathematica code to solve for case 2a algebraically then extended the code to the rest
of the cases. The asymptotic forms for the function ξ can be found in table (6.1).
§ 6.2 Equation for J ′′(r)
Before we move onto defining the other function ψ(r) we need to find an expression
for J ′′(r) that we will use in the next subsection. The function J(r) can be written in
terms of metric perturbation hrr as shown in (4.33). We need to find an expression for
J ′′(r) from the field equation (3.44).
From (3.44) we have:
J ′ = −(D − 3)
r
J − r
(D − 2)Hφ
′2 − 2r
D − 2V. (6.21)
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Differentiating it with respect to r gives
J ′′ =
(D − 3)
r2
J − (D − 3)
r
J ′ − 1
(D − 2)Hφ
′2 − r
(D − 2)H
′φ′2 − 2rH
(D − 2)φ
′φ′′
− 2V
(D − 2) −
2r
(D − 2)
∂V
∂φ
φ′. (6.22)
Now using the scalar field equation (3.8):
2r
D − 2Hφ
′φ′′ = − 2r
(D − 2)
[
H ′ +Hδ′ + (d− 2)H
r
]
φ′2 +
2r
(D − 2)
∂V
∂φ
φ′ (6.23)
and substituting into (6.22)
J ′′ =
D − 3
r2
J − (D − 3)
r
J ′ − 4r
(D − 2)
∂V
∂φ
φ′
− 2V
(D − 2) +
rφ′2
(D − 2)
[
H ′ + 2Hδ′ +
H
r
(2D − 5)
]
. (6.24)
In order to obtain an equation that does not depend on J we use (6.21) to write:
(D − 3)
r2
J = −J
′
r
− Hφ
′2
(D − 2) −
2V
(D − 2) . (6.25)
The final expression for J ′′ that will be used in the field equations for the new function
ψ(r) is:
J ′′ = −(D − 2)
r
J ′ +
rφ′2
D − 2
[
H ′ + 2Hδ′ +
2H
r
(D − 3)
]
− 2rφ′∂V
∂φ
− V. (6.26)
§ 6.3 Equation for ψ(r)
We want to define a function whose leading order behaviour contains frr. We have
seen in chapter 5 that hrr and J(r) are related by (4.33). We have seen how to simplify
J(r) using mathematica, always keeping the frr term. Let us call Jshort the simplified
expression for J(r). In the subcase 2a the form of Jshort is:
Jshort = a0r
σ + frrb0r
σ1 (6.27)
where a0, b0 are parameters, and σ, σ1 have real values and depend on the value of dm.
Using the same reasoning as for ξ(r) in section 7.1, we start by dividing Jshort by its
leading order behaviour:
Jshort
a0rσ
= 1 +
frrb0r
σ1
a0rσ
. (6.28)
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If we differentiate (6.28) with respect to r we obtain(
Jshort
a0rσ
)′
=
frrb0
a0
(σ1 − σ)rσ1−σ−1 + ... (6.29)
We can see that the leading order behaviour in (6.29) contains frr.
Motivated by (6.29) we define a new function ψ(r) for subcase 2a:
ψ(r) =
(
J
rσ
)′
=
J ′
rσ
− σJ
rσ+1
(6.30)
where
σ = −1 + 2dmL = 2− 2∆−. (6.31)
Differentiating (6.30):
ψ′(r) =
J ′′
rσ
− 2σJ
′
rσ+1
+
σ(σ + 1)J
rσ+2
(6.32)
where we see that the term J ′′ appears. Rewriting (6.32), we have:
rσ+2ψ′ + (σ + 2)rσ+1ψ = r2J ′′ + rJ ′(2− σ)− Jσ. (6.33)
Now using (6.24) with D = 4:
r2J ′′(r) = J(r)− rJ ′(r)− 2r3φ′∂V
∂φ
− r2V + r
2φ′2
2
(
rH ′ + 3H + 2rHδ′
)
. (6.34)
Next we define:
rσ+2ψ′ + (σ + 2)rσ+1ψ′ = D (6.35)
where the right-hand-side is:
D = rJ ′(1− σ) + (1− σ)J − 2r3φ′∂V
∂φ
− r2V + r
2φ′2
2
[
rH ′ + 3H + 2rHδ′
]
. (6.36)
From the field equation (3.44) with D = 4:
rJ ′ + J = −1
2
Hr2φ′2 − r2V, (6.37)
so D becomes:
D = −2r3φ′∂V
∂φ
− (2− σ)r2V + 1
2
r2φ′2
[
rH ′ + 2rHδ′ + (2 + σ)H
]
. (6.38)
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To simplify this further and make the leading order behaviour explicit we write H and
V as in (6.11) and (6.14) we also use (6.5) to write:
rφ′ = r1−∆−ξ −∆−φ. (6.39)
After these substitutions we obtain:
D =
[
2∆−m2 −
(
1− σ
2
)
m2 +
∆2−
L2
(
2 +
σ
2
)]
r2φ− 2r3−∆−ξ
(
m2φ+
∂U
∂φ
)
+
1
2
(
r2−2∆−ξ2 − 2∆−r1−∆−ξφ
) [
(4 + σ)
r2
L2
+ rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
+
1
2
∆2−φ
2
(
rJ ′ + 2rHδ′ + (2 + σ)(k + J)
)
+ 2r2∆−φ
∂U
∂φ
− (2− σ)r2U. (6.40)
We name the leading order coefficient D0:
D0 = 2∆−m2 −
(
1− σ
2
)
m2 +
∆2−
L2
(
2 +
σ
2
)
. (6.41)
Now, we consider the quadratic equation (3.25) for ∆− in D = 4 which has the form:
∆2−
L2
− 3∆−
L2
−m2 = 0 (6.42)
so we have:
∆2− = 3
∆−
L2
+m2 (6.43)
and substituting this in (6.41) we obtain:
D0 = m2 (2∆− + 1 + σ) + 3∆−
L2
(
2 +
σ
2
)
. (6.44)
The general expression for the scalar field mass is:
m2 = −(D − 1)
2
4L2
+ dm2 (6.45)
so in D = 4 the mass is given by
m2 = − 9
4L2
+ dm2. (6.46)
Putting this into (6.42) we have:
∆2−
L2
− 3∆−
L2
+
9
4L2
− dm2 = 0 (6.47)
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and from this we can check that the smaller root is:
∆− =
3
2
− dmL. (6.48)
Using the equation (6.31) for σ we have
2 +
σ
2
= 3−∆− (6.49)
and substituting (6.48) and (6.49) in (6.44) we obtain
D0 = 3m2 + 9
L2
− 3∆
2−
L2
= 0 (6.50)
The above calculations show that we obtained the cancellation of the apparent leading
behaviour. Therefore we have a new expression for D:
D = −D12r3−∆−ξφ− 2r3−∆ξφ∂U
∂φ
+ 2r2∆−φ
∂U
∂φ
− (2− σ)r2U
+
1
2
r2−2∆−ξ2
[
(4 + σ)
r2
L2
+ rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
−∆−r1−∆−ξφ
[
(4 + σ)
r2
L2
+ rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
+
1
2
∆2−φ
2
[
rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
(6.51)
where
D1 = −2m2 − (4 + σ)∆−
L2
= 2
(
∆2−
L2
− 3∆−
L2
−m2
)
= 0. (6.52)
So D1 also cancels and we can simplify (6.51):
D = 2∂U
∂φ
(
r2∆−φ− r3−∆−ξ
)− (2− σ)r2U
+
1
2
r2−2∆−ξ2
[
(4 + σ)
r2
L2
+ rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
+
(
1
2
∆2−φ
2 −∆−r1−∆−ξφ
)[
rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
. (6.53)
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Putting (6.53) back into (6.35) we obtain the field equation for ψ(r):
rσ+2ψ′ + (σ + 2)rσ+1ψ = 2
∂U
∂φ
(
r2∆−φ− r3−∆−ξ
)− (2− σ)r2U
+
1
2
r2−2∆−ξ2
[
(4 + σ)
r2
L2
+ rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
+
(
1
2
∆2−φ
2 −∆−r1−∆−ξφ
)[
rJ ′ + 2rHδ′ + (2 + σ)(k + J)
]
. (6.54)
All possible cancellations have been performed algebraically so (6.54) is the right form
for the field equation for ψ(r) that we can implement in mathematica.
For the other cases the expressions for ξ(r) and ψ(r) are more complex because the
expressions for the asymptotic behaviour of φ(r) and hrr contain more terms as can be
seen in Tables 4.1, 4.2. The analysis for subcase 2a shown above allowed us to write
a mathematica code to extend the method and obtain algebraic expressions for ξ and
ψ. We present these expressions in Table 6.1. In order to better understand how to
extend the above analysis to the more complex subcases we discuss subcase 2b in the
next section.
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Case dm ξ(r) ψ(r)
2a 0 < dm <
1
2
−2bdm
a
r−1−2dm −2dmfrr
a2
r−1−2dm
2b
1
2
< dm <
3
4
−2bdm
a
r−1−2dm −2dmfrr
a2
r−1−2dm
2c
3
4
< dm <
9
10
−2bdm
a
r−1−2dm −2dmfrr
a2
r−1−2dm
2d
9
10
< dm < 1 −2bdm
a
r−1−2dm −2dmfrr
a2
r−1−2dm
2e 0 < dm <
2
3
−2bdmL
a
r−1−2dmL
2dmfrr
a2Lα1
r−1−2dmL
2f 0 < dm <
5
6
−2bdmL
a
r−1−2dmL
2dmfrr
a2Lα1
r−1−2dmL
2g
2
3
< dm < 1 −2bdmL
a
r−1−2dmL
2dmfrr
a2Lα1
r−1−2dmL
2h
5
6
< dm < 1 −2bdmL
a
r−1−2dmL
2dmfrr
a2Lα1
r−1−2dmL
3a 1/2 − b
a
r−2
2frr
a2L2
r−2
3b 2/3 − 4b
3a
r−7/3
2frr
a2L2
r−7/3
3c 5/6 − 3b
5a
r−8/3
2frr
a2L2
r−8/3
3d 3/4 − 3b
2a
r−5/2
4frr
a2L2
r−5/2
3e 9/10 − 9b
5a
r−14/5
6frr
a2L2
r−14/5
Table 6.1: leading order behaviour of ξ(r) and ψ(r)
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§ 6.4 Numerical method
We are interested in the behaviour of φ, ξ and ψ at infinity and we want to extract
the values of the mass parameters a, b and frr. For this purpose we use NDSolve
in mathematica to solve the differential equations for φ(r), ξ(r) (6.3) and ψ(r) (6.30)
using our own numerical code. We present the method in detail for subcase 2a and we
explain how we extended it to the rest of the cases. Similarly, for the plots showing
our results, we present the plots for subcase 2a in detail. For the rest of the cases
we present a selection of plots and comment on interesting features. We used the
Higgs potential as defined in (3.55). For the TWI potential as defined in (3.58) we
faced numerical problems when trying to obtain the plots. We therefore considered a
modified potential that we refer to as a pseudo-TWI potential defined as:
V (φ) = Aφ2 +Aφ3 +A
φ4
2!
+A
φ5
3!
(6.55)
where
A =
m2
2
. (6.56)
The shape of the potential is:
ps
eu
do
-
TW
IP
ot
en
tia
l
Figure 6.1: Shape of the pseudo-TWI potential with m2 < 0, showing a maximum at
φ = 0
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We see from Fig. 6.1 that the pseudo-TWI in nonconvex, it therefore has the required
feature. It has a local maximum at φ = 0 to which the scalar field will be attracted
at infinity [129]. In the plots we will make clear which potential we used (TWI or
pseudo-TWI).
6.4.1 Solving for ξ and ψ numerically
Subcase 2a
We describe the numerical implementation for solving the differential equations for
subcase 2a for the Higgs potential (3.55) with k = 1. We first begin by fixing parameters
such as D and dm, in the subcase case 2a with Higgs potential we choose dm = 1/4
and we set κ = L = 1. We put in the details for the asymptotics for φ(r) and hrr for
case 2a which we can see in Tables 4.1 and 4.2. We obtain a simplified expression for
the function J(r) using the loop described in chapter 4. In this case for JShort we have:
JShort = −frr
r
+
5a2
8
r−1/2. (6.57)
We then define ξ(r) as in (6.3) which gives us the leading behaviour as r →∞:
ξ = − b
2a
r−3/2 + .... (6.58)
and we call σ3 = 3/2. We see that b is contained in the coefficient of the leading
behaviour of ξ, we can define:
ξCoeff = − b
2a
(6.59)
and b is then just
b = −2aξCoeff . (6.60)
We also see that as r →∞:
ξrσ3 = − b
2a
+ ... (6.61)
so when plotting (6.61) we should see it converging to ξCoeff .
Similarly for the function ψ we have:
ψ =
4frr
5a2
r−3/2 + ..., (6.62)
where we define σ4 = 3/2. We see that frr is contained in the coefficient of the leading
behaviour of ψ. We define:
ψCoeff =
4frr
5a2
(6.63)
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and we can extract the expression for frr:
frr =
ψCoeff5a
2
4
. (6.64)
When we plot:
ψrσ4 → 4frr
5a2L2
(6.65)
as r →∞ we should observe a convergence to ψCoeff .
The next step is to write the differential equations for ξ and ψ in the same form as in
(6.20) and (6.54) respectively. In our mathematica code we make substitutions so that
the differential equation for ξ will depend on φ and J(r) functions only. The differential
equation for ψ is then written in terms of ξ. We write a mathematica code that solves
the differential equation for φ to find a and then solves the differential equations for ξ
(6.20) and ψ (6.54). As can be seen in (6.60) and (6.64) both b and frr depend on a.
We solve the differential equations (6.20) and (6.54) using NDSolve.
The rest of the cases
In subcase 2a we can define ξ and ψ so they do not depend on a. This is also true
for subcases 2e, 2f in five and six dimensions respectively. For the subcases with more
complicated asymptotic behaviour the functions ξ and ψ will depend on the parameter
a. Let us consider subcase 2b as an example. For this subcase we have from Tables 4.1
and 4.2:
φ = ar−∆− + β1a2r−2∆ + br−∆+ + ... (6.66)
and
hrr =
κL2
r2
(α1a
2r−2∆− + α2a3r−3∆−) +
frr
r5
+ ... (6.67)
In this case the function ξ(r) has the form:
ξ =
(
φ
ar−∆− + β1a2r−2∆
)′
(6.68)
where the denominator includes all the terms in (6.66) expect the term with the pa-
rameter b in its coefficient. The asymptotic form of ξ is:
ξ = −2bdm
a
r−1−2dm + ... (6.69)
where we see that ξ depends on has parameters a and b.
For the function ψ(r) we first need to find the expression for JShort using the cut-off
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loop described in chapter 4. For case 2b with dmL = 2/3 we have:
JShort = − frr
L4r
− 8a
3C3
L2r1/2
+
5a2r1/3
12L2
(6.70)
ψ =
(
JShort
− 8a3C3
L2r1/2
+ 5a
2r1/3
12L2
)
)′
(6.71)
where the denominator in this case included all the terms in (6.70) except the term
with frr in its coefficient. The asymptotic form for ψ is:
ψ = −2dmfrr
a2
r−1−2dm + ... (6.72)
where we wee that the function ψ has coefficients a and frr.
We see that the functions ξ and ψ depend on a, therefore we have to find a first to be
able to find b from (6.68) and frr from (6.71). The more subleading terms a subcase
contains the more complex the expressions for ξ and ψ are. Because of complexity of
the forms of the the ξ and ψ functions, we use mathematica to define these functions
and solve their governing differential equations. In order to obtain good results for
parameters b and frr we want to obtain the best value for a. For this purpose we build
a convergence test that we describe in the next subsection.
6.4.2 Parameters and mass when varying φh and rh
We want to understand how the mass parameters a, b and frr change with rh and φh.
For this purpose we repeat the procedure described in the previous subsection so as
to obtain several black hole solutions. We solve the differential equation for φ first in
order to obtain a value for the parameter a. Then we solve the differential equations
for ξ and ψ simultaneously to obtain values for parameters b and frr.
• keeping rh constant and varying φh
We choose fixed values for rh = 1, 10, 100 and for each of these we vary φh. We create
a first loop shown in Fig. 6.2 to solve the differential equation for φ and obtain the
best value of the parameter a. In the loop we have:
φh =
i
100
(6.73)
where 1 < i < 300. We therefore obtain a value for a for each i which gives us a table
of 300 values for a. For every a, we want the best value, for this purpose we perform a
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convergence test. For every value of φh we want to compare n values of the parameter
a where n is an integer and corresponds to xfinal = 10
n. We see in Fig. 6.2 that we
go up to xfinal = 10
40 to reduce numerical error by obtaining the best value for a. We
define aconverg to evaluate the ratio between two successive values for a. We then
check which ratio is nearest to the value of 1 and find the position at which this occurs.
This will then be the value that we keep for the parameter a that will contribute the
the mass. Once the values of a are obtained, we construct another FOR loop seen in Fig.
6.3 and perform a similar convergence test for b and frr in order to extract the best
numerical value for these parameters for each φh. The graphs obtained are presented
and commented in the next section. This is done for the three fixed values of rh. We
therefore obtain tables for a, b and frr of 300 values each and from those we calculate
the corresponding mass. We can now plot the graphs of a, b frr and the mass.
• keeping φh constant and varying rh
We want to see how the parameters vary with rh. We follow the same procedure as
described above but this time we vary rh for three fixed values of φh = 0.2, 0.5, 0.7, per-
forming the same convergence test for the mass parameters. The results are presented
and commented in the next section.
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Figure 6.2: Loop to find parameter a as we vary φh, for rh = 1 with Higgs potential
and k = 1.
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Figure 6.3: Loop to find b and frr as we vary φh, for rh = 1 with Higgs potential and
k = 1.
§ 6.5 Results for subcase 2a
6.5.1 Behaviour of ξ and ψ
We plot the functions ξ and ψ to see how they behave at infinity. These are example
plots to show typical behaviour.
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Figure 6.4: Subcase 2a with TWI potential for k = 1, κ = 1, dm = 1/4L, L = 1,
rh = 1, δh = 0 (a) behaviour of ξ (b) behaviour of ψ.
We see in Figs. 6.4a and 6.4b that ξ and ψ go to zero as r →∞. We plot the functions
φr∆− , ξrσ3 and ψrσ4 to verify that these converge when r is large.
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(c) convergence of ψrσ4
Figure 6.5: Subcase 2a for TWI potential with k = 1, κ = 1, dm = 1/4L, L = 1,
rh = 1, δh = 0 (a) convergence of φr
∆− (b) convergence of ξrσ3 (c) convergence of
ψrσ4 .
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These functions converge to constant values which contain a, b and frr in them respec-
tively as seen in Figs. 6.5a, 6.5b, 6.5c. The convergence is good, for example as can be
seen in Figs. 6.5b and 6.5c the values shown are the same to six significant figures.
6.5.2 Results when varying φh
We present here the results for subcase 2a with Higgs potential.
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Figure 6.6: Subcase 2a for Higgs potential with k = 1, κ = 1, dm = 1/4L, L = 1,
δh = 0 (a) parameter a as we vary φh for three different values of rh (b) parameter b
as we vary φh for three different values of rh (c) parameter frr as we vary φh, for three
different values of rh.
Fig. 6.6a shows a parameter space where we have plotted the parameter a for three
fixed values of rh. We see that the parameter a increases as φh increases and a → 0
as φh → 0. The parameter a is positive because φ is positive everywhere. The value
of a increases rapidly as rh increases. The curves have similar shape for all rh for this
reason for the other subcases we only consider two values for for r. We see that for the
Higgs potential as φh → v, the scalar field needs more and more energy to get out of
the potential well. We have plotted in the log scale because the values are big.
We see from Fig. 6.6b that the parameter b is negative for all φh and b→ 0 as φh → 0.
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Moreover |b| increases rapidly as φh → v. We also see that |b| increases as rh increases.
The curves have similar shape to the ones for the parameter a in Fig. 6.6a. In Fig.
6.6c we see that frr is always positive and as φh → 0, frr tends to a constant which
corresponds to the Schwarzschild-adS parameter in the absence of scalar field. We see
that frr increases as rh increases. The curves have very similar shapes for all rh.
Now we can obtain the mass plots where every point is a black hole solution:
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Figure 6.7: Subcase 2a for Higgs potential with k = 1, dm = 1/4, κ = 1, L = 1 (a)
mass plot where φh is varied for three different values of rh with (b) mass plot where
φh is varied with rh = 1 (c) mass plot where φh is varied for rh = 10 (d) mass plot
where φh is varied for rh = 100.
Fig. 6.7a shows that the shape of the mass is not the same for all rh. We see it in
more details in Figs. 6.7b-6.7d. For rh = 1 we see that we start with a mass of roughly
2 at φh = 0 this corresponds to the mass of the Schwarzschild adS spacetime. As we
increase φh we see that the final value of the mass is roughly 3.4 so the contribution
to the mass from the black hole and from the scalar field are similar. However for Fig.
6.7c we see that the starting value of the mass is about 1000, that is the Schwarzschild
adS mass and we see that the contribution of the scalar field mass is less important
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than for rh = 1. This is even clearer when rh = 100 in Fig. 6.7d, the black hole is
very big and the mass contribution from the scalar field is less important than in the
previous cases. This is explained by the fact that as we increase the size of the event
horizon the size of the black hole will increase and its contribution to the total mass
will be more important than the scalar field contribution. We see that the scalar field
always has a positive contribution to the total mass.
6.5.3 Results when varying rh
Now when we vary rh for three fixed values of φh the plots for the mass parameters
are:
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Figure 6.8: Subcase 2a with Higgs potential for k = 1, dm = 1/4L (a) parameter a
as we vary rh, for three different values of φh (b) parameter b as we vary rh, for three
different values of φh (c) parameter frr as we vary rh, for three different values of φh.
In Fig. 6.8a we see that the parameter a is positive and that the shape is similar for
all φh. For rh < 1 the parameter a is fairly flat with a slight dip just before rh = 1. We
see a change of behaviour when rh ∼ 1. For rh > 1, a increases, it looks like a straight
line in a log log plot. In Fig. 6.8b we plot the absolute value of b, the parameter b
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being negative. We see that b is about an order of magnitude bigger than a for large
rh. The shape of the plot is similar to the plot for a. The parameter space for frr is
presented in Fig. 6.8c where we see that frr is positive. The behaviour is again similar
to the plots for a and b. However, for large rh, frr is a lot bigger than a and b. The
expression for the mass for case 2a is:
−ab
3
dm2 +
3ab
2L2
+
frr
L4κ
. (6.74)
By comparing the values for a, b and frr at rh = 100 in Figs. 6.8a-6.8c we see that
frr is a factor of 10 bigger than ab so we deduce that for large r the black hole mass
dominates the total mass. This confirmed by the graph in Fig. 6.9 where we see that
for rh > 1 the scalar field does not make much difference to the total mass. For this
reason we decide to focus on smaller values of rh for the rest of the results.
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Figure 6.9: Mass plot for subcase 2a as we vary rh, for three different values of φh.
6.5.4 Topological black holes
We investigate topological black holes for which k 6= 1. As for the case when k = 1, we
first varied φ for fixed values of rh. Then we varied rh for fixed values of φh.
k = 0
We plot the mass parameters and the when we vary φh:
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Figure 6.10: Subcase 2a with Higgs potential for k = 0, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) effect on parameter a as we vary φh, for three different
values of rh (b) effect on parameter b as we vary φh, for three different values of rh (c)
effect on parameter frr as we vary φh, for three different values of rh (d) mass plot as
we vary φh, for three different values of rh (e) mass as we vary φh, for rh = 1 (f) mass
as we vary φh, for rh = 10 (g) mass as we vary φh, for rh = 100.
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In Fig. 6.10a we see that the parameter a is positive, it has a similar shape as for the
k = 1 case seen in Fig. 6.6a. The plots for the parameters b and frr seen in Figs. 6.10b
and 6.10c are also identical to the ones for k = 1. The parameter b is always negative
and frr tends to a constant when φ→ 0. However we see from Fig. 6.10d that the mass
has a similar shape for the three values of rh. This is confirmed in Figs. 6.10e-6.10g
where we see that the shapes of the mass plots are exactly the same for all rh. The
mass is roughly one for rh = 1. For rh = 100 the mass is of order 10
6.
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Figure 6.11: Subcase 2a for Higgs potential with k = 0, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) parameter a as we vary rh, for three different values of φh
(b) parameter b as we vary rh, for three different values of φh (c) parameter frr as we
vary rh, for three different values of φh (d) mass plot as we vary rh, for three different
values of φh.
The plot in Fig. 6.11a shows a increasing monotonically when we vary rh. The plots
for the parameters b and frr follow a similar behaviour as seen in Figs. 6.11b and 6.11c.
This behaviour is also seen for the mass in Fig. 6.11d. When k = 0 we have a planar
event horizon. There is only one length scale which we have set to 1 by setting L = 1.
For k = 0 we will always have a scale invariance for this reason we do not consider
topological black holes with k = 0 for the rest of the subcases cases.
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k = −1
The other case where we have topological black holes is when k = −1. We present the
graphs when φh is varied:
0.0 0.2 0.4 0.6 0.8 1.0
0.01
1
100
104
106
Φh
a
rh=100
rh=10
rh=1
(a) a parameter
0.0 0.2 0.4 0.6 0.8 1.0
0.001
0.1
10
1000
105
107
Φh
Èb
È
rh=100
rh=10
rh=1
(b) b parameter
0.0 0.2 0.4 0.6 0.8 1.0
10-5
0.1
1000
107
1011
Φh
f rr
rh=100
rh=10
rh=1
(c) frr parameter
0.0 0.2 0.4 0.6 0.8 1.0
10-4
0.1
100
105
Φh
m
as
s
rh=100
rh=10
rh=1
(d) Mass
Figure 6.12: Subcase 2a for Higgs potential with k = −1, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) effect on parameter a as we vary φh for three different values
of rh (b) effect on parameter b as we vary φh for three different values of rh (c) effect
on parameter frr as we vary φh, for three different values of rh (d) effect on mass as
we vary φh, for three different values of rh.
The plots for parameters a, b and frr in Figs. 6.12a-6.12c are similar to the k = 0 case.
For the mass we see in Fig. 6.12d that when k = −1 the mass when rh = 1 has an
interesting behaviour. In Figs. 6.13a-6.13c we plot the masses separately for each rh.
We see that for rh = 1 the mass is negative. As for the case where k = 0 the mass is
of order a thousand for rh = 10 and of order 10
6 when rh = 100.
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Figure 6.13: Subcase 2a for Higgs potential with k = −1, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) effect on the mass as we vary φh, for rh = 1 (b) effect on
the mass as we vary φh, for rh = 10 (c) effect on the mass as we vary φh, for rh = 100.
When we vary rh we have:
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Figure 6.14: Subcase 2a for Higgs potential with k = −1, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) effect on the parameter a as we vary rh, for three different
values of φh (b) effect on the parameter b as we vary rh, for three different values of φh
(c) effect on the parameter frr as we vary rh, for three different values of φh.
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Figure 6.15: Subcase 2a for Higgs potential with k = −1, κ = 1, dm = 1/4L, L = 1,
v = 1, α0 = 35/16L
2v2 (a) mass as we vary rh, for three different values of φh (b) zoom
on the mass as we vary rh, for three different values of φh.
When we vary rh in Figs. 6.14a-6.15b, we see that the result we found for k = 1 is
confirmed, namely, the scalar contribution is negligible for rh > 1. Since the numerical
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runs take a long time and the results do not show particularly interesting features we
will not consider k = −1 for the rest of the subcases.
In this subsection we have thoroughly investigated the results for subcase 2a. The
aim is to have better idea about how the mass is affected when we vary or change
parameters such as φh, rh and k. We have seen the behaviour of mass parameters and
mass when we vary φh for fixed values of rh. We have seen that for rh > 1 the behaviour
of the mass parameters and the mass parameters does not change. For the rest of the
subcases we will consider values of rh 6 1. When we vary rh with fixed values for φh
we see that the scalar field contribution is negligible for rh > 1. This behaviour is seen
for the three fixed values of φh. For the rest of the subcases we therefore only use one
fixed value of φh. We have seen that when we consider topological black holes with
k = 0 there is a clear scale invariance. For k = −1 we have seen that the mass can be
negative as it is the case for rh = 1 when we vary φh. For this case we also see that for
rh > 1 the scalar field contribution to the mass is negligible. Since the main interesting
features about topological black holes have been discussed for subcase 2a, these will
not be considered for the rest of the subcases.
§ 6.6 Results for the rest of the cases
We now have a better idea about how the functions ξ and ψ should behave and how
the parameters a b and frr are affected by changes in rh and φh. Here we present
a selection of results where interesting features appear. This section is split in three
parts. We start by presenting the typical behaviour of ξ and ψ functions for selected
subcases. We then present the results when we vary φh with two fixed values for rh,
for k = 1. Finally we present the results when we vary rh with fixed values for φh for
k = 1.
6.6.1 Behaviour of ξ and ψ
We consider the higher dimensional subcase 2f in D = 6. The behaviour of functions
ξ and ψ is presented here:
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Figure 6.16: Subcase 2f with TWI potential, D = 6, k = 1, κ = 1, L = 1, dm = 1/2L,
rh = 1, δh = 0, A = 3 (a) function ξ (b) function ψ.
We plot functions φrDelta− , ξrσ3 and ψrσ4 :
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Figure 6.17: Subcase 2f with TWI potential, D = 6, k = 1, κ = 1, L = 1, dm = 1/2L,
rh = 1, δh = 0, A = 3 (a) convergence of φr
∆− (b) convergence of ξrσ3 (c) convergence
of ψrσ4 .
The functions ξ and ψ seen in Figs. 6.16a-6.16b vanish at infinity as expected. We see
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from Figs. 6.17a-6.17c that there is good convergence for φr∆− , ξrσ3 , ψrσ4 .
We also want to give an example for a subcase with a logarithmic branch to show
that we have good convergence. We consider case 3a, we present the results for TWI
potential.
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Figure 6.18: Subcase 3a with TWI potential, D = 4, k = 1, κ = 1, L = 1, dm = 1/2L,
rh = 1, δh = 0, A = 1 (a) function ξ (b) function ψ.
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Figure 6.19: Subcase 3a with TWI potential, D = 4, k = 1, κ = 1, L = 1, dm = 1/2L,
rh = 1, δh = 0, A = 1 (a) convergence of φr
∆− (b) convergence of ξrσ3 (c) convergence
of ψrσ4 .
The functions ξ and ψ vanish at infinity as expected. We can see from Figs 6.19a-6.19c
that there is good convergence for this subcase.
For the rest of the subcases the functions ξ and ψ also go to zero as r → ∞. The
functions φr∆− , ξrσ3 and ψrσ4 are found to be convergent as for subcases 2a, 2f and
3a. For some subcases the convergence is better than others but the general behaviour
is the same.
6.6.2 Results when varying φh
We present a selection of plots when we vary φh for two fixed values of rh.
Subcase 2b with Higgs potential
We consider subcase 2b and we present the plots when we vary φh:
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Figure 6.20: Subcase 2b with Higgs potential when D = 4, dm = 2/3L, α0 =
65/(36L2v2), k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we
vary φh for two different values of rh (b) effect on the parameter b as we vary φh for
two different values of rh (c) effect on the parameter frr as we vary φh for two different
values of rh (d) effect on the mass as we vary φh for two different values of rh.
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Figure 6.21: Subcase 2b with Higgs potential when D = 4, dm = 2/3L, α0 =
65/(36L2v2), k = 1, κ = 1, L = 13 , δh = 0 (a) effect on the mass as we vary φh
for rh = 0.1 (b) effect on the mass as we vary φh for rh = 1.
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We see that the features for a, b and frr in Figs. 6.20a-6.20c are very similar to case 2a.
The parameter a is always positive and increases with increasing φh. The parameter b
is always negative. We see that frr is also positive and increases with φh. The mass
shown in Figs.6.20d-6.21b is positive. We see that for rh = 1 the mass is bigger than
for rh = 0.1. This is because when rh = 1 the black hole is of bigger size and therefore
has more mass.
Subcase 2b with pseudo-TWI potential
For this case we present the mass plots when we vary φh:
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(b) Mass for rh = 0.1
0.0 0.2 0.4 0.6 0.8 1.0
2.0
2.2
2.4
2.6
2.8
3.0
Φh
m
as
s
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Figure 6.22: Subcase 2b with pseudo-TWI potential for k = 1 (a) effect on the mass as
we vary φh (b) effect on the mass as we vary φh, for rh = 0.1 (c) effect on the mass as
we vary φh, for rh = 1.
The mass shown in Figs. 6.22a-6.22c is positive. We see that for rh = 1 the mass is
bigger than for rh = 0.1. This is because when rh = 1 the black hole is of bigger size
and therefore has more mass. We see that for rh = 1 the mass increases more rapidly
as φh → 1. The plots show typical mass behaviour.
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Subcase 2c with pseudo-TWI potential
For this subcase, when we vary φh we have:
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Figure 6.23: Subcase 2c with pseudo-TWI potential for D = 4, dm = 5/6L, A = −7/9,
k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we vary φh for two different
values of rh (b) effect on the parameter b as we vary φh for two different values of rh
(c) effect on the parameter frr as we vary φh, for two different values of rh (d) effect
on the mass as we vary φh for two different values of rh.
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Figure 6.24: Subcase 2c with pseudo-TWI potential for D = 4, dm = 5/6L, A = −7/9,
k = 1, κ = 1, L = 1, δh = 0 (a) effect on the mass as we vary φh for rh = 0.1 (b) effect
on the mass as we vary φh for rh = 1.
In Fig. 6.23a we see that the parameter a is always positive. Fig. 6.23b shows that
the parameter b is negative for some region in the parameter space. It is positive and
increasing as φh → 1. In Fig. 6.23c we see that the parameter frr is positive. For
rh = 1 the parameter frr is roughly two. This is also the value of the mass when rh = 1
as can be seen in Figs. 6.23d, 6.24b. When the horizon is small i.e. rh = 0.1 then the
mass is small as can be seen in Figs. 6.23d, 6.24a. The parameter frr seems to have a
maximum which we have not previously seen. The mass is however still monotonically
increasing as φh increases.
Subcase 2d with pseudo-TWI potential
We present the results for subcase 2d:
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Figure 6.25: Subcase 2d with pseudo-TWI potential for D = 4, dm = 12/13L, A =
−945/1352, k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we vary φh for
two different values of rh (b) effect on the parameter b as we vary φh for two different
values of rh (c) effect on the parameter frr as we vary φh for two different values of rh
(d) effect on the mass as we vary φh for two different values of rh.
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Figure 6.26: Subcase 2d with pseudo-TWI potential for D = 4, dm = 12/13L, A =
−945/1352, k = 1, κ = 1, L = 1, δh = 0 (a) effect on the mass as we vary φh for
rh = 0.1 (b) effect on the mass as we vary φh, for rh = 1.
6.6. RESULTS FOR THE REST OF THE CASES 147
For this case the results are very similar to case 2c. From Fig. 6.25a we see that a is
always positive. In Fig. 6.25b we see that the parameter b is negative over a bigger
region of the parameter space compared to case 2c. We also notice that the dip in b is
more pronounced. The parameter frr when rh = 1 is still roughly two. For rh = 0.1
the parameter frr also has a maximum. We see the shapes of the masses in Fig. 6.25d.
The mass is small when rh = 0.1, for rh = 1 is has a value of 2 when φh → and slowly
increases as φh →∞ (see Figs. 6.26a and 6.26a).
Subcase 2e in D = 5 with Higgs potential
We want to show an example of a subcase in a higher dimension:
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Figure 6.27: Subcase 2e with Higgs potential for D = 5, dm = 1/2L, α0 = 15/(4L
2v2),
k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we vary φh for two different
values of rh (b) effect on the parameter b as we vary φh for two different values of rh
(c) effect on the parameter frr as we vary φh for two different values of rh (d) effect on
the mass as we vary φh for two different values of rh.
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Figure 6.28: Subcase 2e with Higgs potential for D = 5, dm = 1/2L, α0 = 15/(4L
2v2),
k = 1, κ = 1, L = 1, δh = 0 (a) effect on the mass as we vary φh for rh = 0.1 (b) effect
on the mass as we vary φh, for rh = 1.
The plots in Figs. 6.28a and 6.28b show interesting features.As φh → 1 the mass seems
to diverge more rapidly than in D = 4. We notice that the mass for rh = 1 has a value
of three.
Subcase 2g in D = 5 with pseudo-TWI potential
We present the plots for the mass which is very similar to the rest of the cases.
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Figure 6.29: Subcase 2g with pseudo-TWI potential, D = 5, dm = 3/4L, A = −55/32,
k = 1, κ = 1, L = 1, δh = 0 (a) effect on the mass as we vary φh for rh = 0.1 (b) effect
on the mass as we vary φh for rh = 1.
We see in Figs. 6.29a and 6.29b that the mass is bigger when rh = 1. The mass is
always positive and in this case has a value of three when rh = 1. This value is similar
to the mass for subcase 2e. The mass does not seem to diverge as φh → 1.
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Subcases 3a, 3d, 3e with pseudo-TWI potential
These are subcases with a logarithmic branch.
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Figure 6.30: (a) effect on the mass as we vary φh with pseudo-TWI potential, D = 4,
dm = 1/2L, A = −1, k = 1, κ = 1, L = 1, δh = 0, rh = 1 (b) effect on the mass as we
vary φh with pseudo-TWI potential, D = 4, dm = 1/2L, A = −27/32, k = 1, κ = 1,
L = 1, δh = 0, rh = 1 (c) effect on the mass as we vary φh with pseudo-TWI potential,
D = 4, dm = 1/2L, A = −18/25, k = 1, κ = 1, L = 1, δh = 0, rh = 1.
In Figs. 6.30a-6.30c we plots the masses for logarithmic subcases with D = 4. We
see that all the masses have values around two when φh is very small. We see that
for subcase 3e which is the most complicated subcase, the mass is not monotonically
increasing as φh increases. There is also a bit of a dip for which is not seen for subcases
3a or 3d.
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6.6.3 Results when varying rh
Subcase 2b with Higgs potential
We now presents some results for the mass when we vary rh.
0.001 0.01 0.1 1 10 100
1
2
5
10
20
rh
a
(a) parameter a
0.001 0.01 0.1 1 10 100
10
100
1000
104
rh
Èb
È
(b) parameter b
0.001 0.01 0.1 1 10 100
100
104
106
rh
f rr
(c) parameter frr
0.001 0.01 0.1 1 10 100
0.1
10
1000
105
rh
m
as
s
(d) mass
Figure 6.31: Subcase 2b with Higgs potential, D = 4, dm = 2/3L, α0 = 65/(36L
2v2),
φh = 0.5, k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we vary rh (b)
effect on the parameter b as we vary rh (c) effect on the parameter frr as we vary rh
(d) effect on the mass as we vary rh.
The plots in Figs. 6.31a-6.31d show that there is a change of behaviour in the parame-
ters spaces for a, b and frr at roughly rh ∼ 0.5. There is a slight dip. The magnitudes
of the parameters are different. As rh → 100 parameter a is roughly 30, parameter b
is roughly 105 and frr around 10
7. We see that a and frr are always positive. The
parameter b is negative. The mass is positive and does not show any dip.
Subcase 2c with pseudo-TWI potential
For this case when we vary rh we have:
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Figure 6.32: Subcase 2c with pseudo-TWI potential, D = 4, dm = 5/6L, A = −7/9,
φh = 0.5, k = 1, κ = 1, L = 1, δh = 0 (a) effect on the parameter a as we vary rh (b)
effect on the parameter b as we vary rh (c) effect on the parameter frr as we vary rh
(d) effect on the mass as we vary rh.
The plots in Figs. 6.32a-6.32d show that there is a change in behaviour at around
rh = 0.5. We observe a dip. The change is clearer for parameter b where there is a big
dip at rh = 0.5. The mass is still positive. We notice that as rh → 10 the parameter
frr and the mass increase in a similar way. However frr increases slightly faster.
Subcase 2e with pseudo-TWI potential
In higher dimensions (in this subcase D = 5), when we vary rh we have:
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Figure 6.33: Subcase 2e with Higgs potential for D = 5, dm = 1/2L, α0 = 15/(4L
2v2),
φh = 0.5, k = 1, κ = 1, L = 1, δh = 0 (a) effect on parameter a as we vary rh (b) effect
on parameter b as we vary rh (c) effect on parameter frr as we vary rh (d) effect on the
mass as we vary rh.
From Figs. 6.33a-6.33d we see that there are no dips in the figures. The shapes look
the same. The magnitudes of the parameters are different, the parameter a has the
smallest magnitude and the parameter frr has the biggest magnitude.
Subcase 2g with pseudo-TWI potential
In this subcase we want to illustrate that the scalar field contribution is negligible when
rh > 1, we see this in Fig. 6.34:
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Figure 6.34: Subcase 2g: effect on the mass as we vary rh for three different values of
φh with pseudo-TWI potential, D = 5, dm = 3/4L, A = −55/32, k = 1, κ = 1, L = 1,
δh = 0.
This result is similar to subcase 2a for Higgs potential.
From all the figures presented above we can say that the results are consistent. They
all show that the mass is positive and that for rh > 1 the mass is dominated by the
gravitational contribution. The value of the mass increases as we increase rh.
§ 6.7 Summary
In this chapter we have seen how to obtain the parameters a, b and frr in order to
calculate the mass. We have seen that is not a hard task to solve the differential
equation for φ and obtain a value for a since a is contained in the leading behaviour
of φ. However parameters b and frr are contained in subleading terms which makes
them hard to extract. The solution was to define new functions ξ(r) and ψ(r) whose
leading behaviour contains b and frr respectively. We obtained the differential equations
for these functions and solved them to obtain b and frr. We then plotted the mass
parameters while varying φh and rh. We presented a selection of plots and discussed
interesting features.
Conclusion
In this thesis we have studied the mass of black holes minimally coupled to a scalar
field in adS spacetime.
We started by reviewing uniqueness and no-hair theorems in chapter 1. We presented
two no-hair proofs to understand what lies at the heart of the no-hair theorems. Finally
we introduce the ADM mass and the Komar integral.
In chapter 2 we saw how there are several methods to calculate the mass in asymp-
totically adS spacetime. We considered three methods and decided the Henneaux and
Teitelboim method [74] was the most appropriate for our work. We investigated Ein-
stein gravity minimally coupled to a scalar field in chapter 3. We found four possible
asymptotic forms for the scalar field. We proved some no-hair theorems when the self
interaction potential is convex. When we considered nonconvex Higgs and TWI poten-
tials, soliton and black hole solutions were found and their stability was tested. The
stability of case 1 is complicated to determine as the scalar field converges to a non-zero
constant at infinity. Cases 2 and 3 were found to be stable, for these cases the scalar
field vanishes at infinity as predicted by [129]. Finally case 4 is the oscillatory case and
was found to be unstable.
The main focus of our work has been to provide a method to obtain finite expressions
of the sapcetimes masses. In order to calculate the mass of the spacetimes the leading
order behaviour of the scalar field is not enough. In chapter 4 we present the detailed
asymptotics for the scalar field φ and the metric perturbation hrr. In this chapter we
see that the scalar field has a back reaction on the metric and that different subcases
arise as m2 varies. We used the field equations to calculate important coefficients with
own mathematica code.
When the scalar field has a mass above the Breitenlohner-Freedman bound [31], the
total mass of the spacetime is the sum of the gravitational contribution and the scalar
contribution. Both contributions are divergent but by adding them together using the
correct cut-offs, we obtained finite masses. The masses were all calculated using our
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own mathematica code. We obtained finite expressions for all the subcases. In [73],
Henneaux et al. give the explicit expression for one subcase which is in agreement with
the expression we found.
The masses were found to depend on three parameters a, b and frr. The parameters
b and frr are contained in coefficients of subleading terms. In order to extract them,
we defined new functions ξ and ψ whose leading order behaviour contain b and frr
respectively. Mass parameters a, b and frr were found by solving the differential equa-
tions for φ, ξ and ψ respectively. We used our mathematica code for Higgs potential
and a pseudo-TWI potential. We presented detailed results for subcase 2a. We found
that the parameter a is positive and the parameter b is negative for subcase 2a. These
two parameters represent the scalar field contribution to the mass. The parameter frr
which is the gravitational contribution to the mass was found to be larger than a and
b. The scalar field contribution was found to be negligible for rh > 1. We presented
results for topological black holes. When k = 0 the results showed scale invariance.
When k = −1 we found that the mass can be negative.
We presented results for the rest of the cases. The mass was found to be very similar
for all the cases. This shows that the method we used gives sensible results for the
mass. Our method can be used to find the mass for spacetimes with gravity minimally
coupled to scalar field.
The main direct application is to black hole thermodynamics where the mass of the
spacetime is needed to study the thermodynamics stability. Our work can be extended
to non-minimally coupled scalar field which is treated in [86] with zero self interaction
potential. The thermodynamics could also be studied for this case.
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