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PREFACE 
The present thesis entitled "Study of Certain Multi-Variable Special Functions Us-
ing Operational and Lie Algebraic Techniques" is an outcome of the studies made by 
the author at the Department of Mathematics, Aligarh Muslim University, Aligarh, 
India. 
Special functions have centuries of history with immense literature and are known 
for their ambiguity and great applicability within mathematics as well as outside it. 
A vast mathematical literature has been devoted to the theory of these functions, as 
constructed in the works of Chebyshev, Euler, Gauss, Hardy, Hermite, Legendre, Ra-
manujan and other classical authors. Some other developments are given by Andrews 
[1,2], Andrews et al. [3], Erdelyi et al. [61,62,65], Iwasaki et al. [78], Lebedev [102], 
Rainville [124], Sneddon [131] et cetera. 
The importance of special functions has been further stressed by their various gen-
eralizations. The theory of generalized special functions has witnessed a significant 
evolution during the recent years, see for example Dattoli [13,14,16,19], Dattoli et 
al. [20-22,28-31,34,41-43,45], Dattoh and Khan [23,24], Dattoh and Torre [47-50] and 
Dunkl and Yuan [59]. Special functions are interesting in theoretical physics because 
they arise not only from the matrix elements of symmetry group representations, but 
also from the associated algebras of tensor operators, the symmetry itself being fun-
damental.The umbral calculus is a kind of symbolic calculus whose starting point is 
the study of polynomials of binomial type. Gustafson has made an attempt to show 
how an umbral calculus can be used to enrich this theory of special functions, see for 
example [68-74]. 
An important generahzation of special functions is special matrix functions which 
appear in the literature related to statistics [11,79,104, 105] and recently in connection 
with matrix analogues of Laguerre, Hermite and Legendre differential equations and 
the corresponding polynomial families [80-82]. Orthogonal matrix polynomials are 
becoming more and more relevant in the last two decades. Laguerre matrix polynomials 
have been introduced and studied by Jodar et al. [81]. For further related work on 
matrix polynomials, see [82,84,85,126-129]. 
Recently, an increasing interest has grown around operational techniques (involving 
differential operators) and special functions. Dattoli and his co-workers have shown 
that by using operational techniques, many properties of ordinary and multi-variable 
special functions are simply derived and framed in a more general context, see for 
example [7,13-54]. 
The symbolic or operational calculus was developed systematically in the middle 
of the nineteenth century. At the end of the nineteenth century, Heaviside applied it 
successfully to the solution of certain problems connected with the theory of electro-
magnetic oscillations. The original operator viewpoint of Heaviside was substantially 
displaced by the works of Carson, Doetch, Vander Pol and others, who took either the 
Laplace transform or the Mellin integral as the basis of their investigations. Further, 
the successful development of the theory of linear operators contributed to a devel-
opment of operator methods in mathematical analysis. An operator treatment of the 
operational calculus, using the Laplace transform is given by Ditkin and Prudnikov 
[55] and Plessner [118]. Integral transforms have become an extensively used tool and 
their practical applications depend largely on tables of transform pairs. A number 
of books consisting of tables of formulae for integral transforms are available, see for 
example Erdelyi et al. [63,64], Ditkin and Prudnikov [55], Prudnikov et al. [121-123] 
and Magnus et al. [103]. 
The theory of the Lie groups and their applications is a fundamental part of math-
ematics and is now seen to touch a tremendous spectrum of mathematical areas, in-
cluding classical, differential and algebraic geometry, topology, ordinary and partial 
differential equations, complex analysis, group and ring theory, number theory and 
physics from classical to quantum and relativistic. The Lie theoretic approach pro-
vides the natural, direct, unified and efficient framework for general treatment of a 
wide class of special functions arising in mathematical physics. In the direction of Lie 
theoretic approach to special functions, pioneering work was done by Bargmann [6], 
Gel'fand and Sapiro [66], Gilmore [67], Miller [107,108], Talman [135], Vilenkin [139], 
Wawrzynczyk [140], Weisner [141-143], Wigner [144,145] and others. Since then an 
iv 
enormous amount of work has been done on this subject also motivated by physical 
models. Very recently some contributions have been given showing Lie theoretical 
representations of many sets of special functions in several variables, see for example 
Subuhi Khan [87,88], Khan and Mittal [90], Khan and Pathan [91], Khan and Yas-
min [92-95], Khan et al. [96-98], Pathan et al. [115-117], Pathan and Khan [112-114], 
Ghazala Yasmin [149], Archana Mittal [109]. 
The main objective of this thesis is the derivation of properties of certain multi-
variable special functions of mathematical physics by using operational and Lie alge-
braic techniques. The Thesis comprises of six chapters. 
In Chapter 1, we give the necessary background material of special functions and 
Lie theory needed in carrying out the research work of this thesis. 
In Chapter 2, we use operational methods to introduce Hermite-based Appell poly-
nomials and discuss their properties. Further, we derive some identities involving these 
polynomials. Furthermore, we derive a number of results for Hermite-based Laguerre 
polynomials and Hermite-based Tricomi functions. The results established in this chap-
ter show the usefulness of the methods of operational nature. 
In Chapter 3, we derive the implicit summation formulae for Hermite polynomials 
and their products by using different analytical means on their respective generating 
functions. Further, we derive the imphcit summation for Hermite polynomials of two 
and four variables. Furthermore, we derive summation formulae for some multi-variable 
forms of Gegenbauer polynomials by using integral representation method. 
In Chapter 4, we derive generating relations for Tricomi, Hermite and Tricomi 
functions of three and four variables, respectively, by using the representation theory 
of Lie algebra T3. Further, we derive certain new and known generating relations for 
various forms of Tricomi, Hermite-Tricomi and Bessel functions as special cases. 
In Chapter 5, we introduce 2-variable Laguerre matrix polynomials and discuss their 
properties. Further , we derive the generating relations involving these polynomials by 
constructing a three-dimensional Lie algebra isomorphic to special linear algebra sl{2), 
by using Weisiier's [141] group-theoretic method. Furthermore, we discuss certain 
special cases which would yield inevitably many new and known generating relations 
for the polynomials related to 2-variable Laguerre matrix polynomials. 
In Chapter 6, we introduce 2-variable modified Laguerre matrix polynomials and 
derive generating relations involving these polynomials by using the representation 
theory of the Lie algebra ^(0,1). Further, we obtain a number of results for various 
polynomials related to these polynomials as special cases. 
In the end, we give a comprehensive list of references of books, monographs, edited 
volumes, lecture notes and research papers used in carrying out this research work. 
Some results of this thesis have been presented in the International Conference of 
Society of Special Functions and their Applications, December 15-16, 2007 at Malaviya 
National Institute of Technology, Jaipur, India. Seven papers based on the research 
contained in this thesis have been communicated for publication in international jour-
nals. Two of them which contain the work of Chapter 3 and Chapter 4 have been 
accepted for publication in journals entitled "Journal of Mathematical Analysis and 
Applications" and " Applied Mathematics and Computation", respectively. 
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CHAPTER 1 
PRELIMINARIES 
1.1. INTRODUCTION 
Special functions arise in a wide range of problems which exist in classical and 
quantum physics, engineering and applied mathematics. The procedure followed in 
most texts on these topics (e.g., quantum mechanics, electrodynamics, modern physics, 
classical mechanics, heat conduction, communication systems, electro-optics, electro-
magnetic theory, electro-circuit theory et cetera) is to formulate the problem as a 
differential equation that is related to one of several special differential equations (Her-
mite, Bessel's, Tricomi's, Laguerre's, Legendre's, et cetera). The corresponding special 
functions are then introduced as solutions with some discussion of recursion formulae, 
orthogonahty relations, asymptotic expressions and other properties as appropriate. In 
other words, special functions are the solutions of a wide class of mathematically and 
physically relevant functional equations. 
Each special function can be defined in a variety of ways and different authors 
choose different definitions (Rodrigue's formulae, generating functions, summation for-
mulae, integral representations et cetera). Whatever the starting definition, it is usually 
shown to be expressible as a series, because this is frequently the most practical way 
to obtain numerical values for the functions. A vast mathematical literature has been 
devoted to the theory of these functions as constructed in the works of Gauss, Hermite, 
Euler, Chebyshev, Watson, Hardy and other classical authors. Some other develop-
ments are given by Andrews [1,2], Andrews et al. [3], Erdelyi et al. [61,62,65], Iwasaki 
et al. [78], Lebedev [102], McBride [106], RanviUe [124], Sneddon [131], Srivastava and 
Manocha [132], Szego [134], Titchmarch [136], Truesdell [138] et cetera. 
The importance of special functions has been further stressed by their various 
generalizations. The theory of generahzed special functions has witnessed a signifi-
cant evolution during the recent years, see for example Dattoh [13,14,16,19], Dattoh et 
al. [20-22,28-31,34,41-43,45], Dattoh and Khan [23,24], Dattoh and Torre [47-50] and 
Dunkl and Yuan [59]. Special functions are interesting in theoretical physics because 
they arise not only from the matrix elements of symmetry group representations, but 
also from the associated algebras of tensor operators, the symmetry itself being fun-
damental.The umbral calculus is a kind of symbolic calculus whose starting point is 
the study of polynomials of binomial type. Gustafson has made an attempt to show 
how an umbral calculus can be used to enrich this theory of special functions, see for 
example Gustafson [68,69]. An important contribution to the theory of multiple basic 
hypergeometric series is given by Gustafson [70], which leads in his subsequent work 
to explicit evaluations of multidimensional generalizations of ordinary and g-beta type 
integrals of Barnes, Ramaimjan, Askey-Wilson and others. These later results include 
suitably specializing one of Gustafson's new g-Selberg multiple beta integral to provide 
a proof of the qi-Macdonald-Morris root system conjectures, for all affine root systems 
of classical type including BCn- These results are contained in other fundamental 
contributions of Gustafson, see Refs. [73,74] and have many important applications 
to classical analysis, special functions, mathematical physics, additive number theory, 
algebraic combinatorics and g-series. Most of the integral evaluations are consequences 
of the Gustafson's summation theorems for very-well-poised hypergeometric series on 
Lie algebras [69,70,72]. Each summation theorem in these references yields two distinct 
integral analogues. That is, the summation theorems imply the integral evaluations. 
Some connections between the classical invariant theory for SL2 and special functions 
are discussed in [71], with the purpose to provide a point of unification between the 
representation theory of SL2 and special functions and also to indicate possible gen-
eralizations of hypergeometric series and classical orthogonal polynomials to several 
variables. 
The theory of Lie groups and Lie algebras is one of the classical well established 
chapters of mathematics. The applications of the theory of representations of Lie 
groups and Lie algebras allow interpretations of many familiar one variable special 
functions. Pioneering work was done by Bargmann [6], Cartan [10], Gel'fand and 
Sapiro [66], Gilmore [67], Klimyk and Vilenkin [99], Miller [107,108], Talman [135], 
Vilenkin [139], Wawrzyficzyk [140], Weisner [141-143], Wigner [144,145] and others. 
Since then an enormous amount of work has been done on this subject also motivated 
by physical models. Very recently some contributions have been given showing Lie 
theoretical representations of many sets of special functions in several variables, see 
for example Subuhi Khan [87,88], Khan and Mittal [90], Khan and Pathan [91], Khan 
and Yasmin [92-95], Khan et al [96-98], Pathan et al. [115-117], Pathan and Khan 
[il2-114], Archana Mittal [109], Ghazala Yasmin [149]. 
Recently, an increasing interest has grown around operational techniques and spe-
cial functions. Dattoli and his co-workers have shown that by using operational tech-
niques, many properties of ordinary and multi-variable special functions are simply 
derived and framed in a more general context, see for example [7,13-54]. 
This chapter contains the necessary background material of special functions and 
Lie theory. In Section 1.2, we review the definition of hypergeometric function and 
other related special functions. In Section 1.3, we discuss in brief, the importance 
of operational and Lie algebraic techniques. In Section 1.4, we give the definitions 
and examples of local Lie groups and Lie algebras. Also, we discuss in brief, the 
representations of Lie algebras. In Section 1.5, we review the concepts of generating 
relations. However, the definitions and examples treated here are only those which 
are used in our work, thereby laying the ground work for treatment of problems in 
subsequent chapters. 
1.2. SPECIAL FUNCTIONS 
The special functions are the classes of functions listed in (l)-(4) (other terms, 
such as higher transcendental functions, are sometimes used). 
(1) The gamma functions and related functions. 
(2) Fresenel's integral, the error function, the logarithmic integral and other functions 
that can be expressed as indefinite integrals of elementary functions. 
(3) Elfiptic functions. 
(4) Solutions of linear ordinary differential equations of the second order derived 
by separating certain partial differential equations, e.g., Laplace's equation in 
various curvilinear coordinates. 
Here, we discuss class (4); for the other classes see [61,62,65]. Class (4) is further 
divided into the following three types, according to the character of the singular points 
of the differential equation of which the functions are solutions. 
(a) Special Functions of Hypergeometric Type: are solutions of differential equa-
tions with three regular singular points of the Riemann sphere. Examples are the hy-
pergeometric function and the Legendre function. Any function of this type reduces 
to a hypergeometric function through a simple transformation. 
(b) Special Functions of Confluent Type: are solutions of differential equations 
that are derived from hypergeometric differential equations by the confluence of two 
regular singular points, that is by making one of the regular points tend to the other 
one so that the resulting singularity is an irregular singular point of class 1. 
(c) Special Functions of Ellipsoidal Type: are solutions of differential equations 
with four or five regular singular points, some of which may be confluent to become 
irregular singular points. Examples are Lame functions, Mathieu functions and spher-
oidal wave functions. In contrast to type (a) and (b), functions of type (c) are difficult 
to characterize by means of difference-differential equations and have not been fully 
explored. Sometimes the term special functions in its narrow sense is not applied to 
them. 
The term "hypergeometric" was first used by Wallis in 1655 in his work "Arith-
metrica Infinitorum", when referring to any series which could be regarded as a gener-
alization of the ordinary geometric series 
oo 
y]^:" = 1 + z + z'^ -\ . 
n=0 
Some other scientists like Euler and Gauss had done a great work on hypergeomet-
ric function. In 1769, Euler established an integral representation, a series expansion, 
a differential equation and several other properties including reduction and transfor-
mation formulae for hypergeornetric function. In 1812, Gauss introduced the hyper-
geometric series into analysis and gave F-notation for it. Gauss's work was of great 
historical importance because it initiated for reaching development in many branches 
of analysis not only in infinite series, but also in the general theories of linear differ-
ential equations and function of a complex variable. The hypergeornetric function has 
retained its significance in modern mathematics because of its powerful unifying influ-
ence since many of the principal special functions of higher analysis are also related to 
it. 
Gamma and Factorial Functions 
For Re(z) > 0, the function r(z) is defined in terms of integral 
poo 
r{z) = / e-H'~^dt. (1.2.1) 
Jo 
However, by analytic continuation T{z) can be extended to a function analytic in 
the whole complex plane with the exception of the simple pole at ^ = —n, n = 0,1,2, ••• • 
The Pochammer symbol (a)n, where a denotes any number, real or complex and 
n any integer positive, negative or zero, is defined by 
(«)" = ( ^ a - n ( ^ ^^ T ' ' ^ ? ' (1-2-2) 
[ a{a + l)-• • [a + n-1), it n>l, ^ ' 
and 
(a)^n = . ;~"^\ , n = l , 2 , 3 , . . . ; a ^ 0, ± 1 , ±2, • • •. (1.2.3) 
In particular, (1)„ = n\. Hence, the symbol (a)„ is also referred to as the factorial 
function. 
In terms of Gamma functions, we have 
(«)n = ~ V ( ^ ' « ^ 0 ' - l ' - 2 , . . . . (1.2.4) 
Hypergeometric Function 
The hypergeometric function 2-^ 1 [a,/3; 7; x] is defined by 
2Fi[a,(3]r,A = 2^——r— j—, \x\<l, (1.2.5) 
where a, /3,7 are real or complex parameters and 7 ^  0, —1, —2 . . . . 
By d'Alembert's ratio test, it is easily seen that the hypergeometric series in (1.2.5) 
converges absolutely within the unit circle, that is, |a:j < 1, provided that the denomi-
nator parameter 7 is neither zero nor a negative integer. However, if either or both of 
the numerator parameters a and /3 in (1.2.5) is zero or a negative integer, the hyper-
geometric series terminates. 
When |a;| = 1 (that is, on the unit circle), the hypergeometric series is: 
(1) absolutely convergent if Re (7 — Q — /3) > 0; 
(2) conditionally convergent if —1 < Re (7 — a — /3) < 0, a; 7^  1; 
(3) divergent if Re (7 — a — /?) < —1. 
2Fi[oL, P; 7; x] is a solution of the differential equation 
x{l-x)-—-\-{^-{a + (5-\-l)x)—-a[iu = 0, 1.2.6) 
dx'^ dx 
in which a, (3 and 7 are independent of x. This is a homogeneous linear differential 
equation of the second order and is called the hypergeometric equation. It has at 
most three singularities 0,00 and 1 which are aU regular [120]. This function has the 
following integral representation 
,F,[a,p-r,x] = - - ^ r / r~\l - ty--~\l - xt)-^dt, (1.2.7) 
T{a) r (7 ~a) Jo 
Re (7) > Re (a) > 0; |arg(l - a;)| < n 
X' = oo, which is formed by the confluence of two regular singularities at j3 and oo of 
X 
Confluent Hypergeometric Function 
If in hypergeometric equation (1.2.6), we replace x by x/jS, the resulting equation 
will have three singularities at x = 0, /?, oo. 
By letting \(3\ -> oo, this transformed equation reduces to 
Eq. (1.2.8) has a regular singularity at: a; = 0, and an irregular singularity at 
( 
Eq. (1.2.6) with x replaced by 
Consequently, Eq. (1.2.8) is called the confluent hypergeometric equation or Kum-
mer's differential equation after E.E. Kummer, who presented a detailed study of its 
solutions in 1836, see [101]. , 
The simplest solution of Eq. (1.2.8) is confluent hypergeometric function or Rum-
mer's function iFi[a; 7; x] which is given as 
iF,[a-r,x] = Y.f~~, 77^  0,-1,-2,-••; \x\ < ^, (1.2.9) 
which can also be deduced as a special case of hypergeometric function 2^1(0:,/?; 7; x]. 
In fact, we have 
lim 2-^ 1 = iFi[a;r,x]. (1.2.10) 
Some Special Cases of Hypergeometric Function 
The Gauss hypergeometric function 2-F1 and the confluent hypergeometric function 
iFi form the core of the special functions and include as special cases most of the com-
monly used functions. The 2^1 includes as its special cases, many elementary functions, 
Legendre functions of the first and second kinds, the incomplete beta function, com-
plete elliptic integrals of the first and second kinds, Jacobi polynomials, Gegenbauer (or 
ultra spherical) polynomials, Legendre (or spherical) polynomials, Tchebycheff poly-
nomials of the first and second kinds et cetera ([132]; pp. 34-36). On the other hand, 
iFi includes as its special cases, Bessel functions, Whittaker functions, incomplete 
7 
gamma functions, error functions, parabolic cylinder (or Weber) functions, Bateman's 
fc-function, Hermite polynomials, Laguerre functions and polynomials, Poisson-Charlier 
polynomials et cetera ([132]; pp. 39-41). 
In this section, we discuss the relationships between the hypergeometric function 
and other special functions (we consider only those special functions which will be used 
in our work). 
I. (l-z)-^ = E ~r- = •2F,[a,b-b-z] = xFo[a;-;z], \z\ < I, (1.2.11) 
n=0 
where (1 — z)~" is the familiar binomial function. 
oo 
II. e^ = E S = iFi[a;a-z] = oFo[~;-,z], (1.2.12) 
n=0 
where e^  is the well-known exponential function. 
III. Bessel Functions 
The Bessel functions Jnix) are defined by means of the generating relation 
exp(^(t~^]\ = X^  J,,(x)t", (1.2.13) 
^ ^ •^ '' n—~oo 
for t 7>^  0 and for all finite x. 
Bessel functions Jn{x) are also defined by 
where n is a positive integer or zero, and 
Jn{x) = (-l) 'V_„(x), (1.2.15) 
where n is a negative integer. 
Bessel functions Jn{x) satisfy the following pure and differential recurrence rela-
tions: 
2nJ,,{x)~xJn^i{x)-^xJn+i(x) = 0 (1.2.16) 
and 
~Jn{x) = Jn-lix) Jnix), 
ax X 
d 
dx 
;i.2.17) 
Jn{x) n -Jn+l{x) + -Jnix), 
X 
respectively. 
Bessel functions are solutions of the differential equation 
x^—~ + X J-+ {x^ - n^)y = 0. 
We note that 
Jn{x) ^ ,^^/^oF, 
r(i + n) n + 1 ; - -
;i.2.i8) 
;i.2.i9) 
IV. Tricomi Functions 
Tricomi function is a Bessel like function. The Tricomi function is defined by 
means of the generating relation 
oo 
exp (^  - f ) = J2 ^-(^)^"' (1.2.20) 
for t 7^  0 and for all finite x. 
Tricomi functions Cn{x) are also defined by 
Cn{x) = ^ ; , J , , .„, n = 0 , l , 2 , . . . . 
/c=0 k\ {n + k)V 
[1.2.21) 
Further, Tricomi functions are characterized by the following link with the ordinary 
Bessel functions Jn{x): 
Cn{x) = 2 ; - i 4 ( 2 v ^ ) . (1.2.22) 
Tricomi functions satisfy the following pure and differential recurrence relations 
a;C„+i(a;)-na(2;) + C,,_i(x) = 0 (1.2.23) 
and 
d 
dx CJx) 
X -~Cn{x) 
dx 
Cn+l\X), 
~nCn{x) + Cn^l{x). (1.2.24) 
respectively. 
Tricomi functions are solutions of the differential equation 
dx^ ' ^ ' ' dx 
d'^ d \ 
x^-^ + {n + l)--~ + l]Cn{x) = 0. 
We note that 
G,i(a^j 1 oi^i[-; n + 1; -x]. 
(1.2.25) 
(1.2.26) 
r ( i + n) 
V. Legendre Polynomials 
The Legendre polynomials Pn{'-i^) are defined by means of the generating relation 
( l - 2 x t + t2)-'/^ = Y,Pn{x)f' (1.2.27) 
n = 0 
for |i| < 1 and |x| < 1. 
Legendre polynomials Pn{^) are also defined by 
[n/2] 
Pn{x) - E 
fc=0 
(-l)Ml/2).-fe(2a:; 
k\{n-2k)\ 
n-2k 
(1.2.28) 
Legendre polynomials satisfy the following pure and differential recurrence rela-
tions 
and 
{n^l)Pn+i{x)-{2n-^l)xPn{x) + nPn-i{x) = 0 (1.2.29) 
{l-X^)~-Pn{x) = -nxPn{x)+nPn-l{x), 
( l - x ^ ) — P „ ( x ) = (n + l ) x P „ ( x ) - ( n + l ) P „ + i ( x ) , (1.2.30) 
respectively. 
Legendre polynomials are solutions of the differential equation 
•'-^^)0-^-^l+"("+"^-»-
We note that 
Pn{x) = 2^1 ^n, n + 1; 1; 1 - x 
(1.2.31) 
;i.2.32) 
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VI. Hermite Polynomials 
The Hermite polynomials Hn{x) are defined by means of the generating relation 
exp{2xt-t'^) = Y^ 
n=0 ni 
(1.2.33) 
Hermite polynomials Hn{x) are also defined by 
( - I f n!(2x)'^-2'^ 
Hn{x) = X] 
fe=0 k\{n-2ky. 
(1.2.34) 
Hermite polynomials Hn{x) satisfy the following pure and differential recurrence 
relations 
Hn+i{x)-2xHn{x) + 2nHn-i{x) = 0 (1.2.35) 
and 
-—Hn{x) = 2nxHn-i{x) 
ax 
dx 
Hn{x) ^ 2xHn{x) - Hn+l{x), (1.2.36) 
respectively. 
Hermite polynomials are solutions of the differential equation 
d^y o dy 
, ^-2x-^ + 2ny = 0. dx^ dx 
We note that 
Hn{x) = (2x)%Fo n —n + 1 1 
2 ' 2 ' - ' " ^ 
(1.2.37) 
(1.2.38) 
VII. Laguerre polynomials and associated Laguerre Polynomials 
The Laguerre polynomials I/„(x) of order n are defined by means of the generating 
relation 
(1.2.39) exp ( T ; - ^ ) = J ] Ln{x) f 
n=0 ( 1 - t ) --\{l-t)J 
Laguerre polynomials Ln{x) are also defined by 
-D'^nlx'"' 
Ln{x) = J^ 
fc=0 {k\y{n-ky: 
;i.2.40) 
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where n is a nonnegative integer. 
The Laguerre polynomials satisfy the following pure and differential recurrence 
relations 
{n + l)Ln+i{^)~{x-2n-l)Ln{x) + nLn^i{x) = 0 (1.2.41) 
and 
x--Ln{x) = nLn{x)-nLn-i{x), 
ax 
x~L^{x) = {x-{n + l))LJx) + {n+l)Lr,-^^ix), (1.2.42) 
respectively. 
Laguerre polynomials are solutions of the differential equation 
We note that 
Ln{x) = iFi[-n; 1; x]. (1.2.44) 
The associated Laguerre polynomials Ln (x) are defined by means of the generat-
ing relation 
Associated Laguerre polynomials Ln (x) are also defined by 
^ (n-r)!(A; + r)!r! ^ ^ 
where n is a nonnegative integer. 
The associated Laguerre polynomials satisfy the following pure and differential 
recurrence relations 
(n + I ) L S I ( X ) - (x - (a + 2n + 1))LI:\X) + (a + n ) 4 1 ( 2 ; ) = 0 (1.2.47) 
and 
x - ^ L(f)(x) = nLi^\x) - (a + n)L„_i(x), 
d 
dx 
respectively. 
X -~ Ll:\x) = ix~{a + n+ l))Li:\x) + {n+ 1)L[:I,{X), (1.2. 
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Associated Laguerre polynomials are solutions of the differential equation 
x ^ + {l + k-x)-f^ + ny = 0. 
dx'^ • V - • - / ^ ^ 
We note that 
rffcW \ r{n + k+ 1) „ r ; , 1 
X 
(1.2.49) 
1.2.50) 
VIII. Jacobi Polynomials and Ultraspherical Polynomials 
Jacobi polynomials Pn {x) are defined as 
p(a,/J)(^) = ^ r(n + a + l)r(n + /3+l) / a ; - l \ V a ; + lV"^ 
fc=0 V{a + k+l)T{n + P-k^l){n-k)\k\ \ 2 
Jacobi polynomials are solutions of the differential equation 
d?y dy l - x ' ) - 4 + ( / 5 - a - ( a + / ? + 2 ) a ; ) ^ + n ( n + a+ /3+ l )y = 0. 
We note that 
n! 
dx 
-n, n + a + /? + 1; a + 1; 
l - x 
1.2.51) 
(1.2.52) 
(1.2.53) 
The special case /? = a of the Jacobi polynomials is called the ultraspherical 
polynomial and is defined by 
" (2a + i ) ,p^"^(x)r 
n=0 
'i-2xt+e)-''~'^ = Y^ (a + l)n (1.2.54) 
IX. Gegenbauer and Chebyshev Polynomials 
The Gegenbauer polynomials C^{x) is a generalization of the Legendre polynomials 
and is defined by the generating relation 
oo 
{i-2xt + t^Y^ = ^c , ^ (x ) r , \t\<i] \x\<i, 
n=0 
1.2.55) 
where A > ~ - and specified by the series 
ctix) = (-i)"X;(^ W"/'U2.xr-^'= 
fc=0 n — k k 
1.2.56) 
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From Eqs. (1.2.54) and (1.2.55) it follows that the Gegenbauer and ultraspherical 
polynomials are essentially equivalent 
C^^{^) = (2A)„ F;. [x] 
p(">")l X = 
(A+i )n 
(l + a ) „ d " + ^ \ x ) 
;i.2.57) 
(1.2.58) (1 + 2a)„ 
Gegenbauer polynomials satisfy the following pure and differential recurrence re-
lations 
(n + l)C,^+i(x)-2(n + A)xC^(x) + (n + 2A-l )C^_i (x) = 0 (1.2.59) 
and 
( x 2 - l ) ^ C ^ ( x ) ^ nxC,^(x)-(n + 2 A - l ) C t i ( x ) , 
{x' - 1) ^ C^{x) - - (n + 2A)xC,^(x) + (n + l)C^+i(x) (1.2.60) 
respectively. 
Further, Gegenbauer polynomials are solutions of the differential equations 
' l - x 2 ) ^ ~ ( 2 A + l ) a ; ^ + n(n + 2A)y = 0. 
dx'^ ax 
(1.2.61) 
We note that 
^^, . / n + 2 A - l 
Ctix) 
n 
iFi 
1 \ — X 
-n, n + 2A; A + - ; (1.2.62) 2' 2 
An important subclass of Gegenbauer polynomials are the Chebyshev polynomials, 
of which there are two kinds. The Chebyshev polynomials of the first kind are defined 
by 
To{x) = 1, Tn{x) = - h m - ^ , n = 0 ,1 ,2 , . . . . (1.2.63) 
Z A— 0^ A 
Further, 
n ^ (-1)^ (n - A; - 1)! (2x-)"-2^ 
fc=0 kl {n-2k)\ 
;i.2.64) 
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and the generating relation is given by 
(1 - xt) Y,Ux)f (1 - 2xt + 2^) 
The Chebyshev polynomials of the second kind are 
Unix) = Clix), n = 0 , l ,2 , . 
[1.2.65) 
(1.2.66) 
By setting A = 1 in the properties of Gegenbauer polynomials we get the corre-
sponding properties of Chebyshev polynomials Un{x), by setting A = 1 in Eq. (1.2.56), 
we get 
fc=0 ^ "^ 
(1.2.67) 
Further, T„(x) and Un{x) satisfy the differential equations 
dx"^ dx 
( l _ , 2 ) ^ _ ^ ^ + , 2 ^ ^ 0 
and 
respectively. 
We note that 
( l - x ^ ) ^ - 3 x ^ + n(n + 2)y = 0, 
dx^ dx 
(1.2.68) 
(1.2.69) 
^^- A-l-\)< 1 I -X 
and 
Unix) = [n + 1)' n(| . 
( 0 ) " . 
Pn''''ix) = in + l)2Fi 
2' 2 
2, l - x 
- n , n + l ; - ; ^ -
(1.2.70) 
(1.2.71) 
1.3. OPERATIONAL A N D LIE-ALGEBRAIC TECHNIQUES 
It is well known from the literature that operational techniques include integral, 
differential and exponential operators and provide a systematic and analytic approach 
to study special functions, see for example Srivastava and Manocha [132]. The op-
erational techniques are based upon single, double and multiple integral transforms 
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and upon certain operators involving derivatives. Methods connected with the use of 
integral transforms have been successfully applied to the solution of differential and 
integral equations, the study of generalized special functions and the evaluation of 
integrals. 
In recent past Dattoli and his co-workers [13-54] extended the operational tech-
niques to study the properties of multi-variable special functions of mathematical 
physics. Operational techniques provide a general framework to derive generating 
relations and summation formulae involving multi-variable special functions. 
In the case of multi-variable generalized special functions, the use of operational 
techniques, combined with the principle of monomiaUty [13] provides new means of 
analysis for the solutions of a wide class of partial differential equations often encoun-
tered in physical problems. 
The concept of monomiality has been introduced by Steffensen [133] in 1941 and 
reformulated and developed by Dattoli [13] in 2000. The notion of quasi-monomiality 
has been exploited within different contexts to deal with isospectral problems [130] 
and to study the properties of new famihes of special functions [48]. The monomiality 
principle is a fairly useful tool for treating various families of special polynomials as 
well as their new and known generalizations. 
The concept of quasi-monomiality is fairly straight-forward and can be summarized 
as follows: 
Let M and P be two operators, then a polynomial Pnix), {n E N, x ^ C) is called 
a quasi-monomial, under the action of the operators M and P , if these operators satisfy 
the following conditions: 
M{pn{x)} = Pn+i{x), 
P{Pn{x)} = npn-l{x). (1.3.1) 
The operators M and P are recognized as multiplicative and derivative operators, 
respectively. These operators satisfy the commutation relation 
[A M] = 1, (1.3.2) 
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and thus display a Weyl group structure. 
An example illustrating how the properties of Pn{x) can be deduced from the 
structure of operators P and M is as follows: 
(a). If M and P have a differential realization, polynomials p„(a;) satisfy the differen-
tial equation 
MP{Pn{x)} = npn{x). (1.3.3) 
(b). If ^0(2;) = Ij polynomials Pn{x) can be constructed explicitly by the relation 
Pnix) = M"{1}. (1.3.4) 
(c). (b) implies that the generating function of polynomial Pnix) can be cast in the 
form 
exp(^M){l} = Y^pnix)-, \t\<Qo. (1.3.5) 
n=0 
The concepts and the formalism associated with the monomiality treatment can 
be exploited in different ways. On one side, they can be used to study the properties 
of ordinary or generalized special polynomials by means of a formalism closer to that 
of natural monomials. On the other side, they can be useful to establish rules of 
operational nature, framing the special polynomials within the context of particular 
solutions of generalized forms of partial differential equations. 
The 2-variable Hermite and Kampe de Feriet polynomials (2VHKdFP) Hn{x,y) 
[5], defined by 
(-] 
H.{x,y) = n ! ^ ^ £ ^ , (1.3.6) 
have shown to be quasi-monomials under the action of operators [13] 
M = x + 2yj~, 
ox 
' - r-
ox 
1.3.7) 
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According to the quasi-monomiality principle, we have 
MHn{x,y) = Hn+i{x,y), (13 8) 
PHn{x,y) = nHn-i{x,y). 
Further, since Ho(x,y) = 1, we can show that 
H^{x,y) = M"{1} = {x + 2y^) {1}. (1.3.9) 
By noting that P and M satisfy the commutation relation 
[P,M] = 1, (1.3.10) 
all the properties of the 2VHKdFP Hn{x, y) can be easily inferred. By starting from 
Eq. (1.3.9) we can indeed obtain the generating function of if„(x,y), by exploiting an 
elementary procedure. By multiplying both sides of (1.3.9) by i" and summing up, we 
obtain 
exp(^xt + 2yt~yi} = Y,Hn{x,y)^, |t| < oo. (1.3.11) 
n=0 
Now, decoupling the exponential operator appearing in Eq. (1.3.11), by using the 
Weyl identity 
e^+^ = e V e - ' = / ^ [A,B] = k, /c G C, (1.3.12) 
we get the generating function for 2VHKdFP Hn{x,y) in the form 
exp{xt + yt'^) = Y^Hn{x,y)—, |t| < oo. (1.3.13) 
Further, the differential equation satisfied by the 2VHKdFP Hn{x,y), given by 
Mp{Hn{x,y)} = nHn{x,y), (1.3.14) 
which by using the operators (1.3.7) takes the form [13] 
The above example confirms that most of the properties of families of polyno-
mials, recognized as quasi monomials, can be deduced, quite straight forwardly, by 
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using operational rules associated with the relevant multiplicative and derivative op-
erators. Furthermore they suggest that we can define families of isospectral problems 
by exploiting the correspondence 
M <^ X, 
P ^ 1 - , (1-3.16) 
ox 
There is a continuous demand of operational techniques in research fields like 
classical and quantum optics, and in these fields the use of operational techniques has 
provided powerful and efficient means of investigation. Most of the interest is relevant 
to operational identities associated with ordinary and multi-variable forms of Hermite 
and Laguerre polynomials, see for example [13,16,17,19,23,24,26,30,46,47,49]. 
A unified view of the theory of special functions was established by employing con-
siderations that belong to a branch of mathematics seemingly quite far from the theory 
of special functions, namely the theory of representations of Lie groups, that is the the-
ory concerned with symmetries and homogeneity of objects in multivariate geometry. 
The theory of Lie groups and Lie algebra is one of the classical well established chap-
ters of mathematics. The Lie theory was developed by the Norwegian mathematician, 
Sophus Lie at the end of the nineteenth century in connection with his work on sys-
tems of differential equations. During the past one hundred years, the Lie algebraic 
methods have entered into many areas of mathematics and theoretical physics and be-
come inseparable from them. In applied mathematics. Lie theory remains a powerful 
tool for studying differential equation, special functions and perturbation theory. Lie 
theory finds applications not only in elementary particle physics and nuclear physics, 
but also in such diverse fields as continuum mechanics, solid-state physics, cosmology 
and control theory. 
The Lie algebraic approach provides the natural, direct, unified and efficient frame-
work for general treatment of a wide class of special functions arising in mathematical 
physics. The first significant advance in this direction is made by Weisner [141-143] 
who exhibits the group-theoretic significance of generating functions for hypergeomet-
ric, Hermite and Bessel functions, Miller [107] and McBride [106] presented Weisner's 
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method in a systematic manner and thereby lay its firm foundation. Miller also extends 
Weisner's theory further by relating it to the factorization method, a powerful tool for 
computing eigenvalues and recurrence relations for solutions of second order ordinary 
differential equations. Miller has shown that the factorization method is equivalent to 
the representation theory of four local Lie groups. A detailed study of these four groups 
and their Lie algebras leads to a unified treatment of significant proportion of special 
function theory, specially that part of the theory which is most useful in mathematical 
physics. 
The primary tools needed to derive generating functions are multiplier representa-
tions of local Lie groups and representations of Lie algebras by generalized Lie deriv-
atives. Special functions occur as matrix elements and basis vectors corresponding to 
multiplier representations local Lie groups. 
1.4. LOCAL LIE GROUPS, LIE ALGEBRAS A N D THEIR 
REPRESENTATIONS 
We are familiar with the concept of a (global) Lie group. A Lie group is both an ab-
stract group and an analytic manifold such that the operations of group multiplication 
and group inversion are analytic with respect to the manifold structure (Hamermesh 
[75], Helagason [76], Pontrjagin [119], Eisenhart [60]). 
We shall mainly be concerned with groups which are defined and analytic only in 
some neighbourhood of the group identity element, that is, with local Lie groups. 
Let C" be the space of complex n-tuples g — (<7i, (72, • • • ,gn), where gi E C for 
i= 1, 2, • • •, n and define the origin e of C" by e = (0,0, • • •, 0). Suppose V is an open 
set in C" containing e. 
Local Lie Group 
A complex n-dimensional local Lie group G in the neighbourhood V^  C C" is 
determined by a function 0 : C" x C" -^ C", such that 
(i) dig, h) e C"- for all g, h G V, 
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(ii) (f){g, h) is analytic in each of its 2n arguments, 
(iii) If (j){g, h) (E V, <l>{h, k) e y , then <j){4>{g, h), k) - <P{g, 4>{K k)), 
(iv) 4>{e, g) = 4>{g, e) = g for all geV. 
Note: 
1. A local Lie group is not necessarily a group in the usual sense. However, the 
group axioms are satisfied for elements in a sufficiently small neighbourhood of 
the identity e. 
2. In particular, a neighbourhood of the identity element of a global Lie group is a 
local Lie group. 
Tangent Vector and Commutator 
Let G be a local Lie group and let t -)• g{t) = {gi(t),g2{t), • • • ,gn{t)), t e C, he 
an analytic mapping of a neighbourhood of 0 6 C into V, such that ^(0) = e. We can 
consider such a mapping to be a complex analytic curve in G passing through e. The 
tangent vector to g{t) at e is the vector 
d . , 
,^ „ }t''^'^4t''^'^--jM'^ e C " . (1.4.1) / t=o 
Every vector a e C* is the tangent vector at e for some analytic curve. In 
particular, the curve 
a{t) = {ait,a2t,--- ,ant), (1.4.2) 
has the tangent vector 
a = (ai,Q!2,-• • ,0:^) at e. (1.4.3) 
If g{t), h{t) are analytic curves in G with g{0) ~ h{Q) = e and tangent vectors 
a, /3 at e respectively, then the analytic curve g{t)h{t) has tangent vector a + /? at e. 
Here, the plus sign (+) refer as to the usual vector addition in C", and the analytic 
curve g^^it) has the tangent vector —a at e. 
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We define the commutator or Lie product [a,P] of a and P to be tlie tangent 
vector at e of tlie analytic curve 
k{t) = g{r)h{r)g-\r)h'\r), t = T\ (1.4.4) 
Thus, 
K/3] = -^^{9{r)KT)g-\r)h~-\T))\r=o. (1-4.5) 
The commutator has the properties: 
(i) [a,/?] = -[/?,«], 
(u) [aa + 6/3,7] = a[a, 7] + 6[/5,7], 
(iii) [K/?],7] + [[/?,7],«] + [[7,«],/3]-0, (1.4.6) 
where a, 6 e C and a, (3,^ G C". 
Lie Algebra 
A complex abstract Lie algebra ^ is a complex vector space together with a mul-
tiplication [a,/3] e Q defined for all a,P G Q such that the above conditions (1.4.6) are 
satisfied. 
Further, the Lie algebra L{G) of the local Lie group G is the set of all tangent 
vectors at e equipped with the operations of vector addition and Lie product. 
Clearly, L{G) is a complex abstract Lie algebra. 
One-Parameter Subgroup 
A one-parameter subgroup of a local Lie group G is an analytic curve g{t) in G 
defined in some neighbourhood [/ of 0 G C, such that 
g{ti)g{t2) = g{ti+h) : ^1,^2, h + he U. (1.4.7) 
For each a G L{G), there is a unique one-parameter subgroup 
g{t) = exp{at), (1.4.8) 
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with tangent vector a. Furthermore, every one-parameter subgroup (1.4.8) is of the 
form (1.4.7). In particular, if L(G) is a Lie algebra of matrices, then 
oo 
exp(«0 - E ^ - (1-4-9) 
j = o •>• 
It should be noted, that one-parameter subgroup is not a subset but a mapping. 
Local Lie Transformation Group 
Let G be an n-dimensional local Lie group and U an open set in C"\ Suppose, 
there is a mapping F : U x G ^> C " and write F{yi,g) = xg G C'" for x € [/, g e G. 
G acts on the manifold [/ as a local Lie transformation group if the mapping F 
satisfies the conditions 
(i) x(7 is analytic in the coordinates of x and g; 
(ii) xe = x; 
(iii) If xg e [/ then (xp)^' = yi{gg'), g,g' G G. 
Here, e is the identity element of G and x e 6'^  is designated by its coordinates 
X = (x i , a ;2 ) • • • ,Xm)-
We give, some examples of Lie groups and Lie algebras, which will be used in 
subsequent chapters. 
The 2 x 2 complex general linear group GL{2,C), (sometimes denoted by (7(1,0) 
is the set of all 2 x 2 nonsingular matrices 
5 = (^ M , a,b,c,deC; ad-bc^Q, (1.4.10) 
where the group operation is matrix multiplication. Clearly, the identity element of 
GL{2, C) is the matrix 
' - ( : . ' , ) • 
In a neighbourhood of e in 6*1/(2, C), we can introduce coordinates for the group 
element g by setting 
9 = {91,92,93,94) = {a-l,b,c,d-l). (1.4.11) 
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With this coordinate system, it is easy to verify that GL{2, C) is a 4-dimensional 
complex local Lie group. GL{2,C) is also a global Lie group. 
The Lie algebra L[GL{2,C)] = gl{2,C) is the space of all complex 2 x 2 matrices 
with the Lie product defined by 
[a,/?] = af3-pa, (L4.12) 
In particular, gl{2,€l) is a Lie algebra of dimension four. The elements 
^' - ( ' r V.). ^ ^ (J:) (-•-) 
obeying the commutations relations 
[J\J^] = J"-, [J', J-} = -J~, [J'-,J~] - 2J\ 
[S,J'] - [<f,J+] - [£,J-] = 0, (L4.14) 
where 0 is the 2 x 2 matrix all of whose components are zero, form a basis for gl{2, C) 
in the sense that every a G gl{2, C) can be written in the form 
a = aiJ^ + a2J' + a3J^ + a4£, 01,02,03,^4 G C. (1.4.15) 
The 2 x 2 complex special linear group SL{2, C), is the abstract matrix group of 
all 2 X 2 non-singular matrices 
g = / ^ ^ ] > a,b,c,deC, (1.4.16) 
such that detf; = 1. Clearly, SL{2,C) is a subgroup of GL{2,C). We can introduce 
coordinates for a group element g in a, neighbourhood of the identity e of S'L(2, C) by 
setting 
9 = {gi,g2,g3) = ( a - i , 6 , c ) . (1.4.17) 
(1 + be) 
Here, d = . In terms of these coordinates SL(2, C) is a 3-dimensional local 
a 
Lie group. (It is also a global Lie group). 
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The Lie algebra L[SL{2,C)] = sl{2,C), is the space of all 2 x 2 matrices of trace 
zero, with the Lie product [a,P] defined by Eq. (L4.12). 
1/2 0 
0 - 1 / 2 
In particular, s/(2, C) is a Lie algebra of dimension three. The elements 
obeying the commutations relations 
[J\J+] = J+, [J\J-] = - J-, [J+,J1 = 2J\ 
form a basis for sZ(2,C). 
The abstract group ^(0,1), consists of aU 4 x 4 matrices of the form 
/ 1 ce^ a T \ 
0 e- 6 0 , ^ „ 
9 = Q Q j^  Q , a,6,c,r G(L, 
\ 0 0 0 1 / 
where the group operation is matrix multiplication. 
We can introduce coordinates for the element g in G(0,1) by setting 
g = (a,b,c,T). 
[lA.lS) 
(1.4.19) 
(1.4.20) 
(1.4.21) 
Thus, G{0,1) is a complex 4-dimensional Lie group. In this case, the above coor-
dinates are valid over the entire group and not just in a neighbourhood of the identity. 
The group G{0,1) is said to be simply connected. 
The Lie algebra L[G{0,1)], can be identified with the space of 4 x 4 matrices of 
the form 
/ 0 X2 Xi X3 \ 
0 Xs xi 0 _, , , 
a = 0 0 0 0 ' ^i'^2,3:3,X4 e C , (1.4.22) 
\ 0 0 0 0 / 
with Lie product [a, i3] = aP - Pa, a,p G L[G{0,1)] 
The matrices 
r 
/ 0 0 0 0 \ 
0 0 1 0 
0 0 0 0 
\ 0 0 0 0 / 
J~ = 
/ 0 1 0 0 \ 
0 0 0 0 
0 0 0 0 
V 0 0 0 0 y 
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J' 
/ 0 0 0 1 \ 
0 1 0 0 
0 0 0 0 
\ 0 0 0 0 / 
with commutations relations 
E 
/ 0 0 1 0 ^^  
0 0 0 0 
0 0 0 0 
V 0 0 0 0 / 
(1.4.23) 
[£,J+] = [8,J~] = [E,J'] = 0, 
where 0 is the 4 x 4 zero matrix, form a basis for L[G{Q, 1)]. 
The matrix group T3 is the set of all 4 x 4 matrices 
[1.4.24) 
/ I 0 0 T \ 
0 0 c 
0 0 e" h 
\ 0 0 0 1 / 
b,c,T G C, (1.4,25) 
We can estabhsh a coordinate system for T3 by assigning to (7 G T3 the coordinates 
g = {b,c,r) (1.4.26) 
Ts is clearly a 3-dimensional complex local Lie group. Moreover, the above coor-
dinates can be extended over all of C^. Thus, T3 has the topology of C^ and is simply 
connected. 
The Lie algebra Ts = L{Tz), can be identified with the space of matrices of the 
form 
( 0 0 0 Z3 \ 
0 - X 3 0 X2 
0 0 3:3 2:1 
V 0 0 0 0 / 
where the Lie product is [a, (3]^ aj3- pa, a,(3 GT3. A basis for Ts is provided by the 
matrices 
a Xi,X2,a;3 G C , ;i.4.27) 
r 
/ 0 0 0 0 \ 
0 0 0 0 
0 0 0 1 
\ 0 0 0 0 / 
, J-
/ 0 0 0 0 \ 
0 0 0 1 
0 0 0 0 
V 0 0 0 0 / 
J' 
/ 0 0 0 1 \ 
0 - 1 0 0 
0 0 1 0 
\ 0 0 0 0 / 
, (1.4.28) 
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with commutations relations 
[ J 3 , J + ] = J + , \J\J'\ = - J - , [J^,J-\ - 0. (1.4.29) 
Representations of Lie Groups and Lie Algebras 
The primary tools needed to deduce our results are multiplier representations 
of local Lie groups and representation of Lie algebras by generalized Lie derivatives. 
Special functions occur as matrix elements and basis vector corresponding to multiplier 
representations of local Lie groups. 
Local Multiplier Representation 
Let G be a local Lie transformation group acting on an open neighbourhood U of 
C", 0 G t/ and let A be the set of all complex valued functions on U analytic in a 
neighnourhood of 0. A (local) multiplier representation T^ of G on ^ with multiplier 
z/, consists of a mapping T^{g) of A onto A defined for g' G G, / G ^  by 
[r'^(<7)/](x) = Kx,^)/(X5), xG/7, 
where J^(X, g) is a complex valued function analytic in x and g^ such that 
(i) f^ (x, e) = 1, all X G f/, 
(ii) v{^,gig2) = z/(x, t/i)z/(x^i,^2), gi,92,gig2 e G. 
Property (ii) is equivalent to the relation 
r(<7i^2)/](x) = r(^i)(T'^(52)/)](x). 
Generalized Lie Derivative 
The generalized Lie derivative D^f of an analytic function / (x) under the one-
parameter group exp(ai) is the analytic function 
i^„/(x) = |[T'^(expQ'^)/](x)|,=o. (1.4.30) 
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For u = 1, the generalized Lie derivative becomes the ordinary Lie derivative. The 
generaUzed Lie derivatives of a local Lie transformation group form a Lie algebra under 
the operations of addition of derivatives and Lie product 
[D^,D0] = D^Dp-DpD^. 
This algebra is homomorphic image oi L{G) 
Da+fi = Da + Dp, D[a,l3l " i^a, Dp], Daa = aDa-
Theorem 1.4.1. Let 
d 
D,-(x) = Yl i^^  W ^ + ^ iW, J = 1, 2,..., n, 
be a set of n hnearly independent differential operators defined and analytic in an open 
set U C C"\ If there exist constants C|^ ., such that 
n 
[Dj,D,] = DjDk-DkDj = Y.C'^kDi, 1 < J, k<n, (L4.31) 
then the complex linear combinations of the Dj form a Lie algebra which is the algebra 
of generalized Lie derivatives of an effective local multiplier representation T". The 
action of the group is obtained by integration of the equations 
-Xi{t) = 5];a,P, ,(x(t)) , Xi{Q) = x°; i = l , 2 , . . . , m , (L4.32a) 
~-u{:ic^,exp{at)) = i / (x° ,exp(a i ) )^a jP , (x( i ) ) , i/(x°e) = 1, (1.4.326) 
where x(i) = x°exp(Q;t), a G L{G). 
Representations of Lie Algebra 
Let 1/ be a vector space over the field F. (F is either the real numbers R, or the 
complex numbers, C). Let Q be a Lie algebra over F and denote by JC{V), the space 
of all linear operators on V. 
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A representation of Q on I^ is a homomorphisin p : Q -^ 'C(y). That is, p satisfies 
the conditions 
(i) p{a) G C{V) for all aeQ, 
(ii)p([a,/3]) = [p(a),p(/3)], (1.4.33) 
(iii) p{aa + 6/3) = ap{a) + hp{(3), a,b £ F; a,P & Q. 
A subspace W^  of F is said to be invariant under p if p{a)w e W for all a G ^, 
w 6 M .^ A representation p of ^ on K is reducible if there is a proper subspace W of 
V which is invariant under p, and p is irreducible if there is no proper subspace W of 
V which is invariant under p. 
The Lie algebra Q{a,b) is a 4-dimensional complex Lie algebra generated by the 
basis elements J""*", J'~, J^, £ satisfying 
[J^,S] = [J-,S] = [J\S] = 0, (L4.34) 
where 0 is the additive identity element. In particular, we have the following isomor-
phisms 
^( l ,0) = s/(2)©(^), ^(0,1) ^^ [^ (0 ,1 ) ] , g{0,0)^L{T,)®i£), (1.4.35) 
where {€) is the 1-dimensional Lie algebra generated by 6. 
We also note that ([107]; p.37(Lemma 2.1)) 
r 5(1,0) if a ^ O , 
g{a,b) ^ I 5(0,1) if a = 0,b^O, (1.4.36) 
[ 5(0,0) if a = 6 = 0. 
Now, let p be a representation of Q{a, 6) on the complex vector space V and set 
J+ = p ( J+) , J- = p{J-), J' = p{j'), E = p{£) (1.4.37) 
Then, p being the Lie algebra representation, the operators J+, J~, J^, E obey 
the relations identical to (1.4.34). 
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Define the spectrum S of J'^  to be the set of eigenvalues of J^. The multiphcity 
of the eigenvalue X ^ S is the dimension of the eigenspace V'^, 
V^ = {V(EV : J^v = Xv}. 
We shall analyze the irreducible representations of Q{a,b) and for each such rep-
resentation, find a basis for V consisting of eigenvectors of J^, that is, we shall classify 
all representations p of Q{a, b) satisfying the conditions: 
(i) p is irreducible, 
(ii) Each eigenvalue of J^ has multiplicity equal to one. There is a countable basis for 
V consisting of eigenvectors of J^. (1.4.38) 
The basic justification for the above requirements is that they quickly lead to 
connections between Q{a, b) and certain special functions. 
To classify the representations of Q{a, b) for arbitrary a, 6 G C, it is enough to 
consider the three cases: Q{1,0), ^(0,1), ^(0,0). Our objective will be the enumeration 
of all possibilities for p. The following remarks will be helpful for this purpose. 
(A) Define the operator Cafi on V by 
Ca,b = J+J- + a^J^J^-a^J^-bJ^E. (1.4.39) 
It is easy to check that Ca,b commutes with every operator p{a),a G Q{a,b). 
Thus 
[Ca,b, J+] - [a,6, J 1 = [a,6, J^] = [C„,6, E] = 0, (1.4.40) 
and that Ca,b = A/, where / is the identity operator and A is a constant depending 
on p. 
(B) The spectrum 5 is a connected subset of C. 
(C) The representation p of Q{a, b) is uniquely determined by the constants A, p and 
the spectrum S of ,P. We consider only the Lie algebras ^(1,0), (/(0,1) and 
5(0,0). 
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Theorem 1.4.2. Every representation of ^(0,0) which satisfies (1.4.38) and for which 
J + J " ^ 0 on K is isomorphic to a representation Q^{uj,mo) defined for iJ,,co,mo G C, 
such that a; / 0 and 0 < Re mo < 1. The spectrum of J^ is the set S = {mo + n : n an 
integer}. For each representation Q'^{u>,mQ) there is a basis for V consisting of vectors 
fm, Tn G S, such that 
J-^fm = ^fm+l, J~fm = t ^ / m - 1 , ( 1 .4 .41 ) 
Coflfm = [J J )fm = <^ fm-
Theorem 1.4.3. Every representation of ^(0,1) satisfying conditions (1.4.38) and for 
which E ^ Q is isomorphic to a representation in the foHowing hst: 
(i) The representations R{u),mo, ii) defined for all LL>,mo,fJ> G C, such that /x 7^  0, 
0 < Re(mo) < 1 and a; + mo is not an integer. S = {mo + n : n an integer}. 
(ii) The representations ta;,^ defined for ah w, yu G C, such that /^  7^  0. S = {—u) + n: 
n a nonnegative integer}. 
For each of the cases (i) and (ii), there is a basis of V consisting of vectors fm 
defined for each m G 5, such that 
J^fm = rnfm, Efm = fJ'fm, J^fm = l^fm+1, J"fm = ( m + Oj)fm-l 
(1.4.42) 
(iii) The representations i^^^j, defined for all a;,/i G C, such that n ^ 0. S = {—uj — 
1 — n : n a. nonnegative integer}. 
For each of the representations, there is a basis of V consisting of vectors fm 
defined for each m e S, such that 
J^fn = mfm, Efm = - /V. /m, J^fm = ~(m + UJ + l)fm+U J~fm = l^fm-l, 
Co,lfm = {J^J- - EJ^)fm = -^fUVfm-
(1.4.43) 
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Theorem 1.4.4. Every representation p of ^(1,0) satisfying conditions (1.4.38) is 
isomorphic to a representation in the following list: 
(i) The representations D^{u,mQ) defined for all complex fi,u,mo, such that mo + 
u, mo — u are not integers and 0 < Re(mo) < 1. 5 = {mo + n : n an integer}. 
D'^{u,mo) and D^{—u — l,mo) are isomorphic, 
(ii) The representations t(^, ji,u G C, where 2u is not a nonnegative integer and 
S = {—u ^ n : n a nonnegative integer}, 
(iii) The representations |^ , /i, u G C, where 2M is not a nonnegative integer and 
S = {u — n : n a nonnegative integer}, 
(iv) The representations D'^{2u), where 2M is not a nonnegative integer and S = 
{u,u— 1, • • •, —u + 1, —u}. 
For each of these representations, there is a basis of V consisting of vectors fm-, 
defined for each m E S such that 
J^fm = mfm , J'^fm = (m - u)fm+l , 
J~fm = -{m + u)f„^_l , Efm = /U/m , (1.4.44) 
Cl,o/„^ = ( J + J - + J3 J3 - J 3 ) / ^ = U{u-^l)fm. 
Since ^(1,0) = s/(2,C) © (£^ ) and p[£) = E is a. multiple of the identity operator 
for every irreducible representation p of ^(1,0) listed in theorem above, the non trivial 
part of the representation theory of ^ (1 , 0) is concerned solely with the action of p of 
s/(2,C), setting E = p = 0 without loss of generality for special function theory. The 
representation D^{u,mo) of ^(1,0) induces an irreducible representation D(u, mo) of 
sI(2,C). The action of D(M, mo) is given by 
J^frr,. = mfm, J^ fm = {m - u) f^+i, J ^ / ^ = - ( m + M ) / „ , _ I , 
(1.4.45) 
Cl,ofm = {J+J^ + J^J'-J')/,,, = U{U+1)U 
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1.5. GENERATING FUNCTIONS 
Laplace introduced the concept of 'generating function' in 1812. Since then the 
theory of generating functions has been developed in various directions. Generat-
ing relations of special functions arise in a diverse range of applications in quantum 
physics, molecular chemistry, harmonic analysis, multivariate statistics, number theory 
et cetera. Generating functions play an important role in the investigation of various 
useful properties of the sequences which they generate. There are various methods of 
obtaining generating functions for a fairly wide variety of sequences of special functions 
(and polynomials), see for example [106] and [132]. 
Linear Generating Functions 
Consider a two-variable function F{x,t), which possesses a formal (not necessarily 
convergent for t j^ Q) power series expansion in t such that 
(X) 
F{x,t) - 5;]/„(x)r, (1.5.1) 
n=0 
where each member of the coefficient set {fn{x)}^^Q is independent of t. Then, the 
expansion (1.5.1) of F{x, t) is said to have generated the set {/^(x)} and F{x, t) is called 
a linear generating function (or, simply, a generating function) for the set {/n(x)}. 
This definition may be extended slightly to include a generating function of the 
type: 
oo 
G{x,t) = Ylcngn{x)r, (1.5.2) 
n=0 
where the sequence { C „ } ^ Q may contain the parameters of the set gn{x), but is inde-
pendent of X and t. 
liCn and gn{x) in expansion (1.5.2) are prescribed, and if we can formally determine 
the sum function G{x, t) in terms of known special functions, then we say that the 
generating functions G{x, t) has been found. 
Further, if the set {.fn{x)} is defined for n = 0, ±1 ,±2, - - - , then the definition 
(1.5.2) may be extended in terms of the Laurent series expansion: 
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F''ix,t) = Y. 7n/n(x)r, (1.5.3) 
? i = ~ o o 
where the sequence {7n}5^-oo i^  independent of x and t. 
Bilinear and Bilateral Generating Functions 
If a three-variable function F{x, y, t) possesses a formal power series expansion in 
t such that 
oo 
F{x,y,t) = Y.^nUx)Uy)t''. (1.5.4) 
where the sequence {7,j} is independent of a;, y and t, then F(x,y,t) is called a bilinear 
generating function for the set {fn{x)}. 
More generally, if !F{x, y, t) can be expanded in powers of t in the form 
oo 
^(X,y,t) = 'Ylnfa{n)(x)f0in){y)t'', (1.5.5) 
n=0 
where a{n) and P{n) are functions of n which are not necessary equal, then also 
T{x,y,t) is called a bilinear generating function for the set {fn{x)}. 
Further, suppose that a three-variable function H{x^ y, t) has a formal power series 
expansion in t such that 
oo 
H{x,y,t) = 5^/in/„(x)^n(y)i", (1-5.6) 
n=0 
where the sequence {hn} is independent of x, y and i, and the sets of functions 
{/n(a;)}5^Q and {5ri(a:)},^o ^^^ different. Then H(x,y,t) is called a bilateral gener-
ating function for the set of {fn{x)} or {gnix)}. 
The above definition of a bilateral generating function, may be extended to include 
bilateral generating function of the type: 
oo 
f^ix,y,t) = YlnU{n){.x)gpi^n){y)t'^ (1.5.7) 
where the sequence {7,^ } is independent of x, y and t, the sets of functions {/n(2^)},'^ o 
and {(/,i(.'r)}^o ^^ '^ ^ different, and a{n) and /?(n) are functions of n which are not 
necessarily equal. 
34 
Multi-variable, Multi-linear, Multi-lateral and Multiple Generating Func-
tions 
Suppose that G{xi,X2, ••• ,Xr;t) is a function of r + 1 variables, which has a formal 
expansion in powers of t such that 
oo 
G{Xi,X2,---,Xr;t) = Y^Cngn{xuX2,---,Xr)t''\ (1 .5 .8 ) 
n=0 
where the sequence {cn} is independent of the variables Xi^X2,- • • iXr and t. Then 
G{xi,X2,---,Xr;t) is called a generating function for the set {gn{xi,X2,- • • ,Xr)}'^^Q 
corresponding to the nonzero coefficients Cn-
Similarly, we extend the definition of bilinear and bilateral generating functions to 
include such multivariable generating functions as: 
J^{Xi,X2, • • • ,Xr; yi,y2r • • ,yr;t) = ^ lnfa{n){Xl,X2 ••• ,Xr) fp(n)iyi,y2 " " " , 2/r)^" 
n=0 
(1.5.9) 
and 
n{Xi, X2, • • • , Xr] y i , y2, • • • , ys-, t)=Yl ^nfa{n){Xi,X2, • ' • , Xr) 5'/3(n) ( y i , ^2 , " ' " , ^ s ) * " , 
(1.5.10) 
respectively. 
A multi-variable generating function G{xi,X2,- • • ,Xr;t) given by Eq. (1.5.8) is 
said to be a multi-linear generating function if 
gn{XuX2,---,Xr) = U-,(n)ixi)fc,^{n){x2)---far(n){Xr), ( 1 .5 .11 ) 
where ai{n),a2{n), • • • ,ar{n) are functions of n which are not necessarily equal. More 
generally, if the functions occuring on the right hand side of (1.5.11) are all different, 
then the multi-variable generating function (1.5.8) is called a multi-lateral generating 
function. 
A natural further extension of the multi-variable generating function (1.5.8) is a 
multiple generating function which may be defined formally by 
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'^{xi,X2,--- ,Xr; tl,t2,--- ,tr) 
oo 
= ^ C{ni,n2,---,nr)Tnu7i2,-,nr{xi,X2,---,Xr)t'lH'^----f^''-, (1.5.12) 
ni,n2,---,'nr=0 
where the multiple sequence {C{ni,n2, • • •, n^)} is independent of the variables Xi,... ,Xr 
and ti,t2, • • • ,tr-
Further, definitions (1.5.8) and (1.5.12) may be extended in terms of the Laurent 
series expansions: 
oo 
G*{xi,X2,---,Xr;t) = ^ Cngn{Xl,X2,--- ,Xr)t'' (1.5.13) 
n=—oo 
and 
'^*{Xi,X2, • • • ,Xr; ti,t2, • • • itr) 
oo 
5 Z C{nun2,' • • ,nr)rn,,n2,-,nXxuX2,- • • ,Xr)t'^H2' • • •t';:'-, (1.5.14) 
"•ii"-2,---,"r=—oo 
respectively. 
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CHAPTER 2 
SOME RESULTS FOR HERMITE-BASED POLYNOMIALS 
AND FUNCTIONS 
2.1. INTRODUCTION 
During the last few years increasing interest has grown around operational methods 
and special functions. There: has been a continuous demand for these methods in 
research fields like classical and quantum optics, see for example [47,147]. Operational 
methods may work to provide a synthetic and computationally powerful view on the 
theory of special functions of one and more variables. Some of the operational identities 
discovered since long time which are not widely known as they should be and have been 
the subject of recent investigations and re-discoveries. 
Recently, Dattoli and his co-workers have shown that operational methods can be 
used to simplify the derivations of many properties of ordinary and generalized special 
functions and also provide a unique tool to treat various polynomials from a general 
and unified point of view, see for example [7,13-54]. 
The use of operational techniques combined with the principle of monomiality is a 
fairly useful tool for treating various families of special polynomials as well as their new 
and known generalizations. We have seen in Section 1.3., how the properties of two 
variable Hermite and Kampe de Feriet polynomials (2VHKdFP) Hn{x,y) are derived 
by using the monomiality principle. 
Also, we note that 2VHKdFP Hn{x, y) are solutions of the heat equation 
-QyHnix^y) = ^ ^ n ( ^ ' 2 / ) ' (2-1-1) 
under the initial condition 
H,,{x,Q) = x" (2.1.2) 
and thus we get the following operational definition for Hn{x,tj): 
H4x,y) = e x p ( y ^ J K } = (^ + 2 z / ^ ) {1}. (2.1.3) 
Further, the 3-variable Hermite polynomials (3VHP) Hn{x,y,z) are introduced 
([14]; p.ll4(22)) 
Hn{x,y,z) - ^ ' Z . rUn^SrV ' ^ ^ ^ 
r = 0 • ^ ^' 
which are quasi-monomials under the action of the operators 
d d^ 
M = a: + 2y 7 - + 32 5a; 5x2' ^2.1.5) 
The differential equation and the generating function for Hn{x, y, z) are given by 
and 
exp(xt + yt^ + 2^3) = J ] / / ^ ( x , | / , 2 ) - , (2.1.7) 
n=0 
respectively. 
Also, the polynomials Hn(x,y,z) satisfy the following relations 
d d"^ 
•~Hn{x,y,z) = ~Hn{x,y,z), 
d d^ 
-—Hnix,y,z) = —Hn{x,y,z), 
(2.1.8) 
which in view of the initial condition 
Hn{x,0,0) = x", (2.1.9) 
gives the following operational definition for Hn{x,y,z): 
Hnix,y,z) = e x p ( y — + z — ) { x " } . (2.1.10) 
Also, we recall that the 2-variable Laguerre polynomials (2VLP) Ln{x,y) are de-
fined by the generating function [28] 
1 / -xt \ °° 
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°° n^ 
exp{yt) Coixt) = ^ - L„(,x/(/), (2.1.12) 
71=0 
where Co{x) denotes the 0'^ order Tricomi functions (1.2.21). 
The 2VLP are specified by the series [33] 
and satisfy the properties 
Lnix,0) =-- ^^^^^~^, Ln{0,y) = I/", L,,{x,l) = L,,{x), (2.1.14) 
where L„(s) are the ordinary Laguerre polynomials (1.2.40). 
Also, it is evident that the generating functions (2.1.11) and (2.1.12) reduce to the 
ordinary case for y = I and it can be written in the operational form as [33] 
Co(x—)exp(y t ) = 5 ^ - L , ( a ; , y ) . (2.1.15) 
Further, the 2-variable 2-index 1-parameter associated Laguerre polynomials (2V2I 
IPALP) Lm'n {x,y;T) satisfying the generating function [33] 
1 1 f xu yv Tuv \ 
exp — r- — -—-—r + 
oo 
= Y, u^v-L^;:;^\x,y;r) (2.1.16) 
m,n=0 
are defined by the operational rule 
e x p ^ T ^ ) {L^^HX) Li^\y)} = L^::f{x,y;r), (2.1.17) 
where Lm(x) are the associated Laguerre polynomials (1.2.46). 
In the case of multi-variable generalized special functions, the use of operational 
techniques combined with the principle of monomiality provides new means of analysis 
for the solutions of a wide class of partial differential equations often encountered in 
physical problems. 
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In this chapter, we derive various results for Hermite-based polynomials and func-
tions, which show the usefulness of the methods of operational nature. In Section 2.2, 
we introduce Hermite-based Appell polynomials and discuss their properties. In Sec-
tion 2.3, we derive some identities involving Hermite-Appell polynomials. In Section 
2.4, we derive summation formulae and generating relations for Hermite-based Laguerre 
polynomials and Hermite-based Tricomi functions. Finally, we give some concluding 
remarks in Section 2.5. 
2.2. HERMITE-BASED APPELL POLYNOMIALS 
The Appell sets [4] may be defined by either of the following equivalent conditions 
([132]; p.398): {A„(x)} (n = 0,1, 2, . . . ) , is an Appell set (A^ being of degree exactly 
n) if either 
(i) ^M^) = nAn^,{x), n = 0 , l , 2 , . . . , (2.2.1) 
or 
oo 
(ii) there exists a formal power series A{t) = J2 <^nt^, ao y^  0 such that (again 
formally) 
n = 0 
A{t)exp{xt) = J ] A „ ( X ) - . (2.2.2) 
n=0 
The function A{t) may be called the determining function for the set {A„(x)}. 
The Appell polynomials have shown to be quasi-monomials [36] and characterized by 
the fact that the relevant derivative operator is just the ordinary derivative. The 
Appell polynomials are very often found in different applications in pure and applied 
mathematics. The Appell family includes polynomials ranging from the Hermite to 
the Euler ones. We recall some of the members of Appell family: 
(I.) I f^( t) = ^ _ _ ^ , t h e n (e« - IJ 
An{x) = Bn(x): The Bernoulli polynomials [124]. 
(II.) I f^( t) = ^ - A _ ^ , then 
An(x) = En{x): The Euler polynomials [124]. 
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(III.) If ^ W = ^ ^ ^ ^ , then 
An(x) = B^"\x): The generahzed Bernoulh polynomials [65]. 
If A(t) = - - — - ^ , then 
^ ^ (e* + l ) " ' 
Anix) = En{x): The generalized Euler polynomials [65]. 
(V.) If A{t) = QiQs . • • amt^Ke'*!' - l)(e"2* - 1 ) . . . (e"-* - l)Y\ then 
A„(a;) = The Bernoulli polynomials of order m [61,62]. 
(VI.) liA{t) = - — — . t h e n 
A„(x) - B\T~^\X), m > 1: The new generalized Bernoulli polynomials [8]. 
(VII.) If A{t) = 2"^[(e"i* + l)(e"2* + 1 ) . . . (e"-* + 1)]-S then 
^n(2;) = The Euler polynomials of order m [61,62]. 
(VIII.) If A{t) = exp(eo + Cit + 6t2 + • • • + er+ir+'), Cr+i 7^  0, then 
An{x) = The generalized Gould-Hopper polynomials [57], including the Hermite 
polynomials when r = 1 and classical 2-orthogonal polynomials when r = 2. 
(IX.)If^(^) = ^ 3 ^ , t h e n 
An{x) = n\ Gn {x): The Miller-Lee polynomials [1,34] including the truncated 
exponential polynomials e„(x), when m = 0 and modified Laguerre polynomials 
fn (x) [106], when m = a — 1. 
Of 
(X.) I f^( i ) = ^ - ^ ^ , t h e n 
v4„(a;) = Gn(x): The Genocchi polynomials [38]. 
To generate Hermite-based Appell polynomials associated with 3VHP Hn{x,y,z), 
we introduce the generating function 
g{x,y,z;t) = A(t)exp(Mt), 
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or, equivalently 
g{x,y,z;t) = A{t) exp (^(^x + 2y ~ + 3z ^ y y (2.2.3) 
which is the result of replacement of x by the multiplicative operator M of Hn{x, y, z) 
given in Eq. (2.1.5). 
Now, decouphng the exponential operator appearing in Eq. (2,2.3), by using the 
Berry decoupling identity [39] 
we get the generating function for Hermite-based Appell polynomials HAn{x,y,z) in 
the form 
g{x,y,z;t) = A{t)exp{xt + yt^ + zt^) = J^HM^^V^Z) — . (2.2.5) 
n=0 
Differentiating Eq.(2.2.5) partially with respect to x, y and z, we get the fol-
lowing differential recurrence relations satisfied by the Hermite-Appell polynomials 
HAn{x,y,z): 
d 
^ HAn{x,y,z) = n HAn-i{x,y,z), 
d 
-^HAn{x,y,z) = n{n-l) HAn-2{x,y,z), (2.2.6) 
d 
~HAn{x,y,z) ^ n{n-l){n-2) HAn-3{x,y,z). 
From relations (2.2.6), we observe that HAn{x,y, z) are solutions of the equations 
d d^ 
•7^HAn{x,y,z) = •~HAn{x,y,z), 
(2.2.7) 
d d^ 
^ HAnix,y,z) = —HAn{x,y,z), 
under the following initial condition 
HAn{x,0,0) = An{x). (2.2.8) 
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Thus from Eqs. (2.2.7) and (2.2.8), it follows that: 
HAnix,y,z) = exp(y-^ + z~j{An{x)}, (2.2.9) 
According to the aforementioned point of view, the Hermite-Appell polynomials 
HAn{x,y,z) can by generated from the corresponding Appell polynomials An(x) by 
merely employing the operational rule (2.2.9). For example, the Hermite-BernouUi 
polynomials HBn{x,y,z) and Hermite-Euler polynomials HEn{x,y,z) are defined by 
means of the operational definitions 
HBnix,y,z) = exp(y — + 2 — ) { B „ ( x ) } , (2.2.10) 
and 
HEnix,y,z) = e x p ( y — + 2—){£;„(a;)}, (2.2.11) 
respectively. 
Also, in view of Eq.(2.2.5), we get the generating function for Hermite-Appell 
polynomials by taking A{t) of the corresponding Appell polynomials. For example, 
by choosing A{t) given in (I),(II) and (IX), we get the generating functions for some 
polynomials belonging to Hermite-Appell family. 
For A{t) = J— r, i.e. corresponding to the generating function for Bernoulli 
(e* - 1) 
polynomials S„(x) [124] 
t °° r 
- ^ — - e x p ( x i ) = J]Bn{x)~ \t\<27r, (2.2.12) 
we get the following generating function for Hermite-BernouUi polynomials nBnix, y, z): 
t °°^  fn 
——-^exp{xt + ye + zf) = }2HBn{x,y,z)~. (2.2.13) 
^ '' n=0 
2 
Next, for A{t) = ——-r , i.e. corresponding to the generating function for Euler 
[e -r I) 
polynomials En{x) [47] 
2 °° t" 
-exp(.xt) = J^Enix)-, \t\<Ti, (2.2.14) (e* + 1) 
^ ^ 71=0 
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we get the following generating function for Hermite-Euler polynomials f{En{x,y,z): 
2 
(e« + 1) 
°° f-
~—~rexp{xt + yf + zt^) = Y.HEn{x,y,z)- (2.2.15) 
+ i) —z ni 
Again, for A(t) = ^;:;;^) i-^ - corresponding to the generating function for 
( i — t) 
Miller-Lee polynomials G^r\x) ([34]; p.21(l.ll)) 
- - - — ^ e x p ( x t ) = ^ G ^ ) ( x ) t " , | t | < l , (2.2.16) 
n=0 ty 
we get the following generating function for Hermite-Miller-Lee polynomials HG)^'{X, y, z): 
1 °° 
expixt + yt'+ zt') = Y.HGnHx,y,z)r, (2.2.17) 
^ ^ n=0 
which for m = 0, gives the generating function for Hermite-truncated exponential 
polynomials HGn{x, y, z): 
1 °° 
—-—-exp{xt + yt^ + zt') = ^Hen{x,y,z)e (2.2.18) 
^^ '^> n=0 
and for ?T2 = Of — 1, gives the generating function for Hermite-modified Laguerre poly-
nomials Hfn {X, y, Z): 
^ oo 
-—-^expixt + yt' + zt') = 5]H4")(x,y,z)r. (2.2.19) 
Further, we recall that the Bernoulli polynomials Bn{x) are defined by means of 
the following series: 
Bn{x) = ^ ( J 5 , x " ^ ^ n>0, (2.2.20) 
r=0 ^ ^ 
where Bn := Bn{0) are the Bernoulli numbers defined by the generating function 
t °° f 
Y.^E^n^- (2.2.21) (e* - 1) 
n=0 
Now, operating exp ( y —-^  + 2 —^ j on both sides of Eq. (2.2.20), we find 
'"P {y& + '&)^^-^^^^ = E 0 ^ ' - -^P {y&2+^^){-''^"h (2-2.22) 
which on using the operational definitions (2.2.10) and (2.1.10) in the left hand side 
(l.h.s.) and right hand side (r.h.s.) respectively, yields the series defining the Hermite-
BernouUi polynomials //B„(a;, y, z) in terms of 3VHP Hn{x, y, z) as: 
HBn{x,y,z) = Yl('^\BrHn-r{x,y,z). (2.2.23) 
r=0 
Similarly, from the series defining the Euler polynomials En{x): 
k=0 
E,.(x) = E^-Hl)Ek{x-^y~\ (2.2.24) 
where En •= '^"•En ( - ) are the Euler numbers defined by the generating function 
T^h\ = E^A' (2.2.25) 
(e^' +1 ) ^ n! 
^ ' n=0 
we get the series definition for Hermite-Euler polynomials HEn{x,y,z) in terms of 
3VHP Hn{x,y,z) as: 
HE^ix,y,z) = J2^-'r]EkHn-k{x- -,y,zy (2.2.26) 
fc=0 ^ ^ 
Thus, we conclude that the series definition for Hermite-Appell polynomials 
HAn{x, y, z) can be obtained from the series defining the corresponding Appell poly-
nomials on replacing the monomial x^ by the 3VHP Hn{x,y^ z). 
2.3. IDENTITIES INVOLVING HERMITE-APPELL POLYNOMIALS 
Several identities involving Appell polynomials are known. The formalism devel-
oped in the previous section can be used to obtain the corresponding identities involving 
Hermite-Appell polynomials. 
To achieve this, we perform the following operation: 
{O): Operating exp (^ ^ ^ + z —-^  j on both sides of a given relation. 
First, we recall the following functional equations involving Bernoulli polynomials 
Bn{x) ([103]; p.26): 
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Bn{x + 1) - Bn{x) = nx''~\ n = 0 , l , 2 , . . . , 
J: ("^^B^ix) = nx^-\ n = 2 ,3 ,4 , . . . , 
Bn{mx) = m''-^ Y. Bnh + - ) , n = 0 ,1 ,2 , . . . ; m = 1,2, 3 , . . . . 
Now, performing the operation (O) on the above equations and using the opera-
tional definitions (2.1.10) and (2.2.10) on the resultant equations we get the following 
identities involving Hermite-BernouUi polynomials HBn{x,y,z): 
HBnix + l,y,z)-HBn{x,y,z) = n H,^^i(x,y,z), n = 0 , l , 2 , . . . , (2.3.1) 
y2\^]HBm{x,y,z) =n H n-i{x,y,z), n = 2 ,3 ,4 , . . . , (2.3.2) 
m=0 
m—1 
HBn{mx,m^y,m^z) =m'^~^^HBn(x+ —,y,z), n = 0 ,1 ,2 , . . . ; m = 1,2,3, . . . . 
(2.3.3) 
Similarly, corresponding to the functional equations involving Euler polynomials 
E^{x) ([103]; p.30): 
Enix + I) + En{x) = 2x", 
TO—1 / I \ 
EJmx) = 771"" y^i-lY Enix + — ) , n = 0 ,1 ,2 , . . . ; m odd, 
we find the following identities involving Hermite-Euler polynomials HEn{x,y,z): 
HEn{x + l,y,z) + HEn{x,y,z) = 2Hn{x,y,z), (2.3.4) 
m—1 , 
HEn{mx,m'^y,m^z) =7n'^^{-iy nEnix -\ ,y,z), n = 0 ,1 ,2 , . . . ; m odd. 
1=0 
(2.3.5) 
Further, we recall the following relations between Bernoulli and Euler polynomials 
([103]; pp.29-30) 
B,,{x) = 2-"5^('^')s,_„E„,(2x), 
7T} — n \ / 
n = 0 , l , 2 , . . . , 
\ m. / 
m=0 
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En{x] 
Enimx) 
2"+ 
n 
Yy[5n+l(^)- i?n+l( | n = 0 , l , 2 , . . . , 
-2m" m—1 
r T 2 ^ ( - i y B„+i(^x + ^ j , n = 0 ,1 ,2 , . . . ; m even, 
which on using the operational definitions (2.2.10) and (2.2.11), after performing the 
operation (O), yields the following relations between Hermite-BernouUi and Hermite-
Euler polynomials: 
HBnix,y,z) = 2-''J2f'^Bn-mHEm{2xAy,Sz), 
771=0 ^ ' 
n = 0 , l , 2 , . . . , (2.3.6) 
HEn{x,y,z) 
Vi+l 
(n + l) H-Bji+i 
X + 1 y z 
2 ' 4 ' 8 
, n = 0 , l , 2 , . . . , 
HEn{mx,m'^y,m z) 2m" 
m—1 / 
(2.3.7) 
•—y"(- l) ' / /5n+i{a^+—,y,2;) , n = 0 ,1 ,2 , . . . ; meven. (n +1) ^-^ \ m J 
^ ' l=Q 
(2.3.8) 
The above examples show that by using the operation (O) on an identity involving 
Appell polynomials and then using the operational definition of Hermite-Appell poly-
nomials, we get the corresponding identity involving Hermite-Appell polynomials. To 
provide further examples, we consider the following recently derived recurrence relation 
involving Genocchi polynomials G„(x) ([38]; p.1038(42)) 
2nx n-l Gn+l{x) + Gn{x), 
which yields the following recurrence relation involving 3VHP Hn{x, y, z) and Hermite-
Genocchi polynomials nGnix,y,z): 
2nHn-i{x,y,z) = HGn+i{x,y, z) + HGnix,y, z) (2.3.9) 
Also, corresponding to the summation formula involving Genocchi polynomials 
Gn{x) ([38]; p.l038(43)) 
J2i-^fi^+kr 
fc=i 2(n+i; 
{-iy'Gn+i{x + m + l)-Gn+i{x] 
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wo find tlio following summation fornnila involving 3VHP Hn{x,y,z) and Hermite-
Gcnocclii polynomials jjGn{-i',y,z): 
1 r 
Y,i-l)'H„.{x + k,fj,z) = ^^ ^^  ^^^ (.'ly iiGn+iix + rn + l,y,z)-~HGn+dx/y.z) 
(2.3.10) 
2(n + 1) 
2.4. RESULTS FOR HERMITE-LAGUERRE POLYNOMIALS A N D 
HERMITE-TRICOMI FUNCTIONS 
The AppcU family {A„(.x-)}^o generated by (2.2.2) is obviously rather restrictive; 
it does not allow the treatment of some other polynomial sets as the Laguerre or the 
Bcssel polynonhals within the context of the operational formalism. Recently, Dattoli 
et al. [38] have shown that the extension of Appell family to Sheffer family [124] allows 
such a possibility. 
A polynomial sequence {Sn{x)}, (n = 0,1,2, . . . ) , {Sn{x) being a polynomial of 
degree n), is called of a Sheffer A-type zero [124] (which we shall call here Sheffer-type) 
if Sn{x) possesses the following exponential generating function: 
OO 
S{t)expixH{t)) = y^Snix)- (2.4.1) 
n=0 
in which H{t) and S(t) have (at least the formal) expansions 
OO 
Hit) = Y.h,r+\ /loT o^ 
and 
OO 
S{t) = Y,^nf\ ao^O, 
71=0 
respectively. 
Clearly the Appell polynomials belong to this family too. Among the polynomials 
encountered in quantum mechanics, Hermite and Laguerre polynomials are of Sheffer 
type, whereas Legcndre, Jacobi and Gegenbauer polynomials are not. 
We note that if 
S{t) = ^ ~ and H{t) 
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then Snix) = nlLn{x); whore L„(,'/;) arc the Lagnerre polynomials (1.2.40). 
Again, if 
1 —41 
S{t) = and H{t) = l - t ^ ' ^ ( l - t ) " ' 
then Sni'J') = n\fn{x); where fni'x) are the Sister Cehne polynomials [124]: 
The 2VLP L,^(x,y) have been extended to Hermite-based Laguerre polynomials, 
namely, tlu; 2-variable Hermite-Laguerre polynomials (2VHLP) HLn{x,y) by Dattoh 
ct al. [52]. These polynomials are obtained by replacing the ordinary monomials by 
2VHKdFP in the series definition (1.3.6) and are thus defined by the following series: 
:--irH,ix,y) 
II ^^ ..(-^ ) - '%'iiH^- (-^ )^ 
The generating function for the 2VHLP HLn{x,y) is given as: 
1 f —xt ^ yt^ 
W) ^ . 
' ^ ?i=o 
It is also important to realize that 
r ^ -p [j^^ + jtw) ' ?*" "^ "'"•^ '- <'•'-'' 
d d^ 
QyHLnix,y) = ~HL4x,y) 
and that 
exp h y ^ j | L „ ( . X ) | = HLn(x,y). (2.4.4) 
A specific example is provided by a class of polynomials constructed as discrete La-
guerre convolution of 2VHKdFP, namely, the 3-variable Hermite-Laguerre polynomials 
(3VHLP) 7fL„(.x-, z;t/) and are defined by the following series [28] 
„L„(x,z;,j)=n'.± i z l L ^ ^ l M ^ . (2^4.5) 
s=0 (s!)2 {n-s)\ 
The generating function for 3VHLP HLn{x,z;y) is given as: 
1 / ~xt yt 
e x p ^ - = ^ + - ^ - ^ = Y.^''HL^{x.z-y). (2.4.6) {l~~zt) ^ \{l^zt) {l-zt)\ 
These polynomials are defined by the following operational relation 
tixp (?/ ^  j [Ln{x, z)^ = i-iLnix, z] y). (2.4.7) 
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Tiie 2-variablo l-parain(;tor HoniiitcvTricoini functions (2V1PHTF) /jCn{x,y]T) 
si)C(',ifie(i by the series [28] 
iCn(x,mr) = ^^^^^-^-^^ (2.4.8) 
with the generating function 
exp (t-Y + ir) = E *" ^ ^^ »(^ -'y^ )^ (2.4.9) 
• • ' ' r! [r + n)\ 
arc defined by the o]:)erational identity 
Ox e x p ( ? ; ^ 1 \Cn{xT)\ = nCn{x,y;r). (2.4.10) 
Now, wo will see how the operational identities often exploited in the theory of 
exponential operators can be used to derive summation formulae and generating rela-
tions for 2VHKdFP H,,{x,y), 2VHLP nLn{x,y), 3VHLP HLn{x,z;y) and 2V1PHTF 
//C„(x,y;T). 
We prove the following results: 
Theorem 2.4.1. The following explicit summation formula for 2VHKdFP Hn{x,y) 
hi terms of 2VHLP HLn{x,y) holds true: 
Hnix,y) = n\J2{-iy ('')HL,{x,y). (2.4.11) 
Proof. We start by a well known expansion [124] 
S = B-1)^C)^^(^'-)- (2.4.12) 
Performing the following operation: 
/ 5M 
{V): Operating exp ( y —-- 1 on both sides of a given relation; 
onEq. (2.4.12), wc find 
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Now, using operational definitions (2.1.3) and (2.4.4) in the l.h.s. and r.h.s. re-
spectively of the above equation we get formula (2.4.11). 
Theorem 2.4.2. The following generating relation involving 2VHLP /^Z;„(x,t/) holds 
true: 
= f2(''l'')HLn^k(x,y)t\ (2.4.14) 
n=0 ^ '' 
Proof. Performing the operation (V) on the generating relation ([106]; p.20(2)) 
( l - t ) - ^ - ^ e x p ( - ^ ) L j - 4 - ) = f:('"t^)Ln^^(^r, (2-4.15) 
we find 
d^\ ( ( ~xt (l-t)--exp y— exp - - L, X 
dx^/ { ' \ l - t / \ l - t 
J2[n )^''Piyd^2){Ln-,kix)}e, (2.4.16) 
n = 0 
which on using the operational definition (2.4.4) in the r.h.s. and expanding the La-
guerre polynomials L„(x) using Eq. (1.2.40) and then using the Crofton identity [39] 
in the l.h.s. becomes 
( l - r - e x p f ^ f . + 2 , ^ ) ) v ^ ^ ^ - ' ( A ( - + ^ ^ ^ ) ) ^ 
^ "^Vi-^V ^ ^ / / ^ is\)Hk-s)\ 
= 22 \ ]HLn+k{x,y)r. (2.4.18) 
n=0 ^ ^ 
Now, using the Weyl decoupling identity (1.3.12) and Eqs. (2.1.3) and (2.4.2) in 
the l.h.s. of Eq. (2.4.18), we find 
(1 ,^-k-i ( -xt ^ ye \ f -2yt d\ f X y \ 
^ Y^[ )HLn+k{x,y)e. (2.4.19) 
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exT 
Finally, by making use of the shift operator [39] 
exp (\ ^ ) {fix)} = fix + A) (2.4.20) 
in the l.h.s. of the above equation, we find the generating relation (2.4.14). 
Theorem 2.4.3. The following summation formula involving 3VHLP //L„(x, z; y) and 
0*'^  order 2V1PHTF nCoix^y^b) holds true: 
oo 
expibz) HCoix,y;b) = Y^ic)-'L\~'\-bc)HLiix,z;y). (2.4.21) 
1=0 
Proof. We recall the generating relation ([23]; p.457(24)) 
'' / \ '^  
<pibz)Y,[]i-xyiz + cy-'Csibx) = Yc'"^L'f-'^\-bc)Liix,z). (2.4.22) 
s=o ^ -^  ;=o 
Taking r = 0 in Eq. (2.4.22) and then performing the operation (P) on the 
resultant equation, we find 
y-Q^.j {exp(6z)Co(6x)}= J ] ( c ) - ' L [ - ^ ) ( - M e x p ( ^ y — j [hix,z)]. 
(2.4.23) 
Now, using operational definitions (2.4.10) and (2.4.7) in the l.h.s. and r.h.s. 
respectively of the above equation, we get formula (2.4.21). 
As an immediate consequence of Theorem 2.4.3, we have the following corollary. 
Corollfiry 2.4.1. The following generating relation involving 0^ ^ order 2V1PHTF 
HCQix,y;b) and 2VHLP uLni'^.y) holds true: 
HCoix,y]b) = expi~b)Y,~HLnix,y). (2.4.24) 
71=0 
Proof. Taking c = 0, ^ = 1 and making use of limit ([107]; p.84(4.16)) 
( 0 , if n > 0 
CLfibOl^ = t ^ . if „ < 0, ( 2 « 5 ) 
I i~^^V-
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in Eq. (2.4.21), we get generating relation (2.4.24). 
Moreover, we have the following alternative proof: 
We start with the relation ([23]; p.458(31)) 
exp(5)Co(5x) - J ] - L „ ( x ) , (2.4.26) 
n = 0 
which on expanding the 0''' order Tricomi function Co (63;) in series becomes 
^^P(^)E7fci)f = E~^^r.{x). (2.4.27) 
k=0 ^ '' n = 0 
Performing the operation {V) on Eq. (2.4.27), we find 
Now using operational definitions (2.1.3) and (2.4.4) in the l.h.s. and r.h.s. re-
spectively of the above equation, we find 
^^P(^)Z1 f?nT^fe(^'^) = S i HLn{x,y), (2.4.29) 
fc=0 ^ •'' n = 0 
which on using definition (2.4.8) in the l.h.s. yields generating relation (2.4.24). 
Theorem 2.4.4. The following summation formula involving 2VHLP HLn(x,y) and 
2VHKdFP Hn{x, y) holds true: 
exp{x + y)HLn{x + 2y,y) = Z / z J ^ i ^i \(n - rW ^fe+"-^(^'^)- (2-4.30) 
fc=0 r = 0 
Proof. Consider the generating relation [93] 
fc=0 r = 0 • • 1-^  / ' J 
Performing the operation (P) on Eq. (2.4.31), we find 
exp (« ^ j { exp(x)L„(x-)} = g g ^ ^ ^ ^ 7 ) ^ ''^^ (« 5 ^ j { - ' * ' ' - } • 
(2.4.32) 
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which on using the operational definition (2.1.3) in the r.h.s. and expanding the La-
guerre polynomials L„(x) and then using the Crofton identity (2.4.17) in the l.h.s. 
becomes 
(2.4.33) 
Now, using the Weyl decoupling identity (1.3.12) and Eqs. (2.1.3) and (2.4.2) in 
the l.h.s. of the above equation and then using the shift operator (2.4.20), we finally 
get the generating relation (2.4.30). 
2.5. C O N C L U D I N G R E M A R K S 
In this chapter, we have dealt with derivation of some results involving various 
forms of Hermite Kampe de Feriet base polynomials and functions. The theory of 
Laguerre polynomials and its associated generating functions is reformulated within 
the framework of an operational formalism. 
As a further consideration, we explore the usefulness of the Gleisher and Crofton 
operational identities. The Gleisher and Crofton operational calculus and the associ-
ated rules are well known since the 19*^  century [12], a well known identity following 
from this formalism is given below 
"^p (^1^) {-p(--')} = TTTi^  -p ( " r ^ ) '^-'-'^  
and is known as Gleisher identity. Thus Gleisher rule is an operational identity in-
volving the action of an exponential operator containing the second order derivatives 
acting on an exponential function. 
To give an example of the application of Gleisher identity, we consider the result 
([23]; p.458(31)) 
^ ' n=0 ^ ' 
Performing the operation (J>) on Eq. (2.5.2) and using operational definition 
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/A.^ -
> "• ' ^ ' ' 
(2.4.4) in the r.h.s. of the resultant equation, we find n 
/ ^ ' 71=0 ^ ' ^-,~- —,^'' 
Now, using the Gleisher identity [26] 
with a = 0 and 6 = - a in the l.h.s. of Eq. (2.5.3), we get the following result involving 
2VHLPH^„(x,y) 
exp(-ax + c?y) = .^  , x Y ] ( 7 ^ ) HLn{x,y). (2.5.5) 
Next, we consider the result ([132]; p.171(1)) 
^ = Y^i-^r^^r^ix)^^^, (2.5.6a) 
71=0 
or, equivalently 
• ~xH \ y . (-l)"r(|+n + r) x2" r 
7 i , r=0 ^ 
Now performing the operation (V) an Eq. (2.5.6b) and using operational definition 
(2.1.3) in the r.h.s. of the resultant equation, we find 
. 1 - 0 = exp = > , i p . i ^ X • (2.5.66) 
On using the Gleisher identity (2.5.4), with a = and 6 = 0, in the l.h.s. of 
Eq. (2.5.7), we get the following result involving 2VHKdFP Hn{x,y): 
Further, we consider the product of a result given by Toscano [137] 
(-^)-<^-'-'g)^°(9"-((-^)-(('-> 
00 
= Y. Li:^"Hx) Lli^-'-Ky) t''W\ (2.5.9) 
771,71 = 0 
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where 6 := {1 + u^ and (f) := (1 +V2). 
Operating exp r 1 on both sides of the above equation and then using 
operational definition (2.1.17) in the r.h.s. of the resultant equation, we find 
oo 
- E L^Z"''^'"'\x,y-rrW\ (2.5.10) 
m,n=0 
which on using the Crofton rule [39] 
becomes 
(-)-'(^-)-(818 -((-D(-^|;)-(-|)(-^^)) 
oo 
= E <r'^-'"H^,y;r)r5". (2.5.12) 
m,n- =0 
Finally, using the Weyl decoupling rule (1.3.12), (for k = 0) and then using the 
shift operator (2.4.20) in the l.h.s. of Eq. (2.5.12), we end up with the following result 
involving 2V2I1PALP L^J(a;,y;r) 
(-«-(*-)-©l^)"^-(('-D-(^-^)^-('-^)(-^)) 
CO 
= E LtT''^-^''\x,y;rr^s\ (2.5.13) 
?n,n=0 
Furthermore, we consider the product of an expansion of x" in a series of associated 
Laguerre polynomials ([124]; p.207(2)) 
m,n 
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/ ^2 \ 
Operating exp r on both sides of Eq. (2.5.14) and then using operational 
\ oxoyj 
definition (2.1.17) in the r.h.s. of the resultant equation, we find 
exp r 
d^ \ r m n. ^ ( " l ) ' ^ ' ^'- «'• (1 + « ) - ( ! + /^ ) 
^ ^ ^ " . ^ ( m - f c ) ! ( n - / ) ! ( l + «) , ( l + /5), >^' ^^ '^ '"^ ^ dxdyj  ' ' ^ (m - A;)! (n - /)! (1  a)k 1  / ) 
A:i=0 
(2.5.15) 
We recall that incomplete 2-variable 2-index 1-parameter Hermite polynomials 
i2V2IlPHP) hm,n{x,y;r) specified by the series ([16]; p.447(la)) 
mm{m,n) 
r ^m—r „ ,n~r 
hm,n{x,y\T) = m\n\ V — (2.5.16) 
r = 0 
r! (m — r)! (n — r)! 
are defined through the operational identity 
exp (r - ^ A {x"V} = hm,n{x,y.T). (2.5.17) 
By using the operational definition (2.5.17) in the l.h.s. of Eq. (2.5.15), we ob-
tain the following expansion of i2V2IlPHP /i„i_,i(x,y; r) in a series of 2V2I1PALP 
The results established in this chapter express a clear idea that the use of oper-
ational techniques provide a simple and straightforward method to get new relations 
for special polynomials and functions. This approach can be extended to derive results 
involving other special polynomials and functions and also to introduce new families 
of special polynomials and functions. 
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CHAPTER 3 
SUMMATION FORMULAE FOR MULTI-VARIABLE 
HERMITE AND GEGENBAUER POLYNOMIALS 
3.1. INTRODUCTION 
The 2-variable Hermite-Kampe de Feriet polynomials (2VHKdFP) Hn{x,y) de-
fined by Eq. (1.3.6) are related to the classical Hermite polynomials Hn{x) or Hen{x) 
(1.2.34) as: 
Hn{2x,-l) = Hr^ix) (3.1.1a) 
and 
Hn{x,~^^ = Hen{x). (3.1.16) 
Also, there exists the following close relationship ([5]; p.341(21)): 
H,,{x,y) = i-zr y"/' H^ ( ^ ) =- ^" (2y)"/^ i/e„ ( - | = ) (3.1.2) 
with the classical Hermite polynomials. The usage of a second variable (parameter) 
y in the 2VHKdFP Hn{x,y) is found to be convenient from the viewpoint of their 
applications. Indeed, from an entirely different viewpoint and considerations, Hermite 
polynomials of several variables are introduced and investigated by Erdelyi et al. ([62]; 
p.283). 
Recently, Dattoh [16] introduced the incomplete 2-variable 2-index 1-parameter 
Hermite polynomials (i2V2IlPHP) hm,n{x,y]T) specified by the series (2.5.16) and 
defined through the generating function 
~ yjn ^n 
exp(xu + yu + Tiiw) = ^ —j—-hm,nix,y;r). (3.1.3) 
ml ni 
ru,n=0 
These polynomials are linked to the incomplete 2-variable 2-index Hermite poly-
nomials (i2V2IHP) 
min(r7!,,7i) 
,y,in—r „,n—r 
K^,n{x,y) = m\n\ V —— -f- - , (3.1.4) 
^—^ r! [m — r)\ in — r)V 
hrnA^, y; r) = r("^ +'^ )/2 hrn,n i ^ ' ^ j - (3-1-5) 
by the relation 
Also, the i2V2IlPHP hm,nix,y;T) are linked to the associated Laguerre polynomi-
als L'i"\x) (1.2.46) by the relations 
hm,ni^,y;T) = m ! r - x " — L ( ; : - " ^ ^ ( - f ) ^ ri>m, 
(3.1.6) 
hmA^,y;r) = n! r " y — " L ^ " " ^ ( - f ) , m > n. 
If we take r = —1 and replace a; and y by z and z respectively in relations (3.1.6), 
we get 
V „ ( z , z ; - 1 ) = ( - l ) - m ! ( z ) — L i r " ^ ) ( z z ) = L^,„(J;z,2), 
(3.1.7) 
V , , ( z , 2 ; - 1 ) = {-ir nl {zr~^^ Lt~''\zz) - L„,,„(/; z, ^ ), 
where Lm,n{^'i -^T^) ^^ ^ special case of Laguerre 2D polynomials LmAU', z,z) [148], 
which play an important role for the different representations of quasi-probabilities in 
quantum optics. 
Again, taking m = n and replacing r by —y in relations (3.1.6), we get 
hn,n[^,y\-y) = {-yY n\ Ln{x), (3.1.8) 
where L„(x) are the ordinary Laguerre polynomials (1.2.40). 
Also, we note the following special cases of i2V2IlPHP hm,Ti{^-> V'l '^)-
hm,Q{^,y;r) = x"", /io,„(x,y;r) ^ y", (3.1.9) 
K^,n{^,y;0) = x ' V , (3.1.10) 
/i^,„ x ,0; r = <^  ^"^ - (3.1.11) 
[ 0 it m < n ^ ^ 
and 
V n ( 0 , y ; r ) = j ^ "^^ ^ ^ .^  ^ - ^ (3.L12) 
The i2V2IlPHP Ki,n{^^,y;T) are particular cases of the more general family of 
complete multi-dimensional Hermite polynomials often exploited in applications con-
cerning entangled harmonic oscillator states [56]. The possibility of developing the 
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theory of complete 2D Hermite polynomials from the point of view of the incomplete 
forms is analyzed in Ref. [16]. 
Methods connected with the use of integral representations are useful to study 
the properties of generalized special functions of more than one variable. Integral 
representations can be established to express new classes of special functions in terms of 
known functions. These integrals offer a fairly direct mean to investigate the properties 
of the functions they define, see for example [18,29,30,45,96]. 
It happens very often that the solution of a given problem in physics or apphed 
mathematics requires the evaluation of infinite sums, involving special functions. Prob-
lems of this type arise, e.g., in the computation of the higher-order moments of a dis-
tribution or to evaluate transition matrix elements in quantum mechanics. In [17], 
Dattoli has shown that summation formulae of special functions, often encountered in 
applications ranging from electromagnetic processes to combinatorics, can be written 
in terms of Hermite polynomials with more than one variable. 
Motivated by the work going in this direction, in this chapter, we derive the implicit 
summation formulae for Hermite polynomials Hn{x) and for i2V2IlPHP hm,nix,y;T) 
by using different analytical means on their respective generating functions. Further 
by using the integral representations of multi-variable Gegenbauer polynomials [45], 
we derive the summation formulae involving multi-variable Gegenbauer polynomials of 
two indices. Also, we derive summation formulae for polynomials and functions related 
to these polynomials as applications. 
In Section 3.2, we give the definitions and properties of multi-variable Hermite and 
Gegenbauer polynomials. In Section 3.3, we derive the implicit summation formulae 
for Hermite polynomials and their products by using different analytical means on 
their respective generating functions. In Section 3.4, we derive the implicit summation 
for Hermite polynomials of two and four variables. Further, in Section 3.5, we derive 
summation formulae for some multi-variable forms of Gegenbauer polynomials by using 
integral representation method. Finally, we give some including remarks in Section 3.6. 
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3.2. MULTI-VARIABLE G E G E N B A U E R POLYNOMIALS 
The 2-variable 1-parameter Gegenbauer polynomials (2V1PGP) Ci^\x,y]r) are 
defined by ([29]; p.41(30)): 
0„ ix,y,Tj r{fi)^^ kl (n - 2k)\ r^+f^-'^ ^ -^^ "^ ^ 
and satisfy the generating function 
CO 
{r - 2xt + yt'r^ = Y.Ci^\x,y-T)e: (3.2.2) 
71=0 
Also, the 2V1PGP Cr{x, y; r ) possesses the following integral representation: 
C^r\^^y;r) = ^ ^ i ^ y " ° ° e x p ( - r t ) t ' ^ + " - ^ / / „ ( 2 x , - | ) r f i , Re(/x) > 0. (3.2.3) 
We note the following special cases of2VlPGPd^^(a;,y;T): 
(i) Ck'\x,y;r) = t/„(x,y;r), (3.2.4) 
where Un{x,y;T) are the 2-variable 1-parameter Chebyshev polynomials (2V1PCP) 
defined by the generating function [29] 
oo 
{r - 2xt + yt^)-' = Y^Unix,y;T)r. (3.2.5) 
n=0 
(ii) dJ\x,y;T) = Pn{x,y-T), (3.2.6) 
where Pn{x^ y; r ) are the 2-variable 1-parameter Legendre polynomials (2VlPLeP) de-
fined by the generating function [29] 
( r - 2 x t + yt2)-i/2 ^ J2p^{x,y;r)e. (3.2.7) 
n=0 
(iii) d!'\x,0;r) = MziM!, (3.2. 
n! r"+^ 
where (//)„ denotes the Pochhammer symbol. 
61 
(IV) 6„. ( x , l , l ) ^ C„ (xj - ^ ^ ^ ^ ^ ^j (n -2 /c ) ! ' ^^ -^ "^ ^ 
where Crt\x) are the Gegenbauer polynomials (1.2.56). For fj, = I and f^ = 7:, Cn (x) 
reduces to the Chebyshev polynomials lJn{x) and the Legendre polynomials Pn{x) 
respectively. 
Next, we recall the more generalized forms of Hermite and Gegenbauer polynomials 
of four variables. 
The 4-variable 2-index 1-parameter Hermite polynomials (4V2I1PHP) Hjn^n{x,y', 
z, W\T) are defined as [13] 
min(m,n) 
H„,,n{x,y; Z,W\T) ^ ml n\ V -— —- Hm^s{x,y) Hn^siz,w), 
^ s\ [m — s)\ [n — s)\ 
(3.2.10) 
with the generating function 
e-yqi{xu-\-yu^ ^ zv + wv^ + Tuv) = V ] — j — - Hm,n{'^,y\ Z,W\T). (3.2.11) 
m,n=0 
Moreover, on account of Eqs. (3.1.3) and (3.2.11), we find that 
Hn^^n{x,0;y,0\r) = hr,i,nix,y;T). (3.2.12) 
Also, from Eq. (3.2.11), we have 
-f^ m,rt(a;,y; ^ ,w|0) = Hm{x,y) Hn{z,w). (3.2.13) 
Further, the 4-variable 2-index 1-parameter Gegenbauer or ultraspherical polyno-
mials (4V2I1PGP) Vm,l{x,y;z,w\r) are defined through the generating function ([45]; 
p.288(39)) 
{l-ux-vz-u^y-v^w-uvT)-^' = ^ u'^v''Vi^l{x,y;Z,W\T), (3.2.14) 
m.,n=0 
The integral representation for these polynomials is ([45]; p.288(41)) 
. dt, 
t. 
(3.2.15) 
Re(/j,) > 0. 
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It is worth noting that 
Vii(x,-\;y,-\\0^ = (2)-("^^"Vi^)(x,2/), (3.2.16) 
where Kr^l(a;, y) are the 2-variable 2-index Gegenbauer polynomials (2V2IGP) defined 
by the generating function ([45]; p.286(18)) 
oo 
{l~2ux-2vy + u' + v')-^ = J ^ tx"^^'Vi^)(x,y), (3.2.17) 
r7i,n=0 
with the integral representation 
Re(/i) > 0. (3.2.18) 
For /i = 1, Eqs. (3.2.17) and (3.2.18) reduce to the corresponding definitions 
for 2-variable 2-index Chebyshev polynomials (2V2ICP) Vm^n{x,y) [45], which on fur-
ther taking m (or n) = 0, gives the corresponding definitions for ordinary Chebyshev 
polynomials Un{x) (1.2.67). 
Also, we note that 
viiixAyMr) = vlalix, y;T), (3.2.19) 
where r]m;n{x,y;T) are the 2-variable 2-index 1-parameter Gegenbauer polynomials 
(2V2I1PGP) defined by ([45]; p.288(34)) 
min(7n,n) , \ _ _ 
Vm,n[^,y,r) ^ ^i^^) s\{m-s)\{n~-s)\ . '^^ '^ •^^^ 
and satisfy the generating function 
CO 
{l-ux-vy~ UVT)-'' = J2 u'^v''vli:l{x,y;r). (3.2.21) 
m,n=Q 
The integral representation for these polynomials is ([45]; p.287(29)), 
ml n '•'^ '- "• -^ r Y ( ^ / exp(-t)t'^+"^+"-i/i„,,, (x, y; j) dt, Re(/x) > 0. 
(3.2.22) 
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From Eqs. (3.1.10) and (3.2.22), it follows that 
3.3. SUMMATION FORMULAE INVOLVING H E R M I T E POLY-
NOMIALS 
First, we consider the generating function ([124]; p.196) 
exp(2x(t + u ) - ( t + M)') = ^^_Hk+i{x), (3.3.1) 
which on separating the power series in r.h.s. into their even and odd terms by using 
the elementary identity 
OO OO OO 
Y,Hn) = Y.^{2n) + Y,^{2n+l) (3.3.2) 
n = 0 n = 0 71=0 
becomes 
— , 9 1 , OO o; OO ~-
exp(2x(i + u)-( t + u)2) = E 7 ^ ( E 7 | v ^ 2 A : + 2 / ( x ) + 5 ] - ^ - — 
A:=0 ^ '' 1=0 ^ '' 1=0 ^ '' 
°° fk+l °° ^2i °o ^21+1 
+ E J2k^\ ( I J (20! ^''^''^'^''^ + S (^ H^O! ^^ '=+^ '+^ (^ )) • (3.3.3) 
Now replacing t by it and u by w in Eq. (3.3.3) and equating the real and 
imaginary parts of the resultant equation, we get the summation formulae 
exp((M + tf) cos(2x(u + t)) 
- 1^ (2/c)! (20! ''^''^''^ + ^ (2A:+1)!(2/ + 1)! ^^'^^^^^^(x) (3.3.4) 
and 
exp((n + tf) sm{2x{u + t)) 
^ (_l)^-+42.,,2/+l , , ^ {^-lf+lfk+1^21 , , , , 
, ^ (2A:)!(2/ + 1)! ^ '^^ -^^^^i^^) + 1 . (2A: + 1)! (20! ^^'^+2'+^(^)- ^ .^S.S) 
A;,/=0 \ ^ ^ ^ fc_i=:0 
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Further, taking t ^ 0 in formulae (3.3.4) and (3.3.5), we obtain the well known 
results for the Hermite polynomials Hn{x) ([103]; p.252) 
expiu^) cosi2xu) = Yl^^^JST ^^'^^^ (3-2-^) 
and 
(20! 
oo / ^ y 21+1 
exp{u^)sm{2xu) = I ] (2/+ 1)1 H2i+i(x). (3.3.7) 
Now, we extend the above results to more generalized forms of Hermite polyno-
mials. 
First we prove the following results involving Hermite polynomials Hn{x): 
Theorem 3.3.1. The following implicit summation formula for Hermite polynomials 
Hn(x) holds true: 
Hk+i{y) = E Q Q ] ( 2 ( ? / - a ; ) ) " + ' " H , + z - n - n . ( x ) . (3.3.8) 
n,m=0 V / \ / 
Proof. We rewrite the generating function (3.3.1) as; 
exp(-(t + uf) = exp(-2a;(t + u)) Y, - ^ Hk+i{x). 
k,l=0 
Replacing x by y in the above equation and equating the resultant equation to the 
above equation, we find 
0 0 
Y. -kTJi '^^ +'(^) = ^^ P(2(?/ ~x)(t + u)) J2 jnj ^ k+i{x) 
or 
2 ^ ITTf ^'+^^y> = Z . A i^ Z . jij ^ -^+ (^^ )' 
fc,Z=0 • • A ' = 0 • k,l=0 
which on using formula ([132]; p.52(2)) 
(3.3.9) 
A'=0 n,m=0 
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in the r.h.s. becomes 
E ^ «-.(>') - E '^ '^  :L, E ^ '^-.l.). (3.3.11, 
Now, replacing k hy k — n, I hy I — m and using the Lemma ([132]; p.100(1)) 
oo oo fc 
^ A{n,k) = J ^ 5 Z ^ ( ™ ' ^ ~ ^ ) ' (3.3.12) 
fc,7i=0 fe=0 n = 0 
in the r.h.s. of Eq. (3.3.11), we find 
T^T^H.^iiy) = E E , , , , \ , „ „ g.+/-n-^(x) . (3.3.13) 
'^-^ k\l\ ^-^ "^-^ n\ m\ [k- n)\ (I - m)\ 
Finally, on equating the coefficients of like powers of t and u in Eq. (3.3.13), we 
are led to the assertion (3.3.8) of Theorem 3.3.1. 
Remark 3.3.1. By taking / = 0 in Theorem 3.3.1, we immediately deduce the follow-
ing consequence of Theorem 3.3.1. 
Corollary 3.3.1. The following implicit summation formula for Hermite polynomials 
Hn{x) holds true: 
H^iv) = E C") 2" (y - ^THk-n{x). (3.3.14) 
n=0 ^ ' ^ / 
Remark 3.3.2. On replacing yhyx + y in Eq. (3.3.14) we obtain ([103]; p.255(5.6.4)) 
Hn{x + y) = J2(''){2yr-'^Hm{x). (3.3.15) 
m=0 ^^^ 
Theorem 3.3.2. The following implicit summation formula for Hermite polynomials 
Hn{x) holds true: 
( ^ ^ - « t e ) = E „ ! ( 2 , V / - 2 m ) ! g ^ * ^ ' - ^ " ^ ' ^ £ { 0 , 1 } . {3.3.16) 
Proof. We rewrite Eqs. (3.3.6) and (3.3.7) as: 
^ " P ( " ' ^ > ^ " ( 2 ^ T ^ ^ - - ^ ^ ^ ' ) = | s i n ( 2 . t ) , when5 = l | -
k= 
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Replacing t by yz in the above equation, we find 
. 2 2^^h'^)Hyz?''^^ ^ /N ( cos{2xyz), when 5 = 0 1 ro o .^^ 
Again, replacing x by y and y by x in Eq. (3.3.17) and equating the resultant 
equation to Eq. (3.3.17), we find, after expanding the exponential in series 
fc=0 ^ ' k,vi=0 ^ ' 
(3.3.18) 
Now, replacing k hy k — m and using Eq. (3.3.12) in the r.h.s. of the above 
equation and equating the coefficients of like powers of z, we get the assertion (3.3.16) 
of Theorem 3.3.2. 
Remark 3.3.3. Taking fc = 1 in Eq. (3.3.16), we get 
^ ' ;Hs^2iy) = rPr^.Hs^^i^) + ISL^HS{X\ 6 e {0,1} (3.3.19) (5 + 2)!"^ '= '^ ' {5 + 2)1°^"' ^ S\ 
Remark 3.3.4. Setting x = \/2y in Eq. (3.3.16), we get 
^ ' m=0 ' 
Now, we prove the following results involving product of Hermite polynomials 
Hn{x): 
Theorem 3.3.3. The following implicit summation formula involving product of Her-
mite polynomials Hn{x) holds true: 
k l-n ( 4 _ l ) ( 2 ( 1 ^ 
(3.3.21) 
Proof. After replacing x by X, we rewrite the generating function (3.3.1) as: 
°° ^k „.l 
exp(2X(u + t) - (n + t)2) = E T T T T ^ ^ + ' W ' k\ l\ 
k,l=0 
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which on replacing u by yz and thy YZ becomes 
expi2XYZ) = exp(~2Xyz + {yz + YZf) f^ ^ ^ ^ — | r ^ H k + i ( X ) . (3.3.22) 
A:,/=0 
Again, replacing x by y and y by x in Eq. (3.3.22) and equating the resultant 
equation to Eq. (3.3.22), we find 
f2 ^^^^^-jf^ HUX) = expi2Xz{x-y)-z'{x'-y^)) 
kill 
X exp(2z(y - x)YZ) f^ ^ ^ ^ ^ T F ^ ^^+ ' (^ ) - (3-3-23) 
By setting T := z^{x^ ~ y^) and x' := xJi/^^^\ in Eq. (3.3.23), the first 
exponential in the r.h.s. becomes the generating function of Hermite polynomials 
Hn{x): 
exp(2x ' r -T2) ^ Y^_^Hm{x'). (3.3.24) 
m - O 
Now, from Eqs. (3.3.23) and (3.3.24), we have 
E'^'^'t?"'"'''f:'llr^^-^-W- (3.3.5) 
k\ i\ 
fc,;=o 
X 
n=Q "" k,l=0 
Finally, replacing ^ by ^ — m — n. A; by A; — n and using Eq. (3.3.12) in the r.h.s. 
of Eq. (3.3.25) and then equating the coefficients of like powers of (YZ) and z, we get 
formula (3.3.21). 
Remark 3.3.5. By taking I — n = N and A; = 0 in Theorem 3.3.3, we immediately 
deduce the following consequence of Theorem 3.3.3. 
Corollary 3.3.2. The following implicit summation formula involving product of 
Hermite polynomials Hn{x) holds true: 
Theorem 3.3.4. The following implicit summation formula involving product of Her-
mite polynomials Hn{x) holds true: 
' 1 f ^ ' '^ x M " " / ! X ^ ' " 
r ' s ' ^ ^ ' ^ m!n! (r — 2TO)!(S — 2n)! 
m=0 n=0 ^ ' ^ ^ 
(3.3.27) 
Proof. Consider the product of Hermite polynomials generating function (3.3.24) in 
the following form: 
exp(-(22;i + 2XT + f + T^)) = V {-ly-'fT' ^^^^^ ^^^^^^ {3.^.2S) 
r,s=0 
which on replacing t by yz and T by YZ becomes 
exp(-(2a:y^  + 2XYZ + y\^ + Y^Z^)) = f^ (-^Y'''(y^J iy^Y ^^^^^ ^^^^^ 
r,s=0 
(3.3.29) 
Next, replacing xhy y, y by x, X by Y and y by X in Eq. (3.3.29) and equating 
the resultant equation to Eq. (3.3.29), we find, after expanding the exponentials in 
series 
T. S. 
r,s=U 
^ ^ {y^-x'rz'-{-ir{yzr^ ^ {Y^-x-^rz^-i-mYzy 
r,m=0 s,n=0 
(3.3.30) 
Finally, replacing r by r — 2m, s by s — 2n and using Lemma ([132]; p.100(3)) 
00 00 12I 
J2 Mi^^r) = ^ ^ / l ( m , r - 2 m ) , (3.3.31) 
r,rn.=0 r=0 m=0 
in the r.h.s. of Eq. (3.3.30) and then equating the coefficients of like powers of z and 
Z, we get formula (3.3.27). 
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3.4. SUMMATION FORMULAE INVOLVING MULTI-VARIABLE 
HERMITE POLYNOMIALS 
First, we prove the following results involving i2V2IlPHP hm,n{x,y',T): 
Theorem 3.4.1. The following implicit summation formula involving i2V2IlPHP 
hm,n{Xiy','T) holds true: 
min(m,7j) 
- E M ! ( ™ ) ( ; ) ( . ( ^ ) ) \ _ , „ _ . ( . . X ; . ) . (3..1) 
Proof. We rewrite the generating function (3.1.3) as: 
exp{xt + XT + TtT) = y ——-/ i^ ,„(x ,X;r ) , (3.4.2) 
m,n=0 
which on replacing t by yz and T by YZ becomes 
exp{xyz + XYZ + ryzYZ) - T ^ , ' h^,n{x, X; r), (3.4.3) 
ml n\ 
m,n=0 
Next, replacing x hy y, y by x, X by F and F by X in Eq. (3.4.3) and equating 
the resultant equation to Eq. (3.4.3), we find, after expanding the exponential in series 
77i,n=0 
^ [xzr [xzr, . ^ . 
(TZZ)^ {XX - yY)^'^ ^ (yz)'" (FZ)^ 
- Z ^ W ^ ^^ "^n^  /i™,„(x,X;r). (3.4.4) 
A'/=0 m,n-Q 
Now, we replace m by m - M and n by n - M in the r.h.s. of Eq. (3.4.4) to obtain 
m,n=0 m,n=0 
iTiin(m,7i) 
v;^ 1 / /xX -yY\\M 
"" y,, M\{m-M)\{ri^M)\\\ yY )) hm--M,n-M{x,X;T), 
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which on equating the coefficients of Hke powers of z and Z yields formula (3.4.1). 
Theorem 3A.2. The following implicit summation formula involving i2V2IlPHP 
'im.nl^:,?/;''") holds true: 
m,n / \ / \ 
hm,n{y,x;r) = Yl [j^)[j^)iy-^)^i^-y)^hnz~M,n-N{x,y;r). (3.4.5) 
M,N=0 V / ^ ^ 
Proof. From generating function (3.1.3), we have 
°° u"' v'' 
exp{TUv) = exp{~xu-yv) V" —j—-/i^,n(x,y;r), (3.4.6) 
mi nl 
m,n=0 
Now, replacing xhyy and y by a; in Eq. (3.4.6) and equating the resultant equation 
to Eq. (3.4.6), we find, after expanding the exponentials in series 
°° u"^ v'^ 
m\ n. 
m,n=0 
= ^ M! ^ m L 7 ; ^ ^ - - ( ^ ' ? ^ ' ^ ) - (3-4-7) 
M=0 A''=0 m,ra=0 
Again replacing mhy m - M, nhy n - N and using Eq. (3.3.12) in the r.h.s. of 
Eq. (3.4.7), we find 
Z—J m l n\ 
ml n 
m,7i=Q 
- ^ {y - xr {x - yf V^ v~^ [y-x}"' [x-yV' 
l ^ Z . M l Nl (m - MM (r. _ .J^^^rn^M,n-M{x.V;r)u^V-, (3 .4 .8) 
which on equating the coefficients of like powers of u and v, yields the assertion (3.4.5) 
of Theorem 3.4.2. 
Remark 3.4.1. Taking r = 0 in Eq. (3.4.5) and using Eq. (3.1.10), we get 
E l m\ I n\ ( y-• x\^'^ ( X - y\^ ( xx-^--^ „„^ „ \M) («) ( ^ ) irf) [i) = 1- (^ •") 
By using relations (3.1.6), the summation formulae (3.4.1) and (3.4.5) can be 
expressed in terms of the associated Laguerre polynomials ikt^i^x). Also, summation 
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formulae (3.4.1) and (3.4.5) can be expressed in terms of the Laguerre 2D polynomials 
Lm,niI',Z,Z) and Laguerre polynomials Ln{x) by using relations (3.1.7) and (3.1.8) 
respectively. 
Further, we derive summation formulae for more generalized forms of Hermite 
polynomials. We consider the 4V2I1PHP Hm,n{^,z;y,w\T) defined by Eqs. (3.2.10) 
and (3.2.11). 
If we rewrite the generating function (3.2.11) as: 
H^iy, z)Hn{x, w) = X ] ( ? ! ) ( ;y) (y - x)^\^ - yYH,,^^M{x, z)Hn-N{y, w), 
expizu^ + wv"^ + ruv) = exp{~xu~yv) ^ J — j — ^ Hm,n{x,z;y,'w\T) 
Tn,n=0 
and then following the lines of the proof of Theorem 3.4.2, we get the following implicit 
summation formula involving 4V2I1PHP Hm,n{x, z;y,w\r): 
H^^n{y,z;x,w\r) =^ ^ i\i\{y-xf^{x-y)^Hm-M,n-Nix,z;y,w\T), 
M,N=0 \ / V / 
(3.4.10) 
which on taking z = w = 0 and using Eq. (3.2.12), yields formula (3.4.5). 
Further, taking r = 0 in formula (3.4.10) and using Eq. (3.2.13), we get the 
following summation formula involving product of 2VHKdFP Hn{x, y) 
m,n 
(3.4.11) 
which on taking z = w = —1 and replacing x by 2a;, y by 2y and using relation 
(3.1.1a), yields the following summation formula involving product of Hermite polyno-
mials Hn{x): 
m,n / \ / \ 
HUy)Hn{x)^ J2 ! ! ! ! 2^+^ (y-x)^(x-y)^i/„._M(:r)i/„_;v(y). (3.4.12) 
M,N=0 V / V / 
Similarly, taking z = w — —- in Eq. (3.4.11) and using relation (3.1.1b), we get 
the following summation formula involving product of Hermite polynomials Hen{x): 
m,n , \ / \ 
He,MHeM = J^ ( ! ^ j Q (y~-3;)^^(.x-y)^Fe„,_M(x)ife,,_^(y). (3.4.13) 
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3.5. SUMMATION FORMULAE INVOLVING MULTI-VARIABLE 
GEGENBAUER POLYNOMIALS 
First, we consider the implicit summation formula (3.4.15), (for w = 0) 
ii.AvA= E r ^ r ( y - : r r ( : . - y ) V - ^ : r - ' ^ / / ^ - M ( : ^ , ^ ) , (3-5.1) 
where Hr,^{x,y) are the 2VHKdFP defined by Eq. (1.3.6). 
Next, we consider the summation formula (3.4.1), (for r = j) 
{m,n) 
.„,„(..;I) ^  E H:MIWQ 
M=0 
X ( ^ ^ ( ^ ^ ~ ^ ^ ) ^ ''hrn^M,n-M (x, X; ^ ) , (3.5.2) 
where h„,^n[x,y]T) are the i2V2IlPHP given by Eqs. (2.5.16) and (3.1.3). 
Z W T 
Also, we recall the summation formula (3.4.12), (for z = - , to = — and r = - ) 
M,N=0 \ / \ / 
(3.5.3) 
where i^^,n(x,y;z, W|T) are the 4V2I1PHP given by Eq. (3.2.10). 
In the process of establishing the summation formulae, we use the following oper-
ations: 
{Qx): Replacement of a; by 2x, y by 2y and z by — ; multiplication by exp(—rt);^ '^ "'"'""'^  
and then integration of the resultant equation with respect t over the interval (0,oo). 
{Q-i)'. Multiplication by exp(—t)t^+'""'""~^ and then integration of the resultant 
equation with respect to t over the interval (0, oo). 
Now, performing the operation (0i) on Eq. (3.5.1) and then using the integral rep-
resentation (3.2.3), we get the following implicit summation formula involving 2V1PGP 
Cif^(^,y;r): 
Re(/i,); Re(A/ + M) > 0. (3.5.4) 
A f , N = 0 " • ^ ^ 
73 
Further, performing the operation ($2) on Eq. (3.5.2) and using the integral 
representation (3.2.22), we find the fohowing impUcit summation formula involving 
2V2IlPGPr]feUx,y;T): 
min(m,n) , , / t ^ \ n / ir ^ r\ 
(^^ .v;^ ) - E ^ iB"' (j) (^ ^^^y )^ es-«fc^;^). 
Re(/i); Re(/i + M) > 0 . (3.5.5) 
Again, performing the operation (^2) on Eq. (3.5.3) and using the integral 
representation (3.2.15), we get the following imphcit summation formula involving 
4Y2nPGP Vii{x,y;z,w\ry. 
M\ m 
7M,iV=U 
Re(/i); Re{fi+M+N) > 0. (3.5.6) 
The above results show that the use of integral representations offer a powerful 
tool to investigate the properties of more complicated famihes of multi-variable and 
multi-index polynomials. 
Now, we derive certain new results for the polynomials related to 2V1PGP Cn [x, y; r ) , 
2V2I1PGP r]m,n{x, y; r ) and 4V2I1PGP VmMx, y; z, W\T) as applications of summation 
formulae (3.5.4), (3.5.5) and (3.5.6). 
I. Taking /i = 1 in summation formula (3.5.4) and using Eq. (3.2.4), we get 
M,N=o ^ ^ \ y J 
where Um{y,z;T) are the 2V1PCP given by Eq. (3.2.5). Again, taking // = - in 
summation formula (3.5.4) and using Eq. (3.2.6), we get 
^..(--)- E O M ©„(!)"<-^)"'(^)"-^?-'(--). 
M,N=0 ^ ^ \ / M \ y / 
(3.5.8) 
where Pm{y,Z]T) are the 2VlPLeP given by Eq. (3.2.7). Next, taking z = 0 in 
summation formula (3.5.4) and using Eq. (3.2.8), we obtain (3.4.9) 
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Further, taking z = r = 1 in summation formula (3.5.4) and using Eq. (3.2.9), we 
get 
c^rHKy) = E '--12 
M,N=0 
n\^M {IAM /y 
N) M\ \x {y - x) 
M I X y 
N 
^{fJ.+M) 
C):TM\XI (3.5.9) 
Re(/i); Re(// + M) > 0, 
where Cm [x) are the Gegenbauer polynomials. For n = I and A* = ^ the above 
result reduces to the corresponding results involving Chebyshev polynomials Unix) 
and Legendre polynomials P-nkx) respectively. 
II. Taking m = n, T = —Y and X = Y in summation formula (3.5.5), we get 
M=Q ' \ y / 
Re(Ai); Re(/i + M) > 0. 
Taking m = n, y~Y,T = —Y and using relations (3.1.6), the integral (3.2.22) 
takes the form 
vliix,Y;-Y) = -Yy 
which in view of integral ([123]; p.151(2)) 
exp{-t)t''+''-^Ln{xt)dt, Re(//) > 0, (3.5.11) 
ji + n, n + 1; 1; X , (3.5.12) 
x - 1 
Re(l - x); Re(/x + n) > 0, 
becomes 
ln,n\Xi ^ 1 ^ ) i-yrif^). iFi /i + n, n + 1; 1; X 
x - l 
(3.5.13) 
n! (1 - xY+''-
Finally, using Eq. (3.5.13) in summation formula (3.5.10) and simplifying, we get 
the following summation formula involving hypergeometric function 2F1 (1.2.5). 
iF^ jU + n , 77, + 1; 1; 
y - i E M=0 
n\ (VY (l-vY^'' fx-y^^ 
M \xJ \l~x 
y-2Fi /i + n, n - M + 1; 1; 
X ~ 1 
, Re(yu, + n ) > 0 . (3.5.14) 
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III. Taking z = w = Oin summation formula (3.5.6) and using Eq. (3.2.19), we obtain 
m,n , V 
^i(y,-;-) = E 17fw(^^~-)''(---'^)^tX^^^ (3.5.15) 
M,N=0 
wliere V^rlin{x,y;r) are the 2V2I1PGP given by Eq. (3.2.20). Taking T = 0 in summa-
tion formula (3.5.15) and using Eq. (3.2.23), we get Eq. (3.4.9). 
Further, taking z = w = —-,T = Om summation formula (3.5.5) and using Eq. 
(3.2.16), we get 
in.,n , , 
K£Uy,-) - E ^0f^2-^"^(^-^)'^(--^)M'^^^^^^^^^ (3-5.16) 
A4,N=0 
wliere vi^l{x,y) are the 2V2IGP given by Eq. (3.2.17). For ^ = 1 the above result 
gives 
M,N=0 
where Kr.,n(x,t/) are the 2V2ICP [45]. 
3.6. CONCLUDING REMARKS 
In this chapter, we have derived several summation formulae for some families of 
multi-variable Hermite polynomials and Gegenbauer polynomials of two indices by us-
ing series rearrangement techniques and integral representation method. This process 
can be extended to establish summation formulae for more generalized forms of Gegen-
bauer polynomials. 
To give an example, we consider a product of summation formula (3.4.5) for (r = 
7- f 
- , ^ = - ) in the following form: 
v.. (..^ .^ )'.«(.»;!) = E i: 0(; ) ( i ) (3 b-)"(-.)" 
x{z - w)^{w - zy^h,n-M,n^N (x, v, ~j hi-L,k~K {w,z;~\. (3.6.1) 
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• ••^'V... 
^ 
' : * • 
> II 
The 4-variable 4-index 2-parameter Gegenbauer polynoinial%(4V4I2PGP) ^-- // 
r]m\iiki^,y, ^,'^'1 "^lO possesses the following integral representation (-[45|;_,p^ 2&§;^ 3i^ f: 
X hrr^,n [X, y, jj hi^k ( z, w, - j dt, Re(/i) > 0. (3.6.2) 
Now, multiplying Eq. (3.6.1) by exp(—i)t^ +™'+"+*''"''~^ and then integrating the 
resultant equation with respect to t over the interval (0,oo), using Eq. (3.6.2), we get 
the summation formula 
•m,n l,k I 1 
M,N=QL,K=0 
><^!^-£n-if-5-K(^,?/ ,^>^;^>0, Re(M); Re{^ + M + N + L + K)>0. (3.6.3) 
For / = A; = 0, the above summation formula reduces to the summation formula 
(3.5.15). 
A multi-variable multi-index generalization of Eq. (3.2.18) is obtained by defining 
the following n-dimensional Gegenbauer polynomials ([45]; p.286(16)) 
K i ^ U , . . . , . . ( ^ . x „ . . . , . „ ) ^ ^ ^ , ^ ^ , . . ^ ^ , r ( ^ ) | e x p ( - . ) t ™ — 
xH„,^ hx,,-^] Hrn, {2x2,-^y..Hr.^ Uxn,-^Y Re(/^) > 0. (3.6.4) 
Next, to give another example, we consider the product of summation formula 
(3.4.15) in the following form: 
X (X2i-1 - X2i)^'^'Hm2,.i-Ahi-i{x2i-l,y2i)'Hm2^_M2i{x2i,y2i-l) • (3.6.5) 
Now, multiplying Eq. (3.6.5) by exp(-t)t'^+"*i+'"2+"^3+m4-i^ ^^^^j. ^placing Xi by 
2xi, jji by —- (i = 1,2,3,4) and then integrating the resultant equation with respect 
to t over the interval (0, co) using integral representation (3.6.4), (with n = 4), we get 
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T / M /^. ^ ^ „. ^ ^ V ^ [f^)Mi+M2+M3+M4 ( vAfi 
Mi,M2,M3,M4=0 
^ f,^ ^. \M2f^. ^ \M3(^. NM4 TKM+M1+M2+M3+M4) (-r -r -r- T \ 
Re(fi) > 0; Re(/x + Mi + M2 + M3 + M4) > 0. (3.6.6) 
The above summation formula can be extended to include 2n-dimensional Gegen-
bauer polynomials. Also for nis = 1714 = 0, it reduces to summation formula (3.5.16). 
Finally, we consider the summation formula (3.5.1) in the following extended form: 
mi,m2,--,mp ni,n2,---,np p 
i = l MuM2,-,Mp=0 Ni,N2,-,Np=0 i=l 
X ( ^ -] Hm,-MA^i,Zi) , (3.6.7) 
which on multiplying by exp(-i)t''+"'i+"'2+-+"'p"\ after replacing Xi by 2xj, yi by 2yj, 
2j by — (z = 1,2, •••,p) and then integrating the resultant equation with respect 
to t over the interval (0,oo) using integral representation (3.6.4), yields the following 
summation formula involving p-dimensional Gegenbauer polynomials 
ymlm2,-,mp{yi.y2r--,yp)= Yl 5Z ii^)M,+M2+-+Mpn [-j^ i j^.) 
\X/ \ V J ' • ^ m i - M i , m 2 - M 2 , - , m p - M p V - ^ l ' - ^ 2 , ,Xp), 
Re(/i) > 0; Re(Ai + Mj + M2 + • • • + Mp) > 0. (3.6.8) 
Multi-variable forms of Gegenbauer polynomials have applications within the con-
text of the statistical properties of high-gain free electron laser [100]. The generalized 
forms of Gegenbauer polynomials can also be framed within the group-theoretic con-
text, see for example [89]. The results presented in this chapter, yield a clear idea that 
the use of integral representations of multi-variable Gegenbauer polynomials provide a 
simple and straightforward method to derive summation formulae for these polynomi-
als. The analysis presented in this chapter confirms the possibility of extending this 
approach to other multi-variable special polynomials. 
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CHAPTER 4 
GENERATING RELATIONS FOR TRICOMI AND 
HERMITE-TRICOMI FUNCTIONS OF TWO INDICES 
4.1. INTRODUCTION 
The study of the properties of multi-variable generalized special functions has 
provided new means of analysis for the derivation of the solution of large classes of 
partial differential equations often encountered in physical problems. The relevance of 
the special functions in physics is well established. Most of the special functions of 
mathematical physics as well as their generalizations have been suggested by physical 
problems. 
In order to further stress the usefulness of the generalized special functions, Dattoh 
et al. [44] have introduced the three variable two index extension of Tricomi functions 
Cn{x) (1.2.21) defined as: 
Cm,n{^,y,z) = ^C„^+s{x) Cn+s{y) —y (4 .1 .1 ) 
The generating function for 3-variable 2-index Tricomi functions (3V2ITF) Cm,n{x-, y, z) 
is given as: 
oo 
exp((w-^) + (v-^) + -^] = J2 Cr,r,nix,y,z)u'^v''. (4.1.2) 
m,n=—oo 
Further, the 4-variable 2-index 1-parameter Hermite polynomials (4V2I1PHP) 
y; z, w\^) are used to introduce a new family of Bessel functions Jnix) (1.2.14), 
which is defined as ([13]; p. 154(3.8)): 
HJni,n{^,y; z,w\^) = exp{y Ol + w3^^ + ^ dly){Jm{x) Jr^{y)} 
V ( - 1 ) ' ' + ' Hm+2r,n+2s{x,y;Z,w\^) 
Z ^ 2{m+n+2{r+s)) ^1 ^j (m + r)\ (u + s)l' ^ ' 
This family of functions is characterized by the generating function ([13]; p. 154(3.9)) 
OP 
= J 2 HJrn,nix,y\ Z,W\C)U'"V''. ( 4 . 1 . 4 ) 
m,7r=—oo 
The Tricomi version of the functions HJm,n{x,y\ z,w\^) can be cast in the form 
([15]; p.725(A.15)) 
^-^ r\ s\ (m ^-r)\ [n + s)\ 
r , s=0 ^ ' J \ ' J 
and the generating function for 4-variable 2-index 1-parameter Hermite-Tricomi func-
tions (4V2I1PHTF) HCm,n{^,y\z,w\i) is given as ([15]; p.725(A.16)) 
oo 
m,n=—oo 
DattoU [15] proposed a general operational method to derive families of bilateral 
generating functions, hardly achievable with ordinary means. It is interesting to observe 
that the above functions are introduced while evaluating families of bilateral generating 
functions. These functions deserve to get further attention. 
The theory of special functions from the group-theoretic point of view is a well 
established topic, providing a unifying formalism to deal with the immense aggregate of 
the special functions and a collection of formulae such as the relevant differential equa-
tions, integral representations, recurrence formulae, composition theorems, et cetera, 
see for example [139,140]. The first significant advance in the direction of obtaining 
generating relations by Lie-theoretic method is made by Weisner [141-143] and Miller 
[107]. 
Within the group-theoretic context, indeed a given class of special functions ap-
pears as a set of matrix elements of irreducible representation of a given Lie group. 
The algebraic properties of the group are then reflected in the functional and differen-
tial equations satisfied by a given family of special functions, whilst the geometry of 
the homogeneous space determines the nature of the integral representation associated 
with the family. 
Recently some contributions related to Lie-theoretical representations of general-
ized Bessel functions have been given, see for example Khan and Mittal [90], Khan and 
Yasmin [95] and Khan et al. [98]. 
In this chapter, we derive generating relations for 3V2ITF Cm,n{x-, y, z) and 4V2I1P 
HTF HCm,n{x, y; z, w\^) by using Lie-algebraic techniques. In Section 4.2, we give a re-
view of the basic properties of 3V2ITF C„i,n{x, y, z) and 4V2I1PHTF HCm,n{x, y; z, w\() 
and their special cases. In Section 4.3, we derive generating relations for 3V2ITF and 
4V2I1PHTF by using the representation Q{LO,mo) of the Lie algebra %. In Section 
4.4, we obtain certain new and known generating relations for various forms of Tri-
comi, Hermite-Tricomi and Bessel functions. Finally, in Section 4.5, some concluding 
remarks are given. 
4.2. PROPERTIES OF TRICOMI A N D HERMITE-TRICOMI FUNCTIONS 
OF TWO INDICES 
4.2.1. PROPERTIES OF TRICOMI FUNCTIONS Cm,rr{x,y,z) 
The 3V2ITF C„,^n{x,y,z) defined by Eqs. (4.1.1), (4.1.2) satisfy the following 
differential and pure recurrence relations 
d 
j ; ^ (^m,n\X,y,Z) = — Cm+l,n(2^5y5 •2:), 
d 
--Cm^n{x,y,z) = --Cm,n+i{x,y,z), (4.2.1) 
d 
j r Cm,n{x,y,Z) = Cm+l,n+l{X,y, Z) 
and 
mCm,n{^, y , Z) = C r „ - l , n ( x , y, z) + xCni+l,n{x, y, z) - zCm+l,n+l{x, y, z), 
nQn,nix, y, z) = Cm,n-i{x,y, z) + yC„^,n+i{x,y, z) - zCm+i,n+\{x, y, z). 
The differential equations satisfied by Cm,n{x,y, z) are 
52 d^ , . d 
(4.2.2) 
dx ^^^d^z^^'^^^^di^'^)^''''''^'''^''^ = °' '^^ •^ •^ ^ 
o2 '^2 c^ 
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We note the following special cases of 3V2ITF C„^,n{'X, y, z): 
(1) C^,n(x-,y,0) = C„.,„(x,y) = an{x)Cn{y) (4.2.5) 
where Cra,nix,y) denotes 2V2ITF defined by the generating function 
oo 
e x p ( ( « - ^ ) + ( y - ^ ) ) - Yl Crr^,n{x,y)u^V^. (4 .2 .6 ) 
m,n=—oo 
oo I 
( 2 ) Cr,i,n{^ -U,y,z) = Yl C„,+s,n{^' V^ ^) " 7 
s=0 S! 
oo 
Cr,i,n{x,y-V,z) = y ^ C n t , n + ^ ( x , ? / , z ) — , ( 4 - 2 . 7 ) 
OO q 
Cm,n{x,y,Z + w) = 2_,C^+s,n+s{x,y,z) —. 
s=0 
oo 
(3) C.,„(0,0, .) = E ( ^ ^ 3 ) , ( , ^ , y ^ - (4.2.8) 
(4) C^,„(x,0,0) = ;JyC (^2;), (4.2.9) 
where Cr,i(a;) is the Tricoini function defined by Eqs. (1.2.20) and (1.2.21). 
CO fl 
(5) eM^) Coflixt.yt.xyt) = Y. Ln{x) L^{y) ~ (4.2.10) 
where Ln(x) is the ordinary Laguerre polynomial (1.2.40). 
4.2.2. PROPERTIES OF HERMITE-TRICOMI FUNCTIONS HCm,n(x, y; z, w\^) 
The 4V2I1PHTF HQUA^^V^^^'MO defined by Eqs. (4.1.5), (4.1.6) satisfy the 
following differential and pure recurrence relations 
d 
-^HCm,n{x,y;z,w\^) = ~ HCm+i,n{x,y;z,w\^), 
d 
-Q'HCm,n{^X,y]Z,w\() = HC„i+2,n{^,y; Z,w\^), 
d 
•W- HCr,i,n{^,y;Z,w\^) = - HCm,n+lix, y, Z,w\^), (4 .2 .11) 
d 
g- HCm,n{x,y;z,w\^) = HCni,n+2{x,y;z,w\^), 
d 
•gZHC,n^n{x,y]Z,lv\^) = H C , n - l , , i - l ( x , y , 2 , U>|^) 
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or 
HC.m,n{Q,Q;Z,w\0) = / / C „ ( z , ' w ) , (4.2.20) 
where HCmix,y) denotes 2-variable Hermite-Tricomi functions (2VHTF) defined by 
the generating function ([50]; p.25(47)) 
oo 
exp (M h ^ ) == V ] HCm{x,y)u''' 
(5) i,C„,,„(x,0;0,0|0) = C„,,„(2;,0,0) 
n\ 
^m\X)-, 
(4.2.21) 
(4.2.22) 
where Cm{x) is the Tricomi function defined by Eqs. (1.2.20) and (1.2.21). 
4.3. REPRESENTATION OF LIE ALGEBRA 7^ A N D GENERATING 
RELATIONS 
Consider the irreducible representaion Q{uj,mo) of Ts where a;, mo G C such that 
a; 7^  0 and 0 < Re mo < 1. The spectrum S of this representation is the set {mo + A; : k 
an integer} and the representation space V has a basis {fm)m€S, such that 
(4.3.1) 
Cofifm = (J^J )fm = ^^fm, CO y^ 0. 
The commutation relations satisfied by the operators J^, J"^ are 
[J\J+] = J+, [J\J-] = - J - , [ J+ ,J - ] = 0. (4.3.2) 
In order to find the realizations of this representation on spaces of functions of 
two complex variables x and y, Miller ([107]; pp. 59-60) has taken the functions 
fm{x,y) = Z„j(a;)e"'^, such that relations (4.3.1) are satisfied for all m ^ S, where the 
differential operators J^, J^ are given by 
dy' r = — 
J+ -
J - - e 
d Id' 
dx X dy 
d 1 
dx X 
5 
d' 
dy_ 
(4.3.3) 
In particular, we look for the functions 
fm,n{x,y,Z,U,v) = Zm,ni^,y, z)u"'v'\ (4.3.4) 
such that 
^ Jm,n ^^ '^Jm,ni J^ Jni,n ^Jm+l,7ij -'»- Jm,n ^Jni—l,nj 
(4.3.5) 
Co,ofm,n = (K+K )fm,n = ^^fm,n, (^ 7^  0; 171 E S) 
and also 
•''- Jm,n — '^Jm,ni -f*- Jm,n ^Jm,n+li - " jra,n — ^Jm,n—li 
(4.3.6) 
The sets of operators {K^, K~^, K'} and {K^', K~^', ^ ~ ' } satisfy the commutation 
relations identical to (4.3.2). 
There are numerous possible solutions of Eq. (4.3.2). We assume that the sets of 
linear differential operators {K^,K^,K~} and {K^ , K~^', K~ } take the forms 
d 
(4.3.7) 
and 
K^ 
K+ 
K-
K+' 
r v - - ' 
K 
au 
d 
X d 
u dx 
d 
d 
dy' 
_ yd 
V dy 
z d 
u dz 
z d 
V dz 
d 
du 
d 
dv' 
(4.3.^  
respectively. 
The operators in Eqs. (4.3.7) and (4.3.8) satisfy the commutation relations (4.3.2). 
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In terms of the functions Z„,^n{x,y,z) and using operators (4.3.7) and (4.3.8), 
relations (4.3.5) and (4.3.6) reduce to 
d 
(i) 
(ii) 
(lii) 
and 
dx Zm,n[X,y, Z) ~ '^•^m+l,7»(2;, y , ^) ) 
d d 
-X- z-~ m 
ox oz 
dx'^ dxdz 
Zm,n{^jy-, Z) — UjZm-l,7i{x,y, Z), 
d 
(4.3.9) 
dx 
Zni,n(x, y,z) =UJ Zm,n{x, y, z), 
d 
(i) ^Zm,n{x,y,z) = uZrri,n+l{x,y,z), 
oy 
(ii) 
d d 
-y^~ Z-— - n 
oy OZ 
m dy'^ dydz dy 
Zm,n(x,y,z) = uZm,n^l{x,y,z), 
d 
(4.3.10) 
Zm,n{x, y, Z) = Uj'^Zm,n{x, y , z), 
respectively. We can take u = —1, without any loss of generality. For this choice of a; 
and in terms of the functions Zm{x), relations (4.3.1) become ([107]; p.60(3.25)) 
'A 
m 
d 
dx 
' d 
dx 
\ "^ ^ 
dx"^ 
m 
X 
m 
X 
Zm\X) — —Z„i+l[X), 
Zm\X) —- Zm~l{x), (4.3.11) 
Id w? 
X dx x"^ 
Zm\X) — Zm[X). 
We observe that (i) and (ii) of Eqs. (4.3.11) agree with the conventional recur-
rence relations (1.2.17) for Bessel functions Jyra(x)(1.2.14) and (iii) coincides with the 
differential equation (1.2.18) for Jm{x). Thus we see that Zm{x) = Jm{x) is a solution 
of Eqs. (4.3.11) for all m e 5. 
Similarly, we see that for to = - l , (iii) of Eqs. (4.3.9) and (4.3.10) coincide with 
the differential equations (4.2.3) and (4.2.4) respectively of 2I3VTF Cm,n{x,y,z). In 
fact, for all m, n e 5 the choice for Z„i_„(j;, T/, Z) = Cjn,n{x, y, z) satisfy Eqs. (4.3.9) and 
(4.3.10). Thus we conclude that the functions f,n,7i{x,y,z,u,v) = Cm,n{x,y,z)vJ^v''\ 
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m,n£ S form a basis for a realization of the representation Q(—1, mo) of Ts- By using 
Theorem 1.4.1, this representation of Ts can be extended to a local multiplier represen-
tation ([107], p.17) of Ts. Using operators (4.3.7), the local multiplier representation 
T{g), g E T3 defined on J^, the space of all functions analytic in a neighbourhood of 
the point (a;°, y^, 2°, M°, t;") = (1,1,1,1,1), takes the form 
[T{ex^prJ^)f]{x,y,z,u,v) = f{x,y,z,ue',v), 
[T{ex.pcJ^)f]{x,y,z,u,v) = f(x(l--],y,z(l ].u(l IH 
[T{expbJ~^)f]{x,y,z,u,v) = f{^x(l + —j,y,z,u,vy 
If 5 G Ts is given by Eq. (1.4.25), we find 
T{g) = T{expbJ+)T{expcJ~)T{exprJ^) 
(4.3.12) 
and therefore we obtain 
[T{g)f]ix,y,z,u,v) = f[x{l + ~){l~^),y,z{l-^),ue^{l-^),v), 
bu 
x 
< 1; < 1. (4.3.13) 
The matrix elements of r((7) with respect to the analytic basis {fm,n)m,n(^s are the 
functions Aik{g) uniquely determined by Q(- l ,mo) of % and are defined by 
[T{g)fmo+k,n]{^^y^^^^^'")= ^ ^ik{9)fmo+i,n{^,y,z,u,v), A; = 0, ± 1 , ± 2 , ± 3 . . . . 
(4.3.14) 
/ = - c 
Therefore, we prove the following result: 
Theorem 4.3.1. The following generating equation holds: 
-1)IPI 
1 ^ l-^)'V.J.(l + ^ )(l-^ u/ \ \ X J \ u p=—oo i 
X c(~^+lPl)/2 oFi [-; \p\ + 1; be] Crn+pA^. y, zW bu 
— 
X 
< 1; 
c 
— 
u 
^(p+bl)/2 
< 1. (4.3.15) 
87 
bw 
u/ \ u 
Proof. Using (4.3.13), we obtain 
exp(mr)( l - ^J"Cr,^,n{x(l + ^ ) ( l 
oo 
and the matrix elements Aik{g) are given by ([107]; p.56(3.12)'), 
(-1)1^-^1 
(4.3.16) 
Aik{g) = exp((mo + k)r) \k-l\\ 
^it-k+lk-l\)/2 ^ik~l^\k^l\)/2 ^ ^ ^ j _ . 1^  _ 1^ ^ ^.^^j^ 
(4.3.17) 
valid for all integral values oi l,k and where QFI denotes confluent hypergeometric 
function (1.2.9). 
Substituting the value of Aik{g) given by (4.3.17) into (4.3.16) and simplifying we 
obtain result (4.3.15). 
Similarly, for the operators (4.3.8), we have the following result: 
Theorem 4.3.2, The following generating equation holds: 
b'v^ 
.^l)"c„.„.(.„(..^)( 
•u / ' \ V 
y - (-1)'^' ^^'^{q+iim 
q=—oo 
X 
b'v 
y 
< i ; < 1. (4.3.18) 
The following corollaries are immediate consequences of Theorems 4.3.1 and 4.3.2. 
Corollary 4.3.1. The following generating equation holds: 
^-^)""-'»-(K-^)(^^^)-(^-2^ 
= 5 1 (~^)^ '^p^'^^ Cm+p,n{x, y, z)vF, ruu 2x < 1 ; 
p=—oo 
2uu 
< 1. (4.3.19) 
ru Proof. If be ^ 0, we can introduce the coordinates r, u such that b = — and c = 
— j , with these new coordinates the matrix elements (4.3.17) can be expressed as 
Aif,{g) = exp((mo + k)T) {^uY^'' Ji^k{r), k = 0, ±1 , ±2 (4.3.20) 
and generating relation (4.3.15) yields (4.3.19). 
Corollary 4.3.2. The following generating equation holds: 
/ r \ " / / r vv\ ( 
2t/ 2v'v rA\ 2u'v)) 
J2 (-''y W)Cm,n+,ix,y,z)v\ r'u'v 
q=—oo 
2y < i ; 2v'v 
< 1. (4.3.21) 
Next, we derive the generating relations involving 4V2I1PHTF HCm,n{x, y, 2, w|0-
To accomphsh this task, we look for the functions 
F^^ri{x,y,z,w,u,v\^) = W„i^n{x,y,z,w\C)u^v'^, (4.3.22) 
such that relations (4.3.5) and (4.3.6) are satisfied by F^^^ corresponding to the sets 
of hnear differential operators {L^,L'^,L'~} and {L^ ,L'^',L~'} respectively. 
We assume that the sets of linear differential operators {L^, L'^,L~} and {L^',L^', 
L~'} take the forms 
L^ = u--
V u (4.3.23) 
_ X d 2yd ^ d d 
u dx u dy u d^ du 
and 
L^' = V 
L+' = V 
d_ 
d_ 
dz' 
(4.3.24) 
L-
_ z d 2w d ^ d d 
V dz V dw V d^ dv^ 
respectively. The operators in Eqs. (4.3.23) and (4.3.24) satisfy the commutation 
relations (4.3.2). 
Now, in terms of the functions W^n,n{x,y,z,w\^) and using operators (4.3.23) and 
(4.3.24), relations (4.3.5) and (4.3.6) (for u - -1 ) reduce to 
d 
(i) —Wm,n{x,y,z,w\^) 
(ii) 
(iii) 
and 
• — - 2 — f — - m 
dx dy d^ 
W^-i,n{x,y,z,w\^), 
92 Q2 Q2 
x^,^ + 2y ^ ;::^ - e 
d 
dx^ ' "^ dxdy "^  dxd^ dx 
W-^,„ (x ,y , z , ^ |O-0 (4.3.25) 
d 
(i) 7rW^"»,«(^'^'^'^IO ax Wr,^^n+l{x,y,Z,w\Cj, 
(9z 5w d^ Wm,n{x,y,Z,w\i) W^,n_i(x,y, 2,1010, 
(iii) 
dz'^ dzdw ^ dzd^ 
52 d 
W^„,,„(a:,|/,z,«;|O = 0, (4.3.26) 
respectively. We observe that (iii) of Eqs. (4.3.25) and (4.3.26) coincide with the differ-
ential equations (4.2.13) and (4.2.14), respectively, of 4V2I1PHTF //C^,„(x,y; 2, loj^. 
Following the same lines of discussion of the as in the case of 3V2ITF Cm,n{x, y, z), we 
conclude that the functions 
Fm,7z{x,y,Z,'W,U,v\^) = HCm,n{x,y\Z,w\^)u'^v'^, 
m,n & S form a basis for a realization of the representation Q(—l,mo) of Lie algebra 
Ts- The local multiplier representations corresponding to the operators (4.3.23) and 
(4.3.24) take the forms 
[T'ig)F]{x,y,z,w,u,v\0 = F{X[I + ~){l - ^),y(l - ^f ,z,w, 
ue^il--),v\dl--
u/ \ u 
bv, 
— 
x 
< i ; 
c 
— 
u 
< 1 (4.3.27) 
and 
\T"{g)F]{x,y,z,w,uMi) = F (x ,y , 2(1 + ^ ) ( l - ^ ) , «;(l 
' \ 2 
,u, 
- ' l l - ^ ) l < l - r " h'v < 1, (4.3.28) 
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respectively. The matrix elements of the representations (4.3.27) and (4.3.28) are 
defined by equations analogous to (4.3.14). Thus we have the following results: 
Theorem 4.3.3. The following generating equation holds: 
(-3""''^".»«^-~)(-3-(-=)^-i<i-3-) 
E n ^ ^^'^'"^'" c^--p+\p\y^ oFi[-; bl + 1; be] „Cm+p,n{^,y; z, wl^u^, 
(4.3.29) 
p = — C O H! 
bu 
X 
< 1; < 1. 
Theorem 4.3.4. The following generating equation holds: 
i - ^ ) " „ c „ , „ ( „ . ( i . ! ^ ) ( . - ^ ) , . ( i - ^ ) | , ( : - ^ ) - ' 
°° ('_ni9i 
q=—oo 
b'v 
< 1 ; < 1. (4.3.30) 
Also as immediate consequences of the above theorems, we have the following 
corollaries: 
Corollary 4.3.3. The following generating equation holds: 
CmJx(l+~)(l+^),y(l+^Y;z,w\dl 2uu H^m,n 2x 2uu 2uu 2uu 
= X^ {-^Y Jp{^) HC„^+p^n(x, y, z, w\^)uP, rvu 
p=—oo 
2x < i ; 2uu 
< 1. (4.3.31) 
Corollary 4.3.4. The following generating equation holds: 
HCrn,7i{x,y;ziU r'u'v 
2iy'vJ -—' . "v~"" "V^ • 2z 
oo 
{x,y]z,w\C} 
^ + 2^)-'"(l+2^)'l<'+^)" 
r'u'v 
q=—oo 2z 
< 1; 
2u'v 
< 1. (4.3.32) 
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S' m^ 
4.4. SPECIAL CASES 
We consider some special cases of the generating relations obtained in the preceding 
section. 
4.4.1. SPECIAL CASES OF GENERATING RELATIONS INVOLVING 
TRICOMI FUNCTIONS Cm,rv{^,y,z) 
I. Taking c = 0 and u = 1 in generating relation (4.3.15), we get 
b\ \ K^(-by ^ . , 6 
Cm,n[x(l + --j,y,ZJ = ^ —Cm+p,n{^jy,z), 
X 
< 1. (4.4.i: 
Again, taking 6 = 0 and w = 1 in generating relation (4.3.15), we get 
( l - c ) " ' C „ . , „ ( x ( l - c ) , y , z ( l - c ) ) = ^^Cm-p,n{^,y,z), 1^1 < ! • (4.4.2) 
p=0 
Similarly, we can obtain results corresponding to generating relation (4.3.18). 
IL Taking 2: = 0 in generating relations (4.3.15) and (4.3.19), and using Eq. (4.2.5), 
we get 
(-D"'M^(-7)('-3-)= E ^ * - -
p=—00 
c(-P+IPl)/2 ^F^l_. IPI + 1- ,^c] Cm+p,ni^^ V)^""^ bu 
X 
< i ; < 1 (4.4.3) 
and 
1 + 2i'u 
0 0 
p=—oo 
ruu 
2x < i ; 2i'u 
< 1 , (4.4.4) 
respectively, where Cm,n{x,y) is given by Eq. (4.2.6). Similar results can be obtained 
from generating relations (4.3.18) and (4.3.21). 
III. Taking y = z = Q m generating relations (4.3.15) and (4.3.19), and using Eq. 
(4.2.9), we get 
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bu (_l)|p| (-D'"-".(K-7)('-3)^ E ^ ^ - -
p=—oo 
X C (-P+bl)/2 ^^^[_. ,p| + 1; 5c] C^^^(^)^P, ^ hi 
— 
X < 1; 
c 
— 
u 
- < 1 (4.4.5) 
and 
oo 
' + 2^) ^ - « ' + ^ ) (^  + 2^)) = E (-r^,('•)c„.,(x)„^ 
p=—oo 
r f u 
2a; < 1 ; 2uu < 1 , 
(4.4.6) 
respectively, where C^(x) is given by Eqs. (1.2.20) and (1.2.21). 
Further, replacing x by 2^/4, u by zu/2 in relation (4.4.5) and using Eq. (1.2.22), 
we obtain ([107]; p.62(3.29)), for Zm = Jm) 
2c \ \ ^^'^ 
1 + 
zuJ 
2bu\ (K-v) (-1^ ) ) - £ Jmizi 1 
p=—oo b|! 
c(-P+bl)/2 Qi7^[_. IPI + l-^c] J^+p(z)«^ 26tt < i ; 2c 
ZM 
< 1. (4.4.7) 
Several of the fundamental identities for cylindrical functions are special cases of 
relation (4.4.7). Also, for c = 0, u = 1 and 6 = 0, u = 1, relation (4.4.7) gives the 
formulas of Lommel ([107]; p.62(3.30) and (3.31), for Zm = Jm)-
Again, replacing x by z'^/4, u by z/2 in relation (4.4.6) and using Eq. (1.2.22), we 
obtain a generalization of Graf's addition theorem ([107]; p.63(3.32), for Zm = Jm) 
m/2 
'"-" ^".(K-7)" 1 + r \ i / 2 uz 
J2{-^)'Jp{r)Jn.+A^^), ru < 1 ; 
PZ 
< 1. (4.4. 
p=—oo 
Similar results can be obtained from generating relations (4.3.18) and (4.3.21). 
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4.4.2. SPECIAL CASES OF GENERATING RELATIONS INVOLVING 
HERMITE-TRICOMI FUNCTIONS HCm,rv{'^,y', z,w\^) 
I. Taking c = 0 and n = 1 in generating relation (4.3.29), we get 
p=0 
Again taking 6 = 0 and u = 1 in generating relation (4.3.29), we get 
°° p 
;i - cr HCmAx{l - c), y{l - cf- z, w\i{l - c)~') = X I 1 nCm-pA^^ V' ^' ^ 1 0 , 
\c\ < 1. (4.4.10) 
II. Taking z = w = 0 in generating relations (4.3.29) and (4.3.31) and using Eq. 
(4.2.17), we get 
(_l)bl (-j'.-".."«^4)(-3-('-r^^(-3"V ^ 
p=—oo b|! 
bu 
X 6(P+IPl)/^c(-^+IPl)/2 o F i [ - ; \p\ + l ;6c],C„,+p,„(x,y;^)«^ - < 1; 
and 
< 1 (4.4.11) 
oo 
ri/u 
p=—oo 
2x < i ; 2uu < 1 , 
(4.4.12) 
respectively, where ftC„i,„(a;,y;^) is given by Eq. (4.2.18). Similar results can be 
obtained from generating relations (4.3.30) and (4.3.32). 
III. Taking y = w = ,^  = 0 i n generating relations (4.3.29) and (4.3.31) and using Eq. 
(4.2.19), we obtain relations (4.4.3) and (4.4.4) respectively. 
IV . Taking z = iy = ^ = Oin generating relations (4.3.29) and (4.3.31) and using Eq. 
(4.2.20), we obtain ([27]; p.l03(2.10) and (2.13)) (for 6 = - 6 , c = ~~c) 
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+bl)/2 
p=—oo 
bu 
\p\l 
< 1 (4.4.13) 
and 
,_^r«c4(i-^)(.-^).(-5^r) 
^ {-vf Jp{r) HCm+p,n{x,y)vF, rvu 
2x 
< i ; r < 1 , (4.4.14) 
p=—oo 
respectively, where HCmix.y) is given by Eq. (4.2.21). 
V. Taking y = z=^w = ^ = Qm generating relations (4.3.29) and (4.3.31) and using 
Eq. (4.2.22), we obtain relations (4.4.5) and (4.4.6) respectively. 
4.5. CONCLUDING REMARKS 
We note that the expressions (4.3.14) are valid only for group elements g' in a 
sufficiently small neighbourhood of the identity element of the Lie group Tz- However, 
we can also use the operators (4.3.7) to derive generating relations for 2I3VTF and 
related functions with group elements bounded away from the identity. 
If f{x,y, z,u,v) is a solution of the equation Co,of = w^/, i.e., 
d^ Q2 
— X 
d \ 
m + l)—jf{x,y,z,u,v) = uj'^f{x,y,z,u,v), (4.5.1) dx"^ dxdz 
then the function T{g)f given by (4.3.13) satisfies the equation 
This follows from the fact that Co,o commutes with the operators i^+, K~ and K^. 
Now if / is a solution of the equation 
{xiK^^X2K +X3K^)f(x,y,z,u,v) = Xf{x,y,z,u,v), (4.5.2) 
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for constants a;i, a;2,2;3 and A, then T(g)f is a solution of the equation 
\Tig){xjK^ + X2K-+x,K')T{g~')]{T{g)f] = A[T(^)/]. (4.5.3) 
The inner automorphism fig of Lie group T3 defined by 
fxg{h) = ghg~\ hen, (4.5.4) 
induces an automorphism /i* of Lie algebra % where 
fj,*{a) = gag-\ ae%. 
lia = XiJ+ + X2J~ + XsJ^ where J+, J' and J^ are given by Eq. (L4.28) and 
g is given by Eq. (L4.25), then we have 
//*(«) = (a;ie^ - 6x3) J + + (X2e-^ + C2;3) J " + xaJT', (4.5.5) 
as a consequence of which, we can write 
T{g){xiK^-^ X2K-^ XiK^)T{g-^) = (xie^ - 6x3)/^++ (xse"^ + cxs);^" + xgi^l 
(4.5.6) 
To give an example of the application of these remarks, we consider the function 
f{x,y,z,u,v) = Cm^nix,y,z)u"^v'\ m G C. Since Co,of = f and K^f = m / , so the 
function 
[Tig)f]ix,y,z,u,v) = e"-(tx - c)"V^C™,n((:c + M ( I - ^ ) , ? / , ^ ( l - ^ ) ) , (4-5.7) 
satisfies the equations 
CoAng)/] = [Tig)f], (4.5.8) 
{-bK+ + cK-+K')[T{g)f] = m[T{g)f]. (4.5.9) 
For r = b = 0 and c = —1, we can express the function (4.5.7) in the form 
h{x,y,z,u,v) = ( w + l ) " ^ w " C „ , , „ ( ( x + ^ ) , y , z ( r + i ) ) , \u\<l. (4.5.10) 
Now using the Laurent expansion 
0 0 
h{x,y,z,u,v) = Y^ hk^u{x.,y,z)u^v'\ |«| < 1, 
k~—oo 
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ill Eq. (4.5.8), we note that hk,n{x,y,z) is a solution of differential equation (4.2.3) for 
each integer k. Since the function h{x,y, z, u, v) is bounded iox x =^ y = z = 0, we have 
hk,n{^,y,z) = CkCk,n{x,y,z), Cfc G C . . 
Thus 
oo 
hk,ni^,y,z,u,v) = Y^ CkCk,nix,y,z)u^v'\ (4.5.11) 
fc=—oo 
Now from Eq. (4.5.9), we have 
{—K'^+K^)h{x,y,z,u,v) = mh{x,y,z,u,v) 
and therefore it follows that 
Cfc+i = (m - fe)cfc. 
Further, taking x ~ y = z = 0 in (4.5.10) and using (4.5.11), we get CQ = p. ,^ ^^  
and hence c^ = w—^TY^- Thus we obtain the following result: 
k 
^\\ _ \ p Ck,n{x,y,z)u'' 
which is obviously not a special case of generating relation (4.3.15). 
(„^i)™c„,„((.^p,,,.(i + i)) ^ E ^ ^ f ™ ^ . M<i. («-i2) 
The result (4.5.12) was obtained by using operators (4.3.7). We can obtain another 
result by using operators (4.3.8). Similar results involving 4V2I1PHTF can be obtained 
by using operators (4.3.23) and (4.3.24). Several other examples of generating relations 
can be derived by this method see e.g. Weisner [143]. 
We have considered 3V2ITF Cr,r,n(x, y, z) and 4V2I1PHTF nCmA^, V^ -2, MO within 
the group representation formalism. These functions appeared as basis functions for 
a realization of the representation (5(—l,mo) of the Lie algebra Ts- The analysis pre-
sented in this chapter confirms the possibility of extending this approach to other useful 
forms of generalized Tricomi functions as well as to their Bessel counter parts. 
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CHAPTER 5 
2-VARIABLE LAGUERRE MATRIX POLYNOMIALS AND 
THEIR GENERATING RELATIONS 
5.1. INTRODUCTION 
Special matrix functions appear in the literature related to statistics [11,79,104,105] 
and recently in connection with matrix analogues of Laguerre, Hermite and Legendre 
differential equations and the corresponding polynomial families [80-82]. 
Jodar et al. [81] considered systems of second-order differential equations of the 
form 
xX"{x) + iA + I ^ XxI)X'{x) + CX{x) = 0, (5.1.1) 
where A is a complex number, a; is a real number and A, C and X{x) 6 C"*^"*. 
Eq. (5.1.1) is important from the viewpoint of applications, since the systems 
second-order differential equations of the type 
A{x)X"{x) + B{x)X'{x)^-C{x)X{x) = 0, (5.1.2) 
where A{x),B{x) and C{x) are matrix-valued functions occur frequently in physics, 
chemistry and mechanics [86,110,111]. Such systems also appear when one applies 
semi discretization techniques to solve partial differential equations [125]. 
Orthogonal matrix polynomials are becoming more and more relevant in the last 
two decades. Laguerre matrix polynomials have been introduced and studied by Jodar 
et al. [81]. For, further related work on matrix polynomials, see [82,84,85,126-129]. 
Before coming to the definition of Laguerre matrix polynomials, let us recall some 
preliminaries about the matrix functional calculus. 
If yl is a matrix in C"^"*, its spectrum a{A) denotes the set of all the eigenvalues 
of A and a{A) = max{Re(z) : z <E (r{A)}, P{A) = mm{Re{z) : z e (T{A)}. If f{z) and 
g{z) are holomorphic functions in an open set fl of the complex plane and if a{A) C fi, 
then from the Riesz-Dunford functional calculus, we denote by f{A) and g(A) the 
images of functions f{z) and g{z), respectively, acting on the matrix A and 
fiA)g{A) = 9(A)f{A), (5.1.3) 
see ([58]; Chapter 7). A matrix polynomial of degree n is an expression of the form, 
P{x) = AnX''+ An-ix""'^ + ... + Aix + Ao, (5.1.4) 
where a; is a real variable and Aj, for 0 < j < n are m x m complex matrices. 
We recall some properties of the reciprocal gamma function, that may be found in 
([77]; p.253). In fact the reciprocal gamma function, denoted by T~'^[z) = TTTTJ is an 
entire function of complex variable z. Thus, for any matrix A in C"*^'", the image of 
T~^{z) acting on A, denoted by r~^(^) is a well defined matrix, see ([58]; Chapter 7). 
If A is a matrix such that 
A-\-nI is a invertible for every integer n > 0, (5.1.5) 
then T{A) is invertible, its inverse coincides with T~^{A) and from ([77]; p.253), it 
follows that 
A{A^~I)...{A + {n-l)I) = T{A^nI)V-\A), n > 1. (5.1.6) 
Taking into account the Pochhammer symbol defined by 
{z)n = 2(z + l ) . . . ( z + n - 1 ) , n > 1; (z)o = 1, 
by application of the matrix functional calculus to this function for any matrix A in 
C"^^'", we define 
[A),, = A{A + I)...{A+{n-l)I), n > l ; [A), = I. (5.1.7) 
Also, for any matrix A in C"'> '^", we have ([83]; p.213(30)) 
(1-?/)-" = E ^ ? ^ " > M<1> (5.1.8) 
71=0 
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where {A)n is given by Eq. (5.1.7). 
Now coming back to Eq. (5.1.1), we note that in order to guarantee the existence 
of matrix polynomial solutions of Eq. (5.1.1), the following condition is sufficient, (see 
for details [81]). • 
C = An J, for some nonnegative integer n. 
For these values of C, system (5.1.1) takes the form 
xX"{x) + {A + I-XxI)X'{x) + XnX{x) = 0, (5.1.9) 
which for the scalar case, m = 1 and taking A — a, X — 1 gives the differential equation 
(1.2.49) of the associated Laguerre polynomials Ln (x). 
Further, if A is a matrix in C'"^*" such that the following spectral condition is 
satisfied 
—A; ^ cr{A) for every integer A; > 0 (5.1.10) 
and A is a complex number with Re(A) > 0, then the n}^ Laguerre matrix polynomial 
defined by ([81]; p.58(3.7)) 
is a solution of Eq. (5.1.9). 
The generating function of Laguerre matrix polynomials is given by ([81]; p.57) 
( l - t ) - ( ^ + ^ ) e x p ( ^ ^ ^ ) = f ;L i^ ' ^ ) (x ) r , x,teC;\t\<l. (5.1.12) 
The Laguerre matrix polynomials Ln ' (x) satisfy the three-term recurrence rela-
tion ([81]; p.59(3.10)) for n > 0, ([127]; p.l028(3.1)) 
(n + l ) 4 + f ^(^) + (Arc/ -{A + (2n + l)I))Llf'^\x) + {A + nI)L\tlWx) = 0 , n > 0 
(5.1.13) 
and the following differential recurrence relations ([81]; p.59(3.16)), ([127]; p.1029(3.8), 
(3.10)) 
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1 
dx 
^^r'{^'} = -[{n + 1 ) L ; : ; 7 ( X ) -{A + {n+l- Xx)I)L)C'^'{x)), n > - 1 . 
(5.1.14) 
Many special functions and also some elementary functions are special cases of the 
hyper geometric functions. Jodar and Cortes [83] introduced the Gauss hypergeometric 
matrix function F{A, B; C; z) as a matrix power series in the form: 
^ n! 
ra=0 
where A, B, C are matrices in C"^ ^™ such that 
C + nl is invertible for all integers n > 0. (5.1.16) 
The hypergeometric matrix function 2-^ 1 [^, B; C; z], converges when \z\ < 1. Also, 
if A, B, C are positive stable matrices in C™^™ such that 
[3{C)>a{A) + a{B), (5.1.17) 
then the series (5.1.15) is absolutely convergent for \z\ ~ 1. 
Further, if C is a matrix in C"'^'" satisfying (5.1.16) and CB = BC, then 
2^1 [A, B; C; z] is the solution of the matrix differential equation ([83]; p.211(25)) 
z{l-z)W"{z)-zAW'{z) + W'{z){C-z{B+I))-AW{z)B = 0, 0<z<l (5.1.18) 
satisfying 2Fi[A, B- C; 0] = / . 
The 2-variable Laguerre polynomials have been introduced and studied in [14,49,50]. 
These polynomials are shown to be natural solutions of a particular set of partial dif-
ferential equations, which often appears in the treatment of radiation physics problems 
such as the electromagnetic wave propagation and quantum beam life-time in storage 
rings [146]. 
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The 2-variable associated Laguerre polynomials (2VALP) are specified by the series 
([14]; p.ll3(14)) 
f^ r\ [n-- ry. r{r + a + 1) (5.1.19) 
and the generating function for Ln{x,y) is given as ([14]; p.113(15)) 
{1 - yt)—'e^p (^j^^^ = f^L(^\x,y)e. (5.1.20) 
Furthermore, even though there exists the following close relationship 
LL^\x,y) = y'^Ll^H-), (5.1.21) 
\yj 
with the associated Laguerre polynomials Ln (x) (1.2.46), yet the usage of a second 
variable in the 2VALP Ln {x, y) is found to be convenient from the viewpoint of their 
applications. 
Motivated by the work of Jodar and his co-authors on Laguerre matrix polynomi-
als, see for example [81,82,84,85,126-129] and due to the importance of 2-variable forms 
Laguerre polynomials [14,49,50], in this chapter, we introduce 2-variable Laguerre ma-
trix polynomials and derive generating relations involving these polynomials by using 
Lie algebraic techniques. 
In Section 5.2, we give the definition and properties of 2-variable Laguerre matrix 
polynomials (2VLMaP) Ln ' {x,y). In Section 5.3, we derive the generating relations 
involving 2VLMaP Ln ' (x, y) by constructing a three-dimensional Lie algebra isomor-
phic to special linear algebra sl{2), by using Weisner's [141] group-theoretic method. 
In Section 5.4, we discuss certain special cases which would yield inevitably many new 
and known generating relations for the polynomials related to 2VLMaP Ln ' \x,y). 
Finally, we give some concluding remarks in Section 5.5. 
5.2. 2-VARIABLE LAGUERRE MATRIX POLYNOMIALS 
In view of the Eqs. (5.1.12), (5.1.20) and (5.1.21), the generating function for 
2-variable Laguerre matrix polynomials 2VLMaP Ln ' {x,y) can be cast in the form; 
( l - y t ) - ( ^ ' - ^ ^ ) e x p ( ^ ^ ) = ^Llf'%.,yr, (5.2.1) 
102 
where A is a. matrix in C"^"' and A is a complex number with Re(A) > 0. The 
generating function (5.2.1) is defined for complex values oi x,y and t with \yt\ < 1. 
In order to get the series definition for 2VLMaP, we consider the matrix valued 
function 
G(x, y; t) = {I- yt)-(^+^) exp { ^ ^ ^ • (5.2.2) 
Further, in view of Eq. (5.2.1) and due to the fact that G{x,y;t) is a function of 
the complex variable t, which is holomorphic in \yt\ < 1, we can represent G(x, y-1) by 
a power series at i = 0 of the form: 
oo 
G{x,y;t) = J2^n''''\^,y)t\ (5.2.3) 
n=0 
which on using Eq.(5.2.2) becomes 
"' (-1)" A'^  x"" r oo Gix,y;t) = (l-2/t)~(^+^)J] 
Tl=0 n! (1 - yty 
^ ^Li i_A_^A(i_y^)- (^+(-+i ) / ) . (5.2.4) 
n! 
n=0 
If we consider the Taylor expansion (5.1.8) of the function F{yt) = {l—yt)'^-^^''^'^^^^^ 
at t = 0, we can write 
p , , , ^{A-^{n + 1)J)(A + (n + 2)1) . . . (A + (n + k)I)yH>^ 
A;=0 
under hypothesis (5.1.5) and taking into account definition (5.1.7), the matrix function 
F{yt) takes the form 
k 4-k 
F{yt) = Y.{A + IU,{{A + I)r.y-^. (5.2.5) 
A:=0 
From Eqs. (5.2.4) and (5.2.5), it follows that 
n = 0 fc=0 ^ • 
which by using the Lemma ([132]; p.100(1)), see Eq. (3.3.12), becomes 
G{x,y-t) = Y^Y.-~\y^iA+iu{A+i),r\ (5.2.6) 
71=0 fc=0 ^ ' 
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Thus, from Eqs. (5.2.3) and (5.2.6) and by identification of the coefficient of t", 
we obtain the following series definition for the 2VLMaP Lif''^\x,y): 
which can also be expressed in terms of the confluent hypergeometric function iFi 
(1.2.9) as 
,,...(„) . r(^  + (»+i)/)(ry+ /))--." ^^ [^_„.^  ,,,^ ^] (,,,) 
Now, by differentiating the generating function (5.2.1) with respect to t,x and 
y, we get the following pure and differential matrix recurrence relations satisfied by 
{n+l)Llf_;i\x,y)~{yA-{\x-y{2n+l))I)Li,^''\x,y)+y\A+nI)^^^^^^ = 0, n > 1 
(5.2.9) 
and 
^4^>^n^>y) = l{nLl^''\x,y)-y{A + nI)L^^^i\x,y)}, 
^Ll^''\x,y) = ~{{n + l)Li^^i\x,y) - {yA - (A^ - 2/(n + l))I)Ll^''Hx,y)} 
^Li''''\x,y) = {A + nI)Ll^_li\x,y). 
(5.2.10) 
From these recurrence relations, we conclude that the 2VLMaP Ln ' {x,y) are the 
solutions of the following matrix differential equation: 
( -^-( •^^( ' -7)^)^+y)^' '"(- ' ' '^°^ <=^ "^' 
Further, we note the following special cases ofthe2VLMaPLi'^'^^(a:,?/): 
(I.) For ^ = a 6 C^^i and A = / = 1, we have 
Lt'\x,y) = L\:\x,y), (5.2.12) 
where L\"\x,y) are the 2VALP defined by Eqs. (5.1.19) and (5.1.20). 
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(II.) For ;(/ = 1, we have 
L\^^'\x,l) = Lif^'\x), (5.2.13) 
where Ln' (x) are the Laguerre matrix polynomials (LMaP) defined by Eqs. (5.1.11) 
and (5.1.12). 
(III.) For A = ae C^^\ A = / = 1/ = 1, we have 
Li?''\x,l) = L^:\x\ (5.2.14) 
where Ln{x) are the associated Laguerre polynomials defined by Eqs. (1.2.45) and 
(1.2.46). 
(IV.) For y = 0, we have 
and for a; = 0, we have 
(5.2.15(a)) 
L(^^)(0,y) = ^ ^ ^ ^ i ^ ; ^ . (5.2.15(6)) 
5.3. GENERATING RELATIONS INVOLVING LAGUERRE MATRIX 
FUNCTIONS USING WEISNER'S METHOD 
In order to make use of the Lie group-theoretic method, first we construct a matrix 
partial differential equation corresponding to the matrix differential equation (5.2.11) 
of 2VLMaP L[t'^\x, y). Further, using the recurrence relations (5.2.9) and (5.2.10), we 
determine the first order linear differential operators, which form the base to compute 
the multipher representation of the Lie group SL{2). 
We replace — by —-, n by t —- and L„ ' {x,y) by f(x,y;t) in Eq. (5.2.11), to 
construct the following partial differential equation: 
Therefore f{x,y;t) = Ln ' \x,y)t'"- is a solution of Eq. (5.3.1), since Ln {x,y) 
is a solution of Eq. (5.2.11). 
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Next, using the recurrence relations (5.2.9) and (5.2.10), we determine the following 
linear partial differential operators: 
J+ = xyt^ + yf^^ + (yA + iy-Xx)I)t, (5.3.2) 
X d Id 
yt dx y dt' 
such that 
J+[Li^''\x,y)f^] = (n + l ) 4 ^ t ^ ( x , y ) r + \ 
J-[Lk'''\x,y)r] = -{A + nI)Li''4\x,y)t^-\ (5.3.3) 
j'[Lii'''\x,yr] = ( i A + ( n + | ) / ) L i ^ ' ' H x , y ) r , 
The operators J^, J"*" and J' are linearly independent operators, defined on T, 
the complex space of all functions analytic in some neighbourhood of (a;°, y°, ^ °) G C^. 
We will show that these operators generate a three-dimensional Lie algebra isomorphic 
to sl{2), the Lie algebra of the complex special linear group SL{2). 
We observe that the operators J^, J+ and J~ given by Eq. (5.3.2) satisfy the 
following commutation relations: 
[J^ J^] = ± J^, [J+, J-] = 2J\ (5.3.4) 
These commutation relations are identical with the commutation relations (L4.19) 
satisfied by the basis elements (L4.18) of the special linear algebra sl{2). Thus we 
conclude that the J-operators J^, J^ and J~ generate a three-dimensional Lie algebra 
isomorphic to s/(2). 
In terms of the J-operators, we introduce the Casimir operator ([107]; p.32) 
C = J+J- + J^J^-J^ 
9^ / . / . Xx\\ d Xt d\ 1 M^a^n-^n'-vWs+vs^J+j'-*'-"^ <'•'•'> 
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It is easy to verify that the J-operators commute with the Gasimir operator C, 
that is 
[C,J3] ^ [c,j±] = 0. (5.3.6) 
The expression (5.3.5) enables us to write Eq. (5.3.1) as 
1 
Cf(x,y;t) =. ^{A'~I)fix,y;t). (5.3.7) 
Now, we proceed on the similar lines as followed in the previous chapter to compute 
the multiplier representation [T{g)f\(x,y;t)^ g 6 SL(2) induced by the J-operators 
(5.3.2). First we compute the actions of exp{b'J~^), exp{c'J~) and exp(T'J'^) on 
f{x,y;t), where J'^, J" and J^ are the basis elements (1.4.18) of the Lie algebra 
sl{2). 
Using Theorem 1.4.1 and Eqs. (5.3.2), we find 
[T{exp(b'J+))f]ix,y;t) 
" {l-b'yt) 
[Tiexpic'J-))f]ix,y-t) = / 
^'~'y^y''''-^ TM))nvi -,y; {l-b'yty (l-b'yt))' \b'yt\ < 1, 
X r c 
l - 9L\ V yt 
yt 
d 
yi < 1 , 
(5.3.8) 
[T{exp{r'j'))f]{x,y;t) = exp ( - ( ^ + / ) T ' ) / ( x , y ; te^'), 
defined for \b'\, \c'\ and |r' | sufficiently small, where b', c' and r ' are arbitrary constants 
and f{x, y; t) is an arbitrary function. 
For g G SL{2) and d 7^  0, it is a straightforward computation to show that 
g = exp(6'J '+)exp(c 'J ' )exp(r 'J^) , 
where b' = —-, c' = —cd, exp ( — ) = - and ad ~ be = 1. d \ 2 / d 
Hence, the operator T{g) is given by 
[T{g)f]{x,y;t) = (5yt+d)-(^+^) exp bXxt f xyt ,y\ {ayt + c) {byt + d)J \{ayt + c)(byt + d)' •" y{byt + d) J ' 
max 
byt 
d 5 
c 
ayt 
I < 1; |arg(cf)| < TT. (5.3.9) 
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To accomplish our task of obtaining generating relations, we search for the matrix 
function f{x,y;t) which satisfies Eq. (5.3.7). Consider the case when f{x,y;t) is a 
common eigenfunction of C and J^, that is, let f{x,y;t) be a solution of simultaneous 
equations 
Cfix,y;t) = ^{A'- I)f{x,y;t), 
J'f{x,y-t) = ( ^ A + ( i . + ] ) / ) / ( x , y ; t ) , 
which may be rewritten as 
dx'^ (-^(-7W^-7S«-^'^^°-
Eqs. (5.3.11) yield 
f{x,y-t) = 4^'^)(x,y)t^ 
so that, we have 
exp 
(5.3.10) 
(5.3.11) 
\ y j "^yibyt + d); 
X 4^.^) (- "^^ - , y^ , (5.3.12) 
" \(ayt + c)(byt + dyy' ^ ^ 
satisfying the relation 
C[T{g)f]{x,y-t) = \iA'-I)[T{g)f]{x,y;t).-
If V is not an integer, then Eq. (5.3.12) has an expansion of the form: 
CO 
[T(g)f]{x,y;t) = J ] Mg)Llf4\x,y)t''+\ (5.3.13) 
Therefore, we prove the following result: 
Theorem 5.3.1. The following generating equation holds: 
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d 
^(A+(^+l)/) 
aytj "^{(byt + d); ^ \iayt + c)(byt + d) ,y 
= t ^ - U ^ ( ^ ) i|i;'(:»,.){r(l + n)}-
r ( i + z/) V d 
be 
X2Fi\-u,A + {u + n + 1)1; n + 1; — 
adi 
byt 
d < i ; ayt 
< 1; ad-bc= 1. (5.3.14) 
Proof. Using Eqs. (5.3.12) and (5.3.13), we obtain 
[hyMY^^^^^-^^^^ f ^ ^^^^^y exp ( " . . ^ ^ ^ L(^ '^ ) xyi >y y y - \{byt + d)J " V(ayt + c)(6yt + d)' 
oo 
= 5;] Jn(f7)Liti\:r,y)f\ (5.3.15) 
n=—oo 
To determine Jnio), we set x = 0 and y = 1 in Eq. (5.3.15) to get 
{bt + rf)-(^+(-+i)^) (at + cy r(A + (z^  +1)/) {r{A + /))-^ (r(i + u))-' 
oo 
= 5 ] J„(5) r{A+{iy + n+ 1)1) (r(A + J)) '^ ( r ( l + u + n))-'r+", (5.3.16) 
n = — D O 
which by using the result ([132]; p.325(9)) 
(i-ar"(i-^)"' 
= E ' T ^ T T ^ (a*)" { r ( l + n ) } ' ' 2fi |a+n, ft 1+n; ai], 1*1 < 1*1 < \a\-\ (5.3.17) 
n = — C O ^ ' 
where the terms corresponding to n = — 1, — 2, — 3 , . . . , are well defined in view of the 
relation 
{a)n+l (/5)n+l „, hm {r(7)} 2Fi[a,p;r,x] = 
y-^-n ln + 11! 
yields 
x"'^\Fi[a + n+l,p + n + l; n + 2;xl 
(5.3.18) 
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Jnig) = (-i)"r(i + U + n)a^6"r (^ +('^ +"+1)^  (r(i + u))-' (r(i + n)y' 
be 
X 2 ^ 1 p,A + {iy + n + l)r, n+l; 
ad. (5.3.19) 
where 2-F1 denotes hypergeometric matrix functions defined by (5.1.15). 
Finally, substituting the expression for Jn{g) given by Eq. (5.3.19) into Eq. 
(5.3.15), we obtain the result (5.3.14). 
Remark 5.3.1. The following corollary is an immediate consequence of Theorem 
5.3.1, when z^  is a nonnegative integer, say u — k. 
Corollary 5.3.1. The following generating equation holds: 
{A+{k+l)I) / _ \ k 
-? c \'^ f hXxt ^ ^ ^ J """^^ \{hyt ^  d)^ L iA,X) xyt {ayt + c){byt + d) ,y 
n—k 
byt 
d 
5.4. SPECIAL CASES 
< 1 ; 
ayt 
< 1; ad — 6c = 1; n = 0,1,2, 
ady 
(5.3.20) 
We consider some special cases of the generating relations (5.3.14) and (5.3.20). 
(I.) Taking A = a G C^^^ and A = / = 1 in Eqs. (5.3.14) and (5.3.20) and using Eq. 
(5.2.12), we get 
1 + 
byt_ 
d 
~(a+u+l) 
c \ I bxt 
L^ 
xyt 
ayt) ^^"^ \{byt + d) J " \{ayt + c){byt + d) ,y 
E m + u + n) f-byty (^„) r{l + u) \ d Li:l,ix,y){ril+n)y\F, . 6ci -iy,a+i'+n+l; n+l; --ad 
byt 
< 1 ; 
ayt 
< 1; ad — 6c = 1 (5.4.1) 
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and 
1 + 
byf 
d 
-(«+'=+ )^ / cV ( bxt ^ ^ 
H : I exp I -r. ^ 1 L 
ayt) \{byt + d) 
(a) 
k 
xyt 
(ayt + c){byt + d) ,y 
n=Q k\ V d 
n—k 
Zt(=^) Li:>(x.ymn-k+l)}-^,F, — k, a + n + 1; n — k + I; be 
ad 
byt 
d < i ; ayt 
< 1; ad-bc^ 1, (5.4.2) 
(a) 
respectively, where Ln {x,y) is defined by Eqs. (5.1.19) and (5.1.20). 
( I I . ) Taking y = 1 in Eqs. (5.3.14) and (5.3.20) and using Eq. (5.2.13), we get 
1 + 
bt -(A+C^+l)!) 
(' + 5)" exp I J^] W-^) 
xt 
(bt + d)^ (at + c){bt + d) ^  
and 
-u,A + {iy + n+l)r, n + 1; 
1 + bf d 
-(X+(/c+l)7) 
(^-5) ' 
bc_ 
ad 
bXxt 
at J ^^^ [ \bt + d) 
bt 
— 
d < 1; 
c 
— 
at 
< 1; ad-bc = \ (5.4.3) 
^(A,A) xt 
{at + c){bt + d) 
°° I / LJ. \ n—k 
n! / —bt 1^ 
71=0 kW d 
Li'^'^\x){r{n-k + l)}-^2Fi -k,A + {n+l)r, n-k + 1; be 
bt 
d 
< 1; 
c 
at 
< 1; ad — be = 1, 
ad 
(5.4.4) 
(A,A) 
respectively, where Ln ' (x) is defined by Eqs . (5.1.11) and (5.1.12). 
( I I I . ) Taking A = a e C^^^ and y = A = / = 1 in Eqs. (5.3.14) and (5.3.20) and 
using Eq. (5.2.14), we obta in ([132]; pp.330-331 (29) and (32)) 
-(a+t/+l) 
- ? ey ( ^^^ \ T{ot) ( ^^ "^^/ """"^Xibt + d)) " \{at ^ c){bt + d)^ 
t^^^T^i^X L':lM{ni^n))-^ 
be. 
ad-
r(i + i/) V d 
X 2F1 - z/, a + z/ + n + 1; n + 1; bt 
d 
< 1; 
c 
at 
< 1; ad-be= 1 (5.4.5) 
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and 
' bV ~{a+k+l) C \ "^ / bxt \ j{a) ( Xt 
^^^t) """^^{jbtT^} ' [{at + c){bt + d) ^  
nl /-bt\'^->' E ^ ( ^ j 4"'(x){r(n-fc + i)rSf, 
n=0 
be 
— k, a + n + I; n ~ k + I; —: 
aaJ 
< 1 ; < 1; ad ~ bc= 1, (5.4.6) 
respectively. 
(IV.) Taking a = d = t = I, c = 0 and replacing b by -b in Eq. (5.3.14), we get 
71=0 
Further, taking A = a G C^ ""^  and A = / = 1 in Eq. (5.4.7), we get 
(, - ^ ) - < « - . . exp ( ^ ) L<<.. ( ^ fty) 
= E 'l + ^)n r{oc 
71=0 n! 
A\7.(^>?/)(^?/r, M<h (5.4.8) 
which for y = 1 reduces to ([132]; p.331(30)), see also ([124]; p.211(9)) 
( - r - - e . p ( ^ ) 4 « ' ( ( r ^ ) ^ | ^ii^iltWi", 1^1 <i. 
n! 
(5.4.9) 
5.5. CONCLUDING REMARKS 
In this chapter, we have derived the generating relations involving 2VLMaP Ln ' (x, y) 
by constructing a three-dimensional Lie algebra isomorphic to special linear algebra 
s/(2), using Weisner's method [141]. 
In this section, we consider the 2VLMaP within the Lie algebra representation 
formalism. We discuss the i^roblem of framing these polynomials into the context of the 
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representation D{u, mo) of the special linear algebra sl{2). We extend the realization of 
the representation D{u, mo) of the Lie algebra sl{2) to a local multiplier representation 
of the corresponding Lie group SL{2). For this purpose, we consider the following 
convenient form of 2VLMaP Ln ' {x,y): 
il-yt)-^(--^^^e.J^) = f:LfZt'r\x,yr, (5.5.1) 
^ '' n=0 
where (n — u) is not an integer. 
The irreducible representation D(u, mo) of sl{2) is defined for H, mo e C such that 
0 < Re(mo) < 1 and u±mo are not integers. The spectrum of this representation is the 
set S = {mo + n : n an integer}. There is a basis {fm : m E S} for the representation 
space V such that 
J^fm = rnfm, J^fm = {m-u)fm+l, J" fm = - ( m + H)/^_l, 
Cl,oU = {J^J~ + J^J^ ~ J')fm = «(W + l)/m, (5.5.2) 
for all m 6 5. These operators satisfy the commutation relations 
[J\J^] = ±J^, [J^,J~] = 2J\ (5.5.3) 
In order to find a realization of this representation, we look for the functions 
fm{x,y;t) = Z„,{x,y)t'^, 
in T, the space of all functions analytic in a neighbourhood of the point (x'^,y°,t°) = 
(1,1, 0) such that relations (5.5.2) are satisfied for all m G S. 
We take the set of linear differential operators K^, K'^, K~ as follows: 
d 
dt 
d ad K+ = xyt — -Vyt' — + {y{u+l)~Xx)t, (5.5.4) 
K^ = :^A_ii^+(« + l^  
yt dx y dt yt 
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The operators in Eq. (5.5.4) satisfy the commutation relations (5.5.3). 
(i) 
(ii) 
(iii) 
xy-—+ {m + u + l)y-XxjZm{x,y) = {m - u)Zm+i{x,y), 
/ X d \ \ 
(^ ( m - M - 1 ) Z,n(a:,y) = - (m + u)Z^_i(x,y), (5.5.5) 
\v ox V / 
In terms of the functions Z„i{x,y) and using operators (5.5.4) relations (5.5.2) 
reduce to 
d 
+ (m + u + 1 jy - Aa 
'  
.y dx 2/' 
Without any loss of generality, we can choose m,u e C such that (m — u) is not 
hiteger. For this choice of m, ti and for all m 6 5 the functions 
Zm{x,y) = Li':::il'''\x,y) 
satisfy the Eqs. (5.5.5). 
Thus we conclude that, the functions 
Ux,y,t) = L«it.T''^(x,y)r, 
m (z S form a basis for a realization of the representation D{u,mo) of sl{2). In the 
usual manner this realization can be extended to a local multiplier representation T of 
SL{2) on the space T. According to Theorem 1.4.1 and using operators (5.5.4), the 
local multiplier representation takes the form 
[T{expT'j')f]ix,y,t) = f{x,y,te''), 
[T{expc'J^)f]{x,y,t) ^ ( l - - j / 
[T{expb'J-^)f]{x,y,t) = {l-b'yt)--~'exp 
, ? / , q i - yt. 
d 
yt 
< 1, (5.5.6) 
-b'Xxt f X t :,y, [l~b'yt))-'\{l-h'yty^'{l-h'yt))' 
\b'yt\ < 1, 
valid for all / G J^, {x,y,t) in the domain of :F and for |6'|, \c'\ and |r' | sufficiently 
small. If (/ G SL{2) and d 7^  0, it is a straightforward computation to show that, 
g = iexpb'J+){expc'J-)iexpr'J^) 
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where b' = - - , d = -cd, exp i — j = t/"\ 0 < Imr' < 47r. 
Hence the operators T{g) is given by 
[T{g)f]{x,y,t) = [T{expb'J+)T{expc'J~)Tiexpr'j')f]{x,y,t) 
= ( l - 6 V ) - " - - e x p ( , ^ - ^ ) ( , , _ / ) 
x / 
xyt 
{1 - b'yt) J \{yt - d + b'c'yt) 
{yt -c' + h'c!yt)e'' 
-,y, y(l - b'yt) (5.5.7) \l-yyt){yt-c' + b'c'yty 
which after setting b' = — , c' = —cd, exp( —) = dT^ and using the fact that 
d V 2 / 
ad — bc = \ gives us 
c \ -"-1 / bAxi 
exp [n/7)/](^,l/,^) = {byt+dr^-'[a+ 
xyt 
,y, 
yt 
{ayt + c) 
\ - " - i / oAxt \ 
{ayt + c) (6?/t + d) " " y{byt + d)J' ayt < i ; 
5yi 
d 
< 1; ad— be — 1, (5.5. 
. / ( 
for / G JF and ^ in a small enough neighbourhood of e so that the above expression 
is uniquely defined. The matrix elements of T{g) with respect to the analytic basis 
{fm)mes are the functions Aik{g) uniquely determined by D{u,mo) of sl{2) and are 
defined by 
[Tig)fmo+k]{x,y,t) ^ Y, Aik{9)fmo+i{x,y,t), fc = 0 , ± l , ± 2 , . . . . (5.5.9) 
Now, using Eqs. (5.5.8) and (5.5.9), we obtain 
( l + M - " - ^ - - - ^ - ( l + ^ ) " " " " " " ^ ( l + ^ ) " " " ' " " ' a ^ ^ - ^ ^ ^ t - + ^ e x p ( bXxt 
r((2«+l)/,A) 
^ -^mo+k-u-1 
which further simplifies to 
{byt + d) 
bXxt 2u+ij,+l 
X j^itil.X) X 
\bc\ < 1; 
ayt J 
C d 
a ' ' b 
,y 
-{byt + d). 
oo 
Y: AMLi'!t\x,y)t-\ 
/=—oo 
< \yt\ < ; - vr < arg(a); arg(d) < n; ad - be = 1. (5.5.10) 
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An explicit expression for the matrix elements Aik(g) is 
(1 + bc)-"-^ a2i/+M+i-i ^i r(/x + 1/ + 1) 
- fi~u + l,u+l;l + l; be 
ad-
(5.5.11) 
where 2F1 is the hypergeometric function (1.2.5). Substituting the value of Aik(g) given 
by (5.5.11) into (5.5.10) and simplifying we obtain the generating equation: 
byt\-'^-t^ bXxt / . , N „/-. oytN-'^-M-i / c \'' ( OA t \ 
l(f.lM (5;)W + -^  + i) 
- , ? / E 
xai^i •/^-z/ + Z,f+l ; / + 1; 
6c 
• ( /^ / ,A) C-r(x,y), j6c|<l; 
ay 
< t < 
d^ 
by ; d = 
1+bc 
a 
(5.5.12) 
where /j,,;/ G C such that v and fi + f are not integers. 
In Eq. (5.5.12), when / + 1 < 0, the hypergeometric function 2-F1 is defined by 
2Fi[a,6;c;^] _ Q(a + 1 ) . . . (a + n)b{b + 1 ) . . . (5 + n)r+^ 
c^ "^ n r(c) ~ (n+iy. 
X2Fi[a + n + l,b + n + l;n + 2;t], n = 0 , l , 2 , . . . . (5.5.13) 
In general, the right hand side of relation (5.5.12) converges whenever the left hand 
side does. 
In generating relation (5.5.12) taking A == / = 1, we obtain the scalar result ([97]; 
p.64(15)) which for y = 1 reduces to the result ([107]; p.l87(5.94)). 
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CHAPTER 6 
REPRESENTATIONS OF LIE ALGEBRA ^(0 ,1) AND 
2-VARIABLE MODIFIED LAGUERRE MATRIX 
POLYNOMIALS 
6.1. INTRODUCTION 
In the previous chapter, we have introduced 2-variable Laguerre matrix polyno-
mials 2VLMaP Lii ' (x,y) and 2-variable Laguerre matrix functions. We have derived 
generating relations involving 2VLMaF Ln ' ix,y) by using Weisner's group-theoretic 
method. Also, we have considered the problem of framing 2VLMaF L„_"^i ' {x,y) 
into the context of the representation D{u, mo) of the Lie algebra s/(2). 
In this chapter, we introduce 2-variable modified Laguerre matrix polynomials 
(2VMLMaP) /n ' {x,y) = (—l)"Ln ""• ' {x,y) and derive generating relations in-
volving these polynomials by using the representation theory of the Lie algebra ^(0,1). 
In Section 6.2, we give the definition, properties and special cases of 2VMLMaP 
fn ' (a;, y). In Sections 6.3 and 6.4, we derive generating relations involving 2VMLMaP 
fn ' {x, y) by using the representations tw./i and 4,^ ;,^  of the Lie algebra ^(0,1) respec-
tively. Finally, in Section 6.5, we obtain a number of results for various polynomials 
related to 2VMLMaP as special cases. 
6.2. 2-VARIABLE MODIFIED LAGUERRE MATRIX POLYNOMIALS 
In order to introduce the 2-variable modified Laguerre matrix polynomials 2VMLMaP 
fn ' (x,y) = {~iy^Ln_ ~" ' (a:, 7/), first we derive the generating function of 2-variable 
modified Laguerre polynomials 2VMLP f^{x,y) = { — l)"'Ln{x,y). We follow 
Brown's method ([9]; pp.32-40) of finding pairs of generating functions by using an 
auxiliary parameter, see also ([106]; p.80). 
We choose two sets {Ln {x,y)} and {{ — l)^Ln~^'{x,y)}, which have a common 
parameter a. Suppose that by introducing a second parameter m, we are able to 
construct a set {Pn(m:,x,y)} such that the two given sets are special cases of the 
constructed set. 
If we are able to find a generating function for the constructed set {Pn\m; x, ?/)}, 
then it is possible to find a pair of generating functions for the two given sets. We recall 
that the 2-variable associated Laguerre polynomials (2VALP) Ln {x, y) are defined by 
the series 
and the 2-variable modified Laguerre polynomials 2VMLP are defined by the series 
/ c = 0 • ^ ' ' • 
By examining the expansions (6.2.1) and (6.2.2), we are able to construct a gen-
eralization P^(m; X, y) in the following form: 
p-(m-x^\ - Y^i^ + ^  + ^kU-^i-^r'^'y'-'' 
A:! {n-k)\ (6.2.3) 
where m is a nonnegative integer. Then 
F«(l;x,y) = L^:\x,y) (6.2.4) 
and 
P:iO;x,y) = i-irLl-'^--\x^y). (6.2.5) 
We use direct summation techniques to obtain a generating function for the set 
{P,"(m;x,y)}. From Eq. (6.2.3), we have 
n=0 n=0 k=0 ^ '' 
which on using Lemma ([132]; p.100(2)) becomes 
n = 0 71=0 fc=0 
Finally, using Eqs. (1.2.11) and (1.2.12), we obtain 
f^F, : (m;x,y) t" = ( l - y t ) - " - ^ e x p ( ^ ^ ^ ^ ^ ^ ^ ^ J . (6.2.6) 
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Further, by using Eqs. (6.2.4) and (6.2.5) in Eq. (6.2.6) we obtain the following 
pair of generating functions: 
^ ^ > n = 0 
and 
CO 
(l-?/t)-"exp(x^) = 5] ( - l ) "4- -" ) (x ,y) r . 
n=0 
Thus, we conclude that the 2VMLP f^{x,y) = (-l)"Li"^~"^(a:,y) are defined by 
the generating function: 
oo 
(l - ytyP expixt) = ^ / „ ^ ( x , y ) r , (6.2.7) 
71=0 
with the series definition: 
fc=o • ^ ^' 
Now, we are able to introduce the 2-variable modified Laguerre matrix polynomials 
2VMLMaP fn {x,y), where A is a complex matrix satisfying the condition (5.1.10) 
and A is a complex number such that Re(A) > 0. These polynomials have 2VMLP as 
scalar case. By recalling generating function (6.2.7) of 2VMLP fn{x,y) and from the 
properties of the matrix functional calculus [58] we establish the generating function 
of2VMLMaP#'^^(a:,2/) as: 
oo 
(1 - yt)-^ expiXxt) = 5^ / l^ ' ' ) (a : ,y ) r . (6.2.9) 
We note that the generating function given in Eq. (6.2.7) is a scalar case of the 
generating function given in Eq. (6.2.9) for A = /3 G C^^^ and A = 1. Now, we will use 
the matrix-valued functions (6.2.9) to show that the series expansion of the modified 
Laguerre matrix polynomials 2VMLMaP fn ' {x,y) is given by 
/-i'"'(-.-^) = E ^ % M f ^ . " = 0,1,2..... (6.2.10) 
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We assume that A is a matrix in C"'^"* satisfying the condition (5.1.10), Let A be 
a complex number whose real part is positive and consider the matrix-valued function 
G{x,y;t) = {l-yt)-^exp{Xxt), (6.2.11) 
defined for complex values oi x,y and t with \yt\ < 1. 
Note that G{x, y; t), regarded as a function of the complex variable t is holomorphic 
in \yt\ < 1 and therefore G is representable by a power series at t = 0 of the form 
Gix,y;t) = Y,fi^'^\x,y)t\ (6.2.12) 
n=0 
Now, by using the definitions (1.2.11) and (1.2.12) in Eq. (6.2.11), we find 
n=0 fc=0 
which on using Eq. (3.3.12) becomes 
G{x,y,t) = l ^ l ^ ^rj^i^Z^i • (6-2-13) 
Finally, by using Eqs. (6.2.12) and (6.2.13), we obtain the series definition (6.2.10). 
By making use of the generating function (6.2.9), we get the following pure and differ-
ential recurrence relations satisfied by 2VMLMaP j't'^^{x,y): 
{n+l)fi%'\x,y)-{yA + iXx + ny)I)fi^''\x,y) + Xxyfi'l_'^\x,y) = 0 (6.2.14) 
and 
d Qji''''Kx,y) = ~{iyA + {Xx + ny)I)fi^''\x,y)-(n + l)fi^^t\x,y)), (6.2.15) 
~/,i '^'H^,?y) - l^{n.fi''''\x,y)-Xxfi''^f\x,y)), 
respectively. 
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From these recurrence relations, we conclude that the 2VMLMaP fn ' {x,y) are 
solutions of the following differential equation: 
: cy^ / r ' 'H^^y ) -M+(A2: - ? / ( l -n ) ) / ) ^ / i ^ ' ^ ) (x^y )+An/ (^ ' ^ ) (x^y ) = 0. (6.2.16) 
Also, we note the following special cases 
(1) For A = /3 E C^^^ and A = 1, we get 
f!f''\x,y) = f^{x,y), (6.2.17) 
where f^{x,y) are the 2VMLP defined by Eqs. (6.2.7),(6.2.8). 
(2) For y = 1, we get 
fi^''\x,l) = fj,^''\x), (6.2.18) 
where fi ' '{x) denotes the modified Laguerre matrix polynomials (MLMaP) de-
fined by the generating function 
oo 
( l - t ) -^exp(Aa;t) = ^fi^''\x)t\ (6.2.19) 
ra=0 
and specified by the series 
5^^ "'W = E ^ r r a r ' « = o,i,2,.... (6^2^20) 
(3) For A = Pe C^^^ and y = A = 1, we get 
/ f ' ' H ^ , l ) = f^{x), (6.2.21) 
where f^{x) denotes the modified Laguerre polynomials (MLP) ([106]; p.9). 
(4) For y = 0, we get 
///• 'H^,0) = ^^^^^ (6.2.22) 
nl 
and for .x = 0, we get 
fi^'>^\0,y) = i ^ % J ^ . (6.2.23) 
nl 
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6.3. REPRESENTATION tc..^ OF LIE ALGEBRA ^(0 ,1 ) A N D 
GENERATING RELATIONS 
Consider the irreducible representation tw,/i of ^(0,1), where a;,/x G C such that 
H^O. The spectrum of this representation is the set S = {-a; + n : n a nonnegative 
integer} and the representation space V has a basis {Wn)nes such that 
jHVn = nWn, EWn - M W „ , J+Wn = I^Wn+U 
(6.3.1) 
for all n G 5, the commutation relations satisfied by the operators J^,J~,J^,E are 
[J\J^] = ± J ± , [J+,J~] = -E, [J=^,E] = [J\E] = 0. (6.3.2) 
In particular, we are looking for the functions Wn{x,y,t) = Zn{x,y)t'^ such that 
Eqs. (6.3.1) are satisfied for all n £ S. There are numerous possible solutions of Eqs. 
(6.3.2). We consider the linear differential operators J~^,J~,J^,E of the following 
forms: 
J+ = -y^t-- + Xyt, 
ox 
(6.3.3) 
E = 1. 
The operators in Eq. (6.3.3) satisfy the commutation relations (6.3.2). 
In terms of the functions Zn{x,y) and using operators (6.3.3) relations (6.3.1) 
reduce to 
(i) [-y^ ;Q^ + ^y)Zn{x,y) = fxZn+iix,y), 
~^Zn{x,y) = {n + u)Zn^iix,y), (6.3.4) 
+ ( ~ ( n + 1) - ^)l)^ + A)z4x,y) = f^u;Z4x,y). 
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X d 
Xytdx 
.9 
^dV 
+ 
1 d 
Jydi ^^t^' 
(ii) 
(ih) 
/ x d {A + nl) 
\Xy dx Xy 
/ xy d^ njA 
V A a x 2 V A 
We can take u = 0 and ^ = 1, without any loss of generality. For this choice of oj 
and /i and in view of Eqs. (6.2.15) and (6.2.16), we observe that 
satisfy Eqs. (6.3.4). 
Thus we conclude that the matrix functions 
n G S, form a basis for a realization of the representation to,i of ^(0,1). 
By using Theorem 1.4.1, this representation of 5(0,1) can be extended to a local 
multiplier representation ([107]; p.17) of Lie group G{0,1). Using operators (6.3.3), the 
local multiplier representation T{g), g 6 G(0,1) defined on JF, the space of all functions 
analytic in a neighbourhood of the point (a;°,?/°,i^ '^ ) = (1,1,1), takes the form 
Wn{x.y,t) = n!(-)^^^'~"'^il^'^)(x,y)t'\ 
(6.3.5) 
[T(expcJ-)^](.,,,0 = (l + 3 ~ ) V ( . ( l + ^ ) , y , < l 4 - ^ ) ) , 
[T{exphJ^)W]{x,y,t) = exp (A6y i )W^(^ ( l -^ ) ,y , i ) , 
[T{ex^aS)W]{x,y,t) = exp(a)W(x,y,^). 
If g e G(0,1) is given by Eq. (1.4.20), we find 
T{g) = r(exp6J+)T(expcJ-)T(exprjr3-)y(g^p^^^ 
and therefore we obtain 
(6.3.6) 
The matrix elements of T{g) with respect to the analytic basis (Wn)nes are the 
functions Akn{g) uniquely determined by to,i of c;(0,1) and are defined by 
CO 
[T{g)Wn]ix,y,t) = J2^knig)Wk{x,y,t), n = 0 , l , 2 , . . . . (6.3.7) 
A:=0 
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Therefore, we prove the following result: 
Theorem 6.3.1. The following generating equation holds; 
n! ex.p{Xbyt) ( l 
hyH\{-A-~ni) 
k=0 
X 
X 
/.'.^•^'«'-^)('-i'-
n—k 
byH 
(6.3.8) 
X 
< 1 ; Xyt 
< 1; 7Z = 0 , 1 , 2 , . . . 
Proof. Using Eqs. (6.3.6) and (6.3.7), we obtain 
byH\-^~ni 
'X 
n\ I - 1 X 
expiXbyt + Tn + a) /^ -^^ ^ (xil- byH 
X 
1 + - ^ ,y t'^  
byH 
X 
< i ; Xyt 
Xyt)--
< 1; n - 0 , 1 , 2 , . . . . (6.3.9) 
(6.3.10) 
^ J2AUg)kl{-y^fi^^'\x,y)t^ 
and the matrix elements A^nig) are given by ([107]; p.87(4.26)) 
AUg) - exp((a + nr) ^-' L^r'\-bc), k,n>0, 
where L^"~ '{—be) denotes the associated Laguerre polynomials defined by Eq. (1.2.46). 
Substituting the value of Aknig) given by (6.3.10) into (6.3.9) and simplifying we 
obtain result (6.3.8). 
6.4. REPRESENTATION U,^ OF LIE ALGEBRA ^(0 ,1) A N D 
GENERATING RELATIONS 
Consider the irreducible representation 4-^ ^^  of ^(0,1), where u, fj, E C such that 
/i 7^  0. The spectrum of this representation is the set S = {—co — l—n : n a nonnegative 
integer} and the representation space V has a basis (Wn)n&s such that 
J'Wn = flWn-U Co,lWn = {J+J--Ej')Wn = ^ fiuWn, 
(6.4.1) 
124 
for all n e S, the commutation relations satisfied by the operators J'^,J~,J^,E are 
same as relations (6.3.2). In particular, we are looking for the functions Wn{x,y,t) = 
Zn{x,y)t^ such that relations (6.4.1) are satisfied for all n e S. 
There are numerous possible solutions of Eqs. (6.4.2). Now we assume that the 
hnear difi^erential operators J^,J~~, J^, E take the forms 
d d 
J+ = xyt~-yt^—-{XxI + yA)t, 
J- = - - ^ , 
Xtdx (g4 2) 
j s = t -
E ^ 1. 
The operators in Eqs. (6.4.2) satisfy the commutation relations (6.3.2). 
In terms of the functions Zn{x,y) and using operators (6.4.2) relations (6.4.1) 
reduce to 
(i) {^VQ (yA + {Xx + ny)I)jZnix,y) = - (n +u + l)Zn+iix,y), 
I d 
(ii) ~ A ar^"*-^'^^ "" M^n-i(a:,y), (6.4.3) 
(iii) ~ ^[^y-Q^- (y^ + {Xx-y{l- n))I) — + AnjZn{x,y) = -fjwZn{x,y). 
We can take a; = 0 and /J. ~ 1, without any loss of generality. For this choice 
of cu and fx, we observe that (i) and (ii) of Eqs. (6.4.3) agree with the first two 
recurrence relations of Eq. (6.2.15) and (in) of Eq.(6.4.3) coincides with the matrix 
differential equation (6.2.16) of 2VMLMaP # ' ^ V , y). In fact, for all n G 5 the choice 
for Zn{x,y) = fn {x,y) satisfy Eqs. (6.4.3). 
Thus we conclude that the functions 
W,,{x,y,t) = ///•^)(.x,?/)r, neS 
form a basis for a realization of the representation 4o,-i of ^(0,1). 
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By using Theorem 1.4.1, this reaUzation of ^(0,1) can be extended to a local 
multipher representation ([107]; p.l7) of Lie group (7(0,1). Using operators (6.4.2), 
the local multipher representation T'{g), g e (5(0,1) defined on ^ , the space of aU 
functions analytic in a neighbourhood of the point (x^,;/*^,*") = (1,1,1), takes the 
form 
[r'(exp TJ'')W] (X, y, t) = W{x, y, ^ e^), 
[ r (expcJ-)Vr](x ,y , i ) = w{x(l - -^),y,t), 
[T'{expbJ+)W]{x,y,t) = (1 + byt)^ exp{-\bxt)w[x{l + byt),y, ^ ^^^ ) , 
[T'{expa£)W]{x,y,t) = exp{a)W{x,y,t). 
(6.4.4) 
If ^ e G(0,1) is given by Eq. (1.4.20), we find 
T'{g) = T'{expbJ-^)T'{expcJ-)T'{expTj^)T'{expae) 
and therefore we obtain 
[T'ig)W]{x, y, t) = (1 + byt)-^ exv{-Xbxt + a)w{x{l + byt) ( l - 3 ^ ) , V, 7 ] ^ ^ ) • 
(6.4.5) 
The matrix elements of T'{g) with respect to the analytic basis {Wn)nes are the 
functions Bkn{g) uniquely determined by |o,-i of ^(0,1) and are defined by 
[T{g)Wn]{x,y,t) = Y,BU9Wk{x,y,t), n = 0 , l , 2 , . . . . (6.4.6) 
fc=0 
Therefore, we prove the following result: 
Theorem 6.4.1. The following generating equation holds: 
{l+byti~^^''^^ exp(-A6xt+(2n+l)r+&c) /^^'^^ (x{l+byt) ( I - . T ^ ) , v) 
CXD 
= E^"" ' ^r'(/>^) fl:'''\x,y)t'-\ \byt\ < 1; 1^1 < 1; n = 0,l,2,... . (6.4.7) 
fc=0 
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Proof. Using Eqs. (6.4.5) and (6.4.6), we obtain 
(1 + feyt)(-^^'^^) exp{-Xbxt + Tn + a) fi^'^^ (x{l + byt) ( l - ^ ) , vY 
Xxt 
< 1; n - 0 , 1 , 2 , . . . . (6.4. 
fc=0 
and the matrix elements Bkn{g) are given by ([107]; p.91(4.36)) 
Bkn{g) = exp(At(6c - a) - (a; + n + l)r)b'"' 'L^^'' ' \~/jbc), k,n>0, 
which for /i = — 1 and to = Q takes the form 
Bknig) = exp(-6c - (n + l ) r + a) 6"'^ " 4"^''^(M> A;,n > 0, (6.4.9) 
where L^"~ "^ (60) denotes the associated Laguerre polynomials defined by Eq. (1.2.46). 
Substituting the value of Bkn{g) given by (6.4.9) into (6.4.8) and simplifying we 
obtain result (6.4.7). 
6.5. SPECIAL CASES 
We consider some special cases of the generating relation (6.3.8). 
(I.) Taking A = /? e C "^"^  and A = / == 1 and using Eq. (6.2.17), we get the following 
generating relation 
n\ exp{byt) (1 byH\{~^~n) 
X /«1K-?)(^-^)'^)-s:^"-
xklLt'\-bc)f,(x,y)t'-\ byH 
X 
< i ; c 
yt 
"^  fc=0 
< 1; n = 0 , l , 2 , . . 
X 
y 
n—k 
(6.5.1) 
involving 2VMLP /,f(x,y) defined by the Eqs. (6.2.7) and (6.2.8). 
Further, replacing /3 by - p , t by ~t in Eq. (6.5.1) and then using the relation 
fP{x,y) = {~irL[:^'-\x^y), (6.5.2) 
we obtain ([US]; p.26(3.6))-. 
n i e x p ( - 5 , ^ ) ( l + ^ ) ^ ~ " L ( r " ) ( . ( l + ^ 
-^)-)=E^"-Ki) n~k 
y^Lt'\'bc)Lt'\x,y)t'-\ byH 
x 
< i ; c 
yt 
< 1. (6.5.3) 
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which for y = I, reduces to ([107]; p.ll2(4.94)). 
(II.) Taking 6 = 0 and making use of the hmit ([107]; p.88(4.29)), we get 
f'^''i<^-i)-)-~]:^.Q'''fr\.y). Xyt < 1. (6.5.4) 
Further, taking A = p e C^^^, X = 1 and replacing i by x and k by n~ k in Eq. 
(6.5.4) and then using Eq. (6.2.17), we get the following generating relation 
1 /c\k 
^y^ '^-'^"''^' xy 
^ fc=0 ^ 
< 1 , (6.5.5) 
which for y = I, reduces to ([106]; p.45(7)). 
Again, replacing P by —p, c by —c in Eq. (6.5.5) and then using the relation 
(6.5.2) we obtain ([115]; p.25(3.2)-. 
K—U 
which on taking y = 1 and p - n = q reduces to ([107]; p.113). 
xy 
<l, (6.5.6) 
(III.) Taking c = 0 and making use of the Umit ([107]; p.88(4.29)), we get 
exp{Xbyt) 1 ^ ^ ^'^-^^ '"'' ^ 
V X ^ - ' ( . ( i - ^ ) , « ) 
byH 
X 
< 1 , (6.5.7) 
Further, taking A = ~p, X = I = 1 and replacing t hy x, b by —b and fc by A; + n 
and using relation (6.5.2), we obtain ([115]; p.26(3.4)): 
expi-byt) (1 + by'r~^ L ^ " ) ( x ( l + by'),y) 
- E f r ) (^y)'^tn~''\^,yl \by'\ < 1. (6.5.8) 
which on taking y = 1 and p — n = q reduces to ([107]; p.112). 
For the same choices of parameters and variables we can get several other new 
results corresponding to generating relation (6.4.7). 
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