As a large number of small base stations have been deployed in dense heterogeneous networks, the increasing cost of energy has become a challenging issue. In this paper, we propose an optimized clustering-based sleep strategy to release the power consumption and interference in the system. First, we group the small base stations with large interference as a cluster in which the binary particle swarm optimization (BPSO) algorithm is used to formulate a sleep strategy for small base stations in the clusters. Since the small base stations between clusters have less interference, the whole spectrum resources can be shared in all clusters and the orthogonal spectrum resources are allocated for the small base stations in the same cluster. The strategy effectively restrains the co-tier interference in the system. Furthermore, a separate sleep strategy is applied for each cluster to improve the sleep and activation efficiency of the small base stations. The simulation results show that the proposed sleep strategy can improve the satisfaction of user equipment and reduce the power consumption. As the increasing number of user equipment, the outage probability of the system can be reduced effectively.
Introduction
With the huge demands of terminal equipment and development of the Internet, people put forward higher requirements of the data traffic usage. The traditional single-layer network has been unable to meet the users' quality of service (QoS) demands [1] . Small base station (BS) has the advantages of low transmission power, easy deployment, and maintenance. Therefore, the small BSs get more and more applications, which form a new heterogeneous network (HetNet) structure with the macro BSs [2] [3] [4] [5] .
The deployment of small BSs in HetNets can effectively reduce the loads of macro BSs and make the indoor users get a better QoS. With the increasing number of small BSs, a new dense heterogeneous network which exists severe co-tier interference and cross-tier interference is formed [6] [7] [8] . Thus, how to reduce the existence of interference has become one of the current focuses. The authors in [9] presented a user-selected power control algorithm based on the non-cooperative game theory, which reduced the cross-layer interference of the system and improved the capacity of the system. A novel interference cancelation algorithm was proposed in [10] to mitigate the interference, which could be applied to different channel cases by applying channel estimation and eliminating the interference signal in the time domain. In [11] , the authors employed a hybrid spectrum allocation method whereby the spectrum was split between the macro BSs and the nearby interfering small BSs based on resource demands, while the distant small BSs shared the entire spectrum. The authors in [12] quantified the impact of the user activity by comparing the performance of centralized resource-allocation schemes with that of a simple random access protocol.
In dense HetNets, the system consumes more power due to the deployment of a large number of small base stations [13] . In addition, the users have a certain degree of liquidity, especially for places of work and some large-scale activities. This phenomenon leads to the dynamic changes of loads in actual system. Typically, most of the BSs maintain a large power transmission to meet the satisfaction of the user equipment (UE), resulting in a larger system power consumption [14] . Therefore, studies about how to reduce the power consumption and saving unnecessary power waste become important. The authors in [15] presented an energy -efficient user association scheme based on the sleep mechanism of small BSs, which improved the energy efficiency of the network. In [16] , an energy-saving small cell sleeping mechanism and enhanced inter-cell interference coordination techniques were proposed to decrease the energy consumption in HetNet. In order to improve the energy efficiency in HetNet, the authors in [17] put high-power macro BSs into sleep mode and offloaded the users to low-power small BSs or neighboring macro BSs. To release the additional overall energy consumption of the system, the work in [18] compared three dynamic algorithms to control a sleep mode of the low transmit power nodes (LPNs), in which most components in the LPN were shutdown. The authors in [19] considered both the partial spectrum reuse scheme and the base station sleep model and proposed a joint optimization method to improve the energy efficiency of the network. Assuming that both macro and small-cell base stations may be put into sleep mode, the authors in [20] formulated the optimization problem of resource partitioning and user association to minimize the total energy of the system. To improve the energy efficiency and system throughput of the system in the HetNets, a cell throughput based on sleep control scheme for the small base stations was proposed in [21] . To improve the energy efficiency of the whole system, the authors in [22] proposed an algorithm combining BS sleeping with dynamic clustering (SMDC) to maximize EE. A separation architecture called a hyper-cellular network (HCN) was proposed in [23] , which decoupled the control signals and data transmission functions. Moreover, switching off small cell base stations (BSs) or keeping them in energy-saving mode is a good way to improve EE and guarantee the quality of service (QoS) [24] . And an alternating iterative approach was proposed to solve the resulting multivariable optimization problem. In [25] , the energy efficiency was optimized by sleep mechanism under average connection ratio (ACR) and average user rate constrains in the way of formulating an optimal maximum connection number of small cell to minimize the energy consumption subject to the joint constraint of ACR and average rate. Although such BSs are small-scale with lower power, the aggregated energy consumption of all BSs would be remarkable which results in the increased environmental and economic concerns. Turning off under-utilized BSs and maximizing the system energy efficiency will be a good way to solve the problem [26, 27] .
At present, many studies attempt to propose different methods to release the interference and power consumption of BSs in the network separately. However, most of the schemes rarely consider the interference problem in dense heterogeneous networks, which leads to the decrease of performance in the network. Meanwhile, some of the system still has the certain power waste, which is contrary to the currently advocation of green communication. With the increasing number of small BSs in the dense HetNets, the interference and power consumption increase simultaneously. Therefore, we jointly consider the BS clustering and spectrum reuse to reduce the interference of the system. In addition, the BS sleeping strategy has been proposed in different clusters to reduce the power consumption of the system, which helps to improve the performance of the network.
In this paper, we take the clusters of the base station into consideration in the sleep strategy and propose an optimized clustering-based sleep strategy to reduce the interference of the network and decrease the power consumption of the system. We group the small BSs with large interference as a cluster to reduce the co-tier interference in the network. Thus, the small BSs between different clusters can share the whole spectrum resources, while the small BSs in the same cluster are allocated for the orthogonal spectrum resources. Then, a binary particle swarm optimization (BPSO) algorithm based on user association scheme is proposed to formulate a sleep strategy in the clusters to decrease the power consumption in the system. The contributions of this paper are (1) small BSs between clusters share the whole spectrum due to the small interference, which enhances the system spectral efficiency; (2) the co-tier interference of HetNet is reduced through the method of grouping the small BSs as different clusters, and (3) the proposed sleep strategy reduces the outage probability of the system.
The rest of this paper is organized as follows: we introduce the system model of the dense HetNets in Section 2. In Section 3, an optimized clustering-based sleep strategy which includes the clustering stage and sleeping stage is proposed. Performance and simulation results are presented in Section 4. Section 5 gives the conclusion of this paper.
System model

Network model
We consider a downlink model of HetNet system as shown in Fig. 1 . In our model, both of two tiers are considered as cellular network model which consists of radius R m for macro BSs and R s for outdoor small BSs, such as macro cells and pico cells. We define the user equipment which connects to the macro BS and small BS as MUE and SUE, respectively. We assume that the UEs are uniformly distributed in the network and each UE will associate with a macro BS or a small BS.
In the coverage of the macro BSs, the small BSs are grouped as different clusters. Both macro BSs and small BSs which are in different clusters share the whole frequency band. The system bandwidth is B, and frequency reuse factor is one.
Assuming that the transmission power of small BS i and macro BS h are P i and p h , respectively. Due to the outdoor scenario of the HetNet, the path loss between BS and UE is given by
where d is the distance between BS and UE, η is the path loss exponent, and S is a zero-mean normal random variable that captures the random shadowing. Based on the path loss model, we can get the channel gain between BS and UE as
where L is the path loss value. Define the signal-to-interference-plus-noise ratio (SINR) of UE n which connects to the small BS k as
where P k,n is the transmission power of small BS k when it is associated with UE n, G k,n is the channel gain between small BS k and UE n, p h,n is the transmission power of macro BS h when it is associated with UE n, G h,n is the channel gain between macro BS h and UE n, P i,n is the transmission power of small BS i when it is associated with UE n, G i,n is the channel gain between small BS i and UE n, M is the number of macro BSs and N is the number of small BSs, δ 2 is the noise power, x i,n is the association relationship between UE n and small BS i, and x i,n = 1 indicates that the UE n associates with the small BS i; on the contrary, x i,n = 0. Like the small BS, in the macro BS h, the SINR of UE m is
Power consumption model
We adopt the power consumption model proposed in [28] which consists of two parts, i.e., static power consumption and dynamic power consumption. We use the linear approximation model to calculate the power consumption of small BSs, which is given as Fig. 1 HetNet system model. We consider a downlink model of HetNet system as shown in Fig. 1 . In our model, both of two tiers are considered as cellular network model which consists of radius R m for macro BSs and R s for outdoor small BSs, such as macro cells and pico cells. We define the user equipment which connects to the macro BS and small BS as MUE and SUE, respectively. We assume that the UEs are uniformly distributed in the network, and each UE will associate with a macro BS or a small BS 
where P i,n is the transmission power of small BS i when it is associated with UE n, μ is a coefficient associated with data traffic usage, P t denotes the transmission power of small BS, P c represents the static power consumption of small BS in the active mode which is independent with transmission power, and P s is the small BS power consumption in the sleeping mode. In order to evaluate the efficiency and performance of the system, we use the ratio of the number of outage users to the number of whole UEs in the system to represent the outage probability and it can be defined as
where SINR n is the SINR of UE n, σ is the minimum SINR requirement of the UEs, N b is the number of outage UEs, and N all is the number of the whole UEs. It is noted that the UE n is assumed to be an outage UE when SINR n < σ.
3 Optimized clustering-based sleep strategy
Clustering forming algorithm for small BSs
In this section, we construct an interference graph K = (A, E, W), where A = {a 1 , a 2 , …, a N } is the vertex set representing the set of small BSs and N is the number of small BSs. Furthermore, E = {e 1 , e 2 , …, e H } is the edge set, where H is the number of edges in the graph, and each edge of the interference graph denotes the path loss values of small BSs in the network. W = {w 1 , w 2 , …, w H } is the set of weights which corresponds to the vertexes. Note that the larger the sum of path loss of small BSs is the larger the weight of the interference is. And the weight of small BS i can be expressed as
where λ ik is the interference between small BS i and neighboring small BS k [29] . Due to the interference between small BSs can be evaluated by the interference between the BS and the UEs in the neighboring BS. Thus, we can calculate the interference between different small BSs according to the reference signal received power of the UEs, which can be expressed as
where U i and U k are the sets of UEs in the small BS i and small BS k, respectively.
We group the small BSs as different clusters based on their interference. First, we formulate the set of small BSs i = {1, 2, …, N}. We use T as the interference threshold between the small BSs. The interference threshold T is related to the number of users and BSs in the system. Referring to [16] and considering the system model of our paper and the actual situation of the system, it is reasonable that the threshold T be set as 60-80% of the maximum interference value. The maximum number of small BSs in each cluster is N max .
Then, we consider the first small BS as the cluster head and calculate the weight of next small BS in the same cluster. We can add the small BS into the cluster when w i > T and mark the cluster.
During the cluster forming process, the interference values can be represented by the elements of weights. Note that if the interference value w i < T or the number in the cluster is larger than the threshold N max , we consider the small BS as the head in next cluster. The cluster forming algorithm for small BSs is denoted in Algorithm 1.
The system of the network can be clustered according to Algorithm 1 when the initial network is fixed. When the network is dynamic, we can determine if the new small BS can be added to the cluster according to the value of the interference and the number of small BSs in the cluster. If the interference is less than the threshold or the number of small BSs within the cluster is greater than N max , the small BS cannot add to the cluster. Therefore, the clustering algorithm adapts to the dynamic characteristic of the network.
Sleeping algorithm in each cluster
After the cluster forming procedure, the small BSs in the HetNets are grouped as c clusters. Then, we propose a sleeping mechanism based on a binary particle swarm optimization (BPSO). In order to improve the SUEs' satisfaction and achieve the system load balancing, we use the SINR value of SUEs as the quality of service (QoS) of the system and consider the power consumption which is associated with traffic loads.
For the general communication system, we hope that the UEs in the system can obtain higher SINR value and consume lower power consumption. In such sense, we introduce the definition of overall weight which considers both of two parameters synthetically. The weight between the UE n, and the small BS i is defined as
where SINR i;n ∧ is the normalized SINR value of UE n, P i;n ∧ is the normalized load value of small BS i, SINR i,n is the SINR of UE n in the small BS i, and P i,n represents the power consumption of small BS i which connects to the UE n. α is the factor of QoS, and β is the factor of power consumption in the system. The sum of α and β is 1. We can dynamically adjust the values of α and β according to the weight of factors during the modeling process. In the dense HetNets structure, we use the total weights of system to describe the overall performance of the network, which can be expressed as
where q i,n is the weight of UE n in the small BS i, N c is the number of small BSs in the cluster, and N u is the number of UEs in the cluster. Therefore, in order to consider the user satisfaction and power consumption of the system, we can formulate the problem of optimization model as 
Due to the value of x i,n is 1 or 0, such an optimization problem is NP-Hard. In order to speed up the optimization process and obtain a satisfying near-optimal solution, we propose a strategy which is based on a BPSO algorithm.
In the BPSO, each particle has certain position information and velocity information, which can be represented by UEs in the dense HetNets. The objective function value of the current position of the particle is represented by the total weight of the system. The position information of the particle can be used as the potential solution of the above optimization problem.
When each particle is used to find the optimal solution, two optimal positions are discussed, i.e., the individual optimal position and the global optimal position. We can calculate the individual optimal position of the jth particle in the jth iteration based on its total weight. The rule is shown as
where Z j (t) is the individual optimal position and X j (t) is the current position. We can get the global optimal position in the tth iteration based on the values of the individual optimal positions searched by the particle swarm, which can be expressed as
Then, the particles update their own velocity information and position information by comparing the individual optimal position to global optimal position, which can be denoted as
where h(t) represents the inertia weight in the tth iteration, c 1 and c 2 are learning factors, and r 1 and r 2 are uniformly distributed random numbers. In order to ensure that the algorithm can achieve the convergence in the case of global search and local search, the inertia weight is linearly decreasing with time, which is expressed as
where h ini is the initial inertia weight and h end is the final inertia weight, and D max is the maximum number of iteration.
Thus, in a dense HetNet system, the process of the sleeping mechanism in each cluster can be represented by Algorithm 2.
In the above optimized strategy which contains the clustering algorithm and sleeping algorithm, each UE calculates the total weight of the system for N c times in each iteration. D max is the maximum number of iteration, and c is the number of clusters. Assuming that the number of UEs in each cluster is N u , the complexity of the strategy in the network can be expressed as O(N c N u cD max ).
Performance analysis
This section focuses on the performance of the proposed strategy in the dense HetNets. We illustrate an example of combination of the macro BSs and the outdoor small BSs under 3GPP LTE-A HetNets framework, and we compare the proposed strategy to the general sleeping mechanism which is similar to [15] . The network performance of the SINR of UEs, power consumption, and outage probability are analyzed. The simulation parameters are listed in Table 1 . In our simulation, 1 macro BS is considered. In the macro BS, the small BSs are uniformly distributed. MUEs and SUEs are uniformly distributed in the coverage of macro BSs and small BSs, respectively. The number of the UEs in the HetNet is varying from low traffic load to high traffic load. It is noted that the traffic loads of UEs are different.
The cumulative distribution function (CDF) of the SUEs' SINR in the system is shown in Fig. 2 . Since the use of the normal strategy which is similar to the one in [15] can improve the SINR performance of SUEs, the interference among small BSs is serious. The proposed strategy claims to share the whole spectrum between the clusters which effectively reduce the co-tier interference in the HetNet system. Therefore, it is more advantageous to improve the SINR performance of the SUEs. Figure 3 depicts the power consumption of the system as the number of small BSs in the system increases. We can see that for the normal sleep strategy and no sleep strategy, the power consumption increases due to the co-tier interference in dense HetNets. Specially, the proposed strategy reduces the co-tier interference by clustering and includes the sleep mechanism. Thus, the strategy can effectively reduce the power consumption of the system.
In Fig. 4 and Fig. 5 , we describe the impact of different values of α and β on the network performance. In specific, the values of α and β represent the weight of QoS and power consumption in the system. In Fig. 4 , when the value of α is small, the SINR of UEs performs worse due to the lower weight of QoS. It is shown that the satisfaction of UEs improves when the value of α increases. In Fig. 5 , we compare the power consumption of the system in terms of β. It is observed that the power consumption of the system decreases because a larger β implies a higher weight of the factor of power consumption. Therefore, we can set these two parameters to get a tradeoff between α and β according to the requirement of the network.
The outage probability will be zero if there is no sleep mechanism in the system as shown in Fig. 6 . It is possible that some small BSs enter the sleeping mode when the system takes the sleep strategy. It is shown that the outage probability increases firstly because the UEs' growth rate is larger than the Fig. 2 SUEs' SINR CDF. The cumulative distribution function (CDF) of the SUEs' SINR in the system is shown in Fig. 2 . Since the use of the normal strategy which is similar to the one in [15] can improve the SINR performance of SUEs, the interference among small BSs is serious. The proposed strategy claims to share the whole spectrum between the clusters which effectively reduce the co-tier interference in the HetNet system. Therefore, it is more advantageous to improve the SINR performance of the SUEs Fig. 3 Power consumption of the system. Figure 3 depicts the power consumption of the system as the number of small BSs in the system increases. We can see that for the normal sleep strategy and no sleep strategy, the power consumption increases due to the co-tier interference in dense HetNets. Specially, the proposed strategy reduces the co-tier interference by clustering and includes the sleep mechanism. Thus, the strategy can effectively reduce the power consumption of the system activation rate. And the outage probability will gradually decline as the increasing number of activated small BSs. Therefore, the outage probability firstly increases and then decreases with the user's number. In the proposed strategy, we take the sleep mechanism in each cluster to improve the efficiency of sleep and activation. Hence, we can see the decline of outage probability in the system as a whole.
Conclusion and discussion
In this paper, we present an optimized clustering-based sleep strategy in the dense HetNets. We group the small BSs with large interference as a cluster based on the cluster forming algorithm. This helps reduce the co-tier interference and improve the satisfaction of UEs. Then, we take the sleep mechanism for small BSs in each cluster to improve the efficiency of sleeping and Fig. 4 Comparison of SINR performance with varying factor of α. In Fig. 4 and Fig. 5 , we describe the impact of different values of α and β on the network performance. In specific, the values of α and β represent the weight of QoS and power consumption in the system. In Fig. 4 , when the value of α is small, the SINR of UEs performs worse due to the lower weight of QoS. It is shown that the satisfaction of UEs improves when the value of α increases Fig. 5 Comparison of power consumption with varying factor of β. In Fig. 5 , we compare the power consumption of the system in terms of β. It is observed that the power consumption of the system decreases because a larger β implies a higher weight of the factor of power consumption. Therefore, we can set these two parameters to get a tradeoff between α and β according to the requirement of the network activating operation. Furthermore, we change the values of the factor of QoS and power consumption to evaluate the performance of the system. The simulation results show that the SINR performance of the UEs is significantly improved by the proposed scheme compared with other strategies. Meanwhile, our method can perform much better in reducing the power consumption and the outage probability of the system. Abbreviation BPSO: Binary particle swarm optimization; BS: Base station; CDF: Cumulative distribution function; HetNet: Heterogeneous network; LPN: Low transmit power node; QoS: Quality of service; SINR: Signal-to-interference-plus-noise ratio; UE: User equipment Fig. 6 Outage probability of the system. The outage probability will be zero if there is no sleep mechanism in the system as shown in Fig. 6 . It is possible that some small BSs enter the sleeping mode when the system takes the sleep strategy. It is shown that the outage probability increases firstly because the UEs' growth rate is larger than the activation rate. And the outage probability will gradually decline as the increasing number of activated small BSs. Therefore, the outage probability firstly increases and then decreases with the user's number. In the proposed strategy, we take the sleep mechanism in each cluster to improve the efficiency of sleep and activation. Hence, we can see the decline of outage probability in the system as a whole 
