Tails of solutions of certain nonlinear stochastic differential equations driven by heavy tailed Lévy motions  by Samorodnitsky, G. & Grigoriu, M.
Stochastic Processes and their Applications 105 (2003) 69–97
www.elsevier.com/locate/spa
Tails of solutions of certain nonlinear stochastic
di$erential equations driven by heavy tailed L)evy
motions
G. Samorodnitskya ;∗, M. Grigoriub
aSchool of Operations Research and Industrial Engineering, and Department of Statistical Science,
Cornell University, Ithaca, NY 14853, USA
bSchool of Civil and Environmental Engineering, Cornell University, Ithaca, NY 14853, USA
Received 3 March 2002; received in revised form 26 November 2002; accepted 4 December 2002
Abstract
We describe the exact tail behavior of the solutions to certain nonlinear stochastic di$eren-
tial equations driven by L)evy motions with regularly varying tails and establish existence and
uniqueness of solutions to these equations.
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1. Introduction and preliminaries
In this paper we study solutions to “mean reverting” stochastic di$erential equations
of the form
dX (t)= − f(X (t)) dt + dL(t);
where f is quickly increasing to inAnity function, and (L(t); t¿ 0) is a L)evy motion
with regularly varying tails. Even though establishing existence of solutions of such
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equations is reasonably straightforward, given the developed theory of semimartingale
stochastic calculus, not much is, in general, known about the probabilistic properties of
the solutions. The particular equation we are considering comes from applications in
mechanics, but similar models have been considered for other applications, for example
for storage processes. In these applications the L)evy process L is usually assumed to
be a subordinator (i.e. to have nondecreasing sample paths), and the function f is
sometimes called “the release rule”. See, for example, Brockwell et al. (1982) and
Asmussen (1998).
Our main goal in this paper is to establish, under appropriate assumptions on the
function f and L)evy process L, the exact rate of decay of the tail probabilities of
the random variables X (t); t ¿ 0. We establish, furthermore, existence of a unique
stationary solution of the stochastic di$erential equation and obtain its tail behavior as
well.
We would like to start with describing the emphasis of our work, its relation to
previously known results, and consequence for future work. We are interested in prob-
abilistic behavior of solutions to a di$erential equation from any initial value, not only
from a stationary distribution. Explicit results of this nature are very diJcult to obtain
for nonlinear equations. Establishing such results allows us to obtain information about
existence and properties of stationary distributions. On the other hand, for stochas-
tic di$erential equations driven by compound Poisson processes (L)evy processes with
Anitely many jumps in compact intervals) one can establish existence of a stationary
solution using renewal theory, with very modest assumptions on the drift function f
in the above equation, and under certain assumptions on the level crossings of the
resulting stationary process one can obtain very precise results on the tail of the sta-
tionary solution using weaker assumptions on the sizes of the jumps of the process
L that we are using in this paper; for subordinators this is done in Theorem 3.2 in
Asmussen (1998). The path cannot, however, be reversed. We show in Example 4.2
below that one can have transient behavior very di$erent from the stationary behavior.
Our approach to studying the tail behavior of time-dependent distributions is via large
deviations point of view: we study what it is in the structure of the di$erential equation
that makes large values of the solution possible. This approach is quite technical, but
we anticipate that it will work for other types of stochastic di$erential equations driven
by heavy tailed noises.
First some preliminaries. Throughout this paper (;F; P) is a probability space and
(Ft ; t¿ 0) a Altration on that space. We will always assume, without further special
notice, that the Altration is complete and right continuous (the “ usual hypothesis”; see
Protter, 1991).
We start with a brief discussion of the basic properties of L)evy motions we will need
in the sequel. All the facts below are well known, and can be found in many sources.
Two thorough recent references are Bertoin (1996) and Sato (1999). Recall that a
L)evy motion (L(t); t¿ 0) is a continuous in probability stochastic process adapted to
the Altration (Ft ; t¿ 0) with L(0)= 0 and stationary increments, such that for every
06 s¡ t the increment L(t)−L(s) is independent of Fs. A L)evy motion has a version
with sample paths in the space D[0;∞) of right continuous functions with left limits,
and we will always assume that we are dealing with such a version. The law of a
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L)evy process is completely characterized by its one-dimensional distribution at time 1
(say) and
EeiL(1) = exp
{∫ ∞
−∞
(eix − 1− ix1(|x|6 1))(dx) + ia
}
; ∈R (1.1)
with  a -Anite measure that does not charge the origin, such that
∫
Rmin(x
2; 1) (dx)
¡∞ and a∈R. The measure  is the L)evy measure of the process. If the L)evy
measure is inAnite then, on an event of probability 1, the L)evy process has a dense set
of discontinuities in every interval of positive length. On the other hand, if the L)evy
measure  is Anite, then the jumps of the process L form a homogeneous Poisson
process on the positive half line with intensity (R). The jump sizes are iid random
variables independent of the jump times with common distribution =(R). Between
every two jumps the process is linear with the slope a − ∫|x|61 x (dx). No matter
whether the L)evy measure is Anite or not, the L)evy process L is continuous with
probability 1 at any Axed point.
A L)evy process is symmetric (i.e. L and −L have the same Anite-dimensional dis-
tributions) if and only if in (1.1) a=0 and the L)evy measure is symmetric. In that
case the characteristic function (1.1) can be written in a simpler form
EeiL(1) = exp
{∫ ∞
−∞
(eix − 1)(dx)
}
; ∈R: (1.2)
If the L)evy measure  satisAes a stronger condition
∫
R min(|x|; 1) (dx)¡∞ (in par-
ticular, if  is Anite) then one can write the characteristic function (1.1) in the form
EeiL(1) = exp
{∫ ∞
−∞
(eix − 1)(dx) + ib
}
; ∈R (1.3)
with b∈R. If, in addition,  is concentrated on (0;∞) and b¿ 0 in (1.3), then L is
a nondecreasing process (a subordinator). Finally, if b=0 and
∫
R x (dx)= 0 then the
L)evy process is zero mean, and then its characteristic function can be written in the
form (1.2), except that  no longer has to be symmetric.
An important fact is that, in certain cases, the tails of the one-dimensional distri-
butions of the L)evy process and its L)evy measure are equivalent. SpeciAcally, the
equivalence
P(L(t)¿u)∼ t((u;∞)) as u→∞ (1.4)
for any t ¿ 0 holds under the assumption of subexponentiality on the tail of either
L(1) or that of ; recall that subexponentiality of the tail of a distribution F means
that F ∗ F(x)∼ 2 NF(x) as x→∞, where NF =1 − F ; see e.g. Embrechts et al. (1979).
We will, actually, assume that the tails are regularly varying:
((u;∞))= u−l(u) (1.5)
for some ¿ 0, where l is slowly varying at inAnity function. Since regularly varying
tails are subexponential, (1.4) holds in this case. An important example of L)evy motions
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satisfying (1.5) is that of -stable motions in which case
(dx)=
{
c+x−(+1) dx if x¿ 0;
c−|x|−(+1) dx if x¡ 0
(1.6)
for 0¡¡ 2 and c+; c−¿ 0. A source of information on -stable processes, of which
-stable motions is an example, is in Samorodnitsky and Taqqu (1994).
The rest of this paper is organized as follows. In the next section we discuss in details
the stochastic di$erential equation we are considering, and state all the assumptions.
The tail behavior of the solution X (t) at a Anite time t ¿ 0 is established in
Section 3. Existence and uniqueness of the stationary solution to our stochastic
di$erential equation is established in Section 4. An easy corollary here is the tail
behavior of the stationary solution. We note that certain results on existence of a
stationary solution are also given in Brockwell et al. (1982), and that the paper
Asmussen (1998) provides certain information on the tail behavior of the stationary
solution. We discuss the relationship between our results and their results in Section
4. Finally, Section 5 contains certain technical results used in the proofs elsewhere in
the paper.
2. The stochastic dierential equation
We now describe precisely the stochastic di$erential equation we will study. This is
an equation of the form
dX (t)= − f(X (t)) dt + dL(t); (2.1)
where (L(t); t¿ 0) is a L)evy motion with L)evy measure  satisfying the regular
variation assumption (1.5). In the main result of the next section, that describes the
tail behavior of the solution to the above equation at any Axed positive time t we will
also assume that the L)evy motion is symmetric. This assumption is not needed for the
arguments used in the present section. The following assumptions are imposed on the
function f.
f is Lipschitz on compact intervals; (2.2)
f(0)= 0; and f is nondecreasing; (2.3)
f is regularly varying at inAnity with exponent ¿ 1 (2.4)
and for some constants A∈ (0;∞) and 1¿ 1,
− f(−x)¿Ax−1 for all x¿ 1: (2.5)
The point of the assumption (2.5) is that we would like the function f to become
very quickly very negative at the negative values of the argument, a sort of “mirror
image” of the assumption (2.4). Since we are interested in the right tail of X (t), we
do not need as much precision in the assumption on the behavior of f for negative
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values of the argument as we require for positive values of the argument. Hence the
nature of assumption (2.5).
Note that a L)evy motion is a semimartingale and, hence, the standard theory of
stochastic integration applies to stochastic di$erential equations with respect to L)evy
motions. Our reference on stochastic integration is Protter (1991).
We have to start with the basic analysis of the Eq. (2.1); it only uses the local
Lipschitz assumption (2.2), and the fact that xf(x)¿ 0 for all x. The argument is
standard. For b¿ 0 let
[x]b=


x if − b6 x6 b;
b if x¿b;
−b if x¡ − b
and consider the stochastic di$erential equation
dX (b)(t)= − f([X (b)(t)]b) dt + dL(t): (2.6)
Since the function f([ · ]b) is Lipschitz, we conclude by Theorem V.3.6 in Protter
(1991) that for any F0-measurable X (b)(0) Eq. (2.6) has a strongly unique solution,
which is a semimartingale. Furthermore, this solution is strongly Markov by Theorem
V.6.34 in Protter (1991).
Consider the family of stopping times
Tb= inf{t¿ 0: |X (b)(t)|¿ b}; b¿ 0:
Then Tb¿ 0 a.s. on the event {|X (b)(0)|¡b} and for every 0¡b16 b2¡∞, Tb16Tb2
a.s.. We claim that
lim
b→∞
b rational
Tb=∞ a:s: (2.7)
Once (2.7) has been established, it will follow from Theorem V.7.38 in Protter (1991)
that for anyF0-measurable X (0) Eq. (2.1) has a strongly unique solution (X (t); t¿ 0),
which is, then, automatically a semimartingale. Moreover, let T be a stopping time,
s¿ 0 and h a bounded nonnegative measurable function. For b¿ 0 let (X (b+1)(t); t¿ 0)
be the solution to (2.6) with X (b+1)(0)=X (0). Since on the event {|X (t)|6 b; 06 t6
T + s}= {|X (b+1)(t)|6 b; 06 t6T + s} we have X (t)=X (b+1)(t) for 06 t6T + s,
we have by the strong Markov property of (X (b+1)(t); t¿ 0), for every A∈FT∫
A
1(|X (t)|6 b; 06 t6T + s)h(X (T + s)) dP
=
∫
A
1(|X (b+1)(t)|6 b; 06 t6T )
×h(X (b+1)(T + s))1(|X (b+1)(T + u)|6 b; 06 u6 s) dP
=
∫
A
1(|X (b+1)(t)|6 b; 06 t6T )
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EX (b+1)(T )(h(X
(b+1)(s))1(|X (b+1)(u)|6 b; 06 u6 s)) dP
=
∫
A
1(|X (t)|6 b; 06 t6T )EX (T )(h(X (s))1(|X (u)|6 b; 06 u6 s)) dP
and letting b→∞ and using the monotone convergence theorem we see that∫
A
h(X (T + s)) dP=
∫
A
EX (T )h(X (s)) dP;
hence (X (t); t¿ 0) is strongly Markov as well.
It remains to check (2.7). Suppose that, to the contrary, there is a∈ (0;∞) such that
P(B1) := P

 lim
b→∞
b rational
Tb6 a

 = ¿ 0:
Choose a b∈ (0;∞) such that
P(B2) := P
(
sup
06t6a
L(t)6 b
)
¿ 1− :
Then the intersection of B1 and B2 is not empty. Fix !∈B1 ∩ B2, and let for n¿ 0
Sn=sup{t ∈ [T2n ; T2n+1): sign(X (2
n+1)(t)) = sign(X (2n+1)(T2n+1))}:
Recall that
X (2
n+1)(T2n+1)− X (2
n+1)(Sn)= −
∫ T2n+1
Sn
f([X (2
n+1)(t)]2n+1) dt + L(T2n+1)− L(Sn):
Now, |X (2n+1)(T2n+1)|¿ 2n+1. Further, either Sn=T2n , in which case
|X (2n+1)(Sn)|= |X (2n+1)(T2n)|= |X (2n)(T2n)|6 2n + 2b;
since by the choice of ! the L)evy process cannot have a jump of magnitude greater than
2b at the time T2n . For the same reason, if Sn ¿T2n , it must be that |X (2n+1)(Sn)|6 2b.
In any case, for all n large enough |X (2n+1)(T2n+1)−X (2n+1)(Sn)|¿ 2n− 2b¿ 2n−1. The
assumption that xf(x)¿ 0 for all x ensures that the sign of
∫ T2n+1
Sn
f([X (2
n+1)(t)]2n+1) dt
is the same as that of X (2
n+1)(T2n+1) − X (2n+1)(Sn). Therefore, for all n large enough
|L(T2n+1)− L(2n+1(Sn))|¿ 2n−1¿ 2b contradicting the choice of !. This proves (2.7).
The Markov property of the solution to our stochastic di$erential equation allows
us, in particular, to use the usual Markovian notation Px when we want to emphasize
that we are working with a solution to that equation with X (0)= x. We will use this
notation throughout the paper without further comments. We also note at this point
that it is an immediate application of Theorem 5.4 in Kurtz and Protter (1991) that
the Markov process (X (t); t¿ 0) is a Feller process. That is, for any bounded and
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continuous function f on the real line, the function y→Eyf(X (t)) is continuous for
every t¿ 0.
Even though Eq. (2.1) has a “nice” solution, direct understanding of many properties
of this solution is not easy. For this reason our approach is to approximate that solution
by “throwing away” the small jumps of the L)evy process L. SpeciAcally, given a L)evy
process satisfying (1.1) and a number ¿ 0 we consider a L)evy motion L satisfying
EeiL(1) = exp
{∫
|x|¿
(eix − 1− ix1(|x|6 1)) (dx) + ia
}
= exp
{∫ ∞
−∞
(eix − 1− ix1(|x|6 1)) (dx) + ia
}
; ∈R; (2.8)
where (A)= (A∩{|x|¿}) for a Borel set A. Note that  is a Anite measure, and
we will consider the corresponding stochastic di$erential equation driven by L
dX(t)= − f(X(t)) dt + dL(t): (2.9)
It is easy to construct the increments L(t)−L(s) for 06 s¡ t as measurable functions
of L(u)− L(v); s6 v¡u6 t. Hence, one may assume that (L(t); t¿ 0) is a L)evy
motion with respect to the same Altration (Ft ; t¿ 0) as (L(t); t¿ 0) is. For our
purposes the speciAc Altration does not matter. What is important for our purposes
that the solution to Eq. (2.9) converges weakly to that of (2.1). More precisely, if
(X (t); t¿ 0) is the solution to (2.1) and for ¿ 0, (X(t); t¿ 0) is the solution to
(2.9), then X(0)⇒X (0) as → 0 implies that (X(t); t¿ 0)⇒ (X (t); t¿ 0) weakly
in D[0;∞) as → 0. See Theorem 5.4 in Kurtz and Protter (1991). Moreover, since the
set of discontinuities of (X (t); t¿ 0) coincides with that of (L(t); t¿ 0), this means
that the process (X (t); t¿ 0) is a.s. continuous at every Axed t, and so X(t)⇒X (t)
as → 0 for every t¿ 0. See Theorem 12.5 in Billingsley (1999).
Of course, the point of switching from Eq. (2.1) to Eq. (2.9) is that L)evy process
(L(t); t¿ 0) has Anitely many jumps in any interval of a Anite length, and is linear
between two successive jumps. Thus, between any two successive jumps the process
(X(t); t¿ 0) satisAes a deterministic di$erential equation, which can be explicitly
solved. This allows us to get a good “handle” on the process (X(t); t¿ 0), and the
weak convergence of the latter to (X (t); t¿ 0) allows us to derive, thus, conclusions
about the solution to Eq. (2.1). It is clear that implementation of this approach will
require us to obtain “uniform in ” results for the solution of the easier Eq. (2.9), so
that the results will be preserved under the weak limit.
3. The probability tail at a nite positive time
The main result of this section determines the tail behavior of the solution to the
stochastic di$erential equation (2.1) at any Axed positive time t. It turns out that,
under our assumptions, this tail behavior is independent of both t and of the initial
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value X (0). Denote
h(u)=
∫ ∞
u
((y;∞))
f(y)
dy; u¿ 0: (3.1)
Note that by the assumptions (1.5) and (2.2)–(2.4) the function h is Anite for large u
and, moreover,
h is regularly varying at inAnity with exponent − (+ ) + 1: (3.2)
Theorem 3.1. Let (X (t); t¿ 0) be the solution to the stochastic di;erential equation
(2.1) with X (0)= x. We assume that the L>evy motion (L(t); t¿ 0) is symmetric and
that the assumptions (1.5) and (2.2)–(2.5) hold. Then for every t0¿ 0
lim
u→∞
Px(X (t)¿u)
h(u)
= 1 uniformly in x∈R and t¿ t0: (3.3)
Remark 3.2. Before proving the theorem, we would like to comment on the symmetry
assumption on the L)evy motion in Theorem 3.1. It is very easy to see from the proof
below that this assumption is redundant if the L)evy measure  is Anite (i.e. if the L)evy
process L is a compound Poisson process). The argument is even easier if the L)evy
process L is a subordinator. In this case, one does not need any assumptions on the
behavior of the function f for negative values of the argument.
We conjecture that the statement of Theorem 3.1 remains valid without the assump-
tion of symmetry of the L)evy process L in general. Technical issues in the proof have,
however, forced us to make this assumption in the present paper.
Remark 3.3. Notice that the function h in (3.1) can also be viewed as a functional of
the L)evy measure  of the process L and, as such, it is a linear functional. That is,
if one splits the process L into a sum of two independent L)evy processes, L1 and L2,
each one of which satisAes the assumptions of Theorem 3.1, then the asymptotic tail
of the solution to Eq. (2.1) will also decompose into the sum of the asymptotic tails
of the solutions to the same equation but driven by L1 and L2 accordingly. This is a
consequence of heavy tailed large deviations: only one of the “pieces”, L1 or L2, is
likely to have a jump that will contribute to a very large value of the solution.
Proof of Theorem 3.1. It is enough to prove the theorem for t0 = 1. We will use the
approximation described at the end of Section 2. The statement (3.3) (for t0 = 1) will
follow once we show that for every '¿ 0 there are u(')¿ 0 and (')¿ 0 such that∣∣∣∣Px(X(t)¿u)h(u) − 1
∣∣∣∣
6 ' for all u¿ u('); 0¡6 (') and all x∈R; t¿ 1: (3.4)
Here (X(t); t¿ 0) is the solution to the stochastic di$erential equation (2.9).
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We start with introducing some notation. Let 0¡T1¡ · · · ¡TN1 be the times of
the jumps of the L)evy process L in [0; t]. Note that N1 has the Poisson distribution
with the mean t), where
) = (R)= ({|x|¿}): (3.5)
Let, further, Wi be the size of the jump at time Ti; i=1; 2; : : : : Note that W1; W2; : : :,
are iid random variables, independent of the jump times T1; T2; : : : : Moreover, the
common distribution of the jump sizes is
F(A)=
(A ∩ {|x|¿})
)
; A a Borel set: (3.6)
Observe that, by the assumed symmetry of the L)evy process, F is a symmetric
distribution. DeAne also for a¿ 0
M (a)= sup{i6N1: |Wi|¿a} (= 0 if empty set) (3.7)
and
N (a)= sup{i6N1: Wi +Wi+1 + · · ·+WN1 ¿a} (= 0 if empty set): (3.8)
Let g be the function in (5.1), and let u0¿ 0 be such that
g(u)6 1 for all u¿ u0=2: (3.9)
Let further k be a positive integer satisfying
k ¿
+  − 1
 − 1 : (3.10)
Let 0¡.¡ 1, 0¡/¡ 1, 0¡¡ 1, .1; : : : ; .k−1, /1; : : : ; /k−1 and 1; : : : ; k−1 be
parameters satisfying the following restrictions:
/¡

1 + 
; (3.11)
.¡
/
4
; (3.12)
.+ /+ 1¡ 1; (3.13)
.j + /j ¡j for j=1; : : : ; k − 1; (3.14)
.¡
/j
4
for j=1; : : : ; k − 1; (3.15)
.+ /j + j ¡j−1 for j=2; : : : ; k − 1: (3.16)
Observe that there is a solution to the system of conditions (3.11)–(3.16) with
arbitrarily small / and 1, and with . arbitrarily small in relation to /∗=min(/; /1; : : : ;
/k−1). Indeed, let 1 be an arbitrary positive number. Let =1 (say), select
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sequentially 0¡/¡min(1; 13 ), 0¡1¡min(1;
1
3 ), j = j−1=2 for j=2; : : : ; k − 1,
0¡/j ¡j and 0¡.j ¡j− /j for j=1; : : : ; k−1, and, Anally, 0¡.¡min(1/∗; /=4;
1− /− 1;min(/1=4; : : : ; /k−1=4; 2 − /2; : : : ; k−1 − /k−1)).
We have for u¿ u0
Px(X(t)¿u)
=Px
(
X(t)¿u; |Wi|6 .u for all Ti ∈
(
t − g
(
u
1 + 
)
; t
])
+Px
(
X(t)¿u; |Wi|¿.u for some Ti ∈
(
t − g
(
u
1 + 
)
; t
])
:= p1(u) + p2(u); (3.17)
further we write
A.;/;;u=

 sup16i6N1
Ti ¿ t−g(u=(1+))
N1∑
j= i
Wj1(|Wj|6 .u)¿/u

 : (3.18)
We have
p1(u)6P(A.;/;;u) + Px
(
Ac.;/;;u ∩
{
X(t)¿u; TM (.u)¡t − g
(
u
1 + 
)})
:= P(A.;/;;u) + p11(u): (3.19)
Consider the event above whose probability is p11(u). Note that by (5.6), the system
without any jumps in the interval (t−g(u=(1+)); t] will end up, at time t, not higher
than at u=(1 + ). Hence, because of the restriction (3.11) we have by part (ii) of
Lemma 5.1
p11(u)= 0: (3.20)
Let, further, Iu be the number of jumps of the process L in the interval (t− g(u=(1+
)); t]. Note that Iu has the Poisson distribution with the mean )g(u=(1 + )). By the
symmetry of the random variables W1; W2; : : :, and by the independence of the jump
sizes and the jump times,
P(A.;/;;u)
6 2P

 Ju∑
j= 1
Wj1(|Wj|6 .u)¿/u


=2e−)g(u=(1+))
∞∑
n= 1
()g(u=(1 + )))n
n!
P

 n∑
j= 1
Wj1(|Wj|6 .u)¿/u

 : (3.21)
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By Lemma 5.2 for any n¿ 1
P

 n∑
j= 1
Wj1(|Wj|6 .u)¿/u


6 exp
{
− /
2.
arsinh
./u2
2 var(
∑n
j= 1 Wj1(|Wj|6 .u))
}
; (3.22)
and so the next step is to estimate the variance in the right-hand side above. By the
symmetry and independence
var

 n∑
j= 1
Wj1(|Wj|6 .u)

 = nE(W 21 1(|W1|6 .u))
=
2n
)
∫ .u

x2 (dx)6
2n
)
∫ .u
0
x2 (dx): (3.23)
Suppose Arst that the tail index in (1.5) satisAes 0¡¡ 2. Then by the Karamata
theorem (see e.g. Resnick, 1987, p.17),∫ .u
0
x2 (dx)∼ 
2−  .
2−u2((u;∞)) as u→∞:
Therefore, for all u¿u0(.) and all n¿ 1
P

 n∑
j= 1
Wj1(|Wj|6 .u)¿/u

6 exp{− /
2.
arsinh
.−1/)
Cn((u;∞))
}
: (3.24)
Here u0(.) is a Anite positive constant depending only on . and C is a Anite positive
constant. In general, we will use in the sequel the generic notation C(·) and u0(·) to
denote a Anite positive constant that may depend on the parameters in (·). Moreover,
the constants may change as we go along. By (5.10) there is a¿ 0 be such that
arsinh(x)¿ (log x)=2 for x¿ a. Then by (3.21) and (3.24)
P(A.;/;;u)6 2P
(
Iu ¿
.−1/)
C1a((u;∞))
)
+C2(.; /))−/=4. (((u;∞)))/=4.E(I /=4.u ); (3.25)
where C(.; /) is a Anite positive constant that may depend on . and /.
Using the assumption (3.12) and the bound (5.11) with p= /=4. we see that the
second term in the right-hand side of (3.25) can be bounded from above by
C(.; /)(((u;∞)))/=4.g
(
u
1 + 
)
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for u¿ u0(.) and 0¡6 0, some 0¿ 0. In general, 0 will stand, in the sequel,
for a (small) positive constant, that may change from time to time.
An exponential Markov inequality is enough to estimate the Arst term in the right-hand
side of (3.25). Letting
= log
(
.−1/
g(u=(1 + ))((u;∞))
)
¿ 0
if u¿ u0(.; /), we get
P
(
Iu ¿
.−1/)
Ca((u;∞))
)
6 exp
{
− .
−1/)
Ca((u;∞)) + (e
 − 1))g
(
u
1 + 
)}
6 exp
{
−C(.; /) )
((u;∞))
}
6C(.; /)
(
((u;∞))g
(
u
1 + 
))C(.;/))=((u;∞))
for u¿ u0(.; /) and 0¡6 0. Summarizing, we conclude that
P(A.;/;;u)6C(.; /)(((u;∞)))/=4.g
(
u
1 + 
)
if 0¡¡ 2 (3.26)
for all u¿ u0(.; /) and 0¡6 0.
On the other hand, if ¿ 2, then
∫ .u
0 x
2 (dx) converges, as u→∞, to a Anite
positive limit. Therefore, for all u¿ u0(.) and n¿ 1 we have
P

 n∑
j= 1
Wj1(|Wj|6 .u)¿/u

6 exp{− /
2.
arsinh
./u2)
Cn
}
and the same argument as that leading to (3.26) shows that
P(A.;/;;u)6C(.; /)u−/=4.g
(
u
1 + 
)
if ¿ 2 (3.27)
for all u¿ u0(.; /) and 0¡6 0.
Finally, if =2, then∫ .u
0
x2 (dx)∼L(u) for some slowly varying L
as u→∞. This implies, as above, that for all u¿ u0(.) and n¿ 1 we have
P

 n∑
j= 1
Wj1(|Wj|6 .u)¿/u

6 exp{− /
2.
arsinh
./u2)
CnL(u)
}
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and
P(A.;/;;u)6C(.; /)u−/=4.L(u)/=4.g
(
u
1 + 
)
if =2 (3.28)
for all u¿ u0(.; /) and 0¡6 0. Overall,
p1(u)6


C(.; /)(((u;∞)))/=4.g( u1+) if 0¡¡ 2
C(.; /)u−/=4.g( u1+) if ¿ 2
C(.; /) u−/=4.L(u)/=4.g( u1+) if =2
(3.29)
for all u¿ u0(.; /) and 0¡6 0.
We now switch to estimating the probability p2(u) in the right-hand side of (3.17).
Let k be a positive integer satisfying (3.10). DeAne recursively for a¿ 0, M1(a)=M (a)
(given by (3.7)) and for j¿ 2
Mj(a)= sup{i6Mj−1: |Wi|¿a} (= 0 if empty set):
Write
p2(u)
6P
(
t − TM1(.u)6 g
(
u
1 + 
)
; TMj−1(.u) − TMj(.u)6 g(.ju); j=2; : : : ; k
)
+Px
(
X(t)¿u; t − TM1(.u)6 g
(
u
1 + 
)
;
TMj−1(.u) − TMj(.u)¿g(.ju); some j=2; : : : ; k
)
:= p21(u) + p22(u): (3.30)
Here (.j) is a sequence of positive numbers that keep system (3.11)–(3.16) feasible,
and T0 = 0. Obviously,
p21(u) = (1− e−((.u;∞))g(u=(1+)))
k∏
j= 2
(1− e−((.u;∞))g(.ju))
6 (((.u;∞)))kg
(
u
1 + 
) k∏
j= 2
g(.ju): (3.31)
Furthermore,
p22(u)
6Px
(
X(t)¿u; t − TM1(.u)6 g
(
u
1 + 
)
; X(TM1(.u)−)6 1u
)
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+
k∑
j= 2
Px
(
X(t)¿u; t − TM1(.u)6 g
(
u
1 + 
)
; X(TM1(.u)−)¿1u;
TMi−1(.u) − TMi(.u)6 g(.j−1u); i=2; : : : ; j − 1;
TMj−1(.u) − TMj(.u)¿g(.j−1u)
)
:= p221(u) +
k∑
j= 2
p( j)222(u): (3.32)
Here (j) is a sequence of positive numbers that keeps system (3.11)–(3.16) feasible.
Let A.;/;;u be the event in (3.18). Clearly,
p221(u)6P(A.;/;;u) + Px
(
Ac.;/;;u ∩
{
X(t)¿u; t − TM1(.u)6 g
(
u
1 + 
)
;
X(TM1(.u)−)6 1u
})
:= P(A.;/;;u) + pmain(u): (3.33)
Recall that an upper bound on P(A.;/;;u) is given by (3.26), (3.27) and (3.28). We
proceed now to estimate pmain(u) in (3.33). As implied by the notation, this is the
main term. It follows from (5.6) and Lemma 5.1, part (ii), that for all u¿ u0 on the
event whose probability pmain(u) measures, the magnitude WM1(.u) of the jump at time
TM1(.u) has to satisfy
t − TM1(.u) + g(1u+WM1(.u))6 g((1− /)u);
hence
t − TM1(.u)6 (1− /)u (3.34)
and
WM1(.u)¿ g
−1(g((1− /)u)− (t − TM1(.u)))− 1u: (3.35)
In particular, g−1 is well deAned on the range in question. Using the restriction (3.13)
we conclude that
pmain(u)
6
∫ g((1−/)u)
0
((.u;∞))e−((.u;∞))s ((g
−1(g((1− /)u)− s)− 1u;∞))
((.u;∞)) ds
6
∫ g((1−/)u)
0
((g−1(g((1− /)u)− s)− 1u;∞)) ds
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=
∫ ∞
(1−/)u
((y − 1u;∞))
f(y)
dy6
∫ ∞
(1−/)u
((y(1− 1=(1− /));∞))
f(y)
dy
6
(
1 +
'
4
)(
1− 1
1− /
)− ∫ ∞
(1−/)u
((y;∞))
f(y)
dy
=
(
1 +
'
4
)(
1− 1
1− /
)−
h((1− /)u) (3.36)
for all u¿ u0(/; 1; '), where '¿ 0 is a given number. Using (3.26), (3.27), (3.28)
and (3.36) we conclude that
p221(u)6
(
1 +
'
4
)(
1− 1
1− /
)−
h((1− /)u)
+C(.; /)(((u;∞)))/=4.g
(
u
1 + 
)
if 0¡¡ 2
+C(.; /)u−/=4.g
(
u
1 + 
)
if ¿ 2
+C(.; /) u−/=4.L(u)/=4.g
(
u
1 + 
)
if =2 (3.37)
for all u¿ u0(/; 1; ') and 0¡6 0.
Next we consider the probabilities p( j)222(u) in the right-hand side of (3.32). Note that
p(2)222(u)6P
(
t − TM1(.u)6 g
(
u
1 + 
))
Px(TM1(.u) − TM2(.u)¿g(.1u); X(TM1(.u)−)¿1u)
and now the same argument as that leading to (3.29) shows that for any /1¿ 0
satisfying (3.14) and (3.15) (with j=1) we have
Px(TM1(.u) − TM2(.u)¿g(.1u); X(TM1(.u)−)¿1u)
6


C(.; .1; /1)(((1u;∞)))/1=4.g(.1u) if 0¡¡ 2;
C(.; .1; /1; 1) u−/1=4.g(.1u) if ¿ 2;
C(.; .1; /1; 1) u−/1=4.(L(u))/1=4.g(.1u) if =2
for u¿ u0(.; .1; /1) and 0¡6 0 and, hence,
p(2)222(u)6


C(.; .1; /1; 1)(((u;∞)))1+/1=4.(g(u))2 if 0¡¡ 2;
C(.; .1; /1; 1) u−/1=4.(g(u))2((u;∞)) if ¿ 2;
C(.; .1; /1; 1) u−/1=4.(L(u))/1=4.(g(u))2((u;∞)) if =2 (3.38)
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for u¿ u0(.; .1; /1; 1) and 0¡6 0. Furthermore, for j=3; : : : ; k we have
p( j)222(u)6Px
(
t − TM1(.u)6 g
(
u
1 + 
)
;
TMj−1(.u) − TMj(.u)¿g(.j−1u); X(TMj−1(.u)−)¿j−1u
)
+
j−1∑
m= 2
Px
(
X(t)¿u; t − TM1(.u)6 g
(
u
1 + 
)
; X(TM1(.u)−)¿1u;
TMi−1(.u) − TMi(.u)6 g(.j−1u); i=2; : : : ; j − 1; TMj−1(.u) − TMj(.u)¿g(.j−1u);
X(TMm(.u)−)6 mu; X(TMm−1(.u)−)¿m−1u
)
:= p( j;1)222 (u) +
j−1∑
m= 2
p( j;m)222 (u): (3.39)
Using, once again, the argument leading to (3.38) we see that for any /j−1¿ 0
satisfying the restrictions (3.14) and (3.15) we have
p( j;1)222 (u)
6


C(.; .j−1; /j−1; j−1)(((u;∞)))1+/j−1=4.(g(u))2 if 0¡¡ 2;
C(.; .j−1; /j−1; j−1) u−/j−1=4.(g(u))2((u;∞)) if ¿ 2;
C(.; .j−1; /j−1; j−1) u−/j−1=4.(L(u))/j−1=4.(g(u))2((u;∞)) if =2
(3.40)
for u¿ u0(.; .j−1; /j−1; j−1), 0¡6 0 and j=3; : : : ; k.
On the other hand, for j=3; : : : ; k and m=2; : : : ; j − 1 we have
p( j;m)222 (u)6P
(
t − TM1(.u)6 g
(
u
1 + 
))
Px(TMm−1(.u) − TMm(.u)¿g(.m−1u); X(TMm(.u)−)6 mu;
X(TMm−1(.u)−)¿m−1u):
If /m¿ 0 satisAes (3.16), then the same argument as that leading to (3.37) shows that
p( j;m)222 (u)
6C(.; /m; m−1; m)g
(
u
1 + 
)
h(u)
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+


C(.; .m−1; /m; m−1; m)(((u;∞)))/m=4.g( u1+) if 0¡¡ 2;
C(.; .m−1; /m; m−1; m)u−/m=4.g( u1+) if ¿ 2;
C(.; .m−1; /m; m−1; m) u−/m=4.L(u)/m=4.g( u1+) if =2
(3.41)
for u¿ u0(.; .m−1; /m; m−1; m), 0¡6 0 and j=3; : : : ; k; m=2; : : : ; j − 1.
Summarizing our Andings, for any '¿ 0 and for any choice of 0¡.¡ 1, 0¡/¡ 1,
0¡¡ 1, .1; : : : ; .k−1, /1; : : : ; /k−1 and 1; : : : ; k−1 satisfying the restrictions
(3.11)–(3.16) we have, by (3.17), (3.29), (3.30), (3.31), (3.32), (3.37), (3.38), (3.39),
(3.40) and (3.41) that
Px(X(t)¿u)6
(
1 +
'
4
)(
1− 1
1− /
)−
h((1− /)u)
+ (((.u;∞)))kg
(
u
1 + 
) k∏
j= 2
g(.ju)
+


C(parameters) (((u;∞)))/∗=4.g(u) if 0¡¡ 2;
C(parameters) u−/∗=4.g(u) if ¿ 2;
C(parameters) u−/∗=4.L(u)/∗=4.g(u) if =2
(3.42)
for all u¿ u0('; parameters) and all 06 6 0. Here /∗=min(/; /1; : : : ; /k−1), and
C(parameters) may depend on all parameters 0¡.¡ 1, 0¡/¡ 1, 0¡¡ 1, .1; : : : ;
.k−1, /1; : : : ; /k−1 and 1; : : : ; k−1, and u0('; parameters) may depend, in addition, on '.
Recall that the function h is regularly varying at inAnity with exponent −(+)+1
and that the function g is regularly varying at inAnity with exponent − + 1. Hence
by the choice (3.10) of k, we can select Arst 1 and / small enough, and then . small
enough (we know from our previous discussion that this is feasible) to conclude that
for every '¿ 0 there are u(')¿ 0 and (')¿ 0 such that
Px(X(t)¿u)
h(u)
6 1 + ' for all u¿ u('); 0¡6 (') and all x∈R; t¿ 1; (3.43)
hence establishing the upper bound in (3.4).
We remark at this point that, if instead of a regular variation of the function f at
inAnity we only knew that f(x)¿fˆ(x) for all x¿ 0 for some function fˆ which is
regularly varying at inAnity with exponent greater than one, then we would still have
the upper bound (3.43) with the function h deAned now by
h(u)=
∫ ∞
u
((y;∞))
fˆ(y)
dy; u¿ 0:
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We now proceed to establish a corresponding lower bound. For every 0¡.¡ 1,
0¡¡ 1 and 0¡7¡ 1 we have by the strong Markov property and by Lemma
5.1 (i)
Px(X(t)¿u)¿ Px(X(t)¿u; TM (.u)¿ t − g(u(1 + )); X(TM (.u)−)¿− 7u)
¿
∫ g(u(1+))
0
((.;∞))e−((.;∞))s Px(X(t − s−)¿− 7u) ds
×
∫ ∞
.u
Py−7u(X.u(s)¿u)
(dy)
((.;∞)) : (3.44)
Observe that X has under the measure Px the same law as −X under the measure
P−x. Hence we conclude by the remark following (3.43) that for all 0¡6 0 and
u¿ u0 we have
Px(X(t − s−)¿− 7u)¿ 1− r(u) (3.45)
for all 0¡s¡g(u(1+)), where r= r(u) is function converging to zero. In the sequel
such a function may be di$erent every time it appears.
Observe, further, that by (5.6) and Lemma 5.1, part (ii), if
y¿ 7u+ g−1(g(u(1 + ))− s); (3.46)
then, under the law Py−7u, the event {X.u(s)¿u} contains, modulo a set of measure
zero, the event
 sup16i6N1
Ti ¿ t−g(u(1+))
N1∑
j= i
Wj1(|Wj|6 .u)6 u


(compare with (3.18)), and, hence, for all s and y satisfying (3.46) we have
Py−7u(X.u(s)¿u)¿ 1− P

 sup
16i6N1
Ti ¿ t−g(u(1+))
N1∑
j= i
Wj1(|Wj|6 .u)6 u

 :
Therefore, we conclude by (3.26), (3.27) and (3.28) that for 0¡6 0 and u¿
u0(.; )
Py−7u(X.u(s)¿u)¿ 1− r(u) (3.47)
for all s and y satisfying (3.46), as long as . is small relatively to . We conclude by
(3.44), (3.45) and (3.47) that for every 0¡.¡ 1, 0¡¡ 1 and 0¡7¡ 1 such that
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. is small relatively to , and all 0¡6 0 and u¿ u0(.; ) we have
Px(X(t)¿u)¿ (1− r(u))2
×
∫ g(u(1+))
0
e−((.;∞))s ((7u+ g−1(g(u(1 + ))− s);∞)) ds
¿ (1− r(u))2e−((.;∞))g(u(1+))
∫ g(u(1+))
0
((7u+ g−1(s);∞)) ds
= (1− r(u))2e−((.;∞))g(u(1+))
∫ ∞
u(1+)
((7u+ y;∞))
f(y)
dy
¿ (1− r(u))3
∫ ∞
u(1+)
((y(1 + 7=(1 + ));∞))
f(y)
dy
¿ (1− r(u))4
(
1 +
7
1 + 
)− ∫ ∞
u(1+)
((y;∞))
f(y)
dy
= (1− r(u))4
(
1 +
7
1 + 
)−
h(u(1 + )): (3.48)
Choosing 7¿ 0 small, .¿ 0 small and, then, ¿ 0 small, and using regular variation
of h, we conclude that for every '¿ 0 there are u(')¿ 0 and (')¿ 0 such that
Px(X(t)¿u)
h(u)
¿ 1− '
for all u¿ u('); 0¡6 (') and all x∈R; t¿ 1: (3.49)
Clearly the upper bound (3.43) and the lower bound (3.49) together establish the claim
(3.4) and, hence, complete the proof of the theorem.
4. The stationary solution
In this section we show that the Markov process (X (t); t¿ 0) solving the stochastic
di$erential equation (2.1) has a unique stationary distribution.
To this end let, once again, ¿ 0 and let (X(t); t¿ 0) be the solution to the
approximating equation (2.9). We start with showing that, at least for small ¿ 0, this
process has a (unique) stationary distribution. The idea is to exploit the regenerative
structure of the latter process. It follows from (3.4) that there is 0¿ 0 such that the
family of laws of X(t) under Px for all 0¡6 0, x∈R and t¿ 1 is tight. From
now on we choose 0¡6 0.
DeAne recursively V0 = 0 and for i¿ 1
Vi = inf{t¿Vi−1 + 1: X(t)= 1}
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if Vi−1¡∞. If Vi−1 =∞ we also let Vi =∞. By the strong Markov property we
see that V1; V2; : : : are (delayed) regeneration times of the process (X(t); t¿ 0). In
particular, ((Vi+1 − Vi); i¿ 1) are iid random variables. We claim that
Vi ¡∞ a:s:; i=0; 1; 2; : : : ; and E(Vi − Vi−1)¡∞ for i=1; 2; : : : : (4.1)
Notice that, in that case, it will follow by the Smith theorem (see e.g. Corollary 3.12.3
in Resnick, 1992) that the process (X(t); t¿ 0) has a limiting distribution. Since
this Markov process is Feller, this limiting distribution is, automatically, a stationary
distribution and it is, obviously, unique.
We proceed, therefore, to prove (4.1). Let i¿ 1. On the event {Vi−1¡∞} we
deAne recursively
A(i)1 = inf{t¿Vi−1 + 1: X(t)¿ 1}
and for j¿ 2 we let
A(i)j = inf{t¿A(i)j−1 + g(1) + 1: X(t)¿ 1}
if A(i)j−1¡∞ and, as usually, we let A(i)j =∞ if A(i)j−1 =∞. Here, once again, g is given
by (5.1) below.
Let i¿ 2. By the strong Markov property for every k¿ 1 there is a nonrandom
number pk such that for any x∈R
pk =Px(A
(i)
1 − Vi−1¿ 2k + 1|FVi−1 )
on the event {Vi−1¡∞}. Using once again the strong Markov property we have for
k¿ 2
pk = Ex(1(A
(i)
1 − Vi−1¿ 2k − 1)PX(Vi−1+2k−1)(X(t)6 1
for all 06 t6 2)|FVi−1 ):
By the tightness guaranteed by the choice of  above, there is M ¿0 such that
Px(|X(1)|6M)¿ 12 for all x∈R:
Therefore, for all x∈R we have
Px(X(t)6 1 for all 06 t6 2)
6 1− Px(X(t)¿ 1 for some 16 t6 2)
6 1− Px(X(1)¿−M)P(L has one jump in the interval (1; 2]
and its size exceeds M + 1)
6 1− e
−)
2
((M + 1;∞)) := ;M ¡ 1:
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We conclude that the numbers pk satisfy pk6 ;Mpk−1 for all k¿ 2 and, hence, for
some C¿ 0
pk6C;k−1M for k¿ 1: (4.2)
An identical argument shows both that (4.2) holds also for i=1 (perhaps with some
other constant C¿ 0) and also that for i¿ 1 and j¿ 2
P(A(i)j − (A(i)j−1 + g(1))¿ 2k + 1|FA(i)j−1+g(1))6C;
k−1
M for k¿ 1 (4.3)
on the event {A(i)j−1¡∞}. Here C¿ 0 is a Anite positive constant (in particular, it
does not depend on i and j). In particular, we conclude that A(i)j ¡∞ a.s. on the event
{Vi−1¡∞}.
The next step is to observe that for every x¿ 1
Px(X(t)= 1 for some 06 t6 g(1))
¿P(L has no jumps in the interval [0; g(1)])= e−)g(1): (4.4)
Keeping i¿ 1 Axed we deAne
Bj = {A(i)j ¡∞ and X(t)= 1 for some A(i)j 6 t6A(i)j + g(1)}; j=1; 2; : : : :
It follows from (4.4) and the strong Markov property that for every x∈R
Px(Bj|FA(i)j )¿ e
−)g(1) (4.5)
a.s. on the event {A(i)j ¡∞}. Therefore, a random variable
N (!)=
{
n if !∈Bn ∩ (∩n−1j= 1 Bcj); n=1; 2; : : : ;
∞ if !∈ ∩∞j= 1 Bcj ;
(4.6)
deAned on the event {Vi−1¡∞} is a.s. Anite and, furthermore, on that event
Vi6A
(i)
N + g(1): (4.7)
We conclude that for every i¿ 1, Vi is a.s. Anite on the event {Vi−1¡∞}, and an
inductive argument shows that Vi ¡∞ a.s. for all i=0; 1; 2; : : : . Furthermore, it follows
from (4.7) that, with A(i)0 =Vi−1,
E(Vi − Vi−1)6 E

 N∑
j= 1
(A(i)j − A(i)j−1) + g(1)


= g(1) +
∞∑
j= 1
E((A(i)j − A(i)j−1)1(N ¿j − 1)):
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However, we have by (4.3) that for some Anite constant C¿ 0, for all j¿ 1
E((A(i)j − A(i)j−1)1(N ¿j − 1)) = E(1(N ¿j − 1)E((A(i)j − A(i)j−1)|FA(i)j−1+g(1)))
6 CP(N ¿j − 1):
Hence
E(Vi − Vi−1)6 g(1) + CEN ¡∞
by (4.6). This proves (4.1) and, hence, the stochastic di$erential equation (2.9) has a
(unique) stationary distribution <, at least for 0¡6 0.
We are now in a position to show that the process (X (t); t¿ 0) solving the
stochastic di$erential equation (2.1) has a stationary distribution. To this end, let <
be the stationary distribution for (X(t); t¿ 0), 0¡6 0. It follows from (3.4) that
the family (<; 0¡6 0) is tight, at least if we reduce 0. Let (<n ; n¿ 1) be a
weakly convergent sequence, for some n ↓ 0; n→∞. Then <n ⇒ < as n→∞ for
some probability measure <.
In the stochastic di$erential equation (2.9) we choose the initial value distributed
according to <n for n¿ 1. We now apply, once again, Theorem 5.4 in Kurtz and
Protter (1991) to conclude that the resulting sequence ((Xn(t); t¿ 0); n¿ 1) of
stationary processes converges weakly in D[0;∞) to the solution (X (t); t¿ 0) of Eq.
(2.1) for which the initial has the distribution <. Since the process (X (t); t¿ 0) is
a.s. continuous at each t¿ 0 we conclude that X (t) has the law < for each t¿ 0 and,
hence, < is a stationary distribution for the Markov process (X (t); t¿ 0).
In order to show that a stationary distribution of the Markov process (X (t); t¿ 0)
solving the stochastic di$erential equation (2.1) is unique, we use a coupling argu-
ment. Coupling is a powerful technique of treating stationary distributions of Markov
processes as well as other limit phenomena. One indication of its successes are the two
recent books, Lindvall (1992) and Thorisson (2000). We will use a simple version of
approximate coupling, described in the lemma below. It is similar to the .-coupling in
Lindvall (1992, p. 74). Note, however, that Thorisson (2000) uses the term .-coupling
in a di$erent sense.
Lemma 4.1. Let (X (t); t¿ 0) and (Y (t); t¿ 0) be two stochastic processes on a
probability space (;F; P) such that X (t) d= X (0) and Y (t) d= Y (0) for all t¿ 0.
Let .¿ 0, and suppose that there is an event + ∈F with P(+)=1 and a random
variable T. =T.(!)∈ [0;∞) such that for all !∈+ and t¿T.(!) we have |X (t; !)−
Y (t; !)|6 .. Then
P(X (0)¿x + .)6P(Y (0)¿x)6P(X (0)¿x − .) (4.8)
for all x∈R.
Proof. Notice that
lim sup
n→∞
P(|X (n)− Y (n)|¿.)6P
(
lim sup
n→∞
{|X (n)− Y (n)|¿.}
)
6P(c+)=0:
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Therefore, P(|X (n) − Y (n)|¿.)→ 0 as n→∞. Now (4.8) follows from the obvious
observation that for every x∈R
P(|X (n)− Y (n)|¿.)
¿max(P(X (n)¿x + .)− P(Y (n)¿x); P(Y (n)¿x)− P(X (n)¿x − .))
=max(P(X (0)¿x + .)− P(Y (0)¿x); P(Y (0)¿x)− P(X (0)¿x − .)):
Consider now two stochastic processes solving Eq. (2.1) with two di$erent initial
points,
dX (i)(t)= − f(X (i)(t)) dt + dL(t); X (i)(0)= xi; i=1; 2;
driven by the same L)evy motion L. We claim that
if for some .¿ 0; |x1 − x2|6 . then|X (1)(t)− X (2)(t)|
6 . a:s: for all t¿ 0: (4.9)
Indeed, let for ¿ 0
dX (i) (t)= − f(X (i) (t)) dt + dL(t); X (i) (0)= xi; i=1; 2;
keeping the same driving process L and the same initial values x1 and x2. It follows
from Theorem 5.4 of Kurtz and Protter (1991) that for each t¿ 0: (X (1) (t); X
(2)
 (t))⇒
(X (1)(t); X (2)(t)) as → 0. Hence
P(|X (1)(t)− X (2)(t)|6 .)¿ lim sup
→ 0
P(|X (1) (t)− X (2) (t)|6 .)
and the fact that the latter limit is equal to one is an immediate conclusion from part
(ii) of Lemma 5.1
We have now all the ingredients needed to prove the uniqueness of a stationary
distribution of the Markov process (X (t); t¿ 0) solving the stochastic di$erential
equation (2.1). Let < and  be two such stationary distributions. DeAne
dX (t)= − f(X (t)) dt + dL(1)(t); X (0)∼ <;
dY (t)= − f(Y (t)) dt + dL(2)(t); Y (0)∼ 
with L(1) and L(2) being independent copies of the L)evy motion L. Let
T. = inf
{
t¿ 0: |X (t)|6 .
2
; |Y (t)|6 .
2
}
:
It follows from Lemma 5.3 that T. ¡∞ a.s. By the strong Markov property
L(i)∗ (t)=
{
L(i)(t) if 06 t6T.;
L(i)(T.) + (L(1)(t)− L(1)(T.)) if t ¿T.
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for i=1; 2 form a pair of (nonindependent) copies of the L)evy motion L. Let
dX∗(t)= − f(X∗(t)) dt + dL(1)∗ (t); X∗(0)=X (0)∼ <;
dY∗(t)= − f(Y∗(t)) dt + dL(2)∗ (t); Y∗(0)=Y (0)∼ :
Note that (X∗(t); t¿ 0) coincides with (X (t); t¿ 0) on the interval [0; T.] and
(Y∗(t); t¿ 0) coincides with (Y (t); t¿ 0) on the same interval. Using (4.9) and
the strong Markov property we conclude that on an event of probability 1 we have
|X∗(t)− Y∗(t)|6 . for all t¿T.. Applying Lemma 4.1 we conclude that
<{(x + .;∞)}6 {(x;∞)}6 <{(x − .;∞)} (4.10)
for all x∈R, and since (4.10) holds for all .¿ 0 we let .→ 0 to conclude that <= .
We have, therefore,
Theorem 4.1. Assume that the L>evy motion (L(t); t¿ 0) is symmetric and that As-
sumptions (1.5) and (2.2)–(2.5) hold. Then the Markov process (X (t); t¿ 0) solving
the stochastic di;erential equation (2.1) has a unique stationary distribution <. This
stationary distribution satis@es
lim
u→∞
<{(u;∞)}
h(u)
= 1; (4.11)
where the function h is de@ned in (3.1).
Proof. Existence and uniqueness of the stationary distribution has been established
above, and (4.11) follows from Theorem 3.1.
Various suJcient conditions for existence of the stationary distribution have been
established in Brockwell et al. (1982), under the assumption that the L)evy process is
a subordinator, and, hence, the state space of the solution to the stochastic di$erential
equation is a subset of [0;∞). The above paper allows a very general “release rate”
function f. Results on tail behavior of the stationary distribution are established in
Asmussen (1998), under the assumption that the L)evy process L is both a subordinator
and compound Poisson, with a Anite mean. These results allow general subexponential
tails of the L)evy measure , and a very general function f (which is only required
to be at least at a positive distance above the mean for large values of the argument
to guarantee existence of a stationary distribution). If a certain level crossings identity
holds, then the above paper establishes a density version of (4.11).
The following example illustrates what may happen if the function f in Eq. (2.1)
does not increase as fast as required in Theorems 3.1 and 4.1.
Example 4.2. Let
dX (t)= − aX (t) dt + dL(t); some a¿ 0;
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X (0)= x. The solution is the Ornstein–Uhlenbeck process
X (t)= xe−at +
∫ t
0
e−a(t−u) dL(u); t¿ 0;
which is itself an inAnitely divisible process. An easy computation of the L)evy measure
t of X (t) gives us
t((u;∞))=
∫ t
0
((ueax;∞)) dx∼ 1
a
(1− e−at)((u;∞))
as u→∞, and hence by, say, Embrechts et al. (1979),
Px(X (t)¿u)∼ t((u;∞))∼ 1a (1− e
−at)((u;∞)) (4.12)
as u→∞. On the other hand,
h(u)∼ 1
a
((u;∞)) (4.13)
as u→∞. In this example the di$erence between (4.12) and (4.13) disappears as
t→∞.
5. Lemmas and auxiliary results
We start with some simple facts about certain ordinary di$erential equations and
related dynamical systems. Let f be a function satisfying (2.2), (2.3) and (2.4).
Denote
g(u)=
∫ ∞
u
1
f(y)
dy; u¿ 0: (5.1)
It follows from the assumptions (2.2)–(2.4) the function g is Anite, continuous and
strictly increasing for large u. In particular, it has an inverse, g−1 deAned in a right
neighborhood of the origin. Furthermore, g(u) ↑ ∞ as u ↓ 0, and, moreover,
g is regularly varying at inAnity with exponent −  + 1: (5.2)
Let A¿ 0 and 0= S0¡S1¡ · · · ¡Sn¡A¡Sn+1. Consider the system y(0)=y0,
y′(t)= − f(y(t)); t ∈ (Si−1; Si); i=1; : : : ; n; n+ 1; (5.3)
and
y(Si)=y(Si−) + ji; i=1; : : : ; n (5.4)
for some sequence of real numbers j1; : : : ; jn. This system of equations has a unique
solution. This solution satisAes, in particular,
g(y(A))= g(y(Sn)) + A− Sn: (5.5)
In particular, for any u¿ 0
if y(A)¿u then A− Sn6 g(u): (5.6)
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Lemma 5.1. Let f be a function satisfying (2.2) and (2.3).
(i) Let
x′(t)= − f(x(t)); t ¿ 0; x(0)= x0; (5.7)
z′(t)= − f(z(t)); t ¿ 0; z(0)= z0: (5.8)
If x0¿ z0 then for all t¿ 0 we have 06 x(t)− z(t)6 x0 − z0.
(ii) Let x(t); t¿ 0 satisfy (5.7) and let y(t); t¿ 0 satisfy (5.3) and (5.3) with
y0 = x0, Then
− max
k = 1;:::; n
(
n∑
i= k
ji
)
−
6y(A)− x(A)6 max
k = 1;:::; n
(
n∑
i= k
ji
)
+
: (5.9)
(iii) In the system (5.3) and (5.4) let N (a)= sup{i6 n: ji+· · ·+jn ¿a} (= 0 if the
set is empty) for a¿ 0. For a; b¿ 0 and SN (a)6 s6A, if y(s)6 b then y(A)6 a+b.
Proof. Part (i) is obvious. For part (ii) we proceed by induction. For n=1 the state-
ment of part (ii) is an immediate consequence of part (i). Assuming that the statement
of part (ii) holds for some n= n0¿ 1 we have, in the case n= n0+1, by the assumption
of the induction
− max
k = 1;:::; n0
(
n0∑
i= k
ji
)
−
6y(Sn0+1−)− x(Sn0+1−)6 max
k = 1;:::; n0
(
n0∑
i= k
ji
)
+
and, hence,
y(Sn0+1)− x(Sn0+1)6 max
k = 1;:::; n0
(
n0∑
i= k
ji
)
+
+ jn0+16 max
k = 1;:::; n0+1
(
n0+1∑
i= k
ji
)
+
and
y(Sn0+1)− x(Sn0+1)¿− max
k = 1;:::; n0
(
n0∑
i= k
ji
)
−
+ jn0+1¿− max
k = 1;:::; n0+1
(
n0+1∑
i= k
ji
)
−
:
Now the statement of part (ii) for n= n0 + 1 follows by part (i).
Finally, part (iii) of the lemma follows from its part (ii) (speciAcally, from the
right-hand side inequality in (5.9)).
The next lemma is very useful when dealing with sums of truncated random
variables. It is due to Prokhorov (1959). See also Petrov (1995).
Lemma 5.2. Let Y1; : : : ; Yn be independent zero mean random variables, such that
|Yj|6 c for some c¿ 0. Then
P(Y1 + : : :+ Yn¿))6 exp
{
− )
2c
arsinh
c)
2var(Y1 + : : :+ Yn)
}
; )¿ 0:
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A trivial but useful fact in connection with this lemma is that
arsinh(x)∼ log x as x→∞: (5.10)
Let, for )¿ 0, X) be a Poisson random variable with mean ). A direct inspection
of the limiting cases )→ 0 and )→∞ shows that for any p¿ 1 there is a constant
Cp¿ 0 such that
EXp) 6Cp()+ )
p); any )¿ 0: (5.11)
The next lemma provides a uniform lower bound for the probabilities of balls
centered at the origin for the solution of Eq. (2.1). Note that the argument does not
require any assumptions on the L)evy process L (apart from its symmetry) and it does
not use regular variation of the function f (only Aniteness of the function g in (5.1)
is required). More precisely, let
g1(u)=
∫ ∞
u
1
min(f(y);−f(−y)) dy; u¿ 0: (5.12)
Lemma 5.3. Let (X (t); t¿ 0) be the solution to stochastic di;erential equation (2.1).
For every .¿ 0 there is p. ¿ 0 such that
Px(X (t)∈ [− .; .])¿p. for all t¿ g1
( .
2
)
and x∈R:
Proof. By Theorem 5.4 in Kurtz and Protter (1991) our claim will follow once we
show that for every .¿ 0 there is 0(.)¿ 0 and p. ¿ 0 such that
Px(X(t)∈ [− .; .])
¿p. for all 0¡6 0(.); t¿ g1
( .
2
)
and x∈R: (5.13)
To this end note that it follows from (5.6) that, if X(t−g1(.=2))¿ 0, then without any
jumps of L in the interval [t − g1(.=2); t] one would have 06X (t)6 .=2. Similarly,
if X(t− g1(.=2))6 0, then without any jumps of L in the interval [t− g1(.=2); t] one
would have −.=26X (t)6 0. We conclude by part (ii) of Lemma 5.1 that
Px(X(t)∈ [− .; .])¿P
(
max
j6N.;
|W1 + · · ·+Wj|6 .2
)
; (5.14)
where W1; W2; : : : are iid random variables with the common law F given by (3.6)
independent of a Poisson random variable N.; with the mean g1(.=2)).
Let K ¿ 0. We have for all 0¡6 .=K
P
(
max
j6N.;
|W1 + · · ·+Wj|6 .2
)
¿P
(
max
j6N.;
|Wj|6 .K
)
P
(
max
j6N (1).;
|W (1)1 + · · ·+W (1)j |6
.
2
)
; (5.15)
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where W (1)1 ; W
(1)
2 ; : : : are iid random variables with the common law
F;K (A)=
F(A ∩ [− .=K; .=K])
F([− .=K; .=K]) ; A a Borel set;
independent of a Poisson random variable N (1).; with the mean g1(.=2))F([−.=K; .=K]).
By the choice of  we have
P
(
max
j6N.;
|Wj|6 .K
)
=e−g1(.=2)((.=K;∞)): (5.16)
Furthermore, by the symmetry
P
(
max
j6N (1).;
|W (1)1 + · · ·+W (1)j |¿
.
2
)
6 4P
(
|W (1)1 + · · ·+W (1)N (1).;  |¿
.
2
)
: (5.17)
Observe that W (1)1 + · · ·+W (1)N (1).;  is an inAnitely divisible random variable with the L)evy
measure
g1
( .
2
)
)F
(
· ∩
[
− .
K
;
.
K
])
= g1
( .
2
)

(
· ∩
([
− .
K
;−
]
∪
[
;
.
K
]))
:
As → 0 this L)evy measure converges vaguely to
g1
( .
2
)

(
· ∩
[
− .
K
;
.
K
])
;
which is the L)evy measure of some inAnitely divisible random variable, say, ZK . Notice
that ZK ⇒ 0 as K→∞. Hence there is K large enough so that P(|ZK |¿ .=2)6 116 .
Fixing that K and noticing that W (1)1 + · · ·+W (1)N (1).;  ⇒ZK as → 0 we see that there is
0¡0(.)= 0(.; K)6 .=K such that
P
(
|W (1)1 + · · ·+W (1)N (1).;  |¿
.
2
)
6
1
8
for all 0¡6 0(.): (5.18)
It follows from (5.15)–(5.18) that
P
(
max
j6N.;
|W1 + · · ·+Wj|6 .2
)
¿
1
2
e−g1(.=2)((.=K;∞)): (5.19)
Now the claim (5.13) with p. =exp{−g1(.=2)((.=K;∞))}=2 follows from (5.14) and
(5.19).
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