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Abstract—Recent progress in Zauner’s conjecture has lever-
aged deep conjectures in algebraic number theory to promote nu-
merical line packings to exact and verifiable solutions to the line
packing problem. We introduce a numerical-to-exact technique
in the real setting that does not require such conjectures. Our
approach is completely reproducible, matching Sloane’s database
of putatively optimal numerical line packings with Mathematica’s
built-in implementation of cylindrical algebraic decomposition.
As a proof of concept, we promote a putatively optimal numerical
packing of eight points in the real projective plane to an exact
packing, whose optimality we establish in a forthcoming paper.
I. INTRODUCTION
Select F ∈ {R,C}, and consider the so-called line packing
problem of packing n points in FPd−1 so that the minimum
distance is maximized. This fundamental problem resembles
the classical Tammes problem [23], originally posed in 1930,
which seeks to pack points on the sphere S2, and indeed, the
Tammes problem is equivalent to special case in which F = C
and d = 2. The general line packing problem was originally
studied in the 1960s and 70s by Fejes To´th [9], Welch [24],
Delsarte, Goethals and Seidel [8], and Levenshtein [16]. In
1996, Conway, Hardin and Sloane [6] rejuvenated interest
in this problem, providing a plethora of putatively optimal
packings (available in Sloane’s online database [21]) and also
proving the so-called orthoplex bound. The last decade of
research has identified various applications of optimal line
packings, including compressed sensing [2], digital finger-
printing [17], quantum state tomography [20], and multiple
description coding [22]. This in turn has sparked a flurry
of work to construct optimal packings. Most of this work
finds new packings that achieve equality in the Welch bound
(see [10] for a survey), though there has also been progress
in achieving equality in the orthoplex bound [3] and the
Levenshtein bound [13]. In addition, last year, Bukh and
Cox [4] discovered a new bound along with corresponding
optimal packings. Despite the substantial progress, optimal
packings remain unidentified for the vast majority of triples
(F, d, n). In terms of real degrees of freedom, the smallest
open case to date is (R, 3, 8).
The application of quantum state tomography concerns a
rather interesting instance of the complex case. In particular,
Zauner [26] conjectured that for every d > 1, the optimal
packings of d2 points in CPd−1 necessarily achieve equality
in the Welch bound, and furthermore, they can be constructed
to exhibit symmetries from the Weyl–Heisenberg group. After
a decade of significant effort to prove Zauner’s conjecture [12],
the conjecture is only known to hold for finitely many choices
of d. Some of the latest work along these lines has leveraged
an observation that all of the known optimal packings of
Zauner’s form feature coordinates that reside in a predictable
number field [1]. One may exploit this observation to promote
a numerical solution to an exact solution: obtain thousands
of digits of precision, use these digits to guess the exact
coordinates, and then use symbolic calculations to verify that
the resulting packing achieves equality in the Welch bound.
This procedure has led to several new constructions.
In the present paper, we take inspiration from [1] to develop
a completely different technique that promotes numerical
packings to exact packings. This approach is made possible
by Sloane’s database [21], which provides many putatively
optimal numerical packings in the real case. Unlike the Zauner
instance, we do not have access to conjectures that predict the
field structure of optimal packing coordinates. Instead, we will
borrow ideas introduced in [11], which leveraged quantifier
elimination over the reals to find computer-assisted proofs
of certain optimal line packings. We will focus on the case
of 8 points in RP2 (i.e., the smallest open case to date),
but our methods generalize to arbitrary real packings. Sadly,
this exact packing does not achieve equality in any known
bound, and so we cannot simply verify optimality by symbolic
calculation, as in the Zauner instance. Instead, we prove
optimality in a forthcoming paper using a computational graph
theory approach that takes inspiration from recent progress on
the Tammes problem [18], [19].
In the next section, we set notation and review the necessary
background before stating the main result. Section III then
outlines the computer-assisted proof of our result, which
we document carefully for the sake of reproducibility. We
conclude in Section IV with various directions for future work.
II. MAIN RESULT
We define an n-packing in RPd−1 to be a sequence of
n lines through the origin in Rd, which we identify with a
d× n matrix Φ = [ϕ1 · · ·ϕn] whose columns are unit vectors
spanning the corresponding lines. Define the coherence by
µ(Φ) := max
1≤i<j≤n
|〈ϕi, ϕj〉|.
We say Φ is optimal when µ(Φ) ≤ µ(Φ′) for every n-packing
Φ′ in RPd−1.
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GCHS :=

1.00000 −0.59840 0.64759 −0.12425 0.16026 −0.64759 −0.22283 −0.64759
−0.59840 1.00000 −0.64759 −0.44579 −0.64759 −0.01815 −0.64759 0.39325
0.64759 −0.64759 1.00000 0.64759 −0.16026 −0.64759 0.16026 0.10359
−0.12425 −0.44579 0.64759 1.00000 −0.10359 −0.01815 0.64759 0.64759
0.16026 −0.64759 −0.16026 −0.10359 1.00000 0.64759 0.64759 −0.64759
−0.64759 −0.01815 −0.64759 −0.01815 0.64759 1.00000 0.64759 −0.01815
−0.22283 −0.64759 0.16026 0.64759 0.64759 0.64759 1.00000 0.12425
−0.64759 0.39325 0.10359 0.64759 −0.64759 −0.01815 0.12425 1.00000

Fig. 1. The Gram matrix of the putatively optimal 8-packing in RP2, from Sloane’s online database [21].
When searching for an optimal n-packing, it is equivalent
to search for a corresponding Gram matrix ΦTΦ. A real
symmetric n × n matrix G is the Gram matrix for some n-
packing Φ inRPd−1 if and only if rank(G) ≤ d, G is positive
semidefinite, and its diagonal entries each satisfy Gii = 1.
From this perspective, the largest off-diagonal entries of G
achieve the coherence:
max
1≤i<j≤n
|Gij | = µ(Φ).
The explicit numerical solutions of Conway, Hardin and
Sloane [6] provide upper bounds on the coherence of op-
timal n-packings. For the case of an 8-packing in RP2,
their corresponding Gram matrix GCHS is depicted in Fig. 1,
where we have rounded the corresponding entries for display
on the page. The Conway–Hardin–Sloane packing witnesses
that any optimal 8-packing Φ in RP2 necessarily satisfies
µ(Φ) ≤ 0.64759.
Several lower bounds on coherence are known, but the
bound most relevant to 8-packings in RP2 is originally due
to Levenshtein [16]; see [13] for a recent account.
Lemma II.1. If Φ is an n-packing in RPd−1, then
µ(Φ) ≥
√
3n− d2 − 2d
(n− d)(d+ 2) .
In particular, if Φ is an 8-packing in RP2, then µ(Φ) ≥ 0.6.
While many of the entries in the matrix in Fig. 1 appear
to be equal up to numerical precision, we have no guarantee
that these relationships must hold. Regardless, we proceed by
assuming that the entries that are roughly ±0.64759 are indeed
equal in absolute value. To justify this assumption, we consider
the contact graph of an n-packing Φ = [ϕ1 · · ·ϕn], where the
vertices are the numbers {1, . . . , n} and we connect i to j
with an edge exactly when |〈ϕi, ϕj〉| = µ(Φ). In forthcoming
work, we prove that the adjacency matrix of the contact graph
of the optimal 8-packing in RP2 can be obtained from GCHS
by replacing the entries of ±0.64759 with 1 and zeroing out
all other entries. See Fig. 2 for the resulting embedding of this
graph in the projective plane.
What follows is our main result:
1
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Fig. 2. The projective planar embedding of the contact graph of the packing
corresponding to GCHS. For instance, vertices 1 and 8 are connected by an
edge. Vertex labels correspond to the order of the packing as given in [21].
Theorem II.2. There is a unique real matrix of the form
G =

1 a1 µ a2 a3 −µ a4 −µ
a1 1 −µ a5 −µ a6 −µ a7
µ −µ 1 µ a8 −µ a9 a10
a2 a5 µ 1 a11 a12 µ µ
a3 −µ a8 a11 1 µ µ −µ
−µ a6 −µ a12 µ 1 µ a13
a4 −µ a9 µ µ µ 1 a14
−µ a7 a10 µ −µ a13 a14 1

with the following properties:
(i) rank(G) = 3,
(ii) G is positive semidefinite,
(iii) 0.6 ≤ µ ≤ 0.64759, and
(iv) |aj | < µ for all 1 ≤ j ≤ 14.
Moreover µ = µ0, where µ0 is the largest root of
1+5x−8x2−80x3−78x4+146x5−80x6−584x7+677x8+1537x9
and is given numerically by µ0 ≈ 0.6475889787.
The matrix in Theorem II.2 equals GCHS up to precision.
III. PROOF OF MAIN RESULT
In principle, Theorem II.2 amounts to quantifier elimination
over the reals. Indeed, we can ensure that rank(G) ≤ 3 by
TABLE I
OUTLINE OF CAD-ASSISTED PROOF OF µ = µ0
Step Rows Columns Variable Order Constraints Obtained
1 2, 5, 6, 7 2, 5, 6, 7 µ, a6 a6 = (1 + µ− 4µ2)/(1 + µ)
2 2, 3, 5, 6, 7 2, 3, 5, 6, 7 µ, a8, a9 a28 = (1 + µ− 3µ2 − µ3)/(2 + 4µ); a9 = −a8
3 1, 2, 3, 5, 6, 7 1, 2, 3, 5, 6, 7 µ, a8, a3, a1, a4 a4 = (−a1 − µ− a1µ− 2a3µ− µ2)/(2µ); µ ≥ (1 +
√
17)/8 ≈ 0.64038
4 3, 4, 6, 7 3, 4, 6, 7 µ, a8, a12 a212 = a
2
6
5 2, 3, 4, 6, 7 2, 4, 6, 7 µ, a5, a12, a8 a12 = a6; a8 < 0
6 2, 3, 5, 6 1, 2, 3, 5, 6, 7 µ, a8, a3, a1 a1 = (−µ−a8µ−4a3a8µ+2a28µ+3µ2−a8µ2−2µ3)/(−1+a8+2a28+µ+a8µ)
7 1, 2, 3, 5, 6 1, 2, 3, 5, 6 µ, a3, a8 a3 = −a8
8 4, 5, 6, 7 2, 3, 5, 6, 7 µ, a8, a5, a11 a11 = (1− a5 + µ− a5µ− 6µ2)/(2µ)
9 1, 3, 4, 6, 7 1, 3, 4, 6, 7 µ, a2, a8 a2 = (−3µ− 2µ2 + 9µ3)/(1 + 2µ+ µ2)
10 1, 4, 5, 6, 8 1, 4, 5, 6, 8 µ, a8, a5, a13 µ = µ0
ensuring that each of its 4 × 4 minors vanish. Furthermore,
by Sylvester’s criterion, G is positive semidefinite if and
only if all of its principal minors are nonnegative. Hence,
the admissible choices for G are precisely the solutions to a
finite collection of polynomial equalities and inequalities. For
relatively small problems, this can be accomplished somewhat
efficiently by appealing to the cylindrical algebraic decomposi-
tion (CAD) algorithm introduced by Collins [5], for which we
use the implementation available in Mathematica. The main
idea behind CAD involves constructing a projection from our
solution set to a semialgebraic set of one dimension lower,
eliminating a variable. This process is iterated until a subset
of R is reached, at which point the desired semialgebraic
decomposition of the solution set can be obtained by itera-
tively lifting. For a useful introduction to using CAD with
Mathematica, see [15].
Unfortunately, the runtime of CAD is doubly exponential
in the number of variables, which was shown to be intrinsic
to the problem by Davenport and Heintz [7]. Moreover, the
speed of the algorithm is highly sensitive to the order in which
the projections are constructed, i.e, the order in which the
variables are specified. It may come as no surprise that for
our 15-variable system, naive CAD queries fail to deliver the
desired decomposition in a reasonable amount of time. As
such, we proceed by iteratively applying CAD to subsystems
of the original problem in order to successively reduce the
number of variables.
In Table I, we outline our computer-assisted proof that
µ = µ0. In each step, we select a number of rows and
columns to analyze, insisting that each 4 × 4 minor vanishes
and the bounds on µ and each |aj | are simultaneously satisfied.
In practice, we found that it was more efficient to ignore
the positive semidefinite constraint and verify at the end
that our solution for G satisfied Sylvester’s criterion. For
each CAD query, we must also choose an ordering of the
variables involved, and CAD reports the first listed variable
as independent and each subsequent variable depending upon
possibly all of the preceding variables. Our motivation for
each selection was to keep the number of variables small so
that CAD would terminate quickly, and overall, our approach
computes µ = µ0 in ten steps that take a total of roughly 5
minutes in Mathematica 11 on a 3.4 GHz Intel Core i5.
In Step 1 of our procedure, we use the rows and columns
with indices in {2, 5, 6, 7}, since the resulting minor produces
the two-variable equation∣∣∣∣∣∣∣∣
1 −µ a6 −µ
−µ 1 µ µ
a6 µ 1 µ
−µ µ µ 1
∣∣∣∣∣∣∣∣ = 0,
which amounts to
(a6 + 1)(µ− 1)(a6(µ+ 1) + 4µ2 − µ− 1) = 0.
The restrictions |a6| < µ ≤ 0.64759 then guarantee that
a6 =
1 + µ− 4µ2
1 + µ
.
This allows us to replace a6 with a rational function of µ in
all subsequent computations.
Next, in Step 2, we consider the 4 × 4 minors with rows
and columns {2, 3, 5, 6, 7} to obtain five polynomial equations
in the three variables µ, a8, a9. Notice that we would have
been burdened by an additional variable had we not already
performed Step 1 to eliminate a6. These equations lead CAD
to report a9 = −a8, as one might have guessed from
inspecting Fig. 1. Importantly, this reduces the number of
variables once again. CAD also reports the new constraint
a8 = ±
√
1 + µ− 3µ2 − µ3
2 + 4µ
.
Even without the sign ambiguity, which is eventually removed
in Step 5, this does not quite allow us to replace the variable
a8 with a rational function in µ. For this reason, we continue
treating a8 as a free variable for the remainder of our proof.
Steps 3–10 proceed in a similar manner, collecting con-
straints until finally arriving at µ = µ0. At this point, CAD
reports exact expressions for every coefficient of G except a7,
a10, and a14. These remaining coefficients can be determined
from the following principal minors: {2, 5, 6, 8} determines a7,
{3, 4, 6, 8} determines a10, and {5, 6, 7, 8} determines a14.
Each coefficient of G has algebraic degree 9, and the entries
apparently equal in absolute value in GGHS are indeed so.
We still need to ensure that the resulting matrix G has rank
3 and is positive semidefinite. Mathematica quickly reports
rank(G) = 3, since this only requires verifying that a single
3 × 3 minor is non-vanishing. However, querying whether G
is positive semidefinite does not terminate in a reasonable
amount of time, since computing either its eigenvalues or
its 3 × 3 principal minors symbolically is computationally
expensive. To avoid this, we simply apply a perturbation
argument: it is more than enough to ask Mathematica to
report a numerical approximation of G to within 100 digits of
precision and then numerically verify that each 3×3 principal
minor of the approximation is bounded below by 0.0001.
IV. FUTURE WORK
In this paper, we provide a new approach for finding exact
line packings from numerical solutions. We focused on the
special case of 8 points in RP2, but there is hope to apply our
method to many more instances in the real case. Sloane [21]
provides putatively optimal numerical n-packings for n ≤ 100
in RP2 (as well as various numerical packings in RPd−1 for
d ≤ 16), and we suspect that CAD can be applied productively
well beyond our test case. The next case of 9 points in
RP2 is believed to have two essentially distinct optimal line
packings [6]. Solving for these packings exactly would allow
us to verify that their coherences are indeed equal.
It would be particularly useful to automate our seemingly
ad-hoc choices of efficiently solvable subsystems in Table I.
For example, the so-called sketch-and-solve paradigm of solv-
ing random subsystems has found success in solving large
least-squares systems [25]. Recently, Huang et. al [14] applied
machine learning to select between various popular heuristics
for ordering the variables in a CAD query. Presumably, one can
effectively apply machine learning to assist in the construction
of exact line packings.
Alternatives to CAD could plausibly speed up our proof
in Table I, and more interestingly, allow for the computation
of even more exact packings. Indeed, this numerical-to-exact
approach could serve as a benchmark for various alternatives
to CAD that may emerge from the computational algebraic
geometry community.
Since our method relies on quantifier elimination over the
reals, applying it to the complex case necessarily involves
doubling the number of variables. This presents another reason
to pursue alternatives to CAD. Also, Sloane’s database only
provides numerical packings in the real case, and so we desire
a similar table for the complex case.
While we have computed an exact version of the packing
corresponding to GCHS, it remains to demonstrate that this is in
fact an optimal packing, as conjectured in [6]. Most proofs of
optimality in the literature proceed by establishing equality in
a general lower bound for coherence. This approach seems to
have limitations, since most of the known numerical solutions
for the line packing problem do not approach this threshold.
In our forthcoming proof of optimality, we use computational
graph theory methods that do not yet have an appropriate
analogue in RPd−1 for d > 2. In particular, we make use
of projective planarity, much like how recent computational
solutions to the Tammes problem leverage planarity [18], [19].
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