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Abstract
The stochastic implicit Euler scheme and its variants can be used to prevent non-physical
behaviour that may emerge when coupling Monte Carlo neutron transport and isotopic
depletion solvers for spatially-decoupled reactor problems. However, stochastic implicit
methods tend to require many iterations to obtain a stable solution. This paper demonstrates
that this is due to using a sub-optimal relaxation scheme: rather than using a variable
relaxation factor, a fixed relaxation factor can give a more stable solution in fewer iterations.
Furthermore, like stochastic implicit schemes, even though multiple transport solutions are
required, using a fixed relaxation factor allows computational effort to be reduced by lowering
the number of particles simulated during the corrector step while still providing stable
results. This shows that using a fixed relaxation factor to stabilise Monte Carlo burn-up
calculations can be more effective than applying the stochastic approximation.
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1. Introduction
The Monte Carlo method is now routinely applied to neutron transport for reactor anal-
ysis problems, often alongside other physics solvers, e.g., for thermal-hydraulics or isotopic
depletion. However, for many problems of any complexity, this coupling often produces
non-physical results and efforts must be made to stabilise it (Gill et al., 2017; Griesheimer
et al., 2017).
When coupling with isotopic depletion in particular, there are two techniques commonly
applied to stabilise the solution. The first of these is enforcing xenon equilibrium, wherein
the xenon-135 chain is removed from the burn-up matrix and the xenon and iodine concen-
trations in a given burnable region are instead determined by the value of the flux in that
region (Griesheimer, 2010; Isotalo et al., 2013). While this appears to be stable, it has been
shown that numerical instabilities may arise in transport-depletion systems even without
the presence of xenon (Densmore et al., 2013). The second is the stochastic implicit Euler
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(SIE) scheme and its higher-order variants (Dufek et al., 2013a; Kotlyar and Shwageraus,
2014, 2016). Stochastic implicit (SI) schemes require multiple transport solutions for each
burn-up step to perform an averaging over either the calculated reaction rates or nuclide
densities. A convenient property of SI schemes is that, with a sufficiently large number of
iterations, the nuclide density solution is guaranteed to converge to a fixed vector. The
scheme derives from the stochastic approximation (Robbins and Monro, 1951) which has
also been applied to coupling Monte Carlo neutronics with thermal-hydraulics (Tuominen,
2015). The stochastic approximation can be shown to be equivalent to either an averaging
over multiple iterations or a fixed point iteration with a gradually diminishing relaxation
factor (Dufek et al., 2013a).
Recently the phenomenon of neutron clustering has been shown to strongly affect Monte
Carlo burn-up simulations (Dumonteil et al., 2014; Zoia et al., 2014; de Mulatier et al., 2015;
Nowak et al., 2016; Sutton and Mittal, 2017; Cosgrove et al., 2019). Minimising its effects
entails simulating large numbers of neutrons per cycle for fewer cycles (Dumonteil et al.,
2014; Sutton and Mittal, 2017). Nevertheless, numerical instabilities in coupling Monte
Carlo neutronics and depletion persist, albeit requiring more or longer time-steps to appear
than if simulating few neutrons over many generations (Cosgrove et al., 2019).
Anecdotally, in the authors’ experience, for the relatively coarsely discretised problems
for which burn-up instability is reported, the degree of statistical noise in the Monte Carlo
flux solution is quite small, often on the order of 0.1% when simulating a reasonably large
number of particles per cycle – say 3,000,000 over tens of cycles. These settings should lessen
the effects of both clustering and inter-generational correlation, giving reasonable estimates
of statistical noise (Herman, 2014). If statistical noise is relatively minute in the Monte
Carlo solution, then the justification for using the stochastic approximation is weakened,
given that it was devised primarily to guarantee locating the fixed point of noisy functions
(Robbins and Monro, 1951). In fact, the original paper emphasises that ‘[n]o claim is made
that the procedure to be described has any optimum properties (i.e. that it is efficient)’
(Robbins and Monro, 1951).
This work was conceived of by supposing that SI schemes have proved successful due to
minimising clustering effects, even when simulating relatively small particle populations –
this may be due to SI schemes’ equivalence to averaging procedures, smoothing out any bias
in individual transport solutions contaminated by neutron clustering. However, the coupled
transport-depletion system at the end-of-step (EOS) is a fixed point iteration to which SI
schemes apply a relaxation which may be necessary for stability, even without clustering
effects.
Therefore, following a review of the relevant background, this work numerically inves-
tigates the stability behaviour of various depletion coupling schemes while minimising the
effects of neutron clustering. As a result, a simpler sibling of the SI scheme is proposed
which, rather than varying the relaxation factor with iterations, uses a fixed relaxation fac-




This section will discuss the standard transport-depletion coupling schemes, as well as
covering some aspects of solving non-linear systems with fixed-point iteration.
2.1. Transport & depletion coupling
Isotopic depletion is now a routine component of many Monte Carlo codes (Leppänen
et al., 2015; Griesheimer et al., 2015; Josey, 2017). These codes typically offer a large
variety of options for coupling the transport and depletion solvers. Most basically, the
Monte Carlo code must have specified some discretisation of the problem into separate
burnable regions where reaction rates and fission yields are tallied during the simulation,
normalised by a specified operating power or an equivalent. Along with decay constants,
this information is often combined into what is known as the burn-up matrix, A(ψ), with
the explicit dependence on the neutron flux solution, ψ, shown here. The burn-up matrix
for each burnable region is fed to a depletion solver which must solve the Bateman equations





Here N is the nuclide density vector in a given region and t is the time variable. Typically
on the order of hundreds of isotopes are followed per burnable region (Griesheimer et al.,
2017). Often the numerical solution of the Bateman equation involves using the formal







This matrix exponential can be efficiently and accurately evaluated using the Chebyshev
rational approximation method (CRAM) (Pusa, 2013). That said, numerous other methods
exist and show comparable speed and accuracy (Griesheimer et al., 2017; Josey et al., 2017).
Given that the neutron flux depends on the nuclide density distribution, the evolution of
which likewise depends on the flux, the neutron transport equation and Bateman equation
form a non-linear system. The simplest solution method is to neglect this non-linearity and
assume that the neutron flux remains fixed over the course of a time-step – this is the explicit
Euler scheme, shown in Algorithm 1, with ψ(Nn) denoting the transport solution obtained
from the nuclide density distribution at time-step n. Essentially, the explicit Euler scheme
can be described as, for a given time-step, evaluating a transport solution, followed by the
application of Eq. (2). However, due to error accrued from neglecting the change in spectrum
across the time-step, in practice the explicit Euler scheme restricts the user to impractically
short steps. Hence, predictor-corrector (PC) methods are often used instead, allowing for
longer time-steps due to their higher order but at the cost of additional transport solutions.
One of the more common PC methods is that which Isotalo and Aarnio (2011a) term
the CE/LI method, standing for Constant Extrapolation/Linear Interpolation. Initially the
scheme is identical to the explicit Euler method: at the beginning-of-step (BOS) a transport
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Input: N0, nsteps,∆t
for n = 0, ..., nsteps − 1 do
An ← ψ(Nn)
Nn+1 ← exp [An∆tn]Nn
end
Algorithm 1: Explicit Euler method.
solution is obtained and the reaction rates are used to burn the problem forward in time to
the EOS, assuming the reaction rates are constant. At the EOS another transport solution
is obtained and an average of the BOS and EOS reaction rates are obtained and used to burn
the BOS nuclide density forward again – in principle with a more time-step representative
spectrum. The scheme is shown in Algorithm 2.
Input: N0, nsteps,∆t
for n = 0, ..., nsteps − 1 do
An ← ψ(Nn)





Nn+1 ← exp [A∆tn]Nn
end
Algorithm 2: Predictor-Corrector method.
The accuracy of the CE/LI scheme can be improved upon, however. The first means of
doing so is by introducing the notion of ‘substeps’. Substeps in depletion refer to dividing the
time interval into a number of sub-intervals across which the reaction rates may vary more
smoothly, rather than being fixed (Isotalo and Aarnio, 2011a,b). This is simple to achieve:
rather than having a fixed weighting factor for the BOS and EOS reaction rates (0.5 in Al-
gorithm 2), the weights vary across substeps. The only cost to substepping is the additional
depletion calculations: rather than having one depletion calculation for a time interval, there
are as many as there are substeps. This additional expense is not usually so onerous given
that, even for problems with many burnable regions, Monte Carlo solutions are typically
many times more computationally expensive than a depletion calculation (Griesheimer et al.,
2017).
A second substantial gain in accuracy may also be obtained by using a higher-order
extrapolation: rather than assuming reaction rates are constant during the extrapolation, if
previous reaction rate data is available one may use it to inform the extrapolation. Isotalo
(2013) introduced a successful linear extrapolation which provides a substantial increase in
accuracy even if used in isolation, although it is often used as the predictor step in what is
termed the LE/LI scheme. The LE/LI scheme is shown in Algorithm 3. In the algorithm
the w variables are the weights used to determine the contribution of the BOS, EOS, or the
previous BOS during a substep of the LE or LI. In principle, even higher-order interpolation
schemes can be used, such as allowing for a quadratic variation during the corrector step – a
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QI corrector. However, Isotalo (2013) suggests the benefits of QI over LI are not substantial
and notes that the scheme is limited due to not being applicable to cores with discontinuous
operating conditions, e.g., when a control rod is withdrawn. Holding an additional set of
reaction rates in memory may also be challenging for large burn-up problems (Griesheimer
et al., 2017).
Input: N0, nsteps,∆t, nss
for n = 0, ..., nsteps − 1 do
An ← ψ(Nn)
if n > 0 then
N ← Nn
for s = 0, ..., nss − 1 do














for s = 0, ..., nss − 1 do










Algorithm 3: LE/LI substep method.
While these schemes have allowed for high accuracy even where the flux spectrum may
vary strongly over a time-step, large, neutronically-decoupled problems have been noted to
pose a challenge to the methods, resulting in non-physical solutions (Dufek and Hoogenboom,
2009; Dufek et al., 2013b; Kotlyar and Shwageraus, 2013; Isotalo et al., 2013; Kȩpisty and
Cetnar, 2015; Josey, 2017). It has since been shown that most of the problems considered will
have been strongly and adversely affected by the Monte Carlo settings used, but accounting
for this alone will not ensure a physical solution (Cosgrove et al., 2019).
The SIE scheme was proposed as a means of obtaining stable solutions to these large
depletion problems (Dufek et al., 2013a). The original scheme would actually induce errors
through using the EOS reaction rates in isolation to burn forward in time, and thus its
higher-order methods were introduced, in part, to remedy this (Kotlyar and Shwageraus,
2014, 2016). For what is known as the SIMP scheme (or, perhaps more descriptively, the
SI-CE/LI scheme) the problem is burned forward using a CE predictor. The LI corrector
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step is iterated a number of times, performing both a transport and depletion calculation
each time. At the conclusion of iteration k, the nuclide densities of all previous iterations







This new nuclide density vector is then used to begin the subsequent iteration. Performing
enough iterations, one should obtain a stable, fixed solution according to what has been
proved about the Robbins-Monro algorithm (Robbins and Monro, 1951). This procedure
may also be applied to reaction rates and similar results have been reported for the two meth-
ods. The SI-CE/LI scheme using nuclide density averaging is shown in Algorithm 4. This
scheme can also be straightforwardly extended to feature an LE predictor and substepping.
Input: N0, nsteps,∆t, kmax




n+1 ← exp [An∆tn]Nn
for k = 0, ..., kmax − 1 do















Nn+1 ← N (kmax)n+1
end
Algorithm 4: Stochastic implicit method with nuclide density averaging applied to the
CE/LI scheme.
Before describing how SI schemes provide stable solutions, it is worthwhile explaining
how non-linear systems of equations are typically solved, as this is what SI schemes aim to
do.
2.2. Transport & depletion as a non-linear system
As stated above, the transport-depletion system is non-linear. This can be made more
explicit by first noting that the CE/LI scheme can be described succinctly by two equations:








The first of these equations is the extrapolation/predictor step and gives the EOS nuclide
density for the current time-point, whereas the latter corrects it to give the BOS nuclide
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density for the subsequent time-point as carried out by the standard CE/LI method. Here
ψn and ψn+1 denote, respectively, the BOS and EOS transport solutions. The transport
solution can be written as the result from a transport operator, τ(·), acting on a nuclide
density field:
ψ = τ(N) (6)
Instead of applying the PC scheme without iteration – which is common in reactor




















Note the subscripts on the transport solutions have been dropped and instead they are
differentiated through the BOS solution being unadorned while the EOS solution has an
iteration index. Likewise, the nuclide density field at time-point n+ 1 is now given a corre-
sponding iteration index; there is no longer only a ‘predicted’ and ‘corrected’ EOS nuclide
density field, but as many as the number of EOS iterations, plus one. An iterated corrector
will be computationally expensive due to the additional transport solutions required. In the
literature, excluding the cases where SI schemes are used, the authors are only familiar with
an iterated corrector step being used in MC21 ‘to improve convergence of the [EOS nuclide]
densities’ without any further elaboration (Griesheimer et al., 2017).
The corrector step given by Eq. (8) may be written to show explicit dependence upon













Naturally, there is an equivalent equation when taking ns substeps during the corrector step
















As with, say, coupling neutronics and thermal-hydraulics, this iterated corrector step has










The map, F , combines the action of both the transport operator, τ , and the depletion



















Attaining a stable solution implies finding a fixed point of F , this fixed point being the






The easiest means of locating this fixed point is through iteration – feeding successive solu-
tions into the map until they no longer differ appreciably. However, depending on the map
in question this may not be possible: rather than converging, the vector may oscillate or
diverge. In computational physics, convergence to a fixed point is often achieved by using









+ (1− α)N (k)n+1 (14)
For ‘underrelaxation’ which is applied when seeking a stable solution, as is the case here, the
value of α is chosen under the constraint 0 < α < 1. The smaller the value of α, the more
stable is the iteration but at the cost of converging more slowly towards the fixed point. SI









+ (1− αk)N (k)n+1 (15)
The difference is the iteration-dependent relaxation factor, αk. The Robbins-Monro algo-
rithm dictates that the sequence of relaxation factors should possess certain properties which





As mentioned above, this scheme was introduced to guarantee the convergence of a fixed
point iteration subject to a noisy function evaluation with no guarantees of optimality or
efficiency (Robbins and Monro, 1951). Therefore it may be the case that a fixed relaxation
scheme, or even no relaxation, has a superior performance to the equivalent SI schemes.
Consider the extremes of the SI relaxation scheme: on the first iteration, no relaxation is
applied as α0 = 1. Therefore, this provides no benefit to stability unless corrector step
iteration is already stable. On the other hand, after many iterations, limk→∞ αk → 0 and so
there is no additional convergence taking place. Rather, some intermediate value or values
of α should presumably be superior on both of these fronts. Hence, the subject of the
remainder of this paper is: what is a good value of α for the coupled transport-depletion
problem, and for how many iterations?
It should also be highlighted that the current analysis is nearly exactly analogous with
methods applied to coupling Monte Carlo neutronics and thermal-hydraulics. Coupled neu-
tronics and thermal-hydraulics system are also described by a non-linear map, often exhibit-
ing instability which is strongly driven by the Doppler feedback between iterations (Gill et al.,
2017). By applying relaxation to either the nuclide or temperature field, numerous authors
have managed to stabilise this coupled system, some even using the stochastic approxima-
tion (Kotlyar and Shwageraus, 2014; Tuominen, 2015). This was thoroughly surveyed by
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Gill et al. (2017). The novelty in this work is that, although the stochastic approxima-
tion has been applied to attaining a stable neutronics/depletion system before, the fixed
relaxation factor equivalent has not. In future, it may be interesting to explore applying to
depletion other coupling schemes which have been pioneered in thermal-hydraulics, such as
the application of Newton method’s to achieve stability (Aufiero and Fratoni, 2017).
3. Numerical investigations and results
The numerical experiments are divided over two subsections: one briefly investigating
the effect of iterating on the corrector step without relaxation, the other with relaxation.
These are done for the CE/LI scheme without substeps, and the CE/LI and LE/LI schemes
with 10 substeps. An LE/LI scheme with substeps and relaxation is shown in Algorithm 5
– all of the schemes investigated here are simplifications of this, except for the SI version
which allows α to vary with the corrector iteration.
Input: N0, nsteps,∆t, nss, kmax, α
for n = 0, ..., nsteps − 1 do
An ← ψ(Nn)
if n > 0 then
N ← Nn
for s = 0, ..., nss − 1 do



























for s = 0, ..., nss − 1 do














Nn+1 ← N (kmax)n+1
end
Algorithm 5: LE/LI substep method with corrector iteration and relaxation.
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Table 1. Burn-up schedule.














Each of these sections will show the results of burn-up calculations on a single 3.66 m
tall PWR pin with a pitch of 1.26 cm. The pin is divided into 10 equal-volume burnable
regions, each composed of 5% enriched UO2 with a radius of 0.4095 cm. The pin is clad
with natural zirconium with a thickness of 0.0655 cm. The moderator is pure water with a
uniform density of 0.7 g/cm3. Above and below the pin is a homogenised steel-water reflector
material. The boundary conditions are radially reflective and axially vacuum. The pin power
is fixed at 60 kW, corresponding to a PWR power density of 104 W/cm3, and the depletion
schedule followed is the same for all simulations, shown in Table 1. This problem is chosen
because its true solution must be symmetric at all times, making it relatively easy to identify
whether or not a given burn-up scheme is stable. Such pin geometries with either reflected or
vacuum boundaries axially are reasonably representative of unstable reactor problems due
to their characteristic length being many times the neutron mean free path. Furthermore,
these problems are often considered when investigating Monte Carlo burn-up instabilities
and have proven to be a challenging case when ensuring stable solutions are attained (Dufek
and Hoogenboom, 2009; Dufek et al., 2013b; Kotlyar and Shwageraus, 2013; Dufek et al.,
2013a; Isotalo et al., 2013; Josey, 2017; Cosgrove et al., 2019). In principle, a non-uniform
coolant density problem could also be examined; however, in such a case there is no obvious
stability diagnostic to exploit to determine whether one scheme or another is superior.
Burn-up calculations are performed using a modified version of Serpent 2.1.31 (Leppänen
et al., 2015) coupled with an external MATLAB depletion script. At the conclusion of a
transport simulation the modified version of Serpent prints one-group cross-sections, fluxes,
and fission yields, as well as decay constants and a list of isotopes being tracked – it then
terminates. The MATLAB script reads this information and performs the depletion calcu-
lations using a CRAM solver, updating the material compositions in Serpent accordingly.
This is necessary given that Serpent does not include iterated or relaxed versions of the
CE/LI or LE/LI schemes presently.
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Fig. 1. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using three different
burn-up schemes and varying the number of corrector iterations. The horizontal axes on each graph are
the burn-up time-points given in Table 1, while the vertical axes are the flux values at a given axial node
from 1 to 10, with the fluxes at a given time-point normalised by the maximum value.
Nearly all calculations shown use, for the Monte Carlo settings, 2,000,000 neutrons per
cycle, 80 active cycles, and 10 inactive cycles, with source convergence accelerated using
Serpent’s response matrix method (Leppänen, 2019). The response matrix solver performed
20 outer iterations with one source batch across a 1D mesh along the height of the geometry,
discretised into 60 equal-height nodes. These settings were chosen primarily to minimise the
effects of neutron clustering. Where different settings were used, these will be highlighted.
3.1. Iterating on the corrector without relaxation
The first question to be answered is whether the non-linear system describing the cor-
rector step for this problem is stable without any relaxation; it may be the case that, if the
fixed point is not reached using a single corrector iteration, it may be closely approached
after a number of iterations. This is straightforward to determine: for each of the burn-up
schemes considered, the same simulation may be repeated but using differing numbers of
corrector steps. These results are shown in Fig. 1, borrowing a presentation style from Gill
et al. (2017).
In all cases, regardless of the scheme or the number of corrector iterations, non-physical
results are produced, implying that the corrector step without some form of relaxation is
not stable, or at least requires many iterations to converge to a stable solution. Using one or
three corrector iterations, rather than two, produces superficially quite different results – the
flux either tilts to one side and reinforce itself there or will oscillate. However, Isotalo (2013)
notes that this difference in instability behaviour can also be observed when comparing the
explicit Euler scheme and any PC scheme with a single corrector iteration – flux oscillation
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Fig. 2. Flux asymmetry for the CE/LI scheme without substeps while varying the number of corrector
iterations.
is still occurring in all cases but is only noticeable when there is an even number of corrector
steps.
One may also note that the LE/LI scheme appears marginally more unstable than the
others, beginning to tilt more quickly and extremely – the flux has become noticeably non-
physical by the sixth step, rather than the seventh or eighth for either version of the CE/LI
scheme. It may be the case that the LE predictor more readily excites non-physical solutions
than the CE version; this was suggested by Isotalo et al. (2013), who report that, even when
enforcing xenon equilibrium, oscillations occur with the LE scheme when taking relatively
short time-steps of 30 days.
Although only slight, there is the appearance that additional corrector calculations nega-
tively affect the stability of the simulation, inducing a stronger flux tilt one or two time-steps
earlier than they would appear otherwise. This is shown for the CE/LI scheme without sub-







Here φi denotes the scalar flux calculated in burnable region i at a given time-point.
Given these results, it appears reasonable to conclude that some form of stabilisation is
necessary and that it can be achieved by modifying the corrector step.
3.2. Iterating on the corrector with relaxation
To investigate the efficacy of different relaxation schedules, for each of the burn-up
schemes specified above, the relaxation factor is varied from 0.3 to 0.6 and the number
of corrector iterations is varied from 1 to 3. For comparison, both the corresponding SI
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Fig. 3. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using the CE/LI scheme
with no substeps and varying the number of corrector iterations and relaxation factor. The horizontal axes
on each graph are the burn-up time-points given in Table 1, while the vertical axes are the flux values at a
given axial node from 1 to 10, with the fluxes at a given time-point normalised by the maximum value.
(α = 1
k+1
) and unrelaxed (α = 1) schedules are presented alongside these results. SI schemes
using only a single iteration do not perform any relaxation – for these cases, the results from
the unrelaxed simulation are presented.
The first of these approaches to be discussed is the CE/LI scheme without substeps,
with the flux profiles presented in Fig. 3. While relaxation provides improved results in
all cases considered, where the relaxation factor is between 0.3 and 0.4 stable results are
achieved, even for a single corrector iteration. Predictably, given that the SI scheme begins
with only a mild relaxation, more iterations are necessary to obtain a stable solution. While
asymmetry is ultimately damped over iterations when using a relaxation factor of 0.5 and
0.6, the convergence towards a stable solution is relatively poor, especially for 0.6.
It is also worthwhile examining some measure of solution accuracy as, in principle, a
small relaxation factor may possess stability at the price of slow convergence to the correct
solution. This will be investigated using a difference in eigenvalues compared to a reference
solution, as well as the L2 difference of U-235, U-238, Pu-239, Pu-240, Xe-135, and Sm-149
densities across the geometry compared to the chosen reference – each value is normalised
to the sum of densities across the reference. Given that the 0.3 relaxation factor with 3
iterations is stable and will have minimised the influence of the predictor solution with
multiple iterations, it is chosen as the reference here. For the eigenvalue, two graphs will be
presented: one on the effect of increasing the number of iterations when using a relaxation
factor of 0.3, the other on the effect of using various relaxation factors alongside 3 corrector
iterations. These are shown in Fig. 4. The nuclide density results are likewise presented in
two sets, corresponding to fixing the relaxation factor and varying the number of iterations,
and vice versa. These are shown in Figs. 5 and 6, respectively.
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Fig. 4. Differences in the eigenvalue with burn-up for the relaxed CE/LI scheme without substeps when
varying the number of iterations (left) and relaxation factor (right)
The reported standard deviation in the estimate for the eigenvalue in all cases was no
greater than 5 pcm, and was often closer to 3.5 pcm. Bearing this error in mind, when
maintaining a relaxation factor of 0.3 and varying the number of iterations, the maximum
difference from the eigenvalue outside of error was 10 pcm when using 2 iterations, whereas
when varying the relaxation factor with 3 iterations the maximum observed bias was 4 pcm
from the SI-CE/LI scheme. Hence, in all of these quite stable cases, only a very small bias was
observed and only towards the end of the burn-up schedule. Interestingly, even the quite
noticeably asymmetric simulation using a relaxation factor of 0.6 for 3 iterations showed
relatively good agreement in the eigenvalue – others have made the point that instability is
difficult to detect simply through scrutinising the eigenvalue (Dufek et al., 2013b; Kotlyar
and Shwageraus, 2013). That being said, without using any form of relaxation or iteration,
the maximum error in the eigenvalue was 900 pcm, so this difference can become quite
dramatic for blatantly unstable simulations.
Regarding the nuclide density distribution errors, Fig. 5 shows that there is relatively
little difference in all nuclide concentrations arising from iterating the corrector step, given
that each of the solutions shown is apparently stable. Additional iterations better converge
the nuclide densities towards the reference 3 iteration solution. Although the errors in the
uranium densities grow over time, they are small in absolute value. Otherwise, for the other
isotopes considered, the error after substantial burn-up is dwarfed by the error as fission
products and actinides initially accumulate, induced by taking a relatively long initial time-
step. The results are similar when varying the relaxation factor and using 3 iterations in
Fig. 6: most nuclides’ errors are dominated by that on the first step while uranium error –
although small – accumulates with burn-up. There is actually little to suggest from these
plots of nuclide densities that the scheme using a relaxation factor of 0.6 has manifested a
non-physical tilt. In fact, both the Xe-135 and U-235 distributions become asymmetric, but
only mildly so.
Before showing additional flux profiles with time, it should be emphasised that, for stable
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PC 1it. α = 0.3
PC 2it. α = 0.3
(d) Plutonium-240







































PC 1it. α = 0.3
PC 2it. α = 0.3
(e) Xenon-135






































PC 1it. α = 0.3
PC 2it. α = 0.3
(f) Samarium-149
Fig. 5. Normalised L2 nuclide density differences across the PWR pin geometry using the CE/LI scheme
without substeps while varying the number of iterations
15





































PC 3it. α = 0.4
PC 3it. α = 0.5
PC 3it. α = 0.6
SI-PC 3it.
(a) Uranium-235




































PC 3it. α = 0.4
PC 3it. α = 0.5
PC 3it. α = 0.6
SI-PC 3it.
(b) Uranium-238








































PC 3it. α = 0.4
PC 3it. α = 0.5
PC 3it. α = 0.6
SI-PC 3it.
(c) Plutonium-239





































PC 3it. α = 0.4
PC 3it. α = 0.5
PC 3it. α = 0.6
SI-PC 3it.
(d) Plutonium-240
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PC 3it. α = 0.4
PC 3it. α = 0.5
PC 3it. α = 0.6
SI-PC 3it.
(f) Samarium-149
Fig. 6. Normalised L2 nuclide density differences across the PWR pin geometry using the CE/LI scheme
without substeps while varying the relaxation factor
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Fig. 7. Flux profiles over time for a PWR fuel pin with axially vacuum boundaries using the CE/LI
scheme with no substeps, one corrector iteration and a variable relaxation factor.
simulations, towards the end of the burn-up schedule, the flux tends to become quite flat,
albeit with a slight trough in the middle due to the depletion of central fissile material.
Given the normalisation, this can exaggerate the effect of the stochastic noise in stable
flux solutions. To highlight the differences across these solutions, the time-dependent flux
profiles for the above results are plotted without normalisation, in particular, for 1 corrector
iteration and with relaxation factors of 0.3, 0.5, and 1. These are shown in Fig. 7. From
these results one can see that, in spite of slight noise in the flux profiles in Fig. 3, the
α = 0.3 solution is quite flat and symmetric, the α = 0.5 solution has developed a slight but
noticeable tilt, and the α = 1 solution is wholly incorrect.
For the CE/LI scheme using 10 substeps, the flux heatmaps are shown in Fig. 8, while
the eigenvalue errors relative to using 3 corrector iterations and a relaxation factor of 0.3
are shown in Fig. 9. The nuclide density differences are shown in Figs. 10 and 11. Adding
substeps to the corrector appears to have worsened stability, given that a more severe re-
laxation with additional iterations appears necessary for symmetry – even with a relaxation
factor of 0.4, there is still noticeably oscillatory behaviour occurring when applying 2 cor-
rector iterations. That said, a relaxation factor of 0.3 appears adequate to achieve stability,
regardless of the number of corrector iterations. Furthermore, even with 3 iterations, the SI
scheme still produces a noticeably asymmetric solution.
While varying the number of iterations, the change in the eigenvalue accuracy appears
minor – at worst, there was a 3 pcm bias outside of uncertainty when comparing 1 iteration
to 3 with a relaxation factor of 0.3. On the other hand, varying the relaxation factor
while keeping the number of corrector iterations constant unsurprisingly resulted in much
larger errors, given the tilted flux solutions for the less stable relaxation factors. However,
even though the SI relaxation schedule results in a flux tilt, it is sufficiently minor as to
not significantly affect the eigenvalue, which remained within statistical uncertainty of the
reference.
The nuclide densities when fixing the relaxation factor behave much as before, given
that each solution with a relaxation factor of 0.3 is apparently stable. When varying the
17
Fig. 8. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using the CE/LI scheme
with 10 substeps and varying the number of corrector iterations and relaxation factor. The horizontal axes
on each graph are the burn-up time-points given in Table 1, while the vertical axes are the flux values at a
given axial node from 1 to 10, with the fluxes at a given time-point normalised by the maximum value.
relaxation scheme with 3 iterations, however, the three settings for which an asymmetric
solution was obtained (0.5, 0.6, and SI) have their nuclide densities diverge substantially
from the reference solution. In some cases this difference is more than an order of magnitude
greater than when using a relaxation factor of 0.3 and only using a single corrector iteration.
Unsurprisingly, given how tightly it couples neutronics and depletion, xenon appears to be
the most disrupted isotope, reaching a substantial difference from the reference solution
for each of the asymmetric schemes. That being said, as xenon diverges, all uranium and
plutonium isotopes simultaneously show a significant divergence (especially noticeable for
the α = 0.6 case), albeit, of a smaller magnitude. This rapid growth in error, observed here
and elsewhere in this paper, is characteristic of numerical instability, i.e., the amplification
of a non-physical (and, in this case, asymmetric) solution by the numerical scheme applied,
as discussed by Densmore et al. (2013). The changes in the eigenvalue errors in Fig. 9 appear
to track the nuclide density errors.
Finally, the flux profiles for the LE/LI scheme with 10 substeps are presented in Fig. 12,
while the eigenvalue errors are presented in Fig. 13. The nuclide density differences are shown
in Figs. 14 and 15. This scheme shows a marked tendency towards instability, presenting
some relatively strange instability behaviour with a single corrector iteration, even when
aggressively relaxing the corrector step. In particular, the one-sided tilt is no longer observed,
replaced either by a more gentle ‘sloshing’ of the flux over time (for α = 0.5, 0.6) or an
unpredictable peak flux movement (for α = 0.3). More familiar instability behaviour is
recovered when using more corrector iterations, though the only stable settings found in
these investigations use a relaxation of 0.3 for 2 or 3 iterations, or a relaxation of 0.4 for
3 iterations. Again, the SI relaxation schedule returns noticeably asymmetric results, even
18
Fig. 9. Differences in the eigenvalue with burn-up for the relaxed CE/LI scheme with 10 substeps when
varying the number of iterations (left) and relaxation factor (right)
with 3 corrector iterations.
Fixing the relaxation factor at 0.3 and varying the number of corrector iterations, the
single iteration is unsurprisingly erroneous, given an abnormal flux profile. Otherwise, for
2 corrector iterations the maximum bias is quite small. Using 3 corrector iterations with
variable relaxation factors also produces predictable results given the extent of instability
observed – unless using a relaxation factor of 0.4 or less, all simulations become appreciably
biased in the eigenvalue.
Similar results are observed for the nuclide densities: fixing the relaxation factor at 0.3,
the single iteration solution deviates substantially and nearly immediately, whereas perform-
ing a second iteration results in significantly lowered error in the nuclide densities due to
maintaining stability. The rapidity with which the single iteration solution becomes erro-
neous suggests that perhaps a different instability phenomenon is substantially present: it
may be that the small relaxation factor applied with only a single iteration fails to sufficiently
dampen non-physical behaviour driven by the LE predictor. When varying the relaxation
factor with 3 corrector iterations, the nuclide density behaviour is broadly the same as it
was for the CE/LI scheme with 10 substeps: schemes employing a weaker relaxation show
a greater and more rapid divergence in their nuclide densities from the reference solution,
from which their eigenvalue error in Fig. 13 follows. A notable difference is that the growth
in uranium and xenon density errors (and plutonium, for the α = 0.6 case) occurs one
time-point earlier than when using the CE/LI with 10 substeps: the errors appear to jump
following the first 60-day time-step, rather than the second. This may be another indicator
of the relative instability of the LE predictor. One point worth noting is the relatively large
errors in both the plutonium isotopes at the beginning of the simulation: these both occur
momentarily during the third time-point. They almost certainly follow from the first ap-
plication of the LE predictor taken over a relatively long initial time-step when fission and
activation products are rapidly evolving.
Ultimately, in all cases examined, fixing the relaxation factor at a value of about 0.3
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Fig. 10. Normalised L2 nuclide density differences across the PWR pin geometry using the CE/LI scheme
with 10 substeps while varying the number of iterations
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Fig. 11. Normalised L2 nuclide density differences across the PWR pin geometry using the CE/LI scheme
with 10 substeps while varying the relaxation factor
21
Fig. 12. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using the LE/LI
scheme with 10 substeps and varying the number of corrector iterations and relaxation factor. The
horizontal axes on each graph are the burn-up time-points given in Table 1, while the vertical axes are the
flux values at a given axial node from 1 to 10, with the fluxes at a given time-point normalised by the
maximum value.
Fig. 13. Differences in the eigenvalue with burn-up for the relaxed LE/LI scheme with 10 substeps when
varying the number of iterations (left) and relaxation factor (right).
22








































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(a) Uranium-235








































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(b) Uranium-238



































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(c) Plutonium-239



































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(d) Plutonium-240



































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(e) Xenon-135







































10LELI 1it. α = 0.3
10LELI 2it. α = 0.3
(f) Samarium-149
Fig. 14. Normalised L2 nuclide density differences across the PWR pin geometry using the LE/LI scheme
with 10 substeps while varying the number of iterations
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Fig. 15. Normalised L2 nuclide density differences across the PWR pin geometry using the LE/LI scheme
with 10 substeps while varying the relaxation factor
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or 0.4 gives equal or superior results to using a relaxation schedule given by the stochastic
approximation. This is true with respect to both the stability of the flux profile and the
accuracy of the eigenvalue and the nuclide density distribution.
That being said, it is worth performing some further calculations to investigate the sen-
sitivity of this scheme. Serpent allows its implementation of the SIE to use lower statistics
during the corrector step calculations, seemingly without significant adverse effect on sta-
bility, provided enough iterations are performed. This reduces the computational expense
of the scheme significantly as compared to performing many full-statistics transport sim-
ulations for each time-step. Before recommending the use of a fixed relaxation factor it
would be prudent to verify that it can achieve similar advantages in terms of computational
efficiency.
Hence, given the LE/LI scheme with 10 substeps was most challenging in terms of sta-
bility, the calculation using a relaxation factor of 0.3 was repeated, as well as the calculation
using an SI schedule, each with 3 corrector iterations. However, during the corrector step,
each used less than one third of the active particles applied to the predictor, reducing the
number of active cycles from 80 to 26. The number of inactive cycles and response matrix
acceleration remained the same, as the MATLAB wrapping script does not allow the fission
source to be passed from one transport solution to the next, as can done with Serpent’s
internal depletion coupling. These results are shown in Fig. 16. Both schemes show nearly
unchanged results from their full-statistics counterparts, with the fixed relaxation factor
providing a relatively symmetric flux profile while the stochastic approximation has failed
to converge sufficiently. This is emphasised by considering the eigenvalue error against the
full-statistics version of the α = 0.3 simulation, as shown in Fig. 17 – intriguingly, the SI
scheme with reduced statistics appears to have a better accuracy than its full-statistics coun-
terpart (Fig. 13), but fails to approach the reference solution. On the other hand, reducing
the corrector statistics does not appear to have affected the eigenvalue estimate when using
a fixed relaxation factor.
The nuclide density errors against the reference scheme are also shown in Fig. 18: these
match the behaviour of the eigenvalue well, showing the sharp error growth in a number of
nuclide densities for the SI schedule after 200 days when the eigenvalue error grows outside
the range of statistical error. The scheme using a relaxation factor of 0.3 displays only
a small, consistent error across all considered nuclides at all times. That said, for both
plutonium isotopes and the two fission products, the SI scheme shows the initial, often
dominant, error familiar from the previous nuclide density charts, while the error in the
fixed relaxation scheme is substantially smaller. It should be emphasised that this is not
thought to be any particular advantage of the fixed relaxation scheme or due to numerical
instability; it is much more likely a product of stochastic noise, extremely low initial nuclide
densities, the LE predictor, and a small difference in weighting between the extrapolated
and corrected reaction rates corresponding to each of the schemes applied.
A final test to conduct should investigate the effect of clustering when using a fixed
relaxation factor. This work was inspired by suspecting that the success of SI schemes
was partly due to their ability to negate clustering and correlation effects, begging the
question – will a fixed relaxation factor prove similarly robust? This can be investigated
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Fig. 16. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using the LE/LI
scheme with 10 substeps, three corrector iterations, and varying the relaxation scheme, while dividing the
number of active histories during the predictor equally across corrector iterations. The horizontal axes on
each graph are the burn-up time-points given in Table 1, while the vertical axes are the flux values at a
given axial node from 1 to 10, with the fluxes at a given time-point normalised by the maximum value.
Fig. 17. Differences in the eigenvalue with burn-up for the relaxed LE/LI scheme with 10 substeps, three
iterations and two relaxation schemes which use the same number of active histories across all corrector
transport calculations as during the predictor step.
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Fig. 18. Normalised L2 nuclide density differences across the PWR pin geometry using the LE/LI scheme
with 10 substeps, three iterations and two relaxation schemes which use the same number of active
histories across all corrector transport calculations as during the predictor step
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Fig. 19. Flux profile over time for a PWR fuel pin with axially vacuum boundaries using the LE/LI
scheme with 10 substeps, three corrector iterations and two relaxation schemes, when using fewer particles
per cycle while maintaining the total number of active histories. The horizontal axes on each graph are the
burn-up time-points given in Table 1, while the vertical axes are the flux values at a given axial node from
1 to 10, with the fluxes at a given time-point normalised by the maximum value.
by preserving the total number of active histories applied to a transport solution while
lowering the number of particles per cycle – again, the LE/LI scheme was used with 3
corrector iterations, comparing a fixed relaxation factor of 0.3 with the SI scheme. The
particle settings were 200,000 particles per cycle over 800 active cycles, and 200 inactive
cycles. Unlike previously, the response matrix acceleration scheme was not used, as it was
reported in the original paper that lower numbers of particles per cycle could adversely
affect the algorithm (Leppänen, 2019). The number of active histories was the same for all
transport solutions obtained. The flux profiles are shown in Fig. 19 and their eigenvalues
and nuclide densities are compared against the same reference case as above when using the
LE/LI scheme, shown, respectively, in Figs. 20 and 21.
From the heat maps, both schemes have been noticeably affected by using fewer par-
ticles per cycle, displaying significantly more asymmetry as compared to previous results.
That being said, the asymmetry is less pronounced when using a fixed relaxation factor –
the stochastic approximation actually does not appear more effective in attaining a stable
solution where clustering and correlation is more dominant. This is emphasised further by
considering the eigenvalue error: in spite of the asymmetry in the flux profile, there is only a
slight bias outside of statistics that can be observed when using the fixed relaxation factor.
The SI scheme, on the other hand, obtains a markedly different eigenvalue, with an error
that is larger and more sustained than occurred in the preceding simulations where clus-
tering would not have been so dominant. Examining the nuclide density errors, although
the magnitudes of the errors have increased for the fixed relaxation scheme, they remain
relatively constant with burn-up. On the other hand, the SI scheme displays the previously
seen sharp error growth across a number of nuclides after 150 days, indicative of instability.
Hence, SI schemes appear to be less robust than simply using a fixed relaxation factor in
simulations subject to clustering and correlation.
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Fig. 20. Differences in the eigenvalue with burn-up for the relaxed LE/LI scheme with 10 substeps, three
iterations and two relaxation schemes, when using fewer particles per cycle while maintaining the total
number of active histories.
4. Conclusions
This work has investigated the stability of Monte Carlo burn-up schemes for neutronically
large geometries. In particular, a number of the standard PC algorithms were investigated
and found to be unstable without modification to the corrector step, even when account-
ing for neutron clustering. A new, implicit burn-up algorithm was then proposed, closely
resembling stochastic implicit schemes, albeit, simplified by keeping the relaxation factor
fixed. This fixed relaxation factor scheme was examined on a representative unstable burn-
up problem for a variety of PC schemes, relaxation factors, and corrector iterations, with
comparison against the stochastic implicit equivalent. In all cases, using a fixed relaxation
factor proved to be either equally or more efficient and accurate while achieving a stable
solution. These investigations also demonstrate that adding substeps to the corrector step
and using a linear extrapolation for the predictor both make the problem more unstable.
To demonstrate the scheme’s computational efficiency, it was shown that using reduced
statistics on each corrector step, such that the expense of repeated transport solutions was
not substantially larger than that during the predictor step, does not degrade the accuracy
or stability of the simpler scheme. Finally, it was shown that the scheme has a superior
performance to the stochastic approximation in the presence of clustering and correlation
effects.
Future work will investigate the selection of an optimal relaxation factor – an effective
value was not obvious from the outset, only becoming apparent by examining simulation
results. This value will vary with both the time-step size considered and the problem ge-
ometry. Shorter time-steps would seemingly permit gentler relaxation and fewer iterations,
29
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Fig. 21. Normalised L2 nuclide density differences across the PWR pin geometry using the LE/LI scheme
with 10 substeps, three iterations and two relaxation schemes when using fewer particles per cycle while
maintaining the total number of active histories
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whereas more spatially-decoupled problems would imaginably require more aggressive relax-
ation. That being said, symmetric PWR pin problems taking 60 day time-steps are some of
the more unstable in the authors’ experience, and a relaxation factor of 0.3 with 3 correc-
tor iterations, dividing active particles equally between each corrector step seems adequate
to obtain a stable and accurate solution. This suggests that, provided a large number of
particles are simulated per generation, other challenging problems are not likely to require
substantially more severe settings.
Finally, given the success of relaxation methods, it may also be possible to obtain stable
solutions to the non-linear system given by the corrector step using Newton’s method, po-
tentially by a similar means to that demonstrated by Aufiero and Fratoni (2017). On the
one hand, this will require the additional computational expense of computing derivative in-
formation – presently this appears relatively computationally inefficient as compared to the
currently proposed scheme, which allows the corrector statistics to be reduced while main-
taining stability. However, when coupling neutron transport and isotopic depletion with
additional physics, there may be some computational advantage to be gained by obviating
iteration between transport, depletion, and, say, thermal-hydraulics.
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