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Experimental study of a uni junction transistor (UJT) has enabled to show that this electronic
component has the same features as the so-called “memristor”. So, we have used the memristor’s
direct current (DC) vM−iM characteristic for modeling the UJT’s DC current-voltage characteristic.
This led us to confirm on the one hand, that the UJT is a memristor and, on the other hand to
propose a new four-dimensional autonomous dynamical system allowing to describe experimentally
observed phenomena such as the transition from a limit cycle to torus breakdown.
I. FROM UNI JUNCTION TRANSISTOR TO UNI JUNCTION MEMRISTOR
A. The Uni Junction Transistor
The Uni Junction Transistor (UJT) was discovered by accident by Jerry Suran in 1953. At that time he was working
in the circuits group under Richard Shea and Arnold Lesk evaluating experimental tetrode transistors made by John
Saby’s group. In an interview given half a century later to [15], Suran explained that he asked to Saby:
“. . . if he could maybe build some tetrodes for us to experiment with. Just try to put two ohmic contacts
across the base of a transistor, and try to build the transistor just the way he would normally build a
triode. We were just curious to see how these things would work. I believe that this particular experiment
was run about a year after I came to the Electronics Laboratory, so it was probably about the middle
of 1953, or maybe a little bit later in that year. What happened was that the first couple of tetrodes
that we got we could notice very little effect of the electric field. Our theory just wasn’t born out, that
this fourth electrode was going to do anything at all. On the other hand, one of those tetrodes curiously
had a hysteresis effect on the input, and when we put an oscilloscope on it we found that the thing was
oscillating. There was no effect of input voltage or current on the output, so it became apparent quickly
that something had happened to the collector contact and that this one had a broken lead.”
 
FIG. 1: Original double base diode made by Arnie Lesk in John Saby’s lab in 1953, from Electronics (Feb. 19, 1968).
“Remember these germanium transistors in those days, the experimental ones that we were building in the
laboratory, were put in a little vial, a tiny test tube filled with silicone oil to stabilize the surface. Then
it was sealed with a wax seal on the input where the wires came into the transistor. The wax seal was
2just to stabilize the wires. So, we were experimenting with devices that were built that way, and I guess a
collector lead had broken off, and in a place we couldn’t see it. That’s how we got the name, “double base
diode”. When you measure the dc characteristics of the input, when you tie the two bases together, it was
just like a diode, but when you put a field across the two base contacts, this thing oscillated, and it was
oscillating with the parasitic capacitance of our instrumentation on the input side. So, we were quickly
then able to determine that we had a device that was very different from what we expected, and it was a
serendipity effect because the collector contact had opened up quite unexpectedly - as far as I can recall,
that was how the unijunction transistor was discovered.”
Thus, the UJT also called “double base diode” has three terminals: an emitter (E) and two bases (B1 and B2) (see
Fig. 2).
FIG. 2: Schematic structure of the UJT with the bias voltage.
The UJT has been mainly used as active device in relaxation oscillators because its current-voltage static char-
acteristics has a portion in which the resistance is negative at the emitter terminal (E) (see Fig. 3). The static
emitter characteristic, i.e., the mathematical function modeling the relationship between the emitter voltage VE and
the emitter current IE of a UJT at a given inter base voltage VB is plotted in Figure 3.
FIG. 3: Static Emitter Characteristic of the UJT.
From the static emitter characteristic of the UJT plotted in Fig. 3, we notice that VE increases rapidly till it reaches
a maximum value at the peak point P . In the meantime the emitter current IE is almost zero. This portion of the
curve corresponds to a region called the “cut-off” region. Once conduction is established at VE = VP the emitter
potential VE starts decreasing drastically with the rapid increase in emitter current IE till it reaches a maximum
value at the valley point V . As a result a negative resistance portion appears in the characteristic curve. Beyond the
valley point, any further increase in the emitter current IE places the UJT in the saturation region.
3B. The memristor
On April 30th 2008, the journal Nature announced that the missing circuit element, postulated thirty-seven years
before by Professor Leon O. Chua has been found [14]. However, contrary to what one might think, it is not by
experimenting, but by logical deduction that Professor L. O. Chua was able to postulate the existence of a missing
circuit element. In his now famous publication of 1971, Chua [2] considered the three basic building blocks of an
electric circuit: the capacitor, the resistor and the inductor as well as the three laws linking the four fundamental
circuit variables, namely, the electric current i, the voltage v, the charge q and the magnetic flux ϕ (see Fig. 4).
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The missing memristor found
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Anyone who ever took an electronics laboratory class will be fami-
liar with the fundamental passive circuit elements: the resistor, the
capacitor and the inductor. However, in 1971 Leon Chua reasoned
from symmetry arguments that there should be a fourth fun-
damental element, which he called amemristor (short for memory
resistor) . Although he showed that such an element has many
interesting and valuable circuit properties, until now no one has
presented either a useful physical model or an example of a mem-
ristor. Herewe show, using a simple analytical example, thatmem-
ristance arises naturally in nanoscale systems in which solid-state
electronic and ionic transport are coupled under an external bias
voltage. These results serve as the foundation for understanding a
wide range of hysteretic current–voltage behaviour observed in
many nanoscale electronic devices2–19 that involve the motion of
charged atomic or molecular species, in particular certain tita-
nium dioxide cross-point switches20–22
More specifically, Chua noted that there are six different math-
ematical relations connecting pairs of the four fundamental circuit
variables: electric current , voltage , charge and magnetic flux
One of these relations (the charge is the time integral of the current)
is determined from the definitions of two of the variables, and
another (the flux is the time integral of the electromotive force, or
voltage) is determined from Faraday’s law of induction. Thus, there
should be four basic circuit elements described by the remaining
relations between the variables (Fig. 1). The ‘missing’ element—the
memristor, with memristance —provides a functional relation
between charge and flux, d
In the case of linear elements, in which is a constant, memri-
stance is identical to resistance and, thus, is of no special interest.
However, if is itself a function of , yielding a nonlinear circuit
element, then the situation is more interesting. The i–v characteristic
of such a nonlinear relation between and for a sinusoidal input
is generally a frequency-dependent Lissajous figure , and no com-
bination of nonlinear resistive, capacitive and inductive components
can duplicate the circuit properties of a nonlinear memristor
(although including active circuit elements such as amplifiers can
do so) . Because most valuable circuit functions are attributable to
nonlinear device characteristics, memristors compatible with inte-
grated circuits could provide new circuit functions such as electronic
resistance switching at extremely high two-terminal device densities.
However, until now there has not been a material realization of a
memristor.
The most basic mathematical definition of a current-controlled
memristor for circuit analysis is the differential form
where is the state variable of the device and is a generalized
resistance that depends upon the internal state of the device. In this
case the state variable is just the charge, but no one has been able to
propose a physical model that satisfies these simple equations. In
1976 Chua and Kang generalized the memristor concept to a much
broader class of nonlinear dynamical systems they called memristive
systems23, described by the equations
where can be a set of state variables and and can in general be
explicit functions of time. Here, for simplicity, we restrict the discus-
sion to current-controlled, time-invariant, one-port devices. Note
that, unlike in a memristor, the flux in memristive systems is no
longer uniquely defined by the charge. However, equation (3) does
serve to distinguish amemristive system from an arbitrary dynamical
device; no current flows through the memristive system when the
voltage drop across it is zero. Chua and Kang showed that the i–v
characteristics of some devices and systems, notably thermistors,
Josephson junctions, neon bulbs and even the Hodgkin–Huxley
model of the neuron, can be modelled using memristive equations23
Nevertheless, there was no direct connection between the mathe-
matics and the physical properties of any practical system, and
hence, almost forty years later, the concepts have not be n wid ly
adopted.
Here we present a physical model of a two-terminal electrical
device that behaves like a perfect memristor for a certain restricted
HP Labs, 1501 Page Mill Road, Palo Alto, California 94304, USA.
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Figure 1 The four fundamental two-terminal circuit elements: resistor,
capacitor, inductor andmemristor. Resistors andmemristors are subsets of
a more general class of dynamical devices, memristive systems. Note that
and can be functions of the independent variable in their defining
equations, yielding nonlinear elements. For example, a charge-controlled
memristor is defined by a single-valued function ).
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FIG. 4: The four fundamental two-terminal circuit elements, [14, p. 80]
Then, Chua [2, p. 507] explained that:
“. . . by the axiomatic definition of the three classical circuits elements, namely, the resistor (defined by a
relationship between v and i), the inductor (defined by a relationship between ϕ and i), and the capacitor
(defined by a relationship between q and v). Only one relationship remains undefined, the relationship
between ϕ and q.”
He thus concluded from the logical as well as axiomatic points of view, that it is necessary, for the sake of com-
pleteness, to postulate the existence of a fourth circuit element to which he gave the name memristor since it behaves
like a nonlinear resistor with memory [5]. Unlike the transistor that allows the current to flow or not, and so uses bits
(0 or 1), the memristor has a variable resistance and can therefore take all the values between 0 and 1. Depending
on the incoming signal and its previous state, the memristor adjusts its resistance to current and keep in memory its
previous state, hence its name.
Eight years ago, Muthuswamy & Chua [9, p. 1574] plotted the direct current (DC) vM − iM static characteristic of
the memristor (see Fig. 5).
In their paper, Muthuswamy & Chua [9, p. 1580] stated the equation of this curve representing the direct current
(DC) vM − iM static characteristic of the memristor:
vM = iM
(
−1 +
i2M
(iM + α)
2
)
β (1)
By comparing the static characteristic of the UJT plotted in Fig. 3 with that of the memristor plotted in Fig. 5, it
appears that both curves shape is similar even identical. Hence the idea to use the memristor’s direct current (DC)
vM − iM characteristic for modeling the UJT’s DC current-voltage characteristic. Although fundamental differences
exist between transistor and memristor especially the capability of this latter of altering its resistance and storing
multiple memory states [13], searchers still consider memristor as an hybrid, halfway between a transistor and a
memory. In a previous publication, we have studied the complex dynamics of a direct current glow discharge tube,
i.e. a neon tube [11]. This led us to propose a new four-dimensional autonomous dynamical system for which we
have highlighted bifurcations routes from torus breakdown to homoclinic chaos following the Newhouse-Ruelle-Takens
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Thus, the DC function of the memristor is
given by:
) = 1 + (D.3)
A plot of the function in Eq. (D.3) is shown in
Fig. 13, with the locally-active region highlighted.
The significance of local activity is that this
region of negative resistance is essential for chaos
Chua, 2005]. In other words, we need at least
one locally-active element for chaos [Chua, 2005].
Our memristor is locally-active as well as nonlin-
ear, hence we can make the other two elements
(the inductor and capacitor) in our circuit linear
and passive. Thus, when our system is chaotic, the
current through and the voltage across the mem-
ristor will mostly be in the locally-active region
of Fig. 13. This fact is also highlighted in Fig.
We have superimposed a few ( , v ) measure-
ments from the actual circuit on the memristor DC
curve. We can see that most of the points
do indeed lie in the locally-active region.
In order to plot the experimental DC charac-
teristic in Fig. , we used the test circuit shown in
Fig. 14 The current source ) was configured
to be approximately 10mA amplitude sine-wave, at
Fig. 13. The theoretical memristor DC curve. We
have highlighted the locally-active region in red
Fig. 14. A test circuit we used for plotting the memristor
DC characteristic and the pinched-hysteresis loops.
a frequency of 0.5Hz. We placed the oscilloscope
into “persistence-mode” so that we could record the
points. We then plotted versus this input cur-
rent on the oscilloscope.
Note that in order to plot the pinched hys-
teresis loop, we simply increased the frequency
of the sinusoidal waveform to obtain Figs. (a)
and (b).
E. BIBO Instability of Sprott’s
Memristive System
Consider the system in Eq. ( ), repeated below for
convenience:
dx
dt
dy
dt
zy
dz
dt
= 1
(E.1)
In Eq. (E.1), we will be concerned with the behav-
ior of the memristor for a bounded input. Suppose
) = sin(ωt). Substituting this function into the
dz/dt equation in Eq. (E.1), we get:
dz
dt
= 1 sin ωt) (E.2)
The equation above is separable so it can be easily
integrated (assuming zero initial conditions) using
basic calculus to find ):
) =
sin(2ωt
(E.3)
Notice the presence of the linear t/2 function on the
right-hand side that implies the internal state
of the memristor is unbounded. Hence our system
is BIBO unstable.
The current waveform generator is a voltage waveform generator in series with a large resistance of 100 kΩ. By Norton’s
theorem, we thus have a current source [Chua, 1969]. We thus have a current source in parallel with a 100 kΩ resistor that
draws a negligible amount of current.
FIG. 5: The DC vM − iM static characteristic of the memristor, [9, p. 1574].
scenario [6]. Starting from an electronic circuit comprising a UJT associated with an os illating ircuit, we s ow in
this work that the memristor’s characteristic (1) c n be used for modeling that of the UJT so, that’s why we suggest
to call it “Uni Junction Memristor”. Then, while using Kirchoff’s law, we derive the ordinary differential equations
representing the various oscillatory regimes of a UJT. As previously, mathematical analysis and detailed numerical
investigations of the four-dimensional dynamical system thus built, enable to confirm the torus breakdown observed
experimentally.
II. EXPERIMENTAL SETUP
In our laboratory, we have built an electronic circuit comprising a UJT. A schematic representation of the experi-
mental setup is plotted in Fig. 6, where the UJT has been replaced by an equivalent model including a fixed resistor
Rb2, a variable and current dependent resistor Rb1 and an inductor L accounting for parasitic effects.
FIG. 6: Circuit diagram of the experimental setup.
5By using Kirchhoff’s laws, it is not difficult to show that:
I3 = i2 and I1 = i1 + i2 (2)
i1 = C
dVUJT
dt
, (3)
By considering the circuit loop (abcfgh) in Fig. 6, we obtain:
i1 + i2 =
VS − VUJT
R
, (4)
Equations (2-4) lead to
dVUJT
dt
=
1
RC
(VS − VUJT −Ri2) . (5)
Since the potential difference Vcf = VUJT , we have:
L
d(i2 + i3)
dt
= VUJT −Req (i2 + i3) , (6)
where L represents the spurious inductance of the UJT. Then, by considering the circuit loop (dcfe), we find that
i3 =
Vbias − VUJT
R2 +Rb2
, (7)
Let’s pose i = i2 + i3 and let’s replace i3 by the right hand side of Eq. (7) in Eq. (5) and (6) which read:
dVUJT
dt
=
1
RC
[(
VS +
RVbias
R2 +Rb2
)
−
(
1 +
R
R2 +Rb2
)
VUJT −Ri
]
, (8)
L
di
dt
= VUJT −Reqi. (9)
Let’s notice that Reqi represents the nonlinear electromotive force of the UJT which can be modeled from its
current-voltage characteristics by a function G(i) = Reqi. Then, we introduce “an oscillatory modulation around the
working point to reproduce the experimental time series” by coupling the following equation of the damped oscillator
with Eqs. (8 & 9):
z¨ + βz˙ + ω2z = γx. (10)
and by posing:
Vbias → Vbias +mz with 0 6 x 6 1.
where m will play the role of control parameter. Thus, taking into account this “modulation effect”, Eq. (8) reads
now
dVUJT
dt
=
1
RC
[(
VS +
RVbias
R2 +Rb2
)
+
R
R2 +Rb2
mz −
(
1 +
R
R2 +Rb2
)
VUJT −Ri
]
In order to simplify the Eqs. (8 & 9), let’s pose
6V ′bias = VS +
RVbias
R2 +Rb2
,
k = 1+
R
R2 +Rb2
,
where V ′bias is in Volt and k is a dimensionless parameter. So, we have:
dVUJT
dt
=
1
RC
[V ′bias + (k − 1)mz − kVUJT −Ri]
The experimental current-voltage characteristic of the UJT reaches an asymptotic value of about v = 1 V while the
magnitude of current i is of order of magnitude 10−3 A. So, we will use these values to rescale and dedimensionalize
Eqs. (8 & 9). Thus, we pose VUJT = vy/k with v = 1 V and i = αkx with α = 10
−3 A. We use also a dimensionless
time variable t→ β1t where β1 = 10
−4 s and we introduce the following new parameters set:
A0 =
β1
β2
V ′bias, A1 =
β1
β2
, A2 = A1Rαk.
with β2 = RC/k (let’s remind that [RC] = s). Eqs. (8 & 9) read then:
dy
dt
= A0 −A1y −A2x+A1 (k − 1)mz, (11)
µ
dx
dt
= y − g (x) . (12)
where we have posed:
µ =
αLk2
β1v
and G (i) =
v
k
g (x) .
Let’s notice that Eq. (10) can be written as a set of first order ordinary differential equations:
dz
dt
= u,
du
dt
= −βu− ω2z + γx.
Thus, by posing z → z/v(k − 1) and u→ u/β1v(k − 1), we obtain:
dz
dt
= u,
du
dt
= −ββ1u− (β1ω)
2
z +
γ (k − 1)β21
v
x.
Since β, ω and γ are free parameters we can pose to simplify: ββ1 → β, β1ω → ω, γ (k − 1)β
2
1
/v→ γ.
Finally, the UJT circuit model reads:
µ
dx
dt
= y − g (x) ,
dy
dt
= A0 −A1y −A2x+A1mz,
dz
dt
= u,
du
dt
= −βu− ω2z + γx.
(13)
7So, according to what precedes (see Sect. 1), we propose to use the memristor’s direct current (DC) vM − iM
characteristic (1) for modeling the UJT’s DC current-voltage characteristic g(x). Hence we have the dimensionless
form following function:
g (x) = x
(
a+
bx2
(x+ c)
2
)
(14)
The parameters values a, b and c obtained by fitting the experimental data provides:
a = 419.888, b = 422.443, c = 0.0129707,
with the coefficient of determination R2 = 0.990896 indicating a quite good fit of the data [1]. In our experimental
setup, the electrical components in the circuit diagram plotted in Fig. 6 have the following values: VS = 7V ,
Vbias = 4.67V , R = 12.6kΩ, R2 = 677Ω, Rb2 = 2.5kΩ, C = 49.73nF and L = 0.2mH . Thus, with these values
parameters set is:
µ = 0.05, A0 = 26, A1 = 0.7925, A2 = 49.59, β = 0.008, ω = 1.2 and ν = 1.
III. STABILITY ANALYSIS
A. Fixed points
Fixed points are determined while using the classical nullclines method. Thus, by plugging y and z in the first
equation of the dynamical system (13) leads to the unique positive fixed point of this four-dimensional dynamical
system which reads:
I
(
x∗, y∗ =
A0
A1
−
A2
A1
x∗ +m
γ
ω2
x∗, z∗ =
γ
ω2
x∗, u∗ = 0
)
, (15)
where the expression of x∗ (too large to be explicitly written here) depends on the control parameter m.
B. Jacobian matrix
The Jacobian matrix of dynamical system (13) reads:
J =


−
1
µ
a(c+ x)3 + bx2(3c+ x)
(c+ x)3
1
µ
0 0
−A2 −A1 mA1 0
0 0 0 1
γ 0 −ω2 −β


(16)
By replacing the coordinate of the fixed point I (15) in the Jacobian matrix (16) one obtains the Cayley-Hamilton
fourth degree eigenpolynomial from which one can deduce the two pair of two complex conjugate eigenvalues λi
depending on m. The real part of the first pair is strictly negative while the second one is strictly positive for all
values of m ∈ [0, 1]. So, the fixed point I is unstable according to Lyapunov’s theorem [8] and no Hopf bifurcation
could occurred with this parameter set.
8C. Bifurcation diagram
Thus, in order to highlight the effects of the control parameter m changes on the topology of the attractor we have
built a bifurcation diagram (see Fig. 7) that we have compared to the phase portraits plotted in Fig. 8. We observe
that for m = 0, the attractor is a limit cycle (see Fig. 8a). As m increases between 0 and 0.35, the limit cycle thickens
into the u-direction and becomes a“ring” consisting in dense trajectories (see Fig. 8b). For m ≈ 0.35, the trajectories
split into two parts and form a kind of “spring” (see Fig. 8c). In the interval 0.35 6 m 6 0.7, the particular feature
of the bifurcation diagram shows that the trajectories are not dense on the attractor. Then, for m ≈ 0.5, a “torus”
appears (see Fig. 8d).
9FIG. 7: Bifurcation diagram umax as function of m.
By reading from right to left the bifurcation diagram presented in Fig. 7 and comparing it to the phase portraits
plotted in Fig. 8, topological changes of the trajectory curve, integral of dynamical system (13) seem to follow these
transitions:
Torus⇒ Chaos⇒ Limite Cycle
In order to confirm such scenario, Lyapunov Characteristic Exponents (LCE) have been computed in each case.
D. Numerical computation of the Lyapunov exponents
The algorithm developed by Pr. Marco Sandri [1996] for Mathematica R© has been used to perform the numerical
calculation of the Lyapunov characteristics exponents (LCE) of dynamical system (13) in each case. LCEs values have
been computed within each considered interval (m ∈ [0, 0.5] and [0.5, 1]). As an example, for m = 0, 0.3, 0.5 and 0.57,
Sandri’s algorithm has provided respectively the following LCEs (0,−0.10,−0.12,−202.14), (+0.25, 0,−1.5,−212.24),
(+1.23, 0,−1.2,−207.09) and (0, 0,−0.026,−206.2). Then, following the works of Klein and Baier [1991], a classifica-
tion of (autonomous) continuous-time attractors of dynamical system (13) on the basis of their Lyapunov spectrum,
together with their Hausdorff dimension is presented in Tab. 2. LCEs values have been also computed with the Lya-
punov Exponents Toolbox (LET) developed by Pr. Steve Siu for MatLab R© and involving the two algorithms proposed
by Wolf et al. [1985] and Eckmann and Ruelle [1985] (see https://fr.mathworks.com/matlabcentral/fileexchange/233-
let). Results obtained by both algorithms are consistent.
TABLE I: Lyapunov characteristics exponents of dynamical system (13) for various values of m.
m LCE spectrum Dynamics of the attractor Hausdorff dimension
m = 0 (0,−,−,−) Periodic Motion (Limit Cycle) D = 1
0 < m < 0.5 (+, 0,−,−) 2-Chaos D = 3.0007
0.5 < m < 1 (0, 0,−,−) 3-Torus D = 2
10
(a) m = 0 (b) m = 0.3
(c) m = 0.4 (d) m = 0.5
FIG. 8: Phase portraits of dynamical system (13) in the (x, y, u)-space for various values m.
IV. COMPARISON WITH THE UJT CIRCUIT
A. Torus breakdown
The electronic circuit built in our laboratory (see Fig. 6) has enables to highlight various oscillatory regimes of
the UJT according to the value of the control parameter m. So, in order to show the ability of our model (13) to
reproduce the experimentally observed phenomena, let’s compare the oscilloscope snapshots of the UJT circuit for
some values of m and the corresponding phase portraits (see Fig. 9 & 10). Let’s notice that in Fig. 9-b & 10 we have
plotted experimental real time Poincare´ sections which have been obtained by plotting a maximum of voltage signal
versus the successive one and which provide evidence of torus breakdown.
11
(a) m = 0.51 (b) m = 0.51
FIG. 9: Phase portrait of dynamical system (13) and oscilloscope snapshot of UJT circuit for m = 0.51.
B. Pinched hysteresis loop
According to Leon Chua [3] “pinched hysteresis loop confined to the first and the third quadrants of the v − i
plane whose contour shape in general changes with both the amplitude and frequency of any periodic “sine-wave-like”
input voltage source, or current source” is the fingerprint of a memristor or a memristive device. Thus, in order to
confirm the memristive feature of the unijunction transistor (UJT) we have applied a sinusoidal signal to the emitter
of the UJT and recorded VE − IE for many frequencies and amplitudes. The “sine-wave-like” input voltage source
was always positive and spanned in amplitude from 0 to 3.2 Volts. The results, plotted in Fig. 11-a & 11-b, show the
existence of a “pinched hysteresis loop” confined to the first quadrant of the VE − IE plane.
V. DISCUSSION
Starting from a great similarity between the static emitter characteristic of the UJT and the direct current (DC)
vM − iM static characteristic of the memristor, we proposed to use the memristor’s direct current characteristic
equation (1) for modeling the UJT’s DC current-voltage characteristic. Then, experimental measurements of the
current and voltage of the UJT have indicated a quite good fit of these data for this memristor model (1), the
coefficient of determination being R2 = 0.9802. Thus, this has lead us to suggest to rename the UJT “Uni Junction
Memristor”. By coupling the UJT with an oscillating circuit, we have analyzed the various oscillatory regimes
depending on a control parameter m and proposed a new four-dimensional dynamical system allowing to reproduce
the experimentally observed phenomena. The bifurcation diagram (Fig. 7) has highlighted a transition from a limit
cycle to chaos leading to the appearance of a torus. This scenario has been confirmed by the computation of the
Lyapunov characteristic exponents. So, varying the value of the control parameter m from 1 to zero has enabled
to highlight the torus breakdown observed in our circuit. Thus, the comparison of our results with the oscilloscope
snapshots of the UJT circuit for some values of m has shown that the proposed model was able to reproduce the
experimentally observed phenomena, i.e., the occurrence of a torus breakdown (Fig. 8, 9 & 10). Moreover, the
existence of a “pinched hysteresis loop” confined to the first quadrant of the current-voltage VE− IE characteristics of
the UJT (Fig. 11) has then confirmed the memristive behavior of the UJT. The importance of this four-dimensional
dynamical system is related to a general feature of the coupling between a relaxation oscillator (singing arc, triode,
neon tube, UJT, memristor, . . . ) and a driven harmonic oscillator which leads to a torus breakdown.
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(a) m = 0.39 (b) m = 0.47
(c) m = 0.49 (d) m = 0.51
(d) m = 0.514 (e) m = 0.545
FIG. 10: Torus breakdown in the UJT circuit for various values m.
13
(a) f = 20kHz (b) f = 50kHz
FIG. 11: Current-voltage VE − IE characteristics of the UJT for a “sine-wave-like” input signal of varying frequencies and
amplitudes.
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