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Abstract
The Replica Fourier Transform is the generalization of the discrete Fourier Transform to quantities de-
fined on an ultrametric tree. It finds use in conjunction of the replica method used to study thermodynamics 
properties of disordered systems such as spin glasses. Its definition is presented in a systematic and simple 
form and its use illustrated with some representative examples. In particular we give a detailed discussion of 
the diagonalization in the Replica Fourier Space of the Hessian matrix of the Gaussian fluctuations about the 
mean field saddle point of spin glass theory. The general results are finally discussed for a generic spherical 
spin glass model, where the Hessian can be computed analytically.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.
1. Introduction
The development of the replica method for the study of disordered systems can be traced 
back to the middle of 1970s with the introduction of a mean-field model for spin glasses known 
since then as the Sherrington–Kirkpatrick model [1,2]. The search for its solution in the low 
temperature spin glass phase has led to the introduction and development of tools such as the 
Replica Method and the concept of Replica Symmetry Breaking, that have found applications 
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74 A. Crisanti, C. De Dominicis / Nuclear Physics B 891 (2015) 73–105in a variety of other fields of the complex-system world, just to cite a few, neural networks, 
combinatorial optimization and glassy physics.
The hallmark of a spin glass state is the presence of a large number of degenerate, locally 
stable states. As consequence of this two identical ideal replicas of the system, indistinguishable 
in the high temperature paramagnetic phase, in the spin glass state may lie in different states and 
are, hence, distinguishable. The symmetry among replicas is broken. A solution which accounts 
for this scenario was proposed by Parisi [3,4], and it is now accepted as the correct mean-field 
solution of the Sherrington–Kirkpatrick model, and its generalizations. For finite-dimensional
systems this solution is known to exists at least down to dimension 6 −  [6,7]. However its 
physical relevance below the critical dimension dc = 6, and hence for dimension 3 or 2, is still 
an open problem and a different scenario the droplet picture [5], an essentially replica symmetric 
description, has been proposed.
According to the Parisi solution in the spin glass phase the replicas in the Replica Space are 
organized on an ultrametric tree. In this context the Replica Fourier Transform (RFT) is the 
generalization of the discrete Fourier Transform to quantities defined on an ultrametric tree and, 
similarly to the Fourier Transform, the RFT is powerful tool of the replica method. It can indeed 
be used not only for the study of the mean-field solution but also to investigate finite-dimensional
corrections [8].
The use of RFT was introduced with the work of Carlucci, De Dominicis, Kondor and 
Temesvári at the end of 1990s [8–11]. Since then it has been used in several other papers. How-
ever to our knowledge a systematic and simple presentation of RFT is still missing. This makes 
difficult to enter into the subject even for researcher working in the field of disordered systems. 
The aim of this work is to fill this missing part by presenting the use of the RFT, and its proper-
ties, discussing some representative examples. The presentation is kept simple so it could serve 
as a “reference” to enter into the world of RFT.
In Sections 2 and 3 we introduce the notation and give the definition of the RFT extending the 
discrete Fourier Transform to functions defined on an ultrametric tree. In Section 4 the RFT is 
evaluated for some typical functions occurring in the study of spin glass models. In Section 5 we 
illustrate the use of RFT to solve eigenvalue problems in the Replica Space by discussing the di-
agonalization of matrices whose structure is relevant for the analysis of the Gaussian fluctuations 
about the saddle point in spin glass models. Finally in Section 6 we compute the Hessian of the 
Gaussian fluctuations for a generic mean field spin glass spherical model generalizing to an arbi-
trary number of replica symmetry breaking the result of Ref. [12]. Details of some calculations 
can be found in the appendices.
2. The Replica Space
In the replica space each replica is identified by an index a = 0, . . . , n − 1, where n is the 
number of replicas. In view of the introduction of the Replica Fourier Transform it is useful to 
use zero-offset values, and periodic boundary conditions, so that each index a is given by the 
sequence of the first n integers modulo n.
The metrics is introduced in the Replica Space by the notion of overlap, or (co-)distance, 
between two replicas. In a scenario with R replica symmetry breaking steps the overlap takes 
R + 1 different values. Then by considering an ordered sequence of R + 2 integer pk > pk+1, 
with p0 = n and pR+1 = 1, and the requirement that pk/pk+1 is integer, and writing a =∑R
k=0 akpk+1, each index a can be mapped to a set of R + 1 integers ak :
a = [a0, . . . , aR] with ak = 0, . . . , pk/pk+1 − 1. (1)
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Under the assumption of periodic boundary condition, each index ak is given by the sequence of 
the first pk/pk+1 integers modulo pk/pk+1.
Two replicas a and b are said to have and overlap r , denoted by a ∩ b = r , if ak = bk for 
k = 0, . . . , r − 1 and ar = br :
a ∩ b = r ⇒
(
a
b
)
=
[
a′r ar+1 · · · aR
a0 · · · ar−1
b′r br+1 · · · bR
]
(2)
where the prime means that ar = br . Alternatively we can write a−b = [0, . . . , 0, a′r −b′r , ar+1 −
br+1, . . . , aR −bR] or, if we introduce the replica 0 = [0, . . . , 0], as (a−b) ∩0 = r . The graphical 
tree representation of the overlap a ∩ b = r is shown in Fig. 1.
In the Parisi replica symmetry breaking scheme, where the n ×n overlap matrix Qab between 
replica a and b is divided along the diagonal into boxes of decreasing sizes, the integers pk’s are 
the linear size of the boxes. Then a ∩ b = r means that replica a and b belong to the same Parisi 
box of size pr but to two distinct boxes of size pr+1. The overlap matrix Qab assumes the same 
value Qr for all replicas a and b with a ∩ b = r .
The overlap divides the Replica Space into a complete set of disjoint shells Sr = {a, b:
a ∩ b = r}, identified by the characteristic function:
r(a, b) =
r−1∏
k=0
δak,bk (1 − δar ,br ) = δr (a, b) − δr+1(a, b), (3)
where δx,y is the Kronecker delta and
δr (a, b) =
R+1∑
k=r
k(a, b) =
{
1 r = 0,∏r−1
k=0 δak,bk r = 1, . . . ,R + 1. (4)
The function δr(a, b) for r = R +1 reduces to: δR+1(a, b) = δa,b .1 We adopt the convention that 
quantities with one or more indexes outside the range [0, R + 1], for example δR+2(a, b), are 
null. This simplify the handling of boundary terms. The function δr(a, b) defines the subspace 
Br = {a, b : a ∩ b ≥ r} given by the sum of all shells St with t ≥ r : Sr = Br − Br+1.
The metrics based on the overlap defines an ultrametric geometry in the Replica Space: for 
any three replicas a, b, c we have a ∩ c ≥ min(a ∩ b, c ∩ b) as can be easily seen in Fig. 2.
In the Replica Fourier Space the natural quantity to consider is the complementary of the 
overlap, the co-overlap. Two replicas a and b have a co-overlap r , denoted by a
∗∩b = r , if 
ak = bk for k = r, . . . , R and ar−1 = br−1:
1 Identities between indexes must be intended modulo their periodicity. Therefore δar ,br means ar = br
(mod pr/pr+1) while δa,b means a = b (mod n) or, equivalently, ar = br (mod pr/pr+1) for r = 0, . . . , R.
76 A. Crisanti, C. De Dominicis / Nuclear Physics B 891 (2015) 73–105Fig. 2. Possible orderings of replicas a, b and c with a ∩ b = r , b ∩ c = t . From left to right: a ∩ c = c ∩ b < a ∩ b; 
a ∩ c = c ∩ b = a ∩ b; a ∩ c > c ∩ b = a ∩ b; a ∩ c = c ∩ b < a ∩ b. It is always possible to reorder the three replicas so 
that x ∩ y ≥ x ∩ z = y ∩ z.
a
∗∩b = r ⇒
(
a
b
)
=
[
a0 · · · ar−2 a′r−1
ar · · · aR
b0 · · · br−2 b′r−1
]
(5)
or, equivalently, (a − b) ∗∩0 = r . The graphical tree representation of the co-overlap a ∗∩b = r is 
shown in Fig. 1. It is easy to verify that a
∗∩ c ≤ max(a ∗∩b, c ∗∩b) for any triplet of replicas. As 
the overlap, the co-overlap divides the space into the complete set of disjoint shells ∗Sr = {a, b :
a
∗∩b = r}, whose characteristic function is:
∗
r(a, b) = (1 − δar−1,br−1)
R∏
k=r
δak,bk =
∗
δr (a, b) − ∗δr−1(a, b), (6)
where
∗
δr (a, b) =
r∑
k=0
∗
k(a, b) =
{
1 r = R + 1,∏R
k=r δak,bk r = 0, . . . ,R. (7)
and 
∗
δ0(a, b) = δa,b = δR+1(a, b). The function ∗δr (a, b) selects the subspace 
∗
Br = {a, b:
a
∗∩b ≤ r} equal to the sum of shells ∗St with t ≤ r : 
∗
Sr =
∗
Br − 
∗
Br−1.
It is easy to verify the following identities
r(a, b)s(a, b) = δr,sr(a, b) (8)
∗
r(a, b)
∗
s(a, b) = δr,s ∗r(a, b) (9)
and ∑
b
r(a, b) = pr − pr+1. (10)
∑
b
∗
r(a, b) = p0
(
1
pr
− 1
pr−1
)
. (11)
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The Replica Fourier Transform (RFT) of a generic function f a ≡ f (a) defined on the Replica 
Space with R replica symmetry breaking steps at the momentum or wave number μˆ is defined as
RFT
[
f (a)
]
(μˆ) = f (μˆ) =
∑
a
f (a)χ(aμˆ) (12)
where the kernel χ(aμˆ) is
χ(aμˆ) =
R∏
k=0
1√
pk/pp+1
exp
(
2πi
akμˆk
pk/pk+1
)
= 1√
p0
R∏
k=0
e
2πi pk+1
pk
akμˆk
, (13)
and the sum is over all replica indexes
∑
a
def=
R∏
k=0
pk/pk+1−1∑
ak=0
. (14)
The moment index μˆk of the Replica Fourier Space takes pk/pk+1 different integer values, which 
can be taken equal to 0, . . . , pk/pk+1 − 1, as the index ak of the Replica Space, or, using the 
periodicity of the exponential, shifted by half-period to have positive and negative values, similar 
to ordinary discrete Fourier Transform. As for ordinary Fourier Transform, different conventions 
are used in the literature to denote the transformed function. We shall denote the RFT by adding 
the “hat” to the index with respect to which the RFT is evaluated. This convention is quite useful 
when dealing with RFT of function depending on more than one replica index.
It is straightforward to verify the following relations
pk/pk+1−1∑
ak=0
e
2πi pk+1
pk
akbk = pk
pk+1
δbk,0, (15)
and ∑
a
χ(ab) = √p0 δR+1(b,0) = √p0 δb,0, (16)
which, together with
χ(a + b) = √p0χ(a)χ(b), (17)
gives ∑
c
χ(ac)χ(−cb) = δa,b. (18)
allowing for the inversion of the RFT:
f (a) =
∑
μˆ
f (μˆ)χ(−μˆa). (19)
When computing the RFT of functions defined on the Replica Space one eventually has to 
evaluate the RFT restricted to either subspaces Br and 
∗
Br and/or to shells Sr and 
∗
Sr . For these 
cases the following identities hold. When the RFT is restricted to subspaces Br or 
∗
Br , then
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δr (a, c)χ(cb) = pr ∗δr (b,0)χ(ab), (20)∑
c
∗
δr (a, c)χ(cb) = p0
pr
δr(b,0)χ(ab). (21)
If, instead, the RFT is restricted to shell Sr :∑
c
r(a, c)χ(cb) =
∗Pr (b,0)χ(ab) (22)
where
∗Pr (a, b) = pr ∗δr (a, b) − pr+1 ∗δr+1(a, b). (23)
For r = R + 1 the index r + 1 is outside the permitted range and the second term is missing: 
∗PR+1(a, b) = pR+1 ∗δR+1(a, b) = 1. The function 
∗Pr (a, b) satisfies the sum rule∑
c
∗Pr (a, c)
∗Ps(c, b) = p0δr,s
∗Pr (a, b). (24)
Finally when the RFT is restricted to shell 
∗
Sr :∑
c
∗
r(a, c)χ(cb) = p0Pr (b,0)χ(ab) (25)
where
Pr (a, b) = 1
pr
δr(a, b) − 1
pr−1
δr−1(a, b). (26)
When r = 0 the index r − 1 lies outside the permitted range and the second term is missing: 
P0(a, b) = (1/p0)δ0(a, b) = 1/p0. The function Pr (a, b) obeys the sum rule∑
c
Pr (a, c)Ps(c, b) = δr,sPr (a, b). (27)
4. Examples of Replica Fourier Transforms
In this section we illustrate the use of RFT by discussing the RFT of some typical functions 
which occur in the study of spin glass models.
4.1. One-replica functions
The simplest case is that of a function f a = f (a) of only one replica index. The function 
f (a) assumes the value fr whenever a has overlap r with a chosen reference replica in the 
Replica Space. By choosing the replica “0” as reference, then f (a) = fr for a ∩ 0 = r , with 
r = 0, . . . , R + 1, and f (a) can be written as:
f (a) =
R+1∑
r=0
frr(a,0) =
R+1∑
r=0
[fr − fr−1]δr (a,0) (28)
since shells Sr form a complete decomposition of the Replica Space. The second equality follows 
because quantities with index outside the range [0, R + 1] are null. Then, by using Eq. (20), the 
RFT is readily computed and reads:
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∑
a
f (a)χ(aaˆ) = χ(0)
R+1∑
r=0
pr [fr − fr−1] ∗δr (aˆ,0)
= 1√
p0
R+1∑
r=0
frˆ
∗
r(aˆ,0) (29)
where we have used χ(0) = 1/√p0, and defined frˆ as:
pr [fr − fr−1] = frˆ − f̂r+1. (30)
The momentum aˆ is generic, however, if
aˆ
∗∩0 = k ⇒ ∗r(aˆ,0) = δr,k (31)
then
f (aˆ)|
aˆ
∗∩ 0=k =
1√
p0
f
kˆ
, k = 0, . . . ,R + 1. (32)
and the RFT is monochromatic. The quantity
f
kˆ
=
R+1∑
r=k
pr [fr − fr−1] (33)
defined through Eq. (30) is called the RFT of fr . Similar to ordinary Fourier Transform, the 
wave number aˆ
∗∩0 = k fixes the resolution of the RFT. Indeed aˆ ∗∩0 = k implies that aˆt = 0 for 
t = k, . . . , R, but aˆk−1 = 0, and shells St with t ≥ k are averaged out. By increasing the value of 
k we move down to lower shells and get more and more details.
The inverse RFT follows directly from Eq. (30), which together with Eq. (28) gives:
f (a) =
R+1∑
r=0
1
pr
[frˆ − f̂r+1]δr (a,0) =
R+1∑
r=0
frˆPr (a,0). (34)
Moreover, iterating Eq. (30), leads to
fr =
r∑
k=0
1
pk
[f
kˆ
− fk̂+1] (35)
which express fr in terms of its RFT fkˆ .
4.2. Two-replicas functions
The case of functions depending on two replicas can be worked out in a similar way. Consider 
a function (matrix) Aab ≡ A(a, b) that depends on the overlap r between the replicas a and b: 
Aab = Ar if a ∩ b = r . Then, as before [cfr. Eq. (28)]:
Aab =
R+1∑
r=0
Arr(a, b) =
R+1∑
r=0
[Ar − Ar−1]δr (a, b). (36)
The RFT of Aab can be performed in sequence, e.g., first on index b and then on index a. The 
calculation is straightforward and leads to:
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R+1∑
r=0
pr [Ar − Ar−1] ∗δr (aˆ,0)δR+1(aˆ + bˆ,0)
=
R+1∑
r=0
Arˆ
∗
r(aˆ,0)δR+1(aˆ + bˆ,0), (37)
where Arˆ is the RFT of Ar introduced as before from the relation:
pr [Ar − Ar−1] = Arˆ − Âr+1. (38)
As it happens for the Fourier Transform of translation invariant functions, the dependence of Aab
on the overlap, or co-distance, between replicas leads to the vanishing of the total momentum 
aˆ + bˆ in the Replica Fourier Space ensured by the delta function.2
The RFT A
kˆ
is equal to the monochromatic aˆ
∗∩0 = k RFT of Aab:
A(aˆ,−aˆ)∣∣
aˆ
∗∩ 0=k = Akˆ =
R+1∑
r=k
pr [Ar − Ar−1]. (39)
In terms of the components Ar the RFT of A(a, b) can be also expressed as
A(aˆ, bˆ) =
R+1∑
r=0
Ar
∗Pr (aˆ,0)δR+1(aˆ + bˆ,0). (40)
The RFT can be easily inverted using Eq. (38) obtaining:
Ar =
r∑
k=0
1
pk
[A
kˆ
− Ak̂+1]. (41)
and
Aab =
R+1∑
k=0
1
pk
[A
kˆ
− Ak̂+1]δk(a, b)
=
R+1∑
k=0
A
kˆ
Pk(a, b). (42)
The RFT shares many properties of the usual Fourier Transform. For example from Eq. (18)
it follows that the product of two matrices
Cab =
∑
c
AacBcb (43)
can be written as
Cab =
∑
c,c′,cˆ
Aacχ(ccˆ)χ
(−cˆc′)Bc′b =∑
cˆ
A(a, cˆ)B(−cˆ, b) (44)
2 Due to the periodicity of indexes δR+1(aˆ + bˆ, 0) means that bˆr = −aˆr (mod pr/pr+1). If assume that aˆr takes 
symmetric positive and negative values, as wave-numbers in ordinary Discrete Fourier Transform, then δR+1(aˆ+ bˆ, 0) =
δ ˆ with the usual Kroneker delta.aˆ,−b
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the RFT on indexes a and b we recover the convolution relation
C(aˆ, bˆ) =
∑
cˆ
A(aˆ, cˆ)B(−cˆ, bˆ), (45)
from which it follows that
C
kˆ
= A
kˆ
B
kˆ
. (46)
These relations are valid for any matrix Aab and Bab. If B = A−1 then Cab = δab and Cˆk = 1, 
and the above relation gives
A−1
kˆ
= 1/A
kˆ
(47)
Finally the inversion formula (41) leads to the following simple expression
A−1r =
r∑
k=0
1
pk
[
1
A
kˆ
− 1
Ak̂+1
]
, (48)
for the components of the inverse matrix A−1. In a similar way one can compute the components 
of the m-power of a matrix, finding:
(
Am
)
r
=
r∑
k=0
1
pk
[
Aˆmk − Aˆmk+1
]
. (49)
The trace of a matrix can be computed either using the identity∑
a
A(a, a) =
∑
aˆ
A(aˆ,−aˆ) (50)
or from Eq. (42) by noticing that Pk(a, a) = 1/pk −1/pk−1, or directly from the identity TrA =
p0AR+1 using Eq. (41). In all cases one ends up with
TrA = p0
R+1∑
k=0
1
pk
[A
kˆ
− Ak̂+1]
= p0
R+1∑
k=0
[
1
pk
− 1
pk−1
]
A
kˆ
(51)
where the terms 1/pk−1 is missing for k = 0.
4.3. Three-replicas functions
When the function depends on the overlap among more than two replicas different geometries 
are possible. We shall consider the case of functions A(a, b, c) ≡ Ar(a, b; c) in which the overlap 
a ∩ b = r between replicas a and b is held fixed, and passive, while the cross-overlap with the 
replica c can vary. The ultrametric property of the metric implies that Ar(a, b; c) can depend on 
only one cross-overlap:
Ar(a, b; c) = Ar, t = max(a ∩ c, b ∩ c), (52)t
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the exchange of indexes a and b, Ar(a, b; c) is decomposed over the shells St as:
Ar(a, b; c) = 1
2
r−1∑
t=0
Art
[
t(a, c) + t(b, c)
]
r(a, b)
+ 1
2
Arr
[
r(a, c) − δr+1(b, c) + r(b, c) − δr+1(a, c)
]
r(a, b)
+
R+1∑
t=r+1
Art
[
t(a, c) + t(b, c)
]
r(a, b) (53)
The symmetry factor 1/2 in the first and second terms accounts for the symmetry of the tree for 
t ≤ r under the exchange of a and b. The second term enforces the constraint that the indexes 
ar , br and cr are all different. Finally the last term is the contribution from the two different 
configurations of the tree for t > r . By rearranging the terms and defining
p
(r)
t =
{pt t ≤ r,
2pt t > r,
(54)
Ar(a, b; c) can be written as
Ar(a, b; c) = 1
2
R+1∑
t=0
p
(r)
t
pt
[
Art − Art−1
][
δt (a, c) + δt (b, c)
]
r(a, b). (55)
The RFT on index c is easy evaluated using Eq. (20) and reads:
Ar(a, b; cˆ) = 1
2
R+1∑
t=0
Ar
tˆ
∗
t(cˆ,0)
[
χ(acˆ) + χ(bcˆ)]r(a, b) (56)
where
Ar
tˆ
=
R+1∑
k=t
p
(r)
k
[
Ark − Ark−1
]
, (57)
defined through the relation
p
(r)
t
[
Art − Art−1
]= Ar
tˆ
− Ar̂t+1. (58)
is the RFT of Art with respect to the cross-overlap t with passive overlap r . The RFT on indexes 
a and b is now evaluated using Eq. (22) and leads to the full RFT of Ar(a, b; c):
Ar(aˆ, bˆ; cˆ) = 1
2√p0
R+1∑
t=0
Ar
tˆ
∗
t(cˆ,0)
[ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)]δR+1(aˆ + bˆ + cˆ,0). (59)
Inverting the RFT with the use of Eq. (58), leads to
Ar(a, b; c) = 1
2
R+1∑
k=0
1
pk
[
Ar
kˆ
− Ar
k̂+1
][
δk(a, c) + δk(b, c)
]
r(a, b)
= 1
2
R+1∑
Ar
kˆ
[Pk(a, c) +Pk(b, c)]r(a, b). (60)
k=0
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and
Art =
t∑
k=0
1
p
(r)
k
[
Ar
kˆ
− Ar
k̂+1
] (61)
which express Ar(a, b; c), and Art , in terms of Arkˆ .
4.4. Four-replica functions
As an example of functions depending on the overlap among four replicas we shall consider 
the functions A(a, b, c, d) = Ar,s(a, b; c, d) in which the overlaps a ∩ b = r and c ∩ d = s are 
fixed and passive, while the cross-overlaps between replicas a, b and replicas c, d can vary. Func-
tions of this type are relevant for the study of the fluctuations in the spin glass problem. From the 
ultrametric property of the metric it follows that if r = s then Ar,s(a, b; c, d) can depend on only 
one cross-overlap:
Ar,s(a, b; c, d) = Ar,st , t = max(a ∩ c, a ∩ d, b ∩ c, b ∩ d), (62)
as shown for r > s in the tree representation of Fig. 3. In the theory of spin glasses these configu-
ration are called Longitudinal-Anomalous (LA). The decomposition of Ar,s(a, b; c, d) on shells 
St can be obtained directly from the tree representation of Fig. 3. Then for r > s, and omitting 
the term r(a, b)s(c, d) for simplicity of writing, it reads:
Ar,s(a, b; c, d) = 1
4
s∑
t=0
A
r,s
t
[
t(a, c) + t(b, c) + t(b, d) + t(a, d)
]
− 1
4
Ar,ss
[
δs+1(a, c) + δs+1(a, d) + δs+1(b, c) + δs+1(b, d)
]
+ 1
2
r∑
A
r,s
t
[
t(a, c) + t(a, d) + t(b, c) + t(b, d)
]
t=s+1
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2
Ar,sr
[
δr+1(a, c) + δr+1(a, d) + δr+1(b, c) + δr+1(b, d)
]
+
R+1∑
t=r+1
A
r,s
t
[
t(a, c) + t(a, d) + t(b, c) + t(b, d)
]
. (63)
The first sum from 0 to s is the contribution of the first diagram in the first row of Fig. 3. 
The diagram is symmetric under the exchange a ↔ b or c ↔ d leading to the symmetry factor 
1/4. The second sum from s + 1 to r is the contribution of the second and third diagrams of the 
first row, and 1/2 is the symmetry factor of the residual a ↔ b symmetry. The last sum is the 
contribution from the four diagrams in the second row. The two terms with δ’s ensure the correct 
geometry when t = s, r . These can be understood as follows. When t = s the indexes cs and ds
must be different from each other and from as , first diagram of the first line. This leads to the 
term s(a, c) − δs+1(a, d). Symmetrizing for the exchange a ↔ b or c ↔ d leads to the t = s
term in the first sum and to the residual term shown in the second line. Similarly when t = r the 
index cs , second digram first row, or the index ds , third digram first row, must be different from 
as and bs . Then we have a term s(a, c) − δs+1(b, c) + s(a, d) − δs+1(b, d). Symmetrization 
for the exchange a ↔ b leads to the t = r term of the second sum and the residual term shown in 
third row.
Rearranging the terms, introducing
p
(r,s)
t =
{pt t ≤ s < r,
2pt s < t ≤ r,
4pt s < r < t,
(64)
and the r(a, b)s(c, d) term, the contribution to Ar,s(a, b; c, d) from the LA configurations of 
Fig. 3 can be written in the compact from
LAA
r,s(a, b; c, d) = 1
4
R+1∑
t=0
p
(r,s)
t
pt
[
A
r,s
t − Ar,st−1
][
δt (a, c) + δt (a, d)
+ δt (b, c) + δt (b, d)
]
r(a, b)s(c, d). (65)
The subscript LA makes explicit that it follows from LA configurations. This expression is valid 
also for r < s, provided the role of r and s in Eq. (64) is exchanged. And, as it will be shown 
shortly, it remains valid for r = s too.
When r = s different types of configurations are possible. The first type are LA configurations 
shown in Fig. 4, which depend on one cross-overlap:
Ar,r (a, b; c, d) = Ar,rt , t = max(a ∩ c, a ∩ d, b ∩ c, b ∩ d). (66)
These configurations give:
LAA
r,r (a, b; c, d) = 1
4
r−1∑
t=0
A
r,r
t
[
t(a, c) + t(a, d) + t(b, c) + t(b, d)
]
+ 1
4
Ar,rr
[
δr(a, c) + δr (a, d) + δr (b, c) + δr (b, d)
]
− Ar,rr
[
δr+1(a, c) + δr+1(a, d) + δr+1(b, c) + δr+1(b, d)
]
+
R+1∑
A
r,r
t
[
t(a, c) + t(a, d) + t(b, c) + t(b, d)
]
. (67)t=r+1
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The term r(a, b)r(c, d) is again omitted for simplicity. By rearranging the terms and defining
p
(r,r)
t =
{pt t ≤ r
4pt t > r
= lim
s→r p
(r,s)
t (68)
this expression reduces to the r = s limit of Eq. (65). (QED)
Note that in the configurations with t > r , second line Fig. 4 and fourth line Eq. (67), the 
cross-overlap between the two replicas not contributing to the cross-overlap t is not restricted 
to r . For example, in the first diagram of the second line of Fig. 4 configurations with δr+1(b, d)
are allowed.3 This leads us to the second type of configurations that appear for r = s when 
the cross-overlaps between (a, b) and (c, d) are larger than r . These configurations require two 
cross-overlaps:
Ar,r (a, b; c, d) = Ar,ru,v, u = max(a ∩ c, a ∩ d),v = max(b ∩ c, b ∩ d), (69)
with u, v ≥ r + 1. Symmetry under the exchange of a and b implies Ar,ru,v = Ar,rv,u.
There are two contributions to Ar,ru,v . The first one comes from the LA configurations in the 
second line of Fig. 4 when the cross-overlap between the replicas not contributing to the overlap 
t is not r . This reads
LAA
r,r
u,v = Ar,ru + Ar,rv − Ar,rr , (70)
where the last term corrects the double counting. By defining Ar,ru,r = Ar,rr,u = Ar,ru this term can 
be seen as a surface or boundary term.
The second type of configurations, called Replicon4 in the theory of spin glasses, are those 
shown in Fig. 5. The Replicon contribution reads:
3 This can be seen, e.g., by using the identity δr (b, d) = r(b, d) + δr+1(b, d).
4 We use the full name to avoid confusion with R, the number of replica symmetry breaking.
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RA
r,r (a, b; c, d)
=
R+1∑
u=r+1
R+1∑
v=r+1
RA
r,r
u,v
[
u(a, c)v(b, d) + u(a, d)v(b, c)
]
r(a, b)
=
R+1∑
u=r+1
R+1∑
v=r+1
Ar,ru,v[δu(a, c)δv(b, d) + δu(a, d)δv(b, c)]r(a, b) (71)
where we have introduced the short-hand notation
Ar,ru,v = Ar,ru,v − Ar,ru−1,v − Ar,ru,v−1 + Ar,ru−1,v−1. (72)
Symmetry under the exchange of a and b follows from Ar,ru,v = Ar,rv,u.
In the second equality there are no boundary terms because RAr,ru,v vanishes if u or v are equal 
to r , or smaller. Note also that the second equality is written in terms of full Ar,ru,v:
Ar,ru,v = LAAr,ru,v + RAr,ru,v. (73)
The LA part depends only on one lower index at a time, then LAAr,ru,v = 0 and one may use 
indifferently RAr,su,v or Ar,su,v .
In conclusion Ar,s(a, b; c, d) for generic r and s splits into the sum of two terms:
Ar,s(a, b; c, d) = LAAr,s(a, b; c, d) + RAr,r (a, b; c, d)δr,s, (74)
with the LA and Replicon contributions given by Eqs. (65) and (71), respectively, and hence
Ar,s(aˆ, bˆ; cˆ, dˆ) = LAAr,s(aˆ, bˆ; cˆ, dˆ) + RAr,r (aˆ, bˆ; cˆ, dˆ)δr,s . (75)
The RFT of the LA part of Ar,s(a, b; c, d) is equal to:
LAA
r,s(aˆ, bˆ; cˆ, dˆ) = 1
4p0
R+1∑
t=0
A
r,s
tˆ
∗
t(cˆ + dˆ,0)
[ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)]
× [ ∗Ps(cˆ,0) + ∗Ps(dˆ,0)]δR+1(aˆ + bˆ + cˆ + dˆ,0), (76)
where
A
r,s
kˆ
=
R+1∑
p
(r,s)
t
[
A
r,s
t − Ar,st−1
] (77)
t=k
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Details can be found in Appendix A. By using the identity:
p
(r,s)
t
[
A
r,s
t − Ar,st−1
]= Ar,s
tˆ
− Ar,ŝt+1, (78)
the relation between Ar,s
tˆ
and Ar,st can be inverted and one gets the inverse RFT:
A
r,s
t =
t∑
k=0
1
p
(r,s)
k
[
A
r,s
kˆ
− Ar,s
k̂+1
]
. (79)
The RFT of the Replicon part of Ar,r(a, b; c, d) reads:
RA
r,r (aˆ, bˆ; cˆ, dˆ) = 1
p0
R+1∑
u=r+1
R+1∑
v=r+1
A
r,r
uˆ,vˆ
∗
u;r+1(cˆ,0)
∗
v;r+1(dˆ,0)
× [ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)]δR+1(aˆ + bˆ + cˆ + dˆ,0), (80)
where
∗
k;r+1(aˆ, bˆ) =
{ ∗
k(aˆ, bˆ) k > r + 1,∗
δr+1(aˆ, bˆ) k = r + 1.
(81)
and
A
r,r
kˆ,lˆ
=
R+1∑
u=k
R+1∑
v=l
pupv
[
Ar,ru,v − Ar,ru−1,v − Ar,ru,v−1 + Ar,ru−1,v−1
]
, (82)
with k, l ≥ r +1 is the double RFT of Ar,ru,v on cross-overlaps u, v with passive overlap r . Details 
can be found in Appendix B. Again the double RFT can be evaluated indifferently with Ar,ru,v
or RA
r,r
u,v since in either case only the Replicon part contributes. The quantities Ar,ru,v and Ar,ruˆ,vˆ
satisfy the relation:
pupv
[
Ar,ru,v − Ar,ru−1,v − Ar,ru,v−1 + Ar,ru−1,v−1
]
= Ar,r
uˆ,vˆ
− Ar,r
û+1,vˆ − A
r,r
uˆ,v̂+1+ A
r,r
û+1,v̂+1, (83)
from which one easily gets the inverse RFT:
Ar,ru,v − Ar,ru,r − Ar,rr,v + Ar,rr,r = RAr,ru,v
=
u∑
k=r+1
v∑
l=r+1
1
pk
1
pl
[
A
r,r
kˆ,lˆ
− Ar,r
k̂+1,lˆ − A
r,r
kˆ,̂l+1+ Ar,rk̂+1,̂l+1], (84)
expressing RAr,ru,v , in terms of its RFT Ar,ruˆ,vˆ .
We note that with a bit of more work, one can show that
LAA
r,s(a, b; c, d) = 1
4
R+1∑
k=0
A
r,s
kˆ
[Pk(a, c) +Pk(a, d)
+Pk(b, c) +Pk(b, d)
]
r(a, b)s(c, d), (85)
and
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r,r (a, b; c, d) =
R+1∑
k,l=r+1
A
r,r
kˆ,lˆ
[Pk(a, c)Pl (b, d) +Pk(b, c)Pl (a, d)]r(a, b) (86)
where the term (1/pr)δr (a, b) in the definition of Pk(a, b), Eq. (26), is missing if k = r + 1. 
These expressions can be taken as starting point to compute the eigenvalues of Ar,s(a, b; c, d)
directly in the Replica Space following a procedure similar to that discussed in the next Section. 
This will essentially reproduce Ref. [13]. In the next Section we shall discuss the diagonalization 
in the RFT space.
5. The eigenvalue problem
In this section we illustrate the use of the RFT to solve eigenvalue equations. We shall con-
sider only two cases: the two-replicas matrix Aab, mainly to illustrate the procedure, and the 
four-replicas matrix Aab,cd , relevant for the study of the stability of the static mean field solution 
of spin glass models.
5.1. Two-replicas eigenvalue equation
The eigenvalue equation for the matrix Aab is
n∑
b=1
Aabφb = Λφa, a = 1, . . . , n, (87)
where Aab = Ar if a ∩ b = r with r = 0, . . . , R + 1. This case is rather simple because the RFT 
diagonalizes Aab as can be seen from, e.g., Eq. (42). However, in view of the more complex case 
of the four-replicas matrix Aab,cd , we shall discuss the diagonalization procedure in the Replica 
Space. The eigenvalue equation in the Fourier Replica space reads∑
bˆ
A(aˆ, bˆ)φ(−bˆ) = Λφ(aˆ), (88)
where A(aˆ, bˆ) is given by Eq. (37). To solve this equation we have to find a set of eigenvectors 
φk(aˆ) which diagonalize the eigenvalue equation for Λ =Λk . Consider the functions
ψr(aˆ; cˆ) = ∗r(cˆ,0)δR+1(aˆ + cˆ,0), (89)
where cˆ is a generic momentum cˆ
∗∩0 = r , with r ranging from 0 to R + 1. These functions 
satisfies the identity∑
cˆ
ψr(aˆ; cˆ)ψs(bˆ; −ˆc) = δr,sψr(aˆ; bˆ), (90)
so that A(aˆ, bˆ) can be written as
A(aˆ, bˆ) =
R+1∑
r=0
∑
cˆ
Arˆψr(aˆ; cˆ)ψr(bˆ;−cˆ). (91)
From this expression one readily sees that φk(aˆ; eˆ) = φkˆψk(aˆ; eˆ) with eˆ
∗∩0 = k, and φ
kˆ
a con-
stant, are the sought eigenvectors with eigenvalues
Λk = A ˆ, k = 0, . . . ,R + 1. (92)k
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by the eigenvectors φk(aˆ; eˆ), i.e., the number of independent ψk(aˆ; eˆ). From Eq. (89) this is equal 
to the number of eˆ with eˆ
∗∩0 = k. By recalling that ∗k(eˆ, 0) means that eˆs is unrestricted for 
s < k − 1 and equal to 0 for s ≥ k, and eˆk−1 = 0, the multiplicity μ(k) of Λk is then
μ(k) = p0
p1
p1
p2
· · · pk−2
pk−1
(
pk−1
pk
− 1
)
=
{
p0
( 1
pk
− 1
pk−1
)
k > 0,
p0
p0
= 1 k = 0. (93)
Note that 
∑R+1
k=0 μ(k) = p0, the total dimension n of the space.
In the Replica Space the eigenvectors read
φk(a; e) =
∑
aˆ,eˆ
φk(aˆ)χ(−aˆa)χ(−eˆe) = φkˆPk(a, e), (94)
with e fixed [cfr. Eq. (42)], whose components on shells Sr are
φr =
r∑
s=0
1
ps
[φsˆ − φŝ+1] =
⎧⎪⎨⎪⎩
0 r < k − 1,
− 1
pk−1 φkˆ r = k − 1,( 1
pk
− 1
pk−1
)
φ
kˆ
r > k − 1,
(95)
that are null when the overlap r is smaller than the resolution k of the RFT, and independent of r
when larger than k.
5.2. Four-replicas eigenvalue equation: Hessian eigenvalues
We now consider the eigenvalue equation for the matrix Aab;cd . This problem is relevant 
for the stability analysis of spin glasses models, where Aab;cd is the Hessian of the Gaussian 
fluctuations in the Replica Space about the saddle point describing the static, thermodynamics, 
properties. We shall give an explicit example in the next section.
The eigenvalue equation for Aab;cd is∑
c≤d
Aab;cdφcd = Λφab (96)
where φab is a vector in a space of dimension p0(p0 + 1)/2. By exploiting the symmetry under 
indexes exchange c ↔ d , the restriction on the sum is removed and the eigenvalue equation 
becomes5
1
2
∑
cd
Aab;cdφcd = Λφab, a ∩ b = r = 0, . . . ,R + 1, (97)
with the implicit assumption that the diagonal term Aab;cc is multiplied by 2 to compensate for 
the factor 1/2.
This equation has been solved in the Replica Space by De Dominicis, Kondor and Temesvàri, 
in Ref. [13]. The direct construction of the eigenvectors in the Replica Space is rather involved. 
5 In the Spin Glass problem diagonal terms are missing, so r = R + 1 value is excluded and the space dimension of 
φab is reduced from p0(p0 + 1)/2 to p0(p0 − 1)/2.
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tion of the eigenvectors in the Fourier Replica Space is straightforward. Moreover, the distinction 
between the LA and the Replicon sectors arises naturally.
To solve the eigenvalue equation in the Replica Fourier Space, we first rewrite the sum over c
and d as∑
cd
→
R+1∑
s=0
∑
cd|c∩d=s
(98)
so that Aab;cd → Ar,s(a, b; c, d), and then perform the RFT on the four indexes. The resulting 
eigenvalue equation is:
1
2
R+1∑
s=0
∑
cˆdˆ
Ar,s(aˆ, bˆ; cˆ, dˆ)φs(−cˆ,−dˆ) = Λφr(aˆ, bˆ), (99)
where Ar,s(aˆ, bˆ; cˆ, dˆ) given by Eqs. (75), (76) and (80).
As done for the case of the two-replicas matrix, to solve this equation one needs a set of 
independent functions ψr(aˆ, bˆ) in the p0(p0 + 1)/2-dimensional Fourier Replica Space in term 
of which express the eigenvectors. The functions ψr(a, b) in the Replica space must depend on 
the overlap a ∩ b = r , an hence the total momentum in the Replica Fourier Space is conserved 
and equal to zero, while ψr(aˆ, bˆ) for different r are orthogonal∑
aˆ,bˆ
ψr(aˆ, bˆ)ψs(aˆ, bˆ) = 0 if r = s. (100)
Inspection of Eq. (76) shows that by introducing the functions
ψrk (aˆ, bˆ; eˆ) =
1
2√p0
[ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)] ∗k(eˆ,0)δR+1(aˆ + bˆ + eˆ,0) (101)
with r, k = 0, . . . , R + 1, then the LA part can be written in a form similar to that found for the 
two-replicas matrix, i.e.:
LAA
r,s(aˆ, bˆ; cˆ, dˆ) =
R+1∑
t=0
A
r,s
tˆ
ψ
r,s
t (aˆ, bˆ; cˆ, dˆ), (102)
where
ψ
r,s
k (aˆ, bˆ; cˆ, dˆ) =
∑
eˆ
ψrk (aˆ, bˆ; eˆ)ψsk (cˆ, dˆ;−eˆ). (103)
The functions ψrk (aˆ, bˆ; eˆ) satisfy the condition (100) and, moreover, functions with different k
are orthogonal:∑
aˆ,bˆ
ψst (aˆ, bˆ; eˆ)ψrk (−aˆ,−bˆ;−fˆ ) =
1
2
δ(k−1)r δs,r δt,k
∗
k(eˆ,0)δR+1(eˆ, fˆ ), (104)
where, for eˆ
∗∩0 = k,
δ(k−1) = ∗Pr (0,0) +
∗Pr (eˆ,0) = p(k−1) − p(k−1). (105)r r r+1
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linearly independent functions ψrk (aˆ, bˆ; eˆ) for each r and k is equal to the number μ(k), Eq. (93), 
of eˆ : eˆ ∗∩0 = k. The dimension of the subspace spanned by these functions for each r is then
Dimr
[
ψrk
]= R+1∑
k=0
μ(k) = p0, r = 0, . . . ,R + 1, (106)
which gives a total dimension of p0(R + 2).
The Replicon part, Eq. (80), can be written as
RA
r,r (aˆ, bˆ; cˆ, dˆ) =
R+1∑
u=r+1
R+1∑
v=r+1
A
r,r
uˆ,vˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ) (107)
where
ϕ
r,r
k,l (aˆ, bˆ; cˆ, dˆ) =
1
p0
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)] ∗k;r+1(cˆ,0) ∗l;r+1(dˆ,0)
× δR+1(aˆ + bˆ + cˆ + dˆ,0) (108)
with k, l ≥ r + 1 and ∗k;r+1(aˆ, bˆ) defined in Eq. (81). These functions are not orthogonal to ψrk
and mix with them when either one or both indexes k and l are equal to r + 1:∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ψsk (−cˆ,−dˆ; eˆ) = δr,sδ(u,v)(r+1,m)ψrk (aˆ, bˆ; eˆ), (109)
where m = max(r + 1, k) and δ(a,b)(c,d) = δa,cδb,d + δa,dδb,c is the “symmetric” delta function, 
and ∑
aˆ,bˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ψsk (−aˆ,−bˆ; eˆ) = 2δr,s
∗
u;r+1(cˆ,0)
∗
v;r+1(dˆ,0)ψrk (cˆ, dˆ; eˆ), (110)
Details can be found in Appendix C. We then define
ψ
r,r
k,l (aˆ, bˆ; cˆ, dˆ) = ϕr,rk,l (aˆ, bˆ; cˆ, dˆ) −
R+1∑
t=0
2
δ
(t−1)
r
δ(k,l)(r+1,m)ψr,rt (aˆ, bˆ; cˆ, dˆ) (111)
where m = max(r + 1, t), so that∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ψsk (−cˆ,−dˆ; eˆ) = 0, (112)
as can be easily verified by using the identity:∑
cˆ,dˆ
ψ
r,s
t (aˆ, bˆ; cˆ, dˆ)ψlk(−cˆ,−dˆ; eˆ) =
1
2
δs,lδt,kδ
(k−1)
l ψ
r
k (aˆ, bˆ; eˆ). (113)
To count the number of linearly independent ψr,rk,l we consider first the case k, l > r + 1, 
and ψr,rk,l = ϕr,rk,l . Above level r there are p0/pr different ways of choosing aˆ and bˆ with the 
constraint aˆt + bˆt + cˆt + dˆt = 0. At level r , where we have the maximal resolution, the number 
of independent choices is equal to number of independent boxes (aˆr, bˆr ) that can be singled 
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number is equal to 12 (pr/pr+1)(pr/pr+1 − 1), because of the (cˆr , dˆr ) symmetry. Below level r
the momenta satisfy the stronger constraints aˆt + cˆt = 0 and bˆt + dˆt = 0, or the symmetric one. 
The total number of independent choices is then equal to the number of [cˆr+1, . . . , cˆ′k−1], i.e.:
#
[
cˆr+1, . . . , cˆ′k−1
]= pr+1
pr+2
. . .
pk−2
pk−1
(
pk−1
pk
− 1
)
= pr+1
(
1
pk
− 1
pk−1
)
, (114)
times the #[dˆr+1, . . . , dˆ ′l−1]. Taken all together these lead to the multiplicity
μ(k, l) = 1
2
p0(pr − pr+1)
(
1
pk
− 1
pk−1
)(
1
pl
− 1
pl−1
)
, (115)
for k, l > r + 1.
When k > r + 1 but l = r + 1, then
ψ
r,r
k,r+1(aˆ, bˆ; cˆ, dˆ) =
1
p0
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)] ∗k(cˆ,0) ∗δr+1(dˆ,0)
− 1
2(pr − pr+1)
[ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)][ ∗Pr (cˆ,0)
+ ∗Pr (cˆ,0)
] ∗
k(cˆ + dˆ,0)

δR+1(aˆ + bˆ + cˆ + dˆ,0). (116)
The number of independent choices above level r remains unaffected by the correction. The 
second term, however, cancels one possible choice for dˆr [for fixed cˆr ], and the number of choices 
reduces to (pr/pr+1 − 2). The total number then becomes 12(pr/pr+1)(pr/pr+1 − 2). Below r
one momentum is identically equal to dˆt = 0 while the other is fixed as before by cˆ ∗∩0 = k. The 
multiplicity is then:
μ(k > r + 1, l = r + 1) = 1
2
p0(pr − 2pr+1)
(
1
pk
− 1
pk−1
)
1
pr+1
. (117)
The case k = r + 1 and l > r + 1 is obtained by exchanging k and l.
Finally for boundary case k = l = r + 1, ψr,rk,l is equal to
ψ
r,r
r+1,r+1(aˆ, bˆ; cˆ, dˆ) =
1
p0
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)] ∗δr+1(cˆ,0) ∗δr+1(dˆ,0)
− [ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)][ ∗Pr (cˆ,0) + ∗Pr (dˆ,0)]
×
[
1
pr − 2pr+1
∗
r+1(cˆ + dˆ,0) + 12(pr − pr+1)
∗
δr (cˆ + dˆ,0)
]
× δR+1(aˆ + bˆ + cˆ + dˆ,0). (118)
The two additional terms give two constraints on level r , reducing the choices to 12(pr/pr+1)×
(pr/pr+1 − 3). For levels above r the number of choices is unchanged, while below r both 
momenta have identically zero components. The multiplicity then reads:
μ(k = r + 1, l = r + 1) = 1
2
p0(pr − 3pr+1) 1
p2
. (119)r+1
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Dimr
[
ψ
r,r
k,l
]= R+1∑
k=r+1
R+1∑
l=r+1
μ(k, l) = p0
2
(pr − pr+1 − 2). (120)
The subspace spanned by the functions (ψrk , ψ
r,r
kl ) for fixed r has hence dimension
Dimr
[
ψrk
]+ Dimr[ψr,rk,l ]= { 12p0(pr − pr+1), r = 0, . . .R,p0, r = R + 1, (121)
and equals the dimension of the shell Sr , cfr. Eq. (10). The factor 1/2 follows from the 
a ↔ b symmetry. The functions (ψrk , ψr,rk,l ) form then a complete basis and, in terms of them, 
Ar,s(aˆ, bˆ; cˆ, dˆ) takes the form
Ar,s(aˆ, bˆ; cˆ, dˆ) =
R+1∑
t=0
[
4
δ
(t−1)
r
A
r,r̂r+1,mˆδr,s + Ar,stˆ
]
ψ
r,s
t (aˆ, bˆ; cˆ, dˆ)
+ δr,s
R+1∑
u=r+1
R+1∑
v=r+1
A
r,r
uˆ,vˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ), (122)
where m = max(r + 1, t). This form is valid for any r and s, provided the Replicon contribution 
A
r,r
uˆ,vˆ
is taken equal to zero for r = R + 1.
By introducing the function:
ψr,ru,v(aˆ, bˆ; cˆ, dˆ) =
1
2
[
ψr,ru,v(aˆ, bˆ; cˆ, dˆ) + ψr,rv,u(aˆ, bˆ; cˆ, dˆ)
]
= 1
2
[
ψr,ru,v(aˆ, bˆ; cˆ, dˆ) + ψr,ru,v(aˆ, bˆ; dˆ, cˆ)
]
, (123)
symmetrical in both the first and second pair of indexes, and using the identity:∑
eˆ,fˆ
ψr,ru,v(aˆ, bˆ; eˆ, fˆ )ψs,sk,l (cˆ, dˆ;−eˆ,−fˆ ) = δr,sδ(u,v)(k,l)ψr,rk,l(aˆ, bˆ; cˆ, dˆ). (124)
Ar,s(aˆ, bˆ; cˆ, dˆ) then takes the equivalent quadratic form:
Ar,s(aˆ, bˆ; cˆ, dˆ) =
R+1∑
t=0
∑
eˆ
[
4
δ
(t−1)
r
A
r,r̂r+1,mˆδr,s + Ar,stˆ
]
ψrt (aˆ, bˆ; eˆ)ψst (cˆ, dˆ;−eˆ)
+ δr,s
R+1∑
u,v=r+1
∑
eˆ,fˆ
A
r,r
uˆ,vˆ
ψr,ru,v(aˆ, bˆ; eˆ, fˆ )ψr,ru,v(−eˆ,−fˆ ; cˆ, dˆ). (125)
The introduction of the functions (ψrk , ψ
r,r
k,l ) splits the eigenvalue equation (99) into two in-
dependent parts, called the LA and Replicon sectors, associated with ψrk and ψ
r,r
k,l , respectively. 
The matrix Aab,cd can then be diagonalized independently in each sector.
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The eigenvectors in the LA sector are φrk(aˆ, bˆ) = φrkˆψrk (aˆ, bˆ; eˆ) and, using Eqs. (104), (112)
and the identity
1
2
∑
cˆdˆ
Ar,s(aˆ, bˆ; cˆ, dˆ)ψst (−cˆ,−dˆ; eˆ) =
[
A
r,r̂r+1,mˆδr,s + 14δ(t−1)r Ar,stˆ
]
ψrt (aˆ, bˆ; eˆ), (126)
the eigenvalue equation becomes:
R+1∑
s=0
[
δr,sA
r,r̂r+1,mˆ + 14δ(k−1)s Ar,skˆ
]
φs
kˆ
= Λφr
kˆ
, (127)
where m = max(k, r + 1) and r, k = 0, . . . , R + 1. The case k = 0 identifies the Longitudinal 
sector, for which the eigenvalue equation in the Replica Space assumes the form given in Eq. (97). 
For the Anomalous sector k > 0 the eigenvalue equation in the Replica Space reds instead:
1
2
∑
cd
Aab;cdφcd;e = Λφab;e, a ∩ b = r = 0, . . . ,R + 1, (128)
where e is a fixed passive replica.
In the LA sector the eigenvalue equation is not diagonalized by the RFT, but rather reduced 
to a set of R + 2 independent (R + 2) × (R + 2) blocks labeled by k (block diagonalization). For 
each k = 0, . . . , R + 1 there are R + 2 eigenvalues with the multiplicity:
μ(k) =
{
p0
( 1
pk
− 1
pk−1
)
k > 0 [A sector],
p0
p0
= 1 k = 0 [L sector]. (129)
Note that in the study of spin glasses the matrix Aab;cd is the Hessian of the fluctuations, and the 
diagonal elements a ∩ b = R + 1 and c ∩ d = R + 1 are identically zero. The values r = R + 1
and k = R + 1 must then be excluded reducing the number of block to R + 1 and their size to 
(R + 1) × (R + 1).
The eigenvector φrk(aˆ, bˆ) = φrkˆψrk (aˆ, bˆ; eˆ) corresponds to the eigenvector φrk(a, b) =
φr
kˆ
ψrk (a, b; e) in the Replica Space with components [cfr. Eq. (94)]:
φrt =
⎧⎪⎪⎨⎪⎪⎩
0 t < k − 1,
− 1
p
(r)
k−1
φr
kˆ
t = k − 1,( 1
p
(r)
k
− 1
p
(r)
k−1
)
φr
kˆ
t > k − 1,
(130)
that are null when the cross-overlap t is smaller that the resolution k of the RFT, and independent 
of t when larger than k. The functions
ψrk (a, b; e) =
1
2
[Pk(a, e) +Pk(b, e)]r(a, b), (131)
form the first and second family of basis vectors of Ref. [13]. In our notation |k; r; c0, . . . , ck−1〉 ∝
ψrk (a, b; c) where c0, . . . , ck−2 are the label “a” and ck−1 the label “b” of Ref. [13]. For example 
the vector |1; 0, b〉 of Ref. [13] is
|1;0, c0〉 = Cψ01 (a, b; c) =
⎧⎨⎩
A = − C
p0
(a0 = c0, b0 = c0)
B = C( 12p1 − 1p0 ) (a0 = c0, b0 = c0)(a0 = c0, b0 = c0) (132)
where C = −p0 to have A = 1, so that B = (1/2)(2 − p0/p1).
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The functions ψr,rk,l (aˆ, bˆ; cˆ, dˆ) do not obey a sum rule similar to, e.g., Eq. (124), and hence 
are not eigenvectors. From this sum rule, and Eq. (125), it follows, however, that φrk,l(aˆ, bˆ) =
φ
r,r
kˆ,lˆ
ψ
r,r
k,l(aˆ, bˆ; eˆ, fˆ ) diagonalizes the eigenvalue equation in the Replicon sector. This choice leads 
to eigenvectors in the Replicon sector symmetrical in both the first and second pair of indexes. 
In Ref. [13] the symmetry in the second pair of indexes was not imposed, for eigenvectors only 
symmetry in the first two indexes is mandatory. Then to make contact with the eigenvectors of 
Ref. [13], we introduce the new set functions,
ψ˜
r,r
k,l (aˆ, bˆ; cˆ, dˆ) = ϕr,rk,l (aˆ, bˆ; cˆ, dˆ)
−
R+1∑
t=0
4
δ
(t−1)
r
∗
k;r+1(cˆ,0)
∗
l;r+1(dˆ,0)ψr,rt (aˆ, bˆ; cˆ, dˆ), (133)
satisfying the identity:∑
aˆ,bˆ
ψ˜ r,ru,v(aˆ, bˆ; cˆ, dˆ)ψsk (−aˆ,−eˆ; eˆ) = 0, (134)
see Eq. (110). These functions obey the sum rule∑
eˆ,fˆ
ψr,ru,v(aˆ, bˆ; eˆ, fˆ )ψ˜s,sk,l (−eˆ,−fˆ ; cˆ, dˆ) = δr,sδ(u,v)(k,l)ψ˜ r,rk,l (aˆ, bˆ; cˆ, dˆ), (135)
and hence φrk,l(aˆ, bˆ) = φr,rkˆ,lˆ ψ˜
r,r
k,l (aˆ, bˆ; eˆ, fˆ ) are eigenvectors in the Replicon sector. The func-
tions ψ˜r,rk,l (aˆ, bˆ; eˆ, fˆ ) correspond to the third family of eigenvectors introduced in Ref. [13]. It 
is straightforward to show that the two sets of eigenvectors are related by ψr,rk,l(aˆ, bˆ; eˆ, fˆ ) =
[ψ˜r,rk,l (aˆ, bˆ; eˆ, fˆ ) + ψ˜r,rk.l (aˆ, bˆ; fˆ, eˆ)]/2.
In the Replicon sector the RFT diagonalizes completely the eigenvalue equation with eigen-
values
Λ = Ar,r
kˆ,lˆ
, k, l ≥ r + 1, (136)
and each eigenvalue has multiplicity:
μ(k, l) = p0
2
[
pr − (1 + δk,r+1 + δl,r+1)pr+1
]
δkδl (137)
where
δk =
{ 1
pk
− 1
pk−1 k > r + 1,
1
pr+1 k = r + 1.
(138)
In the Replica Space the eigenvalue equation in the Replicon sector takes the form:
1
2
∑
cd
Aab;cdφcd;ef = Λφab;ef , (139)
where e and f are two passive replicas with e ∩ f = a ∩ b = r = 0, . . . , R, and eigenvectors 
φrk,l(a, b) = φr,rkˆ,lˆ ψ˜
r,r
k,l (a, b; e, f ) with ψ˜r,rk,l (a, b; e, f ) the inverse RFT of ψ˜r,rk,l (aˆ, bˆ; eˆ, fˆ ). For 
k, l > r + 1 they read:
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r,r
k,l (a, b; e,f ) =
[Pk(a, e)Pl (b, f ) +Pk(b, e)Pl (a, f )]r(a, b), (140)
while for the boundary case k > r + 1 and l = r + 1 [or k = r + 1 and l > r + 1]:
ψ
r,r
k,r+1(a, b; e,f ) =

1
pr+1
[Pk(a, e)δr+1(b, f ) +Pk(b, e)δr+1(a, f )]
− 1
pr − pr+1
[Pk(a, e) +Pk(b, e)]r(e, f )r(a, b), (141)
and finally for k = l = r + 1:
ψ
r,r
r+1,r+1(a, b; e,f )
=

1
p2r+1
[
δr+1(a, e)δr+1(b, f ) + δr+1(b, e)δr+1(a, f )
]
− 1
pr+1(pr − 2pr+1)
[
δr+1(a, e) + δr+1(b, f ) + δr+1(b, e) + δr+1(a, f )
]
+ 1
2(pr − pr+1)(pr − 2pr+1)
[
δr (a, e) + δr (b, f ) + δr (b, e) + δr (a, f )
]
× r(a, b)r(e, f ). (142)
The reader is referred to Ref. [13] for a detailed discussion of the structure of ψ˜r,rk,l (a, b; e, f ).
The total dimension of the LA sector is p0(R + 2), see Eq. (106), while that of the Replicon 
sector is:
R∑
r=0
Dimr
[
ψ
r,r
k,l
]= 1
2
p0(p0 − 2R − 3) (143)
Taken all together one recovers the total dimension of p0(p0 +1)/2 of the space of the symmetric 
two-replicas functions φab.6
6. Gaussian fluctuations in the spherical model
To motivate the calculation of the eigenvalues of the functions Aab;cd discussed in the previ-
ous section, here we show how a matrix of this form arises naturally in the study of the static 
properties of spin glass models. We shall consider the case of the generic spin glass spherical 
model where Ar,st and A
r,r
u,v can be computed explicitly. The model is described by the Hamilto-
nian,
H= −
∑
p≥2
1,N∑
i1<···<ip
J
(p)
i1,...,ip
σi1 · · ·σip , (144)
where σi are N continuous real variables which range from −∞ to +∞ subject to the global 
spherical constraint 
∑N
i=1 σ 2i = N . The couplings J (p)i1,...,ip are quenched, independent identical 
distributed Gaussian variables of zero mean and variance (J (p)i1,...,ip )
2 = p!J 2p/2Np−1. The scal-
ing with N ensures an extensive free energy so that the thermodynamic limit N → ∞ is well 
6 If the diagonal terms are not included the dimension is reduces by a p0 leading to p0(p0 − 1)/2.
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The properties of the model depend on the number and the value of the p’s in the sum [14–18]. 
We shall not discuss this issue here, since we are only interested into the general expression of 
the eigenvalues controlling the stability of saddle point controlling the static, thermodynamic, 
properties of the model in the thermodynamic limit N → ∞.
The static properties of the model follow from the minimum of the quenched free-energy 
functional obtained from the logarithm of the partition function averaged over the couplings 
distribution. A direct calculation of the average is a difficult task, and this is evaluated using the 
replica trick. That is, one introduces n identical replicas of the system and compute the annealed
average, i.e., the average of the partition function of the replicated system. The sought quenched 
free energy functional is obtained from the n → 0 limit of the annealed free-energy functional. 
The interested reader can find details of the calculation for the spherical model in Refs. [12,15].
When this program is carried on, and the thermodynamic limit N → ∞ is taken, one ends up 
with a free energy density f given by
βf = lim
n→0
1
n
G[Q]|sp + constant (145)
where β = 1/T is the inverse temperature and
G[Q] = −1
2
1,n∑
a,b
g
(
Qab
)− 1
2
Tr lnQ, (146)
with
g(x) =
∑
p≥2
μp
p
xp, μp = (βJp)2p/2, (147)
is a functional of the symmetric overlap matrix Qab = 〈σai σ bi 〉 between replicas a and b, brackets 
denote thermal average. Eq. (145) follows from a saddle point calculation valid for N → ∞, and 
the functional G[Q] in Eq. (145) is evaluated at its stationary point (saddle point):
δ
δQab
G[Q] = −Λ(Qab)− (Q−1)ab = 0, a < b, (148)
where Λ(x) = dg(x)/dx = g′(x) =∑p≥2 μpxp−1. The diagonal elements Qaa are fixed by the 
spherical constraint and read Qaa = 1.
Stability of the saddle point requires that the all eigenvalues of the Gaussian fluctuations about 
the stationary point be non-negative for n → 0. The dimension of Qab is (1/2)n(n − 1) and is 
negative for n → 0, changing minima into maxima. The Gaussian fluctuations are described by 
Hessian
Aab;cd = δ
δQab
δ
δQcd
G[Q]
= −Λ′(Qab)δ(ab),(cd) + (Q−1)ac(Q−1)bd + (Q−1)ad(Q−1)bc, (149)
with a < b and c < d , evaluated at the stationary point (148).
In a scenario with R replica symmetry breaking steps the matrix Qab has the form (36) with 
Ar = Qr and, similarly
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Q−1
)ab = R+1∑
r=0
Q−1r r(a, b) (150)
with (Q−1)ab|a∩b=r = Q−1r given by:
Q−1r =
r∑
k=0
1
pk
[
1
Q
kˆ
− 1
Qk̂+1
]
, (151)
where Q
kˆ
is the RFT of Qr , see Eq. (48).
The LA Ar,st and Replicon RA
r,r
u,v contributions can be evaluated directly from their tree rep-
resentation. Because of the constraint a < b and c < d , only topologically different trees, i.e., 
the ones that cannot be obtained one from the other by exchanging a and b or c and d , must be 
considered. Assume r > s, then the first two diagrams of the first row and the first diagram of the 
second row of Fig. 3 gives for the LA contribution:
A
r,s
t =
⎧⎨⎩
2Q−1t Q−1t t ≤ s < r,
2Q−1t Q−1s s < t ≤ r,
Q−1t Q−1s + Q−1r Q−1s s < r < t.
(152)
When r = s from the first two diagrams of Fig. 4 one has:
A
r,r
t =
{
2Q−1t Q−1t t ≤ s = r,
Q−1t Q−1r + Q−1r Q−1r s = r < t,
(153)
if r < R + 1, and
A
R+1,R+1
R+1 = −Λ′(QR+1) + 2Q−1R+1Q−1R+1, (154)
where QR+1 = Qaa = 1, if r = s = t = R + 1.
The Replicon contribution is obtained from the diagram of Fig. 5 and reads:
RA
r,r
u,v = −Λ′(Qr)δu,R+1δv,R+1 + Q−1u Q−1v + Q−1r Q−1r . (155)
It is now straightforward to evaluate the RFT. Assume as before that r > s then, with the 
above form of Ar,st , from Eq. (77) one finds for s < r < k :
A
r,s
kˆ
= 4Q−1s
R+1∑
t=k
pt
[
Q−1t − Q−1t−1
]
= 4Q−1s Q−1kˆ = 4
Q−1s
Q
kˆ
. (156)
The last equality follows from Q−1
kˆ
= 1/Q
kˆ
, see Eq. (47). This results does not depend on r , 
provided it is larger than s, and it is indeed valid also for s < k ≤ r , as the direct calculation 
shows. For k ≤ s < r the RFT can be written as
A
r,s
kˆ
=
s∑
t=k
p
(r,s)
t
[
A
r,s
t − Ar,st−1
]+ Ar,s
ŝ+1, (157)
so that in this range of k
A
r,s
kˆ
= 2
s∑
pt
[(
Q−1t
)2 − (Q−1t+1)2]+ 4Q−1sQŝ+1. (158)t=k
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A
r,s
t for generic r , s and k can be written as
A
r,s
kˆ
=
⎧⎨⎩4
Q−1m
Q
kˆ
k > m,
2
∑m
t=k pt
[(
Q−1t
)2 − (Q−1t+1)2]+ 4 Q−1mQ̂
m+1
k ≤ m,
(159)
where m = min(r, s).
The RFT of Ar,ru,v is given by Eq. (82) which, with Eq. (155), gives:
A
r,r
kˆ,lˆ
= −Λ′(Qr) +
R+1∑
u=k
R+1∑
u=l
pupv
[
Q−1u − Q−1u+1
][
Q−1v − Q−1v+1
]
= −Λ′(Qr) + 1
Q
kˆ
Q
lˆ
, k, l ≥ r + 1. (160)
The eigenvalues of the Gaussian fluctuations about the saddle point are obtained from 
Eqs. (127) and (136) using the above expression for Ar,s
kˆ
and Ar,r
kˆ,lˆ
evaluated at the stationary point 
Λ(Qr) = Q−1r of G[Q], see Eq. (148). In the case R = 1, i.e., only one step of replica symmetry 
breaking, one recovers the results of Ref. [12]. Some details can be found in Appendix E.
7. Conclusion
In this work we have presented a detailed discussion of the RFT. The use of RFT has been 
illustrated by computing explicitly the RFT of some typical function of the Replica Space. We 
have also shown how to use RFT to find the eigenvalues of matrices of the form Aab;cd which ap-
pear in the study of Gaussian fluctuations about the saddle point in spin glass models. The results 
are not new and we reproduces the results of Ref. [13]. In this Reference the diagonalization was 
performed by a direct construction of the eigenvectors in the Replica Space. The procedure is 
rather involved. Here we present the solution using the RFT which, to our knowledge, was never 
presented in detail. Finally we have computed the eigenvalue of the Gaussian fluctuations for a 
generic spin glass spherical model generalizing the results of Ref. [12] to an arbitrary number of 
replica symmetry breaking.
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Appendix A. Derivation of Eq. (76)
The starting point is Eq. (65). This is composed by the sum of four terms which can be 
obtained one from the other by exchanging a and b or c and d . So we can consider only the first 
term proportional to
δt (a, c)r(a, b)s(c, d), (A.1)
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sequence on each index. By using Eq. (22) the RFT on index d leads to:∑
d
(. . .)χ(ddˆ) = δt (a, c)r(a, b)
∗P
s
(dˆ,0)χ(cdˆ). (A.2)
By using now Eqs. (17) and (20) the RFT on index c gives:∑
c
(. . .)χ(ccˆ) = 1√
p0
pt
∗
δt (cˆ + dˆ,0)r(a, b)
∗Ps(dˆ,0)χ
(
a(cˆ + dˆ)). (A.3)
The RFT on index b is evaluated using Eqs. (17) and (22):∑
b
(. . .)χ(bbˆ) = pt
p0
∗
δt (cˆ + dˆ,0)
∗Pr (bˆ,0)
∗Ps(dˆ,0)χ
(
a(bˆ + cˆ + dˆ)). (A.4)
Finally the RFT on index a is evaluated using Eq. (18) and produces the delta function ensuring 
the vanishing of the total momentum:∑
a
(. . .)χ(aaˆ) = pt
p0
∗
δt (cˆ + dˆ,0)
∗Pr (bˆ,0)
∗Ps(dˆ,0)δR+1(aˆ + bˆ + cˆ + dˆ,0). (A.5)
The other three terms are obtained by exchanging a ↔ b and c ↔ d . Taken all together these 
leads to:
LAA
r,s(aˆ, bˆ; cˆ, dˆ) = 1
4p0
R+1∑
t=0
p
(r,s)
t
[
A
r,s
t − Ar,st−1
] ∗
δt (cˆ + dˆ,0)
× [ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)][ ∗Ps(cˆ,0) + ∗Ps(dˆ,0)]
× δR+1(aˆ + bˆ + cˆ + dˆ,0). (A.6)
Introducing now Ar,s
tˆ
from Eq. (78), and using the identity
R+1∑
t=0
[ftˆ − f̂t+1] ∗δt (. . .) =
R+1∑
t=0
ftˆ
∗
t(. . .), (A.7)
Eq. (76) follows. (QED)
Appendix B. Derivation of Eq. (80)
The starting point is Eq. (71), and the RFT is evaluated following the same procedure of 
Appendix A. Consider the first term proportional to
δu(a, c)δv(b, d)r(a, b) (B.1)
the other follows by exchanging c with d . By using Eq. (20) the RFT on index d leads to:∑
d
(. . .)χ(ddˆ) = δu(a, c)pv ∗δv(dˆ,0)χ(bdˆ)r(a, b), (B.2)
and that on index c to∑
(. . .)χ(ccˆ) = pu ∗δu(cˆ,0)χ(acˆ)pv ∗δv(dˆ,0)χ(bdˆ)r(a, b), (B.3)c
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b
(. . .)χ(bbˆ) = pupv
p0
∗
δu(cˆ,0)
∗
δv(dˆ,0)
∗Pr (bˆ + dˆ,0)χ
(
a(bˆ + cˆ + dˆ)). (B.4)
Finally the RFT on index a leads to the delta function ensuring the vanishing of the total mo-
mentum:∑
a
(. . .)χ(aaˆ) = pupv
p0
∗
δu(cˆ,0)
∗
δv(dˆ,0)
∗Pr (bˆ + dˆ,0)δR+1(aˆ + bˆ + cˆ + dˆ,0). (B.5)
By adding the second term the RFT of the Replicon contribution reads:
RA
r,r (aˆ, bˆ; cˆ, dˆ) = 1
p0
R+1∑
u=r+1
R+1∑
v=r+1
pupvAr,ru,v ∗δu(cˆ,0) ∗δv(dˆ,0)
× [ ∗Pr (aˆ + cˆ,0) + ∗Pr (aˆ + dˆ,0)]δR+1(aˆ + bˆ + cˆ + dˆ,0). (B.6)
By introducing the RFT Ar,r
uˆ,vˆ
of Ar,ru,v from relation (83), and using two times the identity
R+1∑
u=r+1
[fuˆ − fû+1]
∗
δu(. . .) =
R+1∑
u=r+1
fuˆ
∗
u,r+1(. . .), (B.7)
where 
∗
u,r+1(. . .) is defined in Eq. (81), to disentangle the RFT components Ar,ruˆ,vˆ , Eq. (80)
follows. (QED)
Appendix C. Derivation of Eqs. (109) and (110)
The sum over dˆ in Eq. (109) is done by exploiting the δR+1 functions, see Eqs. (101) and 
(108), and leads to∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ψsk (−cˆ,−dˆ; eˆ)
= 1
2p3/20
∑
cˆ
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)][ ∗Ps(cˆ,0) + ∗Ps(cˆ − eˆ,0)]
× ∗u;r+1(cˆ,0)
∗
v;r+1(cˆ − eˆ,0)
∗
k(eˆ,0)δR+1(aˆ + bˆ + eˆ,0). (C.1)
The products are evaluated using the following identities valid for u, v ≥ r + 1:
∗
u;r+1(cˆ,0)
∗Pr (cˆ,0) = δu,r+1
∗Pr (cˆ,0), (C.2)
∗Pr (cˆ,0)
∗
v;r+1(cˆ, eˆ)
∗

k
(eˆ,0) = δv,max(r+1,k)
∗Pr (cˆ,0)
∗
k(eˆ,0), (C.3)
so that
∗
u;r+1(cˆ,0)
∗
v;r+1(cˆ, eˆ)
∗Pr (cˆ,0)
∗
k(eˆ,0) = δu,r+1δv,m
∗Pr (cˆ,0)
∗
k(eˆ,0), (C.4)
and
∗
u;r+1(cˆ,0)
∗
v;r+1(cˆ, eˆ)
∗Pr (cˆ, eˆ)
∗
k(eˆ,0) = δu,mδv,r+1
∗Pr (cˆ, eˆ)
∗
(eˆ,0), (C.5)
k
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cˆ
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)] ∗Ps(cˆ,0) ∗u;r+1(cˆ,0) ∗v;r+1(cˆ − eˆ,0) ∗k(eˆ,0)
= δu,r+1δv,m ∗k(eˆ,0)
∑
cˆ
[ ∗Pr (aˆ + cˆ,0) + ∗Pr (bˆ + cˆ,0)] ∗Ps(cˆ,0)
= p0δr,sδu,r+1δv,m ∗k(eˆ,0)
[ ∗Pr (aˆ,0) + ∗Pr (bˆ,0)]. (C.6)
By adding the contribution from 
∗Ps(cˆ − eˆ, 0), and rearranging the terms, Eq. (109) follows. 
(QED)
Eq. (110) is obtained following a similar procedure and evaluating the ∗Pr (. . .) 
∗Ps(. . .) prod-
ucts with the help of Eq. (24).
Appendix D. Derivation of Eq. (124)
Consider the case r = s, then:∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ψr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
=
∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
−
R+1∑
t=0
2
δ
(t−1)
r
δ(k,l)(r+1,m)
∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ψr,rt (−cˆ,−dˆ; eˆ, fˆ ), (D.1)
where ϕr,rk,l(aˆ, bˆ; eˆ, fˆ ) = [ϕr,rk,l (aˆ, bˆ; eˆ, fˆ ) +ϕr,rk.l (aˆ, bˆ; fˆ, eˆ)]/2 and m = max(r +1, t). The second 
line vanishes, see Eq. (112), and∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ψr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
=
∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
−
R+1∑
t=0
2
δ
(t−1)
r
δ(u,v)(r+1,m)
∑
cˆ,dˆ
ψ
r,r
t (aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ ) (D.2)
By using the symmetry ϕr,rk,l(cˆ, dˆ; aˆ, bˆ) = ϕr,rk,l(aˆ, bˆ; cˆ, dˆ), and Eq. (109), the second line gives:
δ(u,v)(k,l)
R+1∑
t=0
2
δ
(t−1)
r
δ(k,l)(r+1,m)ψr,rt (aˆ, bˆ; eˆ, fˆ ), (D.3)
where we have used the identity δ(u,v)(r+1,m)δ(k,l)(r+1,m) = δ(u,v)(k,l)δ(k,l)(r+1,m).
The sum over dˆ in the first line of Eq. (D.2) can be easily performed by exploit-
ing the δR+1 functions, see Eq. (108). Of the four terms consider the one proportional to ∗
u;r+1(cˆ, 0) 
∗
v;r+1(dˆ, 0) 
∗
k;r+1(eˆ, 0) 
∗
l;r+1(fˆ, 0):
A. Crisanti, C. De Dominicis / Nuclear Physics B 891 (2015) 73–105 103∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
⇒ 1
4p20
[∑
cˆ
∗Pr (aˆ + cˆ,0)
[ ∗Pr (cˆ, eˆ) + ∗Pr (cˆ, fˆ )]
× ∗u,r+1(cˆ,0) ∗v,r+1(eˆ + fˆ − cˆ,0) ∗k,r+1(eˆ,0) ∗l,r+1(fˆ,0)
+ (aˆ ↔ bˆ)
]
δR+1(aˆ + bˆ + eˆ + fˆ,0). (D.4)
For u, v ≥ r + 1 the cˆ into ∗u,r+1(cˆ, 0) ∗v,r+1(eˆ + fˆ − cˆ, 0) can be replaced by aˆ, and the sum 
over cˆ evaluated with the help of Eq. (24):∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
⇒ 1
4p0
[[ ∗Pr (aˆ + eˆ,0) + ∗Pr (aˆ + fˆ,0)]
× ∗u,r+1(aˆ,0) ∗v,r+1(eˆ + fˆ − aˆ,0) ∗k,r+1(eˆ,0) ∗l,r+1(fˆ,0)
+ (aˆ ↔ bˆ)]δR+1(aˆ + bˆ + eˆ + fˆ,0). (D.5)
The (unnormalized) projector ∗Pr (aˆ + eˆ, 0) implies that aˆ + eˆ = 0 on shells r + 1, . . . , R + 1, and 
hence u = k and v = l, otherwise the ∗ terms vanish. Similarly ∗Pr (aˆ + fˆ, 0) implies u = l and 
v = k. Then∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ )
⇒ 1
4p0
[[
δu,kδv,l
∗Pr (aˆ + eˆ,0) + δu,lδv,k
∗Pr (aˆ + fˆ,0)
] ∗
k,r+1(eˆ,0)
∗
l,r+1(fˆ,0)
+ (aˆ ↔ bˆ)]δR+1(aˆ + bˆ + eˆ + fˆ,0)
= 1
4p0
δ(u,v)(k,l)
[ ∗Pr (aˆ + eˆ,0) + ∗Pr (aˆ + fˆ,0)] ∗k,r+1(eˆ,0) ∗l,r+1(fˆ,0)
× δR+1(aˆ + bˆ + eˆ + fˆ,0). (D.6)
The contribution from the other three terms is obtained by suitable exchanges of u and v and k
and l. Summing up all contributions leads to:∑
cˆ,dˆ
ϕr,ru,v(aˆ, bˆ; cˆ, dˆ)ϕr,rk,l(−cˆ,−dˆ; eˆ, fˆ ) = δ(u,v)(k,l)ϕr,rk,l(aˆ, bˆ; eˆ, fˆ ). (D.7)
Then, from Eqs. (D.2), (D.3) and (D.7):∑
cˆ,dˆ
ψr,ru,v(aˆ, bˆ; cˆ, dˆ)ψr,rk,l(−cˆ,−dˆ; eˆ, fˆ ) = δ(u,v)(k,l)ψr,rk,l(aˆ, bˆ; eˆ, fˆ ). (D.8)
By repeating the calculation for r = s it is easy to see that the sum vanishes because of the δr,s
terms in Eq. (109) and Eq. (24). The use of the symmetry ψr,rk,l(aˆ, bˆ; cˆ, dˆ) = ψr,rk,l(cˆ, dˆ; aˆ, bˆ), and 
rearranging the indexes, completes the proof of Eq. (124). (QED)
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From the general results of Section 6 valid for any R, in the case of one replica symmetry 
breaking step R = 1 the eigenvalues in the Replicon sector are (r = 0, 1), see Eq. (160):
A
1,1
2ˆ,2ˆ
= −Λ′(Q1) + 1
(Q2ˆ)
2 , (E.1)
A
0,0
2ˆ,2ˆ
= −Λ′(Q0) + 1
(Q2ˆ)
2 , (E.2)
A
0,0
1ˆ,1ˆ
= −Λ′(Q0) + 1
(Q1ˆ)
2 , (E.3)
A
0,0
1ˆ,2ˆ
= A0,0
2ˆ,1ˆ
= −Λ′(Q0) + 1
Q1ˆQ2ˆ
, (E.4)
where
Q2ˆ = 1 − Q1, Q1ˆ = 1 − Q1 + p1(Q1 − Q0) (E.5)
since Q2 = 1 from the spherical constraint. These correspond to the eigenvalues Λ(1)1 , Λ(1)0 , Λ(3)0
and Λ(2)0 of Ref. [12], respectively.
The eigenvalue in the LA sector are given by the solution of the eigenvalue equation (127), 
which for R = 1 reads⎧⎪⎪⎨⎪⎪⎩
[
A
0,0
1ˆ,mˆ
+ 1
4
δ
(k−1)
0 A
0,0
kˆ
]
φ0
kˆ
+ 1
4
δ
(k−1)
1 A
0,1
kˆ
φ1
kˆ
= Λφ0
kˆ
,
1
4
δ
(k−1)
1 A
1,0
kˆ
φ0
kˆ
+
[
A
1,1
2ˆ,2ˆ
+ 1
4
δ
(k−1)
1 A
1,1
kˆ
]
φ1
kˆ
= Λφ1
kˆ
,
(E.6)
with k = 0, 1, 2 and m = max(1, k).
From Eq. (159) for k = 0 we have:
A
0,0
0ˆ
= A0,1
0ˆ
= 2p0
(
Q−10
)2 + 4Q−10
Q1ˆ
, (E.7)
A
1,1
0ˆ
= 2p0
(
Q−10
)2 + 2p1[(Q−11 )2 − (Q−10 )2]+ 4Q−11Q2ˆ . (E.8)
By transforming these expressions into the (A, B, C, m) notation of Ref. [12] by using:
A = 1
Q2ˆ
, B = −Q1 − Q0
Q2ˆQ1ˆ
, C = − Q0
Q1ˆQ0ˆ
, m = p1, (E.9)
and n = p0, and replacing them into the eigenvalue equation (E.6), a straightforward calculation 
shows that for k = 0 one recovers the eigenvalue Λ(3)3,4 of Ref. [12].
For k = 1 we have:
A
0,0
1ˆ
= A0,1
1ˆ
= 4Q
−1
0
Q1ˆ
, (E.10)
A
1,1
1ˆ
= 2p1
[(
Q−11
)2 − (Q−10 )2]+ 4Q−11Q2ˆ , (E.11)
and in this case one recovers, with a bit of work, the eigenvalues Λ(3) .1,2
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A
0,0
2ˆ
= A0,1
1ˆ
= 4Q
−1
0
Q2ˆ
, (E.12)
A
1,1
2ˆ
= 4Q
−1
1
Q2ˆ
. (E.13)
For a mistake unseen at the proof reading stage for this case in Ref. [12] only the relevant 
eigenvalue for Q0 = 0 is reported. Indeed, in the (A, B, C, m) notation the eigenvalue equation 
reads:{[−Λ′(Q0) + A(A + mB) + (n − m)AC]φ0
kˆ
+ (m − 2)ACφ1
kˆ
= Λφ0
kˆ
,
(n − m)ACφ0
kˆ
+ [−Λ′(Q1) + A2 + (m − 2)A(B + C)]φ1
kˆ
= Λφ1
kˆ
,
(E.14)
so that the eigenvalues have a form similar to that of Λ(3)1,2 or Λ
(3)
3,4, solution of a second order 
equation. However if Q0 = 0 then C = 0 and the eigenvalue equation becomes diagonal with 
eigenvalues
Λ = −Λ′(0) + A(A + mB), (E.15)
and
Λ = −Λ′(Q1) + A
[
A + (m − 2)B], (E.16)
which is the eigenvalue Λ(2)1 [for C = 0] reported in Ref. [12]. For the model studied in 
[12] Λ′(0) = 0 and the first eigenvalue is irrelevant for the stability since A(A + mB) =
1/Q2ˆQ1ˆ. Note also a misprints in the degeneracy of Λ
(2)
0 . The correct degeneracy is indeed 
(n/m)(m − 1)(n/m − 2).
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