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RESUME 
Ce travail est incorpore dans un projet de plus grande envergure. Celui-ci vise a re-
duire les artefacts metalliques dans les reconstructions tomographiques a rayons X afin 
d'ameliorer le diagnostic de restenose chez les patients possedant des stents. Des etudes 
anterieures se sont deja interessees a ce probleme, notamment en adoptant une modeli-
sation polychromatique de la source des rayons X. Cependant, ces travaux ne prennent 
pas en compte les imperfections du systeme de detection dans la formation des don-
nees. La postluminescence des detecteurs est le defaut majeur du systeme de detection 
qui degrade la qualite des images reconstruites. La postluminescence correspond a la 
persistance momentanee des detecteurs apres la mesure. 
Dans le travail presente ici, nous visons tout d'abord a comprendre 1'influence de la post-
luminescence sur les donnees. Ensuite, nous modelisons ce phenomene par une convolu-
tion avec une reponse impulsionnelle. Puis, nous caracterisons la reponse impulsionnelle 
des detecteurs par un estimateur MAP, a partir de donnees medicales. 
Enfin, a la lumiere de travaux anterieurs effectues sur la postluminescence, nous pro-
posons un traitement, robuste au bruit et facilement implementable, afin de pallier ce 
phenomene. Ce traitement consiste a estimer avec un estimateur MAP les donnees af-
franchies de postluminescence en utilisant la reponse impulsionnelle estimee precedem-
ment. 
La caracterisation de la reponse impulsionnelle et le traitement de la postluminescence 
fonctionnent correctement en simulation avec des rapports signal a bruit conventionnels 
en tomographie (25-35 dB). Cependant, l'application de ces techniques sur donnees me-
dicales engendre des resultats peu convaincants. 
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ABSTRACT 
This work is part of a wider project that aims at reducing metal artifacts in X-ray compu-
ted tomography reconstructed images in order to improve in-stent restenosis assessment. 
Previous studies already treated this topic, especially in incorporating a polychromatic 
model of the X-ray source into the reconstruction problem. However, these studies did 
not take into account imperfections coming from the detection system. Detector after-
glow is the major imperfection of the detection system that affects reconstructed image 
quality. Afterglow corresponds to a temporary detectors persistance after measurements 
are taken. 
Our work aims first at understanding the influence of afterglow on the data. Then we mo-
del this phenomenon by a convolution with the detector impulse response. Next, we use 
a MAP estimator to estimate the detector impulse response from medical raw data. Fi-
nally from what was developped on afterglow treatments we propose a treatment against 
afterglow which is more robust with respect to noise and easy to compute. This method 
consists in estimating afterglow-free data with a MAP estimator using the previously 
obtained impulse response. 
Impulse response characterization and afterglow treatment work well on simulated data 
with conventional tomographic signal to noise ratios (25-35 dB). However, application 
of these techniques on real medical data reveals less convincing results. 
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Les maladies cardio-vasculaires sont la premiere cause de mortalite au Canada. Elles re-
presentaient 32 % des deces en 2004 selon Statistiques Canada (2009). L'atherosclerose 
est la pathologie qui cause le plus de maladies cardio-vasculaires (54 %). Elle se caracte-
rise par un retrecissement du diametre d'arteres ou de veines, empechant une circulation 
adequate du sang dans ces vaisseaux. L'obturation de ceux-ci est due a Faccumulation 
de graisses ou de cellules endotheliales. 
Lorsque de telles obturations surviennent, la mise en place d'endoprotheses, encore ap-
pelees stents, est parfois necessaire afin de maintenir l'artere ouverte et de retablir la 
circulation sanguine. Le stent est une structure maillee composee majoritairement de 
metal. Afin de l'introduire dans ce vaisseau, on insere un catheter par lequel un ballon-
net gonflant est guide jusque la lesion puis gonfle pour deployer le stent (Fig. 1.1). 
Cependant, il arrive parfois que l'artere se rebouche a l'interieur du stent. On parle alors 
de restenose. II est done necessaire de suivre medicalement les patients possedant des 
stents pour s'assurer que l'artere conserve un diametre suffisant pour la circulation san-
guine. 
Actuellement, deux techniques principales permettent d'assurer ce type de suivi: l'angio-
graphie et l'echographie endovasculaire. 
L'angiographic est un examen medical qui consiste a rendre visible les arteres et les 
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FIG. 1.1: Pose d'un stent dans une artere coronarienne (Heart and Institute, 2009). 
veines lors d'une radiographic Un catheter sert a injecter un agent de contraste iode, 
qui, par ses proprietes radio-opaques, met en evidence le systeme vasculaire et facilite le 
diagnostic des restenoses. 
Cependant, cette technique est invasive. En effet, la mise en place d'un catheter se fait 
par incision et 1'agent de contraste est toxique pour 1'organisme, notamment pour les 
reins. 
La deuxieme technique est 1'IVUS (intravascular ultrasound), c.-a-d. l'echographie en-
dovasculaire. Par celle-ci, le systeme vasculaire est observe grace a une sonde echogra-
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phique guidee par catheter. Cette technique est moins invasive que la technique prece-
dente, car elle ne requiert plus d'agent de contraste contrairement a la premiere tech-
nique. Mais cet examen est long (environ 1 h 30) et demande une grande dexterite de la 
part des techniciens en echographie. 
La tomographic a rayons X peut aussi etre utilisee pour le suivi des restenoses. En effet, 
cette technique presente une resolution suffisamment fine pour observer des lumieres 
arterielles de quelques millimetres. L'utilisation d'un agent de contraste est toutefois ne-
cessaire pour relever le contraste du systeme vasculaire, mais 1'examen presente l'avan-
tage d'etre de courte duree. 
Mes travaux s'inscrivent dans un projet de plus grande envergure dont le but est de diag-
nostiquer des restenoses en utilisant la tomographic a rayons X. lis ont ete realises dans 
le Laboratoire d'imageriepar optimisation numerique (LION) de l'Ecole Polytechnique 
de Montreal, sous la direction de Yves GOUSSARD, en collaboration avec les chercheurs 
du Centre de recherche du Centre hospitalier de I 'Universite de Montreal (CRCHUM) 
pour les acquisitions de donnees medicales sur les scanners Siemens de l'hopital Notre-
Dame. 
Les images reconstruites en tomographic sont entachees d'artefacts causes par la pre-
sence d'objets metalliques. De ce fait, le diagnostic d'une restenose devient difficile a 
realiser. L'approche de reconstruction qui a ete choisie pour s'affranchir de tels artefacts 
est l'utilisation de methodes de reconstruction algebriques polychromatiques. Cepen-
dant, ces travaux se basent sur l'hypothese que les donnees recueillies par le scanner 
(sinogramme) ne sont pas corrompues par le systeme de detections. Cette hypothese est 
fausse dans la realite. En effet, le systeme de detection permettant de capter les rayons 
X n'est ni parfait ni ideal. Plusieurs defauts viennent entacher les mesures, comme par 
exemple les radiations afocales, les diaphonies entre detecteurs et la postluminescence 
des detecteurs. 
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La postluminescence des detecteurs, aussi appelee postluminescence, correspond a la 
persistance momentanee des detecteurs apres la mesure. Ce phenomene a lieu lors de 
la conversion de la radiation en lumiere visible. II influence grandement la qualite des 
sinogrammes. Mon projet consiste a traiter les sinogrammes issus des scanners afin de 
diminuer l'effet de la postluminescence. 
1.2 Objectifs 
L'objectif principal des travaux lies a ce projet est le developpement de techniques per-
mettant d'affranchir les sinogrammes de la postluminescence du systeme de detection. 
Afin d'atteindre cet objectif principal, nous proposons trois sous-objectifs : 
1. Comprehension et moderation de la postluminescence des detecteurs. En 
supposant que la postluminescence des detecteurs est un phenomene lineaire, nous 
modeliserons celle-ci par un modele par reponse impulsionnelle. 
2. Estimation des parametres de ce modele. Dans la litterature, peu de donnees 
sont fournies pour caracteriser la postluminescence des detecteurs. Seules des 
courbes approximatives ou des donnees anciennes, sur des detecteurs qui ne sont 
plus presents dans les tomographes, sont disponibles. Ainsi, il est necessaire d'ob-
tenir une estimation des parametres de notre modele propres aux scanners utilises, 
a partir de donnees recueillies sur ceux-ci. 
3. Restauration des sinogrammes. Une fois les parametres du modele obtenus, il 
s'agit de corriger les sinogrammes de l'effet de postluminescence des detecteurs. 
On attendra de cette correction une meilleure resolution spatiale sur les recons-
tructions. 
Afin d'atteindre ces objectifs, il est necessaire de faire une revue de litterature en deux 
parties. Premierement, nous exposons le contexte general dans lequel s'inscrit le projet: 
la tomographic a rayons X. Deuxiemement, nous presentons les principaux resultats 
d'estimation sur lesquels nous nous sommes appuye pour mener le projet. i 
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CHAPITRE 2 
TOMOGRAPHIE A RAYONS X 
Les idees et les concepts de la tomographie par rayons X ont ete developpes au debut 
du XXeme siecle avec les travaux du physicien H.A. Lorentz en 1905 et ensuite du ma-
thematicien J.H. Radon en 1917. Cependant, ce n'est qu'en 1972 qu'une mise en oeuvre 
pratique de ces theories a ete realisee par l'ingenieur anglais G.N. Hounsfield, qui est 
maintenant reconnu comme l'inventeur de la tomographie. Cette nouvelle technique fut 
accueillie par un milieu medical enthousiaste et est consideree comme la plus importante 
invention dans le diagnostic radiologique depuis la decouverte des rayons X. Hounsfield 
et A.M. Cormack (sur lequel Hounsfield a base ses travaux) ont recu le prix Nobel de 
medecine en 1979 pour leur invention. 
Dans un premier temps, nous developpons brievement les principes generaux de la to-
mographie a rayons X, puis les principales evolutions technologiques qui ont permis 
d'ameliorer la qualite des images, depuis la creation de la tomographie jusqu'aux tomo-
graphies les plus recents. Cet expose est base sur le livre de Kalender (Kalender, 2005). 
Ensuite, nous examinons le systeme de detection et plus particulierement les detecteurs 
et leur postluminescence. 
Dans un deuxieme temps, nous nous interessons aux processus physiques regissant la 
formation des donnees, c'est-a-dire l'interaction entre les rayons X et la matiere traver-
see. 
Dans un troisieme temps, nous detaillons les deux methodes usuelles de reconstruction 
d'images (analytique et algebrique) afin de justifier notre choix de methode de recons-
truction. 
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Enfin, nous positionnons notre projet par rapport aux differentes etapes de l'acquisition 
tomographique. 
2.1 Presentation generale 
De maniere generate, le principe de la tomographic a rayons X consiste a inserer un 
objet tridimensionnel entre un systeme produisant des rayons X (source) en direction de 
l'objet et un systeme de detection qui collecte Fenergie du faisceau ayant traverse l'objet 
(Fig. 2.1). 
FIG. 2.1: Principe de fonctionnement de la tomographic d'apres Macovski (1983). 
En fonction de la composition de l'objet, les rayons X emis sont plus ou moins attenues. 
Sur le plan de detection, nous recueillons ainsi une projection de l'objet. 
L'obtention de projections suivant plusieurs directions nous permet de reconstruire une 
carte spatiale de la distribution des coefficients d'attenuation, qui constitue l'objet image. 
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2.2 Principales evolutions technologiques 
Depuis la construction du premier tomographe au debut des annees 1972, de nombreuses 
ameliorations ont ete apportees afin notamment d'augmenter la qualite des images pro-
duces, la vitesse d'acquisition des images, mais aussi de reduire la dose de rayons X 
envoyes aux patients, puisque ce sont des rayonnements ionisants et done dangereux 
pour la sante. 
2.2.1 Premiere generation : un detecteur 
Le premier tomographe, construit en 1970 a des fins d'experimentations, est compose 
d'une source emettant un faisceau etroit de rayons X et d'un unique detecteur. Tout 
d'abord, l'ensemble source-detecteurs se deplace en translation, constiruant ainsi un en-
semble de rayons paralleles pour une projection. Ensuite, il tourne d'un angle de projec-
tion autour de l'objet pour mesurer une deuxieme projection (Fig. 2.2 (a)). Cet ensemble 
de translations puis de rotations rend le temps d'acquisition d'une tranche tres long (su-
perieur a 24 heures pour 180 rotations de 160 translations) pour des images de 80 sur 80 
pixels. II faut attendre l'apparition des premiers tomographes commerciaux (la deuxieme 
generation) pour diminuer de facon radicale le temps d'acquisition. 
2.2.2 Deuxieme generation : barrette de detecteurs 
Les tomographes de deuxieme generation, apparus pendant l'annee 1972, fonctionnent 
sur le meme principe de translations-rotations que la premiere generation (Fig. 2.2(b)). 
Cependant, afin de diminuer le temps d'acquisition, des detecteurs supplementaires ont 
ete ajoutes. Cela a pour effet de diviser le nombre de translations d'un facteur 5. 
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partial fan beam (1972) 
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2" generation: translation / rotation 
fan beam (1976) fan beam (1978) 
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3™ generation: continuous rotation 4" generation: continuous rotation 
FIG. 2.2: Differentes generations de scanners d'apres Kalender (2005). 
Une tranche de resolution semblable a celle des premieres generations est alors parcou-
rue en quelques minutes (entre 3 et 5 min). Ces scanners etaient uniquement utilises pour 
imager la tete. Des essais portant sur l'imagerie du corps entier furent realises. L'objec-
tif est alors de reduire le temps d'acquisition d'une tranche en dessous des 20 secondes 
pour realiser des images du corps entier pendant une seule respiration. L'introduction de 
la troisieme generation repond a cet objectif. 
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2.2.3 Troisieme generation : faisceau large de rayons X 
En 1976, les tomographes de troisieme generation sont mis au point. Leur principe de 
fonctionnement est completement different de celui des generations precedentes. Les 
translations du systeme source-detecteurs sont supprimees. L'introduction d'un faisceau 
de rayons X en eventail ainsi qu'un arc de detecteurs plus large ont autorise la me-
sure d'une projection complete simultanement (Fig. 2.2 (c)). Cette nouveaute simplifie 
grandement le mecanisme de l'appareil. Le portique source-detecteurs se deplace alors 
uniquement selon un mouvement de rotation continu autour de l'objet. 
2.2.4 Quatrieme et cinquieme generations 
Avec les tomographes de quatrieme generation (1978), la mecanique est encore simpli-
fiee. Le systeme de detection est constirue d'un anneau de detecteurs entourant entiere-
ment l'objet (Fig. 2.2 (d)). De ce fait, seule la source tourne autour de l'objet. Cependant, 
ces scanners sont peu utilises dans le milieu clinique car ils sont plus couteux que ceux de 
troisieme generation et ne presentent qu'une amelioration non significative de la qualite 
des images. 
La source des scanners de cinquieme generation ne fait plus partie du portique rotatif. 
Elle est retiree de ce portique et le faisceau de rayons X se reflete sur des anodes regu-
lierement espacees sur le portique. Pour les memes raisons que la quatrieme generation, 
ces scanners sont peu utilises. 
Pour tous nos travaux, nous mettons l'accent sur les scanners de troisieme generation, 
puisque l'hopital Notre-Dame ou nous avons realise toutes nos acquisitions est equipe 
principalement de scanners de cette generation. 
Cette generation a cependant beaucoup evolue dans les annees 1990 avec la technologie 
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« slip ring ». En effet, en 1976 les scanners ne pouvaient effectuer qu'une rotation a la 
fois, car les cables alimentant la source devaient etre rembobines avant toute nouvelle ro-
tation. Dans la technologie « slip ring », des balais glissent sur des anneaux metalliques, 
foumissant ainsi de l'energie electrique au tube producteur de rayons X, ce qui permet 
une rotation continue sur plus d'un tour a la fois. Cette technologie est a l'origine des 
scanners helicoi'daux dans lesquels la table se deplace de maniere continue pendant que 
le portique source-detecteurs decrit plusieurs rotations autour de lui. Ainsi lorsqu'on se 
place dans un referentiel lie a la table, le portique suit une trajectoire helicoi'dale. 
Depuis 1990, nous assistons a une augmentation du nombre de rangees de detecteurs 
(barrettes) reduisant davantage le temps d'acquisition de grands volumes anatomiques. 
Actuellement les derniers scanners commercialises comportent 256 barrettes de detec-
teurs. 
De plus, pour accroitre la precision des images reconstitutes, Siemens a developpe, en 
2004, une technologie de source volante appelee FFS (Flying Focal Spot, (Kachelriess 
et al., 2006)). Cela consiste a creer a partir d'un seul tube radiogene plusieurs points de 
source virtuels en faisant devier le faisceau d'electrons touchant l'anode. Cette technolo-
gie permet d'acquerir des images de resolution spatiale equivalente a 512 barrettes mais 
avec uniquement 256 barrettes. 
Toutes ces evolutions technologiques et/ou techniques ont eu pour objectifs de reduire 
les temps d'acquisition de facon considerable et d'ameliorer la qualite des images re-
construites afin de realiser de meilleurs diagnostics medicaux. 
D'autres evolutions portant sur le systeme de detection ont permis d'affiner la qualite 
des images reconstruites, notamment le choix de detecteurs en fonction de leur temps de 
reponse et leur efficacite de detection. 
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2.3 Systemes de detection 
Le systeme de detection est l'une des parties les plus critiques, technologiquement par-
lant, de tout le scanner CT. II est charge de transformer l'intensite photonique incidente 
en un signal electrique correspondant puis de l'amplifier. Ses composants principaux 
sont les detecteurs sensibles a l'intensite photonique, leur configuration geometrique et 
les pre-amplificateurs. Dans cette partie, nous nous concentrerons uniquement sur les 
detecteurs et leur configuration. 
En tomographic, deux methodes de conversion de l'intensite photonique en signaux elec-
triques sont predominates (Kalender, 2005): 
- conversion par une chambre d'ionisation, remplie par un gaz noble (le xenon) sous 
haute pression (Fig.2.3); 
- par des detecteurs de scintillation sous forme de cristaux, comme l'iodure de cesium 
ou le tungstate de cadmium ou encore des materiaux ceramiques tels que l'oxysulfure 
de gadolinium (Fig.2.4). 
high voltage entrance pressure x-rays 
electrodes window tank )(l\ 
FIG. 2.3: Detecteur au xenon (Kalender, 2005). 
Les detecteurs de scintillation sont composes de petits blocs de materiaux de scintillation 
(CdW04, Gd202S, ...) recouverts d'un materiau reflechissant et couples a des photo-
diodes. Un schema du fonctionnement se trouve dans la figure 2.4. Un photon incident 
13 
scintillation crystal x-rays 
* " 5.1 ~_± f 
Scintillation detector 
-0-
FIG. 2.4: Detecteur de scintillation (Kalender, 2005). 
provoque une interaction photoelectrique avec le scintillateur. Le photoelectron relache 
par cette interaction traverse le scintillateur. Les photons de lumiere produits par la scin-
tillation se dispersent dans toutes les directions. Ainsi, un materiau reflecteur permet de 
diriger les photons lumineux vers les photodiodes, ce qui produit un signal electrique 
mesurable. 
Les detecteurs a chambre d'ionisation fonctionnent aussi sur un principe d'interaction 
photoelectrique. En effet, lorsqu'un photon de rayons X frappe une chambre d'ionisa-
tion, on assiste a l'ionisation du xenon par une interaction photoelectrique. Cette in-
teraction relache des photo-electrons tres energetiques, qui ionisent a leur tour d'autres 
molecules de gaz. La chambre d'ionisation est composee de deux plaques metalliques 
(Fig. 2.3) sur lesquelles deux potentiels electriques (0 V et 500 V) sont appliques. La 
plaque a 0 V collecte les noyaux de xenon ionises et les electrons libres sont collectes 
sur l'autre plaque afin de creer un courant electrique mesurable. 
Les detecteurs avec chambre d'ionisation au xenon offrent plusieurs avantages dont l'un 
est d'avoir une reponse temporelle avec une rapide decroissance et peu de postlumines-
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cence. Nous expliquerons cet aspect plus tard dans la section 2.6.2. 
De plus, ils presentent une haute efficacite par rapport a la dose de rayons X envoyee. 
C'est pourquoi, ils furent considered comme le meilleur choix de detecteurs dans les 
annees 80. 
La demande pour des temps de decroissance tres faibles a ete motivee par l'apparition 
des scanners a acquisition sub-seconde (c.-a-d. avec un temps de rotation inferieur a 
1 s). Avec ces nouvelles generations de scanners sont apparus les detecteurs en cera-
mique (UFC : Ultra Fast Ceramics) qui ont supplante les detecteurs au xenon. En effet, 
ceux-ci possedent un desavantage majeur : leur construction. Le principe de construc-
tion d'une barrette unique de detecteurs est relativement facile a realiser. Cependant un 
systeme de detection multi-barrettes est extremement difficile. De ce fait, tous les scan-
ners multi-barrettes ont ete construits avec des cristaux de scintillation ou des materiaux 
ceramiques. 
2.4 Formation des mesures 
Dans la partie precedente, nous avons expose les principes de fonctionnement du sys-
teme de detection des tomographes a rayons X. Ici, nous detaillons les modeles de for-
mation des mesures a partir desquels les images tomographiques sont reconstruites. Les 
methodes de reconstruction sont basees sur des approximations de ces modeles, comme 
nous le verrons dans la section suivante. 
2.4.1 Interactions photon-matiere 
Les rayons X sont des ondes constitutes de photons. Ces photons possedent une energie 
caracteristique inversement proportionnelle a sa longueur d'onde. Dans les tomographes 
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commerciaux, cette energie est comprise entre 25 et 125 KeV (Fig. 2.5) 
FlG. 2.5: Spectre de la source du scanner Siemens SOMATOMSensation 16. 
Les interactions entre ces photons et la matiere sont a l'origine des mesures tomogra-
phiques. Certains photons X traversent la matiere sans interaction avec celle-ci. lis sont 
responsables de parties sombres de 1'image tomographique. Les interactions entre la 
matiere et le photon peuvent se classifier selon trois categories : 
- L'effet photoelectrique : phenomene le plus important pour la formation d'images ra-
diologiques. II consiste en remission d'un electron par un atome lorsque celui-ci est 
frappe par un photon d'energie superieure a celle de liaison. II se produit principa-
lement pour des energies faibles (50-80 KeV). II forme ainsi les parties claires de 
1'image. 
- L'effet Compton : dans ce cas, le photon interagit avec un electron. Lors de cette 
collision, l'electron gagne de l'energie cinetique et le photon perd de l'energie et est 
devie. II se produit sous haute energie. 
- La production de paires : un photon de haute energie entre en interaction avec le 
noyau d'un atome. Ce photon est entierement absorbe et le noyau emet un electron et 
un positron (anti-electron, c.-a-d. un electron charge positivement). 
Les scanners Siemens SOMATON 16 et 64 emettent des photons a des energies com-
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prises entre 25 et 125 keV comme le montre la figure 2.5. A ces energies, les effets 
photoelectriques et Compton sont predominates. 
Dans les trois interactions que nous venons de voir, un photon incident selon une direc-
tion a peu de probabilites d'emerger de la matiere dans la meme direction. Lorsque le 
photon incident est devie, il est generalement ecarte du systeme de detection grace a un 
collimateur sirue a l'avant des detecteurs. Ces photons devies seront modelises par du 
bruit de diffusion puisqu'il est impossible d'assurer leur tracabilite. 
Tous ces phenomenes sont a l'origine de deux types de modeles du processus d'emission 
et de production des rayons X : le modele deterministe et le modele statistique. Dans 
les deux sous-sections suivantes, nous nous attacherons a comprendre les differentes 
hypotheses que sous-tend chacun de ces modeles. 
2.4.2 Modele deterministe 
Ce modele est base sur deux approximations : 
- Le faisceau de rayons X est infiniment fin et se propage en ligne droite; 
- L'emission des photons est deterministe. 
Considerons un faisceau de rayons X comportant iV0 photons et traversant un materiau 
homogene mince d'une epaisseur w. Le nombre moyen de photons absorbes (dN) par le 
materiau est donne par la relation suivante : 
dN = fiN0w (2.1) 
dans laquelle la variable /J represente le coefficient d'attenuation lineique du materiau en 
question, que Ton appellera simplement par la suite coefficient d'attenuation, exprime en 
cm'1. Ce coefficient est propre a chaque materiau et varie aussi en fonction de l'energie; 
il permet de modeliser les trois phenomenes vus dans la section precedente. 
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Ainsi, La loi de Beer-Lambert permet de quantifier le nombre de photons mesures aux 
detecteurs : 
N = J V 0 e - ^ (2.2) 
Cependant, le corps humain n'etant pas constitue d'un seul et unique materiau, on aboutit 
alors a une expression integrate plus complexe du nombre de photons mesures : 
N = N0e~ f™ "M*™ (2.3) 
Cette relation, a la base de nombreux algorithmes de reconstruction, signifie que le 
nombre de photons emergents suit une loi exponentielle. Par cette approche, nous avons 
considere que le nombre de photons incidents est connu (deterministe), de valeur N0. 
Dans la section suivante, nous allons relaxer cette hypothese et modeliser de maniere 
statistique la production de rayons X. 
2.4.3 Modele statistique 
Considerons les memes hypotheses de rayons fins et de monochromaticite des photons. 
Supposons maintenant que la production de rayons X est une variable aleatoire qui suit 
une loi de Poisson de parametre TVo : 
TV ~ V(N0) (2.4) 
Selon Macovski (1983), la combinaison de la generation des rayons X (modelisee par 
une loi de Poisson) et de leur attenuation (modelisee de la meme maniere que dans la 
section precedente) peut etre aussi decrite par une loi de Poisson. 
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Ainsi le nombre de photons moyens detectes est une variable aleatoire de Poisson : 
N ~ V(N0e' $"'
lx{w)dw) (2.5) 
Ce modele presente l'avantage d'etre plus flexible que le precedent. En effet, dans celui-
ci, il est possible d'inclure le caractere polychromatique des rayons X ainsi que l'epais-
seur des rayons. Ainsi, ce modele offre la possibility d'etre plus realiste que le precedent. 
Dans la section suivante, nous abordons la reconstruction des donnees a partir d'un des 
modeles developpes ci-dessus. 
2.5 Reconstruction 
Notre projet porte sur le traitement des sinogrammes avant la reconstruction. Une fa-
con d'observer une amelioration quelconque de ce traitement est de la quantifier sur les 
images reconstruites. C'est pourquoi nous presentons dans cette section les differentes 
approches de reconstruction. 
La reconstruction permet d'obtenir, a partir des sinogrammes, des images tomogra-
phiques representant la distribution spatiale des coefficients d'attenuation /i(x, y). 
Deux families d'algorithme se distinguent: 
- Les reconstructions analytiques (ex : la retroprojection filtree): elles utilisent des tech-
niques d'inversion exactes qui doivent ensuite etre discretisees et elles sont basees sur 
un modele deterministe de formation de donnees. Cette technique est principalement 
utilisee dans les tomographes medicaux actuels. 
- Les reconstructions algebriques : dans celles-ci, on considere les pixels de 1'image 
a reconstruire comme des inconnues, et un systeme d'equations, possiblement non 
lineaire, est etabli entre ces inconnues et les projections mesurees. Ce systeme est ca-
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racterise par le modele choisi de formation des donnees (deterministe ou statistique). 
II sera ensuite inverse iterativement afin de determiner la valeur des inconnues. 
Nous presenterons les hypotheses et les fondements mathematiques de chacune de ces 
methodes dans les sections suivantes. Pour de plus amples details sur les calculs mathe-
matiques, le lecteur peut se referer au livre de Kak et Slanley (1987). 
2.5.1 Methodes analytiques 
Les methodes analytiques sont la base des algorithmes de reconstruction des tomo-
graphies commerciaux. Elles s'appuient sur les hypotheses theoriques suivantes : 
- Les mesures sont continues. Cette hypothese n'est pas respectee a la lettre puisque 
nous possedons uniquement un nombre limite de mesures. Cependant, si l'echantillon-
nage des mesures est dense, alors on peut la considerer comme verifiee. 
- Les hypotheses de la loi de Beer-Lambert sont valides, c.-a-d. rayons X monochroma-
tiques, infiniment minces et emission des rayons X deterministe (c.f. 2.4.2). 
Ces hypotheses nous permettent de batir un cadre theorique pour la reconstruction ana-
lytique. Commencons par introduire les notations et les outils mathematiques. 
2.5.1.1 Transformed de Radon et sinogramme 
Placons-nous dans le cadre theorique de la figure 2.6. Chaque rayon X fait un angle 8 
avec l'axe des ordonnees et est a une distance r de l'origine. L'objet a imager est carac-
terise completement par la repartition spatiale des coefficients d'attenuation fi(x, y). 
Definissons la projection pe(r) de notre objet suivant Tangle 6 par : 
pe(r) = / fi(x, y)ds (2.6) 
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FIG. 2.6: Faisceau de rayons paralleles et son systeme de coordonnees. 
ou Le,r designe la droite orientee parallelement a l'axe s et a une distance r de celui-ci. 
L'ensemble des projections pe(r) est appele sinogramme. Un exemple de sinogramme 
pour un fantome classique en tomographic (le fantome de Shepp Logan) est trace sur la 
figure 2.7. Ce fantome est compose de plusieurs ellipses de materiaux differents permet-
tant de simuler les differents tissus du cerveau. 
En mathematiques, on appelle transformee de Radon, la transformation qui a toute dis-
tribution f(x, y) associe son sinogramme : 
Mr) = nf(x,y)) (2.7) 
/
+oo 
f(r cos 8 — s sin 6, r sin 6 + s cos 9)ds (2.8) 
•oo 
21 
(a) Fantome (b) Sinogramme 
FIG. 2.7: Fantome Shepp Logan et son sinogramme associe. 
Dans les annees 1920, Radon formule cette transformee de maniere analytique valable 
uniquement pour les geometries a rayons paralleles. Une extension de cette transformee 
de Radon existe pour les geometries en eventail (Kak and Slaney, 1987), mais nous ne 
la presenterons pas par souci de simplicite. 
Les methodes analytiques reposent sur 1'inversion de cette transformee de Radon. C'est 
ce que nous verrons dans la section suivante. 
2.5.1.2 Theoreme de la tranche centrale de Fourier et inversion directe 
Le theoreme de la tranche centrale de Fourier permet d'etablir une relation entre les 
projections p^(r) et 1'objet f(x, y) quel que soit 9. 
Theoreme 2.5.1 (Tranche centrale de Fourier). Soit F(u, v), la transformee de Fourier 













Pe(p) = F(p cos 9, p sin 9) (2.9) 
Ainsi, d'apres ce theoreme, la transformee de Fourier d'une projection d'angle 9 forme 
une ligne du plan de Fourier de notre objet a cet angle-la. Pour 9 variant entre 0 et IT, tout 
le plan de Fourier de / est bien couvert par les transformees de Fourier des p&. Done la 
transformee de Fourier de / peut etre connue en tout point (x, y) d'un repere cartesien. 
Cette methode est tres peu utilisee dans la pratique, car elle necessite une transformee 
de Fourier inverse 2D. On utilise plus courament la retroprojection filtree. 
2.5.1.3 La retroprojection filtree 
La methode de retroprojection dite filtree a ete developpee a partir du meme theoreme. 
II est possible de reecrire l'equation 2.9 de facon a obtenir / qu'a partir de transformees 
de Fourier inverses ID moins couteuses. 
Elle repose sur l'equation suivante : 
/•IT 





\p\P(p, 9)e2*iprdp , avec r = xcos9 + ysin9 (2.11) 
•oo 
Done notre objet f(x,y) peut etre obtenu en retroprojetant (c.-a-d. en epandant) les 
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projections filtrees p*(r, 6) par un filtre rampe suivant tous les angles 8. 
La retroprojection filtree, telle que presentee ci-dessus, est tres pratique puisque l'inver-
sion est analytique et peu couteuse. Cependant, ces formules ne sont exactes que pour 
des fonctions dependants de variables po continues dans l'intervalle [0; 2TT[. Les tomo-
graphes permettent d'acquerir uniquement des projections regulierement espacees pour 
un nombres fini d'angles. De meme, le systeme de detection contient un nombre fini de 
detecteurs. Ainsi, toutes les donnees acquises sont discretes; il serait done illusoire de 
vouloir reconstruire la fonction / de maniere continue. On ne reconstruit / que sur une 
grille discrete de taille finie. Cette grille nous amene a realiser des interpolations afin 
d'attribuer un coefficient d'attenuation a chaque couple (x^, yt). Ces interpolations sont 
reponsables d'une deterioration de la qualite des reconstructions. 
Les etapes de la methode de retroprojection filtree sont resumees de la facon suivante : 
Acquisition des projections pek 
I 
Pek : FFT des projections 
i 




Retroprojection des projections filtrees 
i 
Interpolations pour obtenir f(xt, yj) Vi, j 
De ce fait, la retroprojection filtree ne traite que des quantites ID, rendant les calculs 
moins laborieux que pour 1'inversion directe par le theoreme de la tranche centrale de 
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Fourier. De plus, il est possible de traiter les projections en temps reel. Directement apres 
l'acquisition d'une projection, il est possible de la filtrer puis de la retroprojeter. 
Dans l'equation 2.11, le filtre p = \p\ peut etre remplace par d'autres filtres qui per-
mettent, par exemple, de reduire le bruit sur les reconstructions, au prix d'une deterio-
ration de la resolution spatiale de 1'image. Parmi ceux-ci, citons les plus couramment 
utilises : les filtres de Ramachandran et Lakshminarayanan (RAMLAK), de Shepp Lo-
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FIG. 2.8: Filtres utilises pour la retroprojection. 
2.5.1.4 Extensions et limites 
Les formules developpees precedemment ne sont valides que dans le cas 2D et pour des 
rayons paralleles. Certains auteurs ont developpe des algorithmes pour le cas 3D (Pan 
et al., 2004; Stierstorfer et al., 2004) et pour des geometries avec un faisceau en cone 
(Feldkamp et al., 1984; Tuy, 1983) et une trajectoire de la source helicoi'dale (Katsevich, 








Ces techniques sont souvent tres rapides et tres efficaces. C'est pour cela qu'elles sont 
actuellement employees dans l'industrie. Cependant, leur modele de formation des don-
nees est deterministe et rigide. II s'adapte difficilement, en particulier lorsqu'on veut 
s'affranchir de la monochromaticite des rayons X, notamment pour la visualisation d'ob-
jets metalliques de petite taille. 
Les manufacturiers s'affranchissent de ces effets en appliquant des corrections a poste-
riori sur les donnees et sur les reconstructions. Mais ces corrections ne resolvent qu'en 
partie les erreurs dues a la modelisation de la formation de donnees. 
Les algorithmes dits algebriques ont ete developpes dans le but d'adapter le modele de 
formation des donnees a des realites pratiques. lis permettent d'integrer, entre autres, la 
polychromaticite des rayons X, un modele statistique d'emission des rayons X et des 
imperfections du portique source-detecteurs (rotation non continue,...). 
Nous expliquerons dans la section suivante les principes de ces methodes algebriques. 
2.5.2 Methodes algebriques 
Les methodes algebriques sont apparues dans les annees 1980. Elles presentent l'avan-
tage d'etre souples par rapport au modele de formation des donnees. 
Dans cette section, nous nous placons dans un cas 2D, plus propice au developpement 
des equations. 
2.5.2.1 Discretisation du probleme 
Dans les methodes analytiques, nous supposions l'objet continu et le nombre de projec-
tions infini. Ce n'est evidemment pas le cas dans la realite. Nous allons introduire dans 
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cette section les notations concernant la discretisation de l'objet, des projections et des 
detecteurs. 
Supposons que notre objet f(x,y) est une combinaison lineaire de fonctions de base. 
Ici, nous choisirons comme fonctions de base le pixel carre. II existe d'autres bases de 
decomposition (par exemple, le pixel circulaire (Allain et al., 2002)), mais nous nous 
limiterons au pixel carre, qui est le plus couramment utilise. Ainsi, 
f{x,y) = ^2fjbj{x,y) 
3=1 
(2.13) 
ou fj est la valeur du pixel j de 1'image. 
L'image que nous cherchons a reconstruire dans sa forme conventionnelle peut etre as-
similee a une matrice 2D des coefficients d'attenuation de taille TV x TV. Cependant, afin 
de simplifier les equations et les calculs suivants, nous noterons notre image : / , vecteur 
de taille (TV2,1). 
I u \ 
/ = 
Avec ces notations, la valeur d'une projection devient alors 
N2 
Pj = ^2 A.jfi pour j = 1,2,... P (2.14) 
i = l 
avec P, le nombre total de projections. Pour un scanner comportant TVp projections de 
chacune Nd detecteurs, P = TVP x TVd. 
En prenant en compte toutes ces equations pour chacune des projections pj, nous pou-
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vons ecrire l'equation precedente sous une forme matricielle : 
p = Afi (2.15) 
ou 
- p est le vecteur mesure de taille P = Np x JVd 
- /x est le vecteur image recherche de taille TV2 
- la matrice A = {ai}j), appelee matrice de projection, constitue la discretisation de 
1'operation de projection de la transformee de Radon. Elle depend uniquement du pro-
cessus d'acquisition et done peut etre calculee une fois pour toute. Ces coefficients atj 
sont caracteristiques de 1'intersection du rayon i avec le pixel j . Des etudes menees sur 
1'influence d'un rayon mince ou epais sur la reconstruction n'ont pas montre l'avan-
tage de l'une ou 1'autre de ces methodes. Par consequent, nous retiendrons l'approche 
rayons minces. Par cette approche, les coefficients a, j correspondent a la longueur de 
l'intersection du rayon i avec le pixel j . 
Ainsi, la reconstruction algebrique consiste a resoudre ce systeme d'equations. L'un des 
enjeux majeurs des methodes algebriques est la taille que prend ce systeme. En effet, en 
2D, pour une geometrie type de Np = 2320 projections, Nd = 672 detecteurs et une 
taille d'image de 512 x 512, nous avons a resoudre un systeme de 1 559 040 equations a 
262 144 inconnues. Bien que ce systeme soit surdetermine d'un facteur 6, il reste difficile 
a resoudre. 
II s'agit alors d'estimer /x de la meilleure maniere possible afin qu'il decrive de facon 
rigoureuse les donnees y dont nous disposons. Le chapitre 3 est consacre uniquement 
aux problemes d'estimation. Nous n'entrerons done pas dans les details de la theorie de 
1'estimation dans cette partie. 
Considerons les projections P et les coefficients d'attenuation U comme des variables 
aleatoires. L'estimation consiste alors a extraire //, connaissant les mesures P, c.-a-d. a 
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chercher la loi conditionnelle de U, sachant que les mesures sont realisees Uu\p=P{v)) '• 
p, = argma,xfu\P=p(^) (2.16) 
= argmin-fu\P=p(fi) (2.17) 
= argminf(n) (2.18) 
On appelle critere la fonction /(/x). 
2.5.2.1.1 Cadre gaussien et critere des moindres carres La production de rayons 
X est un phenomene qui suit la loi de Bernoulli. Pour un grand nombre de photons emis, 
on peut assimiler le nombre de photons emergents a une loi normale. 
Chaque projection pj devient ainsi une realisation d'un processus gaussien de moyenne 
[A^i]j et de variance a2B : 
p ,~AA{[M,4} (2-19) 
Considerant qu'aucune information a priori n'est apportee sur la solution, on obtient un 
critere de minimisation qui prend la forme suivante : 
f^)=l-(p-An){p-Av)T (2.20) 
Ce critere correspond aux moindres carres lineaires et est done quadratique. 
2.5.2.1.2 Cadre poissonnien Un autre choix de critere /(/i) est le critere poissonien. 
II est base sur une modelisation plus fidele de la realite de production des rayons X. 
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Comme nous l'avons vu dans la section 2.4.3 sur la formation des donnees : 
Nj ~ V{N0e- S? ^
w)du;) (2.21) 
Le critere de minimisation qui lui est associe prend alors la forme suivante, pour l'en-
semble des projections Nj : 
/(/i) = J2 Noe-W + [Afi]jNj (2.22) 
i 
Ce critere correspond au maximum de la fonction de vraissemblance entre le modele 
poissonnien de formation des donnees et les donnees reelles. 
En comparant ce critere a celui des moindres carres (eq. 2.20), on remarque qu'il est 
beaucoup plus complexe car il n'est plus quadratique! Cependant, le modele de forma-
tion de donnees etant plus juste, il donne une meilleure adequation aux donnees. 
2.5.2.1.3 Regularisation Le probleme de reconstruction tomographique est connu 
pour etre mal conditionne (voir section 3.4). Un effet visuel de ce mauvais conditionne-
ment est la qualite des images reconstruites. Un mauvais conditionnement est aussi res-
ponsable de problemes calculatoires lors de la minimisation. La vitesse de convergence 
des algorithmes de minimisation est beaucoup plus lente, car ceux-ci doivent realiser 
plus d'iterations. 
II est possible d'ameliorer le conditionnement de notre probleme de reconstruction en 
ajoutant une information a priori a notre critere de minimisation (Tikhonov and Axsenin, 
1976). C'est ce qu'on appelle la regularisation (cf. 3.4). Le critere s'ecrit alors 
jj, = arg min f(fi) + XR(fjL) (2.23) 
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ou A est un scalaire positif qui permet de fixer rimportance de Finformation a priori 
par rapport a la fidelite aux mesures. Si A est nul, on revient au critere initial ou Ton 
n'apporte aucune information. S'il est grand, la solution de notre minimisation dependra 
fortement de nos a priori. 
V information a priori peut, par exemple, porter sur la regularite de l'image reconstruite, 
l'amplitude des coefficients d'attenuation ou encore la positivite des coefficients d'atte-
nuation. Plusieurs fonctions de regularisation seront developpees dans le chapitre 3. 
2.5.2.1.4 Choix du critere Le choix du critere depend du compromis entre qualite et 
temps de calcul. En effet, minimiser un critere qui n'est pas quadratique est plus couteux 
en temps de calcul, puisque chaque iteration de minimisation de ce critere demande le 
calcul supplemental de l'exponentiel d'une matrice. Cependant, la qualite des images 
reconstruites est meilleure. 
Pour les reconstructions algebriques futures, nous utiliserons le critere des moindres 
carres regularise qui nous donne une solution acceptable pour des temps de calculs sub-
tantiellement plus faibles que pour le critere poissonien : 
fi = arg min - (p - Ap) (p - Afi)T + XR(p) (2.24) 
M 2 
Une fois le modele de formation de donnees choisi, et done le critere a minimiser etabli, il 
ne reste plus qu'a realiser la minimisation proprement dite. La presentation des differents 
algorithmes de minimisation est reportee dans la partie 3.6.2. 
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2.5.3 Conclusion 
Dans cette section, nous avons decrit deux approches de la reconstruction d'images to-
mographiques. 
L'approche analytique presente l'avantage d'etre rapide et peu chere en espace memoire. 
En effet, dans cette approche, il n'est pas necessaire de stocker de grosses matrices, 
comme la matrice de projection. Cependant, cette technique est basee sur des hypo-
theses fortes non (ou seulement en partie) verifiees en pratique. De plus, cette approche 
est basee sur une formulation continue du probleme, contrairement a l'approche alge-
brique qui prend en compte directement le caractere discret de notre probleme dans son 
modele. L'approche algebrique permet aussi de prendre en consideration, par une in-
terpretation probabiliste du probleme, la nature des fluctuations statistiques affectant les 
donnees. Ensuite, il est possible d'introduire des connaissances a priori sur notre modele 
au moyen de techniques de regularisation. Cependant, les temps de calculs et l'espace 
memoire se voient augmentes dans une forte proportion. 
Ainsi, l'approche algebrique possede plus d'avantages theoriques que l'approche analy-
tique au prix d'un temps de calcul significativement plus eleve. 
Dans le projet general dans lequel mes travaux s'integrent, notre equipe s'interesse a 
reconstruire des images dans lesquelles il y a presence d'objets metalliques. Dans ce cas, 
les methodes analytiques montrent leurs limites. Le cadre theorique de la reconstruction 
algebrique permettrait de limiter ces artefacts. 
Dans la section suivante, nous allons aborder de maniere generate les artefacts de re-
construction sur les images tomographiques. 
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2.6 Artefacts 
Les images obtenues par les differents algorithmes de reconstruction doivent etre obser-
vers afin de verifier leur fidelite par rapport a l'objet reel. En effet, le systeme d'imagerie 
peut produire des structures artificielles, que nous appelons artefacts. Lors de l'analyse 
d'acquisitions sur des donnees de patients, il n'est pas toujours facile de discerner ce qui 
est correct de ce qui ne Test pas. Cet exercice requiert une experience enorme de la part 
du praticien ainsi qu'une bonne connaissance du comportement des systemes d'image-
rie. 
Nous developpons, dans le paragraphe suivant, quelques causes d'artefacts dans les 
images tomographiques, comme le mouvement du patient, le durcissement de rayons, 
les radiations afocales, les effets de volume partiel, les implants metalliques, les erreurs 
de discretisation et de champ de reconstruction (c.-a-d. que le patient excede les limites 
du champ de mesures). Le livre de Kalender (2005) detaille plus amplement ces diffe-
rents artefacts. 
Nous nous interessons ensuite a une degradation de l'image causee par les caracteris-
tiques du systeme de detection, soit la postluminescence, artefact sur lequel porte l'es-
sentiel de mes travaux de maitrise. 
2.6.1 Quelques artefacts en tomographic 
Prenons le cas des artefacts causes par le mouvement du patient (Fig. 2.9 b)). En tomo-
graphic, les mouvements du patient ne causent pas uniquement un flou local des contours 
(contrairement a la radiographic), mais aussi des perturbations dans toute l'image. Com-
penser les contributions indesirables hors du pixel en question est uniquement possible si 
l'objet ne bouge pas ou ne change pas pendant l'acquisition, c.-a-d. lorsque les donnees 
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FIG. 2.9: Examples typiques d'artefacts sur des images CT provenant a) de problemes 
electroniques aux detecteurs; b) du mouvement du patient; c) du durcissement de 
rayons; d) des effets de volume partiel; e) d'implants metalliques ou f) du patient exce-
dant les limites du champ de mesures d'apres Kalender (2005). 
des projections selon les differentes directions decrivent de maniere consistante le meme 
objet. 
Cet artefact est une consequence du systeme d'imagerie : les incoherences dans les don-
nees acquises causent toujours des perturbations dans toute l'image. Mais ces pertur-
bations peuvent ne pas etre immediatement apparentes. Elles s'expriment parfois sous 
forme de valeurs reconstruites erronees, comme c'est le cas pour les artefacts dus au 
durcissement de rayons (Fig. 2.9 c)). 
34 
En general, on peut dire que les perturbations sur les images sont plus prononcees a 
proximite de leur site d'origine, mais elles peuvent encore affecter l'image a des plus 
grandes distances de ce site. 
Le durcissement des rayons apparait sous forme de zones ou de stries sombres dans 
les structures denses. Puisque la source emet un large spectre d'energie, les rayons X 
sont attenues differemment en fonction de l'energie de radiation, du type d'objet et de 
la direction de projection. Cela cause une augmentation variable de l'energie moyenne 
du spectre quand ils rencontrent des objets durs, specialement des structures osseuses. 
Pour les tissus mous, qui ressemblent a l'eau par leurs caracteristiques energetiques, le 
durcissement des rayons peut etre corrige, mais une correction simultanee pour les os, 
l'eau et les contrastes de moyenne amplitude est difficile. 
Les artefacts de volume partiel se presentent lorsque des structures de haut contraste 
s'etendent seulement partiellement dans la tranche examinee (Fig. 2.9 d)). La seule cor-
rection adequate contre ces artefacts est l'acquisition de tranches minces. Cependant, ce 
type d'acquisition augmente le bruit dans chacune des fines tranches. Ainsi, il est prefe-
rable d'en additionner plusieurs, ce qui produira une tranche plus epaisse avec un niveau 
de bruit inferieur, mais cette fois-ci sans les artefacts. 
Avec les implants metalliques, les artefacts de durcissement de rayon et de volume par-
tiel sont intensifies et peuvent completement masquer le contenu de l'image dans le 
voisinage des objets metalliques (Fig. 2.9 e)). Certaines methodes sont en cours de de-
veloppement pour reduire le bruit et les artefacts metalliques (Hamelin et al., 2008) 
Des artefacts peuvent aussi apparaitre si une partie du patient est dans le portique source-
detecteurs, mais positionne hors du champ de mesure. Ce phenomene mene a des zones 
d'hyperdensite au voisinage des regions peripheriques (Fig. 2.9 f)). Ces artefacts peuvent 
etre attenues par des corrections sur les mesures (Ohnesorge et al., 2000; Sourbelle et al., 
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2005). 
2.6.2 Postluminescence des detecteurs 
Les images tomographiques sont aussi touchees par des artefacts dus aux proprietes des 
detecteurs captant les rayons X. Pour l'observation des stenoses arterielles, deux sources 
d'artefacts influencent la qualite des images : les artefacts metalliques et les artefacts 
causes par le systeme de detection. Les premiers ont fait l'objet d'un doctorat (Hamelin 
et al., 2008) dans lequel des solutions ont ete apportees. Dans cette section, nous etudions 
l'artefact majeur cause par le systeme de detection : la postluminescence (Hsieh et al., 
2000). 
Depuis l'apparition des tomographes a acquisition sub-seconde, les detecteurs doivent 
capturer les rayons X de plus en plus rapidement. On definit la postluminescence des 
detecteurs par leur capacite a retourner a leur etat stable apres avoir ete excites par un 
rayonnement X. Ce processus est exponentiel-decroissant avec une constante de temps 
caracteristique de la configuration de l'electronique sous-jacente. On appelle generale-
ment cette constante de temps vitesse primaire du scintillateur. 
A cause de la presence d'impuretes dans les cristaux de scintillation des detecteurs, 
un faible pourcentage des electrons excites est bloque dans le scintillateur pendant une 
periode relativement longue avant de retrouver leur etat de stabilite. Ce phenomene pro-
voque une decroissance plus lente, qui est modelisable par des multi-exponentielles de-
croissantes, conjointement avec la vitesse primaire du scintillateur. 
Ainsi, une postluminescence des detecteurs et un temps de decroissance long indiquent 
une contamination importante du signal courant par les signaux precedents. Ce com-
portement est similaire au phenomene observe apres avoir ferme la television dans une 
piece obscure : l'ecran de television ne revient pas au noir directement! 
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La figure 2.10 represente les caracteristiques de decroissance de plusieurs types de de-
tecteurs. On comprend alors pourquoi les manufacturiers de tomographes ont adopte la 
technologie UFC (Ultra Fast Ceramics) apres l'arrivee des scanners subseconde, puis-
qu'ils sont caracterises par une decroissance plus rapide. 
log K . . — 
0[ . — 
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FIG. 2.10: Reponses de plusieurs detecteurs a un echelon : caracteristiques de decrois-
sance (Hsieh et al., 2000). 
Leurs effets sur la resolution spatiale et sur la qualite d'image sont importants, comme 
montre sur la figure 2.11. Cette figure presente le fantome de performance de GE par-
couru selon deux vitesses de rotation (0,5 s et 2,0 s) avec le meme flux de rayons X, afin 
de reduire les autres facteurs qui pourraient biaiser les mesures. Ce fantome est constitue 
d'une serie de barrettes metalliques de largeur decroissante et d'un cable metallique au 
centre d'un disque de tissu mou. II est clair sur cette figure qu'il y a une forte degradation 
de la resolution spatiale de l'image reconstruite pour une vitesse de rotation de 0,5 s. En 
effet, les barres rectangulaires sont plus floues et ne sont plus tout a fait rectangulaires. 
Afin de quantifier 1'impact de la postluminescence sur la resolution spatiale, nous pou-
vons calculer la MTF (modulation transfer function) du cable. La MTF est la reponse fre-
quentielle d'un systeme d'imagerie. Cette frequence est typiquement mesuree enpaire 
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(a) Scan a 2,0 s (b) Scan a 0,5 s 
FIG. 2.11: Mise en evidence de la postluminescence des detecteurs en fonction de la 
vitesse de rotation d'apres Hsieh et al. (2000). 
de lignespar millimetre (lp/mm). Les hautes frequences represented les details les plus 
fins d'une image. On cherche a obtenir une reponse instrumentale la plus proche pos-
sible de 1, meme lorsque la frequence spatiale est elevee. Pour le calcul de la MTF, la 
transformee de Fourier ID de la projection du cable selon l'axe vertical a ete calculee et 
son amplitude tracee en fonction de la frequence spatiale. 
Les resultats de la MTF du cable sont presentes sur la figure 2.12. La perte de resolution 
est manifeste puisque la courbe avec une vitesse de rotation de 0,5 s est en dessous de 
celle a 2,0 s. 
2.7 Conclusion 
Dans ce chapitre, nous avons decrit les differentes composantes qui permettent d'obtenir 
une image tomographique : des interactions photon-matiere aux techniques de recons-
truction des donnees. 
Bien que la reconstruction par retroprojection filtree soit la methode la plus utilisee en 
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FIG. 2.12: MTF pour un cable en pointille gris pour une vitesse de rotation de 0,5 s de 
rotation (sans correction); en pointille noir, de 2,0 s; et la courbe noire, de 0,5 s (avec 
correction) d'apres Hsieh (2000). 
milieu clinique en raison de sa rapidite, les methodes statistiques possedent de nombreux 
avantages du point de vue de la flexibilite du modele. De ce fait, ces dernieres annees, 
de nombreux travaux ont ete realises sur ces techniques et sur les moderations de la 
production de donnees. Cependant, peu de personnes se sont interessees aux traitements 
des sinogrammes pour estomper l'effet de la postluminescence, malgre 1'importance de 
ce phenomene dans les tomographes actuels. 
Mes travaux de maitrise se concentent done sur cet aspect du traitement des donnees, 
puisque la postluminescence est la degradation majeure qui s'applique sur les donnees 
mesurees par les detecteurs. Nous verrons dans le chapitre Postluminescence, que cette 
derniere peut etre modelisee par un systeme lineaire dont nous devons estimer les para-
metres et restaurer l'entree. 
Le chapitre suivant traitera de la theorie de l'estimation tout d'abord dans un cadre gene-
ral, puis dans le cas particulier ou le systeme est lineaire et les inconnues gaussiennes. 
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CHAPITRE 3 
ESTIMATION D'UN SYSTEME LINEAIRE 
3.1 Introduction 
Dans la plupart des systemes de mesures d'un phenomene physique, l'acces direct a la 
grandeur souhaitee n'est pas possible. II se fait par des observations indirectes, comme 
c'est le cas pour la postluminescence des detecteurs ainsi que pour certains problemes 
de reconstruction tomographique. 
Les techniques d'estimation ont pour but, a partir des observations, d'extraire l'informa-
tion utile concernant la grandeur recherchee. Dans ce chapitre, les deux approches les 
plus utilisees en estimation sont decrites. Bien que developpees par deux communautes 
de scientifiques, ces approches se rejoignent sur certains points. 
Nous nous interesserons uniquement aux systemes lineaires. Les phenomenes physiques 
etudies peuvent, en effet, etre modelises sous hypothese lineaire avec de bons resultats. 
Puis, nous etudierons les principales caracteristiques des estimateurs de maximum du 
vraisemblance et du maximum a posteriori. 
Certains problemes d'estimation ne peuvent pas etre resolus par des estimateurs sous 
forme explicite. Ainsi, nous exposerons les techniques iteratives d'estimation permettant 
d'y parvenir. 
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3.2 Position du probleme 
Soit un systeme lineaire continu ideal defini par : 
y = A(x) (3.1) 
ou x et y sont des elements d'espaces fonctionnels de dimensions infinies respectivement 
X et y et A : X \—> y est un operateur lineaire. 
Dans le cas discret, x et y appartiennent a des espaces de dimension finie de taille N et 
M respectivement, et l'operateur A devient une matrice de taille M x N. 
Ce systeme lineaire peut, par exemple, etre une convolution entre un signal d'entree 
et une reponse instrumentale, comme pour la postluminescence. L'equation 3.1 peut 
s'ecrire sous forme de convolution, comme suit: 
y(t) = (x*h)(t) (3.2) 
ou h est la reponse impulsionnelle du dispositif de mesure. Sous cette formulation, on 
distingue deux types de problemes : la restauration d'entree (comme le traitement de la 
postluminescence et la reconstruction tomographique) et 1'identification de parametres. 
Le but de la restauration d'entree x(t) est alors d'estimer x a partir des donnees y en 
supposant h connue. 
Cependant, puisque le produit de convolution est commutatif, on peut aussi l'ecrire de 
la maniere suivante : y(t) = (h* x){t). Ainsi, cette equation nous permet d'estimer la 
reponse impulsionnelle h a partir des donnees y en supposant x connu. On parle alors 
d'identification des parametres d'un systeme lineaire. 
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Formellement, ces deux problemes sont de la meme forme. Mais en pratique, ils different 
puisque le rapport nombre d'inconnues sur nombre de mesures est different. Dans le cas 
de la restauration d'entree, ce rapport est generalement petit, ce qui facilite l'estimation. 
Par contre, dans les problemes d'identification de parametres, ce rapport est plus grand 
que 1. De ce fait, le probleme d'estimation devient plus complexe. 
3.3 Approches « nai'ves » 
Une solution evidente et naturelle de 1'equation 3.1 est: 
xIG = A\y) (3.3) 
A* est appelee inverse generalisee de A. Elle generalise l'inversion a des operateurs qui 
ne sont pas carres ou qui sont singuliers. Par definition, l'inverse generalisee de A doit 
satisfaire les quatre conditions suivantes (conditions de Moore-Penrose): 
1. AA*A = A; 
2. A*AA* = A* ; 
3. (A4*)T = A A et 
4. (A*A)T = AA*. 
Sous ces conditions, l'inverse generalisee est unique. Pour une matrice A carree et in-
versible, A* — A'1. L'inverse generalisee est facilement calculable par decomposition 
en valeurs singulieres ou par factorisation QR (Israel and Greville, 1973). 
xIG correspond a la solution de norme minimale du probleme aux moindres carres : 
xMC = argmin \\y - A{x)||2 (3.4) 
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Meme si cette solution parait de prime abord acceptable, elle n'est pas satisfaisante. En 
effet, pour l'obtention de cette solution, on neglige le bruit de mesures. Mais ce bruit 
se trouve souvent amplifie lors de l'inversion, meme lorsque le rapport signal a bruit est 
relativement faible et les resultats sont degrades. 
Tous les problemes classiques de la physique mathematique sont bien poses au sens 
d'Hadamard. On definit un probleme bien pose au sens d'Hadamard lorsqu'il verifie les 
conditions suivantes : 
- Une solution existe; 
- La solution est unique; 
- La solution depend de facon continue des donnees. 
Bien que les problemes directs de la physique soient bien poses, leurs problemes inverses 
associes ne le sont generalement pas. 
Pour un probleme inverse mal pose, au sens d'Hadamard, une petite erreur 8y sur les 
donnees ne se propage pas par une petite erreur Sx sur la solution 
\Sy\ - • 0 & \Sx\ -» 0. (3.5) 
En dimension finie, le probleme est toujours bien pose. Cependant, la discretisation d'un 
probleme mal pose conduit generalement a un probleme mal conditionne dont la solution 
est sensible aux petites variations presentes sur les observations. 
Le nombre de conditionnement (Cond(A)) s'evalue par le rapport entre la plus grande 
valeur propre de la matrice A et la plus petite. Un probleme « bien » conditionne a un 
nombre de conditionnement egal a 1. 
Les problemes mal poses ou les problemes bien poses au sens d'Hadamard mais mal 
conditionnes doivent etre traites par des methodes de regularisation. 
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3.4 Regularisation 
Obtenir la vraie solution a partir de donnees bruitees ou corrompues est impossible. 
En regularisant un probleme, on cherche une solution acceptable parmi un ensemble de 
solutions possibles defini par 
{ x : | | y - A r | | < ||6||} (3.6) 
ou b represente le bruit. 
Idier (2001) classe les methodes de regularisation en deux grandes families : 
- celles a controles de dimension; 
- celles qui operent par minimisation d'un critere composite. 
Les methodes de la premiere classe contournent le probleme mal pose 
- soit en minimisant un critere dans un sous-espace de dimension reduite. Par exemple, 
grace a une decomposition en valeurs singulieres ou un changement de discretisation; 
- soit en minimisant un critere dans l'espace initialement choisi mais par une methode 
iterative dont on limite le nombre d'iterations (Demoment, 1989). 
Dans ce chaptire, nous ne traitons pas les methodes de premiere classe. Nous nous pen-
chons essentiellement sur les methodes de regularisation de la deuxieme classe car elles 
necessitent moins de reglages empiriques et sont de fait plus autonomes. 
Les methodes de regularisation par minimisation d'un critere composite demandent a 
la solution de realiser un compromis entre la fidelite aux mesures et une fidelite a une 
information a priori (Tikhonov and Arsenin, 1976). 
On considere comme solution admissible une solution non exacte, mais qui rendrait 
Ax peu distante des donnees y et qui, dans 1'ensemble des solutions admissibles, serait 
consideree comme physiquement la plus raisonnable. 
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II s'agit alors de rechercher une solution x qui minimise un critere de la forme 
C(x) = d{Ax -y) + XR{x) (3.7) 
ou d represente une distance quelconque et A un scalaire positif qui permet de fixer 
l'importance de l'information a priori (R) par rapport a la fidelite aux mesures. Si A est 
nul, on revient a un critere qui n'apporte aucune information. S'il est grand, la solution 
de notre minimisation dependra fortement de nos a priori. 
II existe des methodes de reglage du coefficient de regularisation A. Ces methodes sortent 
du cadre de ce document. Thompson y consacre un chapitre dans (Thompson et al., 
1991). 
En imagerie, le choix de la fonction de penalisation R(x) est primordial pour la reduction 
du bruit et la nettete des frontieres de notre objet. Une synthese detaillee sur les fonctions 
de penalisation peut etre trouvee dans le livre d'Idier (2001). 
Une maniere simple de mesurer la rugosite d'une image consiste a lui appliquer un ope-
rateur de differentiation approprie puis d'en calculer la norme : 
R(x) = \\Dkx\\
2 
ou la matrice D est la matrice des differences d'ordre k. Cette mesure est quadratique 
et Herman (1976) montre que l'utilisation d'une fonction quadratique de regularisation 
conduit a une reduction du bruit au detriment du lissage des contours. 
Pour preserver davantage les discontinuites de l'objet, il est possible d'employer une 
penalisation non quadratique. Ce genre de penalisation croit moins vite qu'une parabole 
afin de moins penaliser les variations importantes d'une image. 
En reconstruction tomographique, on privilegie, generalement, les fonctions L2Li, car 
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dies sont quadratiques a l'origine et asymptotiquement lineaires, ce qui permet de re-
duire le bruit dans les zones homogenes de l'objet tout en conservant des frontieres 
franches (Fig. 3.1). De plus, ce sont des fonctions convexes, si bien que les algorithmes 
de minimisation sont assures de converger. 
II existe aussi des fonctions L2L0 qui, elles, sont asymptotiquement constantes et done 
non convexes. 
9r 
FIG. 3.1: Representation des fonctions de penalisation : L\, L2 et L2L\. 
Le critere composite ainsi obtenu doit etre minimise. Determiner l'estimateur qui mini-
mise l'equation 3.7 est simplifie lorsque la distance d et la fonction R sont quadratiques : 
x = argmin{||t/ - Ax\\w + A||X||Q} (3.8) 
La solution de cette equation est unique et lineaire par rapport aux donnees et peut etre 
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calculee explicitement: 
x = {ATW~1A + \Q)-lATW-xy (3.9) 
ou W et Q sont des matrices symetriques defmies positives choisies pour traduire cer-
taines caracteristiques de la mesure de proximite. 
Cependant, lorsque les quantites de donnees a traiter prennent des tailles extremement 
grandes, les matrices mises en jeu dans les estimateurs deviennent difficiles a manipuler. 
Ainsi, l'estimee ne peut plus etre obtenue a partir des formules analytiques des estima-
teurs. Dans ce cas, des methodes approximatives sont utilisees. Elles sont generalement 
iteratives et demandent la minimisation d'une fonction objectif realisee grace a des al-
gorithmes d'optimisation, comme ceux de la section 3.6. 
3.5 Approche bayesienne 
Dans la section precedente, nous avons vu que les problemes inverses sont souvent des 
problemes mal poses soit parce que l'operateur A est singulier, soit parce que le dispositif 
experimental, qui nous permet d'acquerir les donnees, n'est pas completement affranchi 
d'une incertitude. 
L'approche probabiliste, et notamment l'approche bayesienne, cherche a prendre en 
compte toute l'information disponible et a eviter de supposer disponible une information 
qui ne Test pas. L'emploi d'un cadre probabiliste s'avere done commode pour decrire 
une situation d'informations incompletes. 
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3.5.1 Cadre du probleme 
Soit x, une quantite scalaire ou vectorielle a estimer, et z les observations (ou mesures). x 
et z sont deux quantites incertaines; de ce fait, on associe a chacune d'elles une variable 
aleatoire (VA), respectivement X et Z. 
En prenant en compte les incertitudes, nous pouvons ecrire la relation matricielle sui-
vante : 
z = Ax + b (3.10) 
dans laquelle A represente la relation lineaire entre z et x, et b designe le vecteur incer-
titudes. Cette relation represente l'hypothese lineaire de la structure du probleme. 
L'estimation consiste alors a extraire l'information sur x en connaissant les mesures. En 
termes probabilistes, il s'agit de trouver la loi conditionnelle de X sachant que Z = z est 
realise, c.-a-d. fX\z=z{x). 
Supposons que les incertitudes b soient gaussiennes. Ces incertitudes sont de moyenne 
nulle et on note sa matrice de covariance O2BRB, OU le plus grand element de RB est 
normalise a 1. Cette notation de la matrice de covariance permet de separer l'importance 
des incertitudes (variance aB) de la correlation entre les differents elements du vecteur b 
(representee par RB). 
Soit fz\x=x{z), la probabilite d'obtenir les mesures sachant que notre objet est connu 
(X = x). Cette probabilite correspond aux incertitudes faites sur le modele de formation 
des mesures. Supposons qu'elle soit gaussienne de moyenne Ax et de covariance CTBRB '• 
f (\ 1 / {z-Ax)TRB\z-Ax)\ 
fz\x=x{x) = ————-7===exp( —2 (3.11) 
(27ra2B)
N/2^\RB\ V
 2aB J 
ou Â  represente la taille du vecteur x. 
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Maintenant que la formulation du probleme est etablie, nous pouvons nous interesser a 
la restauration de 1'entree. Dans la prochaine section, nous developpons des estimateurs 
qui vont permettre la restauration de l'entree a partir des observations. 
3.5.2 Estimateurs 
Dans la litterature, il existe plusieurs estimateurs. Dans cette section, nous en verrons 
deux : l'estimateur du maximum de vraisemblance, grace auquel on cherche a obtenir 
les inconnues qui rendent les mesures les plus vraisemblables, et l'estimateur bayesien 
du maximum a posteriori. 
3.5.2.1 Estimateur du maximum de vraisemblance 
L'estimateur par maximum de vraisemblance (MV) est base sur la maximisation de la 
probabilite d'observer les donnees z. Ainsi, on definit l'estimateur MV par : 
xMv = argmax{/Z |X=a.(z)} (3.12) 
X 
Si Ton remplace dans cette expression fz\x=x par son expression obtenue au paragraphe 
precedent, on trouve : 
xMv = argmaxj ——9 N^/O /TTr^exp [ ^ l)(3.13) 
* \27ral)»/iy/\R^\ " V 2a; 
La maximisation d'une exponentielle revient a minimiser l'oppose de son argument, 
puisque la fonction exponentielle est strictement croissante. De plus, lors d'une maximi-
sation, les termes constants de la fonction a maximiser peuvent etre enleves. Ainsi, 
. f (z - Ax)
TR7,1 (z - Ax). , „ 1 y l , 
xMV = argminP
 }-B\ J_y ( 3 l 4 ) 
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La fonction a minimiser est une forme quadratique et done convexe. De ce fait, une 
condition suffisante pour trouver son minimum est l'annulation de son gradient, c.-a-d. 
ATRB\z-Ax) = 0 (3.15) 





Cette expression est explicite par rapport aux donnees. Par consequent, il n'est pas ne-
cessaire d'avoir recours a des methodes d'optimisation numeriques pour la calculer. La 
mise en ceuvre d'un tel estimateur est done facilitee. 
3.5.2.1.1 Proprietes Les techniques d'estimation nous donnent rarement la valeur 
exacte de la grandeur recherchee. En effet, les estimees sont entachees d'erreurs causees 
par les incertitudes sur les mesures. II est important de quantifier ces incertitudes sur 
l'estimee afin de se positionner quant a la vraie grandeur. Une maniere simple de calculer 
l'ecart de l'estimee par rapport a la vraie grandeur est de calculer les caracteristiques 
d'ordre 2, par exemple la moyenne de la loi de probabilite de la quantite a estimer. 









Un inconvenient de cet estimateur est lie au bruit: il s'amplifie. En effet, dans l'equation 
3.18, le bruit est multipliepar SMv = (A
TR^1 A)'1 ATR^1. 
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Nous allons nous servir de ce calcul de la propagation des erreurs a des fins de compa-
raison entre cet estimateur et l'estimateur du maximum a posteriori. 
3.5.2.2 Estimateur du maximum a posteriori 
L'estimateur du maximum a posteriori (MAP) est un estimateur bayesien qui prend en 
compte de l'information a priori sur les valeurs recherchees. 
Avec cet estimateur MAP, nous cherchons a maximiser la probabilite du modele etant 
donne les mesures. 
XMAP = argmax/X |Z=^(:r) (3.21) 
X 
Par le theoreme de Bayes, il est possible de calculer cette quantite : 
fx\z=z(x) = 7 7 ; (3-22) 
jz{z) 
dans laquelle fz(z) represente la probabilite de realisation des mesures. Cependant, ce 
terme est souvent ignore dans les procedures d'estimation puisqu'il est constante. 
Cette methode est appelee approche bayesienne puisqu'elle est fournie par le theoreme 
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de Bayes. 
XMAP = argmax/X |Z = 2(x) (3.23) 
X 
= argmax fz\x=x{z)fx(x) (3.24) 
X 
Afin de realiser cet estimateur, nous devons choisir la densite de probability fx(x). La 
quantite x est de moyenne x0 et de matrice de covariance axRx, ou Rx est la matrice 




ou la matrice Dk represente la matrice de difference d'ordre k. Cette formulation permet 
d'englober une information de rugosite quadratique ou semi-quadratique. 
Pour la suite des calculs, nous nous placons dans le cas ou Dk = D0, ce qui correspond 
a un cas gaussien : 
t i \ 1 ( (x-x0)
TRx\x-xo)\ h{x)=^^mr\ M — ) <3-26) 
De la meme fa9on que pour l'estimateur MV, remplacons les densites de probabilites 
dans cette expression et faisons les simplifications avec les termes constants. Annuler le 
gradient de fx(x) permet d'obtenir son minimum : 
ATRZ1(z-Ax) R^ix-xo) n ,„ „„, ^ - + x v 9 - = 0 (3.27) 
°B °x 
Extraire x de cette expression conduit a l'expression de l'estimateur MAP : 
XMAP = x0 + (ATR~B1A + ^-Rx
1) ATR-B\z - Ax0) (3.28) 
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De la meme maniere que pour l'estimateur MV, l'estimateur MAP est aussi explicite par 
rapport aux donnees. De plus, on constate que l'estimateur MV peut etre vu comme un 
cas particulier de l'estimateur MAP. En effet, si Ton prend oBjo\ = 0 dans l'equation 
(3.28), on retrouve l'equation de l'estimateur MV (3.16). Physiquement, on peut inter-
preter la mise a zero de o\ja\ par le fait que les valeurs probables de x couvrent un 
domaine infini; c'est a dire qu'elles peuvent prendre n'importe quelles valeurs. Ainsi, 
en faisant tendre o\a\ vers 0, on n'apporte aucune information a priori sur les valeurs 
de x. 




lA + ^R-A ATRB
1(z-Ax0) (3.29) 
= x0 + SMAPA{X - x0) + SMApb (3.30) 
ou SMAP = (A
TRB
lA + Zg-Rx1) ~l ATRB
l. 
Pour cet estimateur, la propagation des erreurs s'ecrit: 
PEMAP = E[(SMApb)(SMAPb)
T} (3.31) 
= (Rjf + PEjbriPEjhiltf + PEjbr1 (3-32) 
= {PEMVR-X
l + I)-2PEMV (3.33) 
PEMAP < PEMV (3.34) 
Ainsi, le calcul de la propagation d'erreurs de cet estimateur nous montre que 1'erreur 
propagee est moins importante pour l'estimateur MAP que pour l'estimateur MV. 
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3.5.3 Choix de l'estimateur 
Les question de mises en oeuvre des estimateurs ne sont pas en general determinantes 
dans le choix de l'estimateur. Le choix depend essentiellement de la difficulte du pro-
bleme d'estimation. Celle-ci s'evalue en fonction de trois parametres : 
1. La taille de x et de z. Plus le rapport de ces tailles se rapproche de 1, plus l'esti-
mation est difficile; 
2. La nature de H. Vapplication lineaire H peut modeliser une transformation qui 
supprime certaines composantes du signal x dans les observations z. L'estimation 
de x sera done difficile a realiser sans l'apport d'a priori sur la solution; 
3. L'importance des incertitudes b dans les observations. 
Lors de la resolution d'un probleme d'estimation, il est conseille d'introduire le mini-
mum d'information a priori sur la solution afin de ne pas restreindre l'espace de solu-
tions vraisemblables. II est recommande de tester un estimateur des moindres carres et, 
en fonction des resultats, d'introduire, ou non, une information a priori. 
3.5.4 Lien avec les methodes deterministes 
Les methodes deterministes de critere regularise (cf. 3.4) et les methodes bayesiennes 
sont fortement liees. En effet, dans le cadre lineaire et gaussien qui nous interesse, la 
minimisation d'un critere regularise est equivalente a choisir la solution qui maximise la 
loi a posteriori suivante : 
fx\z=z(x) a e-^d(z-Ax)+)JHx)) ( 3 3 5 ) 
ou a2 represente la variance du bruit. 
Si la distance d est quadratique, par exemple une nome euclidienne, on peut decomposer 
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fx\z=z selon : 
fz\x=r(x) a e5M»-^» (3.36) 
et la loi des a priori sur les variables recherchees prend alors la forme : 
/ . W « e > » (3.37) 
Ces relations ne sont valides que si les lois a priori et conditionnelle precedentes sont 
propres, c.-a-d. que leur integrate converge. 
De ce fait, l'estimateur MAP se confond avec le minimiseur du critere penalise de l'equa-
tion 3.7 : 
XMAP = axgmax fX\z=z(x) (3-38) 
X 
= argmax{d(z - Ax) + \R(x)} (3.39) 
X 
Ainsi, le cadre bayesien donne un sens statistique a la minimisation des criteres pena-
lises. De plus, il permet de determiner des proprietes statistiques des estimateurs, par 
exemple l'erreur quadratique moyenne (EQM). 
3.6 Estimation par optimisation iterative du critere 
Dans la section precedente, nous avons determine des expressions d'estimateurs sous 
forme analytique et compacte. Cependant, dans certains cas, le probleme d'estimation 
ne peut pas etre resolu par ces formes compactes. C'est le cas en reconstruction tomo-
graphique, puisque les matrices mises en jeu sont de trap grosse taille pour pouvoir en 
calculer l'inverse (cf. 2.5.2.1). Ainsi une solution explicite est impossible a obtenir. 
On fait alors appel a des techniques iteratives de resolution. La minimisation du critere 
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est realisee par un algorithme d'optimisation. Dans ce chapitre, les discussions sur les 
methodes d'optimisation sont valables pour des criteres convexes et quadratiques (ou 
semi-quadratiques). De ce fait, nous limiterons l'expose a un petit nombre d'algorithmes 
qui se sont reveles efficaces pour la resolution de ces problemes. Pour de plus amples 
details sur la theorie de l'optimisation, le livre de Nocedal et Wright (2000) sera une 
reference. 
Nous commencerons par exposer les conditions sous lesquelles il est assure d'avoir 
convergence des algorithmes de minimisation. Ensuite, nous discuterons de la methode 
a direction de descente, qui permet d'obtenir le minimum recherche si les conditions 
precedentes sont respectees. Dans cette partie, nous evoquerons les algorithmes de la 
plus forte pente, de Newton et de Newton modifies. Nous en decrirons les proprietes et 
les avantages pour l'estimation. 
3.6.1 Conditions d'optimalite 
Placons-nous dans un cadre general d'optimisation sans contrainte dans lequel il faut 
trouver: 
x* G arg min fix) (3.40) 
xeRn 
Une approche iterative genere une suite {xk}k=0,...tK de solutions qui converge vers x* 
si les conditions d'optimalite sont respectees. 
Soit f(x), une fonction de Rn H-> R, differentiable deux fois. 
Precisons la notion de minimum. En optimisation, on definit generalement quatre types 
de minimum. Soit x* e l " , on dit que x* est 
- un minimum global de / si et seulement si V x G M", f(x) > f(x*), 
- un minimum local de / si et seulement si 3 e > 0 tel que V x G B(x*, e), f(x) > 
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- un minimum local strict de / si et seulement si 3 e > 0 tel que V i G B(x*, e), x ^ x*, 
f(x) > f{x% 
- un minimum local isole de / si et seulement si 3 e > 0 tel que x* est le seul minimum 
local de / dans B(x*, e). 
Afin d'identifier les minimums candidats, nous devons poser les conditions que tout 
minimum doit satisfaire. Ce sont les conditions necessaires d'optimisation. 
3.6.1.1 Condition du premier ordre 
Theoreme 3.6.1 (Condition necessaire du premier ordre). Si x* € Rn est un minimum 
local de f dans la relation 3.40 et f est unefonction de classe C1 sur une boule ouverte 
centree en x*, alors 
V / O O = 0 (3.41) 
Soit un point x € Mn, il est dit stationnaire lorsque V/(x) = 0. 
Cette condition est necessaire mais pas suffisante; ainsi, elle est surtout utile pour mon-
trer la contraposee de ce theoreme : si V/(x*) ^ 0, alors x* n'est pas un minimum local 
de / . Ce n'est done pas un point stationnaire pour / . 
Toutefois, la reciproque de ce theoreme est fausse : un point stationnaire n'est pas for-
cement un minimum local. II peut etre un minimum local, un maximum local, ou ni l'un 
ni 1'autre. Pour preciser la nature de ces points, une condition sur les derivees secondes 
est necessaire. 
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3.6.1.2 Conditions du second ordre 
Theoreme 3.6.2 (Conditions necessaires du second ordre). Si x* G W1 est un minimum 
local de I 'equation 3.40 et f est unefonction de classe C2 sur une boule ouverte centree 
en x*, alors 
V2f(x*) est semi definiepositive. (3.42) 
De la meme facon que la condition necessaire du premier ordre, ce theoreme sert a 
montrer que x* n'est pas un minimum local de / . 
Theoreme 3.6.3 (Conditions suffisantes du second ordre). Soitx* un point stationnaire 
de f et f unefonction de classe C2 sur une boule ouverte centree en x*. Si V/(x*) = 0 
et V2/(x*) est definie positive, alors x* est minimum local isole de f. 
3.6.2 Methodes de direction de descente 
Les methodes de directions de descente ont pour but de trouver x* en se servant d'in-
formations sur les derivees de / . Ces informations, tres importantes, representent les 
variations locales de la fonction / . 
Algorithme 1 Algorithme de descente 
Initialisation : on choisit un point de depart x0 G R
n, une tolerance d'arret e0 > 0 et 
on met le compteur d'iterations a 0 
tantque ||V/(xfc)|| > e0 faire 
A partir de Xk, on calcule une direction de descente dk et un pas tk (recherche 
lineaire) tels que : 
f(xk + tkdk)<f(xk). (3.43) 
Mise a jour de Fitere xk+\ = xk + tkdk et du compteur d'iterations. 
fin tantque 
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Soit / : Rn •—• R; on definit une direction de descente d G W1 de / en x si X7f(x)Td < 0. 
II existe toujours une direction de descente pour / en x tant que V/(x) ^ 0. Cepen-
dant, lorsque Vf(x) = 0, il n'y en a pas, mais ce point est un point stationnaire! Dans 
la pratique, plusieurs directions de descente existent et font reference a des categories 
distinctes d'algorithmes que nous allons aborder plus loin. 
La recherche lineaire d'un pas de descente permet d'obtenir, a partir d'un point courant 
xk et d'une direction de descente choisie dk, une valeur de la fonction objectif inferieure 
a celle de l'objectif courant. 
3.6.2.1 Conditions assurant la convergence d'un algorithme 
Sous certaines conditions touchant la direction de descente et la recherche lineaire, les 
algorithmes sont assures de converger vers un minimum local de / . La recherche d'un 
pas optimal est complexe et elle est un probleme d'optimisation en elle-meme. Ainsi, 
nous nous contenterons de trouver une valeur de pas tk telle que f(xk + tkdk) < f(xk). 
La condition d'Armijo etablit une condition sur le pas tk afin que celui-ci soit choisi 
selon un critere strict de decroissance de l'objectif. 
Condition d'Armijo. Soit a e]0,1[, le pas tk doit satisfaire 
f(xk + tkdk) < f(xk) + aVf{xk)
Tdk (3.44) 
Le coefficient a fixe l'importance de la decroissance. Pour de petits pas, une faible de-
croissance est autorisee a condition de satisfaire la condition d'Armijo. 
Ces deux conditions reunies forment les conditions de Wolfe : soit a G]0,1[ et 7 £]a, 1[, 
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le pas tk doit satisfaire les deux conditions suivantes : 
f{xk + tkdk) < f(xk)+aVf{xk)
Tdk (3.45) 
Vf(xk + tkdk)
Tdk > 7 V/(x f e )
T 4 (3.46) 
La deuxieme condition, qui porte sur la courbure de l'objectif, assure que le pas fera 
descendre rapidement l'objectif, ecartant ainsi les pas trop petits. Cette condition peut 
etre renforcee par une condition plus stricte. On parle alors des conditions de Wolfe 
fortes. II s'agit de borner la pente de decroissance, contraignant le pas a n'etre ni trop 
petit, ni trop grand. 
Conditions de Wolfe fortes. Soit a e]0,1[ et 7 e]a, 1[, le pas tk doit satisfaire les deux 
conditions suivantes : 
f(xk + tkdk) < f(xk) + a\7f(xk)
Tdk (3.47) 
\Vf(xk + tkdk)
Tdk\ < 7 |V / (x f c )
T 4 | (3.48) 




cos9k = (3.49) 
l|V/(£fc)||| |4|| 
Theoreme 3.6.4 (Theoreme de Zoutendijk). Soit un algorithme quelconque de descente 
imposant soit la condition d'Armijo, soit les conditions de Wolfe pour le choix d'une 
longueur de pas. Soit C = {x E Rn\f(x) < f(x0)}. 
Si on suppose que f est C1 sur un ensemble ouvert contenant £ et que V / est Lipschitz-
continue sur C, alors soit {f(xk)} —• — 00 ou ^ ^ cos
2 OkWX7f(xk)\\
2 < -(-00. 
On remarque que les hypotheses de ce theoreme sont peu contraignantes et done souvent 
verifiees en pratique. 
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Le theoreme 3.6.4 implique que : 
lim cos20fc||V/Orfc)||
2 = O (3.50) 
k—>+oo 
Utilisons cette limite pour determiner la convergence des algorithmes de descente. Si 
cette methode selectionne une direction de descente suffisament eloignee de l'orthogo-
nalite au gradient (c.-a-d. que | cos &k \ > e > 0), alors 
lim \\Vf(xk)\\=0 (3.51) 
fc—>+oo 
Cette limite signifie que le gradient de / tendra vers 0 si les directions de descente 
selectionnees sont suffisament eloignees de l'orthogonalite avec le gradient. Sous cette 
condition, 1'algorithme de descente est assure de converger. 
Dans les sections suivantes, nous allons aborder plusieurs algorithmes d'optimisation 
qui different selon leur direction de descente et le choix de recherche lineaire. 
3.6.2.2 Algorithme de la plus forte pente 
Cet algorithme est un algorithme de descente dans lequel la direction de descente est 
intuitive et correspond a l'oppose du gradient de la fonction objectif: 
dk = -V/(x f c) (3.52) 
Le theoreme de Zoutendijk assure une convergence globale de la methode de la plus 
forte pente, puisque 0k — 0 pour tout k. 
A cause des proprietes du gradient, cette methode possede de faibles performances et os-
cille fortement, meme proche du minimum. Ainsi, il est necessaire de realiser beaucoup 
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d'iterations de cet algorithme ( non souhaitable lorsque le gradient coute cher en temps 
d'evaluation). 
3.6.2.3 Algorithme du gradient conjugue lineaire et non lineaire 
Les algorithmes du gradient conjugue permettent de minimiser une fonction objectif 
quadratique. Cependant, ils ont ete etendus aux objectifs non quadratiques. Nous expli-
querons, dans un premier temps, les resultats pour les objectifs quadratiques et, dans un 
deuxieme temps, pour ceux non quadratiques. 
3.6.2.3.1 Le gradient conjugue lineaire Placons-nous dans le cas de minimisation 
d'une fonction objectif quadratique comme suit: 
/(x) = —1|2/ — Cx\\2 ou C est une matrice carree de taille n x n (3.53) 
Posons H = CTC, le Hessien de / et r{x) = y — Cx =, le residu de / et V/(x) = 
—CTr(x), son gradient. 
La direction de descente dans cette methode est donnee par : 
T 





Cette nouvelle direction est peu couteuse en calcul et en memoire, car elle s'obtient a 
partir de la direction precedente et des residus courant et precedent. 
Soit u et v, deux vecteurs, ils sont dits H-conjugues si et seulement si uTHv = 0. Puisque 
dk+iHdk = 0 pour tous les k, les directions sont dites conjuguees. 
De plus, la recherche lineaire pour trouver une longueur de pas optimale peut s'obtenir 
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analytiquement par tfc = ^J^ . 
Cet algorithme converge plus rapidement que la methode de la plus forte pente vue dans 
le paragraphe precedent. Neanmoins, la vitesse de convergence depend fortement de 
la distribution des valeurs propres du Hessien H. On peut demontrer que la methode 
du gradient conjugue sur un probleme quadratique converge en au plus m iterations, 
m etant le nombre de valeurs propres distinctes de H. Ainsi, pour les problemes dans 
lesquels les valeurs propres ne sont pas proches les unes des autres, il faut adapter la 
methode du gradient conjugue en le preconditionnant. Ce preconditionnement permet 
de rassembler les valeurs propres en paquets de valeurs semblables afin de reduire le 
nombre d'iterations de 1'algorithme du gradient conjugue. Nous ne presenterons pas 
cette version du gradient conjugue. 
L'algorithme du gradient conjugue n'est valide que dans le cas d'une minimisation stric-
tement convexe. Lorsque l'objectif ne Test pas, une adaptation de cet algorithme doit 
etre faite. C'est l'objet de la section suivante. 
3.6.2.3.2 Le gradient conjugue non lineaire Supposons maintenant que la fonction 
objective ne soit pas quadratique. Nous ne pouvons plus obtenir une formule analytique 
exacte pour la determination du pas de descente. La structure generate de cet algorithme 
reste la meme a 1'exception du calcul du pas tk, qui se fait maintenant par recherche 
lineaire classique et du terme Pu+i-
Fletcher et Reeves (1964) proposent une generalisation de l'algorithme du gradient conju-
gue lineaire aux fonctions non quadratiques. Ainsi, ils defmissent le coefficient P^+i '• 
^fc+1" v t f v / f c
 (3-55) 
Cette expression permet de rejoindre la formulation du Pk+i pour des fonctions quadra-
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tiques. En 1997, Powell montra que cette methode peut conduire a de petits deplacements 
et done a une lente convergence. 
Afin d'accelerer la convergence du gradient conjugue non lineaire, Polak et Ribiere ex-
prim ent Pk+i de fa9on legerement differente (Nocedal and Wright, 2000) : 
oPR V/J+l(Wfc+l-V/fc) „ 
0M = vfvA (3'56) 
Powell en 1984 a montre que cette expression associee avec une recherche lineaire exacte 
peut toumer indefiniment autour de l'objectif sans jamais l'atteindre. 
Pour allier les proprietes de convergence assuree du coefficient de Fletcher et Reeves 
aux proprietes numeriques de Polak et Ribiere, Nocedal (1992) propose la formulation 
suivante : 
/?™+ = max(0,/?fc+1) (3.57) 
L'algorithme du gradient conjugue non lineaire avec $£+*, couple avec une recherche 
lineaire satisfaisant les conditions de Wolfe fortes, possede une convergence prouvee 
pour des fonctions de classe C1. 
Les algorithmes precedents utilisent des informations d'ordre 1 (le gradient) afin de mi-
nimiser le critere. Cependant, lorsque le critere est complexe a minimiser, une informa-
tion plus riche peut etre necessaire. Elle est obtenue par la courbure de l'objectif, c.-a-d. 
l'information d'ordre 2. Les algorithmes, que nous allons detailler dans la suite de ce 
chapitre, sont bases sur une information d'ordre 2 sur la fonction objectif. 
3.6.2.4 Algorithme de Newton 
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Ces algorithmes prennent en compte une information plus riche sur l'objectif: sa cour-
bure, c.-a-d. le Hessien de la fonction objectif (V2 / ) . 
Cette direction de descente est obtenue par developpement de Taylor d'ordre 2 de la 
fonction objectif: 
f(x + d)^ f(x) + Vf(x)Td + l-dTV2f{x)d (3.58) 
La differentiation de f(x + d) par rapport a d, nous permet d'extraire la direction d : 
V/(z) + V2f{x)d = 0 (3.59) 
L'utilisation d'information sur la courbure de l'objectif augmente la vitesse de conver-
gence. Cependant, pour des problemes de grosses tailles, dans lesquels le Hessien est 
couteux en calcul, cette methode est a proscrire. 
Quand le calcul du Hessien de / est impossible, la direction de Newton n'est pas calcu-
lable. II est alors d'usage de faire appel a des methodes, dites quasi-Newton, qui calculent 
une approximation du Hessien de / . 
Enfin, lorsque le Hessien de / n'est pas defini positif, cette direction n'est plus une 
direction de descente. On fait alors appel a des algorithmes dits de Newton modifie. 
Ainsi, au lieu de la direction de Newton, nous cherchons a obtenir une direction de 
descente qui verifie : 
{V2f(x) + Mk)d=-Vf(x) (3.60) 
ou la matrice Mk est symetrique definie positive. Elle est choisie telle que : 
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- Mk est nulle si V
2 /(x) est definie positive; 
- V2 /(x) + Mfc est definie positive si V2 /(x) n'est pas definie positive; 
- Mk est la plus petite possible. 
Un exemple de cette methode de Newton modifie est l'algorithme de Levenberg. II pro-
pose comme matrice Mk : 
Mk = \In (3.61) 
Lorsque A est petit, on retrouve la direction de Newton. Tandis que si A est grand, la 
direction obtenue est equivalente a une direction de la plus forte pente. Pour des valeurs 
intermediaires de A, on se trouve entre ces deux methodes. 
Dans cet algorithme, le coefficient A est modifie a chaque iteration. Si dk est une direction 
de descente, alors on le diminue (en le divisant par 10, par exemple) pour se rapprocher 
d'une methode de Newton. Par contre, lorsque dk n'est pas une direction de descente, on 
augmente A (en le multipliant par 10, par exemple) pour se rapprocher de la methode de 
la plus forte pente. 
Cet algorithme a ensuite ete ameliore par Marquardt (Roweis, 2009). Le pas de l'iteration 
est defini cette fois par : 
Mk = Xdiag(H) (3.62) 
L'introduction de la diagonale de H au lieu de la matrice identite permet de modifier le 
comportement de 1'algorithme lorsque A est grand. Par cette modification, on se deplace 
plus vite dans les directions vers lesquelles le gradient est plus fiable, pour ne pas rester 
bloque sur un plateau. 
Cet algorithme est appele algorithme de Levenberg-Marquardt synthetise dans l'algo-
rithme 2. 
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Algorithme 2 Algorithme de Levenberg Marquardt 
Initialisation : on choisit un point de depart x0 G K
n, une tolerance d'arret e0 > 0, un 
parametre A = A0 et on met le compteur d'iterations a 0 
tantque ||V/(:rfc)|| > e0 faire 
Hk = V
2f(xk) + Xdiag(H) 
Obtention de dk en solutionnant Hkdk = —V/(x) 
si dk est une direction de descente, c.-a-d. d^V fk < 0 alors 
A = 10 * A et Xfc+i = Xk 
sinon 
A _ 10 
Xk+i = Xk - H^dk. 
fin si 
Mise a jour du compteur d'iteration k = k + 1. 
fin tantque 
3.6.2.5 Algorithme quasi-Newton 
L'algorithme quasi-Newton est une adaptation de l'algorithme de Newton lorsque l'in-
formation sur les derivees secondes n'est pas disponible. II s'agit de construire une ap-
proximation du Hessien Bk de / symetrique definie positive dans le but d'eviter son 
calcul a chaque iteration. 
La direction de descente verifie alors : 
B(xk)dk = -Vf{xk) (3.63) 
La construction de la matrice B(xk) est determinante dans l'efficacite de l'algorithme. 
Les methodes quasi-Newton peuvent etre tres efficaces si une quelconque information 
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Algorithme 3 Algorithme BFGS 
Initialisation : on choisit un point de depart x0 e M
n, une tolerance d'arret e0 > 0 et 
on met le compteur d'iterations a 0 
tantque ||V/(xfc)|| > e0 faire 
Obtention de la direction de descente dk verifiant 
Bkdk = -Vf(xk) (3.64) 
Calcul du pas de descente tk par une recherche lineaire. 
Mise a jour de l'iteree : xk+1 = xk + tkdk et du compteur d'iteration k = k + 1. 
Mise a jour de Bk
l par : 
! p - i , ,„ ^T^kVk + ylB^yk B^yksl + skylB^
x 
Bk+1 = Bk +(sksk) {s,yk)2 - j - (3.65) 
avec sk = xk+1 - xk et yk = V/(i f c + i) - Vf(xk) 
fin tantque 
sur la courbure de l'iteree courant est introduite dans la matrice B(xk). 
Un type d'algorithme quasi-Newton est celui developpe par Broyden, Fletcher, Gold-
farb et Shanno (1970). Dans cet algorithme (algo 3), l'approximation du Hessien suit la 




Bk+i = Bk + —y T (3.66) 
ou sk = xk+i — xk et yk = V/(x fc+i) — Vf(xk). L'obtention de la direction de descente 
demande la resolution d'un systeme lineaire impliquant Bk+i, qui peut etre difficile a 
realiser. 
Grace au theoreme de Sherman-Morisson sur l'inversion de matrice, nous obtenons di-
rectement 1'inverse de Bk+l par une formule de recurrence : 
Bk+l = Bk +(sksk) ^ (3.67) 
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Pour cette approximation du Hessien, de nombreux produits matriciels ainsi que le sto-
ckage de la matrice B^1 de l'iteration precedente sont necessaires. Pour des problemes 
de grosses tailles, comme en tomographic, le stockage de cette matrice est impossible. 
Ainsi, une version a memoire limitee (L-BFGS) a ete developpee par Liu et al. (1989). 
Cette version allege la memoire par l'utilisation d'une formule de recurrence sur le calcul 
de B~k\ 
Pour cet algorithme, la convergence n'a pas ete prouvee formellement. Cependant, en 
pratique, on constate qu'il converge. 
3.7 Conclusion 
Ce chapitre a ete consacre a la theorie de l'estimation afin de Fappliquer a la reconstruc-
tion tomographique par approche algebrique ainsi qu'au traitement de la postlumines-
cence. 
Nous avons developpe la methodologie de l'estimation qui permet de resoudre la majo-
rity des problemes d'estimation. 
On a pu remarquer que l'inversion du probleme direct sans tenir compte des erreurs 
sur les mesures donne de tres mauvais resultats, parce que le probleme est mal pose. 
II apparait que l'estimateur MAP est meilleur au sens de la proximite par rapport a la 
solution et en termes de propagation d'erreur. Cependant l'estimateur explicite MAP 
demande plus de ressources de calculs qu'un simple estimateur MV. 
Pour le traitement de la postluminescence, nous utiliserons un estimateur MAP, parce 
qu'il est plus precis et que la taille des donnees et des variables recherchees permettent 
le calcul de l'estimateur de maniere explicite. 
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Contrairement a la postluminescence, la reconstruction tomographique par l'approche 
algebrique ne peut se faire avec un estimateur explicite. Par consequent, nous utiliserons 
un estimateur MAP minimise par un algorithme iteratif de type BFGS a memoire limitee. 
Des travaux sont en cours au laboratoire pour determiner le type d'algorithme a utiliser 
pour obtenir un compromis temps/resolution d'image acceptable. Tous les resultats de 
reconstruction seront obtenus par L-BFGS, car cet algorithme nous fourait une solution 
acceptable en un temps plus faible que l'algorithme du gradient conjugue. 
La cadre de travail de notre projet est maintenant defini. Nous allons developper, dans le 





Ce chapitre est consacre aux traitements de la postluminescence. Ce phenomene se pro-
duit lors de la conversion de la radiation en lumiere visible (cf. section 2.6.2). Les cris-
taux de scintillation commencent a briller puis retournent a leur etat d'origine. Ainsi, 
plus le scintillateur est rapide pour retourner a son etat d'equilibre, plus les contours des 
objets seront precis. 
Tout d'abord, nous modelisons mathematiquement ce phenomene par un modele de 
convolution. Puis, nous etudions le traitement le plus efficace presente dans la littera-
ture scientifique (Hsieh et al., 2000). Ensuite, nous replacons ce traitement dans le cadre 
de la theorie de l'estimation et nous formulons des traitements alternatifs. Enfin, cha-
cune des methodes qui sont presentees demande des informations specifiques sur les 
parametres du modele. Nous developpons trois techniques qui permettent de les obtenir. 
4.2 Modelisation de la postluminescence 
Ici, nous supposons que la postluminescence est un phenomene lineaire et que le systeme 
est invariant dans le temps. Ces hypotheses sont largement utilisees dans la litterature sur 
la postluminescence (Hsieh et al., 2000; LaRiviere et al., 2006). D'apres la theorie du 
signal, la reponse de detecteurs a un signal d'entree est la convolution de la reponse 
impulsionnelle de ces detecteurs avec le signal d'entree. Ainsi, la reponse du detecteur 
y (t) au signal x (t) s'ecrit: 
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y(t) = h{t)*x(t) (4.1) 
/
+oo 
h(t - r)x{r)dr (4.2) 
•oo 
OU 
- y(t) sont les donnees observees; 
- h(t) represente la reponse impulsionnelle des detecteurs, egalement appelee noyau 
de convolution. La figure 2.10 montre quelques reponses a un echelon pour plusieurs 
detecteurs; 
- x(t) est 1'entree a restaurer, soit, dans notre cas, le sinogramme. 
On appelle ce type d'equation lineaire une equation integrate de Fredholm du premier 
type. Elle correspond au cas ou les observations ne sont pas entachees de bruit ni d'in-
certitudes. Ceci n'est pas vrai en realite, puisqu'au moins un bruit numerique s'ajoute 
sur les observations. 
Une representation plus fidele de la realite s'ecrit sous la forme : 
/
+ 0O 
h(t - T)x{r)dT + b(t) (4.3) 
•oo 
dans laquelle b(t) represente un bruit additif, et z(t) les donnees observees bruitees. 
4.3 Traitement de la postluminescence 
Dans la section precedente, le modele de la postluminescence par convolution a ete in-
troduit. Ici, nous nous interessons a la deconvolution de la postluminescence. Nous cher-
chons a obtenir x(t), connaissant les observations z(t) et en supposant la fonction h 
connue. Nous verrons dans la section 4.4 comment obtenir cette reponse impulsionnelle. 
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Premierement, nous etudions la methode proposee par Hsieh (2000). Cette methode est 
considered comme le traitement de reference de la postluminescence en tomographie. 
Nous replacons cette methode dans le contexte de 1'estimation vue au chapitre 3. 
Ensuite, nous proposons des methodes plus robustes face au bruit present dans les don-
nees et basees sur la theorie de l'estimation. 
4.3.1 Traitement propose par Hsieh 
La litterature sur la correction de la postluminescence est plutot rare. LaRiviere et al. 
(2006) recensent les differentes techniques de compensation de la postluminescence et 
concluent que la methode la plus efficace est celle de Hsieh (Hsieh et al., 2000). En effet, 
cette methode est citee plusieurs fois dans la litterature et a fait l'objet d'un brevet pour 
son implantation dans les scanners commerciaux de Siemens. 
Presentons cette methode qui nous sert de point de reference pour nos developpements 
futurs. 
Dans Particle de Hsieh, la reponse impulsionnelle des detecteurs est modelisee par des 
exponentielles decroissantes : 
h(t) = ^2—e^U(t) (4.4) 
n=i Tn 
ou 
f 1 t>0 
U(t)={ 
I 0 sinon 
an represente le poids accorde a l'exponentielle de constante de temps r„ et N le nombre 
d'exponentielles. 
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Puisque les fonctions x et h n'existent que pour t > 0, la convolution de postlumines-
cence de l'equation 4.2 s'ecrit: 
y(t) = h(t)*x(t) (4.5) 
N ft _ _v 
= 2_1~ / x(v)e Tn dv (4.6) 
n=l Tn J° 
En discretisant la relation precedente et en supposant que sur un intervalle At, x est 
constant, on obtient une equation permettant de determiner x a 1'instant kAt en fonction 
de y au meme instant et des x aux instants precedents : 
V (k^t) - E t i Qn (1 - e~At^) ZU *tiAt)e^k-^^ 
Eti«n(l-e-A t / T») 
x(feAt) = ^ — y ^ n = i w ^ — „ ' ^ , ' (4.7) 
On pose Pn = an(l — e~^). Afin de realiser un traitement de la postluminescence 
simultanement a l'acquisition de donnees, Hsieh reecrit cette equation sous la forme 
suivante : 
x (kAt) = *V ; JTN=1 (4-8) 
y (kAt) - ^ = 1 0 n e ~" Snk 
ou 
Snk = x((k- l)At) + e-£sn(fc_D (4.9) 
Lorsqu'une nouvelle donnee y(kAt) est acquise, Snk est mise a jour par l'equation 4.9, 
et uniquement le dernier Snk est utilise pour la correction de la prochaine donnee. Lors 
d'examens tomographiques cliniques, le temps entre deux examens est suffisamment 
long. De ce fait, l'effet de la postluminescence de l'examen precedent peut etre ignore et 
on initialise Sn0 avec des valeurs nulles. 
Cette methode de resolution peut etre assimilee a du filtrage inverse. En effet, x (kAt) 
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est fonction des donnees y et des estimations de x precedentes. L'equation 4.7 de fil-
trage obtenue par approximation de Hsieh peut etre derivee de maniere exacte grace a 
1'utilisation de la transformee en Z. 
La convolution de l'equation 4.6 s'ecrit alors : 
Z[y(t)] = Z[h(t)*x(t)] (4.10) 
= Z[h(t)] xZ[x(t)) (4.11) 
= H(z)X(z) (4.12) 
Pour simplifier les calculs, nous ecrivons l'equation precedente sous forme de fonction 
de transfer! : 
* M = j | (4.13) 
N 
£cfc y (4.14) 
fe=i 1 — e
 Tk z~l 
D'une maniere generate, nous pouvons ecrire cette equation sous forme de quotient des 
polynomes B(z) et A(z) : 
Celle-ci equivaut a l'equation discrere suivante : 
iZ-3 
jV-1 N 
i=0 j = l 
c.-a-d. 
xn =
 J- (4.16) 
bo 
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Cette equation est l'equation d'un filtrage inverse (cf. chapitre 3), puisqu'elle fait interve-
nir les donnees et les estimees precedentes pour obtenir l'estimee courante, sans prendre 
en compte le bruit. On constate alors que les equations 4.16 et 4.7 sont equivalentes. 
Hsieh ne prend pas en compte les incertitudes sur les mesures. Cependant, aucun dispo-
sitif experimental n'est completement affranchi d'incertitudes. Or d'apres le chapitre 3, 
on sait que realiser un filtrage inverse sur des donnees bruitees conduit a des solutions 
instables. 
Dans la section suivante, nous proposons une methode d'estimation permettant le traite-
ment de la postluminescence en tenant compte des incertitudes sur les donnees. 
4.3.2 Methode proposee 
Afin d'utiliser les techniques d'estimation que nous avons vues dans le chapitre 3, il 
est necessaire de discretiser la modelisation de la postluminescence. C'est ce que nous 
verrons dans le paragraphe suivant. 
4.3.2.1 Discretisation du systeme lineaire 
En tomographic, le signal a deconvoluer z(t) se presente deja sous forme discrete. II est 
done connu en un nombre fini de points t\, t2, • •., tN espaces regulierement. 
Pour discretiser l'equation 4.3, on considere xn, l'entree a restaurer correspondante aux 
echantillons de x(t) avec le meme pas d'echantillonage que z(t) et hn, l'echantillonage 
de h(t). On peut done ecrire l'equation 4.3 : 
M 
zn = z{tn) = y ^ hn-mxm H- bn, n=l,2,...,N ' (4.17) 
m = l 
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Cette equation est appelee convolution discrete entre les echantillons de x(t) et de la 
reponse impulsionnelle h(t). 
En concatenant les N equations 4.17, on obtient le systeme lineaire suivant: 
z = Hx + b (4.18) 
Etudions maintenant la structure de la matrice H. On suppose que la reponse impulsion-
nelle des capteurs a un support fini, plus petit ou egal a l'intervalle de temps pendant 
lequel x(t) est observe. Le support correspond au domaine pour lequel les valeurs des 
coefficients de la reponse impulsionnelle hn^m sont significatives. Dans notre cas, la 
reponse impulsionnelle est causale de taille P < N, c.-a-d. h = [hi, hi,..., hP]
T. 
L'equation 4.18 s'ecrit alors : 
Z\ 
ZN 
hi 0 . . . 0 
h2 hi 0 
0 hp . . . hi 
: '•. hp . . . hi 0 







La matrice H est done de forme Toeplitz avec une structure de bande. Cette structure 
facilitera les calculs futurs. 
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4.3.2.2 Deconvolution 
Dans la partie precedente, nous avons vu que la methode de Hsieh est une technique de 
filtrage inverse basee sur un modele parfait. En effet, le bruit n'est pas pris en compte 
dans son modele. Cette methode correspond a la restauration de Xk par 1'inverse ge-
neralisee de H selon l'equation suivante XHsieh = H^z, c'est ce qu'on a appele, dans 
le chapitre 3, l'inversion directe caracterisee par une amplification du bruit. Ici, nous 
proposons des methodes, basees sur la theorie de l'estimation, tenant compte du bruit. 
La restauration d'entree, ou deconvolution, est un probleme particulierement difficile 
puisque nous cherchons a estimer un vecteur de taille N a partir de donnees d'observa-
tions, elles aussi de taille N. Dans un tel cas, une approche MAP (ou regularisee) est 
requise, afin d'estimer la variable x. 
Utilisons les resultats du chapitre 3 sur l'estimation pour developper une methode de 
deconvolution. Supposons que le bruit soit blanc et gaussien. II suit done une distribution 
normale b ~ A/"(0, RB)-
Afin de simplifier les calculs, nous choisissons de conserver un cadre lineaire et gaussien. 
Pour cela, nous supposons que les incertitudes et 1'information a priori sur x sont gaus-
siennes. Cette hypothese sur les sinogrammes x est verifiee en pratique, puisque ceux-ci 
sont doux et ne presentent pas de franches discontinuity d'une projection a l'autre. 
D'apres le chapitre 3, ces choix sont equivalents a minimiserun critere regularise com-
posite : 
x = argmin \\z - Hx\\2 + A||a; - x\\2 (4.20) 
X 
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II existe une solution explicite de ce minimiseur qui s'ecrit: 
TD-lu , \ D - 1 \ -
1 u T n - l / , r r ^ \ _ \ \ _ °B XMAP = x + (HTR-B
lH + \R~x
l) H RTB\z - Hx) ou A = 
<4 
Dans notre modele, nous supposons que les incertitudes b sont independantes les unes 
des autres. Ainsi, RB = L L'estimateur MAP que nous utilisons pour traiter la postlu-
minescence peut se resumer ainsi: 
XMAP = X+ (HTH + ^R~x
l J HT{z - Hx) (4.21) 
D'apres le chapitre 3, cet estimateur est, d'un point de vue theorique, plus robuste face 
au bruit de mesure que celui developpe par Hsieh, d'un point de vue theorique. 
Dans cette section, nous avons developpe un estimateur en supposant la reponse impul-
sionnelle h connue, formant la matrice H. Cette reponse impulsionnelle est propre a 
chaque scanner et n'est pas une donnee connue du probleme. Dans la section suivante, 
nous mettons en place les outils qui nous permettront d'obtenir cette reponse impulsion-
nelle. 
4.4 Identification des parametres du modele 
Afin de realiser la deconvolution des donnees observees, il est necessaire d'identifier les 
parametres du modele. II s'agit alors de determiner la reponse impulsionnelle h(t). 
II est tres difficile de trouver de la litterature qui caracterise la reponse impulsionnelle du 
systeme de detection des scanners. Ces donnees restent des donnees proprietaires non 
accessibles. Les seules courbes de decroissance concernant la postluminescence sont 
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peu precises. La figure 4.1 montre un exemple de courbe de decroissance publiee par 
Siemens (2007). Cette courbe presente les caracteristiques de detecteurs d'anciennes 
Ift $&; Zm&txa, ̂ rm»osm^$ 
FIG. 4.1: Courbe de postluminescence la plus recemment publiee. 
generations qui ne sont pas ceux utilises sur les scanners Siemens SOMATOM dont nous 
nous servons a l'hopital Notre-Dame. En effet, ces scanners sont equipes de la toute 
deraiere technologie : les detecteurs UFC. Nous proposons done d'estimer la reponse 
impulsionnelle a partir de donnees reelles. 
4.4.1 Methodes proposees 
La caracterisation de la reponse impulsionnelle (RI) des detecteurs est realisee par la 
mise en place d'estimateurs qui permettent de mesurer la RI directement a partir des 
sinogrammes bruts extraits du scanner. En effet, la mise en place de tels estimateurs ne 
necessite pas l'introduction d'une quelconque connaissance sur la RI et ces estimateurs 
sont relativement simples a mettre en oeuvre. 
La restauration de l'entree qui nous interesse dans la section 4.3 consiste a chercher x en 
connaissant z. La parametrisation du systeme est un tout autre probleme. Nous cherchons 
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a connaitre h en supposant x connu dans l'equation : 
M 
Zn = J2 hn-mXm + K U=1,2,...,N ( 4 . 2 2 ) 
7 T t = l 
Le vecteur z represente les donnees recueillies sur le scanner d'un fantome dont nous 
connaissons parfaitement les caracteristiques geometriques ainsi que les materiaux uti-
lises. Le vecteur x correspond a un sinogramme ideal, egalement appele analytique, 
obtenu par calcul analytique des projections du fantome. Le schema 4.2 resume la de-
marche employee pour l'estimation de la reponse impulsionnelle. 




Construire un fantome 
analytique et 
son sinogramme associe 
X 
1' 
Estimer la reponse impulsionnelle (KX) 
h 
FIG. 4.2: Methodologie employee pour estimer la reponse impulsionnelle des detecteurs. 
Selon la technique de deconvolution choisie, nous n'avons pas besoin des memes infor-
mations concernant la reponse impulsionnelle. La deconvolution par l'estimateur MAP 
est basee sur la connaissance d'un vecteur h = [hi, hi,..., hP]
T, representant la frac-
tion h en certains points. Nous developpons done un estimateur permettant d'obtenir ce 
vecteur directement a partir des donnees reelles (methode 1). 
La deconvolution developpee par Hsieh se base, quant a elle, sur la connaissance des 
parametres an et r„. Pour les obtenir, nous pouvons utiliser deux approches. La premiere 
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approche consiste a ajuster un modele multiexponentiel sur le vecteur h obtenu par la 
methode 1 et a en degager les an et rn (methode 2). Dans la deuxieme approche, on 
estime directement les parametres an et rn a partir des donnees reelles (methode 3). 
Nous comparerons ces deux approches dans la section 5. 
4.4.1.1 Methode 1 : vecteur h 
Cette methode permet d'obtenir le vecteur h, necessaire a la deconvolution par l'estima-
teur MAP. 
L'equation 4.22 peut etre reecrite sous la forme matricielle suivante : 









La matrice X est une matrice contenant les valeurs exactes (sans postluminescence) du 
sinogramme analytique. 
Cette equation est semblable a l'equation 3.10. Done, a condition de supposer l'hypo-
these gaussienne sur la distribution des incertitudes b et sur la loi a priori de h, on peut 
appliquer directement les resultats presentes dans la section 3.5.2. De plus, si on sup-
pose que les incertitudes sont independantes les unes des autres (c.-a-d. RB — I), les 
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Le coefficient de regularisation sera determine dans le chapitre suivant. 
4.4.1.2 Methode 2 : ajustement d'un modele multiexponentiel 
Comme nous l'avons vu dans la section 4.3.1, la technique de Hsieh se base sur un 
modele multiexponentiel de la reponse impulsionnelle. Dans cette section et la suivante, 
nous cherchons a obtenir les an et rn qui caracterisent ce modele. Cette methode est un 
prolongement de la methode precedente. En effet, on realise un ajustement d'un modele 
multiexponentiel sur le vecteur h obtenu par la methode 1. 
Soit les donnees (j/i, i*), Vi = 1 , . . . , m representant la reponse impulsionnelle h que 
nous cherchons a ajuster a un modele multiexponentiel. Nous souhaitons obtenir une 
reponse impulsionnelle composee de P exponentielles decroissantes : 
p 
h(t) = 22^-eTi W>0 (4.27) 
j = i j 
Nous cherchons ainsi les c^ et les Tj qui caracterisent les differentes exponentielles. 
Pour cela, nous nous placons dans un cas plus general dans lequel on cherche a ajuster 
un modele compose de fonctions non lineaires /,-, dependantes du temps et de Xj, et 
83 
ponderees par Cj : 
Vi-^2cjfj(xjiti) Vi = 1, . . . 
3 = 1 
m (4.28) 
Si Ton concatene l'equation precedente pour tous les U, nous pouvons la reecrire en 
fonction des donnees y sous la forme matricielle suivante : 
y = F(x)c 
ou x G E p , c € Mp, F(x) = 
(4.29) 
fi(xi,t{) ... fp(xp,ti) 
Jl\%li''m,) ••• Jp\%pitm) 
Dans notre modele, la matrice F(x) ne depend que d'une seule inconnue x. De plus, la 
matrice c apparait lineairement dans M comme etant le poids accorde aux composantes 
de la matrice F(x). Ainsi, c est fonction du choix des variables x. Dans ce cas, nous 
pouvons realiser une minimisation separee sur c(x) (solution des moindres carres de 
F{x)kc{x)k ~ y), puis sur F(x). 
Notre but est alors de chercher x qui minimise le critere suivant: 
x = min $(x) = min -\\y — F(x)c(x) 
xeRP V ^ X61RP2" V ' V ' 
(4.30) 
En definissant le residu par r(x) = y — F(x)c(x), on obtient $(x) = \r{x)Tr(x). Soit 
84 
x* la solution de l'equation 4.30, x* satisfait la condition d'optimalite d'ordre 1 
(ft(x*) = 0 & 4>'{x*) = J(x*)Tr(x*) = 0 
Vr!(x*)T 
ou J(x*) = : 
Vrm(**f 
(4.31) 
Classiquement, nous pouvons utiliser une methode de Gauss-Newton pour resoudre ce 
genre de probleme. Par cette approche, le hessien H est approxime par JT(x)J(x). 
Ainsi, la direction de descente dGN doit satisfaire l'equation : 
T ( „*\„( „ * \ J1 (x*)J(x*)dGN = -J1 (x*)r(x*) (4.32) 
Cependant, pour des cas non ideaux, par exemple en presence de bruit, la strategic de 
calcul de la direction de descente se trouve legerement modifiee par 1'ajout d'un terme 
de regularisation. On fait alors appel a l'equation 3.60 de l'algorithme 2 de Levenberg-
Marquardt pour obtenir la direction de descente dLM : 
iLM (J1 (x*)J(x*) + \I)dLU = -J1 (x*)r{x*) ou A > 0 
Le recapirulatif de l'ajustement du modele multiexponentiel sur la RI est expose dans 
l'algorithme 4. 
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Algorithme 4 Recapitulatif de l'ajustement d'un modele multiexponentiel de la RI 
Initialisation : on choisit un point de depart x0 e W°, une tolerance d'arret e0 > 0 et 
on met le compteur d'iterations a 0 
tantque ||Gfc|| > e0 faire 
Calcul d'une direction de descente par dk = (Hk + XI)~
lG et du A 
Mise a jour du nouveau point: xk+i — xk — H^
ldk 
Evaluation de F au point xk+i 
Calcul de ck+i, comme solution des moindres carres de Fk+iCk+i ~ y 
Calculs de J et if au point xfc+1 
Mise a jour du compteur d'iteration k = k + 1 
fin tantque 






c.-a-d. (J(x)):J- = (Jj(x)):J - F{x)di{x), ou {Jf{x)),ti = -F'3{x)c et (Fj(x))ik = 
dx 'JkyXji H) 
Puisque c(x) est solution de F(x)c(x) ~ y, nous pouvons dire que : 
F(x)Ty = F(x)TF{x)c(x) => A(x)c(x) = b(x) 
=>Adi = Ffr + F
T{Jf(x)):j 
(4.33) 
En posant F' = [(F{):A . . . ( i^)^] , G = -Jf et C = [ci . . . c'p], cette derniere 
equation s'ecrit: AC = [F'Tr] — FTG. Et dans ce cas, C peut etre calcule comme la 
solution des moindres carres de AC ~ [F'Tr] — FTG 
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Le jacobien de notre fonction objectif prend alors la forme matricielle suivante : 
J = -G- FC. (4.34) 
4.4.1.3 Methode 3 : estimation directe des an et rn 
Cette methode sert a estimer les parametres an et rn du modele multiexponentiel pro-
pose par Hsieh. Contrairement a la methode precedente, nous cherchons a les estimer 
directement a partir des donnees reelles. 
Dans la section 4.3.1, nous avons vu que la fonction de transfert du filtrage inverse de 
Hsieh peut s'ecrire sous la forme : 
Z(z) H(z) = J2Ck =*« = T7 




B{Z) Ez=0 biz 
A{z) l + ZU^~J 











ou B et A sont, respectivement, les matrices des coefficients bi et a,. 
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En concatenant l'equation precedente, on obtient une equation de la meme forme que 
l'equation 3.10. Done, nous pouvons appliquer les resultats du chapitre 3. La matrice 
B 
A 
peut etre estimee par : 
B 
A 
= ([X\ - Y][X\ - Y]T + Xiy'lX] - Y]y (4.38) 
MAP 
Ainsi, a partir des donnees reelles y, nous pouvons obtenir les matrices des coefficients 
bi et dj. Par identification des polynomes et apres resolution d'un systeme de 2 x TV 
equations a 2 x TV inconnues, nous sommes capables d'extraire les parametres an et rn. 
4.5 Conclusion 
Ce chapitre a ete consacre a la postluminescence. Dans un premier temps, nous avons 
modelise celle-ci par un modele de convolution avec une reponse impulsionnelle. Dans 
un deuxieme temps, nous nous sommes interesse a remettre dans le contexte de 1'esti-
mation la technique de traitement mise en place par Hsieh. Cette methode apparait etre 
un filtrage inverse peu adapte dans les situations pratiques ou les donnees d'observations 
sont toujours entachees de bruit. Suite a cela, nous avons propose une technique basee 
sur 1'estimateur MAP afin de prendre en compte le bruit des mesures et d'ameliorer ce 
traitement de la postluminescence en supposant la reponse impulsionnelle connue. 
Dans un troisieme temps, nous avons developpe des techniques permettant d'obtenir 
la reponse impulsionnelle des detecteurs a partir de donnees reelles. Si nous recher-
chons le vecteur h la representant, alors nous pouvons utiliser un estimateur MAP, dont 
le parametre de regularisation sera obtenu dans le chapitre suivant. Par contre, si nous 
recherchons les parametres d'un modele multiexponentiel caracterisant la reponse im-
88 
pulsionnelle, alors nous pouvons soit ajuster un modele multiexponentiel sur le vecteur 
h obtenu precedemment, soit les estimer par un estimateur MAP ou MV. 
Le chapitre suivant est consacre aux resultats de ces developpements sur donnees simu-
lees puis sur donnees reelles. 
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CHAPITRE 5 
RESULTATS ET DISCUSSION 
5.1 Introduction 
L'objet de ce chapitre est d'exposer la demarche methodologique et les resultats des tra-
vaux de notre maitrise. II s'agit de tester les innovations mises en oeuvre et de les com-
parer aux developpements de la litterature. La demarche methodologique sera identique 
pour les deux apports principaux que nous faisons dans ce memoire : 
1. Estimation de la reponse impulsionnelle des detecteurs propre au scanner utilise a 
partir de donnees reelles; 
2. Traitement de la postluminescence des detecteurs sur sinogrammes. 
Tout d'abord, nous validons les developpements realises sur des donnees de simulations. 
Ces donnees exactes sont obtenues de maniere analytique a partir de fantomes de tailles 
similaires a celles que nous rencontrons avec des donnees medicales. A partir de ces 
donnees, nous etudions le comportement de nos methodes en fonction du rapport signal 
a bruit. 
Ensuite, en nous placant dans des conditions experimentales similaires a celles des ac-
quisitions medicales, nous calibrons et ajustons les parametres de nos methodes. 
Enfin, nous testons ces methodes sur donnees reelles. Celles-ci ont ete acquises en par-
tenariat avec le Laboratoire de biorheologie et d'ultrasonographie medicale (LBUM) de 
l'hopital Notre-Dame sous la direction de Guy Cloutier. Nous concentrons nos travaux 
sur des fantomes scannes par des scanners Siemens SOMATOM 16, et nous comparons 
nos resultats a ceux de Hsieh. 
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Cette methodologie est resumee dans la figure 5.1. 
X ( t ) Hx.p) z( t ) 
1) Modelisation: Determiner F 
2) Identification des parametres: Determiner p a partir des mesures z et de lentree x 
3) Restauration d'enttve: Determiner x a partir de z, du modele F et des parametres p 
FIG. 5.1: Demarche suivie pour la validation de la restauration d'entree dans le cas de la 
postluminescence. 
5.2 Estimation de la reponse impulsionnelle 
Cette section est consacree a la validation de l'estimation de la reponse impulsionnelle 
de detecteurs. Puisque nous ne disposons pas d'une telle reponse, nous devons l'estimer. 
II s'agit de mettre en evidence qu'une technique d'estimation regularisee permet d'ob-
tenir sur donnees reelles une estimation correcte de la reponse impulsionnelle compte 
tenu du niveau de bruit sur les donnees. Pour y parvenir, nous presentons plusieurs ex-
periences sur des donnees de simulation et sur donnees reelles. La methodologie est 
presentee dans le paragraphe suivant. 
5.2.1 Methodologie des simulations 
Pour realiser ces experiences, nous avons mis en oeuvre un simulateur de sinogrammes. 
Ce simulateur calcule les projections d'un objet 3D constitue de plusieurs ellipsoi'des de 
materiaux homogenes pour des geometries semblables a celles des scanners Siemens. 
Ce simulateur a ete verifie a partir d'un code developpe par Jeffrey Fessler de l'Uni-
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(a) Section transversale du fantome (en HU) (b) Sinogramme analytique correspondant 
FIG. 5.2: Fantome Catphan 600 module CTP404. 
versite du Michigan (Fessler, 2008). Les comparaisons sont convaincantes et nous per-
mettent de valider notre simulateur de tomographic De plus, ce simulateur prend en 
compte les sources volantes, qu'elles soient angulaires ou longitudinales. Afin de tes-
ter ces deux fonctionnalites supplementaires, nous nous sommes appuye sur le code de 
David Gendron developpe lors de sa maitrise au Laboratoire d'imagerie par optimisa-
tion numerique et valide sur donnees reelles. Ainsi, notre simulateur semble affranchi 
d'erreurs. 
Le simulateur de sinogrammes utilise les caracteristiques geometriques du scanner re-
groupees dans le tableau 5.2.1. Ces caracteristiques sont celles d'un tomographe Sie-
mens (SOMATOM 16) de 16 barrettes de detecteurs. Chacune de ces barrettes contient 
672 detecteurs UFC. 
Le fantome choisi pour les simulations est le fantome Catphan 600©. II s'agit d'un 
fantome developpe par The Phantom Laboratory aux Etats-Unis et utilise en milieu cli-
nique pour evaluer la performance de scanners axiaux, helicoidaux et multi-barrettes. II 
est constitue de plusieurs modules qui permettent d'evaluer independamment la dose des 
rayons X, la sensibilite, la precision et le contraste du scanner. 
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TAB. 5.1: Caracteristiques geometriques des simulations pour l'estimation de la reponse 
impulsionnelle 
ProjectionType : Fan 
PrqjectionMethod : Thin 
nProjections : 1160 
nDetectors : 672 
RadiusFocus : 57 
RadiusDetector: 47 
FanAnglelncrement: 0.0013541 
Ray Width : 0.077186 
nArrays : 1 
ArraySize : 0.7 
RefAngle : 0 
DetectorOffsetAngle : 0.0015234 
FFSMode : Angular 
aFFSAngle : 0.0007491 
Le module de sensibilite (CTP404) est presente a la figure 5.2 a). Nous utilisons ce mo-
dule pour les simulations puisque les constructeurs du Catphan 600 nous donnent les 
caracteristiques geometriques precises de ce fantome ainsi que la nature des materiaux 
le composant. Ces caracteristiques sont regroupees dans l'annexe I. II nous est done pos-
sible de construire des fantomes analytiques et des sinogrammes exacts, car les fonnes 
sont elliptiques. La figure 5.2 b) montre le sinogramme associe au module CTP404. 
Une fois les donnees de simulation exactes creees, nous les convoluons avec une reponse 
impulsionnelle. Nous construisons une reponse impulsionnelle pour une vitesse de rota-
tion de 1 s/rotation, semblable a celle presentee dans Siemens (2007) pour les detecteurs 
UFC (voir Fig. 5.3). La reponse impulsionnelle varie en fonction de la vitesse de rota-
tion. Ainsi, nous interpolons cette courbe pour obtenir des reponses impulsionnelles pour 
des vitesses superieures de 0,5, 0,375 et 0,1 s/rotation (Fig. 5.3). Puis, nous ajoutons un 
bruit gaussien genere par Matlab©. En tomographic, le bruit qui entache les donnees est 
compris entre 25 et 35 dB. Nous choisissons trois niveaux de bruit pour representer cet 
intervalle : 25, 30 et 35 dB. Nous cherchons a estimer ces quatre reponses impulsion-
nelles bruitees. Enfin, nous comparons l'estimee avec la RI exacte en calculant l'erreur 
quadratique. Cette demarche permet de valider notre methode avant de 1'employer sur 
des donnees reelles. 
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FIG. 5.3: Reponses impulsionnelles pour differentes vitesses de rotation. 
5.2.2 Estimation sur donnees simulees 
Tout d'abord, nous presentons les differents resultats pour les methodes 1 a 3 d'esti-
mation des reponses impulsionnelles (cf. 4.4). Puis, nous comparons les methodes 2 et 
3. 
Les donnees de simulation correspondent au sinogramme du module CTP404 du Cat-
phan 600 de la figure 5.2 b) convoke avec la reponse impulsionnelle de la figure 5.4 b) 
a la vitesse de 0,5 s/rotation pour former nos donnees d'observations y(t) non bruitees. 
La ligne 400 de ce sinogramme convolue est presentee dans la figure 5.4 a). 
5.2.2.1 Methode 1 
Dans cette methode, nous cherchons a estimer directement le vecteur h representant la 
reponse impulsionnelle. 
Pour des donnees bruitees, une estimation de h utilisant la regularisation est preconisee. 
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Rl estimee 
- - - Rl exacle | 
„„„ „ 1 ' "» - • 1 . 1 . 1 , 1 . 1 . 1 . 1 
1000 1100 1200 130D 1400 1500 1600 1700 1800 1900 2000 0 2 4 6 8 10 12 14 16 18 20 
(a) Ligne d'un sinogramme analytique et d'un (b) Reponse impulsionnelle estimee et exacte 
sinogramme convolue (SNR=oo) 
FIG. 5.4: Validation de la technique d'estimation de reponse impulsionnelle sur des don-
nees sans bruit (v = 0,5 s/rotation). 




Grace a la regularisation, la reponse impulsionnelle devient moins bruitee et done plus 
lisse. Cependant, il faut accorder une grande importance au choix du parametre A de 
regularisation. En effet, s'il est trop petit, notre estimateur est equivalent a un estimateur 
non regularise, et si A est trop important, on accorde plus d'importance a l'information 
a priori et la solution est degradee. 
Pour choisir le parametre de regularisation adequat, nous retenons celui qui minimise 
l'erreur quadratique entre le sinogramme analytique et le sinogramme deconvolue. La fi-
gure 5.5 illustre le comportement du parametre de regularisation sur Ferreur quadratique 
en fonction des rapports signal a bruit. On constate sur cette figure que les approches non 
regularisees (A = 0) donnent de moins bons resultats qu'une approche regularisee. En 
effet, l'erreur quadratique minimale est obtenue pour des valeurs de A differentes de 
0. Le tableau 5.2 resume la valeur minimale de l'erreur quadratique et le coefficient A 
Sinogramme avec convolution 
Sinogramme analytique 
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TAB. 5.2: Erreurs quadratiques moyennes pour 1'estimation des RI en fonction du SNR 













associe pour trois niveaux de bruit: 25, 30 et 35 dB. 
- SNR = 25dB 
- SNR = 30dB 
- SNR = 35dB 
/ / 
Ay 
0 2 4 6 10 12 14 16 18 20 
FIG. 5.5: Influence du parametre de regularisation sur l'erreur quadratique en fonction 
du SNR. 
Les resultats de 1'estimateur MAP pour un niveau de bruit de 25 dB et un coefficient de 
regularisation de A = 3 sont presentes dans la figure 5.6. Pour ce A, 1'erreur quadratique 
est minimale et est de l'ordre de 1,5 x 10 -4 . L'erreur quadratique est suffisattient faible 
pour cone lure que 1'estimation du vecteur h representant la reponse impulsionnelle est 
satisfaisante, meme avec un niveau de bruit eleve. 
Dans les deux methodes qui suivent, nous allons chercher a obtenir les parametres an et 
rn d'une reponse impulsionnelle sous forme multiexponentielle necessaire a la deconvo-
lution developpee par Hsieh. 
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Sinogramme avec convolution 
Sinogramme analytioue 
Rl esrjmee 
- Rl exacte 
100 150 200 250 300 350 400 0 12 14 16 18 20 
(a) Ligne d'un sinogramme analytique et d'un (b) Reponse impulsionnelle estimee et exacte 
sinogramme convolue avec 25 dB de bruit addi-
tional 
FIG. 5.6: Validation de la technique d'estimation de reponse impulsionnelle sur des don-
nees avec bruit. 
5.2.2.2 Methode 2 
Cette methode est une continuity de la methode precedente, puisque nous realisons un 
ajustement d'un modele multiexponentiel sur le vecteur h estime. 
Pour choisir le nombre d'exponentielles de la modelisation, nous prenons le nombre mi-
nimal d'exponentielles pour lequel l'erreur de modelisation est inferieure a 10~8. Ainsi, 
nous avons choisi de nous limiter a deux exponentielles. 
L'arret de l'algorithme de Levenberg-Marquardt est realise lorsque la norme du gra-
dient de l'objectif est en dessous de 10 -10. Sous ces conditions, nous effectuons un 
ajustement du modele multiexponentiel sur des reponses impulsionnelles de detecteurs 
selon les quatre vitesses de rotation. Les resultats pour une vitesse de rotation de 0, 5 
s/rotation sont presentes dans la figure 5.7. A cette vitesse, les constantes de temps valent 
Ti = 2,69e — 03 s, r2 = 3, 71e — 03 s, et leur poids associes cx = 2,04e — 01 et 
c2 = —4,07e — 02. On remarque dans la figure 5.7 a) que, pour un SNR de 25 dB, le 
modele multiexponentiel de la reponse impulsionnelle estimee coincide presque parfai-
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tement avec la reponse impulsionnelle exacte. Des resultats identiques sont observables 
dans la figure 5.7 b) pour differents rapports signal a bruit. Sur cette figure, les reponses 
impulsionnelles estimees pour les differents rapports signal a bruit sont toutes confon-
dues avec la reponse impulsionnelle ideale. 
\ 
V. 










Rl estimee (SNR=irtf) 
Rl estimee (SNR=35dB) 
Rl estimee (SNR=25dB) 
-
(a) Reponse impulsionnelle estimee et son mo- (b) Reponse impulsionnelle estimee et son mo-
dele multiexponentiel (SNR = 25 dB) dele multiexponentiel, en fonction du SNR 
FIG. 5.7: Modele multiexponentiel de la reponse impulsionnelle des detecteurs (v = 0,5 
s/rotation), 
Les erreurs quadratiques ont ete calculees entre la reponse impulsionnelle exacte et celle 
correspondant a l'ajustement. Le tableau 5.3 resume ces erreurs. II apparait que les er-
reurs sur les constantes de temps r, et leurs poids Cj respectifs sont faibles (respective-
ment < 10 - 8 et < 10~6). Cependant, ce qui nous interesse reellement, c'est l'erreur 
commise par rapport a la reponse impulsionnelle exacte. Ces erreurs quadratiques sont 
faibles, inferieures a 2.10-20. Ainsi, la methode 2 est performante. De plus, on remarque 
que ces erreurs sont plus faibles que dans la methode 1, puisque l'ajustement de la Rl a 
un modele multiexponentiel tend a lisser les quelques fluctuations de la Rl estimee par 
la methode 1, c.-a-d. les dernieres valeurs de la Rl. 
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5.2.2.3 Methode 3 
La methode 3 repose sur 1'estimation directe des parametres an et rn d'une reponse 
impulsionnelle. L'estimateur propose semble de moins bonne qualite que celui de la 
methode precedente. En effet, le tableau 5.4 presente les erreurs quadratiques entre la 
reponse impulsionnelle ideale et celle obtenue par 1'estimation des parametres an et rn. 
Ces erreurs sont beaucoup plus grandes que celles obtenues par la methode precedente. 
Cet effet est remarquable sur la figure 5.8. On y observe un ecart significatif. 
TAB. 5.4: Erreurs quadratiques entre la reponse impulsionnelle ideale et la reponse im-































Pour l'obtention des an et rn, les resultats de simulation sont meilleurs pour la methode 
2. Ainsi, c'est cette methode que nous retiendrons pour 1'estimation sur donnees reelles. 
5.2.3 Estimation sur donnees reelles 
L'objectif de cette section est d'estimer la reponse impulsionnelle des detecteurs sur des 
donnees medicales. Rappelons que ces donnees ont ete acquises a 1'hopital Notre-Dame 
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Rl kJeale 
Rl esfcmee (SNR=inf) 
Rlestimee(SNR=35dB) 
Rl estimee (SNR=25dB) 
FIG. 5.8: Estimation directe des parametres du modele multiexponentiel de la reponse 
impulsionnelle des detecteurs en fonction du SNR (v = 0, 5 s/rotation). 
de Montreal. 
Les simulations ont montre qu'en presence de bruit sur les donnees, il est necessaire de 
regulariser pour obtenir une estimation convenable de la reponse impulsionnelle. Nous 
voulons mettre en evidence qu'une technique d'estimation regularised de la reponse im-
pulsionnelle est adaptee pour des donnees reelles forcement bruitees et que 1'estimation 
de celle-ci est de bonne qualite. 
Pour commencer 1'estimation de la reponse impulsionnelle sur donnees reelles, placons-
nous dans un cas favorable dans lequel le bruit est faible. II s'agit de donnees provenant 
du protocole InnerEarSeq de Siemens. Ce protocole est utilise en clinique pour obte-
nir des images de l'oreille interne de patients. On evalue le rapport signal a bruit de ce 
protocole a 35 dB. Cela correspond a un rapport signal a bruit favorable pour l'estima-
tion. La vitesse de rotation (1 s/rotation) est la plus faible que nous ayons sur le scanner 
SOMATOM 16 de Siemens. Ainsi, la postluminescence sera peu marquee. 
L'estimation de la reponse impulsionnelle sur ce protocole est realisee en choisissant A = 
1, 2, qui correspond a un compromis juste entre le lissage de la reponse impulsionnelle 
et l'ajout trop important d'information sur la solution. En effet, pour un A plus faible, 
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- Sinogramme Siemens 
- Sinogramme analytique | 
150 200 350 400 
(a) Ligne d'un sinogramme analytique et d'un 
sinogramme Siemens 
(b) Reponse impulsionnelle estimee 
FIG. 5.9: Estimation de la reponse impulsionnelle sur des donnees Siemens provenant 
du protocole InnerEarSeq. 
la solution oscille et pour un A plus grand, l'amplitude de la reponse impulsionnelle 
estimee commence a diminuer. 
Pour l'obtention des valeurs des coefficients an et rn, nous avons utilise la methode 
2, puisqu'elle donne les meilleurs resultats en simulation. Les valeurs estimees des 
constantes de temps des exponentielles et des poids associes a ces exponentielles sont 
regroupes dans le tableau 5.5. Pour chaque ligne du sinogramme (c.-a-d. pour chaque de-











tecteur), nous estimons une reponse impulsionnelle. La figure 5.10 montre la reponse im-
pulsionnelle moyenne obtenue et les ecarts-types. On constate que ceux-ci sont faibles. 
De ce fait, nous pouvons utiliser une reponse impulsionnelle moyenne pour tous les de-
tecteurs. 
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FIG. 5.10: Estimation de la RI sur le protocole InnerEarSeq. 
La figure 5.9 nous montre que, meme pour une faible vitesse de rotation, la postlumines-
cence est deja presente. En effet, dans le cas ou nous n'aurions pas de postluminescence, 
la reponse impulsionnelle serait un dirac electronique. 
Pour 1'estimation des reponses impulsionnelles pour des vitesses plus grandes, les resul-
tats sur donnees reelles sont surprenants. La figure 5.11 montre les resultats de 1'estima-
tion d'une RI sur des donnees provenant du protocole Trauma de Siemens. Pour realiser 
l'estimation de la reponse impulsionnelle, nous choisissons A = 1, 7, puisque le rapport 
signal a bruit est plus important que celui du protocole precedent (25 dB). Ce proto-
cole a une vitesse de rotation de 0,375 s (vitesse la plus grande a notre disposition). Sur 
cette figure, on constate que la reponse impulsionnelle est pratiquement la meme que 
celle estimee a partir du protocole InnerEarSeq, alors que nous nous attendions a obte-
nir une reponse impulsionnelle de la meme forme que celle de la figure 5.3 (v = 0,375 
s/rotation). 
Les valeurs estimees des constantes de temps des exponentielles et des poids associes a 
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(a) Ligne d'un sinogramme analytique et d'un (b) Reponse impulsionnelle estimee 
sinogramme Siemens 
FIG. 5.11: Estimation de la reponse impulsionnelle sur des donnees Siemens provenant 
du protocole Trauma. 












Dans cette premiere partie, nous avons expose les resultats concernant l'identification 
des parametres de notre systeme. 
La reponse impulsionnelle caracterisee par un vecteur h a ete obtenue par une methode 
d'estimation (methode 1). Le choix d'une methode regularised telle que le maximum a 
posteriori est important puisque les observations sont entachees de bruit. Bien que le 
niveau de bruit soit important dans certains protocoles (25 dB), 1'estimation de la re-
ponse impulsionnelle reste bonne grace a bon dosage de l'apport d'information a priori 
sur la solution. Le coefficient de regular!sation a ete choisi de maniere empirique en 
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tement de la postluminescence, nous avons choisi de conserver une reponse impulsion-
nelle moyenne pour tous les detecteurs. Les variations entre les differentes reponses 
impulsionnelles sont minimes et influencent peu la qualite des reconstructions. 
Pour ce qui est de l'estimation directe des coefficients an et rn, la methode 2 est privile-
giee, puisqu'elle est plus robuste face au bruit. Cette methode permet l'ajustement d'un 
modele multiexponentiel sur le vecteur h estime par la methode 1. 
Les resultats sur donnees reelles sont mitiges par l'obtention d'une reponse impulsion-
nelle similaire pour deux protocoles utilisant des vitesses de rotation differentes. Ce 
resultat etrange ne Test pas tout a fait. En effet, les donnees que nous possedons de 
Siemens ne sont pas completement « brutes ». Siemens effectue sur ces donnees des 
pretraitements dont nous ignorons les details et l'effet sur les donnees. 
Maintenant que le modele de la postluminescence est completement caracterise, nous 
pouvons aborder le traitement de la postluminescence proprement dit. 
5.3 Traitement de la postluminescence 
Dans la section precedente, nous avons complete notre modele a reponse impulsion-
nelle en l'estimant sur les donnees brutes provenant d'un scanner Siemens. Ici, nous 
nous occupons exclusivement de la restauration de sinogramme en eliminant l'effet de 
la postluminescence. 
L'objet de cette section est de montrer que la methode que nous avons proposee permet 
de traiter la postluminescence correctement. Dans cette section, nous cherchons a mettre 
en evidence que : 
1. La methode proposee est efficace pour traiter la postluminescence; 
2. La methode est robuste vis-a-vis des niveaux de bruit presents sur les donnees 
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d'observations. 
5.3.1 Methodologie des simulations 
Afin d'atteindre les deux objectifs precedents, nous proposons de faire deux series d'ex-
periences. La premiere, sur donnees de simulation, consiste a prouver que la methode 
developpee est efBcace pour plusieurs rapports signal a bruit. La deuxieme serie, sur 
donnees reelles, pennet de conclure sur l'amelioration effective du traitement de la post-
luminescence sur des donnees medicales. 
L'objectif final de ce projet est de montrer que le traitement de la postluminescence 
amene une amelioration sur la resolution spatiale des reconstructions de donnees medi-
cales. Les reconstructions de cette section sont realisees de maniere algebrique en mini-
misant le critere suivant: 
p. = min - \\Afi -y\\2 + 7 # ( A 0 (5.2) 
ou R est une fonction de penalisation de type L2Li. L'algorithme de minimisation em-
ploye est 1'algorithme L-BFGS, du fait de la taille des matrices mises en jeu. Le critere 
d'arret de cet algorithme est une tolerance de 10~6 sur la norme du gradient de la fonc-
tion objectif. Le critere de regularisation est fixe a 0,01 pour un niveau de bruit de 25 
dB. 
La resolution spatiale des reconstructions est evaluee grace a la fonction de transfert 
de modulation (MTF, cf. section 2.6.2). On rappelle que la MTF ideale est une ligne 
droite, ce qui signifie que meme les plus petits details d'une image sont parfaitement 
observables. La resolution se degrade lorsque la MTF prend l'allure d'un filtre passe-bas. 
Ensuite, en simulation, on calcule l'erreur quadratique entre l'image reelle et l'image 
reconstruite. 
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5.3.2 Estimation sur donnees simulees 
L'objectif de cette section est de valider notre methode de deconvolution sur des donnees 
de simulation tout d'abord non bruitees, puis bruitees. II s'agit aussi de la comparer a la 
methode de Hsieh. 
Pour les donnees simulees, avec bruit additionnel gaussien compris entre 25 et 35 dB, 
nous utilisons le fantome Catphan 600 CTP404 avec la meme geometrie que dans la 
section precedente (cf. tableau 5.2.1). 
(a) Sinogrammes (b) Fonction de transfert de modulation 
(c) Reconstruction avec (d) Reconstruction avec (e) Reconstruction avec 
1,0 s par rotation 0,5 s par rotation 0,375 s par rotation 
FIG. 5.12: Effet de la postluminescence en fonction des vitesses de rotations : zoom sur 
un cable de la section CTP404 du Catphan 600. 
Premierement, nous verifions l'influence de la vitesse de rotation sur la qualite des 
images. Pour cela, nous convoluons le fantome Catphan 600 CTP404 avec differentes 
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reponses impulsionnelles qui correspondent a des vitesses de rotations de 1 s a 0,375 
s/rotation (Fig. 5.12 a)). Ces noyaux de convolutions, presentes dans la figure 5.7 a), 
sont obtenus par interpolation de la reponse impulsionnelle des detecteurs pour une Vi-
tesse de 1 s/rotation. 
La figure 5.12 montre un zoom de reconstructions du Catphan 600 et indique que plus la 
vitesse augmente, plus la qualite de l'image est deterioree. Pour une vitesse faible de 1 
s/rotation, l'effet de la postluminescence n'est pas marque. Cependant, pour des vitesses 
plus elevees, sur les figures 5.12 d) et e), il apparait des trainees blanches, remanences 
de projections anterieures. De plus, on constate que les courbes de MTF sont de plus en 
plus basses, ayant pour effet de diminuer la resolution des reconstructions (Fig. 5.12 b)). 
La deconvolution des sinogrammes sur donnees simulees sans bruit donne de tres bons 
resultats avec notre methode ainsi qu'avec celle de Hsieh. Ainsi, la methode de restau-
ration de sinogramme fonctionne correctement (EQMMAP OC 10~15 et EQMHsieh oc 
10"7). 
Puisque la technique de Hsieh est une technique d'estimation non regularisee, elle a 
tendance a augmenter le bruit des donnees observees (entre 25 et 35 dB). En effet, on 
constate, dans le tableau 5.7, que l'erreur quadratique moyenne entre le sinogramme 
exact et le sinogramme deconvolue par la technique de Hsieh degrade un petit peu le 
sinogramme. 
TAB. 5.7: Erreurs quadratiques moyennes entre le sinogramme exact et le sinogramme 
degrade (EQMconv); entre le sinogramme exact et celui corrige par l'estimateur MAP 
(EQMMAP)', entre le sinogramme exact et celui corrige par la methode de Hsieh 






















De plus, sur la figure 5.13 a), on remarque que le niveau de bruit du sinogramme de-
convolue est grandement augmente par cette methode. L'augmentation du bruit dans le 
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Sinogramme convolue + bruit 
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Sans post. Avec post. 
Hsieh 
(a) Amplification du bruit (ligne 400 du sino- (b) Reconstruction des sino-
gramme) grammes 
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— apres corredion Hsieh 
245 250 255 260 270 275 0 100 120 
(c) Reconstruction des sinogrammes (profil le (d) Fonctions de transfert de modulation 
long de la ligne 370) 
FIG. 5.13: Deconvolution de Hsieh sur donnees simulees avec un SNR de 25dB (v = 0, 5 
s/rotation). 
sinogramme deconvolue par Hsieh amene 1'apparition de bruit lors de la reconstruction 
(Fig. 5.13 b)). De plus, la deconvolution proposee par Hsieh entraine une degradation de 
la MTF (Fig. 5.13 c)). 
La restauration de sinogramme par la methode MAP ameliore la qualite du sinogramme 
deconvolue. Dans le tableau 5.8, nous calculons l'erreur quadratique moyenne entre 
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l'image reelle et l'image reconstitute, apres convolution et ajout de bruit sur le sino-
gramme, puis lorsque le sinogramme a ete corrige par notre methode. L'erreur quadra-
tique entre la deconvolution MAP et le sinogramme exact est toujours inferieure ou egale 
a celle de la deconvolution proposee par Hsieh. 
TAB. 5.8: Erreurs quadratiques moyennes entre l'image reelle et l'image reconstruite 
avec un sinogramme degrade (EQMconv); entre l'image reelle et celle reconstruite avec 
un sinogramme corrige par 1'estimateur MAP (EQMMAP) ', entre l'image reelle et celle 
reconstruite avec un sinogramme corrige par la technique de Hsieh (EQMHsieh) pour 





















De plus, comme le montre la figure 5.14 a), le sinogramme deconvolue par 1'estimateur 
MAP presente moins de bruit et la restauration du sinogramme semble correcte. Le choix 
du parametre A de 1'estimateur MAP est obtenu par minimisation de l'erreur quadratique 
entre le sinogramme analytique et le sinogramme deconvolue, comme dans la section 
suivante. Bien evidement, les parametres de regularisation sont propres a chaque niveau 
de bruit. Les reconstructions des sinogrammes deconvolues par la methode MAP sont 
proches de l'objet simule comme le montre la figure 5.14 b), pour une vitesse de 0,5 
s/rotation et un SNR de 25 dB. 
La methode proposee fonctionne correctement et permet de restaurer le sinogramme 
degrade. De plus, la restauration augmente la resolution des images reconstruites, qui 
est proche de celle ideale. Testons cette methode sur donnees reelles. 
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long de la ligne 370) 
FIG. 5.14: Reconstruction d'images associees a un sinogramme degrade par la postlu-
minescence (SNR = 25 dB) puis corrige par un estimateur MAP (v = 0,5 s/rotation). 
5.3.3 Estimation sur donnees reelles 
Dans la section precedente, la methode de traitement de la postluminescence a ete va-
lidee et nous avons montre qu'elle donne de bons resultats meme avec des donnees 
relativement bruitees. Ici, nous nous interessons a employer notre methode sur des don-
nees provenant du scanner Siemens CT16 SOMATOM de l'hopital Notre-Dame, et a la 
comparer a la methode proposee par Hsieh. 
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Le premier protocole sur lequel nous effectuons les tests est le protocole de Siemens 
InnerEarSeq dont les caracteristiques geometriques sont les memes que celles utilisees 
en simulation (cf. tableau 5.2.1). II est utilise en mode axial. Une estimation du rapport 
signal a bruit donne 35 dB et la vitesse de rotation est de 1 s/rotation, ce qui n'est pas 
favorable a l'apparition de remanence dans les mesures. Le parametre A est fixe a 0,36, 
de la meme facon que dans la section 5.2.3. 
La figure 5.15 a) montre le sinogramme a deconvoluer. 
200 400 600 800 1000 1200 1400 1600 1800 2000 2200 
(a) Sinogramme a deconvoluer 




474 476 478 482 484 
(b) Deconvolution par 1'estimateur MAP et par 
la methode de Hsieh 
original 
* apres correction MAP 
o apres correction Hsieh 
(c) Reconstruction des sinogrammes (d) Fonctions de transfert de modulation 
FIG. 5.15: Deconvolution sur donnees reelles : protocole InnerEarSeq. 
La deconvolution MAP n'est pas un grand succes. En effet, lors de la reconstruction 
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de ce sinogramme deconvolue, la qualite de l'image reconstruite est similaire a celle 
de Siemens. Les MTF pour ces deux reconstructions sont indiscernables (Fig. 5.15 c)). 
Cependant, les resultats de la deconvolution de Hsieh nous donne les memes resultats. 
Ceci est rassurant pour nous. Nous nous attendions a ce resultat, puisque reffet de la 
postluminescence n'est pas fortement marque pour cette vitesse de rotation. 
La deconvolution MAP a aussi ete testee sur le protocole Trauma de Siemens. Ce pro-
tocole est utilise en mode helicoi'dal pour imager le cerveau. La vitesse de rotation est 
superieure a celle du protocole InnerEarSeq (v = 0, 375 s/rotation). A cette vitesse, 
la postluminescence est censee etre visible, puisque nous l'avions percue en simulation 
(cf. Fig. 5.12 d)). Les deconvolutions MAP et celle proposee par Hsieh sont realisees sur 
un sinogramme helicoi'dal correspondant au Catphan 600 CTP 404. Le rapport signal a 
bruit est evalue a 30 dB. Nous choisissons pour la deconvolution, A = 1,2, comme nous 
l'avions fait dans la section 5.2.3. 
La figure 5.16 presente les resultats de cette deconvolution. Nous remarquons que la 
correction est minime : les MTF sont pratiquement confondues et les sinogrammes quasi 
identiques. D'apres les resultats de la partie 5.2.3, nous nous attendions a cela. 
5.4 Conclusion 
Les resultats de la premiere partie de ce chapitre montrent que nous avons reussi a carac-
teriser la postluminescence des detecteurs, en simulation. A partir du fantome Catphan 
600 CTP404, nous sommes capable d'estimer la reponse impulsionnelle de detecteurs, 
meme avec des niveaux de bruit eleves. Cependant, pour les donnees reelles, les reponses 
impulsionnelles estimees des detecteurs sont identiques pour une vitesse de 1 s/rotation 
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(d) Fonctions de transfert de modulation 
FIG. 5.16: Deconvolution sur donnees reelles : protocole Trauma. 
Les resultats de la deuxieme partie sont mitiges. Dans cette partie, nous avons verifie 
que la vitesse de rotation influence la qualite des images reconstruites, car la remanence 
des detecteurs est plus importante. Puis, nous avons montre qu'en simulations, les de-
convolutions ameliorent la qualite des images lors de la reconstruction. Cependant, pour 
la deconvolution de donnees reelles, 1'amelioration est quasi nulle, que ce soit par notre 
technique ou celle de Hsieh. 
Le constructeur Siemens ne nous foumissant pas les details des pretraitements qu'il rea-





Dans le cadre de notre maitrise, l'objectif general etait de mettre en place une procedure 
de correction de la postluminescence pour des sinogrammes de tailles medicales. Pour 
arriver a cet objectif, nous nous etions fixe : 
1. De comprendre et modeliser la postluminescence des detecteurs ; 
2. D'estimer les parametres de ce modele; 
3. De restaurer les sinogrammes. 
Apres un revue de l'etat des objectifs atteints et de ceux non atteints, nous verrons les 
prolongements de ces travaux. 
6.1 Revue des objectifs 
La premiere partie de nos travaux a porte sur la description et la comprehension de 
la postluminescence. La postluminescence influence grandement la qualite des images 
de hautes resolutions lorsque la vitesse de rotation du portique source-detecteurs devient 
importante (< 1 s/rotation). Le modele de convolution de reponse impulsionnelle permet 
de modeliser convenablement ce phenomene. 
Ensuite, afin de caracteriser les parametres du modele de convolution, nous avons mis 
en place une technique d'estimation de la reponse impulsionnelle des detecteurs, repre-
sentee soit par un vecteur, soit par les coefficients de multiexponentielles decroissantes. 
Ceci est une contribution originate puisque cette technique peut etre employee sur n'im-
porte quel tomographe dont on a scanne le fantome Catphan 600 en usage dans le milieu 
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clinique pour la maintenance des scanners. 
La deuxieme partie du travail a consiste a replacer dans le contexte de Festimation la 
methode de deconvolution actuellement employee dans certains tomographes commer-
ciaux. A partir de cette remise en contexte, nous avons tire les limites de cette technique 
et propose une technique plus robuste face au bruit present sur les sinogrammes. La res-
tauration du sinogramme se fait alors par une methode d'estimation minimisant un cri-
tere compose d'un terme de fidelite aux donnees et d'un terme de regularisation. Cette 
minimisation peut etre calculee de maniere explicite. 
Enfin, nous avons confronte notre methode a celle de Hsieh. Nous avons ainsi observe 
qu'une approche regularisee ameliore la qualite des sinogrammes. Cependant, les tests 
realises sur donnees reelles ne sont pas concluants. Nous supposons que Siemens effec-
tue des pre-traitements sur les donnees « brutes ». Les sinogrammes « bruts » ne sont 
done pas aussi bruts qu'on l'aurait souhaite. Des corrections sont deja appliquees sur ces 
donnees, ce qui empeche la pleine restauration des sinogrammes. 
6.2 Perspectives 
Plusieurs perspectives peuvent etre envisagees. 
Dans nos travaux, nous avons obtenu des reponses impulsionnelles pour une vitesse de 
rotation de 1 s/rotation et 0,375 s/rotation. Les scanners actuels vont beaucoup plus vite 
que cela. Le dernier scanner Toshiba atteint des vitesses inferieures a 0,1 s/rotation. Par 
consequent, obtenir des reponses impulsionnelles pour des vitesses inferieures a 0,1 s 
serait souhaitable afin de traiter des sinogrammes helicoi'daux, qui sont maintenant les 
plus repandus. 
Depuis Janvier 2009, le LION recoit des donnees de scanners Philips provenant de 
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l'Hotel-Dieu de Montreal. Dans ces scanners, il est possible d'obtenir les donnees reel-
lement brutes de pre-traitements du manufacturier. Ainsi, il serait souhaitable de realiser 
des essais sur ces donnees afin d'obtenir des reponses impulsionnelles et de traiter les 
sinogrammes. Un travail de developpement de code pourrait alors etre realise afin de lire 
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DESCRIPTION DU FANTOME CATPHAN 600 
1.1 Plan du fantome 
CTP404 
FIG. 1.1: Plan du fantome Catphan 600. 
2 Composition du fantome 
5Gmm spaced 
•air and Teflon 
rods 
10, 8.G, 4. 2mm 
acrylic spheres 
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(b) Coefficients d'attenuation des materiaux utilises. 
FIG. 1.2: Composition du fantome Catphan 600 section 404. 
1.3 Parametres geometriques du fantome 
TAB. 1.1: Parametres geometriques des ellipses constituant le module CTP404 du fan-
tome Catphan 600© 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
x centre 
en cm 
0.085 
0.134 
0.037 
2.917 
-2.795 
-5.750 
5.945 
-2.869 
2.991 
-2.380 
2.625 
-2.429 
2.576 
0.598 
-3.723 
-0.378 
3.894 
0.085 
y centre 
en cm 
0.183 
6.018 
-5.676 
5.261 
5.261 
0.183 
0.110 
-4.871 
-4.919 
2.673 
2.649 
-2.332 
-2.356 
3.967 
0.647 
-3.650 
-0.330 
0.183 
z centre 
en cm 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
rayon x 
en cm 
10.059 
0.537 
0.610 
0.610 
0.610 
0.610 
0.610 
0.610 
0.610 
0.146 
0.146 
0.146 
0.146 
0.098 
0.037 
0.098 
0.037 
7.520 
rayon y 
en cm 
10.059 
0.537 
0.610 
0.610 
0.610 
0.610 
0.610 
0.610 
0.610 
0.146 
0.146 
0.146 
0.146 
0.037 
0.098 
0.037 
0.098 
7.520 
rayon z 
en cm 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
10000 
