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Abstract
In this thesis, a novel approach is proposed for multi-speaker tracking by integrating
audio and visual data in a particle filtering (PF) framework. This approach is further
improved for adaptive estimation of two critical parameters of the PF, namely, the
number of particles and noise variance, based on tracking error and the area occupied
by the particles in the image. Here, it is assumed that the number of speakers is known
and constant during the tracking. To relax this assumption, the random finite set
(RFS) theory is used due to its ability in dealing with the problem of tracking a variable
number of speakers. However, the computational complexity increases exponentially
with the number of speakers, so probability hypothesis density (PHD) filter, which is
first order approximation of the RFS, is applied with sequential Monte Carlo (SMC),
namely particle filter, implementation since the computational complexity increases
linearly with the number of speakers. The SMC-PHD filter in visual tracking uses
three types of particles (i.e. surviving, spawned and born particles) to model the state
of the speakers and to estimate the number of speakers. We propose to use audio
data in the distribution of these particles to improve the visual SMC-PHD filter in
terms of estimation accuracy and computational efficiency. The tracking accuracy of
the proposed algorithm is further improved by using a modified mean-shift algorithm,
and the extra computational complexity introduced by mean-shift is controlled with a
sparse sampling technique. For quantitative evaluation, both audio and video sequences
are required together with the calibration information of the cameras and microphone
arrays (circular arrays). To this end, the AV16.3 dataset is used to demonstrate the
performance of the proposed methods in a variety of scenarios such as occlusion and
rapid movements of the speakers.

Summary
The problem of detection and tracking of multiple moving speakers in indoor envi-
ronments using audio-visual (AV) modalities has attracted an increasing amount of
attention in the last decade due to its potential applications in e.g. automatic camera
steering in video conferencing, individual speaker discrimination in multi-speaker envi-
ronments, and surveillance and monitoring in security applications. Several challenges
are associated with AV tracking including fusion of multiple modalities, estimation of
the variable number of speakers and their states, and dealing with various conditions
such as occlusion, limited view of cameras, illumination change and room reverbera-
tion. This thesis aims to address part of these challenges under the Bayesian framework.
This leads to three main contributions summarised as follows. First, a novel approach
is proposed for combining audio and video modalities under the particle filter (PF)
framework. Audio information such as the direction of arrival (DOA) angles of the
audio sources is incorporated into the PF based visual tracking to reshape the typical
Gaussian noise distribution of particles in the propagation step and to weight the ob-
servation model in the measurement step. The proposed algorithm is further improved
to provide adaptive estimation of two critical parameters of the PF: the number of par-
ticles and noise variance. In regular implementation, these parameters are determined
in the initialization step by rule of thumb and are kept fixed, which makes the tracker
inconsistent in practice. With our approach, which is based on tracking error and the
area occupied by the particles in the image, the number of particles and noise variance
are estimated adaptively during the tracking process.
Next, a more realistic and complex scenario is considered where the number of speakers
varies with time. The random finite set (RFS) theory is employed here, due to its ability
to deal with a variable number of targets. A particle filter algorithm under the RFS
framework is devised for AV tracking. In the RFS approach, the computational cost
becomes expensive when the number of speakers increases. To address this problem,
the probability hypothesis density (PHD) filter, which is the first order approximation
of the RFS, is used together with its sequential Monte Carlo (SMC) implementation.
Unlike the single type of particles in generic particle filtering, in the SMC-PHD filter,
three different types of particles, namely surviving, spawned and born particles are used,
to model the state of the speakers and to jointly estimate the number of speakers with
their states. In our proposed AV-SMC-PHD algorithm, audio data is used to determine
when to propagate and re-allocate these particles based on their types. Finally, the AV-
SMC-PHD algorithm is further improved in its estimation accuracy and computational
efficiency. The mean-shift method is integrated in our AV tracking system to shift the
particles to a local maximum of the distribution function which moves the estimated
position closer to the ground truth position of the speaker. With the integration of the
mean-shift method, the tracking error in the proposed AVMS-SMC-PHD algorithm
is reduced. However, the computational cost is increased due to the application of
the mean-shift method to all the particles. To address this issue, a sparse sampling
technique is proposed which samples a small subset, named sparse particles, from the
source particles using one dimensional bins based on the KLD-Sampling algorithm. The
mean-shift method is applied only to the sparse particles rather than all the particles,
which reduces computational cost significantly.
Key words: Audio-visual speaker tracking, particle filter, adaptive particle filter,
random finite set, PHD filter, SMC implementation, multi-speaker tracking.
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O¨zet
Kapalı mekaˆnlarda c¸oklu hareketli konus¸macıların is¸itsel-go¨rsel (I˙G) modaliteleri kul-
lanarak tespiti ve takibi problemi son on yılda, video konferanslarında otomatik kam-
era yo¨nlendirilmesi, c¸oklu konus¸macı ortamlarında konus¸macının bireysel olarak ayırt
edilmesi, gu¨venlik uygulamalarında go¨zetleme ve izleme gibi potansiyel uygulamaların-
dan kaynaklı olarak giderek artan bir ilgi topladı. C¸es¸itli sorunlar I˙G takiple bag˘lantılı
olup bunlar, c¸oklu modalitelerin birles¸tirilmesi, deg˘is¸ken sayıdaki konus¸macıların sayısı-
nın ve durumlarının kestirimi, o¨rtu¨s¸me, sınırlı kamera go¨ru¨ntu¨su¨, ıs¸ık deg˘is¸imi ve oda
yankılanmaları gibi farklı kos¸ulların u¨stesinden gelinmesidir. Bu tez, sorunların bir
kısmını Bayes teorisi c¸erc¸evesinde ele almayı hedeflemis¸tir. Bu da as¸ag˘ıda o¨zetlenen u¨c¸
ana katkı bo¨lu¨mu¨nu¨n olus¸masını sag˘lamıs¸tır.
I˙lk olarak, is¸itsel ve go¨rsel modalitelerin parc¸acık su¨zgeci c¸erc¸evesi altında birles¸tirilmesi
ic¸in o¨zgu¨n bir yaklas¸ım o¨nerilmis¸tir. Ses kaynaklarının varıs¸ yo¨nu¨ ac¸ısı gibi is¸itsel
bilgileri parc¸acık su¨zgeci tabanlı go¨rsel takipte, parc¸acıkların tipik Gaussian gu¨ru¨ltu¨
dag˘ılımının yeniden s¸ekillendirilmesinde ve o¨lc¸u¨m adımında go¨zlem modelinin katsayıları-
nın gu¨ncellenmesinde kullanılmıs¸tır. O¨nerilen algoritma daha da gelis¸tirilerek parc¸acık
su¨zgecinin iki kritik parametresinin, parc¸acık sayısı ve gu¨ru¨ltu¨ varyansı, uyarlanabilir
kestirimi sag˘lanmıs¸tır. Alıs¸ılmıs¸ uygulamalarda, bu parametreler bas¸langıc¸ adımında
yaklas¸ık olarak belirlenir ve sabit tutulur ki bu izleyicinin pratikte istikrarsız olmasına
neden olmaktadır. Takip hatası ve parc¸acıkların resim u¨zerinde kapladıg˘ı alana dayalı
olan uyarlanabilir yaklas¸ımımızla, parc¸acık sayısı ve gu¨ru¨ltu¨ varyansı takip is¸lemi boyun-
ca uyarlanabilir olarak hesaplanmaktadır.
Sonrasında, daha gerc¸ekc¸i ve karmas¸ık bir senaryo olan konus¸macı sayısının zamanla
deg˘is¸mesi incelenmis¸tir. Rassal sonlu set teorisi deg˘is¸ken sayıdaki hedeflerle bas¸ etme
yeteneg˘i dolayısıyla burada uygulanmıs¸tır. I˙G takip ic¸in rassal sonlu set c¸erc¸evesi
altında parc¸acık su¨zgeci tasarlanmıs¸tır. Rassal sonlu set yaklas¸ımında, konus¸macı sayısı
artınca hesaplama maliyeti pahalı olmaktadır. Bu sorunu c¸o¨zmek ic¸in, rassal sonlu setin
birinci dereceden yakınsaması olan olasılıksal hipotez yog˘unlug˘u (OHY) su¨zgeci sıralı
Monte Carlo (SMC) uygulamasıyla birlikte kullanılmıs¸tır. Genel parc¸acık su¨zgecindeki
tek tip parc¸acık kullanımından farklı olarak, SMC-OHY su¨zgecinde u¨c¸ farklı; yani ha-
yatta kalan, c¸og˘almıs¸ ve dog˘ma, parc¸acıkları konus¸macıların durumlarını modellemek
ve konus¸macı sayısını durumlarıyla birlikte hesaplamak ic¸in kullanır. O¨nerdig˘imiz algo-
ritmada, I˙G-SMC-OHY, ses verisi parc¸acıkların c¸es¸idine go¨re ne zaman yayılacag˘ında
ve parc¸acıkların yeniden konumlandırılmasında kullanılmıs¸tır.
Son olarak, I˙G-SMC-OHY su¨zgecinin kestirim dog˘rulug˘u ve hesaplama verimlilig˘i daha
da gelis¸tirilmis¸tir. Ortalama kayma yo¨ntemi, parc¸acıkları dag˘ılım fonksiyonunun yerel
maksimumuna kaydırmak ic¸in I˙G takip sistemimizle bu¨tu¨nles¸tirilmesiyle kestirilen konum
konus¸macının gerc¸ek konumuna yaklas¸mıs¸tır. Ortalama kayma yo¨nteminin bu¨tu¨nles¸tiril-
mesiyle o¨nerdig˘imiz I˙GOK-SMC-OHY algoritmasının kestirim hatası du¨s¸u¨ru¨lmu¨s¸tu¨r.
Ancak, ortalama kaymanın tu¨m parc¸acıklara uygulanmasıyla hesaplama maliyeti de
artmıs¸tır. Bu soruna c¸o¨zu¨m bulmak ic¸in, KLD o¨rnekleme algoritmasına dayalı tek
boyutlu go¨zenek kullanarak esas parc¸acıklardan seyrek parc¸acık adında daha ku¨c¸u¨k
bir ku¨me o¨rnekleyen seyrek o¨rnekleme teknig˘i o¨nerilmis¸tir. Bo¨ylelikle, ortalama kayma
yo¨ntemi tu¨m parc¸acıklar yerine sadece sec¸ilen seyrek parc¸acıklara uygulanarak hesaplama
maliyeti o¨nemli o¨lc¸u¨de du¨s¸u¨ru¨lmu¨s¸tu¨r.
Anahtar Kelimeler: I˙s¸itsel-go¨rsel konus¸macı takibi, parc¸acık su¨zgeci, uyarlamalı
parc¸acık su¨zgeci, rassal sonlu set, OHY su¨zgeci, SMC uygulaması, c¸oklu konus¸macı
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Email: v.kilic@surrey.ac.uk
Acknowledgements
I could probably have written a full chapter which is of comparable size to the contri-
bution parts of this thesis to acknowledge those, who, in different ways, have helped
me in my PhD life at the University of Surrey.
First and foremost, Dr. Wenwu Wang, my supervisor, whose extremely experienced
and very kind way to provide guidance has been helpful in transforming my research
work into enjoyable endeavour during the period of my PhD study. His ongoing encour-
agement has motivated me strongly. I want to thank him very much also for helping
me in improving my writing skills. I feel very fortunate and grateful to have Dr. Wang
as a mentor and a friend.
I would like to thank Prof. Josef Kittler greatly for his beneficial guidance and con-
structive comments, from which I gained great insights into my research. Should you
meet him, you will see that a great intellectual can also be modest and humble. I also
would like to show my great thanks to Dr. Mark Barnard for his valuable ideas and
encouragement throughout this study.
I sincerely thank Prof. Mu¨s¸tak Erhan Yalc¸ın for his encouragement to opt for an
academic career. His endless motivation helped me to open a new page in my life.
I am grateful to the CVSSP staff, Elizabeth James, Anna Korzeniowska, and Katherine
Skinner, for helping me solve my administrative problems. I would like to also thank
our FEPS faculty that created this unique environment at the University of Surrey for
me and other students to study.
I have had many fun times with my friends at Surrey, particularly office friends, Jing
Dong, Zhenhua Feng, Patrik Huber, Guosheng Hu, Elissavet Chotzoglou, Qingju Liu,
and have benefited from the time I have spent with them.
I am most grateful to my close friends, lovely couple, Armin Mustafa and Gowhar Syeed
Shah who are always sister and brother to me. Their continuous support and great
interest let me feel that I am part of their family. I am certain it will continue to be so.
I also thank all my friends from Turkey, Go¨khan O¨ztu¨rk, Seda Durucasu, Behlu¨l
Odacılar, Serhat Oral, Ayc¸a C¸o¨lgec¸en, Fırat C¸o¨lgec¸en, Meltem Hu¨r Pembe, Okan
Pembe and Vildan I˙c¸lier who have supported and encouraged me during the years
of my PhD study.
Finally, I would like to express my deepest appreciation to my family: Muharrem Kılıc¸,
my father, whose vision and wisdom inspired me in life; Semiye Kılıc¸, my mother, whose
great strength enabled me to try harder at my problems; Hakan Kılıc¸, my brother,
whose trust encouraged me on all the way. I also wish to thank Cengiz Yıldırım,
I˙brahim Kılıc¸, Zennure Kılıc¸, O¨zlem Kılıc¸, O¨zge Kılıc¸, Buket Kılıc¸, Irmak Kılıc¸ for
their continuous support.
x
List of Figures
2.1 Steps of the particle filter . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 The RFS theory in multi-target tracking. . . . . . . . . . . . . . . . . . 22
2.3 An example for the PHD filter. . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Intuitive descriptions of the mean-shift . . . . . . . . . . . . . . . . . . . 24
2.5 Schematic diagram of particle filter based tracking. . . . . . . . . . . . . 25
2.6 Physical setup of the AV 16.3 corpus. . . . . . . . . . . . . . . . . . . . . 40
2.7 Some frames from the AV 16.3 dataset. . . . . . . . . . . . . . . . . . . . 42
3.1 The SSM method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Failure in Visual PF after occlusion for single speaker. . . . . . . . . . . 53
3.3 Failure in Visual PF after occlusion for multi-speaker. . . . . . . . . . . 53
3.4 Schematic diagram of the proposed AV particle filter. . . . . . . . . . . 54
3.5 Distribution of particles with DOA line. . . . . . . . . . . . . . . . . . . 55
3.6 The steps of the AV-PF algorithm. . . . . . . . . . . . . . . . . . . . . . 57
3.7 Single speaker occlusion in AV-PF. . . . . . . . . . . . . . . . . . . . . . 58
3.8 Mapping tables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.9 Occupied area by the particles. . . . . . . . . . . . . . . . . . . . . . . . 61
3.10 The cumulative beta distribution function for different α and β values. . 63
3.11 Frames of Sequence 11 camera #3 from comparison of the V-PF and
AV-PF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.12 Error plots for Sequence 11 camera #3 . . . . . . . . . . . . . . . . . . . 68
3.13 Error plots for Sequence 11 camera #1 and Sequence 24 camera #1 . . 69
3.14 Frames of Sequence 24 camera #1 from comparison of the V-PF and
AV-PF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
xi
xii List of Figures
3.15 Frames of Sequence 40 camera #1 from comparison of the V-PF and
AV-PF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.16 Frames of Sequence 45 camera #2 from comparison of the V-PF and
AV-PF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.17 Error plots for Sequence 40 camera #1 and Sequence 45 camera #2. . . 72
3.18 Average error comparison between the V-PF and AV-PF algorithms for
a variable number of particles N . . . . . . . . . . . . . . . . . . . . . . . 74
3.19 The comparison between the AV-A-PF and AV-PF. . . . . . . . . . . . 76
3.20 The comparison between the AV-A-PF algorithm and KLD-sampling in
single speaker tracking. . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.21 The comparison between the AV-A-PF algorithm and KLD-sampling in
multi-speaker tracking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.1 Distribution of 50 particles for the visual and audio-visual cases. . . . . 85
4.2 Tracking results of the Visual RFS-PF and the proposed AV RFS-PF in
Sequence 30 camera #2. . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3 Comparison of the Visual RFS-PF and the proposed AV RFS-PF in
estimation of the number of active speakers for Sequence 30 camera #2. 100
4.4 Position estimates of the Visual RFS-PF and proposed AV RFS-PF
trackers for Sequence 30 camera #2. . . . . . . . . . . . . . . . . . . . . 101
4.5 Tracking results of the Visual RFS-PF and proposed AV RFS-PF in
Sequence 25 camera #3. . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6 Comparison of the Visual RFS-PF and proposed AV RFS-PF in estima-
tion of the number of active speakers for Sequence 25 camera #3. . . . 102
4.7 Position estimates of the Visual RFS-PF and proposed AV RFS-PF
trackers for Sequence 25 camera #3. . . . . . . . . . . . . . . . . . . . 102
4.8 Performance comparison of the Visual RFS-PF and proposed AV RFS-
PF in terms of the OSPA error. . . . . . . . . . . . . . . . . . . . . . . . 102
4.9 Computational cost measurement of the V-SMC-PHD and the proposed
AV-SMC-PHD filter in Sequence 24 camera #1 and Sequence 45 camera
#3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.10 Performance comparison of the V-SMC-PHD and proposed AV-SMC-
PHD for Sequence 24 camera #1. . . . . . . . . . . . . . . . . . . . . . . 105
4.11 Comparison of the V-SMC-PHD and the proposed AV-SMC-PHD filters
in estimation of the number of speakers for Sequence 24 camera #1. . . 106
4.12 Position estimates of the V-SMC-PHD and the proposed AV-SMC-PHD
filters for Sequence 24 camera #1. . . . . . . . . . . . . . . . . . . . . . 106
List of Figures xiii
4.13 Performance comparison of the V-SMC-PHD and proposed AV-SMC-
PHD for Sequence 45 camera #3. . . . . . . . . . . . . . . . . . . . . . . 107
4.14 Comparison of the V-SMC-PHD and the proposed AV-SMC-PHD filters
in number of speakers estimation for Sequence 45 camera #3. . . . . . . 107
4.15 Performance comparison of the V-SMC-PHD and the proposed AV-
SMC-PHD filters in terms of the OSPA-T error. . . . . . . . . . . . . . 108
4.16 Variation of scale value and OSPA-T error for the proposed AV-SMC-
PHD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.17 The contribution of OSPA components to the final error. . . . . . . . . . 110
5.1 Tracking scheme of the improved tracking system via the integration of
the mean-shift, particle and PHD filters. . . . . . . . . . . . . . . . . . . 115
5.2 Basic mean-shift process is illustrated. A single hypothesis is shifted
from base to the peak of the distribution function. . . . . . . . . . . . . 117
5.3 Saddle point in multi density distribution. . . . . . . . . . . . . . . . . . 118
5.4 The mean-shift process for the particles. . . . . . . . . . . . . . . . . . . 120
5.5 The sparse sampling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.6 Error sensitivity with respect to ζ in the mean-shift process. . . . . . . 127
5.7 Error change with respect to the iteration number in the mean-shift
process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.8 Performance comparisons of the V-SMC-PHD, AV-SMC-PHD and AVMS-
SMC-PHD for Sequence 24 camera #1 and Sequence 45 camera #3. . . 129
5.9 Mean absolute OSPA-T errors of the V-SMC-PHD, AV-SMC-PHD and
AVMS-SMC-PHD for Sequence 24 camera #1 and Sequence 45 camera
#3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.10 Average errors of the V-SMC-PHD, AV-SMC-PHD and AVMS-SMC-
PHD for Sequence 24 camera #1 and Sequence 45 camera #3 . . . . . . 131
5.11 The sensitivity of error to parameter τ . . . . . . . . . . . . . . . . . . . 134
5.12 Computational cost comparison between the V-SMC-PHD, AV-SMC-
PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD filters. . . . . . . 135
5.13 Performance comparisons of the V-SMC-PHD, AV-SMC-PHD, AVMS-
SMC-PHD and sparse-AVMS-SMC-PHD for Sequence 24 camera #1 and
Sequence 45 camera #3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.14 Comparison of the V-SMC-PHD, AV-SMC-PHD, AVMS-SMC-PHD and
sparse-AVMS-SMC-PHD using mean absolute OSPA-T error. . . . . . . 136
5.15 Performance comparison of the V-SMC-PHD, AV-SMC-PHD, AVMS-
SMC-PHD and sparse-AVMS-SMC-PHD with bar plots. . . . . . . . . . 137
A.1 Audio detection and localization results. . . . . . . . . . . . . . . . . . . 147
xiv List of Figures
List of Tables
3.1 Curve fitting coefficients of the mapping table for the proposed AV-A-PF. 62
3.2 Description of sequences used for experiments . . . . . . . . . . . . . . . 66
3.3 Experimental results for V-PF and proposed AV-PF. . . . . . . . . . . . 71
3.4 Experimental results with TBM, MOT and MAE metrics for V-PF and
proposed AV-PF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5 Experimental results for KLD-sampling and proposed AV-A-PF. . . . . 80
3.6 Experimental results with TBM, MOT and MAE metrics for KLD-
sampling and proposed AV-A-PF. . . . . . . . . . . . . . . . . . . . . . . 80
4.1 Experimental results for Visual RFS-PF and proposed AV RFS-PF . . . 103
4.2 Experimental results for V-SMC-PHD and the proposed AV-SMC-PHD 110
4.3 Experimental results for V-SMC-PHD, the proposed AV-SMC-PHD, Vi-
sual RFS-PF and the proposed AV RFS-PF. . . . . . . . . . . . . . . . 111
5.1 Experimental results for V-SMC-PHD, AV-SMC-PHD and AVMS-SMC-
PHD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2 Experimental results for V-SMC-PHD, AV-SMC-PHD, AVMS-SMC-PHD
and sparse AVMS-SMC-PHD. . . . . . . . . . . . . . . . . . . . . . . . . 138
5.3 Comparison of tracking results in terms of Wasserstain distance. . . . . 139
B.1 Full descriptions of experimental results with TBM and MOT metrics
for V-PF and proposed AV-PF. . . . . . . . . . . . . . . . . . . . . . . . 149
B.2 Full descriptions of experimental results with TBM and MOT metrics
for KLD-sampling and proposed AV-A-PF. . . . . . . . . . . . . . . . . 150
xv
xvi List of Tables
List of Algorithms
2.1 V-PF tracking algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Proposed AV-PF algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Proposed AV-A-PF algorithm. . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1 RFS-PF algorithm for multi-speaker tracking. . . . . . . . . . . . . . . . 92
4.2 Proposed AV-SMC-PHD filtering algorithm. . . . . . . . . . . . . . . . . 98
5.1 MS function for the mean-shift iteration. . . . . . . . . . . . . . . . . . . 119
5.2 Proposed AVMS-SMC-PHD filtering algorithm. . . . . . . . . . . . . . . 121
5.3 SS function for sparse sampling. . . . . . . . . . . . . . . . . . . . . . . . 125
5.4 Proposed sparse-AVMS-SMC-PHD filtering algorithm. . . . . . . . . . . . 126
xvii
xviii LIST OF ALGORITHMS
Contents
List of Figures x
List of Tables xiii
List of Algorithms xv
1 Introduction 1
1.1 Speaker Tracking Problem and Motivation . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Literature Survey and Background Knowledge 9
2.1 Tracking Modalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Visual Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Audio Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Audio-Visual Speaker Tracking . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Tracking Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Particle Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.2 KLD Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 Random Finite Set . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.4 PHD Filtering with SMC Implementation . . . . . . . . . . . . . 32
2.3.5 Mean Shift Tracking . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Relevant Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
xix
xx Contents
3 Audio Assisted Robust Visual Tracking with Adaptive Particle Fil-
tering 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Audio Detection and Localization . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Particle Filter Based Audio Constrained Visual Tracking Algorithm . . 52
3.4 Improved AV Tracking with Adaptive Particle Filter . . . . . . . . . . . 59
3.5 Experimental Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5.1 Visual PF vs. Audio-Visual PF . . . . . . . . . . . . . . . . . . . 67
3.5.2 Audio-Visual PF vs. Audio-Visual A-PF . . . . . . . . . . . . . . 75
3.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4 Tracking a Variable Number of Speakers 83
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 RFS Multiple Speaker Tracking . . . . . . . . . . . . . . . . . . . . . . 86
4.2.1 Visual Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2.2 Audio Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.3 Particle Filter Implementation of RFS . . . . . . . . . . . . . . . 89
4.3 Particle PHD Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.1 Colour Likelihood Model . . . . . . . . . . . . . . . . . . . . . . 94
4.3.2 Proposed AV-SMC-PHD Filtering . . . . . . . . . . . . . . . . . 95
4.4 Evaluation Results and Analysis . . . . . . . . . . . . . . . . . . . . . . 97
4.4.1 Visual RFS-PF vs. AV RFS-PF . . . . . . . . . . . . . . . . . . 99
4.4.2 Proposed AV-SMC-PHD . . . . . . . . . . . . . . . . . . . . . . . 103
4.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5 Sparse Sampling for Mean-Shift Based SMC-PHD Filtering 113
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2 Improved AV Tracking with Mean Shift Based SMC-PHD Filtering . . . 116
5.3 Computational Cost Refinement with Sparse Particles . . . . . . . . . . 122
5.4 Experimental Results and Analysis . . . . . . . . . . . . . . . . . . . . . 125
5.4.1 AVMS-SMC-PHD . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.4.2 Sparse-AVMS-SMC-PHD . . . . . . . . . . . . . . . . . . . . . . 132
5.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Contents xxi
6 Conclusions and Future Research 141
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.1.1 Audio Assisted Robust Visual Tracking with Adaptive Particle
Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.1.2 Tracking a Variable Number of Speakers . . . . . . . . . . . . . . 142
6.1.3 Sparse Sampling for Mean-Shift Based SMC-PHD Filtering . . . 143
6.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
A Audio Detection and Localization Results 147
B Detail Analysis of Performance Metrics 149
C List of Acronyms, Nomenclature and Glossary 151
D List of Publications 159
References 161
xxii Contents
Chapter1
Introduction
This introductory chapter first presents tracking problems and motivation of this thesis
in Section 1.1. Then, Section 1.2 specifies our contributions of the work. Finally, outline
of the thesis is given in Section 1.3.
1.1 Speaker Tracking Problem and Motivation
Speaker tracking in enclosed spaces has received much interest in the fields of com-
puter vision and signal processing, driven by applications such as automatic camera
steering in video conferencing [78], individual speaker discriminating in multi-speaker
environments [127], acoustic beamforming [143], audio-visual speech recognition [103],
video indexing and retrieval [95], human-computer interaction [118], and surveillance
and monitoring [51] in security applications. However, speaker tracking is a challenging
task in real life scenarios as several distinctive issues influence the tracking process such
as, estimation of the variable number of speakers and their states, and dealing with
various conditions such as occlusion, limited view of cameras, illumination change and
room reverberations.
One approach to overcome these challenges is to use multi-modal information, as it
provides additional observations about the state of the speaker compared to single-
modal tracking. Speaker tracking is a relevant problem to the field of multi-modal
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target tracking. The multi-modal information used for tracking can be collected by
sensors such as audio, video, thermal vision, laser range finders and RFID [3], [48]. In
speaker tracking, audio and video sensors are widely applied compared to others, for
their easier installation, cheaper cost, and more data processing tools. Here, we also
apply audio and video data in our tracking system.
Early efforts in speaker tracking often use either visual only or audio only data despite
the fact that both audio and visual information are readily available in many real
world scenarios. The method of video-only tracking [109], [130] is generally reliable
and accurate when the targets are in the camera field of view, but limitations are
introduced when the targets are occluded by other speakers, when they disappear from
the camera field of view, or the appearance of the targets or illumination is changed [56],
[66]. Audio tracking [37], [104], [108] is not restricted by these limitations, however,
audio data is intermittent over time and may be corrupted by background noise and
room reverberations, which may introduce non-negligible tracking errors. In addition,
spatial resolution (tracking resolution in the world space) of audio is in general worse
than that of video. Using both audio and visual data has the potential to improve
the tracking performance in the case that either modality is unavailable or both are
corrupted.
Earlier techniques were designed to track one person in a static and controlled envi-
ronment. However, theoretical and algorithmic advances together with the increasing
capability in computer processing have led to the emergence of more sophisticated
techniques for tracking in dynamic and less controlled (or natural) environments with
multiple speakers [6], [43] and [66]. The type of sensors used to collect the measure-
ments is also evolving from single- to multi-modal.
To use multi-modal information generated by these sensors, several approaches have
been proposed which can be categorized into two methods as one is deterministic and
data-driven while the other is stochastic and model-driven [125], [152]. Deterministic
approaches are often considered as an optimization problem by minimizing an appropri-
ate cost function. The definition of the cost function is an important issue. A common
method in the literature is mean-shift [26], [29] method where the cost function is de-
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fined in terms of colour similarity measured by Bhattacharyya distance. The stochastic
and model-driven approaches use a state-space approach based on the Bayesian frame-
work which is suitable for processing multi-modal information [45]. The particle filter
(PF) is one of the popular stochastic approaches, which became widely used in tracking
after being proposed by Isard and Blake [55].
To track speaker with multi-modalities, data association methods such as joint prob-
ability data association (JPDA) or multiple hypothesis tracking (MHT), are needed
to run with PF [115] which results in an increased computational cost. Here, a novel
approach is proposed in Chapter 3 for combining audio and video modalities under the
PF framework. The key idea is to integrate the audio and visual modalities in the steps
of the PF framework, rather than performing any a priori data fusion algorithm.
The PF also has some limitations in its computational complexity. The samples (par-
ticles) used in PF are weighted in order to approximate the filtering distributions. The
quality of the sample based representation rises with the number of particles, N . A
key question is: How many particles should be used for a specific estimation problem.
In most cases, the choice is made experimentally and users tend to choose N as large
as possible to get accurate results, leading to an increased computational cost.
Adaptive particle filtering (A-PF) approaches have therefore been proposed in [24], [42]
and [122] to address these problems and to find the optimal N for the PF to use. An
early and popular approach, i.e. KLD-Sampling, was proposed by Fox in [42]. This
approach aims to bound the error introduced by the sample-based representations of
the PF using the Kullback-Leibler divergence between Maximum Likelihood estimates
(MLE) of states and the underlying distribution to optimize the number of particles.
Specifically, this method is applied to a mobile robot localization problem, where the
initial set of particles is generally very large. However, it is not clear how to apply
this approach to more general particle filters that provide posterior-based estimates
rather than MLE. Moreover, it is assumed that the true posterior is given by a discrete
constant piecewise distribution such as a multi-dimensional histogram bins, but the
characteristics of robot localization (e.g., binning of the state space) might not be valid
in other situations.
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Another parameter in a PF that is often fixed is the noise variance (σ2) which has a
critical role in the distribution of particles. This role makes the determination of σ2
crucial so it should not be chosen randomly or empirically since incorrectly chosen σ2
may lead to the use of a greater N than actually needed. Therefore, we aim to design
an A-PF approach that involves dynamic estimation of σ2 in order to find the optimal
N . In this thesis, we propose an AV-A-PF algorithm in Chapter 3, which is based on
our previous AV-PF algorithm. We show the efficiency of our algorithm in single and
multi-speaker tracking in comparison with the KLD-Sampling algorithm.
The generic PF applied to multi-speaker AV tracking is often under the assumption
that the number of speakers is known and invariant. In a practical tracking environ-
ment, however, the speakers to be captured by the audio-visual sensors may appear
or disappear in a random manner. As a result, the number of speakers that can be
observed from the audio-visual measurements may vary with time. We relax the above
assumption and focus on the problem of tracking a variable number of speakers based
on the AV data, where the variable number of speakers and their states are jointly es-
timated in a multi-speaker environment. A Bayesian tracking framework based on the
random finite set (RFS) formulation [85], [87], [136] is used to deal with the unknown
and variable number of speakers. Our work is based on the PF implementation of the
RFS presented in [80] and [151]. Different from [80] and [151], the RFS approach is
extended in Chapter 4 to deal with both audio and visual measurements. We show
in our experiments that, with this new extension, the proposed AV tracking system is
able to track reliably a variable number of speakers in challenging scenarios including
occlusion.
One issue with the RFS is that its computational complexity grows exponentially as the
number of speakers increases since the complexity order of the RFS is O(MΞ) where
M is the number of measurements and Ξ is the number of speakers. To overcome this
problem, the RFS is replaced with the PHD filtering [85] approach which is the first
order approximation of the RFS with the complexity order O(MΞ). This framework
has recently emerged and it has been found to be promising for multi-speaker tracking
[87]. The sequential Monte Carlo (SMC) implementation [135] is introduced to obtain
practical solutions of the PHD filter.
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Our studies are further extended to improve estimation accuracy and computational
efficiency of the tracking system. In that sense, we introduce the mean-shift method to
our audio-visual tracking system in order to combine the merits of both stochastic and
deterministic tracking approaches in a unified framework using the SMC-PHD filter.
The mean-shift iteration is run on the particle set to pull the centre of the particle
distribution towards the target centre. This leads to improvement in estimation accu-
racy as observed in our experiments shown in Chapter 5. However, applying mean-shift
method to all the particles increases the computational cost considerably. Therefore, a
sparse-sampling technique is proposed which generates a small set of particles, called
sparse particles, from original particles set, based on KLD-Sampling algorithm. It is
integrated in the proposed algorithm to choose the sparse particles for the mean-shift
iteration.
All the methods proposed throughout this thesis are extensively evaluated under differ-
ent scenarios of multi-speaker tracking using the AV 16.3 dataset and the results show
the advantage of the proposed methods over the existing and baseline methods.
1.2 Contributions
The major contributions of this thesis are summarised as follows:
(1) We propose a new algorithm for joint AV tracking based on the PF. In this algo-
rithm, AV-PF, the direction of arrival angles (DOAs) of the sources, estimated from
microphone recordings are used to reshape the distribution of the particles in the prop-
agation step and to weight the observation model in the measurement step of the visual
tracker. We show in our experiments that incorporating audio information in this way,
not only addresses the occlusion problem, a challenging scenario in visual tracking, but
also significantly reduces the number of particles required in visual tracking to robustly
model the distribution of the particles and the estimation of the state vector.
This approach is further improved by solving a typical problem associated with the
PF. It has been observed that the efficiency and accuracy of the PF usually depend
on the number of particles and noise variance. Both of these parameters are normally
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specified beforehand and are kept fixed in the regular implementation of the PF. To
address these problems, the proposed AV-PF algorithm is extended to adapt both the
number of particles and noise variance based on tracking error and the area occupied
by the particles in the image.
(2) A more realistic and complex scenario is considered where the number of speakers is
unknown and changing with time. The random finite sets framework is taken to repre-
sent the multi-target states and measurements and to propagate multi-target posterior
for multi-target filtering. We extend the RFS theory for multi-modal data and devise
a particle filtering algorithm under the RFS framework for AV tracking. However, the
computational complexity increases exponentially as the number of speakers increases
in the RFS. This motivates the use of approximations such as the first-order moment
method, which leads to the PHD filter, providing a computationally cheaper alterna-
tive, but theoretically sound, solution. The particle filter implementation of the PHD
filter, the SMC-PHD filter, is developed to handle a variable number of speakers. The
SMC-PHD filter employs surviving, spawned and born particles to model the state of
the speakers and jointly estimates the variable number of speakers with their states.
The born particles play a critical role in the detection of new speakers, which makes it
necessary to propagate them in each frame. However, this increases the computational
cost of the visual tracker. Here, we propose an algorithm, named AV-SMC-PHD, to
use audio data to determine when to propagate the born particles and to re-allocate
the surviving and spawned particles.
(3) Our investigations are extended to optimise the proposed AV-SMC-PHD filtering
algorithm aiming at improving its estimation accuracy and computational efficiency.
To improve the estimation accuracy, the mean-shift method is incorporated into the
SMC-PHD filter to shift the particles toward a close local maximum, leading to the
AVMS-SMC-PHD filter algorithm which reduces tracking error significantly. However,
applying mean-shift method to all the particles increases the computational cost. In
that sense, we propose a “sparse particle” concept. The sparse particles are selected
from the set of all the particles using one dimensional bins based on the KLD-Sampling
algorithm in order to apply the mean-shift method only to the selected particles rather
than all the particles which reduces the computation cost significantly. The performance
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of all the proposed approaches is extensively studied under different scenarios of multi-
speaker tracking. It compares favourably with the existing tracking techniques.
1.3 Outline of the Thesis
The thesis is organised as follows: The background knowledge and a literature review
of the related work are introduced in Chapter 2. Audio-visual modalities, datasets
and performance metrics used throughout the thesis are described in detail. Chapter 3
presents our proposed audio-visual particle filter (AV-PF) algorithm and our proposed
audio-visual adaptive particle filter (AV-A-PF) algorithm. In Chapter 4, tracking of
a variable number of speakers is discussed. Both the RFS theory and the PHD filter
are examined in multi-speaker tracking. The proposed AV-PF algorithm is combined
with the PHD filter to propose the AV-SMC-PHD filtering algorithm. In Chapter 5,
mean-shift and sparse sampling are integrated in the proposed AV-SMC-PHD filtering
algorithm for further improvement. Chapter 6 concludes the thesis with recommenda-
tions for future work. Lists of acronyms and mathematical symbols are also appended,
to improve readability of the thesis.
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Chapter2
Literature Survey and Background
Knowledge
This chapter firstly introduces the modalities that can be used in speaker tracking
in Section 2.1. Section 2.2 and Section 2.3 present a review of the various methods
relevant to AV speaker tracking problems in the literature. In addition, the baseline
methods, namely particle filtering, KLD-Sampling, random finite set, PHD filtering and
mean-shift, used throughout this thesis, are discussed in detail. Section 2.4 reviews the
datasets adopted for the evaluation of tracking algorithms. A number of performance
metrics proposed in the literature to measure the performance of multi-target tracking
methods are discussed in Section 2.5. Finally, closing remarks are given in Section 2.6.
2.1 Tracking Modalities
2.1.1 Visual Cues
Visual tracking of a target in an image sequence is a difficult task in real life scenarios, as
the illumination conditions may vary and the target may be occluded by background
objects or may perform fast and complicated movements [154]. To overcome these
problems, several visual features, i.e., colour, texture, contour and motion [146] are
used in existing tracking systems.
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A very intuitive approach to target tracking is to use colour features. Colours are
commonly used in tracking as they provide an additional source of information to
distinguish targets and object of interests. Different approaches have been proposed to
track the target with colour. A colour mixture model is employed based on a Gaussian
distribution to perform tracking and segmentation in [106]. A tracking algorithm using
an adaptive mixture model is then developed in [90]. Using colour information, the
target can be easily detected and tracked as long as the representative colours of the
target is sufficiently distinct from others or the background. In that sense, the colour
models of the target need to be learned either beforehand, in a separate initialization
step [66], or for each new initialized track. In addition, the appearance of colours may
be influenced by ambient or local changes in lighting [7].
Another intuitive approach in tracking is to use contour-based methods which track
the target contour by employing shape matching or contour-evolution techniques [148].
In representing the contours, active models can be used such as snakes, B-splines, and
geodesic active contours, or meshes [141]. One general problem in target tracking is
occlusion of the target by objects or other targets. To handle occlusion, only the contour
of the upper body can be detected [91] and tracked [8] instead of tracking the contour
of the whole bodies. This helps to detect a new person since the front and back view
of the upper bodies are distinctive for different people.
One commonly used cue is texture which is a measure of the intensity variation of a
surface which quantifies properties such as smoothness and regularity [38], [119], [142].
The texture feature is studied with Gabor wavelet in [88]. The Gabor filters can be
used as orientation and scale tunable edge and line detectors, and the statistics of these
micro-features in a given region are mostly used to characterize the underlying texture
information [147]. Recently, local patterns of image have received increasing interest for
better detection and recognition. Local patterns that are binarized with an adaptive
threshold, provide promising results on various topics, such as face detection and image
classification. The Local Binary Patterns (LBP) method was proposed in [97]. It is
an efficient texture descriptor defined as a grey-scale invariant texture measure. An
advantage of the LBP is its tolerance to illumination changes.
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Another cue used in tracking, especially in indoor environments, is motion which is a
very strong cue of human presence. This cue can be extracted by using foreground
detection. A simple method of foreground detection is to compute the difference frame
by frame. Although it has been used in multi-modal tracking systems [99], it fails when
the person is stationary since it does not provide any foreground information.
The Scale Invariant Feature Transform (SIFT) [79] is also widely used as a feature in
tracking applications. It transforms image data into scale-invariant coordinates relative
to local features. The SIFT extracts distinctive invariant features from images and
affords reliable matching between different views of an object. The SIFT feature is
invariant to translation, rotation, scaling, clutter, lighting and occlusion. In addition,
it is robust for matching across a substantial range of affine distortions, change in
3D viewpoint, addition of noise, and change in illumination. The features are mostly
distinctive which allow a single feature to be correctly matched with high probability
against a large database of features from an image database that includes many images.
However, the SIFT matching rate and recognition performance can be dramatically
decreased in noisy environments with non-rigid targets [58].
Among the visual cues explained above, colour cues have been used throughout this
thesis due to their easy implementation and low complexity. Colour information is used
by taking the histogram of possible targets at the initialization step as reference images
and then using them in detection and tracking of the target. In the literature, the RGB
or HSV colour histogram model is commonly used [120]. In our study, HSV is chosen
since it is observed to be more robust to illumination variation.
2.1.2 Audio Cues
Despite the fact that a variety of audio information could be used such as sound source
localization (SSL) and time delay estimation (TDE), as a proof of concept, the DOA
angle is used here which is more feasible in audio processing from the circular micro-
phone array in an indoor environment, employed for collecting the dataset used in our
experiments.
The audio source localization methods can be classified into three categories [14],
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namely, steered beamforming, superresolution spectral estimation, and time-delay es-
timation. Beamformer-based source localization provides comparatively low resolution
and requires a search over a highly nonlinear surface [104]. In addition, it is compu-
tationally expensive which may not have good performance for real-time applications.
Super-resolution spectral estimation methods are not well suited for locating a mov-
ing speaker as it is assumed that the speaker location is fixed for a number of frames
[34]. In fact, the location of a moving speaker can change dramatically from frame to
frame. In addition, these methods are not robust to modelling errors caused by room
reverberation, and are usually computationally expensive [13], [104]. The time delay
of arrival (TDOA) based location estimators estimate the relative time-delay between
the wave-front arrivals at microphone positions in order to determine the location of
the speaker. It has an advantage, as compared with the other two methods, because of
its direct connection with the location of the speaker and its computational efficiency.
The DOA estimation is found similarly to the TDOA estimation problem as the DOA
is estimated by first determining the TDOA between the different microphones in the
array. The estimation of source locations highly depends on the quality of the DOA
measurements and there exist many DOA estimation techniques such as the coherent
signal subspace (CSS) [137] and the MUSIC algorithm [113] differing mainly on how to
deal with background noise, reverberation and possible movement of the sources [104].
Estimation quality of the DOA is mostly influenced by the following three factors
[105]. The first one is the spectral content of the speech segment used to derive the
DOA. An utterance is the combination of a succession of high-energy and low-energy
segments interspersed with silence parts. Both the low-energy speech and silence parts
are sensitive to background noise and are prone to erroneous DOA measurements. Next
is the reverberation level of the room which causes the spurious measurements due to
reflections from the walls and objects within the enclosure. The third one is the array
position with respect to the speakers, and also the number of simultaneous sources
present in the receptive field and their relative positioning.
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2.2 Audio-Visual Speaker Tracking
Speaker tracking is a key part of multimedia applications which helps us to determine
the speaker trajectories and analyse the behaviour of speakers. Speaker tracking can
be achieved with the use of audio-only, visual-only or audio-visual information.
Recently, some approaches for speaker tracking based on audio-only information have
been proposed [37], [80], [96], [101], [104], [136]. An audio-based fusion scheme was
presented in [104] to detect multiple speakers. The location estimates from multiple
microphone arrays are fused to determine the same speaker state. Separate KFs are
used for all the individual microphone arrays for the location estimation and the proba-
bilistic data association technique is used with an interacting model to deal with motion
of the speaker and measurement uncertainty. One problem in [104] is that it cannot
handle the tracking problem for a time-varying number of speakers. To track an un-
known and time varying number of speakers, Ma et al. [80], [136] proposed an approach
based on random finite set. The RFS theory and SMC implementation are employed
to develop the Bayesian RFS filter which tracks the time-varying number of speakers
and their states simultaneously. The random finite set theory is capable of dealing
with a time varying number of speakers, but the maximum number of speakers that
can be handled is limited as its computational complexity grows exponentially with the
number of speakers. Pham et al. [101] proposed a cardinalized PHD filter, which is
the first-order approximation of the RFS, to alleviate the computational cost caused
by the number of speakers. TDOA measurements from microphone pairs are fused by
using asynchronous sensor fusion with the CPHD filter to obtain the positions of the
speakers. Fallon et al. [37] proposed a methodology to track an unknown and time-
varying number of speakers based on the concept of an existence grid which detects
active regions before tracking. Nguyen et al. [96] used a time-frequency method and
the PHD filter to localize and track simultaneous speakers. The multiple speakers are
located based on the time-frequency method which uses an array of three microphones,
then the PHD filter is applied to the localization results as post-processing to deal with
miss-detection and clutter.
Speaker tracking with multi-modal information has also received much attention and
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many approaches have been developed in the past decade using audio-visual informa-
tion [6], [8], [20], [45], [46], [52], [54], [118], [127], [128], [133], given the complementary
characteristics of each modality. Generally speaking, the differences among these exist-
ing works arise from the overall objective like tracking single versus multiple speakers
and the specific detection/tracking framework. None of the above works can handle
the problems addressed here at the same time under one framework: multiple speakers,
simultaneous speakers, unknown and time varying number of speakers.
Beal et al. [6] have used graphical models to fuse audio-visual measurements to track
a moving speaker in a cluttered, noisy environment. Audio and video observations are
modelled jointly by computing their mutual dependencies and the model parameters
are learnt using the expectation-maximization algorithm from a sequence of audio-
visual data. Talantzis et al. [127], [128] proposed to use a hierarchical Kalman filter
structure to track people in a three-dimensional space using multiple microphones and
cameras. Two separate local Kalman filters are applied for audio and video streams,
and then the outputs of these two local filters are fused under one global Kalman filter.
Unlike Talantzis et al. [127, ] Vermaak et al. [133] used particle filters to estimate the
predictions from audio- and video-based measurements and the fusion of audio-visual
information is performed at the feature level. In other words, the independent particle
coordinates from the features of both modalities are fused to track the speaker. These
works [6], [127], [128], [133] have concentrated on the single speaker case which cannot
directly handle the tracking problem for multiple speakers.
Bernardin et al. [8] presented two multi-modal systems for the tracking of multiple
persons. To detect speech and determine active speaker positions, a joint probabilistic
data association filter is used. For visual features, two systems are used where the first
is a particle filter using foreground, colour, upper body detection and person region
cues from multiple camera images and the other is a blob tracker using only a wide
angle overhead view. Then, acoustic and visual tracks are fused using a finite state ma-
chine. However, unlike Bernardin et al. [8], Perez et al. [45], [46] proposed a particle
filtering framework which incorporates the audio and visual detections into the particle
filtering framework using an observation model. Their probabilistic framework allows
one to track multiple people jointly with their speaking activity which is based on a
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mixed-state dynamic graphical model defined on a multi-person state-space. Heuer et
al. [52] also presented a particle filter based multi-modal fusion approach that a sin-
gle speaker can be identified in the presence of multiple visual observations. To fuse
multiple observations and modalities, Gaussian mixtures model was adopted to their
approach. Unlike [8], [45], [46] and [52], Shivappa et al. [118] did not use particle fil-
tering framework and proposed hidden Markov model based iterating decoding scheme
to fuse audio and visual cues for localization and tracking of persons. Although these
works [8], [45], [46], [52] and [118] are capable for multiple speaker tracking, they can-
not deal with unknown and time-varying number of speakers. Also, their models can
detect only single speaking activity rather than simultaneous speaking activity from
multiple people.
To the best of our knowledge, the closest works to ours are [20] and [54], both are based
on the Bayesian framework and can handle varying number of speakers tracking. The
particle filter is employed in [20], and observation likelihoods based on both audio and
video measurements are derived to use in the estimation of weights of the particles, and
then the number of people is calculated using weights of these particles. In [54], the RFS
theory based on multi-Bernoulli approximations is used to integrate audio and visual
cues with sequential Monte Carlo implementation. The nature of the random finite set
formulation supports their framework to handle varying number of targets tracking.
However, they cannot deal with simultaneous speaking activity from multiple speakers.
Our work presented in Chapters 4 and 5 substantially differs from existing works in
AV multi-speaker tracking with respect to the capabilities for dealing with multiple
speakers, simultaneous speakers, unknown and time varying number of speakers.
2.3 Tracking Algorithms
This section presents a brief review of the literature in tracking algorithms relevant to
this thesis. This includes visual and audio-visual tracking algorithms from computer
vision and multimedia, Bayesian statistical methods and nonlinear filtering approaches
from statistics and signal processing.
As we mentioned earlier in Chapter 1, the search paradigms in tracking are categorized
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into two methods as one is stochastic and model-driven while the other is deterministic
and data-driven [125]. The stochastic and model-driven approaches use a state-space
approach based on the Bayesian framework, for example, the Kalman filter (KF) for
linear motion and sensor models [4], extensions of KF for the nonlinear models using
the first order Taylor expansion including the decentralized Kalman filter (DKF) [124],
[128] and extended Kalman filter (EKF) [47], [89], and the PF for nonlinear and non-
Gaussian models [3]. In comparison to the KF and EKF approaches, the PF approach
is more robust for nonlinear models as it can approach the Bayesian optimal estimate
with a sufficiently large number of particles [3]. It has been widely employed for speaker
tracking problems [20], [45], [133]. For example, in [45] and [133], the PF is used to fuse
object shapes and audio information. In [20], independent audio and video observation
models are fused for simultaneous tracking and detection of multiple speakers. One
challenge in using PF, however, is to choose an appropriate number of particles. An
insufficient number may lead to particle impoverishment (a loss of diversity among the
particles) while a larger number (than required) will introduce extra computational
burden. Choosing the optimal number of particles is one of the issues that affect the
performance of the tracker.
Another approach for tracking is based on finite-set statistics (FISST) theory called
the PHD filter [86]. The PHD filter is a first-moment filter, which propagates the
first order moment of a dynamic point process. Some applications of the PHD filter
with speaker tracking are given in [96] and [136]. The main advantage of the PHD
filter over Bayesian (Kalman or PF) approach is that it does not require any a priori
knowledge of the number of targets, which is actually estimated during the tracking
process. However, the PHD filter confines the propagation of the full multi-target
posterior to the first order multi-target distribution moment which corresponds to a loss
of higher order cardinality information that results in erratic estimates of the number
of objects in low signal-to-noise ratio (SNR) scenarios [87]. Propagating the whole
multi-target posterior is computationally intractable. The cardinalized PHD (CPHD)
filter additionally propagates the cardinality distribution to PHD and leads to better
performance over the PHD for the estimation of instantaneous target number [84],
[87] and the position of the speakers [101]. The cardinality distribution, nevertheless,
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makes the CPHD more computationally demanding than the PHD filter. In addition,
the CPHD does not provide explicit models for the spawning of new targets by prior
targets.
The mean-shift [29] is a deterministic and data-driven method, which focuses on target
localization using representation of the target. Target localization is based on minimiz-
ing a cost function. In [29], a spatially smooth similarity function is defined and state
estimation problem is reduced to a search of the region of interest of this function. A
gradient optimization method is employed, which leads to fast localization. However,
it is assumed that the target representation is sufficiently discriminated against the
background, which is not always true in real life applications. In addition, despite its
efficiency and robustness, the mean-shift method may easily fail in occlusion and the
rapid motion cases [10], [72] where the target is out of the region of interest of the
search area.
To address these problems in mean-shift tracking, many approaches have been proposed
in the literature, which can be categorized into two groups. One group has focused
on making improvements [10], [25], [73], [75] to mean-shift tracking itself, such as
introducing adaptive estimation of the search area, iteration number and bin number.
In the other group, the mean-shift algorithm is integrated with other methods such
as particle filter [32], [116], [117], [139] . There are many attempts to use stochastic
and deterministic approaches under the same framework. An earlier study is reported
in [125] where particle filtering (stochastic and model-driven) and a variational approach
(deterministic and data-driven) are fused. The so called “switching search methods”
operation is applied to all the particles. Deterministic search (gradient descent) is
initialised if the momentum of the particle is smaller than a pre-determined threshold.
Otherwise, a stochastic motion model is applied to propagate the particles.
Shan et al. [117] combined particle filtering and mean-shift in a different way and
proposed the mean-shift embedded particle filter (MSEPF). It was inspired by [125],
but the mean-shift was used as a variational method. They aimed to integrate the
advantages of the particle filtering and mean-shift method. The MSEPF is capable
of tracking the target with a small number of particles since the mean-shift search
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concentrates on the particles around local modes (maxima) of the observation. A skin
colour model is used and updated every frame to deal with the possible changes due to
variable illuminations. As an observation model, colour and motion cues are used. The
mean-shift analysis is modified to use a multi-cue observation model and applied to
all the particles. Then, resampling (selective resampling) is performed if the effective
sample size is too small. Another approach is proposed in [32] where the mean-shift
and particle filtering methods are employed independently. At every iteration, the
estimated positions of the target obtained by these two methods are compared using
Bhattacharyya distance and the best value is chosen as the estimated position of the
target. This method is chosen to avoid the algorithm from being trapped by a local
maximum, and thus finding the true maximum beyond the local one. Maggio et al. [81]
proposed a hybrid particle and mean-shift tracker which is almost the same as Shan et
al. [117]. Alternatively, Maggio et al. used the original application of the mean-shift
and performed the mean-shift process on all the particles to reach the local maxima.
To deal with manoeuvring targets, which have a high speed of movement, an adaptive
motion model is used. Chang et al. proposed kernel particle filter [17, 18, 19]. After
the mean-shift iteration, small perturbations are added to the states of the particles to
prevent stopping the gradient ascent too early in the density. Kernel radius is calculated
adaptively every iteration in the mean-shift process. The same kernel particle filter is
applied to multiple target tracking in [19] using multiple hypotheses. These hypotheses
are then evaluated and assigned to possible targets.
Wang et al. [139] proposed adaptive mean-shift tracking with auxiliary particles. An
earlier study was reported in [138]. The mean-shift is used as the main tracker as
long as the conditions are met, such as the target remaining in the region of interest,
and there are no serious distractions. Auxiliary particles are introduced when sudden
motions or distractions are detected by the motion estimator to support the mean-shift
tracker. Background/foreground feature selection is applied to minimize the tracking
error since the mean-shift may diverge from the target to converge on the background.
This study is inspired by [125] where a particle filter is the main tracker. However,
Wang used mean-shift as a main tracker and switched trackers to deal with occlusion,
sudden movements and distractions. The target model is updated online to continue
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tracking even if the appearance of the target is changed because of illumination or view
point.
Although the mean-shift and particle filters have been combined in various frameworks
in previous studies, none of the frameworks were explicitly designed for a variable
number of targets since the structure of both methods was devised for single target
tracking scenarios. The PHD filter is a promising method for multi-target tracking
which propagates the posterior intensity of the multi-target posterior. However, the
PHD filter recursion consists of equations with multi-dimensional integrals that do not
have closed-form solutions in general. The particle filter or sequential Monte Carlo
(SMC) implementation [135] was introduced to obtain practical solutions of the PHD
filter. Therefore, the particle filter and PHD filter are combined under SMC-PHD
filtering. Here, we also combine mean-shift with standard SMC-PHD filtering, aiming
at improving its computational efficiency and estimation accuracy, in Section 5.2.
Apart from the tracking methods mentioned above, multi-modal usage in speaker track-
ing poses the problem of associating each measurement with an appropriate target,
which is known as data association. Data association methods can be classified into
two main categories [11]. The first one is unique-neighbour data association such as
multiple hypothesis tracking (MHT) which associates each measurement to one of the
existing tracks. The second one is all-neighbours data association, such as joint prob-
abilistic data association (JPDA) which uses all the measurements for updating the
entire track estimate. MHT filter has an advantage in maintaining multiple hypotheses
of the association between a target state and the measurements in the measurement
set. The drawback of MHT is that the number of hypotheses grows exponentially over
time [98]. JPDA approximates the posterior target distribution in terms of separate
Gaussian distributions for each target [5], [112] which results in an increased computa-
tional cost. Data association algorithms with Bayesian methods and the PHD filter in
target tracking applications can be found in [16], [57], [64], [104] and [140]. However,
some researchers found that classical data association algorithms are computationally
expensive, and this led them to fuse multi-modal measurements inside their proposed
framework [45], [47], [96], [128], [133]. Here, we also propose to fuse audio and visual
information in our framework by using audio information in the steps of the visual
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particle filter which is discussed in Chapter 3.
Among the methods explained above, the PF, RFS, PHD filter and mean-shift are the
main baseline methods used throughout this thesis. Before introducing the mathemat-
ical background of these methods, the main concepts of the methods are presented
below.
The PF became widely used in tracking after being proposed by Isard et al. [55] due
to its ability to deal with nonlinear and non-Gaussian problems. The basic idea of
the PF is to represent a posterior density by a set of random particles with associated
weights and compute estimates based on these samples and weights [2]. Figure 2.1
is illustrated to give an idea of how the particle filter works. In the first step, ten
particles are initialized with equal weights. The particles are weighted based on given
measurements in the second step. Here, some particles get small weights while others
get larger weights. This is represented by the size of the particles. The weighted
particles collectively represent the state distribution. Then, a resampling step selects
the particles with large weights to generate a set of new particles with equal weights
in the third step. These new particles are distributed to predict the next state in step
four. This cycle continues from steps two through four till all the observations are
exhausted.
Although there are several extensions of the PF in the literature, the main concept is
the same and based on the idea of representing the posterior distribution by a set of
particles.
The generic PF is devised for single target tracking. Multi-target tracking is more
complex than single target tracking as it is necessary to jointly estimate the number of
targets and the state of the targets. One scenario for multi-target tracking is illustrated
in Figure 2.2a. There are 5 targets in state space (blue plane) given at the previous
time with 8 measurements in observation space (white plane). Here, the number of
measurements is larger than the number of targets due to clutter or noise. After the
targets are moved to the current time, the number of targets becomes 3 and two targets
no longer exist. In multi-target tracking, the variable number of targets and noisy mea-
surements need to be handled for reliable tracking. Therefore, the RFS approach [87] is
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Figure 2.1: Steps of the particle filter. The particles are initialized in the first step
with equal weights. Then, they get weights in the second step. A resampling step is
performed in the third step. The particles are distributed to predict the next state in
the fourth step. Figure is adapted from [121].
an elegant solution for multi-target tracking. The key idea behind the RFS approach is
to treat the collection of targets as a set-valued state called the multi-target state and
the collection of measurements as a set-valued observation, called multi-observation in
order to handle the problem of estimating multiple targets in the presence of clutter
and uncertainty by modelling these set-valued entities as random finite sets [134]. The
point here is to generalize multi-target tracking from single target tracking. The RFS
approach is illustrated in Figure 2.2b where all the targets are collected in one target
set and all the measurements are treated as one measurement set. The RFS propagates
the full multi-target posterior and the state model of the RFS incorporates individual
target dynamics which are target birth, target spawn and target death. Similarly, the
observation model of the RFS incorporates the measurement likelihood as target detec-
tion uncertainty (miss-detection) and clutter (false alarm). These incorporations are
implemented by assigning hypotheses and all possible associations between hypotheses
and measurement/targets need to be considered at every time step which gets compu-
tationally expensive in the case of a high number of targets and measurements.
The PHD filter is a computationally cheaper alternative to the RFS which is the first-
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(a)
(b)
Figure 2.2: The RFS theory in multi-target tracking. One case for multi-target tracking
scenario is given in (a), and (b) represents the RFS approach to multi-target tracking.
Figures are adapted from [22].
order approximation of the RFS and propagates only the first order moments instead of
the full multi-target posterior [135]. The PHD filter function is denoted as the intensity
v(x), and the integral of the intensity function on any region of the state space gives
the expected number of targets. The peaks of the PHD function indicate the highest
local concentration of the expected number of targets, which can be used to provide
estimates of individual targets [87]. A simple example [87] of the PHD filter is given in
Figure 2.3 which corresponds to Equation (2.1).
v(x) = Nσ2(x− a) +Nσ2(x− b) =
1√
2piσ
[
exp
(
−(x− a)
2
2σ2
)
+ exp
(
−(x− b)
2
2σ2
)]
(2.1)
Figure (2.3) is plotted for Equation 2.1 with σ = 1, a = 1, and b = 4. The peaks of
v(x) occur near the target locations x = 1 and x = 4.
The integral of v(x) gives the actual number of targets Ξ:
Ξ =
∫
v(x)dx =
∫
N(σ)2(x− a)dx+
∫
N(σ)2(x− b)dx = 1 + 1 = 2 (2.2)
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Figure 2.3: An example for the PHD filter.
Contrary to stochastic approaches such as the PF, RFS and PHD filter, the mean-shift
is a deterministic method [29] and it can be described as a simple iterative procedure
that shifts each data point to the average of data points in its neighbourhood [21]. It
has been widely used in clustering [1], mode seeking [149], image segmentation [129]
and tracking [27]. One application of the mean-shift method is illustrated in Figure 2.4
where the purpose is to find the densest region of distributed balls. Firstly, an initial
point needs to be selected with the region of interest as shown in Figure 2.4a. The blue
circle indicates the region of interest centred on the initial point. The centre of the
mass is calculated using the balls inside the region of interest in Figure 2.4b. Then, the
mean-shift vector is calculated to get the distance and direction for shifting the initial
point in Figure 2.4c. The initial point is shifted together with the region of interest to
new point in Figure 2.4d. The centre of the mass is calculated again using the balls
inside the region of interest and new mass point is obtained in Figure 2.4e. The mean-
shift vector is computed to show the direction and distance for shifting and the region
of interest is shifted to new point as illustrated in Figures 2.4f and 2.4g, respectively.
This iteration continues until the mean-shift method finds the densest point in Figure
2.4h.
To promote a better understanding of the techniques behind the proposed methods in
this thesis, the basic mathematical and statistical concepts of the baseline methods are
described in the following subsections.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 2.4: Intuitive descriptions of the mean-shift process. Figures are adapted from
[131].
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2.3.1 Particle Filtering
Here, visual tracking implementation of the PF is described since the AV particle
filtering approach proposed in Chapter 3 is built on using audio information in the
steps of visual PF.
The PF is an approach for obtaining estimates of the state of a stochastic dynamical
system based on observations recursively in time. It is also known as a sequential
Monte Carlo (SMC) method based on simulation. It was first introduced by Gordon
et al. [50]. The PF, which is based on sequential importance sampling and Bayesian
theory, is a powerful approach for nonlinear and non-Gaussian problems.
The sampling importance resampling (SIR) is a generalization of the PF framework
which can be used in visual tracking to track the position of the face of a speaker
(x1, x2) in five steps as depicted in Figure 2.5.
Figure 2.5: Schematic diagram of particle filter based tracking.
The particles are initialized as x
(n)
0 ∼ p(x0), w(n)0 = 1N for n = 1, ..., N in the first step
of V-PF. Here, N is the number of particles and w
(n)
0 are the initial weights of the
particles. The state vector is defined as x =
[
x1 x˙1 x2 x˙2 s
]T
, where x1 and x2
are the horizontal and vertical positions of the rectangle centred around the face that
we wish to track, x˙1 is the horizontal velocity, x˙2 is the vertical velocity and s is the
scale of the rectangle centred around (x1, x2). In the second step, particle propagation
is employed by a dynamic model [31],
x
(n)
k = Fx
(n)
k−1 + q
(n)
k , (2.3)
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where x
(n)
k is the state of the n
th particle at time frame k = 1, ...,K and q
(n)
k is the
zero-mean Gaussian noise with covariance Q, q
(n)
k ∼ N (0,Q) for each particle and F
is the state transition matrix,
F =

1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
0 0 0 0 1
 Q =

σ2 0 0 0 0
0 σ2 0 0 0
0 0 σ2 0 0
0 0 0 σ2 0
0 0 0 0 σ2s
,
where T is the period between two adjacent frames, σ2s is the variance of the scale and
σ2 is the variance for both the position and the velocity. The third step is the weighting
step and the particles are weighted by the observation model [31],
w
(n)
k = e
−λ(D(n))2 , (2.4)
where λ is the design parameter and D(n) is the Bhattacharyya distance [31]:
D(n) =
√√√√1− U∑
u=1
√
ruq
(n)
u , (2.5)
where U is the number of histogram bins, ru is the histogram of the reference image
determined by the user in the initialization step, and q
(n)
u is the histogram extracted
from the rectangle centred on the position of the nth particle. The RGB or HSV colour
model is commonly used in the literature [120] to create a histogram model. In our
study, HSV is chosen since it is observed to be more robust to illumination variation.
The weights are normalized to ensure that
∑N
n=1w
(n)
k = 1. In the fourth step, the
position of the speaker is estimated by [31]:
x˜k =
N∑
n=1
w
(n)
k x
(n)
k . (2.6)
As a last step, the particles x
(n)
k are resampled to remove the particles with very
small weights and duplicate particles with large weights, so a new particle set drawn
from
{
x
(n)
k , w
(n)
k
}N
n=1
is generated. Then it returns to the second step and continues
recursively.
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To implement the basic resampling method, there are many methods available such
as multinomial resampling [2], systematic resampling [65] and residual resampling [77].
Here, multinomial resampling is applied because of its simplicity and being less sensitive
to the order in which the particles are ordered during the resampling process [35]. In
multinomial resampling, each particle is duplicated by a multinomial distribution with
probabilities w
(n)
k , and then particles in the original set with small variance weights are
removed, while those of high weights are duplicated in proportion to these weights.
The pseudo code of V-PF algorithm is given in Algorithm 2.1.
Initialize: N , σ2, U , T , F, λ, ru, x
(n)
0 , w
(n)
0 , k
while k < K do
Propagate particles: x
(n)
k = Fx
(n)
k−1 + q
(n)
k
Calculate D(n) using Equation (2.5), for n = 1...N
Weighting: w
(n)
k = e
−λ(D(n))2 , for n = 1...N
Estimate target position x˜k =
∑N
n=1w
(n)
k x
(n)
k
Resampling: Generate x
(n)
k from the set
{
x
(n)
k , w
(n)
k
}N
n=1
k = k + 1
end
Algorithm 2.1: V-PF tracking algorithm.
2.3.2 KLD Sampling
The PF uses a weighted set of samples (particles) in order to approximate the filtering
distributions and hence the quality of the sample based representation increases with
the number of particles. It is, however, not clear how to determine the optimal number
of particles to be used for a specific estimation problem. As a rule of thumb, the number
of particles is chosen to be as large as possible to get accurate results which leads to
an increased computational cost.
A detailed analysis of this trade-off is given by Pitt et al. [102] who provided practical
guidelines for the estimation of the optimal number of particles in Markov chain Monte
Carlo particle filter with the Metropolis Hastings sampler. It is assumed that the stan-
dard deviation of the estimated log-likelihood from the PF is around one and inversely
proportional to the number of particles. Their results are valid for the Metropolis Hast-
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ings sampler, but for other samplers, it is not clear whether the standard deviation of
the likelihood from the PF plays the same role in the estimation of the optimal number
of particles.
Another potential approach for this problem is variable resolution particle filter (VRPF)
[132] which introduces the concept of “abstract particles” in which a particle may rep-
resent an individual state or a set of similar states. The VRPF has the advantage that
a limited number of particles are sufficient to represent large portions of the state space
since a single abstract particle simultaneously tracks multiple similar states. However,
this method cannot answer the question of how to determine the optimal number of
particles.
Subsequent researchers have therefore proposed adaptive particle filtering (A-PF) ap-
proaches in [24], [42] and [122]. The Kullback-Leibler divergence (KLD) sampling
algorithm was proposed by Fox [42]. The idea behind this algorithm is to adaptively
estimate the number of particles at each step to bound the approximation error intro-
duced by the sample based representation of the PF below a specified threshold. One
assumption of KLD-sampling is that a sample based representation of the PF can be
used to estimate the posterior by a discrete piecewise constant distribution consisting
of a set of multidimensional bins. Subsequent work [122] modified the KLD-sampling
criterion to estimate the number of particles and proposed an approach for adaptive
propagation of the samples. Recent work [24] uses the innovation error to modify the
number of particles being used where a two-fold metric is employed to select the num-
ber of particles. The first metric is used to eliminate the particles whose distance to
a neighbouring particle is below a predefined threshold, and the second is a basis for
setting the threshold on the innovation error to control the birth of particles. These two
thresholds should be set prior to running the algorithm, but how they are determined
is not mentioned.
The key idea behind the KLD-Sampling algorithm [42] is to estimate the number of
particles adaptively to bound the error of the particle filter. To measure the error,
the Kullback-Leibler (KL) divergence between the empirical distribution and the true
posterior distribution, known as nonparametric maximum likelihood estimate, is used.
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KLD-Sampling assumes that the true posterior can be represented by a discrete piece-
wise constant distribution consisting of a set of multidimensional bins. This assumption
allows the use of a chi-square (χ2) distribution in the likelihood ratio statistic to find
a bound for the number of particles, N [42]:
N =
1
2
χ2b−1,1−δ, (2.7)
where (1− δ) is the quantile of χ2 distribution with b− 1 degrees of freedom, b is the
number of bins and  is the upper bound for the error given by the KL-divergence. In
order to determine N according to Equation (2.7), a Wilson-Hilferty transformation
[42] is applied to compute the quantiles of the chi-square distribution, which yields
N =
1
2
χ2b−1,1−δ=˙
b− 1

{
1− 2
9(b− 1) +
√
2
9(b− 1)z1−δ
}3
, (2.8)
where z1−δ is the upper 1− δ quantile of the standard normal distribution N (0, 1).
Incorporation of KLD-Sampling into the PF algorithm is achieved by estimating b in
the sampling step by incrementally checking for each generated sample whether it falls
into an empty bin. The bin size is initially specified depending on the application
where the PF is used, and kept constant during implementation. At the beginning of
sampling, b goes up with almost every new sample since virtually all bins are empty.
After each sample, N is updated by Equation (2.8) required for the current estimate of
b. Eventually, more and more bins become non-empty and once N remains unchanged,
the update stops.
Detailed information about the KLD-Sampling algorithm can be found in [42].
2.3.3 Random Finite Set
Multi-target tracking is the process of jointly estimating the number of targets and
their states from a noisy set of measurements. It is a challenging task in real life envi-
ronments, as the number of targets may vary due to the appearance and disappearance
while the sets of measurements may contain false alarms and measurements of true
targets may be missing. The classical Bayesian filter was derived for the case where
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the target generates exactly one measurement and there is no clutter. However, this is
not the case in a multi-target system. The theory of random finite sets is therefore a
natural representation of multi-target states and measurements that allows multi-target
filtering by propagation of the multi-target posterior.
This section describes our problem formulation based on the RFS framework for multi-
speaker tracking using visual and audio modalities.
In a single speaker tracking system, speaker state is defined as in Section 2.3.1, x
=
[
x1 x˙1 x2 x˙2 s
]T
, and the constant velocity model given in Equation (2.3) is
employed for the evolution of time dependent speaker state [62].
xk = Fxk−1 + qk (2.9)
Observations are defined as a vector with different dimensions depending on the appli-
cation. The state and measurement of a single speaker system evolve in time with their
dimensions fixed, which is not the case for multi-speaker tracking since the number of
speakers and measurements may change [80], [135]. Therefore, the dimensions of the
multi-speaker state and measurements also evolve in time.
Since joint detection and tracking of an unknown and time-varying number of speakers
is considered, the state to be estimated is no longer a random vector with fixed size.
The randomness arises from the number of speakers as well as the positions of the
speakers. In our work, such randomness is characterized by using an RFS [80], given
by
Xk = {x1,k, ...,xΞk,k}, (2.10)
Zk = {z1,k, ..., zMk,k}, (2.11)
where Ξk=|Xk| is the number of speakers, with | · | representing the cardinality of the
set. We assume that the maximum number of speakers at each time step is bounded by
Ξmax, i.e., Ξk ≤ Ξmax. Also, Zk consists of Mk observations which may be corrupted by
noise due to clutter. In a single speaker Bayesian tracking, uncertainty is introduced
by modelling xk and zk as random vectors. Similarly, uncertainty in multi-speaker
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tracking is introduced by modelling Xk and Zk as RFSs [80]
Xk = Sk (Xk−1) ∪ Bk(Xk−1) ∪ Γk, (2.12)
Zk = Θk(Xk) ∪ Ck, (2.13)
where ‘∪’ denotes union, Sk(Xk−1) denotes the RFS of surviving speakers, Bk(Xk−1) is
the RFS of speakers spawned from the previous set of speakers Xk−1 and Γk is the RFS
of the new speakers that appear spontaneously at time k [135]. Θk(Xk) denotes the
RFS of the measurements generated by the speakers Xk and Ck is the RFS of clutter
or false alarms. We assume that for the birth process at most one speaker is born at a
time step and apply the following hypotheses [80], [151]:
Bk(bk) =

∅, ~¯birth,
{bk}, ~birth
∅, |Xk−1| = Ξmax,
(2.14)
where ~birth and ~¯birth are, respectively, the birth and non-birth hypotheses and bk is
an initial state vector under the birth hypothesis. We denote the probability ~birth by
Pbirth. For the surviving state set Sk(Xk−1), death hypotheses are applied as follows
[80], [151]:
Sk(Xk−1) =
 Sk(Xk−1) \ xi,k−1, ~ideath⋃|Xk−1|
i=1 {Fxi,k−1 + qi,k}, ~¯death
(2.15)
where ~ideath and ~¯death are, respectively, the death assumption for the ith speaker and
the no-death hypothesis, and ‘\’ denotes the set subtraction. Here, we assume that
each speaker has the same prior probability of disappearing Pdeath. In the case of the
death process, the corresponding state is set as empty, and the other states will evolve
according to the dynamic model in Equation (2.9). Besides, the dynamics in the state
evolution Xk are described by the multi-speaker transition density fk|k−1(Xk|Xk−1),
while the randomness in the observations is described by the multi-speaker likelihood
gk(Zk|Xk). Then, the RFS formulation can be employed in the optimal multi-speaker
Bayesian filter by propagating the multi-speaker posterior density. In this thesis, we
use the particle filter implementation of the RFS, which is RFS-PF, and we propose
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to integrate the audio information with visual RFS-PF in order to improve the tracker
for a varying number of speakers, which is introduced in Chapter 4.
However, it is observed that the RFS approach is computationally intractable since
multiple integrals are involved in the recursion of the multi-speaker posterior. To
reduce the computational complexity, the PHD filter is proposed which propagates the
first-order moment of the multi-speaker posterior instead of the posterior itself [85].
2.3.4 PHD Filtering with SMC Implementation
The first moment approximation of the multi-target posterior, the PHD filter, provides
a more computationally efficient alternative, but still theoretically sound, solution. The
PHD filter is defined as the intensity vk|k whose integral on any region of the state space
gives the expected number of speakers. The local maxima of the PHD function indicate
the highest local concentration of the expected number of speakers, which also identify
the likely positions of the speakers. The PHD filter has two iterative steps: prediction
and update. The prediction step of the PHD is defined as [87]
vk|k−1 (xk) = ξk (xk) +
∫
φk|k−1 (xk|xk−1) vk−1|k−1 (xk−1) dxk−1, (2.16)
where ξk (xk) denotes the intensity function of the new speaker birth RFS Γk, and
φk|k−1 (xk|xk−1) is the analog of the single-speaker state transition probability [87]
φk|k−1 (xk|xk−1) = pS,k (xk−1) fk|k−1 (xk|xk−1) + βk|k−1 (xk|xk−1) , (2.17)
where pS,k (xk−1) is the survival probability for the speakers still existing and fk|k−1
(xk|xk−1) is the single-speaker state transition density. The intensity function of RFS
Bk(Xk−1) is denoted by βk|k−1 (xk|xk−1) for the speaker spawned at time k with previ-
ous state xk−1. The PHD update is defined as [87]
vk|k (xk) = [1− pD,k (xk)] vk|k−1 (xk) +
∑
zk∈Zk
pD,k (xk) gk (zk|xk) vk|k−1 (xk)
κk (zk) +
∫
pD,k (xk) gk (zk|xk) vk|k−1 (xk)
,
(2.18)
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where pD,k(xk) is detection probability and gk (zk|xk) is the single-speaker likelihood
defining the probability that zk is generated by a speaker state xk. The intensity of
clutter RFS Ck is defined as κk (zk) which is κk (zk) = ψu(zk), where ψ is the average
number of Poisson clutter points per scan and u(zk) is the probability distribution of
each clutter point.
With the multiple integrals in the PHD prediction Equation (2.16) and update Equation
(2.18) steps, there are no closed-form solutions in general. To obtain a numerical
solution for the integrals in PHD recursion, the SMC method has been proposed which
approximates the PHD with a set of random samples (particles) [135]. Suppose that
at time step k − 1, the PHD vk−1|k−1(xk−1) is approximated by
{
w
(n)
k−1,x
(n)
k−1
}Nk−1
n=1
of
Nk−1 particles and their corresponding weights as [135]
vk−1|k−1(xk−1) ≈
Nk−1∑
n=1
w
(n)
k−1δ
(
xk−1 − x(n)k−1
)
. (2.19)
Prediction of the PHD vk|k−1 (xk) is obtained with particles x˜k and their weights w˜k|k−1,{
w˜
(n)
k|k−1, x˜
(n)
k
}Nk−1+Jk
n=1
. Here, Nk−1 particles of x˜k are first drawn from importance
sampling qk
(
x˜
(n)
k |x(n)k−1,Zk
)
to propagate the particles from time step k − 1, then Jk
particles of x˜k from the new born importance function pk
(
x˜
(n)
k |Zk
)
are drawn to model
the state of new speakers appearing in the scene [135]
vk|k−1 (xk) ≈
Nk−1+Jk∑
n=1
w˜
(n)
k|k−1δ
(
x˜k − x˜(n)k
)
, (2.20)
where Jk new particles arise from the birth process. By substituting Equation (2.19)
into Equation (2.16) and then applying importance sampling, we get predicted weights
w˜
(n)
k|k−1 [135]:
w˜
(n)
k|k−1 =

φk|k−1
(
x˜
(n)
k ,x
(n)
k−1
)
w
(n)
k−1
qk
(
x˜
(n)
k |x
(n)
k−1,Zk
) , n = 1, ..., Nk−1
ξk
(
x˜
(n)
k
)
Jkpk
(
x˜
(n)
k |Zk
) , n = Nk−1 + 1, ..., Nk−1 + Jk
(2.21)
The update step of the PHD recursion is obtained by updating the weight of the pre-
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dicted particles when the likelihood gk
(
zk|x˜(n)k
)
is available. Then vk|k−1 (xk) is sub-
stituted into Equation (2.18) and the predicted weights
{
w˜
(n)
k|k−1
}Nk−1+Jk
n=1
are updated
according to [135]
w˜
(n)
k =
[1− pD (x˜(n)k )]+ ∑
zk∈Zk
pD
(
x˜
(n)
k
)
gk
(
zk|x˜(n)k
)
κk (zk) + Ck (zk)
 w˜(n)k|k−1, (2.22)
where
Ck (zk) =
Nk−1+Jk∑
j=1
pD
(
x˜
(j)
k
)
gk
(
zk|x˜(j)k
)
w˜
(j)
k|k−1. (2.23)
Note that Jk new particles, sampled for the born speakers at each iteration, are added
to the old ones Nk = Nk−1 +Jk which causes the number of particles to grow over time
and makes the PHD filter inefficient. In addition, the low weight particles need to be re-
moved and particles with high weights should be duplicated in order to concentrate the
particles on the zones around the targets. To this end, the resampling step is performed
after the update step. Nk particles are resampled from
{
w˜
(n)
k /Ξˆk|k, x˜
(n)
k
}Nk−1+Jk
n=1
where
Ξˆk|k is the total mass and Ξˆk|k =
∑Nk−1+Jk
n=1 w˜
(n)
k . Nk is estimated by Nk = ηΞˆk|k where
η is the constant number of particles per speaker. Therefore, the complexity of the
SMC-PHD filter increases linearly with the number of speakers. After the resampling
step, new weights of set
{
w
(n)
k ,x
(n)
k
}Nk
n=1
are normalized to preserve the total mass.
The SMC-PHD filter propagates the surviving, spawned and born particles to model the
new and existing speakers. Conventionally, these particles are used every frame which
increases the computational complexity. We address this problem by introducing the
DOA information which is described in detail in Chapter 4.
2.3.5 Mean Shift Tracking
As mentioned earlier, the search paradigms in tracking can be categorized into two
methods as one is stochastic and model-driven while the other is deterministic and
data-driven [125]. The PF and PHD filter methods, explained in previous sections
are examples of stochastic and model-driven methods. In this section, the mean-shift
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algorithm is explained which is perhaps the most popular technique among the deter-
ministic and data-driven methods.
Mean-shift tracking is a robust non-parametric method for climbing density gradients
to find the peak of probability distributions [27], [28] and was first adapted for tracking
of non-rigid objects in [29] by focusing on a histogram-based target representation and
localisation using Bhattacharyya coefficients as similarity measures. Its robustness,
ease of implementation and computational efficiency make it a commonly used tracking
algorithm [10].
The basic idea behind the mean-shift tracking is to find the target in the next image
frame that is most similar to the initialised target (reference model) in the current
frame by iteratively searching the next frame with a non-parametric kernel. Similarity
is measured as the Bhattacharyya distance between the histogram of the target model
and the histogram of the candidate target in the next frame. Before tracking is started,
the bin size, kernel function, size of the kernel and maximum iteration number and
reference model need to be determined in the initialization step. After the colour
histogram of the reference model is found, the probability density function (pdf) of the
reference model is calculated as follows [29]
ru = C
∆∑
i=1
Î
(‖x∗i ‖2) δ[b(x∗i )− u], (2.24)
where δ is the Kronecker delta function, {x∗i }i=1,...,∆ contains the normalized pixel
locations with ∆ number of pixels in the region defined as the target model, b(x∗i )
assigns one of the bins of the histogram to a given colour at location x∗i and Î is the
kernel function that gives higher weights to the pixels at the centre of the target model.
The normalization constant C ensures the condition
∑U
u=1 ru = 1 where u represents
the histogram bin index and U is the number of histogram bins. C is derived as [29]
C =
1∑∆
i=1 Î (‖x∗i ‖2)
. (2.25)
After calculation of the reference model in the initialization step, the candidate model
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at location y is given by [29]
qu(y) = Ch
∆h∑
i=1
Î
(∥∥∥∥y − xih
∥∥∥∥2
)
δ[b(xi)− u], (2.26)
where h defines the scale of the candidate target, {xi}i=1,...,∆h contains the normalized
pixel locations with ∆h number of pixels in the region defined as the candidate target
model and Ch is the normalization constant given by [29]
Ch =
1∑∆h
i=1 Î
(∥∥y−xi
h
∥∥2) . (2.27)
During the tracking, the pdf of the candidate target is compared with the pdf of the
reference model and the target is detected based on the similarity of this comparison.
The similarity is measured by the Bhattacharyya distance [29],
d(y) =
√
1− ρ [q (y) , r], (2.28)
where r = {ru}u=1,...,U (
∑U
u=1 ru = 1) is the U -bin reference colour histogram of the
target, the centre point y of the image region in which the colour histogram q (y) =
{qu(y)}u=1,...,U (
∑U
u=1 qu = 1), and the Bhattacharyya coefficient [29] ρ [q (y) , r] is
given by
ρ (y) ≡ ρ [q (y) , r] =
U∑
u=1
√
qu(y)ru. (2.29)
The value of ρ is varied between 0 and 1 and a larger ρ means a higher similarity in
their pdfs.
To minimize the distance in Equation (2.28), the Bhattacharyya coefficient ρ (y) needs
to be maximized. The search of the new location of the target in the current frame
starts from the location, y0, which is the location of the target in the previous frame.
So, first q (y0) = {qu(y0)}u=1,...,U of the target candidate at location y0 in the current
frame needs to be estimated. The linear approximation of the Bhattacharyya coefficient
in Equation (2.29) is obtained by using the Taylor expansion around the values qu(y0)
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[29],
ρ [q (y) , r] ≈ 1
2
U∑
u=1
√
qu(y0)ru +
1
2
U∑
u=1
qu(y)
√
ru
qu(y0)
. (2.30)
If Equation (2.26) is substituted in Equation (2.30), then [29]
ρ [q (y) , r] ≈ 1
2
U∑
u=1
√
qu(y0)ru +
Ch
2
∆h∑
i=1
wiÎ
(∥∥∥∥y − xih
∥∥∥∥2
)
, (2.31)
where
wi =
U∑
u=1
√
ru
qu(y0)
δ[b(xi)− u]. (2.32)
Here, to minimize the distance in Equation (2.28), the second term in the right hand
side of the Equation (2.31) needs to be maximized as the first term is independent
of y. The second term represents the density estimate computed with kernel profile
k(x) at y in the current frame, with the data being weighted by wi in Equation (2.32).
By employing the mean-shift procedure [26], the mode of this density in the local
neighbourhood can be found. In this procedure, the kernel is moved from the current
location y0 to the new location y1 recursively by the relation [29];
y1 =
∑∆h
i=1 xiwig(‖y0−xih ‖)∑∆h
i=1wig(‖ y0−xih ‖)
, (2.33)
where g(x) = −Î′(x), under the assumption that the derivative of Î(x) exists for all
x ∈ [0,∞), except for a finite set of points.
There are various kernel options such as normal, uniform and Epanechnikov. Here,
Epanechnikov kernel is used as it is recommended in [29] since it leads to simplification
in Equation (2.33) as explained in the following. The Epanechnikov kernel is defined
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as [29] :
Î (x) =
(1− x) ‖x‖ ≤ 10 otherwise (2.34)
So, the derivative of the kernel g(x) is [29],
g(x) = −Î′ (x) =
1 ‖x‖ ≤ 10 otherwise (2.35)
In this case, g(x) is constant and Equation (2.33) reduces to [29],
y1 =
∑∆h
i=1 xiwig(‖y0−xih ‖)∑∆h
i=1wig(‖y0−xih ‖)
=
∑∆h
i=1 xiwi∑∆h
i=1wi
. (2.36)
In order to maximize the Bhattacharyya coefficients, the current search area is shifted
iteratively until the similarity of two pdfs is less than a threshold, or when the iteration
number has reached to a predefined number. By running the mean-shift tracker on
each frame, the target can be tracked over time.
The mean-shift tracking has fast convergence speed and small computational cost. In
addition, it is a non-parametric method which provides a general and reliable solution
independently from the features representing the targets. However, it is prone to con-
verge to local maxima in cases of clutter or occlusion since the mean-shift process only
aims to find the densest (most similar) region based on the starting position within the
region of interest. In this sense, the mean-shift trackers tend to fail easily in tracking
small and fast moving targets as the region of interest may not cover the targets, so it
cannot recover a track after a complete occlusion. In addition, it is derived for single
target tracking, so it cannot handle a variable number of targets.
In this study, we integrate mean-shift with our proposed algorithm given in Chapter 4 to
address the problems in PHD filtering and benefit the advantages of both deterministic
and stochastic approaches. The proposed algorithm is introduced in Chapter 5.
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2.4 Relevant Datasets
Several datasets are presented in the literature that combine multiple audio and video
sources for tracking.
One of them is the AMI (Augmented Multi-party Interaction) [15] corpus which includes
100 hours of meetings, which were recorded in English using three different rooms.
Some of the meetings contain natural conversations, and many others, in particular
those using a scenario in which the participants play different roles in a design team
are also reasonably natural. Among the natural conversations, the number of speakers
varies from three to five. In one type of artificial meeting, four speakers are involved,
taking four pre-arranged roles (as industrial designer, interface designer, marketing,
and project manager). Other artificial meeting types also appear in the AMI corpus,
such as a film club scenario. However, this dataset is not chosen in the evaluation of
the proposed algorithms as the speakers are mostly static or with small movements.
In addition, calibration information is not available which is required in the proposed
algorithms for projecting the coordinates from the 2D image into 3D space.
The second dataset is CLEAR (CLassification of Events, Activities and Relationships)
which is an international effort to evaluate systems that are designed for perceiving iden-
tities of people, activities, interactions and relationships in human-human interaction,
and related scenarios [93], [123]. This database features recordings of multiple users
in realistic small meeting scenarios, captured in a variety of smart rooms equipped
with a multitude of audio-visual sensors. It offers five calibrated and synchronized
visual streams, four from cameras mounted in the room corners and one panoramic
ceiling-mounted camera, as well as synchronized audio streams from a minimum of
four microphone arrays on the walls. The speakers are mostly seated around the table
and speaking one by one. Therefore, the CLEAR dataset is not chosen. In addition,
the audio signals were acquired with linear microphone arrays which cannot be run by
our audio-detection algorithm that is designed for a circular microphone array.
Surveillance performance evaluation initiative (SPEVI) [126] is a dataset which contains
uni-modal and multi-modal (audio and visual) people detection and tracking. It in-
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cludes three sequences for different scenarios recorded by a video camera and two linear
microphone arrays. Two of the sequences (motinas Room160 and motinas Room105)
are recorded in rooms with reverberation and the last sequence (motinas Chamber) is
recorded in a room with reduced reverberation. However, audio signals were recorded
with linear microphone arrays and the calibration information is not available. There-
fore, this dataset is also not chosen.
One of the most challenging datasets that can be used for testing audio-visual tracking
is AV 16.3 corpus which is developed by IDIAP research institute [70]. The corpus
AV 16.3 has many sequences for different scenarios where subjects are moving and
speaking at the same time whilst being recorded by three calibrated video cameras
and two circular eight-element microphone arrays. The physical setup of the corpus is
illustrated in Figure 2.6.
Figure 2.6: Physical setup of the AV 16.3 corpus. Two circular microphone arrays are
on the table and three cameras are located in different positions.
Recordings in the AV 16.3 include overlapped speech, close and far locations, small and
large angular separations, object initialization, variable number of objects, partial and
total occlusion and illumination. The audio and video were recorded independently
from each other. The audio signals were recorded at 16 kHz and the concurrent video
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sequences were recorded at 25 Hz. As we are running our tracking system with both
audio and visual modalities, they are then synchronized before being used in our system.
Each video frame is a colour image of 288× 360 pixels. Some sequences are annotated
to get the ground truth speaker position which allows us to measure the accuracy of
each tracker and compare the performance of the algorithms. We have also used some
sequences from the AV 16.3 dataset throughout this thesis to evaluate the algorithms
as it has all specifications we need such as: circular microphone arrays, calibration
information, challenging scenarios like occlusions and moving speakers.
Some frames from AV 16.3 are shown in Figure 2.7. The frames from (a) to (c) show
the view from three different angles. From (d) to (i), the same frames are shown
from different sequences. In (d), the random walk of a single speaker is shown. The
three-speaker case is also given in (i). Some challenging situations such as rotation of
head, two-speaker occlusions, contiguous faces, and three-speaker occlusions are given
respectively, in (e), (f), (g) and (h) which make tracking much more difficult than an
ordinary case.
2.5 Performance Metrics
Performance evaluations and comparison with existing methods are an important factor
in the development of new algorithms and techniques. There are no standard protocols
to measure the performance of multi-target tracking methods, so several metrics are
proposed in the literature. Four different types of metrics are used in this thesis to
evaluate the performance of the proposed and baseline algorithms.
The first one is the mean absolute error (MAE) which is estimated as the Euclidean
distance in pixels between the estimated and the ground truth positions, then divided
by the number of frames. This metric is chosen because of its simplicity and explicit
output for the performance comparison.
The second one is the multiple object tracking (MOT) metric proposed in [9], together
with its quantities, MOT precision (MOTP) and MOT accuracy (MOTA). The MOTP
measures the precision of the tracking system by comparing it with a threshold value
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.7: Some frames from the AV 16.3 dataset. The first row shows the views of
three different cameras. The second and third rows show the frames from single-speaker,
two-speaker and three-speaker sequences.
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pre-defined in terms of the Euclidean distance (either in metres [9] or pixels [111]).
MOTP =
∑
i,kd¯
i
k∑
k Ck
, (2.37)
where d¯ik is the distance between the ith object and its corresponding hypothesis and
Ck is the number of matches between the objects and hypotheses for the time frame k.
On the other hand, the MOTA measures the tracking errors, consisting of the false
positives (i.e. the case where the error is greater than the threshold value), false
negatives (if the speaker is not tracked with the accuracy measured by the threshold)
and mismatches (when the speaker identity is switched) [9].
MOTA = 1−
∑
k(mk + fpk +mmk)∑
k gk
, (2.38)
where mk, fpk, mmk, gk represent the number of misses (false negatives), of false
positives, mismatches, and objects present, respectively, for time frame k.
Another metric is the trajectory-based measures (TBM) proposed in [74] and [144]
which measures the performance on the basis of trajectory. According to their defi-
nitions, a trajectory can be categorized as mostly tracked (MT) or mostly lost (ML)
if, respectively, at least 80% or less than 20% of its ground truth (GT) trajectory is
covered by the tracker. Otherwise, it is considered as partially tracked (PT). Addition-
ally, track fragmentation (Frag) is the total number of times that GT is interrupted in
tracking result, and identity switches (IDS) measures the total number of times that a
tracked trajectory changes its matched GT identity.
As a last performance metric, the well-known OSPA-T (Optimal Subpattern Assign-
ment for Tracks) metric [107] is chosen which is a mathematically consistent metric for
the evaluation of multi-speaker tracking systems. The OSPA-T is based on the OSPA
metric [114] and extends it for tracking management evaluation. The OSPA employs a
penalty value to transfer the cardinality error into the state error and is able to present
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the performance on source number estimation as well as speaker position estimation:
eOSPA(Xˆk,Xk) = min
pi∈ΠΞˆk,Ξk
a
√√√√√ 1
Ξk
 Ξˆk∑
i=1
d¯(c)(xˆi,k,xpii,k)
a + ca(Ξk − Ξˆk)
, (2.39)
where it is assumed that Xˆk = {xˆ1,k, ..., xˆΞˆk,k} is an estimation of the ground truth
state set Xk = {x1,k, ...,xΞk,k} and ΠΞˆk,Ξk is the set of maps pi : 1, ..., Ξˆk → 1, ...,Ξk.
Here the state cardinality estimation Ξˆk may not be the same as the ground truth
Ξk. The OSPA error given in Equation (2.39) is for Ξˆk ≤ Ξk. If Ξk < Ξˆk, then
eOSPA(Xˆk,Xk) = eOSPA(Xk, Xˆk). The function d¯(c)(·) is defined as min(c, d¯(·)) where c
is the cut-off value which determines the relative weighting of the penalties assigned
to cardinality and localization errors. In addition, a describes the metric order which
determines the sensitivity to outliers. The OSPA-T metric differs from other metrics as
it considers not only the position estimation of the speaker, but also the estimation of
the number of speakers in the evaluation of the tracking results. As OSPA-T measures
the error based on these two terms, state (position estimation) and cardinality (number
of speaker estimation), it causes ambiguities about how much error is coming from
each term to the final error. In addition to x1 and x2 variables of the state vector,
the scale variable, s, can be considered in the evaluation. However, this will increase
the ambiguities in the contributions of the terms to the final error and deteriorate the
reliability of the metric. Also, scale information is needed as a ground truth which is
not the case in AV 16.3. As we perform point-based tracking in this study, we prefer
to use OSPA-T metric as it is.
As a summary, four metrics were introduced which evaluate the methods from their
own perspectives. To see how well the tracker follows its trajectory, the TBM is used
to measure its performance. If the tracking error needs to be shown, the MAE or the
more advanced option MOT can be used to see how accurately the tracker follows the
target. If an unknown and variable number of targets needs to be tracked, then the
OSPA-T metric is suitable as it considers both position estimation and the estimated
number of targets in the performance evaluation.
2.6. Chapter Summary 45
2.6 Chapter Summary
In this chapter, a review has been provided on modalities, existing tracking techniques,
datasets and performance metrics that have been developed over the past few decades.
As a visual feature, colour information is used for easy implementation and to ex-
tract DOA information, the sam-spare-mean method is employed which complied with
circular microphone arrays.
After a broad survey of the tracking methods, a technical background of the methods
such as, particle filtering, KLD-sampling, random finite set, PHD filter and mean-shift,
used throughout this thesis is introduced with their basic mathematical, statistical
concepts and definitions, which are required for understanding the mathematics and
techniques behind the proposed tracking algorithms.
In order to perform a quantitative evaluation of the proposed algorithms, both audio
and video sequences are required, together with the calibration information on the
cameras and microphone arrays (circular arrays). Apart from “AV 16.3”, we have also
explored the suitability of several other publicly available audio-visual datasets, such
as “CLEAR” “AMI” and “SPEVI”, and concluded that only the AV 16.3 dataset is
suitable for the evaluation of our proposed methods. It complies with our requirements
in terms of having circular microphone arrays with calibration information, mostly
talking speakers, and challenging scenarios such as occlusion and rapid movements of
the speakers. The other datasets do not fit at least one requirement of this study.
All proposed algorithms are tested and compared with baseline algorithms on the
AV 16.3. Unfortunately, there is no clearly defined protocol in the literature for quan-
titative evaluations of tracking methods and their comparison with other methods.
Therefore, we have used several performance metrics to make comparisons between the
proposed and baseline methods.
So far, a comprehensive overview of multi-speaker tracking problems and a number of
traditional multi-speaker tracking techniques have been provided. In addition, modal-
ities, datasets and performance metrics have been discussed. Our contributions to
multi-speaker tracking problems are discussed in the following chapters.
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Chapter3
Audio Assisted Visual Tracking with
Adaptive Particle Filtering
In this chapter, we propose a novel approach for multiple speaker tracking by combin-
ing audio and visual data. In our framework, we employ audio data as an aid to PF
based visual tracking, by using the direction of arrival angles of the audio sources to
reshape the typical Gaussian noise distribution of particles in the propagation step and
to weight the observation model in the measurement step. This approach is further
improved by solving a typical problem associated with the PF. It has been observed
that the efficiency and accuracy of the PF usually depend on the number of particles
and noise variance used in the estimation and propagation functions for re-allocating
these particles at each iteration. Both of these parameters are specified beforehand
and are kept fixed in the regular implementation of the PF which makes the tracker
inconsistent in practice. To address these problems, we design an algorithm that adapts
both the number of particles and noise variance based on the tracking error and the
area occupied by the particles in the image. Experiments on the AV 16.3 dataset show
the advantage of our proposed methods over the baseline PF method and an exist-
ing adaptive PF algorithm for tracking occluded speakers with a significantly reduced
number of particles.
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3.1 Introduction
Speaker tracking may be achieved in a single modality domain through video or audio.
Video tracking is generally accurate, but it suffers from a limited field of view, occlu-
sions, and changes in appearance and illumination. On the other hand, audio tracking
is not restricted by these limitations, but it is prone to the errors caused by acoustic
noise, room reverberations and the intermittency between utterance and silence. As
shown in some already published works [46], [52], [118], [127], fusing both audio and
visual modalities can provide more robust tracking in comparison to the use of only a
single modality, as is the focus here.
Among the approaches presented in Chapter 2, the PF framework has been chosen for
tracking multiple speakers in our first study. Compared to other sequential Bayesian
estimation techniques, the advantage of PFs lies in their flexibility with respect to the
types and numbers of features they support, their robustness in the presence of noise,
and the non-parametric fashion in which they represent the belief about the target state,
which makes them applicable for highly nonlinear, non-Gaussian estimation problems.
Here, we focus on two challenging problems associated with PF based visual tracking.
The first problem stems from the limitations of using the single modality of vision
which affects the accuracy and reliability of the tracker because of the limited field of
view and occlusion. To address this problem, audio data is used as a second modality
to improve the performance of visual tracker.
Researchers have presented fusion strategies for integrating audio localization infor-
mation with video tracking [6], [46], [118], [127]. These strategies are performed by
modifying the observation model [46], using the likelihood function composition of dif-
ferent sensor information [118], state association of two modalities [127], or a graphical
model for characterising mutual dependencies of the two modalities [6]. These methods,
however, are sensitive to the outliers in audio data, and noisy audio data can easily
cause deviation in the estimation of the target position.
Unlike these methods, in this study, we propose integrating audio and visual data in
the steps of the PF framework, by weighting the contribution of the audio in order to
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minimize the negative effect of outliers and noise coming from the audio data, rather
than performing any a priori data fusion algorithm. One benefit of the proposed
approach, audio-visual PF, is that running a data fusion algorithm is not required
which would introduce extra computational cost. To the best of our knowledge, audio
information has not been previously fused with visual information in a PF as we do
here.
The second problem originates from the PF itself. The PF approximates the posterior
density with a set of particles, and this approximation approaches the true posterior
as N → ∞. However, computational cost increases with respect to the number of
particles and it is not clear how to determine the optimal number of particles to be
used for a specific estimation problem. To address this problem, the proposed AV-
PF algorithm is further improved by proposing an adaptive approach to PF, based on
the occupied area by the particles in each frame. Our adaptive approach allows us
to estimate dynamically not only the number of particles but also the noise variance
which makes it different from the adaptive approaches mentioned in Section 2.3.2 with
the advantage that adaptive noise variance is used in the estimation of the optimal
number of particles. Finally, we demonstrate the results using simulations to compare
the performance of the proposed algorithms with [42] and the visual PF.
3.2 Audio Detection and Localization
There are two types of microphone arrays, circular and linear, used commonly in speaker
tracking. In our application, circular microphone arrays are chosen as their character-
istics are almost invariant with direction in horizontal plane and they cover 360◦ range
while linear arrays cover only 180◦ [44].
In this study, we use the sam-spare-mean (SSM) method [69] to estimate the DOA
information which is incorporated to improve the tracking performance of the visual
tracker. The SSM method is a two-step method. The first step consists of a sector
based combined detection and localization. The space around a circular microphone
array of eight microphones {M1,..., M8} is divided into 18 sectors {S1,..., S18} in Figure
3.1a and for each sector an “activeness” measure is evaluated at each time frame [68].
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Then, as shown in Figure 3.1b this measure of activeness is compared to a threshold in
order to give a binary decision regarding the presence of an active source in that sector.
The second step is a point based search conducted in each of the sectors labelled as
having at least one active source in Figure 3.1c. The parametric approach [68] is then
used for localization, and the location parameters are optimized with respect to a cost
function such as SRP-PHAT [33].
(a) (b) (c)
Figure 3.1: Sector based activeness measure is depicted in (a), sector based detection
in (b), and points based localization in (c).
Lathoud described DOA estimation process in his PhD study [67] and reported that
the average localization precision in degrees on 8 recordings is 91%. Also, he conducted
another experiment to see the average false reject ratio for false alarm rate in detection
of active speakers. This ratio was reported as 0.3005, 0.4199, 0.0322, 0.0672, 0.0322,
the lower is better, respectively for sequences: seq01, seq37, loud01, loud02 and loud03.
The high ratios in seq01 and seq37 were caused by many short silences between words
and syllables. Lathoud stated that elevation was also estimated during the estimation
of DOA, but it was not precise and the dependency of above errors on elevation was
not discussed.
More details on the computation of the DOA angle can be found in [67].
The DOA estimates given by the SSM method can be noisy for reverberant audio
measurements in some sequences. To mitigate the noise effect, we apply a third order
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AR model [49] to improve the estimate of the azimuth:
θk =
3∑
i=1
ϕiθk−i + εk, (3.1)
where θk is the DOA (azimuth) angle (in degrees) of the speaker estimated from the
audio frame that is synchronized with image frame k, ϕi are the parameters of the
model and εk is white noise. After applying a third order AR model, the estimate of
the azimuth is improved while the small gaps caused by silence of the speaker can be
filled by performing an interpolation method. Note that, to estimate the DOA angles, it
is not necessary for the microphone array to appear in the field of view of the cameras, as
the DOA is estimated from the acoustic recordings acquired by the microphone arrays
which have a listening range of 360 degrees no matter whether cameras are present in
the room.
Here, we assume that the calibration information of the microphone array, such as its
position in 3D space, is available. If the calibration information is not available, the
positions of the microphone arrays could be estimated via microphone self-calibration
[30] or combined microphone and camera calibration [71], which is however beyond the
scope of this study.
The robustness and resolution of the DOA data are affected by background noise, re-
verberations and positioning which include the number of simultaneous sources present
with their relative positioning, and the array position with respect to the speakers [105].
The type of microphones can also affect the robustness and resolution of the DOA data
as circular microphone arrays have wider range to resolve sound location compared to
linear microphone arrays [110], and the fluctuation in circular array data is extremely
small and the resolution of azimuth is almost constant [44] which increase the quality
of DOA measurements.
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3.3 Particle Filter Based Audio Constrained Visual Track-
ing Algorithm
In this section, we present a new method to enhance the visual tracker described in
Section 2.3.1 by introducing audio information.
Although the V-PF algorithm works well in regular conditions, it fails in challenging
situations like occlusion. This case is depicted in Figure 3.2 and Figure 3.3 using
sequences recorded by the calibrated cameras in AV 16.3 dataset described in Section
2.4. Figure 3.2 shows an occlusion case where the speaker re-appears in the scene after
going out for a while, and another occlusion case is shown in Figure 3.3 where one
speaker occludes another. The visual tracker has no visual cues during the occlusion
which causes losing the speaker. Even when the speaker becomes visible again after
the occlusion, the tracker is unable to detect the speaker as it is depicted in the first
row of Figure 3.2. In the second row of Figure 3.2, the particles of the tracker, shown
as red spots, are propagated to detect the face of the speaker. Once the tracker loses
the speaker, the particles focus on objects similar to the speaker, causing divergence
from the speaker.
To address this problem, several methods could be used, such as occlusions map [66]
and BraMBLe tracker [56]. Here we present an alternative method by introducing audio
information.
The idea behind our approach is to relocate the distributed particles around the DOA
line and then re-calculate the weights of the relocated particles according to their
distance to the DOA line [61]. The DOA line can be drawn as follows. First, the
3-D position of the speaker’s head (A,Bk, C) is determined based on the estimated
DOA angle and the following assumptions: (1) A is the distance from the centre of
the microphone array to the wall in metres (which is 1.75 metres in our experiments),
(2) C is the estimated height of the speaker, typically chosen as 1.80 metres in our
experiments. Then Bk is calculated using the standard trigonometric identity as
Bk = tan
(
θk × pi
180
)
·A. (3.2)
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Figure 3.2: Failure in Visual PF after occlusion. The first row shows Sequence 11
camera #1 of the AV 16.3 dataset where a single speaker disappears for a while and
re-enters the scene. The second row shows the propagation of the particles to detect
the speaker.
Figure 3.3: Sequence 24 camera #1 of the AV 16.3 dataset shows multiple speakers
occluding each other and the visual tracker failing after occlusion.
The 3D coordinate (A,Bk, C) is then projected to the image frame to obtain the 2D
coordinate (ak, bk) using the calibration matrix, formed from the calibration infor-
mation of the microphone arrays and cameras available in the dataset, e.g. the 3-D
coordinates of the centre of the two microphone arrays (0, 0, 0), and the three cameras
positions, (−1.56, 2.02, 1.40), (1.52,−2.25, 1.13) and (−0.25,−3.03, 1.26) (unit in me-
ters), for cameras #1, #2, and #3, respectively. The DOA line is drawn from (ak, bk)
to the 2D coordinate of the centre of the microphone array which is estimated only
once using the same calibration matrix at the initialization step, since all the cameras
are stationary and the positions of the microphone arrays are always constant for all
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the camera views.
The V-PF approach described in Section 2.3.1 is enhanced by the DOA information
and the proposed AV-PF algorithm is depicted in Figure 3.4. When the particles are
Figure 3.4: Schematic diagram of the proposed AV particle filter.
propagated, we want to concentrate on particles located around the DOA line. Concen-
trating around the DOA line is likely to increase the possibility of speaker detection by
the particles since the DOA indicates the approximate direction of the sound emanating
from the speaker. If the location of particles is assumed to be initially distributed in a
circular area, then after relocation, it is expected to be elliptical in Figure 3.5b instead
of being exactly on the DOA line in order to avoid deviation in the detection in the
case of noisy DOAs measurements.
To obtain an elliptical distribution, the moving distance of the particles should be
proportional to their initial distances to the DOA line which allows the farthest particle
to move more than the closest particle thus maintaining the relative distance to the
DOA line. To this end, perpendicular Euclidean distances dk =
[
d
(1)
k ... d
(N)
k
]T
of
the particles to the DOA line are first calculated. These distances are then normalized
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(a) (b)
Figure 3.5: Initial distribution of particles in a circular form is given in (a). The
particles distribution becomes elliptic after the particles being relocated around DOA
line in (b).
to obtain distance coefficients to be used to derive the movement distances dˆk as follows:
dˆk =
dk
‖dk‖1  dk, (3.3)
where dˆk =
[
dˆ
(1)
k ... dˆ
(N)
k
]T
and  is the element-wise product and ‖.‖1 is the `1
norm. Then dˆk is used to guide how much the particles should be moved towards the
DOA line. This information is then used to relocate the particle distribution during
the propagation step in Equation (3.4).
The noise within the audio measurements can affect the reliability and accuracy of the
DOAs. To deal with these effects, the impact of audio to the calculation of particle
propagation and importance weighting is controlled by γk, which is calculated as the
Bhattacharyya distance to measure the similarity between qu, i.e. the image patch
centred on the estimated position, and the reference image patch ru, by substituting qu
for q
(n)
u in Equation (2.5). The dynamic model given in Equation (2.3) is then revised
to:
xˆ
(n)
k = x
(n)
k ⊕ dˆ(n)k hkγk, (3.4)
where ⊕ is the element-wise addition and hk =
[
cos(θk) 0 sin(θk) 0 0
]T
. The
movement distance of each particle dˆ
(n)
k is weighted by γk and this is multiplied by hk
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to update only position (x1, x2) of the particle state vector
[
x1 x˙1 x2 x˙2 s
]T
in
order to provide the perpendicular movement to the DOA line. Since the positions of
the particles are changed, the importance weights are also revised by multiplying them
with the inverse of the distance coefficients calculated in the previous step to make sure
that the particles that are close to the DOA line in terms of the Euclidean distance
still have high importance weights:
wˆ
(n)
k = (e
−λ(D(n))2)
‖dk‖1
d
(n)
k
. (3.5)
The weights are then normalized to ensure that
∑N
n=1 wˆ
(n)
k = 1. The fourth and
fifth steps of the PF algorithm are performed in the same way as in Algorithm 2.1 in
Section 2.3.1. Position estimation follows the weighting step and it is calculated using
Equation (2.6) and denoted as x˜avk . Before the resampling step, to prevent the tracker
to be deceived by noise in audio, γk is calculated again with x˜
av
k and denoted as γ
av
k . If
γavk is smaller than γk, the AV tracker results are used in the next step and iteration.
Otherwise, audio is assumed to be noisy and the visual-only tracker results are used in
the next step and iteration. Then the resampling step is performed to generate the new
particles x
(n)
k from the set
{
x
(n)
k , w
(n)
k
}N
n=1
. The pseudo code of the proposed AV-PF
algorithm is depicted in Algorithm 3.1.
To further clarify our approach, the steps of the algorithm are given in Figure 3.6. We
define the current and next positions of the target speaker in Figure 3.6a and 3.6b.
Particles with weights from previous iteration are shown in Figure 3.6c. Resampled
and normalized particles are drawn in Figure 3.6d. The particles are propagated in
Figure 3.6e to detect the target. After that, the DOA line that indicates where the
target is likely to be located is drawn in Figure 3.6f. The particles are moved towards
the DOA line in Figure 3.6g. Lastly weights of the particles are estimated in Figure
3.6h.
With our proposed modifications in Equation (3.4) and Equation (3.5), the tracking
algorithm can preserve the position of the face even if the visual tracker is lost, due to
the use of the DOA as depicted in Figure 3.7. As opposed to the visual tracker in Figure
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Initialize: N , σ2, U , T , F, λ, ru, x
(n)
0 , w
(n)
0 , k
while k < K do
Propagate particles: x
(n)
k = Fx
(n)
k−1 + q
(n)
k
Calculate D(n) using Equation (2.5), for n = 1...N
Calculate weights: w
(n)
k = e
−λ(D(n))2 , for n = 1...N
Estimate the target position x˜k using Equation (2.6)
Calculate γk using Equation (2.5)
Get corresponding DOA angle θk
Calculate distances dk =
[
d
(1)
k ... d
(N)
k
]T
Find movement distances: dˆk =
dkdk
‖dk‖1
Re-propagate particles: xˆ
(n)
k = x
(n)
k ⊕ dˆ(n)k hkγk
Re-weighting: wˆ
(n)
k = (e
−λ(D(n))2)‖dk‖1
d
(n)
k
Re-estimate target position x˜avk using Equation (2.6)
Calculate γavk using Equation (2.5)
if γavk < γk then
x
(n)
k = xˆ
(n)
k , w
(n)
k = wˆ
(n)
k , x˜k = x˜
av
k
end
Resampling: Generate x
(n)
k from the set
{
x
(n)
k , w
(n)
k
}N
n=1
k = k + 1
end
Algorithm 3.1: Proposed AV-PF algorithm.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.6: The steps of the AV-PF algorithm. Current and next positions of the target
speaker are denoted in (a) and (b). Particles with weights from previous iteration are
shown in (c). Resampled and normalized particles are drawn in (d). After propagation
of the particles in (e), the DOAs line is drawn as shown in (f). The particles are moved
towards the DOAs line in (g) and weights of the particles are estimated in (h).
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Figure 3.7: The first row shows Sequence 11 camera #1 of the AV 16.3 dataset where
the single speaker disappears for a while and re-enters the scene. After occlusion, the
AV tracker continues tracking. The second row shows the distribution of the particles
which are relocated by the DOA line.
3.2, the AV tracker continues tracking after the speaker comes back to the camera view
in the first row of Figure 3.7. The second row shows how the particles are distributed
around the DOA line. Concentrating particles around the DOA line increases the
efficiency of the particles in terms of speaker detection since all the particles converge
to the potential location of the speaker. This allows us to use a smaller number of
particles than required in visual-only PF.
In the AV 16.3 dataset that we used in our experiments, the speakers are talking contin-
uously most of the time in the video sequence which therefore provides the advantage
of using DOA information to improve visual tracking. In the case of missing audio, the
DOA is estimated by interpolation, based on those obtained from the previous frames
where the DOAs may be available. If the gap of the missing audio is large, the accu-
racy of such interpolation will be limited. However, by making small changes in the
proposed algorithm, such as first checking whether DOA exists or not, the audio-visual
tracker can be reduced to visual-only tracker when the DOA information is missing.
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3.4 Improved AV Tracking with Adaptive Particle Filter
The PF approach in Section 3.3 uses a fixed number of particles which, as discussed
in Section 3.1, has limitations in practice. To address these limitations, we propose a
new adaptive approach to estimate the optimal number of particles at each iteration.
Fox [42] proposed an adaptive approach called KLD-sampling where the number of
particles is estimated adaptively by bounding the tracking error of the PF as discussed
in Section 2.3.2. It uses the KL divergence between the empirical distribution and the
true posterior distribution, known as non-parametric maximum likelihood estimate, to
measure the error. One assumption in this approach is that the true posterior can be
represented by a discrete piecewise constant distribution consisting of a set of multi-
dimensional bins. However, there is no certain way to estimate the size of these bins,
and incorrect determination may cause deviation in the estimation of N . In addition,
it does not mention anything about the second fixed parameter of the PF, i.e. noise
variance σ2 whose selection affects the distribution of the particles, causing the tracker
to become potentially incoherent.
In this study, we aim to design a new adaptive approach that addresses the problems in
the KLD-sampling algorithm. More specifically we adapt both N and σ2 dynamically
in a simple way which is easily applicable to any implementation. The particles search
a rectangular area to detect the face of the speaker before their weights are allocated.
The accuracy of the speaker detection partly depends on the size of the area searched.
We use this relationship and build our proposed algorithm on the area occupied by the
rectangles centred on the positions of the particles [60]. The total area, S, occupied by
the rectangles can be defined as:
S = f(N, σ2, L), (3.6)
where L is the area of each rectangle. The value of S depends on the number of
particles, the area of rectangle centred around each particle, and the overlap between
the rectangles. The overlap is highly related to the distance between the particles,
namely σ2 which affects the distribution of the particles. One way to formulate the
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calculation of S is to analyse the relationships amongst S, N , L and σ2 using mapping
tables. These mapping tables are created by distributing N particles with the variance
σ2 and calculating the area of L pixels occupied by the particles. For each mapping
table, N is varied from 5 to 100 with a step size of 5, and σ2 is varied from 10 to 150
with a step size 10. For each point (for example, N = 10, σ2 = 50), it is repeated 100
times and the average of the occupied area S is estimated. Therefore, the relationships
between S, N and σ2 are observed in one mapping table for a particular L. Then
this process is repeated for ten different Ls, which are found to be adequate based on
extensive experimental studies, as illustrated in Figure 3.8.
Figure 3.8: 10 mapping tables for different L are created to observe the relation between
N,S and σ2.
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An illustration of the occupied area estimation is presented in Figure 3.9. Based on the
particle distribution, rectangles are drawn centred on the position of the particles. Since
overlaps between rectangles are inevitable, the total occupied area, S, is estimated by
counting the number of pixels inside the blue line in Figure 3.9.
Figure 3.9: The area inside the blue line indicates the total occupied area by five
particles.
For adaptive estimation of N , we need to describe 20 different lines in each 10 different
mapping tables using a single formula. However, the behaviour of the lines in the
mapping tables is nonlinear and this makes the problem intractable. As a solution, a
curve fitting process is applied to linearise the nonlinear relation as shown in Figure
3.8. Based on the goodness-of-fit test results, a polynomial model is chosen among the
several candidate curve fitting methods. A pth order polynomial model is represented
by p + 1 coefficients. In our mapping tables, the occupied area, S, depends on three
variables: σ2, N and L. Therefore, the number of polynomial coefficients grows with
the power of three. Clearly, there is a trade-off between the order of the model and
the goodness-of-fit as measured in terms of the sum of squares due to error (SSE).
A higher order leads to a lower SSE, but it requires a higher number of polynomial
coefficients. As a trade-off, the order of the polynomial model is set to 2. Let us denote
` =
[
L2 L 1
]T
, n =
[
N2 N 1
]T
and m =
[
(σ2)2 σ2 1
]T
. These three vectors
form a tensor V = ` ⊗ n ⊗m where ⊗ is the outer product. Then, the total area, S,
can be expressed as:
S =
3∑
i=1
3∑
j=1
3∑
m=1
ci,j,m · νi,j,m, (3.7)
where νi,j,m is the element of the tensor V and ci,j,m is the element of tensor C con-
taining the coefficients determined by the second order polynomial model fitting. After
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rearranging we get:
S = [(c1,1,1L
2 + c2,1,1L+ c3,1,1)(σ
2)2 + (c1,1,2L
2 + c2,1,2L+ c3,1,2)σ
2
+ (c1,1,3L
2 + c2,1,3L+ c3,1,3)]N
2 + [(c1,2,1L
2 + c2,2,1L+ c3,2,1)(σ
2)2
+ (c1,2,2L
2 + c2,2,2L+ c3,2,2)σ
2 + (c1,2,3L
2 + c2,2,3L+ c3,2,3)]N
+ [(c1,3,1L
2 + c2,3,1L+ c3,3,1)(σ
2)2 + (c1,3,2L
2 + c2,3,2L+ c3,3,2)σ
2
+ (c1,3,3L
2 + c2,3,3L+ c3,3,3)].
(3.8)
Equation (3.7) has 27 coefficients calculated by the curve fitting process and they are
given in Table 3.1. Then Equation (3.8) can be simplified to:
Table 3.1: Curve fitting coefficients of the mapping table for the proposed AV-A-PF.
c1,1,1 −2.14 × 10−12 c3,2,2 3.93 × 10−1
c2,1,1 6.42 × 10−9 c1,3,2 −2.71 × 10−6
c3,1,1 1.73 × 10−6 c2,3,2 1.41 × 10−2
c1,2,1 2.64 × 10−10 c3,3,2 55.02 × 10−1
c2,2,1 −9.5 × 10−7 c1,1,3 7.59 × 10−9
c3,2,1 −2.86 × 10−4 c2,1,3 −4.59 × 10−5
c1,3,1 −3.1 × 10−9 c3,1,3 −1.77 × 10−2
c2,3,1 −9.6 × 10−6 c1,2,3 −1.39 × 10−6
c3,3,1 −2.89 × 10−2 c2,2,3 7.86 × 10−3
c1,1,2 4.52 × 10−10 c3,2,3 29.04 × 10−1
c2,1,2 −1.99 × 10−6 c1,3,3 −7.44 × 10−5
c3,1,2 −2.14 × 10−3 c2,3,3 13.98 × 10−1
c1,2,2 −6.45 × 10−8 c3,3,3 165.18
c2,2,2 3.17 × 10−4
0 = ΥN2 + ΨN + Ω, (3.9)
where Υ = (c1,1,1L
2 + c2,1,1L+ c3,1,1)(σ
2)2 + (c1,1,2L
2 + c2,1,2L+ c3,1,2)σ
2 + (c1,1,3L
2 +
c2,1,3L + c3,1,3), Ψ = (c1,2,1L
2 + c2,2,1L + c3,2,1)(σ
2)2 + (c1,2,2L
2 + c2,2,2L + c3,2,2)σ
2 +
(c1,2,3L
2 + c2,2,3L+ c3,2,3) and Ω = (c1,3,1L
2 + c2,3,1L+ c3,3,1)(σ
2)2 + (c1,3,2L
2 + c2,3,2L+
c3,3,2)σ
2 + (c1,3,3L
2 + c2,3,3L+ c3,3,3)− S.
From Equation (3.9) N can be readily found as:
N =
−Ψ +√Ψ2 − 4ΥΩ
2Υ
. (3.10)
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Note that L is estimated in every frame after the face of the speaker is detected. In
practice, N is implicitly bounded by the choice (or calculation) of σ2, L and S which
usually take a limited range of values. In Equation (3.10), S and σ2 are unknown
parameters that need to be estimated. To this end, we propose an iterative method
where the values of S and σ2 in step k are derived from the initial values confined by γ¯k
which is the difference between γk and γk−1. In other words, the calculation of S and σ2
is linked to the difference of γ in successive frames. We propose to use a statistical model
to establish that link. Many distribution functions could be employed. In our case,
however, we have several requirements: (1) the input parameter should change between
0 to 1 (to match with the range of γ value); (2) the function may be controlled by at
most two parameters (for simplicity); (3) the output of the function should be in the
range of 0 to 1 to point out alteration ratio. To meet these requirements, a cumulative
beta distribution (CBD) function appears to be the best choice and therefore it is used
to model the link between γ¯k and S, as well as σ
2. The CBD function [39] is depicted
in Figure 3.10 and given in Equation (3.11).
Figure 3.10: The cumulative beta distribution function for different α and β values.
Iγ¯(α, β) =
α+β−1∑
j=α
(
α+ β − 1
j
)
γ¯j(1− γ¯)(α+β−1−j). (3.11)
It needs two control parameters (α and β) and both input and output values change
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between 0 to 1. Then, S and σ2 at time k are defined as:
Sk = S0 × (ρS + sign(γ¯k)× I|γ¯k|(αS , βS)),
σ2k = σ
2
0 × (ρσ2 + sign(γ¯k)× I|γ¯k|(ασ2 , βσ2)),
(3.12)
where αS and βS are the control parameters of the CBD for modelling Sk, and ασ2 and
βσ2 are the control parameters of the CBD for modelling σ
2
k. S0 and σ
2
0 are the initial
values of S and σ2. Absolute value of γ¯k is used in the CBD function, because input
values of CBD range between 0 to 1 and γ¯k may be positive or negative depending on
the change of γ in successive frames. The output of CBD is multiplied with the sign of
γ¯k to make the change of Sk and σ
2 dependent on the change in γ¯k.
The proposed AV-A-PF algorithm is an improved version of our proposed AV-PF algo-
rithm explained in Section 3.3. At every iteration, after the comparison of γavk with γk,
Sk and σ
2
k values are updated using Equation (3.12) in order to find the optimal Nk by
Equation (3.10). The last step of the PF algorithm is resampling and since the Nk value
has just been changed, this step is also modified for the new Nk. If Nk is decreased,
the particles with the smallest weights are removed. The particles with largest weights
are duplicated if Nk is increased before the resampling step is performed. The pseudo
code of the proposed AV-A-PF algorithm is depicted in Algorithm 3.2.
3.5 Experimental Evaluations
In this section, the proposed and baseline algorithms are evaluated on the AV 16.3
dataset [70] and the results are presented in plots and tables.
The speakers wear coloured balls in particular sequences which are only used for an-
notation, and not for tracking in our system. In the experiments with the AV-PF
algorithm, the number of particles, N , is selected to be 10. The covariance matrix Q is
a diagonal matrix with σ2 = 50, and this is used as the variance for both the position
and velocity. For the AV-A-PF algorithm, N and σ2 are estimated dynamically. T is
the period between frames and equals 0.04 seconds and λ in Equation (2.4) is chosen
as 150. The number of bins used for Hue-Saturation histogram is 8. The scale factors
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Initialize: N0, σ
2
0, S0, U , T , F, λ, ru, x
(n)
0 , w
(n)
0 , k
while k < K do
// AV Particle Filter - Section 3.3.
Calculate x
(n)
k , w
(n)
k , x˜k and γk using Equations (2.3), (2.4), (2.6) and (2.5),
respectively.
Find movement distances by Equation (3.3)
Calculate xˆ
(n)
k and wˆ
(n)
k using Equations (3.4) and (3.5), respectively.
Re-estimate target position: x˜avk =
∑Nk
n=1 wˆ
(n)
k xˆ
(n)
k
// Adaptive approach modifications - Section 3.4
Calculate γavk using Equation (2.5)
if γavk < γk then
x
(n)
k = xˆ
(n)
k , w
(n)
k = wˆ
(n)
k , x˜k = x˜
av
k , γk = γ
av
k
end
Calculate γ¯k value: γ¯k = γk − γk−1
Calculate new S value: Sk = S0 ∗ (ρS + sign(γ¯k) ∗ I|γ¯k|(αS , βS))
Calculate new σ2 value: σ2k = σ
2
0 ∗ (ρσ2 + sign(γ¯k) ∗ I|γ¯k|(ασ2 , βσ2))
Estimate optimal Nk using Equation (3.10)
Resampling: Generate x
(n)
k from the set
{
x
(n)
k , w
(n)
k
}Nk
n=1
k = k + 1
end
Algorithm 3.2: Proposed AV-A-PF algorithm.
ρS and ρσ2 are set to 1. Both αS and βS values are chosen as 8, and ασ2 and βσ2 are
chosen 0.5 for CBD functions. These α and β values are intuitively chosen based on
expected response of the CBD function with respect to the error change (see Figure
3.10). The value of S0 is taken as 2000 and σ
2
0 is 50 in the simulations. These initial
values are found to be appropriate based on cross-validation. In our work, we have used
annotated DOAs as a priori to avoid mis-correspondence of person-ID after occlusion.
Such information may not be available in a practical tracking system, and the person-
IDs would have to be modelled and adapted during tracking using methods such as in
[6] and [66].
Ten different sequences (3 single speaker, 5 two speakers and 2 three speakers) with
three different camera angles from AV 16.3 corpus have been used to perform the ex-
periments. These sequences are briefly described in Table 3.2 [70].
We have evaluated our proposed algorithms and the baseline algorithms using both
MOT and TBM metrics, and the overall average results are given in Tables 3.4 and
3.6. The results in terms of MAE are also given in Tables 3.3 and 3.5 for all the tested
66 Chapter 3. Audio Assisted Robust Visual Tracking with Adaptive Particle
Filtering
Table 3.2: Description of sequences used for experiments
seq08-1p-
0100
A single speaker, mostly moving while speaking and facing the micro-
phone arrays. The speaker is walking back and forth once.
seq11-1p-
0100
One moving speaker is doing random motions and talking most of the
time.
seq12-1p-
0100
One speaker, mostly moving while speaking, facing the microphone
arrays and doing random motions.
seq18-2p-
0101
Two speakers, both speaking continuously, facing the microphone ar-
rays, slowly getting closer as much as possible to each other then
slowly parting twice, sitting and standing.
seq19-2p-
0101
Two standing speakers, facing the microphone arrays, slowly getting
closer to each other, then further from each other. The speakers are
talking most of the time.
seq24-2p-
0111
Two moving speakers, both speaking continuously, facing the micro-
phone arrays, walking back and forth, crossing the field of view twice
and occluding each other twice.
seq25-2p-
0111
Two moving speakers, walking back and forth twice, the second time
facing the microphone arrays, each speaker starting from opposite side
and occluding the other speaker once. The two speakers are talking
most of the time.
seq30-2p-
1101
Two moving speakers, walking back and forth once, one behind the
other at constant distance, both speaking continuously.
seq40-3p-
0111
Three speakers, two seated and one standing, all speaking continu-
ously, facing the microphone arrays, the standing speaker walks back
and forth once.
seq45-3p-
1111
Three moving speakers, occluding each other many times, all speaking
continuously.
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algorithms in separate columns.
First, comparative results between V-PF and our proposed AV-PF are given and dis-
cussed. Then, the performance of our adaptive algorithm AV-A-PF is compared with
our AV-PF algorithm and the baseline KLD-sampling algorithm.
3.5.1 Visual PF vs. Audio-Visual PF
The V-PF and AV-PF algorithms are run in thirty experiments (10 sequences with
3 different camera angles) in order to compare their performance. One of the single
speaker experiments is Sequence 11 camera #3 in which the speaker is making random
motions as illustrated in Figure 3.11.
Figure 3.11: Frames are taken from Sequence 11 camera #3. The first row shows the
V-PF and the second row shows our proposed AV-PF tracking.
Here, the speaker moves around the table and makes rapid and sudden movements.
In the first row, the performance of the V-PF algorithm is shown. At the beginning,
the tracker follows the speaker with small errors, but the error increases with sudden
movements of the speaker and eventually the tracker fails. In the second row, the results
of the proposed AV-PF algorithm are given and here the tracker successfully follows
the speaker with the assistance of the audio line. The plot in Figure 3.12a shows the
tracking error for this sequence.
Here, the error at frame k is given as the average of the errors from frame 1 to k.
This representation is chosen instead of plotting error on corresponding frame k, which
would give an oscillating graph since errors may change abruptly in subsequent frames.
On the other hand, plotting average error at each frame k gives a smooth graph which
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(a) (b)
Figure 3.12: In (a) and (b) the performance of algorithms is given for Sequence 11
camera #3.
can be interpreted easily and the overall performance of each tracker can be compared
clearly.
To see the contribution of the audio to the proposed AV-PF tracker, the tracker is also
run on Sequence 11 camera #3 with only audio information. In the Audio-PF, the
particles are weighted based on their Euclidean distances to the position estimated by
the DOA information, as explained in Section 3.3, under the assumption that noise
on the audio likelihood is Gaussian. Moreover, conversion of the DOA information to
the 2D image plane is performed as described in Section 3.3. Firstly, 3D coordinates
are obtained using the DOA information under the assumption that the height of the
speaker and distance of the speaker to the microphone array are known, and then these
3D coordinates are projected to the image plane using camera calibration information.
The results of the Audio-PF are given together with the V-PF and AV-PF in Figure
3.12b. In the first half of the sequence, the V-PF shows better performance than the
Audio-PF. However, the error of the V-PF is increasing with the time and after some
point it loses the speaker. On the other hand, the Audio-PF never loses the speaker and
it improves the tracking error with the time. The performance of the Audio-PF mainly
depends on how accurately the DOA is estimated. As is explained in Section 3.2, the
DOA information is extracted using the SSM method [69] and the audio tracker results
are given for single and multi-speaker cases in Figure A.1. Even though estimated DOA
information has noise and deviation from the ground truth, it is found to be adequate
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after post-processing of the DOA data as explained in Section 3.2.
Integration of the audio and visual modalities in the proposed AV-PF outperforms both
the V-PF and Audio-PF. In the V-PF, the distribution of the particles may become too
diffuse so that the particles spread across the image plane rather than clustering around
the speaker. This is prevented in the proposed AV-PF as the particles are concentrated
around the DOA line. Also, audio information gives additional information about the
state of the speaker in the case of occlusions or when the speaker goes out of the scene
for a while. This shows how audio and visual modalities can be complementary to each
other in order to highlight their respective strengths and eliminate their weaknesses in
tracking.
The experiment for Sequence 11 camera #1 is given in Figure 3.2 and Figure 3.7 shown
in Section 3.3 where the speaker comes back after disappearing for a while.
(a) (b)
Figure 3.13: In (a) and (b) the performance of algorithms is given for Sequence 11
camera #1 and Sequence 24 camera #1, respectively.
In Figure 3.2, the results of the V-PF approach are given in the first row and as seen
from the frames, when the speaker re-appears, the tracker fails to track the face. As
opposed to the V-PF, tracking resumes with the reappearance of the speaker in our
proposed AV-PF algorithm as shown in Figure 3.7. The plot in Figure 3.13a shows the
tracking error for this sequence. After occlusion, the V-PF algorithm lost tracking, but
our proposed AV-PF algorithm continued tracking.
Figure 3.14 shows the result for multi-speaker occlusion case, Sequence 24 camera #1
where one speaker is occluded by the other. After the occlusion, our proposed AV-PF
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algorithm (in the second row) resumes tracking. The average error of the two speakers
for this sequence is shown in Figure 3.13b, and after the 350th frame the V-PF fails,
but our proposed AV-PF algorithm continues tracking with small errors. These two
Figure 3.14: Sequence 24 camera #1: Multiple speakers with occlusions. V-PF in
the first row cannot track the speaker after occlusion. On the contrary, the proposed
AV-PF algorithm keeps tracking.
algorithms are also tested on the case of three speakers with two sequences, Sequence 40
and Sequence 45, respectively. The results for Sequence 40 camera #1 are illustrated
in Figure 3.15. Even this sequence is not challenging, V-PF fails to track all three
Figure 3.15: Sequence 40 camera #1: Three speakers with occlusions. V-PF perfor-
mance is shown in the first row, and AV-PF shows better performance in the second
row.
speakers. Sequence 45 is the most challenging sequence in this corpus where all the
speakers walk and occlude each other many times as shown in Figure 3.16. The V-
PF fails as expected. Unlike the V-PF, the proposed AV-PF algorithm successfully
tracks the speakers both on Sequence 40 and Sequence 45. The error plots for three
speaker experiments are given in Figure 3.17. Both plots show that the proposed AV-PF
approach has more stable performance than the V-PF.
Instead of illustrating frames of 30 experiments, all experiments are repeated 10 times
and the average results are given in Tables 3.3 and 3.4 with standard error (SE).
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Table 3.3: MAE values for V-PF and proposed AV-PF averaged over 10 repetitions
and standard errors of the estimated MAE values.
V-PF AV-PF
MAE SE-MAE MAE SE-MAE
seq08-1p-0100
cam1 109.36 0.76 11.74 0.15
cam2 120.92 0.81 9.05 0.21
cam3 83.81 0.9 10.91 0.19
seq11-1p-0100
cam1 81.15 0.71 22.27 0.25
cam2 117.58 1.34 17.05 0.35
cam3 130.5 1.22 18.29 0.71
seq12-1p-0100
cam1 145.01 1.07 16.54 1.12
cam2 170.86 0.77 18.79 1.08
cam3 157.25 0.87 12.77 0.81
seq18-2p-0101
cam1 115.26 1.24 15.24 0.17
cam2 110.14 0.62 14.33 0.57
cam3 115.54 0.71 19.25 0.76
seq19-2p-0101
cam1 62.51 0.5 12.67 0.34
cam2 61.95 0.44 11.41 0.55
cam3 56.49 0.67 12.91 0.22
seq24-2p-0111
cam1 73.34 0.72 10.66 0.15
cam2 51.35 0.35 9.57 0.16
cam3 44.2 0.21 10.44 0.15
seq25-2p-0111
cam1 33.79 0.82 16.17 0.08
cam2 20.51 0.36 8.77 0.08
cam3 33.52 1.24 10.09 0.28
seq30-2p-1101
cam1 33.72 0.23 15.21 0.16
cam2 19.23 1.12 9.48 0.08
cam3 26.35 2.52 10.86 0.05
seq40-3p-0111
cam1 75.69 0.33 12.88 0.33
cam2 72.6 2.38 18.99 0.95
cam3 78.94 0.48 16.05 0.99
seq45-3p-1111
cam1 73.81 1.58 17.19 0.08
cam2 41.13 2.21 19.59 0.67
cam3 71.58 0.34 20.94 1.53
Average 79.60 0.92 14.34 0.44
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Figure 3.16: Sequence 45 camera #2: Multiple speakers with occlusions. Occlusions
occur multiple times. V-PF fails in the first row, but AV-PF continues tracking in the
second row.
(a) (b)
Figure 3.17: In (a) and (b) the performance of the V-PF and AV-PF algorithms is
given for Sequence 40 camera #1 and Sequence 45 camera #2, respectively.
The V-PF and AV-PF algorithms are compared according to MAE in Table 3.3, and
using TBM and MOT metrics in Table 3.4. Since there are no standard protocols to
measure the performance of multi-target tracking methods, we have used two commonly
used metrics besides the MAE metric, which are widely used for the evaluations of
tracking methods. The MAE is firstly used because of its simplicity and it provides
explicit output considering only the difference between the estimated position and the
ground truth. On the other hand, the MOT metric can be considered an advanced
solution as compared to the MAE metric since it measures the number of errors during
tracking and evaluates the precision of trackers, in terms of the ability to localize
the target with MOTA and MOTP quantities, respectively [9]. The mathematical
formulations of the MOTA and MOTP quantities were given in Section 2.5. The
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problem with the MOT metric is that it may give a negative accuracy when the number
of errors is larger than the number of targets [92]. This case happens especially in visual-
only tracking when the tracker fails due to occlusion or rapid movement of the speakers.
Also, calculation of MOTP is performed only if the tracker keeps tracking the speakers
with the distance less than the threshold value. This may be deceptive if only the
MOTP is considered, i.e. without the use of the MOTA. In Table 3.4, MOTP values
for V-PF and AV-PF are 14.6 and 12.7, respectively which may give the impression
that they have similar performance. However, MOTA values are 20.5% and 90.5%
respectively for V-PF and AV-PF which show that the proposed AV-PF outperforms
the V-PF.
In a simple target tracking scenario, a tracker usually tracks the target only for a
certain period of time as the tracker may lose the target in challenging conditions such
as occlusion or noisy measurements. This is another aspect for the evaluation of the
tracking methods that of how accurately ground trajectory is tracked by the tracker.
In that sense, the TBM is a solution as it evaluates the performance on the basis of
trajectory. The TBM classifies a trajectory as mostly tracked (MT), partially tracked
(PT) and mostly lost. The MT, PT and ML are complementary information, so only
MT values are presented in Table 3.4 for simplicity. However, other quantities of the
TBM metrics are given in Table B.1 in Appendix B. According to the TBM results given
in Table 3.4, the V-PF tracks 43.0% of ground truth trajectories while the proposed
AV-PF tracks 92.4%, which demonstrates that the proposed AV-PF outperforms the
V-PF based on the TBM metric.
Milan et al. [92] conducted a comparative analysis of performance metrics, including
the MOT and TBM metrics, and concluded that there is no single objective measure
for the quantitative ground-truth evaluation of multi-target tracking algorithms that
incorporates all important aspects. Therefore, our tracking results are evaluated with
two widely accepted metrics, MOT and TBM, besides MAE metric.
Another experiment has been performed in order to see the effects of particle numbers
on the performance of the algorithms. The numbers of particles are selected as: 10, 20,
30, 40, 50, 75, 100, 150 and 200 for all the three sequences. The results for Sequence 11
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Table 3.4: Experimental results with TBM, MOT and MAE metrics for V-PF and
proposed AV-PF.
Method MT(%) MOTA(%) MOTP MAE
V-PF 43.0 20.5 14.6 79.6
SE 0.2 1.9 0.6 0.9
AV-PF 92.4 90.5 12.7 14.3
SE 0.0 1.5 0.3 0.4
(a) (b) (c)
Figure 3.18: Average error comparison between the V-PF and AV-PF algorithms for a
variable number of particles N .
camera #1, Sequence 24 camera #1, and Sequence 11 camera #3 are shown in Figure
3.18a, 3.18b and 3.18c, respectively. In the case of occlusion, the V-PF fails even if
it has high numbers of particles as seen in Sequence 11 camera #1 and Sequence 24
camera #1. Sequence 11 camera #3 features a person making a variety of rapid move-
ments, despite the fact that no occlusion is involved. The V-PF has almost the same
performance as our proposed AV-PF algorithm when it has a larger number of particles
as seen in Figure 3.18b. However, when the number of particles is reduced significantly,
e.g. when N = 10, the tracking errors increase dramatically in the V-PF while our pro-
posed AV-PF tracking algorithm continues to show excellent performance. We have
also compared our proposed AV-PF algorithm with one of the non-PF approaches, i.e.
mean-shift tracking [29] which is a non-parametric method and using a single hypoth-
esis for tracking. DOA is also fused in the same way as in our proposed approach by
treating this single hypothesis as if it is the only particle of the PF. As an example, here
we show the results for Sequence 12 camera #3. Using the AV mean-shift tracking,
we got MAE = 33.6, MOTP = 22.6 and MOTA = 60.3%. For our proposed approach,
these values are 12.8, 12.3 and 97.9% respectively. It is clear that the PF approach
outperforms the mean-shift tracking algorithm.
3.5. Experimental Evaluations 75
3.5.2 Audio-Visual PF vs. Audio-Visual A-PF
The results in Figure 3.18 show that the AV tracker is better than the visual-only tracker
in handling occlusions even with a small number of particles. Here we demonstrate that
we can further reduce the tracking errors by using our proposed adaptive approach, i.e.
the AV-A-PF algorithm, as explained in Section 3.4. The AV-A-PF algorithm is also
tested on AV 16.3 and its performance is compared with the baseline algorithm, i.e.
KLD-sampling [42]. Since the adaptive approach is based on our proposed AV-PF
algorithm, the KLD-sampling is also combined with our proposed AV-PF algorithm in
order to make a fair comparison between these two approaches.
To see the advantage of the A-PF, we perform an experiment to compare the proposed
AV-A-PF algorithm with the use of a fixed number of particles (AV-PF). Firstly, the
AV-A-PF algorithm is run on Sequence 12 camera #1 and we reach an average γ = 0.27
with an average N = 15 in 138.17 seconds. Then, the AV-PF is run with N = 15 and
γ goes up to 0.35 in 135.87 seconds. The 30% γ difference shows that the AV-A-
PF approach is better than the fixed number AV-PF approach with a more accurate
tracking result. On the other hand, adaptive estimation of the particle numbers took
around extra 2 seconds computational cost. However when we increase N up to 22 to
get γ = 0.27 in the fixed AV-PF, the computational cost became 149.35 seconds. Here,
experiments are implemented in Intel core i7 2.2 GHz processor with 8 GB memory
under Windows 7 operating system. Adaptive estimation of N and variance adds slight
computational cost, but it is reasonable when compared with fixed N usage to reach
the same accuracy. It shows that the adaptive approach is beneficial in terms of both
accuracy and the computational cost. The plot for this experiment is shown in Figure
3.19. In Figure 3.19a, N is changing with time for AV-A-PF algorithm, while it is fixed
for AV-PF and Figure 3.19b shows γ for both approaches.
The KLD-sampling algorithm is also tested on the same sequence and compared with
the AV-A-PF algorithm and the results are given in Figure 3.20. The KLD-sampling
algorithm needs an average of 68 particles to reach almost the same value, γ = 0.26.
Figure 3.20a and 3.20b show the effect of changing N and γ respectively. σ2 is set to
50 in the KLD-sampling algorithm. Since σ2 is adaptive in our proposed approach,
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(a) (b)
Figure 3.19: The average N for the AV-A-PF and the fixed N for AV-PF is 15 in (a).
The average γ for the proposed adaptive and fixed PF is 0.27 and 0.35, respectively in
(b).
the average σ2 is found to be 67.61 as seen in Figure 3.20c. The effect of changing
S is shown in Figure 3.20d which is a parameter specific to our proposed approach.
In another experiment, we used three multi-speaker sequences with speakers occluding
each other. The results of these experiments are shown in Figure 3.21. The AV-A-PF
used an average of 27, 12 and 17 particles for Sequence 24 camera #2, Sequence 40
camera #1 and Sequence 45 camera #2, respectively. However, the KLD-sampling
used 64, 56 and 63 particles for the same sequences. The difference in γ values is quite
small despite the big difference in N . For Sequence 24 camera #2, it is 0.24 for both.
For Sequence 40 camera #1, the average γ for the AV-A-PF and KLD-sampling is 0.24
and 0.22, respectively. For Sequence 45 camera #2, the average γ for the AV-A-PF
and KLD-sampling is 0.32 and 0.30, respectively.
KLD-sampling is a popular approach in the literature, but one of the limitations of
this approach is having only one adaptive parameter, N . Another limitation is that it
needs a parameter, the bin size, which also affects the performance of the algorithm.
Generally, KLD-sampling shows better performance in the area of robotics in which
tracking is done in a vast area with a large number of N (over 1000) [41]. In our
adaptive approach, we have used the σ2 value to find the optimal value for N . The
errors can be reduced by adapting σ2 without changing N . The mapping table also
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(a) (b)
(c) (d)
Figure 3.20: The average N for the AV-A-PF algorithm and KLD-sampling is 15 and
68, respectively in (a). The average γ for AV-A-PF algorithm and KLD-sampling is
0.27 and 0.26 respectively in (b). In (c), σ2 is set 50 in KLD-sampling while σ2 varies
by the time in AV-A-PF algorithm, resulting in average σ2 is 67.61. In (d), the change
of S is given with respect to time frames and the average S is 2083.
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(a) (b) (c)
(d) (e) (f)
Figure 3.21: Multi-person tracking. In (a), (b) and (c) the average N is given for both
sampling algorithms. For Sequence 24 camera #2, the average N for the AV-A-PF and
KLD-sampling is 27 and 64, respectively. For Sequence 40 camera #1, the average N
for the AV-A-PF and KLD-sampling is 12 and 56, respectively. For Sequence 45 camera
#2, the average N for the AV-A-PF and KLD-sampling is 17 and 63, respectively. The
average γ is shown in (c), (d) and (e) for both algorithms. For Sequence 24 camera #2,
it is 0.24 for both. For Sequence 40 camera #1, the average γ for the AV-A-PF and
KLD-sampling is 0.24 and 0.22, respectively. For Sequence 45 camera #2, the average
γ for the AV-A-PF and KLD-sampling is 0.32 and 0.30, respectively.
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simplifies the calculation of N . These make AV-A-PF algorithm simple and efficient.
We performed KLD-sampling and AV-A-PF algorithm over 30 experiments. The results
for all the experiments are given in Tables 3.5 and 3.6. Here also, all experiments are
repeated 10 times and the averages of these results are shown in the tables with standard
errors.
Overall, our proposed AV-A-PF approach shows almost the same performance as the
KLD-sampling despite using a much smaller N , as shown in Tables 3.5 and 3.6. The
average of the estimated N by the KLD-sampling method for all sequences is around
53, while our proposed AV-A-PF algorithm gives an estimate of N at around 17. To
examine whether the difference in N between these two methods is statistically signifi-
cant, we have performed one-way ANOVA based F -test [12]. We obtained F = 559.19,
p-value= 1.8 × 10−31 and the degree of freedom (1, 58). Using the degree of freedom
value, the critical value Fcrit is found to be 4.01 from the F -distribution table given in
[12] which is the number that the test statistic must overcome to reject the test. The
p-value (or probability value) is the probability of a more extreme result than what we
actually achieved when the null hypothesis is true. In other words, the p-value is the
certain area under the standard normal distribution curve representing the probability
of a particular sample statistic or a more extreme sample statistic occurring if the null
hypothesis is true [12]. The F -value is defined as the ratio of the variance of the group
means to the mean of the within group variances. The F -test has been carried out at
5% significance level. According to this test, the results are accepted as statistically
significant if F > Fcrit and p-value is less than 0.05 (for a 5% significance level). From
the test results, we can observe that the difference in N between the two methods is
indeed statistically significant.
3.6 Chapter Summary
We have presented a new audio-visual tracking algorithm in which audio information
has been used to modify particle propagation and the weights assigned to the particles.
Our proposed algorithm has been tested on both single and multiple speaker sequences
and showed significantly improved tracking performance over the V-PF approach for the
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Table 3.5: N and MAE values for KLD-sampling and proposed AV-A-PF averaged over
10 repetitions and standard errors of the estimated N and MAE values.
KLD AV-A-PF
N SE-N MAE SE-MAE N SE-N MAE SE-MAE
seq08-1p-0100
cam1 67.69 0.06 10.4 0.05 14.22 0.4 10.75 0.13
cam2 48.58 0.1 7.27 0.02 20.19 0.22 7.33 0.09
cam3 41.59 0.07 9.33 0.08 16.8 0.3 9.85 0.12
seq11-1p-0100
cam1 50.84 0.18 18.99 0.77 13.65 0.34 14.66 0.34
cam2 53.55 0.1 15.73 0.1 20.8 0.31 14.01 0.12
cam3 41.64 0.06 14.85 0.16 17.58 0.48 13.96 0.23
seq12-1p-0100
cam1 67.48 0.04 12.08 0.1 16.47 0.41 12.49 0.16
cam2 56.48 0.05 9.66 0.07 18.15 0.19 10.81 0.24
cam3 42.77 0.06 10.32 0.04 12.54 0.12 11.86 0.24
seq18-2p-0101
cam1 47.4 0.04 14.03 0.08 13.41 0.24 14.31 0.13
cam2 52.67 0.03 11.3 0.08 11.96 0.3 11.66 0.13
cam3 49.87 0.04 15.37 0.04 12.52 0.17 15.8 0.16
seq19-2p-0101
cam1 52.7 0.08 11.87 0.06 16.95 0.12 11.88 0.11
cam2 57.65 0.12 9.49 0.06 24.52 0.23 9.62 0.11
cam3 57.19 0.08 11.96 0.08 21.11 0.32 12.08 0.12
seq24-2p-0111
cam1 53.98 0.08 9.39 0.08 17.08 0.22 9.95 0.16
cam2 62.6 0.05 8.58 0.04 27.8 0.33 8.85 0.04
cam3 55.82 0.06 9.7 0.06 17.89 0.25 10.02 0.11
seq25-2p-0111
cam1 43.28 0.1 15.75 0.05 12.25 0.21 14.78 0.03
cam2 59.52 0.07 7.39 0.06 12.16 0.2 7.7 0.05
cam3 57.84 0.04 8.67 0.05 15.77 0.32 8.93 0.11
seq30-2p-1101
cam1 60.68 0.04 14.07 0.14 18.42 0.32 13.84 0.13
cam2 50.22 0.07 8.57 0.02 14.04 0.19 8.85 0.06
cam3 46.4 0.05 9.92 0.03 11.82 0.12 10.3 0.11
seq40-3p-0111
cam1 55.92 0.05 12.11 0.04 12.71 0.11 12.38 0.09
cam2 49.19 0.06 11.58 0.15 12.86 0.29 12.04 0.14
cam3 44.79 0.06 10.85 0.03 14.4 0.19 11.3 0.11
seq45-3p-1111
cam1 52.33 0.06 16.42 0.04 21.92 0.32 16.35 0.09
cam2 62.59 0.03 14.24 0.63 17.75 0.32 17.22 0.71
cam3 59.26 0.06 14.52 0.86 27.89 0.19 13.84 0.59
Average 53.42 0.07 11.81 0.14 16.85 0.26 11.91 0.17
Table 3.6: Experimental results with TBM, MOT and MAE metrics for KLD-sampling
and proposed AV-A-PF.
Method MT(%) MOTA(%) MOTP MAE N
KLD 96.7 94.7 11.5 11.8 53.4
SE 0.0 0.6 0.1 0.1 0.1
AV-A-PF 96.2 94.4 11.6 11.9 16.9
SE 0.0 0.5 0.1 0.2 0.3
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scenarios where the speaker is either occluded by other speakers or out of the range of
the camera view. We demonstrate that by using audio information we can significantly
reduce the number of particles, whilst maintaining good tracking performance. This
approach has the potential for handling weight degeneracy and particle impoverishment
problems due to the significant reduction in the number of particles being used in
tracking.
As an enhanced version of our proposed algorithm, we have presented a new adaptive
PF algorithm which uses audio and visual information to adapt the number of particles
and noise variance dynamically. Our proposed AV-A-PF algorithm has also been tested
on both single and multiple speaker sequences and compared with a fixed particle filter
and an existing A-PF algorithm. The experiments demonstrate that the proposed
algorithm can effectively track moving speakers and it reduces the number of particles
without increasing errors.
Despite the fact that our proposed algorithms offer advantages in speaker tracking and
the estimation of the optimal number of particles, there are also some constraints and
limitations associated with them that we want to point out. The first one is about the
audio detection and localization algorithm which assumes that the microphone array is
circular. Secondly, the audio information used in tracking is DOA, and as a result, the
calibration information is required when projecting the DOA into the 2-D image plane.
Third, we assume that the speaker to be tracked is active, from which the DOA infor-
mation can be obtained. These assumptions or constraints may limit its generalization
capability for other scenarios or datasets. However, with some modifications to the
proposed algorithm, the proposed method could also be used in these cases. For exam-
ple, if the audio localisation algorithm used in the proposed tracking system is replaced
by a linear microphone array based localisation method together with the microphone
calibration information, then the proposed system can also be applied to “CLEAR”,
“AMI” or “SPEVI” datasets. If the calibration information of the microphones is not
available in the dataset, the proposed system could still be used, provided that the
calibration information can be derived by a reliable self-calibration algorithm such as
[30] and [71].
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In conclusion, we first reduced the number of particles needed for tracking by com-
bining audio information with V-PF, and then we converted AV-PF to AV-A-PF to
improve the accuracy. The limitations associated with the proposed algorithms could
be interesting directions for future work.
Chapter4
Tracking a Variable Number of Speakers
In the previous chapter, multi-speaker tracking is studied under the assumption that
the number of speakers is known and invariant during the tracking. Here, we have
considered a more realistic scenario where the number of speakers is unknown and
varies over time. To this end, RFS and PHD filter frameworks, which are capable of
dealing with time-varying number of speakers, are investigated for audio-visual multi-
speaker tracking.
4.1 Introduction
A comprehensive approach for tracking speakers with audio and video data is to use a
state-space approach based on a Bayesian framework. The PF [55] is one of the widely
employed algorithms which easily approaches the Bayesian optimal estimate with a
sufficiently large number of particles [3]. In the previous chapter, the PF is applied to
multi-speaker AV tracking under the assumption that the number of speakers is known
and constant. In a practical tracking environment, however, the speakers to be captured
by the audio-visual sensors may appear or disappear in a random manner. As a result,
the number of speakers that can be observed from the audio-visual measurements may
vary with time.
In this chapter, we relax the above assumption and focus on the problem of tracking a
variable number of speakers based on the AV data, where the number of speakers and
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their states are jointly estimated in a multi-speaker environment. A Bayesian tracking
framework based on the RFS formulation [85], [87], [136] is used due to its ability to deal
with an unknown and variable number of speakers in audio-visual tracking. Compared
with existing methods like MHT, RFS presents a more principled way to deal with the
birth of new speakers, clutter, missing detections and noise [82]. Our work is based on
the PF implementation of the RFS presented in [80] and [151] where speaker tracking
is implemented using only audio information. In contrast to [80] and [151], the RFS
approach is extended here to deal with both audio and visual measurements. RFS-PF
based visual tracker is further improved with fusion of audio and visual measurements
which results in reduced tracking error. We show in our experiments that, with this new
extension, the proposed AV tracking system is able to track reliably a variable number
of speakers in challenging scenarios such as occlusion. However, the computational cost
of the RFS Bayesian filter becomes more expensive as the number of speakers grows.
To address this problem, it would be appropriate to apply approximations such as the
first-order moment method [80], [85]. The PHD filtering [85] approach, as a first order
approximation of the RFS, is a framework that has recently emerged and has been
found to be promising for multi-speaker tracking. The SMC implementation [135] is
introduced to obtain practical solutions of the PHD filter. We investigate and modify
the standard SMC-PHD filtering algorithm with the aim of improving its computational
efficiency and estimation accuracy under challenging conditions as mentioned above.
The SMC-PHD filter uses particles to model the surviving, spawned and born state
of the speaker. In the standard implementation of the SMC-PHD filter [135] in visual
tracking, the born particles are propagated in every frame to detect the speaker present
in the view, which is computationally expensive. In Figure 4.1a, the born particles are
distributed to detect the speaker on the restricted region of the frame as this region
covers both sides of the scene that new speaker may enter. Here, we propose to use the
DOA information obtained from audio for the propagation of the particles. To reduce
the computational complexity and improve the estimation accuracy, the propagation
of the born particles is decided based on the DOA information and the particles are
re-located around the line drawn upon the DOA as illustrated in Figure 4.1b.
To use the PHD filter, a set of random measurements is required to estimate both the
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(a) (b)
Figure 4.1: Distribution of 50 particles for the visual case in (a) and the audio-visual
case in (b).
position and the number of the targets. Random measurements can be obtained from
sensors like GPS in the application of SLAM (Simultaneous localization and mapping)
[94] or microphone pairs in audio based speaker tracking [80]. In visual tracking, how-
ever, there are no other sensors to generate random measurements except cameras.
Therefore, pre-processing of visual data is needed to find measurements. There are
two common ways. The first one is to use a detector as in [83] and [153] where back-
ground/foreground (B/F) detection algorithm is run on the frame and the centres of
the foreground objects are used as the measurement set. Despite being computationally
expensive, this method performs well in tracking of moving objects. However, if it is
desired to track particular parts like face, it does not work well as the measurements
can be any moving objects rather than the face. In that case, face detection algorithms
are needed which have a higher computational cost than the B/F detection algorithms.
The second method is to use colour histogram templates [145] where the template is
created for a single target. In this study, we extend the template for a multi-target sce-
nario. Colour histograms of possible targets are stored in the template and, during the
tracking, it is used as the measurement set. This method is computationally cheaper
than the first method as the template is created only once at the beginning.
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4.2 RFS Multiple Speaker Tracking
The RFS theory is explained in Section 2.3.3. This section describes our contribution
to RFS theory for multi-speaker tracking with a variable number of speakers.
We use video and audio modalities which give a visual measurement set Zvk and an
audio measurement set Zak under the assumption that they are independent and follow
a normal distribution. Zvk contains the normal distribution of colour histogram mea-
surements, and Zak contains the DOA angle recorded from microphone arrays which
follows a normal distribution.
Since the joint information from both the visual and audio measurements are employed,
we can address the complete measurement set at time k as
Zk = Zvk ∪ Zak , (4.1)
where ‘∪’ denotes union. The number of the measurements is the cardinality of the
measurement set: |Zk| = Mvk + Mak , Mk. The likelihood of the visual and audio
measurement sets is explained in the following sections.
4.2.1 Visual Likelihood
The observation from video is the colour histogram qk extracted from the video frames.
We have many colour histogram models of templates
{
r
(1)
u , r
(2)
u , ..., r
(Mv)
u
}
in multi-
speaker tracking which are used as references to compare their similarity with qk in
terms of the Bhattacharyya distance where Mv is the number of reference histograms
in the template. Recall that in Section 2.3.3 we represented the state vectors of the
speakers by a single finite set Xk = {x1,k, ...,xΞk,k} where Ξk is the number of speakers
and xi,k represents a distinct speaker state vector at time k.
For the measurement model, each Zvk =
{
zv1,k, ..., z
v
Mvk ,k
}
is modelled by [80]
Zvk =
 ⋃
i=1,...,|Xk|
Dk(xi,k)
 ∪ Cvk , (4.2)
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where Cvk is the finite set of false measurements, and Dk(xi,k) is the set of colour
measurements given by [80]
Dk(xi,k) =
 ∅, ~miss⋃|Xk|
i=1 D(xi,k), ~¯miss
(4.3)
where ~miss and ~¯miss are, respectively, the miss and detection hypotheses. The hy-
pothesis ~miss happens with probability P vmiss. D(xi,k) is the minimum Bhattacharyya
distance between the extracted histogram at xi,k and the reference histograms [31]:
D(xi,k) = min
j

√√√√1− U∑
u=1
√
qu(xi,k)r
(j)
u
 , (4.4)
where U is the number of histogram bins, and r
(j)
u is the Hue-Saturation histogram of
the reference image from the templates, and qu(xi,k) is the Hue-Saturation histogram
extracted from the rectangle centred on the position of the speaker xi,k.
For the false colour measurements Cvk , we assume that each cvk ∈ Cvk follows a Beta
distribution. As for the false colour measurement pdf, it is shown that [80]
cv({zv1,k, ..., zvMvk ,k}) = P|Zvk |(M
v
k )
Mvk !M
v
k∏
i=1
κv(zvi,k)
 , (4.5)
where P|Zvk |(M
v
k )=P [|Zvk | = Mvk ] is the probability of the number of false measurements
and κv(zv) is a Beta distribution function. The number of false measurements |Cvk |
is assumed to follow a Poisson distribution with an average rate of λvc , P|Zvk |(M
v
k )=
e−λvc (λ
v
c )
Mvk
Mvk !
. Therefore, Equation (4.5) can be expressed as [80]
c(Zvk ) = e−λ
v
c
∏
zvk∈Zvk
λvcκ
v(zvk). (4.6)
Assuming that noise on the visual likelihood function is Gaussian, then the likelihood
function of the measured colour histogram can be written as [31]:
g(zvk|xi,k) ∝ N (zvk ; 0, σ2v) =
1
σv
√
2pi
exp
{
−Dk(xi,k)
2
2σ2v
}
, (4.7)
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where σ2v is the variance of noise.
4.2.2 Audio Likelihood
The previous section described the visual measurement set and the calculation of the
likelihood function. This section presents modelling of audio data and the likelihood
function for the DOA information.
The DOA information of the speakers is extracted as described in Section 2.1. Then,
the DOA measurement model for each Zak = {za1,k, ..., zaMak ,k} takes the form [80]
Zak =
 ⋃
i=1,...,|Xk|
Ek(xi,k)
 ∪ Cak , (4.8)
where Cak is the finite set of false DOA measurements and Ek(xi,k) is the difference
between jth DOA angle, θj,k, and ψ(xi,k). Here, ψ(xi,k) is the ith speaker position in
terms of angle with respect to the microphone position [80]
Ek(xi,k) =

∅, ~miss⋃|Xk|
i=1
{
min
j
(ψ(xi,k)− θj,k)
}
, ~¯miss
(4.9)
where ~miss and ~¯miss are the miss and detection hypotheses, respectively. The hypoth-
esis ~miss happens with probability P amiss.
We assume that each cak ∈ Cak follows a uniform distribution for the false measurements.
The false DOA measurement pdf can be shown as [80]
ca({za1,k, ..., zaMak ,k}) = P|Zak |(M
a
k )
Mak ! M
a
k∏
i=1
κa(zai,k)
 , (4.10)
where P|Zak |(M
a
k )=P [|Zak | = Mak ] is the probability of the number of false measurements
and κa(za) is a uniform density on an interval [−θmax, θmax]. The number of false
measurements |Cak | is assumed to follow a Poisson distribution [80] with an average rate
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of λac , P|Zak |(M
a
k )= e
−λac (λac)
Mak
Mak !
. Equation (4.10) can then be expressed as [80]
c(Zak) = e−λ
a
c
∏
zak∈Zak
λacκ
a(zak). (4.11)
If noise on the audio likelihood function is also assumed Gaussian, then the likelihood
function of the DOA measurements can be written as:
g(zak|xi,k) ∝ N (zak; 0, σ2a) =
1
σa
√
2pi
exp
{
−Ek(xi,k)
2
2σ2a
}
, (4.12)
where σ2a is the variance of noise.
4.2.3 Particle Filter Implementation of RFS
The RFS model described in the previous section can be used in a Bayesian framework
to estimate the multi-speaker locations and the number of active speakers.
We can define the pdfs of Xk and Zk for the RFS model. The RFS state transition den-
sity is denoted by f(Xk|Xk−1) and the RFS likelihood function is denoted by g(Zk|Xk).
To derive these pdfs, some mathematical concepts are required that are beyond the
scope of this thesis. Detailed descriptions of the RFS pdf concepts can be found in
[87] and [135]. The derivations of f(Xk|Xk−1) and g(Zk|Xk) based on RFS pdf con-
cepts are given in [80]. Accordingly, the Bayesian recursive estimation of the posterior
distribution of the RFS state p(Xk|Zk) can be written as
p(Xk|Z1:k−1) =
∫
F
f(Xk|Xk−1)p(Xk−1|Z1:k−1)µ(dXk−1), (4.13)
p(Xk|Z1:k) ∝ p(Z1:k|Xk)p(Xk|Z1:k−1), (4.14)
where p(Xk|Xk−1) characterizes the birth, death and survival processes of the state
dynamics. The subscript F is the collection of all finite subsets of the state space, and
µ(dXk−1) denotes an appropriate measure on F as described in [135]. Considering that
the visual measurement set Zvk and the audio measurement set Zak are independent
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[46], [80] the likelihood for the joint measurements can be written as
p(Zk|Xk) = p(Zvk ,Zak |Xk) = p(Zvk |Xk)p(Zak |Xk), (4.15)
where p(Zvk |Xk) and p(Zak |Xk) are the likelihood for the visual and audio measurements
respectively.
Multiplication of two likelihoods based on independence assumptions is easy and com-
monly used in tracking applications [46], [52], [76]. It also fits into the RFS theory
considering the fact that the joint likelihood is used for the estimation of the weights
of the particles which are then used in the estimation of the number of speakers. One
drawback of multiplication is that the joint likelihood will be degraded if one of the
likelihoods has been corrupted by noisy measurements. In that case, it will cause a
wrong estimation of the number of speakers which ends up with speakers being lost.
Of course, it depends on the quality of the likelihoods. The RFS theory can tolerate
wrong estimation of the number of speakers caused by noisy/corrupted likelihoods as it
employs a rounding process (because the summation of the weights generally does not
give integer output) after the number of speakers is estimated. Lets assume that there
are two speakers in the scene. In a perfect scenario, we get perfect audio and video like-
lihoods, so the joint likelihood gives accurate results in the calculation of the weights.
Assuming the number of speakers will be calculated as 2 with the summation of the
weights. Now, suppose that one of the likelihoods (no matter which one) is corrupted
by noise and the value of joint likelihood is decreased. In that case, the summation
of weights will be less than 2, lets say 1.92. However, after rounding, the estimated
number will be d1.92c = 2. So it gives correct result even there is a noisy likelihood.
However this works until the joint likelihood is decreased to the point where the sum of
weights 1.49 as d1.49c = 1. So only one speaker will be detected, the second one will be
lost. If the quality of one of the modalities (or both of them) is further decreased, then
the estimated number of speakers will be 0 when the summation of weights is under
0.50. In this case, both speakers will be lost.
As an alternative to the multiplication of the likelihoods, the sum rule can be employed
as it is less sensitive to noise and clutter [145]. However, the two likelihoods cannot
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be summed directly as the joint likelihood will cause over-estimation of the number of
speakers. In [145], each likelihood is weighted with coefficients estimated based on the
spatial uncertainty at each time frame which introduces extra computational cost.
Since the states have a nonlinear relationship with the measurements, closed-form so-
lution for the pdf of the source state is not available. In this chapter, a particle filtering
approach is employed to approximate the pdfs. Assume that we have particles X (n)k−1
for n = 1, . . . , N at the previous time step k − 1, and the corresponding importance
weight w
(n)
k−1. The particles at the current time step k are generated according to [80]
X (n)k ∼ f(X (n)k |X (n)k−1). (4.16)
The particles are weighted by [80]
w
(n)
k = w
(n)
k−1g(Zk|X (n)k ). (4.17)
After resampling, the posterior distribution is thus approximated by [80]
p(X (n)k |Zk) ≈
N∑
n=1
w˜
(n)
k δX (n)k
(Xk) , (4.18)
where w˜
(n)
k is the normalized weight based on w
(n)
k , and δX (Y) is a set-valued Dirac
delta function. For brevity, δX (Y) is defined such that δX (Y) = 1 if X ⊆ Y and 0
otherwise.
The proposed tracking algorithm [63], called the RFS-PF algorithm, is presented as
Algorithm 4.1. This algorithm describes how to use the RFS-PF for visual or audio-
visual tracking. In visual tracking, the colour likelihood function is calculated for
Ξmax = 2 (where Ξmax is the maximum number of speakers) using Equations (4.19),
(4.20) and (4.21), respectively for no speaker, one speaker and two speakers [80]. The
audio likelihood function is calculated when the DOA information exists, again using
Equations (4.19), (4.20) and (4.21), and is fused with the colour likelihood function
according to Equation (4.15).
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Initialize: N , Ξmax, Pbirth, Pdeath, Pmiss, σ
2, U , T , F, λvc , λ
a
c , r, u, k, K
For n = 1, ..., N , draw particles x
(n)
0 ∼ N (.|x0,Q)
Set initial weights w˜
(n)
0 =
1
N
while k < K do
Set X (n)k = ∅; Source death, survival and birth:
Draw a random number ud ∼ U [0, 1); ub ∼ U [0, 1)
if ud > Pdeath then
Compute xk = Fxk−1 + qk
Set X (n)k = X (n)k ∪ {xk}
end
if ub > Pbirth and |X (n)k−1| < Ξmax then
Draw an initial state bk
Set X (n)k = X (n)k ∪ {bk}
end
for n = 1, ...N do
Compute the colour likelihood g(Zvk |X (n)k ) using related Equations (4.19) -
(4.21)
if DOA exists then
Compute the audio likelihood g(Zak |X (n)k ) using related Equations (4.19) -
(4.21)
Compute the likelihood for the joint measurements:
g(Zk|X (n)k ) = g(Zvk |X (n)k )g(Zak |X (n)k )
else
// If DOA is not available in time frame k
g(Zk|X (n)k ) = g(Zvk |X (n)k )
end
Compute the importance weight:
w
(n)
k = w˜
(n)
k−1g(Zk|X (n)k )
end
For n = 1, ..., N , normalize the weight w˜
(n)
k =
w
(n)
k∑N
n=1 w
(n)
k
Resample the particles
Cluster with K-means and estimate speaker position
Detect speaker identity
end
Algorithm 4.1: RFS-PF algorithm for multi-speaker tracking.
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g(Zk|∅) = e−λc (λcκ(zk))|Zk| (4.19)
g(Zk|{xk}) = g(Zk|∅)
Pmiss + (1− Pmiss) ∑
zk∈Zk
(
1
λcκ(zk)
)
g(zk|xk)
 (4.20)
g(Zk|{x1,k,x2,k}) = g(Zk|∅)
{ ∏
i=1,2
Pmiss + (1− Pmiss) ∑
zk∈Zk
(
1
λcκ(zk)
)
g(zk|xi,k)

−(1− Pmiss)2
∑
zk∈Zk
(
1
λcκ(zk)
)2
g(zk|x1,k)g(zk|x2,k)
}
(4.21)
The number of speakers at time k is approximated by [80]
Ξ¯k ≈
N∑
n=1
w
(n)
k |X (n)k |. (4.22)
Ξ¯k is a floating-point valued number and since the number of speakers should be an
integer, a rounding operation is applied Ξˆk = dΞ¯kc.
After the resampling step, particles need to be clustered to use the centroids of these
clusters as final state estimates. In the literature, clustering techniques are categorized
into three main classes [36]: agglomerative hierarchical clustering, optimisation meth-
ods such as the K-means, and mixture models such as the expectation maximisation
(EM). Clark et al. [23] conducted a comparative analysis of hierarchical clustering,
the K-means and the EM methods. They considered the computational complexity of
three approaches with known orders:
• Hierarchical clustering, order O(N2logN);
• The K-means, order O(iNΞ);
• The EM algorithm, order O(iNΞ2);
where i is the number of iterations required to converge to a solution, N is the number
of particles, Ξ the number of targets. Hierarchical clustering is computationally the
most expensive one. The K-means approach is the cheapest in terms of computational
cost. However, it is non robust, and statistically biased and inconsistent. On the other
hand, the EM algorithm is unbiased and more robust, but computationally intensive
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[23]. They used real three-dimensional active sonar data in the comparisons, and the
authors reported that the K-means actually outperformed the EM algorithm.
To this end, the K-means algorithm is employed in this study to cluster the particles
and the final estimation is obtained from the centroids of these clusters. Here, all
state variables (positions, velocities and scale) are used in the clustering algorithm to
obtain the position of the detected speaker with other state variables which will be
used later to detect the speaker identity. This part can be modified depending on
the application such as when only the position of the speaker is needed. Lastly, the
identity of the speaker is detected using positions and scale variables of the final state
of the speaker. To detect the identity of the speaker, the image patch centred on the
estimated position is compared with the reference image from the templates using the
Bhattacharyya distance defined in Equation (4.4), and the identity is determined based
on the closest distance.
4.3 Particle PHD Filtering
The PHD filter and its particle filter, namely SMC implementation, were discussed in
Section 2.3.4. This section first describes the colour likelihood model and then our
proposed SMC-PHD filtering approach for audio-visual multiple speaker tracking.
4.3.1 Colour Likelihood Model
The colour information of the state xk is represented using a colour histogram. Let the
speaker candidate be defined with the rectangle centred around the location (xk, yk) on
the frame. This rectangle is converted to colour histogram qu(xk) in order to calculate
its similarity with the reference speaker models. In multi-speaker tracking, we have
many colour models of speakers
{
r
(1)
u , r
(2)
u , ..., r
(M)
u
}
where u is the index of histogram
bins. The colour similarities between the candidate speaker and the reference models
are calculated in terms of the Bhattacharyya distance [31].
D(m)(xk) =
√√√√1− U∑
u=1
√
qu(xk)r
(m)
u . (4.23)
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Assuming that noise on the colour likelihood function is Gaussian, then the likelihood
function of the each measured colour histogram can be written as [31]:
g(m)(zk|xk) ∝ N (zk; 0, σ2c ) =
1
σc
√
2pi
exp
{
−{D
(m)(xk)}2
2σ2c
}
, (4.24)
where σ2c is the variance of noise for the colour likelihood.
4.3.2 Proposed AV-SMC-PHD Filtering
The way we introduce the DOA data into the SMC-PHD filter is based on [61] and
[62] where the efficiency of the particles is improved with the DOA information under
a particle filter framework. The DOA is used to draw a line, named as DOA line, from
the centre of the microphone array to a point in the image frame estimated by the
projection of DOA to 2D image plane. Then, all the particles are re-allocated around
the DOA line.
Here, the DOA data is not used in the same way for all the particles as in [61] and
[62], instead the contribution of the DOA information is varied by the type of the
particles. In the RFS, a multi-speaker state is defined in Equation (2.12) as the union
of surviving, spawned and born particles in the SMC-PHD filter. In our proposed
algorithm, the born particles are generated only when the detection of a new speaker
occurs via audio. The born particles are uniformly distributed around the DOA line as
illustrated in Figure 4.1b. The surviving and spawned particles are also concentrated
around the DOA line if the DOA data exists at that time. Although for a short silence,
the missing DOA data is completed by interpolation, the DOA data will be lost in the
case where the speaker stops talking for a long time. In that situation, our proposed
algorithm continues tracking without the DOA information.
Reallocating the particles around the DOA line is likely to increase the possibility
of speaker detection since the DOA indicates the approximate direction of the sound
emanating from the speaker.
The surviving and spawned particles are defined as x˜s,k for time k since the DOA
information is used for surviving and spawned particles in the same way. In addition,
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the born particles are defined as x˜b,k. In each iteration, the surviving particles from the
previous iteration and the particles spawned from them are distributed by a dynamic
model given in Equation (2.9). More details about the generation of the surviving,
spawned and born particles can be found in [80] and [135]. If the DOA exists in the
current frame, the DOA line is drawn [61] and the perpendicular Euclidean distances
dk =
[
d
(1)
k ... d
(Nk−1)
k
]
of the particles to the DOA line are calculated. In the case
that multiple DOA lines exist, the DOA line closest to the particles is chosen as long
as the distance to the DOA line is under a pre-determined threshold value. This is
required since one speaker may be silent while the other speaker is still talking, which
causes the particles belonging to the silent speaker to converge to the DOA line that
belongs to another speaker. Then, the movement distances dˆk of the particles are
calculated as follows [62]:
dˆk =
dk
‖dk‖1  dk, (4.25)
where  is the element-wise product and ‖.‖1 is the `1 norm. dˆk is used to relocate
the particles x˜s,k to around the DOA line:
x˜s,k = x˜s,k ⊕ hkdˆk, (4.26)
where ⊕ is the element-wise addition and hk =
[
cos(θk) 0 sin(θk) 0 0
]T
. It is
multiplied by hk to update only the position (x1, x2) of the particle state vector[
x1 x˙1 x2 x˙2 s
]T
in order to provide the perpendicular movement to the DOA
line. The presence of new speakers is checked for using the DOA information. If the
number of DOA lines is larger than the number of estimated speakers at time step
k − 1, it means a new speaker may appear in the scene. Here, it is assumed that
the new speaker is speaking when he/she first enters the scene. Hence, extra DOA
information may be coming from either the new speaker or due to clutter. Then, born
particles are propagated to check whether there is a new speaker. The main purpose of
this assumption is to reduce the computational cost caused by propagating new born
particles every time frame.
As the new speaker is checked when the number of DOA lines is larger than the number
of estimated speakers in time step k − 1, our algorithm does not propagate the born
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particles in the case that the number of DOA lines does not exceed the previous number
of speakers, meanwhile a new speaker enters the scene. Actually, this is not the case
for the sequences of AV 16.3 as the speakers are mostly speaking. However, this can be
easily addressed with a small modification of the algorithm by comparing the current
number of DOA with previous ones. After the assignment of speakers to the DOA lines,
based on the distance between previous estimated positions of the speakers to the DOA
lines, is completed, new born particles can be propagated for the rest of DOA lines.
Jk born particles x˜b,k are generated and distributed uniformly around the new DOA
line. The born particles are distributed even in occlusion case until occluded speaker
is detected.
All the particles are combined under x˜k and the prediction step is employed to cal-
culate the weights of particles w˜k|k−1. After the estimation of colour likelihood using
Equation (4.24), the update step is performed to calculate w˜k. The total mass, which
gives the number of estimated speakers, is calculated by summing the weights of the
particles. Then, the resampling step is performed. Nk particles are resampled from{
w˜
(n)
k /Ξˆk|k, x˜
(n)
k
}Nk−1+Jk
n=1
to get
{
w˜
(n)
k /Ξˆk|k,x
(n)
k
}Nk
n=1
where Ξˆk|k is the total mass and
Ξˆk|k =
∑Nk−1+Jk
n=1 w˜
(n)
k . Nk is estimated by Nk = ηΞˆk|k where η is the constant num-
ber of particles per speaker. After the particles are resampled, the positions of the
estimated speakers are estimated using the K-means clustering algorithm. Lastly, the
identity of the speakers is detected by measuring the similarity between the colour his-
togram of the estimated speakers and that of the reference speakers. The pseudo code
of the proposed AV-SMC-PHD filtering algorithm [59] is depicted in Algorithm 4.2.
4.4 Evaluation Results and Analysis
In this section, our proposed AV trackers based on both RFS and PHD filters are eval-
uated in Section 4.4.1 and 4.4.2, respectively. Experiments are performed on AV 16.3
dataset and the OSPA-T metric, described in Chapter 2, is used for performance com-
parison.
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Initialize: η, σ2, U , T , F, λ, r, u, pM , pD, σ
2
c , σ
2
s , pS , k, K, N0, x0
while k < K do
For n = 1, ..., Nk−1 sample x˜k ∼ qk
(
·|x(n)k−1,Zk
)
, where x˜k ∈ R5×Nk−1
Propagate surviving and spawned particles: x˜s,k = Fx˜k + qk
Get the corresponding DOA angle θk
if DOA exists then
// For surviving and spawned particles
Calculate distances dk =
[
d
(1)
k ... d
(Nk−1)
k
]T
Calculate movement distances dˆk using Equation (4.25)
Concentrate x˜s,k around the DOA line : x˜s,k = x˜s,k ⊕ hkdˆk
if new speaker then
// For born particles
For n = Nk−1 + 1, ..., Nk−1 + Jk sample x˜b,k ∼ pk (·|Zk) uniformly around
the DOA line
end
end
Combine all the particles:
x˜k = x˜s,k ∪ x˜b,k
Prediction: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k|k−1 using Equation (2.21)
Estimate colour likelihood using Equation (4.24)
Update: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k using Equation (2.22)
Calculate the total mass Ξˆk|k =
∑Nk−1+Jk
n=1 w˜
(n)
k
Resampling: Resample
{
w˜
(n)
k /Ξˆk|k, x˜
(n)
k
}Nk−1+Jk
n=1
to get
{
w˜
(n)
k /Ξˆk|k,x
(n)
k
}Nk
n=1
where Nk = ηΞˆk|k
Multiply the weights by Ξˆk|k to get
{
w˜
(n)
k ,x
(n)
k
}Nk
n=1
Cluster the particles and get the positions of the speakers
k = k + 1
end
Algorithm 4.2: Proposed AV-SMC-PHD filtering algorithm.
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Frame 124 Frame 155 Frame 241
Speaker 1 Visual RFS-PF, Speaker 2 Visual RFS-PF
Speaker 1 AV RFS-PF, Speaker 2 AV RFS-PF
Figure 4.2: Tracking results of the Visual RFS-PF and the proposed AV RFS-PF in
Sequence 30 camera #2.
4.4.1 Visual RFS-PF vs. AV RFS-PF
In this study, we used two multi-speaker sequences. The first one is Sequence 30 (camera
#2) where two moving speakers walk back and forth once, one behind the other at a
constant distance and both speak continuously. Sequence 25 (camera #3) is the second
sequence where two moving speakers walk back and forth twice, each speaker starts
walking from the opposite side of the room and occludes each other while talking most
of the time.
In Sequence 30 and 25, the number of speakers changes between 0 to 2. Sequence 25 is
more challenging than Sequence 30 as two speakers occlude each other. Therefore, with
these two sequences, we are able to evaluate the proposed AV RFS-PF algorithm on the
following two challenging tracking scenarios: a variable number of speakers and speaker
occlusion. The parameters for the RFS-PF are set as: Pbirth = 0.2, Pdeath = 0.01,
P vmiss = 0.02, P
a
death = 0.25, λ
v
c and λ
a
c are set to 0.01, θmax = pi/2 and N = 50. For
the OSPA metric, the cut-off parameter c = 65 and order parameter a = 2. All these
parameters are optimised by a cross-validation in extensive experimental studies.
Figure 4.2 shows some frames with Visual RFS-PF and AV RFS-PF results. To distin-
guish the trackers and speakers, the visual tracker results are drawn with rectangles,
while the AV tracker results are drawn with ellipses. In addition, green and red colours
are used to distinguish Speaker 1 from Speaker 2, respectively.
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Figure 4.3: Comparison of the Visual RFS-PF and the proposed AV RFS-PF in esti-
mation of the number of active speakers for Sequence 30 camera #2.
At the beginning, both the visual and the AV tracker track the speakers well, but
when the speakers go to the corner of the room, the visual tracker starts to drift away
because the illumination effects make it difficult for the particles to detect the speaker
and tracker starts to deviate from the ground truth position. This deviation affects
the distribution of the survival particles on each following frame and finally the tracker
loses the speaker. On the contrary, the audio information prevents the deviation of the
particles as they are always concentrated around the DOA line in the AV tracker.
Figure 4.3 shows the estimation of the number of active speakers. Here, the number of
active speakers is changing from 2 to 0 and the AV tracker shows better performance
than the visual tracker. For clearer presentation, down-sampling is performed to draw
the plots. The position estimates of the trackers are given in Figure 4.4 where GT is
the abbreviation for ground truth positions. It can be observed that the visual tracker
starts to deviate from the ground truth trajectory in the last few frames due to the
reasons explained above.
The tracking results of the proposed algorithm for Sequence 25 are demonstrated in
Figure 4.5. Here, the two speakers occlude each other and after occlusion, the AV
tracker is able to follow the second speaker before the visual tracker does. The number
of active speakers estimated for Sequence 25 is given in Figure 4.6. It can be observed
that the performance of the visual tracker is not as good as the AV tracker.
The position estimates for x- and y- trajectories are given in Figure 4.7a and 4.7b,
respectively. The AV tracker trajectories follow the ground truth trajectories closer
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(a) (b)
Figure 4.4: Position estimates of the Visual RFS-PF and proposed AV RFS-PF trackers
for Sequence 30 camera #2.
Frame 151 Frame 201 Frame 238
Speaker 1 Visual RFS-PF, Speaker 2 Visual RFS-PF
Speaker 1 AV RFS-PF, Speaker 2 AV RFS-PF
Figure 4.5: Tracking results of the Visual RFS-PF and proposed AV RFS-PF in Se-
quence 25 camera #3.
than the visual tracker.
To see the performance difference between the trackers, the OSPA errors are plotted
for Sequence 30 and Sequence 25 in Figure 4.8a and 4.8b, respectively. To get more
reliable results, the experiments are repeated 10 times and the average error is plotted.
It is clearly seen that adding the audio information to the visual tracker leads to an
increase in performance.
Then, these trackers are also tested on other sequences and the results are given in Table
4.1 with standard errors of experiments results. Here, only two speaker sequences are
chosen to test the trackers as the computational complexity increases gradually with the
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Figure 4.6: Comparison of the Visual RFS-PF and proposed AV RFS-PF in estimation
of the number of active speakers for Sequence 25 camera #3.
(a) (b)
Figure 4.7: Position estimates of the Visual RFS-PF and proposed AV RFS-PF trackers
for Sequence 25 camera #3.
(a) (b)
Figure 4.8: Performance comparison of the Visual RFS-PF and proposed AV RFS-PF
in terms of the OSPA error.
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Table 4.1: OSPA-T values for Visual RFS-PF and proposed AV RFS-PF averaged over
10 repetitions and standard errors of the estimated OSPA-T values.
Visual RFS-PF AV RFS-PF
OSPA-T SE-OSPA-T OSPA-T SE-OSPA-T
seq24-2p-0111
cam1 26.15 0.02 16.84 0.11
cam2 24.88 0.09 19.02 0.13
cam3 23.43 0.09 17.66 0.05
seq25-2p-0111
cam1 24.29 0.15 18.37 0.03
cam2 25.02 0.05 16.92 0.09
cam3 26.86 0.14 20.58 0.10
seq30-2p-1101
cam1 33.39 0.44 24.7 0.28
cam2 23.82 0.23 18.41 0.23
cam3 34.13 0.4 23.19 0.19
Average 26.89 0.18 19.52 0.13
number of speakers. In the AV 16.3 dataset, five different sequences are available and
only three of them have challenging conditions such as multiple occlusions and moving
speakers. The tracking algorithms are tested on these challenging sequences which are
Sequences 24, 25 and 30. The average error is found to be 26.89 for Visual RFS and
19.52 for AV RFS-PF. With the contribution of the audio modality, the tracking error
is reduced by 27% in AV RFS-PF. We apply the ANOVA based F -test to see whether
the results are significant or not. According to the test, F = 20.28 and p-value= 0.0004
with the degree of freedom (1, 16). Using the F -distribution table given in [12], the
value of Fcrit = 4.49. Based on the ANOVA test, we can say that the improvements
shown by the results given in Table 4.1 are significant as F > Fcrit and the p-value is
smaller than 0.05 (for a 5% significance level).
4.4.2 Proposed AV-SMC-PHD
For the evaluation of the proposed AV-SMC-PHD, we used twelve multi-speaker se-
quences. As it is not feasible to plot the results of all these sequences, only the results
of two sequences are illustrated by the plots. The first one is Sequence 24 (camera
#1) where two moving speakers are walking back and forth, crossing the field of view
twice and occluding each other. Sequence 45 (camera #3) is the second sequence where
three moving speakers are occluding each other many times. In these two sequences,
the speakers are speaking continuously and the number of speakers is changing up to
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Figure 4.9: Computational cost measurement of the V-SMC-PHD and the proposed
AV-SMC-PHD filter in Sequence 24 camera #1 and Sequence 45 camera #3.
three.
The parameters for the SMC-PHD are set as: pD = 0.98, pS = 0.99, λ = 0.26 and
σc = 0.1. The uniform density u is (360 × 280)−1 and the number of particles per
speaker is η = 50. In this case, the cut-off parameter c = 65, the OSPA-T metric
order parameter a = 2. These parameters are also set based on extensive experimental
studies.
To test the computational efficiency of the proposed and baseline algorithms, we ran
experiments on Sequences 24 and 45. The number of particles per speaker was varied
from 25 to 500 on Intel core i7 2.2 GHz processor with 8 GB memory under the Windows
7 operating system. Experiments were repeated 10 times and the average time costs
are given in Figure 4.9.
The computational cost increases with the number of particles, and it is observed that
the cost of the V-SMC-PHD filter is higher than that of the AV-SMC-PHD filter, by
comparing the red line with the pink dash line (for the three-speaker case), and the blue
dash line with the green line (for the two-speaker case). The time required for processing
Sequence 45 is expected to be higher than for Sequence 24 since the maximum number
of speakers is three in Sequence 45 while it is two in Sequence 24. It is true that using
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audio information brings some computational cost to our proposed tracking system.
However, Figure 4.9 shows this cost is negligible and makes the proposed algorithm
computationally more efficient than the baseline algorithm as the born particles are
propagated only when necessary.
The following experiments aim to gauge the estimation accuracy of the algorithms.
Some frames from Sequence 24 are shown in Figure 4.10. The first row shows the
results of V-SMC-PHD filter, and the second row for AV-SMC-PHD filter. In the first
Figure 4.10: Sequence 24 camera #1: Two speakers with occlusions. The first row
shows the results of the V-SMC-PHD filter and the second row shows tracking results
of our proposed AV-SMC-PHD filter.
column, only one speaker is detected by the V-SMC-PHD filter while both speakers are
detected by our proposed AV-SMC-PHD filter. After occlusion in the second column,
our proposed AV-SMC-PHD filter tracks the speakers more accurately. There is no
DOA information in the third column, but still our proposed AV-SMC-PHD filter
manages to track both speakers while the V-SMC-PHD filter lost one speaker. It is
because the survival particles are always dense until the DOA information is lost and
more particles survive for the next frame in the AV-SMC-PHD filter. Even when the
DOA information no longer exists after some points, the AV-SMC-PHD filter has still
an advantage on the number of surviving particles compared to the V-SMC-PHD filter.
Figure 4.11 shows the estimation of the number of speakers.
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Figure 4.11: Comparison of the V-SMC-PHD and the proposed AV-SMC-PHD filters
in estimation of the number of speakers for Sequence 24 camera #1.
(a) (b)
Figure 4.12: Position estimates of the V-SMC-PHD and the proposed AV-SMC-PHD
filters for Sequence 24 camera #1.
Here, the number of active speakers is changing from 2 to 0 and our proposed AV-SMC-
PHD filter shows better performance than the V-SMC-PHD filter. For visualization,
down-sampling is performed to the plots as in Section 4.4.1. The position estimates
of the filters are given in Figure 4.12. The trajectories obtained by the proposed AV-
SMC-PHD filter follow the ground truth trajectories closer than the V-SMC-PHD filter
which shows that the position estimation of the AV-SMC-PHD filter is more accurate
than that of the V-SMC-PHD filter.
The same experiments were conducted on Sequence 45 and some chosen frames are
given in Figure 4.13. Here, the three speakers occlude each other many times and the
AV-SMC-PHD filter is able to detect and follow all speakers even after the occlusions.
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Figure 4.13: Sequence 45 camera #3: Three speakers with occlusions. V-SMC-PHD
performance is shown in the first row, and the proposed AV-SMC-PHD shows better
performance in the second.
The number of speakers estimated for Sequence 45 is given in Figure 4.14. It can be
observed that the performance of the V-SMC-PHD filter is not as good as the AV-
SMC-PHD filter.
To see the performance difference between the filters, the OSPA-T errors are plotted
for Sequence 24 and Sequence 45 in Figure 4.15a and 4.15b, respectively. To get more
reliable results, the experiments are repeated 10 times and the average error is plotted.
In Figure 4.15a, the average OSPA-T error is 27.12 for V-SMC-PHD and 17.71 for AV-
Figure 4.14: Comparison of the V-SMC-PHD and the proposed AV-SMC-PHD filters
in number of speakers estimation for Sequence 45 camera #3.
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(a) (b)
Figure 4.15: Performance comparison of the V-SMC-PHD and the proposed AV-SMC-
PHD filters in terms of the OSPA-T error.
SMC-PHD. It means that AV-SMC-PHD offers a 35% improvements over V-SMC-PHD
for Sequence 24. The average OSPA-T errors for Sequence 45 in Figure 4.15b are 39.09
and 28.43 for V-SMC-PHD and AV-SMC-PHD, respectively. Again, the AV-SMC-PHD
filter performs better with a 27% improvement.
Other experiments are conducted to see the how changes in scale of the rectangle are
related with the OSPA error and the contribution of OSPA components, position and
cardinality, to the final results and the plots are given in Figures 4.16 and 4.17.
The OSPA-T error is plotted together with the change in the scale parameter in Figure
4.16 where the result of the proposed AV-SMC-PHD on Sequence 24 camera #1 is used.
To be able to add another component to the OSPA metric, it is required to have ground
truth information. As ground truth information of the scale parameter is not available,
the scale parameter is plotted together with the OSPA-T error to see the reaction of
scale parameter to change in OSPA-T error. Before coming to frame numbers 400 and
600, the scale value changes suddenly with abrupt change in the error. This is observed
also around frame 900. However, this relation may not always be linear, as the scale of
the rectangle centred on the face may change with the distance of the speaker to the
camera. In other words, the scale of the rectangle can increase independently from the
error when the speaker comes close to the camera. This is one reason why scale does
not change even error drops before frame number 1000.
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Figure 4.16: Variation of scale value and OSPA-T error for the proposed AV-SMC-PHD.
The OSPA-T error is split into its components, position and cardinality (number of
speakers estimation) errors to see the contribution of its components to the final esti-
mation error and the plots are illustrated in Figures 4.17a and 4.17b. The position error
is given in Figure 4.17a where the proposed AV-SMC-PHD outperforms the V-SMC-
PHD in terms of the position estimation. The cardinality error is given in Figure 4.17b.
Here also, the proposed algorithm shows better performance than the baseline method.
When the two plots are compared, it is seen that cardinality error is higher than the
position error and it makes the cardinality error more dominant in the final error. The
reason for this is the selected parameter value penalizing the cardinality error. For
other applications, this value can be modified in order to balance the contribution of
the position and cardinality errors to the final estimation.
The experiments are extended using other sequences of AV 16.3 and all the experiments
with standard errors are given in Table 4.2. The average error for V-SMC-PHD is 32.01,
and 22.75 for AV-SMC-PHD. This result shows that with proposed approach a 29%
reduction in tracking error has been achieved.
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(a) (b)
Figure 4.17: The contribution of OSPA components to the final error. Position error
is shown in (a) and cardinality error is shown in (b).
Table 4.2: OSPA-T values for V-SMC-PHD and the proposed AV-SMC-PHD averaged
over 10 repetitions and standard errors of the estimated OSPA-T values.
V-SMC-PHD AV-SMC-PHD
OSPA-T SE-OSPA-T OSPA-T SE-OSPA-T
seq24-2p-0111
cam1 27.12 0.17 17.71 0.07
cam2 25.91 0.23 19.83 0.28
cam3 24.32 0.16 18.94 0.05
seq25-2p-0111
cam1 25.84 0.09 19.13 0.06
cam2 25.66 0.3 18.47 0.11
cam3 29.99 0.31 21.61 0.07
seq30-2p-1101
cam1 35.6 0.23 25.22 0.23
cam2 24.97 0.1 19.37 0.05
cam3 37.64 0.36 25.31 0.07
seq45-3p-1111
cam1 48.68 0.09 29.46 0.08
cam2 39.24 0.19 29.47 0.04
cam3 39.09 0.15 28.43 0.02
Average 32.01 0.2 22.75 0.09
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Table 4.3: Experimental results for V-SMC-PHD, the proposed AV-SMC-PHD, Visual
RFS-PF and the proposed AV RFS-PF.
V-SMC-PHD AV-SMC-PHD Visual RFS-PF AV RFS-PF
seq24-2p-0111
cam1 27.12 17.71 26.15 16.84
cam2 25.91 19.83 24.88 19.02
cam3 24.32 18.94 23.43 17.66
seq25-2p-0111
cam1 25.84 19.13 24.29 18.37
cam2 25.66 18.47 25.02 16.92
cam3 29.99 21.61 26.86 20.58
seq30-2p-1101
cam1 35.60 25.22 33.39 24.70
cam2 24.97 19.37 23.82 18.41
cam3 37.64 25.31 34.13 23.19
Average 28.56 20.62 26.89 19.52
It is clearly seen that adding the audio information to the visual tracker leads to an
increase in performance. To see how significant the results are, the ANOVA based
F -test is also applied here and it is found that F = 12.51 and p-value= 0.0019 with the
degree of freedom (1, 22). From the F -distribution table given in [12], the corresponding
Fcrit value for (1, 22) is 4.30. It shows that the results are significant as F > Fcrit and
p-value is smaller than 0.05 (for a 5% significance level).
To make comparison between the SMC-PHD algorithm discussed in this section and the
RFS-PF which is discussed in the previous section, the results of these two algorithms
for two-speaker cases are given in Table 4.3. As it is seen from the average results for
both visual and audio-visual cases, RFS-PF performs slightly better than SMC-PHD.
This is an expected outcome since the PHD filter is the first-order approximation of the
RFS and it does not propagate the full multi-speaker posterior distribution like RFS.
However, the PHD filter has an advantage on the computational cost side which makes it
attractive for use in multi-speaker tracking, because computational complexity increases
exponentially with the number of speakers in the RFS while it increases linearly in the
PHD filter.
4.5 Chapter Summary
In this chapter, tracking of a variable number of speakers is studied under the RFS
theory and PHD filtering. Firstly, we have proposed a random finite set approach for
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tracking a variable number of speakers in a smart room environment using audio-visual
measurements. The proposed RFS-PF algorithm has been evaluated on two-speaker
sequences from the AV 16.3 dataset. In that sense, three sequences with their three
camera angles were selected in order to perform quantitative analysis of the proposed
algorithm. With our proposed approach, the tracking error in baseline method is re-
duced 27%. The experimental results demonstrate that the proposed technique can
reliably estimate both the number of speakers in the tracking environment and the
positions of the speakers for up to three speakers within a challenging tracking scenario
involving occlusions. However, as the computational complexity grows exponentially
with the number of speakers, a first order approximation, PHD filter, has been con-
sidered for further enhancement. We then have proposed the audio-visual SMC-PHD
approach for tracking a variable number of speakers. The efficient redistribution of the
born particles based on DOA information reduces both the computational complexity
and the estimation error. The proposed AV-SMC-PHD algorithm has been evaluated
on twelve sequences from the AV 16.3 dataset including three-speaker sequences. The
experimental results show that with proposed approach AV-SMC-PHD, 29% reduction
in tracking error compared to V-SMC-PHD has been achieved. It proofs the advantage
of proposed method over baseline algorithms in terms of estimating both the number of
speakers and the positions of the speakers with significant improvement in challenging
tracking scenarios involving occlusion.
Chapter5
Sparse Sampling for Mean-Shift based
SMC-PHD Filtering
In the previous chapter, our proposed AV-PF, explained in Section 3.3, is adapted to
PHD filter in order to track a variable number of speakers. In this chapter, we investi-
gate and modify the proposed AV-SMC-PHD filtering algorithm aiming to improve its
estimation accuracy and computational efficiency.
In particle filtering, particles are weighted based on their probability distributions which
results in some particles being pruned after the resampling step because of their small
weights. One way to improve the efficiency of the particles is to shift them to a local
maximum of the distribution function which leads to an increase in the weights of the
particles and allows more particles to survive for the next iteration. In addition, shifted
particles will be closer to the speaker position, compared to their original positions
which improves the estimation accuracy. In that sense, the mean-shift is a useful
tool as it is searching iteratively by climbing density gradients to find the peak of the
probability distribution. We first incorporate the mean-shift process into the particles
of the SMC-PHD filter to shift the particles towards a closest local maximum in order
to improve the estimation accuracy. In the second part of this chapter, we concentrate
on reducing the computational cost which leads us to use sparse sampling, resulting in
a significant reduction in processing time with a small sacrifice in terms of estimation
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accuracy.
We evaluate the proposed algorithms with the same multi-speaker sequences used in the
previous chapter and show their advantages over the corresponding baseline methods.
5.1 Introduction
Particle filtering has emerged as a useful tool for tracking problems. It implements
recursive Bayesian filter to approximate the required posterior density by a weighted
particle set. The success of particle filtering lies on its ability to maintain a good
approximation to the posterior which leads to accurate estimation of the target position.
A potential weakness of the particle filter, however, is that the particle set can become
too diffuse which causes the particles to spread across the image plane rather than
clustering around the target. This causes poor approximation of the posterior as the
particles tend to migrate towards local maxima in the evaluation function with the
consequence of homing on clutter and losing track of the true target. To address this
issue, we propose to apply the mean-shift method to the particle set to pull the centre of
the particle distribution towards the target centre which results in better approximation
of the posterior as well as in improvement in estimation accuracy of the target position.
The conventional PF has originally been developed for single target tracking and it
is a challenging task to track multiple targets with the PF when the number of the
targets is unknown and time-varying. The proposed AV tracker in Section 3.3, was
integrated with the PHD filter in Section 4.3. So, the proposed AV-SMC-PHD method
gained the ability to track a variable number of targets. In this chapter, by applying
the mean-shift process to all the particles of the AV-SMC-PHD filter, we present the
AVMS-SMC-PHD method for robust and more efficient speaker tracking. The tracking
scheme of the new algorithm is illustrated in Figure 5.1.
The proposed algorithm is designed by integrating mean-shift, particle and PHD filters
to bring their respective strengths in tracking and eliminating their weaknesses by
complementing one another as indicated by the arrows in Figure 5.1. Each arrow
shows their respective contributions to overall tracking process.
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Figure 5.1: Tracking scheme of the improved tracking system via the integration of the
mean-shift, particle and PHD filters.
The mean-shift, a typical and popular variational method, is a robust non-parametric
method for climbing density gradients to find the peak of the probability distributions
using only a single hypothesis [25], [117] . This approach is computationally efficient,
but it may converge to saddle points in the case of multi-modal distribution [17, 18, 19].
Another problem with mean-shift tracking is that it may fail to track small and fast
moving targets and is unable to recover a track after partial or total occlusions [32], [81],
[150]. These problems are easily covered by the PF due to its ability to recover from lost
tracks [81], and it uses multiple particles which can help mean-shift to detect the target
even if some of the particles fall in local maxima or saddle points. Another problem
with the mean-shift is about adaptation to the size or scale of the target. Although
the scale is a crucial parameter for the mean-shift algorithm, there is currently no
sound mechanism for choosing this scale within the tracking framework. However,
this problem is solved with the SMC-PHD filter since the scale is one of the states of
the target. The conventional PF and mean-shift tracking are derived for single target
tracking. Although multiple trackers can be run in parallel for multi-target tracking
under the assumption that the number of targets is known and constant during the
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tracking. However, this is not feasible for an unknown and variable number of targets
as there is no mechanism to estimate the number of trackers in parallel. The weakness of
these two methods is addressed by the PHD filter which estimates the number of targets
by propagating the first order multi-target posterior. However, the PHD recursion
involves multiple integrals, and does not have closed-form solutions for implementation.
At that point, sequential Monte Carlo (the particle filter) provides a numerical solution
to the PHD filter.
By combining these three methods, the AVMS-SMC-PHD algorithm is conceived here.
It facilitates robust tracking for a variable number of targets as presented in Section
5.2. Evaluations on AV 16.3 sequences show the advantage of the proposed AVMS-SMC-
PHD algorithm over the baseline methods with significant improvement in estimation
accuracy.
After improving the estimation accuracy, we concentrate on optimizing the compu-
tational cost. The mean-shift process moves the particle towards the target location
leading to error reduction, but repeating this process for all the particles increases com-
putational cost. To overcome this problem, we propose a technique based on “sparse
sampling” leading to a new concept: “the sparse particle”. The traditional way of using
sparsity in tracking is to represent the target appearance or features with sparsity. Un-
like the traditional way, sparse particles are obtained with a sparse sampling strategy,
which has not been done before according to the best of our knowledge. The proposed
algorithm is described in Section 5.3 and tested on AV 16.3 with the same sequences as
those used for evaluating the AVMS-SMC-PHD filter, resulting in a significant reduc-
tion of the computational cost with a small sacrifice of estimation accuracy.
5.2 Improved AV Tracking with Mean Shift Based SMC-
PHD Filtering
In this section, we present our proposed AVMS-SMC-PHD filter which is the integration
of the mean-shift tracking with the proposed AV-SMC-PHD filter explained in the
previous chapter.
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Figure 5.2: Basic mean-shift process is illustrated. A single hypothesis is shifted from
base to the peak of the distribution function.
The mean-shift tracking gives a deterministic output at each step which may cause
failure in location estimation of the targets due to background clutter or occlusion. A
combination of the SMC-PHD filtering with the mean shift algorithm incorporates a
mechanism for dealing with uncertainty within the deterministic method. The statis-
tical property of the stochastic approach can improve the robustness of the mean-shift
which leads to improvement in the overall estimation accuracy of the tracker.
The mean-shift iteration moves the particles towards the gradient ascent direction in
the likelihood until they converge to their neighbouring local peaks as illustrated in
Figure 5.2.
Here, the movement of a single particle is shown from the base to the peak of the
distribution function. The particle is moved by iterative calculation of the mean-shift
vector which points to the direction of the movement. This process is repeated until
the particle is converged to the peak points.
During the mean-shift iteration, moving toward the gradient ascent may stop too early
because of a local plateau or saddle point as illustrated in Figure 5.3.
Using multiple particles helps to deal with this problem, because the tracker will detect
the speaker with the remaining particles even though some of the particles may fall in
the saddle points. However, to prevent any of the particles from falling in the saddle
points during the mean-shift iteration, a small perturbation is added to the shifted
particles at each iteration.
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Figure 5.3: Saddle point in multi density distribution.
As mentioned before, the mean-shift is designed for single target tracking. Integration
of the mean-shift to the proposed AV-SMC-PHD filter is not straightforward due to
its multi-target tracking framework. To use the mean-shift method in multi-target
tracking, we have modified the basic mean-shift [29] process which is described in
Section 2.3.5. We denote the mean-shift process with function MS. Here, firstly an
initialization step is applied before running the mean-shift iteration over the nth particle
x˜
(n)
k at time frame k. In this step, horizontal and vertical positions of x˜
(n)
k are assigned to
y0 = [x˜
(n)
k (1), x˜
(n)
k (3)] since x˜ =
[
x1 x˙1 x2 x˙2 s
]T
. The candidate speaker model,
qu(y0), with the centre y0 is compared with all the reference models from the reference
template and the closest reference model r = {ru}u=1,...,U is found. Then, the selected
reference model, r, is used in the mean-shift iteration to move the particle towards
the speaker in the following steps. Before running the mean-shift iteration for the
particle x˜
(n)
k , the Bhattacharyya coefficient ρ [q (y0) , r] is calculated. The mean-shift
iteration is running in a loop and this loop is controlled with two parameters; iteration
flag and iteration number. As long as these two parameters meet the conditions, the
mean-shift iteration will progress. Otherwise the loop will be broken and the same
process will be repeated for the next particle with iteration number NumIter set to 0
and iteration flag ContIter set true. The first step in the loop is to derive the weights
according to Equation (2.32). Then, the next location of the particle y1 is calculated by
Equation (2.36). There is a possibility that the new location y1 may move the particle
in the wrong direction. To avoid this problem, the Bhattacharyya coefficient of the
5.2. Improved AV Tracking with Mean Shift Based SMC-PHD Filtering 119
y1, ρ [q (y1) , r] is calculated and compared with ρ [q (y0) , r]. If ρ [q (y1) , r] is smaller
than ρ [q (y0) , r], it means that y1 is not a good estimate and the loop will be broken.
If ρ [q (y1) , r] is larger than ρ [q (y0) , r], we need to check the amount of shifting. If
‖y1 − y0‖ is larger than the threshold value ζ, y1 will be set to y0 and used for the next
iteration as long as NumIter is smaller than MaxIter. If ‖y1 − y0‖ is smaller than ζ,
iteration will be broken again. This process will be repeated for all the particles. The
pseudo code of the MS is presented in Algorithm 5.1.
Given: x˜k, Nk−1, Jk, MaxIter, U , ζ
for n = 1, ...Nk−1 + Jk do
Assign position coordinates of the particle to y0 = [x˜
(n)
k (1), x˜
(n)
k (3)]
Find the closest reference model ru for x˜
n
k by comparing the candidate speaker
model qu(y0) and the reference models.
Evaluate: ρ [q (y0) , r] =
∑U
u=1
√
qu(y0)ru
Set iteration number: NumIter = 0;
Set iteration flag: ContIter = true;
while ContIter == True or NumIter < MaxIter do
Derive the weights according to Equation (2.32)
Find the next location y1 by Equation (2.36)
Compute: ρ [q (y1) , r] =
∑U
u=1
√
qu(y1)ru
// Continue mean-shift iteration as long as the Bhattacharyya coefficient goes
up. Otherwise, stop iteration
if ρ [q (y1) , r] > ρ [q (y0) , r] then
// If position change exceeds the threshold value ζ, then continue
mean-shift iteration. Otherwise, stop iteration
if ‖y1 − y0‖ > ζ then
y0 = y1;
ContIter = true;
else
ContIter = false;
end
else
y1 = y0
ContIter = false;
end
NumIter = NumIter + 1;
end
[x˜
(n)
k (1), x˜
(n)
k (3)] = y1;
end
Algorithm 5.1: MS function for the mean-shift iteration.
To ensure that MS is applied to all the particles, this step is performed after the
audio contribution is taken into account and all types of particles, born, spawned and
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Figure 5.4: The mean-shift process for the particles.
surviving, are combined as x˜k. Applying MS after the DOA check ensures that all the
particles are shifted even for the case where the DOA does not exist.
To summarise the main purpose of the mean-shift iteration, the MS process is illus-
trated in Figure 5.4. Here, 10 particles x˜
(n)
k , n = 1, ..., 10, are given in the first stage.
These particles have different Bhattacharyya coefficients ρ [q (y0) , r] in the second stage
when their measurements are compared with the reference speaker model. After this
step, we run the mean-shift iteration to shift the particles to the local maxima of the
measurement function in the third stage. With this proposed step, the particles xˆk
that exhibit higher values of the Bhattacharyya coefficient are likely to be much closer
to the speaker position.
In the end, the shifted particles maintain a fair representation of the modes of the
distribution, and provide good local characterization of the likelihood which allows the
use of a fewer particles to maintain the multi-mode distribution [116]. After the MS,
the weight prediction step is performed and the remaining steps are followed as in
the AV-SMC-PHD filter. The pseudo code of the proposed AVMS-SMC-PHD filtering
algorithm is depicted in Algorithm 5.2.
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Initialize: η, σ2, U , T , F, λ, r, pD, u, c, a, σ
2
c , pS , MaxIter, ζ, k, K, N0, x0
while k < K do
For n = 1, ..., Nk−1 sample x˜k ∼ qk
(
·|x(n)k−1,Zk
)
, where x˜k ∈ R5×Nk−1
Propagate surviving and spawned particles: x˜s,k = Fx˜k + qk
Get the corresponding DOA angle θk
if DOA exists then
// For surviving and spawned particles
Calculate distances dk =
[
d
(1)
k ... d
(Nk−1)
k
]T
Calculate movement distances dˆk using Equation (4.25)
Concentrate x˜s,k around the DOA line : x˜s,k = x˜s,k ⊕ hkdˆk
if new speaker then
// For born particles
For n = Nk−1 + 1, ..., Nk−1 + Jk sample x˜b,k ∼ pk (·|Zk) uniformly around
the DOA line
end
end
Combine all the particles: x˜k = x˜s,k ∪ x˜b,k
Apply the mean-shift iteration: Each particle will converge to a nearby local
mode of the observation distribution. xˆk = MS (x˜k)
Prediction: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k|k−1 using Equation (2.21)
Estimate colour likelihood using Equation (4.24)
Update: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k using Equation (2.22)
Calculate the total mass Ξˆk|k =
∑Nk−1+Jk
n=1 w˜
(n)
k
Resampling: Resample
{
w˜
(n)
k /Ξˆk|k, xˆ
(n)
k
}Nk−1+Jk
n=1
to get
{
w˜
(n)
k /Ξˆk|k,x
(n)
k
}Nk
n=1
where Nk = ηΞˆk|k
Multiply the weights by Ξˆk|k to get
{
w˜
(n)
k ,x
(n)
k
}Nk
n=1
Cluster the particles and get the positions of the speakers
k = k + 1
end
Algorithm 5.2: Proposed AVMS-SMC-PHD filtering algorithm.
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5.3 Computational Cost Refinement with Sparse Parti-
cles
In the previous section, the mean-shift is integrated into the AV-SMC-PHD tracking
algorithm by applying the mean-shift iteration to all the particles. This leads to a
reduction in the required number of particles and in estimation error. However, the
reduction in particle numbers does not guarantee a lower computational cost, because
applying the mean-shift iteration to all the particles is time consuming [150]. To ad-
dress this issue, a sparse sampling method is proposed to reduce the computational
complexity. Sparse sampling is performed on the particle set in order to choose a sub-
set of particles on which the mean-shift iteration is performed instead of the full set
particles. This reduces the computational cost significantly with a small sacrifice in
estimation accuracy.
Our sparse sampling method is inspired by KLD-Sampling [40], [41], [42] which is
proposed for adaptive estimation of the number of particles to run in particle filter
based tracking. Detailed information has been given in Chapter 2. Unlike the KLD-
Sampling, here one dimensional bins, B with τ subintervals are created on the interval
[0, 1]. Each subinterval is denoted by Bi with range of [{1 − (i − 1)/τ}, {1 − i/τ}].
The critical question here is how to determine the value of τ as the bin number of B
affects the estimation of sparse sampling. Based on experimental studies, which will
be detailed in Section 5.4.2, we conclude that τ can be set to a constant number of
particles per speaker, η, as a practical choice.
As a demonstration of the proposed sampling algorithm, in Figure 5.5a, a set of 10
particles is given and B for this set is illustrated in Figure 5.5b. We can consider η as
10 which means τ can be set to 10 as well. So, each bin is divided into 1/10 = 0.1
subintervals and these subintervals are sorted in a descending order as it is shown on
the left side of Figure 5.5b. The top subinterval has a range between 0.9 to 1 while the
bottom subinterval has a range between 0 to 0.1.
Initially, each bin is set to Bi=1,...,τ = 0, as they are all empty at the beginning. For
each particle, the Bhattacharyya coefficient, ρ is estimated using Equation (2.29). Their
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values vary between [0, 1] where 1 is the best similarity matching between reference and
candidate histograms, and 0 is the worst. After ρ is estimated, its corresponding range
Bi is found and updated from 0 to 1. Then, the number of particles, Ni, in Bi is
increased by one. At the end, the Bhattacharyya coefficients of all the particles are
estimated and B becomes as shown in Figure 5.5c. This representation resembles sparse
categorization of the particles, that is why the proposed sampling algorithm is called
“sparse sampling”. The sparse particles are chosen from these subintervals where all
the particles are stored based on the Bhattacharyya coefficient. Here, the number of
total true bins, b, is 6 as b =
∑τ
i=1 Bi, because only 6 subintervals are updated from 0
to 1 in Figure 5.5c.
To estimate the number of particles, N , based on the bin number, Equation (2.8) is
employed and N is estimated as 5. It means only 5 particles will be chosen from the
right side of Figure 5.5c and this selection starts from top of B as the particles are sorted
according to their Bhattacharyya coefficients in a descending order. In Figure 5.5d, B is
updated by removing all the particles except those in the first t top subintervals where t
is the upper bound for
∑t
i=1Ni = N . Here, t is 5 since only first 5 subintervals contain
N = 5 particles. These five particles can be used as the sparse particles. However, we
take one more step in the selection of the sparse particles. It is not necessary to have
more than one particle from same interval as the mean-shift process will run afterwards
and move the particles from same interval to the same local maxima. So, one particle
from each interval with a non-zero number of particles is chosen and added to the sparse
particles x¯k as illustrated in Figure 5.5e.
We denote the sparse sampling with function SS, and it is incorporated into the AVMS-
SMC-PHD filter before the MS operation. After incorporating the DOA contribution,
all the particles are combined as x˜k and then SS is performed;
x¯k = SS (x˜k) (5.1)
to obtain the sparse particles x¯k. The pseudo code of the SS is presented in Algorithm
5.3.
In the sequel, the MS operation is run just for x¯k which has fewer particles than x˜k.
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(a) (b) (c)
(d) (e)
Figure 5.5: A set of 10 particles is given in (a). Initial B is illustrated in (b), and the
distribution of the particles on B according to Bhattacharyya coefficients is shown in
(c). The updated B after the number of particle estimation with KLD sampling is given
in (d). Sparse particle selection is shown in (e).
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Given: x˜k, Nk−1, Jk, τ , , z1−δ
Create B with τ subintervals.
for j = 1, ...Nk−1 + Jk do
Calculate ρj using Equation (2.29)
Find i where ρj ∈ [{1− (i− 1)/τ}, {1− i/τ}]
Set Bi = 1
Increase the particle counter for Bi, Ni = Ni + 1
end
Estimate the total bin number. b =
∑τ
i=1 Bi
Calculate N using Equation (2.8)
Choose the sparse particles x¯k by taking one particle from the subintervals Bi=1:t
where t is the upper bound for
∑t
i=1Ni = N
Algorithm 5.3: SS function for sparse sampling.
With the sparse sampling, the number of particles used in the mean-shift iteration is
reduced which leads to a significant reduction in the computational cost. The pseudo
code of the proposed sparse-AVMS-SMC-PHD filtering algorithm is depicted in Algo-
rithm 5.4.
5.4 Experimental Results and Analysis
This section contains two parts: evaluations of the proposed AVMS-SMC-PHD and
the proposed sparse-AVMS-SMC-PHD methods. Both algorithms are tested on four
sequences; Sequence 24, Sequence 25, Sequence 30 and Sequence 45, with all three
different camera angles from AV 16.3 for two and three speaker cases. The OSPA-T
metric [107] is used for performance evaluation. Each experiment is repeated 10 times
and the average results are presented in plots and tables.
5.4.1 AVMS-SMC-PHD
In this subsection, we show the simulation results for the proposed AVMS-SMC-PHD
algorithm and compare them with the results given in the previous chapter.
For the proposed AVMS-SMC-PHD filter, the parameters for the SMC-PHD part are
the same as given in Section 4.4.2, namely: pD = 0.98, pS = 0.99, λ = 0.26, the number
of histogram bins, U = 16 and σc = 0.1. The uniform density u is (360 × 280)−1 and
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Initialize: η, σ2, U , T , F, λ, r, pD, u, c, a, σ
2
c , pS , MaxIter, ζ, , z1−δ, k, K, N0, x0
while k < K do
For n = 1, ..., Nk−1 sample x˜k ∼ qk
(
·|x(n)k−1,Zk
)
, where x˜k ∈ R5×Nk−1
Propagate surviving and spawned particles: x˜s,k = Fx˜k + qk
Get the corresponding DOA angle θk
if DOA exists then
// For surviving and spawned particles
Calculate distances dk =
[
d
(1)
k ... d
(Nk−1)
k
]T
Calculate movement distances dˆk using Equation (4.25)
Concentrate x˜s,k around the DOA line : x˜s,k = x˜s,k ⊕ hkdˆk
if new speaker then
// For born particles
For n = Nk−1 + 1, ..., Nk−1 + Jk sample x˜b,k ∼ pk (·|Zk) uniformly around
DOA line
end
end
Combine all the particles: x˜k = x˜s,k ∪ x˜b,k
Apply sparse sampling: x¯k = SS (x˜k)
Apply mean-shift iteration: Each particle will converge to a nearby local mode of
the observation distribution. xˆk = MS (x¯k)
Prediction: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k|k−1 using Equation (2.21)
Estimate colour likelihood using Equation (4.24)
Update: For n = 1, ..., Nk−1 + Jk calculate w˜
(n)
k using Equation (2.22)
Calculate the total mass Ξˆk|k =
∑Nk−1+Jk
n=1 w˜
(n)
k
Resampling: Resample
{
w˜
(n)
k /Ξˆk|k, xˆ
(n)
k
}Nk−1+Jk
n=1
to get
{
w˜
(n)
k /Ξˆk|k,x
(n)
k
}Nk
n=1
where Nk = ηΞˆk|k
Multiply the weights by Ξˆk|k to get
{
w˜
(n)
k ,x
(n)
k
}Nk
n=1
Cluster the particles and get the positions of the speakers
k = k + 1
end
Algorithm 5.4: Proposed sparse-AVMS-SMC-PHD filtering algorithm.
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the number of particles per speaker is η = 50. The cut-off parameter c = 65, the
OSPA-T metric order parameter a = 2. T and F are the parameters for the motion
model defined in Section 3.5.
In the mean-shift method, the threshold for shifting distance is ζ = 0.5 pixel and
the number of maximum iterations to converge to local maxima is set to 6. These
parameters are set based on extensive experimental studies. Note that changing these
parameters slightly will not lead to a significant difference in tracking results as shown
next.
First, we change the value of ζ from 0.5 to 20 in order to see its effect on tracking error.
We use Sequence 24 camera #1 for the two-speaker case and Sequence 45 camera #3
for the three-speaker case as illustrated in Figures 5.6a and 5.6b, respectively.
(a) (b)
Figure 5.6: Error sensitivity with respect to ζ in the mean-shift process.
One of the control parameters of the mean-shift iteration loop explained in Section 5.2
is ζ. The value of ζ is critical as bigger values may cause the algorithm to exit the
loop early and increase the tracking error. As long as the iteration number does not
reach the maximum iteration number, if the shifting distance from initial position to
current position ‖y1 − y0‖ is larger than ζ, then the mean-shift loop may continue for
the next iteration. However, if ζ is not set to an adequate value, the loop will be broken
even if there is a reasonable shifting distance. This is evident in Figures 5.6a and 5.6b.
The tracking error increases with ζ values in both experiments. However, it is not
linear and it tends to an asymptotic convergence for higher values of ζ. There are two
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reasons for that. The first is the effect of the second control parameter over the loop
which is the maximum iteration number. The loop may be broken since the iteration
number reaches the maximum iteration value. The second reason may be the value of
ζ. The most common observation [29] in the mean-shift iteration is that the shifting
distance is getting smaller at every iteration. After some iterations, it may reduce
dramatically and cause loop breaking, because the shifting distance cannot exceed ζ.
To get maximum benefit from the mean-shift iteration, we observe that ζ should be as
small as possible. It is 0.5 in our application as we check the distance in pixels. This
value should be modified for applications where the tracking error is measured with
other units like metres or inches.
Another critical parameter for the mean-shift iteration is the maximum number of
iterations. We change the maximum iteration number from one to ten and measure
the OSPA-T error by running the proposed AVMS-SMC-PHD algorithm in Sequence
24 camera #1 and Sequence 45 camera #3 as illustrated in Figures 5.7a and 5.7b,
respectively. As it is seen from Figure 5.7a, error is decreasing by the iteration number.
(a) (b)
Figure 5.7: Error change with respect to the iteration number in the mean-shift process.
In the mean-shift process, the particles are shifted to local maximum step by step, where
each step is counted as an iteration. At every iteration, each particle is shifted until
it reaches the local maximum or the movement distance becomes less than ζ. That is
why the tracking error is reduced until the maximum iteration number reaches 5. After
5 iterations, the tracking error does not change much, because the mean-shift process
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stops when the movement distance is less than ζ, although the iteration number does
not reach the maximum iteration number. The same observation can be made in Figure
5.7b as the tracking error is again decreasing with the iteration number. However, here
it stabilizes after the iteration number reaches 6. Based on these two experimental
studies, the maximum iteration number is set to 6 as a practical choice. In principle,
setting the maximum iteration number higher can be considered to reduce the tracking
error. However, this causes additional computational cost. Optimizing the maximum
iteration number is a trade off between the tracking error and computational cost.
After setting the parameters, the proposed AVMS-SMC-PHD algorithm was tested
on AV 16.3. As preliminary results, error comparisons for Sequence 24 camera #1
and Sequence 45 camera #3 are given in Figures 5.8a and 5.8b, respectively. These
sequences are chosen as they are the most challenging in terms of movement speed and
the number of occlusions.
(a) (b)
Figure 5.8: Performance comparisons of the V-SMC-PHD with proposed algorithms
AV-SMC-PHD and AVMS-SMC-PHD for Sequence 24 camera #1 and Sequence 45
camera #3 are given in (a) and (b), respectively.
Our proposed AVMS-SMC-PHD algorithm is depicted by the green dashed line. The
contribution of the mean-shift method to the AV-SMC-PHD algorithm for reducing
the estimation accuracy is obvious in Figures 5.8a and 5.8b. For most of the tracking,
the AVMS-SMC-PHD filter outperforms the V-SMC-PHD and AV-SMC-PHD filters
in terms of estimation accuracy. For clarity, mean absolute OSPA-T errors are also
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(a) (b)
Figure 5.9: Mean absolute OSPA-T errors of the V-SMC-PHD and the proposed algo-
rithms AV-SMC-PHD and AVMS-SMC-PHD for Sequence 24 camera #1 and Sequence
45 camera #3 are presented in (a) and (b), respectively.
plotted in Figures 5.9a and 5.9b.
The average errors achieved on Sequence 24 camera #1 are 27.12, 17.71, 13.93, respec-
tively for the V-SMC-PHD, AV-SMC-PHD and AVMS-SMC-PHD algorithms. The
AVMS-SMC-PHD algorithm outperforms AV-SMC-PHD by 21% and V-SMC-PHD by
35%. For Sequence 45 camera #3, the average errors are 39.09, 28.43, 22.43, respec-
tively for the V-SMC-PHD, AV-SMC-PHD and AVMS-SMC-PHD algorithms. Here,
AVMS-SMC-PHD shows better performance than V-SMC-PHD and AV-SMC-PHD by
43% and 21%, respectively.
The average errors of both sequences are depicted in Figures 5.10a and 5.10b. In both
two-speaker (Sequence 24) and three-speaker (Sequence 45) cases, the AVMS-SMC-
PHD performs best followed by the AV-SMC-PHD and the V-SMC-PHD. However, all
the three algorithms perform better on Sequence 24 rather than Sequence 45. This
result is expected as the three-speaker sequence is more complex in terms of the move-
ment of the speakers and the number of occlusions which cause an increase in the
estimation error.
Then, the number of sequences was increased for consistency with the previous chapter
to evaluate the AVMS-SMC-PHD algorithm. The overall average results with standard
errors are given in Table 5.1.
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(a) (b)
Figure 5.10: Average errors of the V-SMC-PHD and the proposed algorithms AV-SMC-
PHD and AVMS-SMC-PHD for Sequence 24 camera #1 and Sequence 45 camera #3
are given in (a) and (b), respectively.
Table 5.1: OSPA-T values for V-SMC-PHD, AV-SMC-PHD and AVMS-SMC-PHD
averaged over 10 repetitions and standard errors of the estimated OSPA-T values.
V-SMC-PHD AV-SMC-PHD AVMS-SMC-PHD
OSPA-T SE-OSPA-T OSPA-T SE-OSPA-T OSPA-T SE-OSPA-T
seq24
cam1 27.12 0.17 17.71 0.07 13.93 0.04
cam2 25.91 0.23 19.83 0.28 14.97 0.06
cam3 24.32 0.16 18.94 0.05 14.12 0.06
seq25
cam1 25.84 0.09 19.13 0.06 15.72 0.05
cam2 25.66 0.3 18.47 0.11 13.93 0.03
cam3 29.99 0.31 21.61 0.07 17.07 0.04
seq30
cam1 35.6 0.23 25.22 0.23 16.65 0.03
cam2 24.97 0.1 19.37 0.05 14.86 0.03
cam3 37.64 0.36 25.31 0.07 19.29 0.05
seq45
cam1 48.68 0.09 29.46 0.08 22.95 0.05
cam2 39.24 0.19 29.47 0.04 21.47 0.05
cam3 39.09 0.15 28.43 0.02 22.43 0.03
Average 32.01 0.2 22.75 0.09 17.28 0.04
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In the previous chapter, it is shown that the AV-SMC-PHD outperforms the V-SMC-
PHD algorithm by 29%. Table 5.1 shows that AVMS-SMC-PHD improves the esti-
mation accuracy by 24% and 46% compared to the AV-SMC-PHD and V-SMC-PHD
algorithms, respectively.
In the AVMS-SMC-PHD algorithm, the mean-shift method is adopted to move the
particles to the local maxima of the distribution function which improves the accuracy
of the speaker detection. As it can be seen from Table 5.1, the tracking error of the
AVMS-SMC-PHD algorithm is lower than that of the AV-SMC-PHD and V-SMC-PHD
algorithms. This is because the shifted particles are closer to the ground truth position
of the speaker than the particles used in the conventional way.
The ANOVA based F -test is also applied to the results of Table 5.1. First, the results
of the AVMS-SMC-PHD algorithm are compared with those of the V-SMC-PHD algo-
rithm. We found that F = 35.59 and p-value= 5.28× 10−6 with the degree of freedom
(1, 22). Then, same process is repeated for the AVMS-SMC-PHD and AV-SMC-PHD
algorithms, and we found that F = 11.12 and p-value= 3 × 10−3 with the degree of
freedom (1, 22). For both comparisons, the degree of freedom is same and the corre-
sponding Fcrit value for (1, 22) is obtained from the F -distribution table given in [12]
as 4.30. As a result, the results of the AVMS-SMC-PHD algorithm are significantly
better in both comparisons as F > Fcrit and p-value is smaller than 0.05 (for a 5%
significance level).
5.4.2 Sparse-AVMS-SMC-PHD
The evaluation results of the sparse-AVMS-SMC-PHD and a comparison with the pre-
viously proposed algorithms are given in this subsection. The same sequences from
AV 16.3, as in the above subsection, are used to test the proposed sparse-AVMS-SMC-
PHD algorithm. All the parameters of AVMS-SMC-PHD, given in the previous section,
are also used in the sparse-AVMS-SMC-PHD algorithm.
A key parameter in the proposed sparse-AVMS-SMC-PHD algorithm is the bin dimen-
sion τ which may cause either performance failure, or increase the computation cost,
depending on its size. To get a practical guidance for the selection of τ , simulations
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were conducted on Sequence 24 camera #1 and Sequence 45 camera #3 as illustrated
in Figure 5.11.
In these experiments, four different values for the constant number of particles per
speaker, η, are chosen and OSPA-T errors are measured under different τ . In Figure
5.11a, η is set to 25 and τ is varied from 10 to 100. The tracking error starts to
decrease with the increase in τ , as τ affects the total bin number and consequently the
estimated sparse particles. Larger τ allows the selection of more sparse particles, but the
objective here is to find the optimal number of sparse particles. Fewer sparse particles
cause poor performance, but more sparse particles do not contribute much to tracking
performance. That is why the tracking error becomes stable just before τ reaches
25. Another experiment with η equal 50 is given in Figure 5.11b. The tracker error
decreases until τ reaches 50, then after small oscillations, it becomes constant. Better
illustration is evident in Figure 5.11c where η = 75 and the tracking error is reduced
until τ increases to 75. The error becomes stable after that. A similar behaviour to
Figure 5.11a is also observed in Figure 5.11d where the tracking error is stabilized just
before τ reaches the same values as η. The optimal dimension of the bins is not known
in reality. In practice, it seems reasonable to set τ as η based on the experiments given
in Figure 5.11. In general, setting τ to a larger value leads to a better performance.
However, this also results in extra computation cost as each subinterval needs to be
managed during the selection of sparse sampling. In other words, the tuning of τ is a
trade off between the tracking accuracy and the computational cost.
As the motivation for using sparse sampling is to reduce the computational cost of the
AVMS-SMC-PHD filter, we measure the computational cost of the V-SMC-PHD, AV-
SMC-PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD filters by running all the
filters on Sequence 24 camera #1 as illustrated in Figure 5.12. Here, the experiments
are run on Intel core i7 2.2 GHz processor with 8 GB memory under the Windows 7
operating system.
The mean-shift integration to the AV-SMC-PHD filter causes a dramatic increase in
computational cost. However, using sparse particles in the mean-shift iteration reduces
the computational cost significantly by approximately 10 times as sparse sampling
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(a)
(b)
(c)
(d)
Figure 5.11: The sensitivity of error to parameter τ is analysed using Sequence 24
camera #1 and Sequence 45 camera #3. In (a), a constant number of particles per
speaker, η = 25, and τ is changed from 10 to 100. The same process is repeated
for η = 50, η = 75 and η = 100 and the results are presented in (b), (c) and (d),
respectively.
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Figure 5.12: Computational cost comparison between the V-SMC-PHD, AV-SMC-
PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD filters.
generates a small subset from the source particles.
To see the effect of this low computational cost on the estimation accuracy, the proposed
sparse-AVMS-SMC-PHD algorithm is run on Sequence 24 camera #1 and Sequence 45
camera #3, and to make an easy comparison with the previous proposed algorithms,
the results are plotted all together in Figure 5.13.
The estimation accuracy is measured by the OSPA-T metric as before. Figures 5.13a
shows the error variation as a function of the frame number for Sequence 24 camera
#1, and Figures 5.13b for Sequence 45 camera #3. The pink dashed line is used to
represent the sparse-AVMS-SMC-PHD filter. In both sequences, the errors for sparse-
AVMS-SMC-PHD and AVMS-SMC-PHD filters seem similar. To see the difference in
errors more clearly, the mean absolute error at each time step is depicted in Figures
5.14a and 5.14b for the algorithms.
Figures 5.14a and 5.14b show that sparse-AVMS-SMC-PHD and AVMS-SMC-PHD
filters outperform the AV-SMC-PHD and V-SMC-PHD filters. When the comparison
is made between the sparse-AVMS-SMC-PHD and AVMS-SMC-PHD filters, it is seen
that the AVMS-SMC-PHD filter is slightly better than the sparse-AVMS-SMC-PHD
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(a) (b)
Figure 5.13: Performance comparisons of the V-SMC-PHD with proposed algorithms
AV-SMC-PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD for Sequence 24 cam-
era #1 and Sequence 45 camera #3 are given in (a) and (b), respectively.
(a) (b)
Figure 5.14: Comparison of the V-SMC-PHD and the proposed algorithms AV-SMC-
PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD using mean absolute OSPA-T
error.
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filter. Again, the error in Sequence 45 camera #3 is higher than for Sequence 24 camera
#1 for the reasons explained above.
To make statistical analysis, the numerical values of the four algorithms are shown with
a bar plot in Figures 5.15a and 5.15b. According to these plots, the AVMS-SMC-PHD
filter shows only 4% and 6% better than the sparse-AVMS-SMC-PHD filter in Sequence
24 camera #1 and Sequence 45 camera #3, respectively.
(a) (b)
Figure 5.15: Performance comparison of the V-SMC-PHD with proposed algorithms
AV-SMC-PHD, AVMS-SMC-PHD and sparse-AVMS-SMC-PHD with bar plots.
The sparse-AVMS-SMC-PHD algorithm is also run over the remaining sequences and
the results are given in Table 5.2 with standard errors.
Taking the average over all the experiments, sparse-AVMS-SMC-PHD outperforms AV-
SMC-PHD and V-SMC-PHD by 19% and 42%. Compared to AVMS-SMC-PHD, the
estimation accuracy is decreased by 7%. However, it is a reasonable sacrifice, given a
ten-fold reduction in the computational cost as shown in Figure 5.12. To understand
the reason behind the cost reduction in sparse-AVMS-SMC-PHD, we calculate the total
number of particles used in each frame of the whole sequence for both AVMS-SMC-
PHD and sparse-AVMS-SMC-PHD algorithms. The total number of particles in the
AVMS-SMC-PHD algorithm is 61853 while it is 6301 in the sparse-AVMS-SMC-PHD
algorithm. With the proposed sparse sampling, the number of particles is reduced to
almost 10% (from 61853 to 6301) which leads to a ten-fold reduction in computational
costs (from 2149.62 to 223.32 seconds) as shown in Figure 5.12.
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Table 5.2: OSPA-T values for V-SMC-PHD, AV-SMC-PHD, AVMS-SMC-PHD and
sparse AVMS-SMC-PHD averaged over 10 repetitions and standard errors of the esti-
mated OSPA-T values.
V
SMC-PHD
AV
SMC-PHD
AVMS
SMC-PHD
sparse AVMS
SMC-PHD
OSPA-T
SE
OSPA-T
OSPA-T
SE
OSPA-T
OSPA-T
SE
OSPA-T
OSPA-T
SE
OSPA-T
seq24
cam1 27.12 0.17 17.71 0.07 13.93 0.04 14.5 0.04
cam2 25.91 0.23 19.83 0.28 14.97 0.06 15.35 0.03
cam3 24.32 0.16 18.94 0.05 14.12 0.06 15.72 0.03
seq25
cam1 25.84 0.09 19.13 0.06 15.72 0.05 17.17 0.02
cam2 25.66 0.3 18.47 0.11 13.93 0.03 15.39 0.03
cam3 29.99 0.31 21.61 0.07 17.07 0.04 17.62 0.07
seq30
cam1 35.6 0.23 25.22 0.23 16.65 0.03 19.27 0.04
cam2 24.97 0.1 19.37 0.05 14.86 0.03 16.16 0.02
cam3 37.64 0.36 25.31 0.07 19.29 0.05 19.67 0.03
seq45
cam1 48.68 0.09 29.46 0.08 22.95 0.05 23.4 0.03
cam2 39.24 0.19 29.47 0.04 21.47 0.05 23.16 0.03
cam3 39.09 0.15 28.43 0.02 22.43 0.03 23.8 0.02
Average 32.01 0.2 22.75 0.09 17.28 0.04 18.43 0.03
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Table 5.3: Comparison of tracking results in terms of Wasserstain distance.
Mean Wasserstein Distance (in pixel)
V
SMC-PHD
AV
SMC-PHD
AVMS
SMC-PHD
sparse AVMS
SMC-PHD
Tracking
algorithm [100]
seq24
cam1 42.13 21.37 18.87 19.97 7.2
cam2 37.99 13.61 10.96 11.31 4.8
In order to test how significant the results of Table 5.2 are, the ANOVA based F -test
is applied to the results of the sparse-AVMS-SMC-PHD algorithm. The first test is
between the V-SMC-PHD and sparse-AVMS-SMC-PHD algorithms and we found that
F = 30.23 and p-value= 1.59×10−5 with the degree of freedom (1, 22). The second test
is for the AV-SMC-PHD and sparse-AVMS-SMC-PHD algorithms and we found that
F = 6.92 and p-value= 1.53×10−2 with the degree of freedom (1, 22). Both comparisons
have same degree of freedom which corresponds to 4.30 for Fcrit value according to the
F -distribution table given in [12]. Hence, the results of the sparse-AVMS-SMC-PHD
algorithm are significant in both comparisons as F > Fcrit and p-value is smaller than
0.05 (for a 5% significance level).
Our tracking results are also compared with the results of Pham et al. [100]. His
study focussed on visual object tracking using PHD filter and colour measurements.
Experimental results were reported in terms of Wasserstein distance [53] for Sequence 24
cameras #1 and #2. So, our results are evaluated in terms of the Wasserstein distance
and given in Table 5.3. The V-SMC-PHD, AV-SMC-PHD, AVMS-SMC-PHD and
sparse-AVMS-SMC-PHD show similar performance as it is observed in Table 5.2. Even
though AVMS-SMC-PHD shows the best performance amongst the four algorithms in
both sequences, it is not close enough to [100]. The reason behind this gap will be
interesting direction for future work.
5.5 Chapter Summary
In this chapter, the mean-shift method is introduced to improve the estimation accu-
racy of the AV-SMC-PHD filter proposed in the previous chapter. The mean-shift is
an iterative method for climbing density gradients to find the peak of the probabil-
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ity distribution. It enhances the AV-SMC-PHD filter by converging the particles to
their neighbouring local peaks which leads to better estimation accuracy compared to
conventional methods. We have built a tracking system that integrates the respective
strengths of mean-shift, particle and PHD filters to robustly track multiple speakers.
The proposed AVMS-SMC-PHD filter exhibited improved performance in evaluation
tests on two-speaker and three-speaker sequences as compared to the AV-SMC-PHD
filter. Further experiments on the AV 16.3 dataset confirmed the advantages of the
proposed AVMS-SMC-PHD algorithm in terms of estimation accuracy.
The mean-shift tracking has fast convergence speed and small computational cost, but
applying the mean-shift method to all the particles is time consuming. To reduce the
computational cost, we have proposed the use of sparse particles. In sparse sampling,
we obtain a small subset from source particles and the mean-shift iteration is run
only on this subset. The computational cost is significantly reduced using the sparse
particles with a small sacrifice in estimation accuracy. The proposed algorithms have
been tested on the AV 16.3 dataset for two and three-speaker scenarios, where the
number of speakers varies over time. The experiments demonstrate that the proposed
algorithms can effectively track a variable number of moving speakers.
Chapter6
Conclusions and Future Research
The problem of tracking a variable number of speakers in a room environment has been
investigated in this thesis. This chapter presents a summary of the key contributions
of this thesis. Furthermore, based on the discussion on the limitation of our work,
potential directions for future work are also suggested.
6.1 Conclusions
In this thesis, the main technical challenges related to multi-modal multi-speaker track-
ing have been addressed in the context of tracking a variable number of speakers with
audio and visual modalities in indoor environments. We have presented the following
three key findings in Chapters 3, 4 and 5 respectively: (1) the association of audio in-
formation under an adaptive approach improves the performance of the visual tracker,
(2) the use of audio information in particle propagation in the SMC-PHD filter en-
hances the system performance and computational cost, (3) combining the merits of
both deterministic and stochastic approaches offers improved tracking performance in
terms of estimation accuracy. In the following subsections these contributions will be
elaborated in more detail.
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6.1.1 Audio Assisted Robust Visual Tracking with Adaptive Particle
Filtering
Multi-modal data fusion has been regarded as an effective method to improve the track-
ing performance in the case of challenging situations like occlusions (by the limited field
of view of cameras or by other speakers). However, data fusion algorithms usually suffer
from noise corrupting the sensor measurements which cause non-negligible detection er-
rors. Here, we have proposed a novel approach to combine audio and visual modalities.
Audio data is employed as an aid to PF based visual tracking. DOA angles of the audio
sources are used to relocate the particles in the propagation step and recalculate the
weights of the particles in the measurement step. Audio is fused to the V-PF through
modifications of the PF steps. That makes the tracker less sensitive to outliers and
noise in audio data.
Our approach is further improved by performing adaptive estimation of two critical
parameters of the PF: the number of particles and noise variance. The PF uses a
set of particles to approximate the posterior density and better approximation can
be obtained with a higher number of particles which nevertheless causes an increased
computational cost. We proposed an adaptive approach to the PF, based on the area
occupied by the particles in each frame.
Our work differs substantially from previous works on AV multiple speaker tracking
with respect to audio integration into the PF framework, and adaptive estimation of
the particle number and variance of Gaussian noise.
6.1.2 Tracking a Variable Number of Speakers
The generic particle filter can be applied to multi-target tracking under the assumption
that the number of target is known and constant. For the case of a time-varying number
of speakers, advanced method needs to be used like RFS or its first order approximation
PHD filter.
First, we focused on the RFS and extended it use with multi-modal data, and developed
a particle filter algorithm under the RFS framework for AV tracking. The experiments
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showed that, with this new extension, the proposed AV tracking system is able to
track reliably a variable number of speakers in challenging scenarios such as occlusion.
However, it was found that the computational cost grows exponentially with the number
of speakers. To reduce the computational cost, the PHD filter is also explored.
To handle nonlinear/non-Gaussian speaker tracking problems, SMC implementation of
the PHD filter was developed. The SMC-PHD filter propagates three types of particles,
surviving, spawned and born particles, to model the state of the speakers and jointly
estimates the variable number of speakers with their states. In classical SMC-PHD
filter, all types of particles are propagated every frame to detect the speaker presence
in the view, which is computationally expensive. To further reduce the computational
complexity and improve the estimation accuracy, DOA information is employed differ-
ently depending on the particle type. For born particles, it is used to decide when to
propagate them, and for surviving and spawned particles, it is used to re-locate them
around the line drawn by the DOA.
6.1.3 Sparse Sampling for Mean-Shift Based SMC-PHD Filtering
Our third contribution considers the merits of both stochastic and deterministic track-
ing approaches in a unified framework for improving the performance of the tracking
system in terms of estimation accuracy. The mean-shift, a typical and popular deter-
ministic method, is a robust non-parametric method for climbing density gradients to
find the peak of probability distributions using only a single hypothesis. On the other
hand, particle filters estimate posterior by a set of random particles and their associ-
ated weights. These particles and their weights are then used to estimate the target
position approximately. To approach an exact estimation, rather than approximate es-
timation, the mean-shift method is integrated with the proposed AV-SMC-PHD filter.
The mean-shift method moves all the particles close to the local maximum which leads
to a significant improvement in estimation accuracy as shifted particles are closer to
speaker compared to their original positions.
We also found that the computational cost increases by applying the mean-shift method
to all the particles. We developed a new sampling technique to reduce the number of
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particles used with the mean-shift method. Our proposed sampling method is named
sparse sampling as particles are selected based on a sparse representation of the parti-
cles. In consequence, our mean-shift method is run only for the sparse particles rather
than all the particles which leads to a significant reduction in processing time with a
small sacrifice in estimation accuracy.
6.2 Future Research
There are some important possible extensions to the work discussed in this thesis based
on the problems and limitations of the proposed methods. In this section, we highlight
the limitations and the drawbacks of the techniques that were developed, and also
propose some directions for further improvements. An outline of the possible directions
for future research is sketched below.
• The audio detection and localization algorithm used in this thesis assumes that
the microphone array is circular. This constrains the potential datasets that can
be used to evaluate the performance of the proposed algorithms as some datasets
may not feature circular microphone arrays. By extending the audio detection
algorithm for other microphone array types, the proposed approaches can be used
in different environments.
• The audio information used in tracking is the DOA which makes it necessary to
know the calibration information required to project the DOA into the 2-D image
plane. As we work in a smart room, it is assumed that calibration information
is available. For the environments like outdoor application or a room with no
available calibration information, self-calibration algorithms would have to be
integrated to the tracking system.
• In the visual part of the tracker, the reference model, which is the colour histogram
of the target, would benefit from updating or online learning to enable tracking
even in extreme pose changes. More cues such as texture and edge information
can be incorporated to improve the tracking accuracy.
6.2. Future Research 145
• Visual tracking may suffer from limited field of view of cameras. Single camera
tracking can be replaced with multi-camera tracking so as to track multiple ob-
jects robustly and to mitigate the challenges such as limited field of view, occlusion
and target association.
• Processing multi-modal information requires high computational power which is a
challenging problem for online or real-time applications. Powerful programming
and computing platforms like CUDA (Compute Unified Device Architecture),
which is a parallel computing platform implemented by the graphical processing
units, can be considered to provide the necessary computational power in order
to make the tracking system real-time.
• Finally, more information about the indoor environment can be modelled like the
positions of chairs, tables, entrances, windows, noise sources and so forth, which
may greatly improve the quality of detection and localization as speaker can be
searched in the limited area after some parts of the frame are isolated with prior
information.
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AppendixA
Audio Detection and Localization
Results
As explained in Section 3.2, the SSM method was used to extract the DOA information.
At the below, the DOA results are given for single and multi-speaker cases.
(a) (b)
Figure A.1: Audio detection and localization results using the SSM method for single
and multi-speaker cases. The single-speaker case is depicted in (a), and (b) shows
two-speaker case.
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AppendixB
Detail Analysis of Performance Metrics
As mentioned in Chapter 3, three performance metrics, MAE, MOT and TBM, were
used in the evaluation of the proposed and baseline algorithms. For simplicity, main
terms of these metrics were given in Chapter 3. Here, algorithms are analysed with all
terms of the performance metrics.
Table B.1 presents experimental results for V-PF and proposed AV-PF. The TBM
evaluates the performance on the basis of trajectory. The first nine measures in Table
B.1 belong to the TBM which include GT, MT, PT, ML, Frag and IDS. Definitions
of these terms were explained in Section 2.5. For the quantitative evaluations of the
proposed algorithm, 10 different sequences with 3 camera angles were used where the
total number of speakers in the sequences is 57. So it means we have 57 GT trajectories.
43.0% of the trajectories are mostly tracked (MT) in V-PF while it is 92.4% in proposed
AV-PF. Also, 48.6% of the trajectories are partly tracked (PT) in V-PF while it is 7.4%
in proposed AV-PF. The MT, PT and ML complement each other to 100%, and so,
Table B.1: Full descriptions of experimental results with TBM and MOT metrics for
V-PF and proposed AV-PF.
Method GT MT PT ML Frag IDS MOTA MOTP MAE
V-PF 57 43.0% 48.6% 8.4% 337 159 20.5% 14.6 79.6
SE - 0.2 0.3 0.1 2 1 1.9 0.6 0.9
AV-PF 57 92.4% 7.6% 0.0% 304 70 90.5% 12.7 14.3
SE - 0.0 0.0 0.0 1 1 1.5 0.3 0.4
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Table B.2: Full descriptions of experimental results with TBM and MOT metrics for
KLD-sampling and proposed AV-A-PF.
Method GT MT PT ML Frag IDS MOTA MOTP MAE N
KLD 57 96.7% 3.3% 0.0% 185 39 94.7% 11.5 11.8 53.4
SE - 0.0 0.0 0.0 0 0 0.6 0.1 0.1 0.1
AV-A-PF 57 96.2% 3.8% 0.0% 234 44 94.4% 11.6 11.9 16.9
SE - 0.0 0.0 0.0 1 0 0.5 0.1 0.2 0.3
ML (mostly lost) seems redundant in the table, but it is given for clear presentation.
The track fragmentation (Frag), number of GT interruptions in tracking result, is 337
and 304 respectively for V-PF and AV-PF. The identity switches (IDS) in AV-PF is
more than half of the V-PF. So, based on the TBM evaluations, proposed AV-PF
outperforms the V-PF. The MOTA and MOTB are the quantities for the MOT metric.
The MOTP measures the precision of the algorithms which is 14.6 and 12.7 for V-PF
and AV-PF, respectively. The MOTA measures the accuracy of the tracker which is
20.5% and 90.5% for V-PF and AV-PF, respectively. The standard error (SE) of the
metric results are also given at below of the each rows. In terms of SE, there are not
much difference between V-PF and AV-PF.
Experimental results with TBM, MOT and MAE metrics for KLD-sampling and pro-
posed AV-A-PF are given in Table B.2. Last column of the table gives the number of
particles N , since these algorithms are designed for adaptive estimation of number of
particles. When KLD-sampling and proposed AV-A-PF algorithms are compared with
three different metrics, it is seen that they show similar performance. However, the
point here is to estimate optimum number of particles to use in tracking. If estimation
of N is compared for two algorithms, proposed algorithm uses fewer particles than
KLD-sampling without sacrificing tracking performance.
AppendixC
List of Acronyms, Nomenclature and
Glossary
Acronyms
AMI Augmented Multi-party Interaction
ANOVA Analysis of Variance
A-PF Adaptive Particle Filtering
AR Auto-regressive
AV Audio-Visual
AV-PF Audio-Visual Particle Filtering
AV-A-PF Audio-Visual Adaptive Particle Filtering
AV-SMC-PHD Audio-Visual Sequential Monte Carlo Probability Hypothesis
Density
AVMS-SMC-
PHD
Audio-Visual Mean-shift Sequential Monte Carlo Probability
Hypothesis Density
B/F Background/Foreground
CBD Cumulative Beta Distribution
CLEAR Classification of Events, Activities and Relationships
CPHD Cardinalized Probability Hypothesis Density
CSS Coherent Signal Subspace
CUDA Compute Unified Device Architecture
DKF Decentralized Kalman Filter
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DOA Direction Of Arrival
EKF Extended Kalman Filter
FISST Finite-Set Statistics
GCC Generalized Cross Correlation
GPS Global Positioning System
GT Ground Truth
HSV Hue-Saturation-Value
IDS Identity Switches
JPDA Joint Probabilistic Data Association
KF Kalman Filter
KL Kullback-Leibler
KLD Kullback-Leibler divergence
MAE Mean Absolute Error
MHT Multiple Hypothesis Tracking
ML Mostly Lost
MLE Maximum Likelihood Estimates
MOT Multiple Object Tracking
MOTA Multiple Object Tracking Accuracy
MOTP Multiple Object Tracking Precision
MSEPF Mean-Shift Embedded Particle Filter
MT Mostly Tracked
MUSIC Multiple Signal Classification
OSPA Optimal Subpattern Assignment
OSPA-T Optimal Subpattern Assignment for Tracks
PF Particle Filter
PT Partially Tracked
PHD Probability Hypothesis Density
RFS Random Finite Set
RGB Red-Green-Blue
SE Standard Error
SIFT Scale-invariant Feature Transform
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SIR Sampling Importance Resampling
SLAM Simultaneous Localization and Mapping
SMC Sequential Monte Carlo
SMC-PHD Sequential Monte Carlo Probability Hypothesis Density
SNR Signal-to-Noise Ratio
SPEVI Surveillance Performance Evaluation Initiative
SRP-PHAT Steered Response Power with the Phase Transform
SSM Sam-Spare-Mean
SSL Sound Source Localization
TBM Trajectory-Based Measures
TDE Time Delay Estimation
TDOA Time Difference of Arrival
V-PF Visual Particle Filtering
VRPF Variable Resolution Particle Filter
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Nomenclature
Symbols
(1− δ) The quantile of χ2 distribution
b The number of bins in KLD-Sampling
βk|k−1 (xk|xk−1) The intensity function of RFS Bk(Xk−1) at time frame k
Bk(Xk−1) The RFS of speakers spawned from the previous set of speakers
Xk−1 at time frame k
B One dimensional bins for sparse sampling
Ck The number of matches at time frame k
Ck The RFS of clutter or false alarms at time frame k
C The normalization constant
γk Audio contribution weighting at time frame k
Γk The RFS of new speakers that appear spontaneously at time
frame k
δ The Kronecker delta function
d¯ik The distance between the object and corresponding match at
time frame k
dˆk The movement distances at time frame k
F State transition matrix
 The upper bound for the error
εk White noise at time frame k
ζ Threshold for shifting distance
Zk Observations set at time frame k
Zvk Visual measurement set at time frame k
Zak Audio measurement set at time frame k
η The constant number of particles per speaker
fpk Number of false positives at time frame k
fk|k−1 (xk|xk−1) The single-speaker state transition density at time frame k
gk Number of objects present at time frame k
gk (zk|xk) The single-speaker likelihood at time frame k
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h The size of the kernel
~birth The birth hypotheses
~¯birth The non-birth hypotheses
θk The DOA (azimuth) angle at time frame k
Θk(Xk) The RFS of the measurements generated by the speakers Xk at
time frame k
Jk The particles from the new born importance function at time
frame k
k = 1, ...,K The image frame index
K The total number of image frames
Î The kernel function
λ The design parameter for calculation of weight of the particles
κk (zk) The intensity of clutter RFS Ck at time frame k
L The area of rectangle used for speaker search by the particle
mk Number of misses at time frame k
mmk Number of mismatches at time frame k
Mk Number of observations
M1 Number of microphones
MS Mean-shift iteration function
n = 1, ..., N The particle index
N The number of particles
Nk−1 Number of particles drawn from importance sampling at time
frame k − 1
Ni The number of particles in Bi
p(.) Probability distribution
pD,k(xk) The detection probability at time frame k
pS,k (xk−1) The survival probability for the speakers at time frame k
Pbirth The probability of ~birth
ρ [pˆ (y) , qˆ] Bhattacharyya coefficient
q
(n)
u The Hue-Saturation histogram extracted from the rectangle
centred on the position of the nth particle
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qk The zero-mean Gaussian noise with covariance Q at time frame
k
ru The Hue-Saturation histogram of the reference image
s The scale of the rectangle centred around (x1, x2)
Sk(Xk−1) The RFS of surviving speakers at time frame k
S The total area occupied on the image by the particles
S1 Sector number
σ2 Noise variance
σ2s The variance of the scale
σ2a The variance of noise for audio likelihood
SS Sparse sampling function
T The period between two adjacent frames
τ The number of subintervals in B
φk|k−1 (xk|xk−1) The analog of the single-speaker state transition probability at
time frame k
ϕi The parameters of the model
U The number of histogram bins
vk|k The intensity at time frame k
x State vectors
x1 Horizontal positions of the speaker face
x2 Vertical position of the speaker face
x˙1 The horizontal velocity
x˙2 The vertical velocity
{xi}i=1,...,r The normalized pixel locations in the region
x˜avk Position estimation based on audio-visual modalities at time
frame k
xˆΞˆk,k Estimation of the ground truth state set at time frame k
ξk (xk) The intensity function of the new speaker birth RFS Γk at time
frame k
Ξk The number of speakers at time frame k
Ξˆk|k The total mass at time frame k
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Xk Multi-speaker state set at time frame k
u(zk) The probability distribution of each clutter point at time frame
k
ψ The average number of Poisson clutter points per scan
ψ(xi,k) The speaker position in terms of angle with respect to the mi-
crophone at time frame k
y Location of the target in mean-shift process
w Weights of the particles
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Glossary
Analysis of variance (ANOVA): A statistical method used to test a hypothesis
concerning the means of three or more populations
Bayesian framework: A framework that allows you to compute the revised proba-
bility of an event that occurred before another event when the events are dependent
Data: Measurements or observations for a variable
Dataset: A collection of data values
Degrees of freedom: The number of values that are free to vary after a sample
statistic has been computed; used when a distribution consists of a family of curves
F test: A statistical test used to compare two variances or three or more means
Histogram: A graph that displays the data by using vertical bars of various heights
to represent the frequencies of a distribution
Monte Carlo method: A simulation technique using random numbers
Multi-modal: A data set with three or more modes
Null hypothesis: A statistical hypothesis that states that there is no difference be-
tween a parameter and a specific value or that there is no difference between two
parameters
One-way ANOVA: A study used to test for differences among means for a single
independent variable when there are three or more groups
Outlier: An extreme value in a data set
Parameter: A characteristic or measure obtained by using all the data values
Quantiles: Values that separate the data set into approximately equal groups
Random sample: A sample obtained by using random or chance methods
Random variable: A variable whose values are determined by chance
Variable: A characteristic or attribute that can assume different values
Variance: The average of the squares of the distance that each value is from the mean
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