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Abstract 
We introduce a divide-and-conquer method for the generalized eigenvalue problem Ax = 2Bx, where A and B are 
real symmetric tridiagonal matrices and B is positive-definite. It is a generalization f Cuppen's method for the standard 
eigenvalue problem, B =I ,  which is based on rank-one modifications. Our method is an alternative to a method eveloped 
by Borges and Gragg using restrictions and extensions. 
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I. Introduction 
In this note we discuss a numerical method for solving the tridiagonal eigenvalue problem 
Ax = 2Bx, (1) 
where A,B are real symmetric tridiagonal matrices and B is in addition positive-definite. 
In [3] Cuppen introduced a divide-and-conquer method for the case B = I. It is based on rank-one 
modifications. 
Borges and Gragg in [1] developed a method for the general case (1), using modifications by 
restrictions and borderings. Independently, Gu studied this approach in [6] for the standard eigenvalue 
problem B --- I. 
Somewhat earlier, around 1988, the first author had sketched a generalization of Cuppen's ap- 
proach, namely using rank-one modifications, to the case that B is tridiagonal. In the Diplomarbeit 
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[8] an algorithm based on these notes was developed and tested. As the numerical results did not 
seem very promising, they were never published. Inspired by the publication of [1], the study of this 
topic was resumed in the Diplomarbeit [5]. By introducing a better solver for the secular equation, 
numerically satisfying results were achieved. In [5] it was also observed that often further im- 
provements were possible if the eigenvectors were determined using a method of Gu and Eisenstat, 
see [7]. 
Encouraged by some people in the audience at a talk at the Householder meeting in Pontresina 
in 1996, and in order to complete the picture, we are publishing these results belatedly. 
2. The algorithm 
In the sequel, we develop an algorithm for solving the eigenvalue problem (1). It consists of two 
phases, a divide or splitting phase, and a conquer or construction phase. 
Let al 0 / 0 / 
~l a2 ez fll bz f12 
A-  ~B= .. .  . . .  . . .  - ~ .. .  . .  . . .  . (2)  
(~n--2 an--1 ~n--1 ~n--2 b . -1  ft.-1 
0 (~n - 1 a. 0 fin - 1 b. 
and a vector v such that In the divide phase we find a split index s, which is typically near in 
o) 
B2 --  VV T, (3) 
where B1 is s × s. In the case fl~ ~ 0, the vector v is given by 
v~ = 1~1,  vs+l = -sign(fls)V~, vj = 0 otherwise. (4) 
Observe that B1 and B2 are positive-definite and that for e = ~s/~, A + evv ~ splits up in a direct sum 
of tridiagonal matrices, namely 
Here again A 1 is s × s. 
If fls = 0, then B is already split and we can choose the vector v with 
vs = ]~s] ,  v~+l = sign(~s)Vs, vj = 0 otherwise, 
which leads to 0) 
A2 -b VV T. 
(5) 
(6) 
(7) 
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Suppose now that we have solved the subproblems 
Aix= 2B,x, i=1 ,2 ,  
i.e., we have determined Bi-orthogonal matrices Qz, i = 1,2 satisfying 
Q~(A1 - )CBl )Q1 = D1 - 2I~, 
Q~(A2 - 2Bz)Q2 = D2 - 21n_~, 
with 
QT(A -- 2B)Q = (D - ¢ww v) - 2(1 - ww T) 
in the case /~ # 0; while for/~s = 0 we obtain 
QT(A -- )LB)Q = (D + ww T) - 21. 
(8) 
(9) 
(10) 
diagonal matrices Di, i = 1,2. Then defining Q = Q1 ® Qz,D :D1 ® D2 and w = QTv we obtain 
(11) 
(12) 
Observe that we have wTw < 1 in (11 ), as B and hence, I -  ww T is positive-definite. In the conquer 
phase we have to solve the problems (8) and then solve (11) or (12). While solving (12) is well 
established, see, e.g., [7, 2], we have to develop a solution method for (11). 
This is done in the next three sections. First, we reduce the solution of (11) to the problem of 
finding the roots of a certain rational function and determine intervals in which these roots are located. 
Then we discuss the calculation of these roots by using a solver based on rational interpolation. 
This will give the (approximate) eigenvalues. In the next section we discuss the calculation of the 
eigenvectors. They are used in the recursive solution of the problem, namely for the matrices Q; in 
(9) and (10). 
Although this approach parallels that of Cuppen [3], the appearance of B¢I  complicates things 
to a certain extent. In particular, the secular equation, the roots of which are the eigenvalues, has 
an additional term that destroys monotonicity. This is in contrast o the methods in [1], where for 
B # I the form of the secular equation does not change. 
3. Solving (D - ewwT)x = 2(1 -- wwT)x  
Here we study the solution of 
(D - eWWT)X = 2(I -- wwT)x. (13) 
The problem can be simplified by deflation. Deflation is possible in the following cases: 
Case (i): wi -- 0, then 2i =d i  is an eigenvalue with corresponding eigenvector x = el. Here ei is 
the ith unit vector. 
Case (ii): di =d j  for some i# j .  Then a suitable Givens rotation in the (i,j)-plane leaves D 
invariant, but produces a zero entry in position i of w. So we are in case (i) and are able to deflate. 
Case (iii): ~=dg for some i. Also, here it is easy to check that x=e~ is an eigenvector corresponding 
to the eigenvalue 2g = ~ = di. 
Hence, we can assume in the following that 
dl  <d2 < • • •<dn,  
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and that all wi are nonzero. We do not yet rule out Case (iii). 
Theorem 1. For the generalized eigenvalue problem 
(D - ewwT )x = 2(1 -- wwT )x, 
assume that 
W T W < 1, 
wi¢O,  i=  l , . . . ,n ,  d l<d2< ""  <d,.  
I f  e ¢ di for  all i then the eigenvalues are given by the roots o f  the rational function 
f (2 )= 2---E" 1 +wTw. 
i=1 
There is exactly one eioenvalue in each of  the intervals Ir = (dr, dr+~), r = 0 . . . .  , n except that 
interval containing e. Here it is understood that do = -c~ and d,+l = oo. 
I f  e = di for  some i, then 2 = e is an eigenvalue with eigenvector x = el, while the other eigenvalues 
are the n -  1 roots o f f (2 )  in (dr, dr+j), r¢ i -  1,i. 
Except in the case 2 = e the eigenvector x corresponding to 2 is given by 
x = (D - 2I)-1w. 
Proof. Define T = ( I  - wwT) - l (D  -- ewwT) .  A simple calculation gives 
T = D + (1 - wTw)- IwwT(D -- el). 
We remark that T is a nonsymmetric rank-one modification of D having n real eigenvalues. Assume 
that 2 is an eigenvalue of T with eigenvector x and 2 ¢ di Vi. Then from 
Dx + (1 - wTw)--lwwT(D -- 2 I )x  ---- 2X (14) 
we obtain 
x = (D - 2 I ) - lw  (15) 
and 
(1 - wTw)--lwT(D -- eI)(2I  - o ) - lw  = 1, 
whence f (2 )  = 0. On the other hand, if  2 # di is a number satisfying f (2 )  = 0, and x is given by 
(15), then Tx = 2x. 
I f  2 = di is an eigenvalue, then (14) and w i#0 imply wT(D-  eI)x = 0. But then again (14) 
implies Dx = 2x, hence x = ei and 2 -- e = di, a contradiction. 
Now for d; < e we have 
lim f (d i  + s) = -oe  
s--~+0 
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and 
lim f (d i  - s) = +oo, 
s---~+O 
while for d~ >e we have the opposite limiting behaviour at the pole d~ of  f (2 ) .  This shows that in 
the case e<d~<di+l,  i<n  there is a root of f in (di, d~+l). Also, l im~oof (2 )<0 so there is an 
additional root in (d,, d,+~ ), provided that e > dn. A similar reasoning gives the inclusion for intervals 
left of  e. As f has not more than n roots, we obtain the uniqueness of  the roots in the intervals. 
I f  e = di for some i, then it is obvious that 2 = e is an eigenvalue with eigenvector e~. The other 
eigenvalues are roots of  f .  As above, we see that there is exactly one root in each of the intervals 
(dj, dj+l), j ¢ i , i -  1. [] 
4. Solving the secular equation 
We solve f (2 )= 0 by looking for zeros of  the function 
1 (16) 9(2) = (~ - 2 ) - ' f (2 )  = a~-- ;t ~ - 2" 
i=1 
We call g the secular equation. There are several possibilities for constructing solvers for g (2)= 0 
in a fixed interval. Here we describe that solver which showed the best numerical behaviour in our 
experiments [5]. The mathematical analysis is not very complete. 
We first describe the solver for interior (finite) intervals. 
Let 1 ~<j ~<n - 1 and assume that/ j  = (dj, dj+l ) contains one and hence exactly one root, say #, of  
the secular equation. Hence ~ ~/j.  Let xi E/; be an approximation to #, which we want to improve. 
For this, we replace g in / :  by 
r s 1 
q~i(x) = p + - -  + - -  
d j -x  dj+,-x ~-x  
and determine the parameters p, r, s such that 
cblV)(xi) = g(V)(xi), v = 0, 1,2. (17) 
The solution of  this linear system is given by 
2 (d j+l  - x , )  3 ( - - ,  2 wAdk - dj) s=Wj+l+ Lk 
wk(dk -- d j+l)  
r:w  ' 
w~(dk -- dj+l)(dk - d:) 
P ---- 2__, (dk - xi)3 
k 
Here ~ '  indicates that in the sum the indices j and j + 1 are omitted. 
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We observe that r>~w~>O and s~>w2+~>0. Hence, ~i(x )= 0 has at least one solution in /j. 
Unfortunately, we are not able to prove that in all cases there is only one such root in/ j ,  though 
this was always observed numerically. We take this root (or in theory the root in / j  nearest o xi) 
as the new approximation x~+~ to kt. It can be shown that this root lies between xi and #. Thus, we 
obtain a sequence of approximations converging monotonically to/~. 
For outer (infinite) intervals we interpolate 9(x)  by 
s 1 
qbi(x) = p + rx + 
dl -x  e -x  
in the case Io = ( -o  c, dl ), determining the parameters p, r, s by requiring (17). This gives 
and 
s = + 
j=2 
r = ~ w~(dj - d 1 ) 
P = ~ w2(dj -d l  )(dj + dl -- 3x~) 
j=2 (ds - x i )3 
As in the finite case we see that r>0 and s>>.w 2>0. Hence, there is at least one solution of c/'i(x)=0 
in I0. Again, we are not able to show that there is only one such root in I0, but we do have monotonic 
behaviour of the sequence of approximations. Similar formulae hold for In. 
In all cases, determining this root amounts to the solution of a cubic equation. In our experi- 
ments we used the MATLAB routine roots. Cubic convergence, as expected by (17), was observed 
throughout• 
5. Calculating the eigenvectors 
After determining approximate igenvalues 2i, for the conquer phase, we have to calculate the 
associated eigenvectors x (i) ---(xl°,. ~.(i)]T i---- 1 .... n. According to Theorem 1 we can take 
x(i) = wr(dr 2i) -1, i , r  1,.. ,n. 
r - -  ~ -  • 
While this often leads to satisfactory results, an improvement can be achieved by the following 
modification. Due to errors in the eigenvalue, these vectors are not orthogonal with respect o the 
inner product given by I - ww T. Following an idea in [7] and also applied in [1], we replace the 
vector w by a vector ~, in such a way that the ~-i are the exact eigenvalues of the modified problem 
(D - ~ I~2wT)x  = 2(I - ~21~T)x .  
Then we take 
X~ i) = ~vr(dr - ~i)-1, i ,r  = 1 . . . .  ,n 
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as approximate igenvectors. We show in the following theorem that this inverse eigenvalue problem 
has always a solution. It is given in the course of the proof. 
Theorem 2. Let 
--c<> = d0 <dl  <d2< ''" <d,  <dn+l = c¢ 
and e # di, i = 1, . . . ,n.  Let Ij = (d;,d;+l), j = O, . . . ,n and e E Is. Let  n numbers ~i be 9iven, such 
that there is one ~i in each o f  the intervals Ij, j # s. Then there exists a real vector v E ~" with 
vTv < 1 SO that the eigenvalue problem 
(D - 8vvT)x ~--- 2(1 - vvT)x 
has the eigenvalues ~, i=  1, . . . ,n.  
Proof. For any vE ~n, vTv<I  We have 
(I  - vvT)- l (D -- evv T) -- 2I = (D - 21)(1 + (1 - vTv)- I(D -- 2 I ) - lvvT(D -- el)).  
We want to find v such that the determinant of the left-hand side is 1-[i~l(~i - 2). The determinant 
of the right-hand side is given by 
1 ÷(1  - -vTv)- - '  £j=, dj- ~ / H(di- 
Equating both terms for 2 = dr, r = 1,. . . ,n gives after some manipulation 
- d r )  
r---- 1,...,n. 
1 - uTv (& - ~)  I - L¢ , (d i  - &) '  
Denoting the right term by h, we obtain 
2 hr 
v r -  n , r= l , . . . ,n .  (18) 
1 + ~~i=l  hi 
By a somewhat edious argument, using the assumptions on the position of the ~i with respect o 
the di and e, it follows that 
hr>O, r= l , . . . ,n .  
So there are real solutions of the problem and they are given by (18). [] 
Returning to the situation above, we choose ~i = 2i. We take as 1~ r that root V r of (18) that has 
the same sign as the original Wr. Observe that hr can be calculated to high relative accuracy, as only 
products are involved. 
6. Concluding remarks 
In this note, our main intention was to present an alternative approach to the numerical solution of 
the generalized tridiagonal eigenvalue problem. We have stressed the points in which our approach 
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differs from the earlier papers [3, 1]. Here we will touch upon the issue of numerical implementation 
and numerical experiments, but elaborating on this point is beyond the scope of this note. 
In [5] we have run many examples to compare the methods described above with the method 
of [8] where a simpler solver was used. In particular, several choices of the tolerances used in the 
solver and in the deflation procedure were tested. The experimental results reported in [5] show that 
our algorithm produces accurate results and is quite reliable. Due to the cubic convergence, only 
very few steps were necessary to determine the eigenvalue in each interval. 
In many cases using the modified version of the eigenvectors improved the accuracy of the result, 
although not always. This happened in particular, if [[w- ~[[ was not very small. This unexpected 
behaviour might be avoided by using a more refined stopping criterion when solving the secular 
equation. For the standard eigenvalue problem such a criterion guaranteeing stable behaviour is 
discussed in [6]. 
A comparison with the method in [1] was not attempted in this note. As for the standard problem 
(see [6, p. 6]), we would expect hat due to the smaller sizes of the subproblems and due to the 
fact that determining the zero of the solver in the latter method amounts to solving only a quadratic 
equation, while ours is cubic, the method of [1] might be faster. 
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