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SUMMARY
Max-stable processes play an important role as models for spatial extreme events. Their com-
plex structure as the pointwise maximum over an infinite number of random functions makes 15
their simulation difficult. Algorithms based on finite approximations are often inexact and com-
putationally inefficient. We present a new algorithm for exact simulation of a max-stable process
at a finite number of locations. It relies on the idea of simulating only the extremal functions,
that is, those functions in the construction of a max-stable process that effectively contribute to
the pointwise maximum. We further generalize the algorithm by Dieker & Mikosch (2015) for 20
Brown–Resnick processes and use it for exact simulation via the spectral measure. We study
the complexity of both algorithms, prove that our new approach via extremal functions is al-
ways more efficient, and provide closed-form expressions for their implementation that cover
most popular models for max-stable processes and multivariate extreme value distributions. For
simulation on dense grids, an adaptive design of the extremal function algorithm is proposed. 25
Some key words: Exact simulation; Extremal function; Extreme value distribution; Max-stable process; Spectral mea-
sure.
1. INTRODUCTION
Max-stable processes have become widely used for modelling spatial extreme events. Occur-
ring naturally in the context of extremes as limits of maxima of independent copies of stochastic 30
processes, they have found many applications in environmental science; see for instance Coles
(1993), Buishand et al. (2008), Blanchet & Davison (2011) and Davison et al. (2012).
Any sample continuous max-stable process Z with unit Fre´chet margins on some compact
domain X ⊂ Rd is characterized by a point process representation (de Haan, 1984)
Z(x) = max
i≥1 ζiψi(x), x ∈ X , (1)
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Fig. 1. The Poisson process {(ζi,ψi), i ≥ 1} (grey). Only
finitely many (bold black) (ζi,ψi) contribute to the maxi-
mum process Z.
where {(ζi,ψi), i = 1, 2, . . . } is a Poisson process on (0,∞)× C with intensity measure35
ζ−2dζ × ν(dψ) for some locally finite measure ν on the space C = C{X , [0,∞)} of continu-
ous nonnegative functions on X such that∫
C ψ(x)ν(dψ) = 1, x ∈ X . (2)
Figure 1 shows a realization ofZ composed of those random functions of the above point process
that are maximal at some location. Due to this complex structure of max-stable processes, in
many cases, analytical expressions are only available for lower-dimensional distributions and40
related characteristics need to be assessed by simulation. Moreover, non-conditional simulation
is an important part of conditional simulation procedures that can be used to predict extreme
events given some additional information (e.g., Dombry et al., 2013; Oesting & Schlather, 2014).
Thus, there is a need for fast and accurate simulation algorithms.
As the spectral representation (1) involves an infinite number of functions, exact simulation of45
Z is in general not straightforward and finite approximations are used in practice. For the widely-
used Brown–Resnick processes (Kabluchko et al., 2009), Engelke et al. (2011) and Oesting et al.
(2012) exploit the fact that the representation (1) is not unique in order to propose simulation pro-
cedures based on equivalent representations. However, often these approximations do not provide
satisfactory results in terms of accuracy or computational effort. The effect of the approximation50
can be illustrated in Fig. 1, where an approximate algorithm might miss one or several of the
bold black processes and the resulting maximum process would be strictly smaller than the exact
realization Z.
Exact simulation procedures can so far be implemented only in special cases. Schlather (2002)
proposes an algorithm that simulates the points {ζi, i ≥ 1} in (1) in descending order until some55
stopping rule takes effect. If ν is the probability measure of a stochastic process whose supre-
mum on X is almost surely bounded or if Z is a mixed moving maxima process with uniformly
bounded and compactly supported shape function, this procedure allows exact simulation of Z.
For extremal-t processes (Opitz, 2013), the elliptical structure of Gaussian processes can be ex-
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Exact simulation of max-stable processes 3
ploited to obtain exact samples (Thibaud & Opitz, 2015). M. Oesting, M. Schlather and C. Zhou 60
(arXiv:1310.1813v1) focus on a class of equivalent representations for general max-stable pro-
cesses that, in principle, allow for optimally efficient exact simulation. They propose to simulate
max-stable processes via the normalized spectral representation with all the spectral functions
sharing the same supremum. Being efficient with respect to the number of spectral functions,
the simulation of a single normalized function might be rather intricate in some cases, including 65
Brown–Resnick processes. For the latter, Dieker & Mikosch (2015) derived a representation that
enables exact simulation at finitely many locations.
Several articles focus on the simulation of finite dimensional max-stable distributions or,
equivalently, of their associated extreme value copula. Ghoudi et al. (1998) and Cape´raa` et al.
(2000) propose simulation procedures for certain bivariate extreme value distributions. Stephen- 70
son (2003) considers extreme value distributions of logistic type. Boldi (2009) provides a method
for exact simulation from the spectral measure of extremal Dirichlet and logistic distributions.
In this paper, we consider exact simulation of a general max-stable process Z at a finite num-
ber of locations. We introduce a new procedure based on the idea of simulating only the extremal
functions (cf. Dombry & E´yi-Minko, 2012, 2013) out of the infinite set {ζiψi, i ≥ 1}, i.e., those 75
functions that satisfy ζiψi(x) = Z(x) for some x ∈ X ; i.e., the bold black functions in Fig. 1.
In contrast to all existing simulation procedures, the process Z is not simulated simultaneously,
but successively at different locations, rejecting all those functions that are not compatible with
the process at the locations simulated so far. We propose also a second procedure that relies on
sampling from the spectral measure on the L1-sphere of a multivariate extreme value distribu- 80
tion. Interestingly, in the case of Brown–Resnick processes, this second procedure is identical to
the algorithm by Dieker & Mikosch (2015). We prove that the new procedure based on extremal
functions is computationally more efficient than simulation via the spectral measure. Both pro-
cedures are based on random functions following the same type of distribution that can be easily
simulated for most popular max-stable models. Both algorithms also apply very efficiently to 85
exact simulation of finite-dimensional max-stable distributions or, equivalently, of the associated
extreme value copulas.
2. SIMULATION VIA EXTREMAL FUNCTIONS
In §§2 and 3, we propose two procedures for exact simulation of arbitrary max-stable pro-
cesses and distributions. More precisely, for a fixed number N ∈ N of distinct locations x = 90
(x1, . . . , xN ) ∈ XN , we aim at exact simulation of the max-stable random vector
Z(x) = {Z(x1), . . . , Z(xN )}, (3)
where Z is a sample-continuous process given by the spectral representation (1). Without loss of
generality, we may consider only processes with unit Fre´chet margins, as any sample-continuous
max-stable process can be obtained from a process with unit Fre´chet margins via marginal trans- 95
formations. The first procedure, presented in this section, relies on conditional distributions of the
Poisson process underlying the max-stable process. This allows exact simulation of (3) by sim-
ulating at each location only the unique function that actually attains the maximum, see Fig. 1.
Below, we briefly present some results on the distribution of this function, the so-called extremal
function. Throughout, we write f(x) = {f(x1), . . . , f(xN )} for the restriction of a generic, pos- 100
sibly random, function f to the locations x ∈ XN .
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4 C. DOMBRY, S. ENGELKE AND M. OESTING
Starting from representation (1), we use a point process approach and recall that the C-valued
point process Φ = {φi}i≥1 with φi = ζiψi is a Poisson point process with intensity
µ(A) =
∫
C
∫∞
0 1{ζψ∈A}ζ
−2 dζ ν(dψ), A ⊂ C Borel, (4)
where 1{L} denotes the indicator function of a logical expression L, i.e. 1{L} = 1 if L is true and
1{L} = 0 otherwise.105
DEFINITION 1. LetK ⊂ X be nonempty and compact. A function φ ∈ Φ is calledK-extremal
if there is some x ∈ K such that φ(x) = Z(x); otherwise it is calledK-subextremal. We denote
by Φ+K the set ofK-extremal functions and by Φ
−
K the set ofK-subextremal functions.
It can be shown thatΦ+K andΦ
−
K are properly defined Poisson point processes. WhenK = {x0},
x0 ∈ X , is reduced to a single point, it is easy to show that Φ+{x0} is also almost surely reduced110
to a single point which we denote by φ+x0 , termed the extremal function at x0. The distribution of
φ+x0 is given in the next proposition.
PROPOSITION 1 (DOMBRY & E´YI-MINKO (2013), PROPOSITION 4.2). The random vari-
ablesZ(x0) and φ+x0/Z(x0) are independent. Furthermore,Z(x0) has a unit Fre´chet distribution
and the distribution of φ+x0/Z(x0) is115
Px0(A) = pr
{
φ+x0/Z(x0) ∈ A
}
=
∫
C
1{f/f(x0)∈A}f(x0) ν(df), A ⊂ C Borel. (5)
By definition, φ+x0(x0) = Z(x0), so the distribution Px0 is supported by the subset of functions{f ∈ C, f(x0) = 1}.
PROPOSITION 2. The restricted point process Φ ∩ {f ∈ C, f(x0) > 0} is a Poisson process
with intensity∫
A
1{f(x0)>0}µ(df) =
∫
C
∫ ∞
0
1{ζf∈A}ζ−2 dζ Px0(df), A ⊂ C Borel. (6)120
Remark 1. As a consequence of (6), independent copies Y1, Y2, . . . of processes with distri-
bution Px0 result in a point process {ζiYi}i≥1 which has the same distribution as the restricted
point process Φ ∩ {f ∈ C, f(x0) > 0}. If ν({f ∈ C, f(x0) = 0}) = 0, then Φ consists only of
functions with positive value at x0 and Φ has the same distribution as {ζiYi}i≥1. This provides
an alternative point process representation of the max-stable process Z in terms of a random pro-125
cess Y such that Y (x0) = 1 almost surely. Engelke et al. (2014, 2015) exploit this representation
for statistical inference on Z.
These preliminary considerations enable us to introduce a procedure for exact simulation of
the max-stable process Z at locations x ∈ XN . For n = 1, . . . , N we consider the extremal and
subextremal point processes Φ+n = Φ
+
{x1,...,xn} and Φ
−
n = Φ
−
{x1,...,xn}. We have that Φ
+
n equals130
{φ+xi}1≤i≤n, where the cardinality of this set may be less than n as several locations may share
the same extremal function. We define the nth-step maximum process
Zn(x) = max
φ∈Φ+n
φ(x) = max
1≤i≤nφ
+
xi(x), x ∈ X . (7)
By the definition of extremal functions we have Z(xi) = φ+xi(xi) and clearly
Z(xi) = Zn(xi) (i = 1, . . . , n). (8)
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Fig. 2. Simulation of Z via Algorithm 1 at locations
(x1, x2, x3, x4). The initial process φ+x1 is always accepted
(first panel). The second process φ+x2 is accepted as it ex-
ceeds Z1 = φ+x1 at x2 but not at x1 (second panel). The
third process φ+x3 is equal to φ
+
x2 since Φ˜3 = ∅ (third
panel). The first sample of Px4 (grey line) is rejected since
it exceeds Z3 at x3; the second sample is valid and thus
called φ+x4 (fourth panel).
Hence, in order to exactly simulate Z at locations x, it is enough to simulate Φ+N exactly. We will
proceed inductively and simulate the sequence (φ+xn)1≤n≤N according to the following theorem. 135
THEOREM 1. The distribution of (φ+xn)1≤n≤N is given by the following sequential procedure.
The initial distribution for the extremal function φ+x1 has the same distribution as F1Y1 where F1
is a unit Fre´chet random variable and Y1 an independent random process with distribution Px1
given by (5).
For n = 1, . . . , N − 1, the conditional distribution of φ+xn+1 given (φ+xi)1≤i≤n is equal to the 140
distribution of
φ˜+xn+1 =
{
argmaxφ∈Φ˜n+1 φ(xn+1), Φ˜n+1 ̸= ∅,
argmaxφ∈Φ+n φ(xn+1), Φ˜n+1 = ∅,
where Φ˜n+1 is a Poisson process with intensity
1{f(xi)<Zn(xi), i=1,...,n}1{f(xn+1)>Zn(xn+1)}µ(df) (9)
and Zn is defined by (7).
From the Theorem 1 one can deduce Algorithm 1 for exact simulation of the max-stable pro-
cess Z at locations x = (x1, . . . , xN ). According to Proposition 2 and Remark 1, the distribution 145
Pxn+1 can be used to simulate Φ˜n+1 with intensity (9). Hence, the algorithm requires only that
one can simulate from the distributions Px1 , . . . PxN , which can be easily done for the most
popular max-stable models. See §4 for details. Figure 2 illustrates the procedure.
3. SIMULATION VIA THE SPECTRAL MEASURE
Dieker &Mikosch (2015) presented a procedure for exact simulation of the finite-dimensional 150
distributions of stationary Brown–Resnick processes. Applying change of measure arguments
for Gaussian processes, they found an alternative representation of these processes that can be
simulated easily. In this section, we introduce an approach relying on the spectral representation
on theL1-sphere that can be applied for general max-stable distributions. In the case of stationary
Brown–Resnick processes, in Remark 3 we retrieve the algorithm of Dieker & Mikosch (2015). 155
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6 C. DOMBRY, S. ENGELKE AND M. OESTING
Algorithm 1. Exact simulation of a max-stable process Z at x = (x1, . . . , xN ) via extremal
functions
1 Simulate ζ−1 ∼ Exp(1) and Y ∼ Px1 .
2 Set Z(x) = ζY (x).
3 For n = 2, . . . , N :
4 Simulate ζ−1 ∼ Exp(1).
5 While ζ > Z(xn) {
6 Simulate Y ∼ Pxn .
7 If ζY (xi) < Z(xi) for all i = 1, . . . , n− 1,
8 update Z(x) to the componentwise maximum max{Z(x), ζY (x)} .
9 Simulate e ∼ Exp(1) and update ζ−1 to ζ−1 + e.
10 }
11 Return Z.
Let us recall the spectral decomposition of the max-stable random vector Z(x) with x ∈ XN
(Resnick, 2008, Chap. 5). Following Equation (1), Z(x) = maxi≥1 ζiψi(x) is generated by
the Poisson process Φx = {ζiψi(x), i = 1, 2, . . .} whose intensity measure on the cone D =
[0,∞)N \ {0} is denoted by µx. Due to its homogeneity, µx can be factorized into a radial
part on (0,∞) and an angular part on the unit L1-sphere SN−1 = {z ∈ D, ∥z∥ = 1}, where160
∥z∥ = z1 + · · ·+ zN , for z = (z1, . . . , zN ) ∈ D. More precisely, a change to polar coordinates
under the map U : D → (0,∞)× SN−1, U(z) = (∥z∥, z/∥z∥) yields
µx(F ) =
∫
U(F )
µx ◦ U−1(dr,ds) = N
∫
U(F )
r−2drH(ds), (10)
for any Borel subset F ⊂ D. The probability measureH on SN−1 is called the spectral measure
of Z(x), and it satisfies165 ∫
SN−1 sjH(ds) = N
−1 (j = 1, . . . , N).
Equation (10) shows that we can represent the process Φx as
Φx = {U−1(Ri, Qi), i = 1, 2, . . .} = {RiQi, i = 1, 2, . . .}, (11)
where {Ri, i = 1, 2, . . . } is a Poisson process on (0,∞) with intensityNr−2dr andQ1, Q2, . . .
are independently sampled from the spectral measure H on SN−1. The advantage of this repre-170
sentation is that the components ofQi are bounded by 1. This ensures that Z(x) = maxi≥1RiQi
can be simulated exactly by generating the largest Ri first until none of the remaining points
RiQi can contribute to the maximum.
The only difficulty is thus to generate the random variablesQi from the probability measureH
on the (N − 1)-dimensional positive sphere SN−1. The following theorem gives such an explicit175
representation for the Qi for general max-stable distributions Z(x) based on the distributions
Pxk (k = 1, . . . , N ) in (5).
THEOREM 2. Let T1, T2, . . . be independent copies of a random variable T with uniform
distribution on the discrete set {1, . . . , N}. Further, for any k = 1, . . . , N , let Y (k)1 , Y (k)2 , . . . be
independent random processes with distribution Pxk as in (5). Then, the SN−1-valued random180
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Exact simulation of max-stable processes 7
variables
Qi =
Y (Ti)i (x)
∥Y (Ti)i (x)∥
(i = 1, 2, . . .),
are independent with distributionH . Consequently, with {Ri, i = 1, 2, . . .} as above,
Z(x) = max
i≥1 Ri
Y (Ti)i (x)
∥Y (Ti)i (x)∥
. (12)
Theorem 2 shows how to simulate from the spectral measure H . It requires only to be able to 185
simulate from the distributions Pxk (k = 1, . . . , N ). Algorithm 2, an adaptation of Schlather’s
(2002) algorithm, provides an exact sample from the max-stable process Z at locations x.
Algorithm 2. Exact simulation of a max-stable process Z at x = (x1, . . . , xN )
1 Simulate ζ−1 ∼ Exp(N) and set Z(x) = 0.
2 While ζ > min{Z(x1), . . . , Z(xN )}
3 Simulate T uniform on {1, . . . , N} and Y according to the law PxT .
4 Update Z(x) by the componentwise maximum max{Z(x), ζY (x)/∥Y (x)∥}.
5 Simulate e ∼ Exp(N) and update ζ−1 by ζ−1 + e.
6 Return Z.
Both Algorithm 1 and Algorithm 2 include the simulation of random functions with distribu-
tions Px0 in (5), for x0 ∈ X . In §4 w provide closed-form expressions for various important
examples of max-stable process and multivariate extreme value distributions. 190
4. EXAMPLES
4·1. Moving maximum process
All proofs of this section can be found in the Supplementary Material. The parameter space
is X = Zd or Rd and λ denotes the counting measure or the Lebesgue measure, respectively. A
moving maximum process on X is a max-stable process of the form 195
Z(x) = max
i≥1 ζih(x− χi), x ∈ X , (13)
where {(ζi,χi), i = 1, 2, . . . } is a Poisson process on (0,∞)× X with intensity measure
ζ−2dζ × λ(dχ) and h : X → [0,∞) is a continuous function satisfying ∫X h(x)λ(dx) = 1. A
popular example is the Gaussian extreme value process proposed in a 1990 University of Surrey
technical report by R. L. Smith, where h is a multivariate Gaussian density on Rd.
PROPOSITION 3. Consider the moving maximum process (13). For all x0 ∈ X , the distribu- 200
tion Px0 is equal to the distribution of the random function
h(·+ χ− x0)
h(χ)
, χ ∼ h(u)λ(du).
4·2. Brown–Resnick process
We consider max-stable processes obtained by representation (1) where ν is a probability
measure on C given by
ν(A) = pr
[
exp
{
W (·)− σ2(·)/2} ∈ A] , A ⊂ C Borel, (14)
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8 C. DOMBRY, S. ENGELKE AND M. OESTING
withW a sample-continuous centred Gaussian process onX with variance σ2(x) = E{W (x)2}.205
In other words, ν is the distribution of the log-normal process Y (x) = exp
{
W (x)− σ2(x)/2},
x ∈ X .
An interesting phenomenon arises when X = Zd or Rd and W has stationary increments:
Kabluchko et al. (2009) show that the associated max-stable process Z is then stationary with
distribution depending only on the semi-variogram210
γ(h) =
1
2
E
[{W (h)−W (0)}2] , h ∈ X .
The stationary max-stable process Z is called a Brown–Resnick process. However, our results
apply both in the stationary and non-stationary case (cf., Kabluchko, 2011) and unless stated
otherwise we do not assume thatW has stationary increments.
PROPOSITION 4. Consider the Brown–Resnick type model (14). For all x0 ∈ X , the distribu-
tion Px0 is equal to the distribution of the log-normal process215
Y˜ (x) = exp
[
W (x)−W (x0)− 12var{W (x)−W (x0)}
]
, x ∈ X .
Remark 2. The finite-dimensional margins of Brown–Resnick processes are Hu¨sler & Reiss
(1989) distributions and Proposition 4 therefore provides a method for their exact simulation.
Remark 3. For stationary Brown–Resnick processes, i.e., when W has stationary increments
withW (0) = 0, it is easy to deduce from Proposition 4 that Px0 is equal to the distribution of
exp {W (x− x0)− γ(x− x0)} , x ∈ X .
Thus, Theorem 2 yields
Z(x) = max
i≥1 Ri
exp{Wi(x− Ti)− γ(x− Ti)}∑N
ℓ=1 exp{Wi(xℓ − Ti)− γ(xℓ − Ti)}
where {Ri : i = 1, 2, . . . } is a Poisson process on (0,∞) with intensity Nr−2dr, T1, T2, . . . are
independent with uniform distribution on {x1, . . . , xN} andW1,W2, . . . are independent copies220
ofW . The same representation appears in Dieker & Mikosch (2015), so Algorithm 2 is identical
to the Dieker and Mikosch procedure in this case.
4·3. Extremal-t process
We consider the so-called extremal-t max-stable process (cf., Opitz, 2013) defined by repre-
sentation (1) with ν the distribution of the random process225
Y (x) = cαmax{0,W (x)}α, x ∈ X , (15)
where α > 0, cα = π1/22−(α−2)/2/Γ {(1 + α)/2}, and W a sample-continuous centred Gaus-
sian process on X with unit variance and covariance function K. For α = 1, the corresponding
max-stable process in (1) coincides with the widely-used extremal Gaussian process by Schlather
(2002).
PROPOSITION 5. Consider the extremal-t model (15). For all x0 ∈ X , the distribution Px0 is230
equal to the distribution of max(T, 0)α, where T = (T (x))x∈X is a Student process with α+ 1
degrees of freedom, location and scale functions given respectively by
µ(x) = K(x0, x), Kˆ(x1, x2) =
K(x1, x2)−K(x0, x1)K(x0, x2)
(α+ 1)
.
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Exact simulation of max-stable processes 9
4·4. Multivariate extreme value distributions
In this section, we review some popular multivariate extreme value distributions, i.e., the case
whenX = {1, . . . , N} in (1) is a finite set for some fixedN ∈ N. For these models, we explicitly 235
calculate the measure Pj0 for any j0 = 1, . . . , N . Unless otherwise stated, all random vectors are
N -dimensional in this section. For more details on the models, see Gudendorf & Segers (2010).
The symmetric logistic model in dimension N with parameter θ ∈ (0, 1) corresponds to the
max-stable random vector with cumulative distribution function
pr(Z ≤ z) = exp
{
−
(∑N
j=1
z−1/θj
)θ}
, z = (z1, . . . , zN ) ∈ (0,∞)N . (16)
PROPOSITION 6. Let β = 1/θ. In the logistic model (16), the probability measure Pj0 for any 240
j0 = 1, . . . , N is equal to the distribution of the random vector(
F1
Fj0
, . . . ,
FN
Fj0
)
where F1, . . . , FN are independent, Fj (j ̸= j0) follows a Frechet(β, cβ) distribution with scale
parameter cβ = Γ(1− 1/β)−1 and (Fj0/cβ)−β follows a Gamma(1− 1/β, 1) distribution.
Remark 4. The asymmetric logistic distribution can be represented as a mixture of symmet-
ric logistic distributions; see Theorem 1 in Stephenson (2003), for instance. As a consequence, 245
Proposition 6 also enables exact simulation of asymmetric logistic distributions.
The negative logistic model in dimension N with parameter θ > 0 corresponds to the max-
stable random vector Z with cumulativ distribution function
pr(Z ≤ z) = exp
⎧⎨⎩ ∑∅̸=J⊂{1,...,N}(−1)|J |
(∑
j∈J z
θ
j
)−1/θ⎫⎬⎭ , z ∈ (0,∞)N . (17)
PROPOSITION 7. In the negative logistic model (17), the probability measure Pj0 for any
j0 = 1, . . . , N is equal to the distribution of the random vector 250(
W1
Wj0
, . . . ,
WN
Wj0
)
where W1, . . . ,WN are independent, Wj (j ̸= j0) follows a Weibull(θ, cθ) distribution with
scale parameter cθ = Γ(1 + 1/θ)−1 and (Wj0/cθ)θ follows a Γ(1 + 1/θ, 1) distribution.
The Dirichlet mixture model was introduced by Boldi & Davison (2007). In dimensionN , the
model corresponds to the max-stable random vector given by
Z = max
i≥1 ζi(NYi) (18)
where the Yis are independent identically distributed random vectors on the simplex 255
SN−1 =
{
y ∈ [0, 1]n,
∑N
j=1
yj = 1
}
.
The distribution of each Yi is a mixture ofm Dirichlet models, i.e., its Lebesgue density is of the
form
h(y) =
m∑
k=1
πkdiri(y | α1k, . . . ,αNk), y = (y1, . . . , yN ) ∈ SN−1, (19)
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where πk ≥ 0, k = 1, . . . ,m such that
∑m
k=1 πk = 1, αik > 0 (i = 1, . . . , N ; k = 1, . . . ,m) and
diri(y | α1, . . . ,αN ) = 1
B(α)
N∏
j=1
y
αj−1
j , B(α) =
∏N
j=1 Γ(αj)
Γ(
∑N
j=1 αj)
. (20)
Here, the parameters πk and αik (i = 1, . . . , N ; k = 1, . . . ,m) are such that
E(Yj) =
m∑
k=1
πk
αjk∑N
i=1 αik
=
1
N
(j = 1, . . . , N).
PROPOSITION 8. In the Dirichlet model (18), we have for any j0 = 1, . . . , N that Pj0 =260 ∑m
k=1N πˆkP
(k)
j0
where πˆk = πkαj0k/(
∑N
i=1 αik) and P
(k)
j0
is equal to the distribution of the
random vector (
G(k)1
G(k)j0
, . . . ,
G(k)N
G(k)j0
)
and G(k)1 , . . . , G
(k)
N are independent random variables with
G(k)j0 ∼ Ga(αj0k + 1, 1), Gj ∼ Ga(αjk, 1), j ̸= j0.
5. COMPLEXITY OF THE ALGORITHMS
In this section, we assess the complexity of Algorithms 1 and 2 as a function of the number265
N of simulation sites. Both algorithms contain the simulation of exponential random variables
e and the simulation of N -dimensional random vectors Y (x) according to a mixture of the laws
Px1 , . . . , PxN . The simulation of e causes much less computational effort than the simulation of
Y and can therefore be neglected in the analysis of the algorithmic complexity. We thus consider
the number C1(N) and C2(N) of random vectors Y (x) that must be simulated by Algorithm 1270
and 2 respectively to obtain one exact simulation of Z(x). The following proposition provides
simple expressions for the expectations E{C1(N)} and E{C2(N)}.
PROPOSITION 9. The expected number of random vectors Y (x) that are needed for exact
simulation of Z at x = (x1, . . . , xN ) are:
Algorithm 1: E{C1(N)} = N ;275
Algorithm 2: E{C2(N)} = NE
{
max
i=1,...,N
Z(xi)−1
}
.
Furthermore, E{C1(N)} ≤ E{C2(N)}, with equality if and only if Z(x1) = · · · = Z(xN ) al-
most surely.
The expectation of C2(N) can be calculated similarly to Proposition 4.8 in the 2013 tech-
nical report by M. Oesting, M. Schlather and C. Zhou (arXiv:1310.1813v1). The proof for the280
expectation of C1(N) is more difficult and is provided in the Supplementary Material.
Remark 5. Tthe expectation of C1(N) does not depend on Z(x). Further characteristics of its
distribution such as its variance, however, depend strongly on the model and apparently cannot
be readily expressed by an explicit formula in the general case. The following simple examples
may provide some further insight into the distribution of C1(N). In the case of independent285
random variables Z(xi) (i = 1, . . . , N ), the extremal function at xi is x /→ Z(xi)1{x=xi} which
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ε µ¯1 µ¯2 σ¯1 σ¯2
0.25 291 1037 195 605
0.5 79 260 53 149
1 25 68 15 40
2 9 21 5 12
Table 1. Empirical means µ¯1 and µ¯2 and standard deviations σ¯1 and σ¯2 of the number of random
vectors to be simulated to obtain an exact sample of a Brown–Resnick process on the grid (εZ ∩
[−2, 2])× (εZ ∩ [−2, 2]) via Algorithm 1 and Algorithm 2, respectively.
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Fig. 3. Histograms for C1(N) (grey) and C2(N) (white)
based on 10000 exact simulations of a Brown–Resnick
process on the grid (εZ ∩ [−2, 2])× (εZ ∩ [−2, 2]) for
ε = 1 (left) and ε = 0.5 (right), respectively.
is why, at each step of Algorithm 1, a new extremal function is simulated and accepted, whence
C1(N) ≡ N . In contrast, for completely dependent random variables Z(xi) ≡ Z(x1), there is
only one extremal function, namely the constant function x /→ Z(x1), the one simulated at the
first location. At each further step of Algorithm 1, all proposed extremal functions are rejected. 290
The number C1(N) follows a geometric distribution with success probability 1/N and, thus,
E{C1(N)} = N and var{C1(N)} = N(N − 1). In this case, C1(N) and C2(N) share not only
the same mean, cf. Proposition 9, but also the same distribution.
We conclude this section with some comments on the complexity of our algorithms and a
comparison with other exact simulation procedures. Proposition 9 shows that, for any max-stable 295
process, Algorithm 1 is more efficient than Algorithm 2 in terms of the expected number of
simulated functions. As the spectral functions follow either the laws Px1 , . . . , PxN or a mixture
of these, the simulation of a single spectral function is equally complex in both cases. Thus, the
new Algorithm 1 based on extremal functions is always preferable to Algorithm 2.
The differences in complexity of the two algorithms are further illustrated in a simulation 300
study. We consider exact simulations of the Brown–Resnick process associated to the variogram
γ(h) = ∥h∥ on a grid (εZ ∩ [−2, 2])× (εZ ∩ [−2, 2]). For ε ∈ {0.25, 0.5, 1, 2}, Algorithms 1
and 2 are run 10000 times. The empirical means µ¯1 and µ¯2 and standard deviations σ¯1 and σ¯2
of C1(N) and C2(N), respectively, are reported in Table 1. Both the mean and the standard
deviation are much larger for Algorithm 2. The corresponding histograms for C1(N) and C2(N) 305
are displayed in Fig. 3 for the cases ε = 0.5 and ε = 1.
Finally, we briefly comment on exact simulation via the normalized spectral representation
proposed by M. Oesting, M. Schlather and C. Zhou. By Proposition 4.8 in their 2013 technical
Page 11 of 15
http://mc.manuscriptcentral.com/biometrika
Manuscripts submitted to Biometrika
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
For Peer Review
12 C. DOMBRY, S. ENGELKE AND M. OESTING
report (arXiv:1310.1813v1), the number C3(N) of simulated normalized spectral functions in
this algorithm satisfies310
E{C3(N)} =
{∫
max
i=1,...,N
ψ(xi)ν(dψ)
}
E
{
max
i=1,...,N
Z(xi)−1
}
(21)
and, thus, depends both on the geometry of the set {x1, . . . , xN} and on the law of the max-
stable process Z. In general, the numbers E{C3(N)} and E{C1(N)} however cannot directly
be used to compare the complexity of simulation via the normalized spectral representation and
simulation via extremal functions, because the distribution and the simulation complexity of a
single random function are different for the two algorithms. As we have seen in §4, the random315
functions in Algorithms 1 and 2 with distributions Px0 in (5), x0 ∈ X , can be simulated effi-
ciently for the most popular max-stable process and extreme value copula models. For the nor-
malized spectral function, exact and efficient algorithms are known only for some cases such as
mixed moving maxima processes, but are unavailable in cases like Brown–Resnick or extremal-t
processes. For this reason, simulation via Algorithm 1 is often preferable to simulation via the320
normalized spectral representation even when E{C1(N)} > E{C3(N)}.
6. SIMULATION ON DENSE GRIDS
In many applications one is interested in simulating a max-stable process Z on a dense
grid, e.g., x = X ∩ (εZ)d. As discussed in §5, on average, this requires the simulation of
E{C1(N)} = N random functions in Algorithm 1, that is, the simulation of N random vec-325
tors of sizeN . For small ε,N will be large and the procedure can become very time-consuming.
Thus, one might be interested in aborting Algorithm 1 afterm < N steps, ensuring exactness of
the simulation only at locations x1, . . . , xm. In this case, an alternative design of the algorithm
which efficiently chooses the subset of m locations might improve the probability of an exact
sample at all N locations.330
For comparison of two designs, we introduce the random number
N0 = min{m ∈ {1, . . . , N} : Zm(x) = ZN (x)}.
For n ≥ N0, the algorithm does not provide any new extremal functions, but all the simulated
functions are rejected. Hence, N0 is the optimal number of iterations before aborting the algo-
rithm. One design is preferable to another if its corresponding random number N0 is stochasti-
cally smaller. An efficient design should thus simulate the extremal functions at an early stage of335
the algorithm. Based on the intuition that φ+xn+1 is likely not to be contained in Φ
+
n if Zn(xn+1)
is small, we propose the following adaptive numbering x(1), . . . , x(N) of points in Algorithm 1:
x(1) = x1, (22)
x(n+1) = argmin
{
Zn(x) : x ∈ {x1, . . . , xN} \ {x(1), . . . , x(n)}
}
(n = 1, . . . , N − 1).
A simulation study indicates that this adaptive version is clearly preferable to Algorithm 1 with340
a deterministic numbering of locations. The advantage is particularly big in the case of strong
dependence, which corresponds to simulation on dense grids. More details on the simulation
study and its results are provided in the Supplementary Material.
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APPENDIX
Proof of Proposition 2. The fact that the restricted point process Φ ∩ {f ∈ C, f(x0) > 0} is a Poisson
process with intensity 1{f(x0)>0}µ(df) is standard. We prove (6). For A ⊂ C Borel,∫
C
∫ ∞
0
1{ζf∈A}ζ−2dζ Px0(df) =
∫
C
∫ ∞
0
1{ζf/f(x0)∈A}ζ
−2dζ f(x0) ν(df)
=
∫
C
∫ ∞
0
1{ζ˜f∈A}ζ˜
−2dζ˜ 1{f(x0)>0} ν(df)
=
∫
C
1{f∈A}1{f(x0)>0}µ(df).
Here, we use successively (5), the change of variable ζ˜ = ζ/f(x0) with f(x0) > 0 and (4) for the last
equality. ! 355
Proof of Theorem 1. The distribution of φ+x1 is given in Proposition 1. We prove the result for the con-
ditional distribution of φ+xn+1 given (φ
+
xi)i=1,...,n. Recall thatΦ
+
n = {φ+x1 , . . . ,φ+xn}. Then, by Lemma 3.2
in Dombry & E´yi-Minko (2012), the conditional distribution of Φ−n given Φ+n is equal to the distribution
of a Poisson process with intensity
1{f(xi)<Z(xi), i=1,...,n}µ(df) = 1{f(xi)<Zn(xi), i=1,...,n}µ(df), (A1)
where the equality follows from (8). In order to determine φ+xn+1 we focus on the functions φ ∈ Φ−n 360
satisfying φ(xn+1) > Zn(xn+1) and consider the restriction
Φ˜n+1 = Φ−n ∩ {f ∈ C, f(xn+1) > Zn(xn+1)} .
It follows from (A1) that conditionally on (φ+xi)1≤i≤n, Φ˜n+1 is a Poisson process with intensity
given by (9). We distinguish two cases. If Φ˜n+1 = ∅ then there is no function in Φ−n exceeding Zn
at point xn+1, that is, Z(xn+1) = Zn(xn+1) and φ+xn+1 = argmaxφ∈Φ+n φ(xn+1). If Φ˜n+1 ̸= ∅ then
there is some function in Φ−n exceeding Zn at point xn+1, that is, Z(xn+1) > Zn(xn+1) and φ+xn+1 = 365
argmaxφ∈Φ˜n+1 φ(xn+1). This concludes the proof of Theorem 1. !
Proof of Theorem 2. For any k = 1, . . . , N , (5) implies∫
C f(xk)1{f(x)/∥f(x)∥∈A} ν(df) =
∫
C 1{f(x)/∥f(x)∥∈A} Pxk(df). (A2)
We compute the µx-measure of the set U−1{(u,∞)×A} for u > 0 and a Borel set A ⊂ SN−1,
µx[U−1{(u,∞)×A}] =
∫
C
∫ ∞
0
1{ζ∥f(x)∥>u}1{f(x)/∥f(x)∥∈A}ζ−2dζ ν(df) 370
=
1
u
∫
C
∥f(x)∥1{f(x)/∥f(x)∥∈A} ν(df) = 1u
N∑
k=1
∫
C
f(xk)1{f(x)/∥f(x)∥∈A} ν(df)
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=
1
u
N∑
k=1
∫
C
1{f(x)/∥f(x)∥∈A} Pxk(df) =
N
u
1
N
N∑
k=1
∫
C
1{f(x)/∥f(x)∥∈A} Pxk(df), (A3)
where the penultimate equality follows from (A2). Let Y (k) (k = 1, . . . , N), be independent random
processes with distribution Pxk , respectively, and let T be an independent uniform random variable on
{1, . . . , N}, then (A3) can be restated as
µx[U−1{(u,∞)×A}] = N
u
pr
{
Y (T )(x)
∥Y (T )(x)∥ ∈ A
}
.375
Comparing this with (10) yields the assertion of the theorem. !
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