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Abstract
Standard and extended growth curvemodel (multivariate linearmodel) with practically important variance
structures are considered and a method for parameters estimation is proposed.
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1. Standard model
Let us consider standard growth curve model
Y = XBZ + ε,
E ε = 0 var(vec ε) = ⊗ I,
where Yn×p is a matrix of multivariate observations, Xn×m is an ANOVA design matrix, Zr×p
is a regression constants matrix, Bm×r is a matrix of unknown (the ﬁrst order) parameters and
εn×p is a matrix of random errors. Matrix  of the unknown second order parameters describes
the dependence of the columns of Y.
There is no problem estimating  when it is completely unknown. Problems, however, arise
when its structure is partially known. It usually means that we have some information about
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correlation structure. Two most common such models are
(a) uniform correlation model
 = 2 ((1 − )I + 11′)
and
(b) ﬁrst order autoregressive correlation structure (serial structure)
 = 2
⎛⎜⎜⎜⎝
1  . . . p−1
 1 . . . p−2
...
...
. . .
...
p−1 p−2 . . . 1
⎞⎟⎟⎟⎠ .
Wu [6,7] proposed a method for the estimation of 2 and  in the uniform structure model which
is rather complicated (and due to typo undecipherable) and is very difﬁcult to generalize to more
complicated models. Therefore, we would like to have a simpler estimator which is applicable
also in other situations.
Let us denote PG orthogonal projector on column spaceR(G) of a matrix G andMG = I −PG
orthogonal projector on its orthogonal complement. If the correspondingmetric is given by a p.s.d.
matrix A, these projectors will be denoted by PAG and MAG.
When there is no prior information about , its best estimator (under normality it is UMVUIE,
see [8]) is
S = 1
n − r(X) Y
′MXY.
Therefore it seems natural to base simple estimator on the statistics Y ′MXY .
1.1. Uniform correlation structure
Since E S = , it is easy to see that
E Tr (S) = p 2,
E
(
1′S1
) = p 2 [1 + (p − 1)] .
Thus, unbiased estimating equations are
Tr(S) − p ˆ2 = 0,
1′S1 − Tr(S) [1 + (p − 1)ˆ] = 0,
which implies
ˆ2S =
Tr(S)
p
(1)
ˆS =
1
p − 1
(
1′S1
Tr(S)
− 1
)
(2)
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(we use the subscript S to distinguish this estimator from the other ones described later).Moreover,
the estimator of 2 is unbiased (having multiple-of-2 distribution under normality). Positive
semideﬁniteness of MX and Hölder inequality imply that
0 1
′S1
Tr(S)
p ⇔ −1
p − 1 ˆS1,
which are also the theoretical boundaries for  in such situation.
The estimator of  is biased, as usually. Using Taylor expansion, we get for the mean value
EˆS =  −
2
n − r(X) (1 − )
1 + (p − 1)
p
+ O(n−2)
Wecan compare our estimatorswith classicalmaximum likelihood estimators (for the derivation
see [3]). If 1′ ∈ Z, the MLE of 2 and  are deﬁned in the same way as above but S is replaced by
S∗ = 1
n
(
Y ′MXY + MZ′Y ′PXYMZ′
)
.
(In [3], PT is used instead of MZ′ , where Tp×p−r is a full-rank matrix satisfying ZT = 0, but it
is easy to see that PT = MZ′ .)
Under normality, the following statements are equivalent:
(i) Z11′MZ′ = 0
(ii) There is a complete sufﬁcient statistics, e.g. {Tr(Y ′Y ), 1′Y ′Y1, P ′Y ′Q}, where P is ap×r(Z)
matrix such that P ′P = I,R(P ) = R(Z′), and Q is a n × r(X) matrix such that Q′Q =
I,R(Q) = R(X).
(see [6,Theorem3.1]). It is easy to see that if r(X) = m < n and r(Z) = r < p,{Tr(Y ′Y ), 1′Y ′Y1,
P ′Y ′Q
}
can be replaced by
{
Tr(Y ′Y ), 1′Y ′Y1, ZY ′X
}
.
We suppose that 1 ∈ Z′, X and Z are full-rank matrices, and ε has normal distribution, so that
condition (i) holds, and complete sufﬁcient statistic exists.
One can readily derive that statistics Tr
(
a.Y ′MXY + b.MZ′Y ′PXYMZ′
)
and 1′
(
a.Y ′MXY
+b.MZ′Y ′PXYMZ′
)
1 are functions of our complete sufﬁcient statistic only if a = b. Therefore,
the uniformly best unbiased estimator must be based on S∗.
Similarly, if the parametric space is non-degenerated, in the normal model with full-rank X
and Z and general , a complete sufﬁcient statistic for (, B), is
(
Y ′Y,X′Y
)
or
(
S,X′Y
) (up to
symmetry, see [6, Theorem 2.1]). In that situation, the best unbiased estimator is based on S.
Thus, under the above mentioned assumptions, the MLE is a function of a complete sufﬁcient
statistic, but—as we shall see in a while—is biased. Our estimator is based on statistics which
is not optimal (nevertheless, it is optimal in more complex situations), but is simpler and easy to
generalize to more complicated cases.
Since
E Tr
(
S∗
) = 1
n
(n − r(X))p2 + 1
n
r(X)(p − r)(1 − )2
and
E 1′S∗1 = 1
n
(n − r(X))p (1 + (p − 1))2,
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the best unbiased estimator of 2 in this case is
ˆ2B =
p(p − 1)n(n − r(X))Tr (S∗) + nr(X)(p − r)1′S∗1
p2(n − r(X)) [(n − r(X))(p − 1) + r(X)(p − r)] ,
and corresponding (biased) estimator of  is
ˆB =
1
p − 1
(
p [(n − r(X))(p − 1) + r(X)(p − r)] 1′S∗1
(n − r(X))p(p − 1)Tr (S∗) + r(X)(p − r)1′S∗1 − 1
)
.
It can be shown that −1
p−1 ˆB1, too.
We would like to compare all three estimators.
First, let us look at the expected values. Using [1], and Taylor expansion in the case of ˆ, we
can derive
E ˆ2ML = 2
[
1 − r(X)(r +  (p − r))
np
]
,
E ˆ2B = 2,
E ˆML =  −
1 + (p − 1)
(p − 1) [np − r(X)((p − r) + r)]3
×
{
n2
[
p2(p − r)(1 − )r(X) + 2p2(p − 1)(1 − )
]
−2n
[
(1 − )p(p − r)((p − r) + r)r(X)2 + p2(p + r − 2)(1 − ) r(X)
]
+(1 − )(p − r)((p − r) + r)2r(X)3 + 2p2(r − 1)(1 − ) r(X)2
}
+O
(
n−2
)
,
E ˆB =  −
2(1 + (p − 1))(1 − ) [np (p − 1) − r(X)(p r − p − r + r)]
p2
[
n2(p − 1) − n(p + r − 2)r(X) + (r − 1)r(X)2]
+O
(
n−2
)
.
We can see that ˆ2S and ˆ
2
B are unbiased, while the MLE is biased. The mean of ˆ
2
ML is always
less then 2, so that ˆ2ML tends to underestimate the true value.
Approximate expected values of all three estimators of  coincide for  = − 1
p−1 and  = 1,
and so do also the actual estimator values, since 1′S∗1 = 1′S1 = 0 a.s. for  = − 1
p−1 and
MZ′Y ′PXYMZ′ = 0 a.s. for  = 1. Otherwise ˆS and ˆB are less biased then ˆML. Fig. 1(a)–(c)
shows the differences E ˆS −  (part a), E ˆML −  (part b), and E ˆB −  (part c) as a function
of , where dimensions of matrices used stem from various applications (including Potthoff &
Roy’s data, see [4]). Ranges are n = 17 . . . 97, r(X) = 2 . . . 5, p = 4 . . . 8, r = 2 . . . 4. The
differences decrease mainly with increasing n.
Since
E ˆB − E ˆS = −
2( − 1)2(1 + (p − 1))(p − r)r(X)
p2(n − r(X))(np − n + r(X) − r(X)r) ,
ˆS is always less biased than ˆB . Fig. 2 shows this difference. However, from practical point of
view it is negligible.
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Most common criterion for comparing of biased estimators is MSE. Therefore, let us look at
MSE matrices of all (vector) estimators of (2, ). We denote the elements of MSE-matrix of a
G-type estimator, G ∈ {S,ML, B}, by
MSEG =
⎛⎝ MSE ˆ2G MSE (ˆ2G, ˆG)
MSE
(
ˆ2G, ˆG
)
MSE ˆG
⎞⎠ .
Using the same method as before, we get
MSE ˆ2S = var ˆ2S =
24
n − r(X) ·
1 + (p − 1)2
p
,
MSE ˆS =
2
n − r(X) ·
(1 − )2[1 + (p − 1)]2
p(p − 1) + O
(
n−2
)
,
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MSE
(
ˆ2S, ˆS
)
= cov
(
ˆ2S, ˆS
)
= 2
2
n − r(X) (1 − )
1 + (p − 1)
p
+ O
(
n−2
)
,
var ˆ2ML = 4
2
np
[
1 + (p − 1)2
]
− 4 2r(X)
n2p2
[
p + p (p − 1)2 − (p − r)(1 − )2
]
,
MSE ˆ2ML = var ˆ2ML + 4
(r(X))2
n2p2
[
r + (p − r)]2 ,
MSE ˆML =
2n3p3(p − 1)(1 − )2[1 + (p − 1)]2[
np − r(X)((p − r) + r)]4 (p − 1)2 + O
(
n−2
)
,
MSE
(
ˆ2ML, ˆML
)
= 2 2n
2p2(1 − )(1 + (p − 1))[
np − r(X)((p − r) + r)]3 + O
(
n−2
)
,
MSE ˆ2B = var ˆ2B =
24
n − r(X) ·
1
p2[n(p − 1) − r(X)(r − 1)]
×
{
np(p − 1)
[
1 + (p − 1)2
]
−r(X)
[
(r − 1)(2p − r + (p − 1)22) + ((p − 1) − (p − r))2
]}
,
MSE ˆB =
2
n − r(X) ·
(1 − )2[1 + (p − 1)]2(np − r(X)r)
p2[n(p − 1) − r(X)(r − 1)] + O
(
n−2
)
,
MSE
(
ˆ2B, ˆB
)
= cov
(
ˆ2B, ˆB
)
= 2
2
n − r(X) ·
(1 − )[1 + (p − 1)]
p
×np(p − 1) − r(X)[r(p − 1) − (p − r)]
p[n(p − 1) − r(X)(r − 1)]
+O
(
n−2
)
,
Fig. 3(a) and (b) shows the ratios MSE ˆ
2
ML
MSE ˆ2S
−1 (part a) and MSE ˆMLMSE ˆS −1 (part b) as a function of
 for the same data as before. We can see that both estimators of 2 can outperform the other one,
depending on the model dimensions. It seems that our estimator is almost always better for larger
r(X) (in our data approximately for r(X)5), but there is no clear-cut rule. What concerns ,
for  < 0 and on a small right neighborhood of 0 usually performs better ˆML, for larger values
performs better ˆS . It is clear that no MSE matrix dominates the other, because the same holds
for both its main diagonal elements. However, the ﬁgure suggests that our estimators are better in
majority of cases, and sometimes much better.
The difference of MSE matrices MSES −MSEB , as we could expect, is a positive semideﬁnite
matrix (its eigenvalues are
2(1 − )2(p − r)r(X) [4(p − 1)2 + (1 + (p − 1))2]
p2(p − 1)(n − r(X))[n(p − 1) − r(X)(r − 1)] 0
and 0). However, from practical point of view the difference is not too big. Fig. 4 shows the ratio
MSE ˆ2S/MSE ˆ
2
B − 1 as a function of  for the above mentioned data. We see that the MSE’s
612 I. Žežula / Journal of Multivariate Analysis 97 (2006) 606–618
x
y y
1
0.4
0.3
0.8
0.2
0.1
0.6
0
-0.1
0.4
-0.2
0.20-0.2
x
1
0.4
0.3
0.8
0.2
0.1
0.6
0
-0.1
0.4
-0.2
0.20-0.2
(A) (B)
Fig. 3.
x
1
0.1
0 0.8
0.08
-0.2
0.04
0.2
0
0.6
0.06
0.4
0.02
Fig. 4.
differ at most by approximately 10% and the percentage goes quickly to zero for higher . Ratio
MSE ˆS
MSE ˆB
− 1 = r(X)(p − r)
(p − 1)(np − r(X)r)
does not depend on  and for our data is always less than 2%. That is why we trust that the S-type
estimator, which for its ease will be generalized in next sections to more complicated models,
will perform satisfactorily in those models.
1.2. Generalized uniform correlation structure
Some authors [2] considered variance structure
 = 1G + 2ww′,
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where G is known symmetric matrix and w known vector. Because  must be a p.s.d. matrix
∀1, 2, the parameter space is restricted. We must distinguish two cases. If 10 (which is
necessary condition) and 20, then according to Theorems A.71 and A.69 in [5],
1G − |2|ww′0 ⇔ G0, w ∈ R(G), |2|w′G+w1.
If both 1, 20 and G0, then 1G + 2ww′0 trivially for any w.
Similarly as above, we have
E Tr (S) = 1 Tr(G) + 2w′w,
E
(
1′S1
) = 1 1′G1 + 2(1′w)2.
It is easy to transform this system into unbiased estimating equations and get
ˆ1 = (1
′w)2Tr(S) − 1′S1w′w
(1′w)2Tr(G) − 1′G1w′w, (3)
ˆ2 = 1
′S1Tr(G) − 1′G1Tr(S)
(1′w)2Tr(G) − 1′G1w′w. (4)
In particular, for G = Ip and w = 1 we get
ˆ1 = p Tr(S) − 1
′S1
p(p − 1) and ˆ2 =
1′S1 − Tr(S)
p(p − 1)
Estimators ˆ1 and ˆ2 are unbiased, regardless of the distribution ofY. Under normality, if X and
Z are of full rank and parametric space contains an open interval, they are functions of complete
sufﬁcient statistic for nonrestricted .
Useful information is also the variance of the estimators.We assume normality for this purpose.
Using results from [1] we get
var Tr(S) = 1
n − r(X) Tr
(
2
)
,
var 1′S1 = 1
n − r(X)
(
1′1
)2
,
cov(Tr(S), 1′S1) = 1
n − r(X) 1
′21.
This implies
var ˆ1 = 1
n − r(X) ·
(1′w)4Tr
(
2
)− 2(1′w)2w′w.1′21 + (w′w)2(1′1)2[
(1′w)2Tr(G) − 1′G1w′w]2 ,
var ˆ2 = 1
n − r(X) ·
[
Tr(G)1′1
]2 − 2 Tr(G)1′G11′21 + (1′G1)2Tr(2)[
(1′w)2Tr(G) − 1′G1w′w]2 ,
cov
(
ˆ1, ˆ2
)
= 1
n − r(X) ·
[
(1′w)2Tr(G) + 1′G1w′w] 1′21[
(1′w)2Tr(G) − 1′G1w′w]2
− 1
n − r(X) ·
1′G1(1′w)2Tr
(
2
)+ w′w Tr(G)(1′1)2[
(1′w)2Tr(G) − 1′G1w′w]2
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and for the special case of G = Ip and w = 1
var ˆ1 = 1
n − r(X) ·
p2Tr
(
2
)− 2p 1′21 + (1′1)2
p2 (p − 1)2
= 1
n − r(X) ·
21
p − 1 ,
var ˆ2 = 1
n − r(X) ·
(
1′1
)2 − 21′21 + Tr(2)
p2 (p − 1)2
= 1
n − r(X) ·
21 + 212(p − 1) + 22p (p − 1)
p (p − 1) ,
cov
(
ˆ1, ˆ2
)
= 1
n − r(X) ·
(p + 1)1′21 − p Tr (2)− (1′1)2
p2 (p − 1)2
= − 1
n − r(X) ·
21
p (p − 1) .
These are functions of unknown parameters but we can estimate it using estimated variance
matrix ̂.
If 1 = 2(1 − ) and 2 = 2, we can see that
ˆ2 = ˆ1 + ˆ2 and ˆ = ˆ2
ˆ1 + ˆ2
.
Naturally, this connection between parameters requires 1+2 > 0, which is further restriction of
the parameter space. The estimator ˆ is again not unbiased because of correlation of the numerator
and the denominator.
1.3. Autoregressive correlation structure
We have
E Tr (S) = p 2,
E
(
1′S1
) = 2 [p + 2(p − 1) + 22(p − 2) + · · · + 2p−1] ,
which produces unbiased estimating equations. We can easily rearrange them into the following
form:
ˆ2 = Tr(S)
p
, (5)
ˆ(p − 1) + ˆ2(p − 2) + · · · + ˆp−1 = p
2
(
1′S1
Tr(S)
− 1
)
. (6)
In this case, the theoretical boundaries for  are 〈−1;+1〉. Function
fp(x) = (p − 1)x + (p − 2)x2 + · · · + xp−1
is strictly increasing in 〈−1; 1〉 for all natural p2. Its values lie in
〈
−p2 ; p (p−1)2
〉
, p even, and〈−p+1
2 ; p (p−1)2
〉
, p odd. On the other hand, p2
(
1′S1
Tr(S) − 1
)
lies always in
〈
−p2 ; p (p−1)2
〉
. So for p
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odd and 1′S1 1
p
Tr(S) we deﬁne ˆ = −1 (and therefore we have nonzero probability of getting
this value); in all other cases is ˆ uniquely determined by equation (6).
Algebraically equivalent form of fp(x) is
fp(x) = x1 − x
(
p − 1 − x
1 − x
(
1 − xp−1
))
.
If we denote R the value of the right-hand side of equation (6), using this form of fp(x) we can
turn (6) into
gp(ˆ)
def= ˆp+1 − (p + R)ˆ2 + (p − 1 + 2R)ˆ = R. (6′)
This equation has always double root 1 and exactly one other in 〈−1;+1〉, which is the estimator.
For small p we can ﬁnd the explicit solution:
• p = 2 : ˆ = R
• p = 3 : ˆ = −1 + √1 + R
• p = 4 : ˆ = 16u1/3 − 103 u−1/3 − 23 , where u = 152 + 108R + 12
√
216 + 228R + 81R2
• p = 5 : ˆ = − 12 −
√
3
6 v
1/2 + 16
√
−18 − 3u1/3 + 36√3 v−1/2 + (45 + 36R)u−1/3, where
u = 135 + 54R + 6√600 + 630R + 261R2 + 48R3 and v = u1/3 − (15 + 12R)u−1/3 − 3.
For higher p it is necessary to solve the equation numerically. As Fig. 5(a) and (b) shows for
several small p’s, 1 the left-hand side of Eq. (6)—Fig. 5(a)—is quickly increasing on (0; 1) and
is rather ﬂat on (−1; 0), while the opposite is true for (7)—Fig. 5(b). That is why the original
form of (6) gives best precision for  > 0, and the second form is more precise for  < 0. The
effect increases with increasing p.
1 Negative R is used in gp(x) in the ﬁgure. The bigger is R, the steeper is gp(x), and the end “bow’’ is shorter or
vanishes.
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2. Extended model
Let us consider extended growth curve model (ECGM) with two components:
Y = X0B0Z0 + X1B1Z1 + ε,
E ε = 0 var(vec ε) = 2 ⊗ I,
EB1 = 0 var(vecB1) = 1 ⊗ I,
ε and B1 being independent random variables (dimension of Y , ε, Xi , Bi and Zi are n × p, n ×
p, n × mi,mi × ri , and ri × p, respectively).
Clearly,
var(vecY ) = Z′11Z1 ⊗ X1X′1 + 2 ⊗ I.
Let us suppose thatR (X1)R (X0); this assumption ensures the estimability of the parameters
of interest (see [9]).
2.1. Uniform correlation structure
Let both variance matrices have uniform correlation structure
1 = 21
(
(1 − 1)Ir1 + 111′
)
, 2 = 22
(
(1 − 2)Ip + 211′
)
.
We shall apply the same principle as in the standard model for the estimation of unknown
parameters. Let us denote
S01 = 1
n − r (X0, X1)Y
′M(X0,X1)Y and S0 =
1
n − r (X0)Y
′MX0Y.
Using [1], it is easy to prove that
E S01 = 22
[
(1 − 2)Ip + 211′
]
,
E S0 = 21Z′1
[
(1 − 1)Ir1 + 111′
]
Z1
Tr
(
X′1MX0X1
)
n − r (X0) + 
2
2
[
(1 − 2)Ip + 211′
]
.
Again we get
E Tr (S01) = p 22,
E 1′S011 = p22
[
1 − (1 − p)2
]
,
ETr (S0) = 21
Tr
(
X′1MX0X1
)
n − r (X0)
[(
1 − 1
)
Tr
(
Z′1Z1
)+ 11′Z1Z′11]+ p 22,
E 1′S01 = 21
Tr
(
X′1MX0X1
)
n − r (X0)
[(
1 − 1
)
1′Z′1Z11 + 1
(
1′Z11
)2]
+p 22
[
1 − (1 − p)2
]
which can easily be rearranged into unbiased estimating equations. The resulting estimators are
ˆ22 =
Tr (S01)
p
, (7)
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ˆ2 =
1
p − 1
(
1′S011
Tr (S01)
− 1
)
, (8)
ˆ21 =
n − r (X0)
Tr
(
X′1MX0X1
)
×
Tr (S0−S01)
[(
1′Z11
)2 −1′Z′1Z11]−1′ (S0−S01) 1 [1′Z1Z′11−Tr (Z′1Z1)]
Tr
(
Z′1Z1
)
(1′Z11)2 − 1′Z1Z′111′Z′1Z11
, (9)
ˆ1 =
Tr
(
Z′1Z1
)
1′ (S0−S01) 1 − 1′Z′1Z11Tr (S0−S01)
Tr (S0−S01)
[
(1′Z11)2 −1′Z′1Z11
]
−1′ (S0−S01) 1
[
1′Z1Z′11−Tr
(
Z′1Z1
)] . (10)
Properties of these estimators are similar to those from standard model.
2.2. Autoregressive correlation structure
Let
Di =
(
0p−i×i Ip−i×p−i
0i×i 0i×p−i
)
+
(
0i×p−i 0i×i
Ip−i×p−i 0p−i×i
)
be p × p matrix with unit i-th main diagonals (and zeros otherwise), i = 2, . . . , p, and let Ci be
analogous r1 × r1 matrix, i = 2, . . . , r1. Autoregressive correlation structure of both components
of variance can be written as
1 = 21
(
Ir1 +
r1∑
i=2
i−11 Ci
)
, 2 = 22
(
Ip +
p∑
i=2
i−12 Di
)
.
Similarly as in the standard model we have
E Tr (S01) = p22,
E 1′S011 = 22
[
p + 22(p − 1) + 222(p − 2) + · · · + 2p−12
]
,
ETr (S0 − S01) = 21
Tr
(
X′1MX0X1
)
n − r (X0)
[
Tr
(
Z′1Z1
)+ r1∑
i=2
i−11 Tr
(
Z′1CiZ1
)]
,
E 1′ (S0 − S01) 1 = 21
Tr
(
X′1MX0X1
)
n − r (X0)
(
1′Z′1Z11 +
r1∑
i=2
i−11 1
′Z′1CiZ11
)
.
The estimating equations are again unbiased and produce the following equations for the estima-
tors:
ˆ22 =
Tr(S01)
p
, (11)
ˆ2(p − 1) + ˆ22(p − 2) + · · · + ˆp−12 =
p
2
(
1′S011
Tr(S01)
− 1
)
, (12)
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r1∑
i=2
i−11
[
Tr
(
Z′1CiZ1
)
1′ (S0 − S01) 1 − Tr (S0 − S01) 1′Z′1CiZ11
]
= Tr (S0 − S01) 1′Z′1Z11 − Tr
(
Z′1Z1
)
1′ (S0 − S01) 1, (13)
ˆ21 =
n − r (X0)
Tr
(
X′1MX0X1
) · 1′ (S0 − S01) 1
1′Z′1Z11 +
∑r1
i=2 ˆ
i−1
1 1′Z′1CiZ11
. (14)
Eq. (12) can be solved in the same manner as in the standard model, Eq. (13) has to be solved
numerically and its solution is then used in (14).
Properties of ˆ22 and ˆ2 are as stated previously; we were not able to get more information
about ˆ21 and ˆ1.
The principle proposed here is rather intuitive and not always it must produce satisfactory
results. On the other hand, it is very simple and can be used in many other situations, especially
when other methods fail.
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